A route planning query has many real-world applications and has been studied extensively in outdoor spaces such as road networks or Euclidean space. Despite its many applications in indoor venues (e.g., shopping centres, airports), almost all existing studies are specifically designed for outdoor spaces and do not take into account unique properties of the indoor spaces such as hallways, stairs, escalators, rooms etc. We identify this research gap and formally define the problem of category aware multi-criteria route planning query, denoted by CAM, which returns the optimal route from an indoor source point to an indoor target point that passes through at least one indoor point from each given category while minimizing the total cost of the route in terms of travel distance and other relevant attributes. We show that CAM query is NP-hard. We propose an efficient approximation algorithm which generates high-quality results. We provide an extensive experimental study conducted on the largest shopping centre in Australia and compare our algorithms with alternative approaches. The experiments demonstrate that our algorithm is highly efficient and produces quality results.
INTRODUCTION
People spend a significant amount of their time in indoor spaces often in unfamiliar buildings such as shopping malls, airports, and libraries [3] . Recent advances in indoor positioning technology, cheap wireless network and availability of geo-tagged data have Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). SIGSPATIAL '18, November 6-9, 2018 , Seattle, WA, USA © 2018 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-5889-7/18/11. https://doi.org /10.1145/3274895.3274938 resulted in huge demand for indoor location-based services such as finding nearby indoor objects, indoor navigation, and route planning to name a few. Route planning is one of the most popular services among both indoor and outdoor users, which assists them in planning a route satisfying their preferences. Specifically, a user may issue a route planning query by providing a source location and a target location along with her preferences as a set of keywords (e.g., restaurant, salon, supermarket). A route planning query returns an optimal route that starts from the source location, passes through at least one location from each given preference and ends at the target location.
Due to its popularity, route planning query has been extensively studied in the past few years [1, 4, 8, 9] . However, all these techniques are specifically designed for outdoor spaces and cannot be efficiently extended for the indoor spaces because they fail to exploit the unique properties specific to indoor venues. For example, indoor graphs have a much higher out-degree compared to the road networks [7] . Furthermore, the object density is much higher for indoor venues, e.g., the number of POIs (e.g., restaurants, fuel stations) on the vertices of road networks is typically small whereas the number of objects in a single room (e.g., products in a supermarket) of indoor venues may be in thousands. Thus, specialized techniques are required to answer route planning queries in indoor venues.
Inspired by the above, in this paper, we provide the first set of techniques to answer an important route planning query with various applications in different scenarios. Consider a user who is in the car park of a large shopping centre and has a list of items to buy (e.g., a wine bottle, a bunch of flowers, a cake, and a wristwatch). She may want to find an optimal route such that the total distance she needs to walk and the total price she pays to purchase all these items are minimized. She may use a Category Aware Multi-criteria route planning query, denoted as CAM, which takes as input a set of categories (e.g., the list of items she wants to purchase) and a scoring function, and returns the route that passes through at least one object of each category and has the minimum score where the score of each route is computed using the user-defined scoring function considering the total length of the route and total price of the items along the route. In contrast to traditional route planning queries that only consider a single criterion (i.e., distance), Category Aware Multi-criteria route planning queries could retrieve optimal route considering multiple criteria such as the total length of the route, total price, total rating of items, and total waiting time for the activities etc.
To the best of our knowledge, we are the first to study the route planning queries where the score of a route is computed using not only its total length but also other relevant attributes such as total price and total waiting time etc. In this paper, we propose the category aware multi-criteria route planning (CAM) query and show that a CAM query is NP-hard in the number of categories. We present an efficient algorithm that utilizes a novel dominance-based pruning to significantly reduce the number of possibilities while maintaining high-quality results. Finally, we conduct an extensive set of experiments on a real-world shopping centre containing real products.
RELATED WORK
Trip planning query (TPQ) [4] has source and target locations and a set of categories in which it finds the shortest route starts at the source location, passes through at least one object from each given category and ends at the target location. Sharifzadeh et al. [8] introduce a variant of TPQ called optimal sequenced route (OSR) query that visits the categories in a particular order given by the user. [1, 2, 6, 10] study new types of route planning queries. However, we find that these works have different aims with that of the CAM queries. Yao et al. [9] study another variant of route planning query, the multi-approximate-keyword routing (MAKR) query. MARK studies a similar problem to CAM .
PROBLEM DEFINITION
Definition 1 (Indoor objects). Let p i ∈ P be an indoor point representing an indoor object. Each point p i is associated with a category c j ∈ C and a static score denoted by s(p i ).
is the shortest path between two points.
Definition 3 (Travel cost). Given a route R = p 1 , . . . ,p m , the travel cost of route R is computed as follows
where dist(p i , p i+1 ) denotes the indoor distance between two points in route R.
Definition 4 (Static cost). Given a route = p 1 , . . . ,p m , let R.ψ = c 1 , . . . , c m be the set of categories covered by R where |R.ψ | = m and p i denotes an indoor point that covers c i ∈ R.ψ . Hence, the static cost is computed as follows,
where s(p i ) denotes the static score of the indoor point p i .
Definition 5 (Cost function). We determine the cost of a route R in terms of travel cost and static cost, as follows,
Here, α is a query parameter (user-defined) that lies between 0 and 1 to control the preference of travel cost and static cost.
Definition 6 (Category Aware Multi-criteria route planning (CAM) qery). Given an indoor space, a category aware multicriteria route planning query q = p s , p t ,ψ where p s , p t denotes the source point and the target point of the route, and q.ψ = c 1 , . . . , c m denotes a set of unique categories that describes the user preferences. A route from the point p s to the point p t , that passes through at least one indoor point from each given category, is called a complete candidate route. Moreover, a CAM query returns a route subject to:
where F (q) is the collection of all complete candidate routes for the given query q.
Theorem 1. The problem of solving a CAM query is NP-hard.
Proof. This problem can be reduced from the classical travelling salesman problem (TSP) which is NP-hard. Given a graph in which each edge has a length, let both start and end points equal to a node v 0 , each given category is covered by a node v i with s i = 0 where i = {1 . . .m} and all the other nodes contain non-query categories. Clearly, the problem of solving CAM query is identical to the TSP. Thus, the problem of solving CAM problem is NP-hard.
GCNN ALGORITHM
A CAM query can be answered using a brute force approach by conducting an exhaustive search. Even though the brute force method guarantees the optimal solution, the exhaustive search is prohibitively expensive in practice. We devise a novel approximation algorithm called Global Category Nearest Neighbour (GCNN) algorithm to quickly answer a CAM query.
GCNN algorithm is a greedy algorithm that greedily adds an indoor point p to an existing partial candidate route by minimizing the route cost w.r.t travel and static costs. Basically, GCNN algorithm starts from the source point p s and progressively constructs a candidate route by inserting an indoor point covering one of the uncovered categories. For a given partial candidate route R = {p s , p x 1 , ..., p x j }, the algorithm finds such a point subjected to:
where cnn(p x j , P i ) returns the category nearest neighbour point for a given category c i w.r.t an indoor point p x j . The category nearest neighbour of point p is the closest point to p w.r.t both travel and static costs. In order to obtain the category nearest neighbour point covering category c i for a given point p x j , i.e., cnn(p x j , P i ), every indoor point p belongs to the particular category c i , i.e., p ∈ P i , is ranked using Equation (5) . As Equation (6) depicts, the point with the minimum ranking score is selected eventually. Then, the globally best category nearest neighbour point for the current point p x j is determined using Equation (7) and R is updated to R = {p s , p x 1 , ..., p x j , p}. The algorithm terminates when R turns into a complete route where all the query categories are covered. As Algorithm 1 illustrates, initially, we enqueue a route R = {p s } with zero as the key value (line 1). We terminate the algorithm either when the queue is empty (line 2) or an optimal route is found (line 6-8). In each iteration, we dequeue a candidate route R * = {p s , ..., p x j } An Efficient Approximation Algorithm for Multi-criteria Indoor Route Planning Queries SIGSPATIAL '18, November 6-9, 2018, Seattle, WA, USA from the queue (line 3) which essentially provides the answer to Equation (7) of the previous iteration. After a candidate route is dequeued, we clear the min-priority queue by dequeuing all the routes (line 4). This allows us to maintain the current optimal partial candidate route in each iteration. Next, the set of uncovered categories, i.e., Ψ, is obtained (line 5). Then, for each uncovered category, we get the category nearest neighbour point p using Equation (6) and generate a new candidate route by inserting that point into the current candidate route (line 9-13). The key value of a route is determined by taking into account route cost and distances between point p and starting and ending points (line 12). Each route is then enqueued into the queue with its key value (line 13). Finally, the optimal route for the given CAM query is returned (line 14).
We use an extension of VIP-tree [7] called inverted VIP-tree as our indexing structure where the VIP-tree is modified by implementing an inverted file at each tree node to support category-based filtering. Moreover, we introduce an improved version of GCNN algorithm denoted by GCNN-dom that is based on a novel dominance-based pruning technique. Due to space limitations, we have excluded the details of that pruning technique. More details can be found in [5] .
EXPERIMENTS 5.1 Experimental Settings
We use Chadstone Shopping Centre 1 as our indoor venue. The Chadstone Shopping Centre which is the largest shopping centre in Australia currently features more than 300 retail outlets across 4 levels, with a total retail floor area over 200,000 m 2 . The floor plans of the Chadstone Shopping Centre is manually converted into machine-readable indoor venues. Coordinates of the buildings are obtained using OpenStreetMap 2 and the sizes of indoor partitions (e.g. rooms, hallways) are determined. Moreover, a threedimensional coordinate system is used to represent an indoor entity in the dataset. The relevant D2D graph consists of 339 vertices and 3867 edges.
We crawled data from the websites of major supermarkets (e.g., Coles, Woolworths, etc.) as well as major retail stores (e.g., JB Hi-fi, Big W, etc.) and obtained 140,000 objects along with their categories such as dairy, pantry, etc. Then, each object was mapped into the particular indoor partition (e.g., a retail store) by randomly determining the location of the object inside the partition. Moreover, we obtained a larger dataset by replicating the real-world dataset four times (denoted by REP). Each object is replicated and randomly relocated with the same the category. We generated 5 query sets per dataset to study the performance of our algorithms. In order to generate query sets, we took into account a property called objects per category (denoted by Ω) which is the number of objects in the indoor space that belongs to a category. First, we identified five category sets w.r.t the aforementioned property, namely XS, S, M, L and XL. The category set XS was obtained by selecting the categories that have 80 -120 objects in the indoor space. Similarly, the other category sets were obtained from 450 -550, 950-1050, 1450-1550 and 1950 -2050 objects respectively. A query is generated by randomly selecting categories from the corresponding category sets and randomly determining the source and target points in the indoor space. Accordingly, 50 queries were generated for each category set. Moreover, we followed the same procedure to obtain different query sets for the REP dataset. We compare our proposed algorithms, with an extension of an algorithm called global minimum path (GMP) [9] which is the state-of-the-art algorithm for outdoor space that solves a similar problem. We extended their algorithm (denoted by iGMP) to support the problem of CAM by including additional attributes in the route search.
The default values of some parameters are as follows: the number of query categories |q.ψ | = 6, the category frequency Ω = 1000, the query preference parameter α = 0.5 and the percentage of query categories pre-processed Δ = 50. Suppose an approximate method X returns a route R for a CAM query where the optimal route is R opt for the same instance. Then, X 's approximation ratio r = cost(R)/cost(R opt ). Moreover, All algorithms were implemented in C++ and our experiments were conducted on a Linux platform running on an Intel Core i5 @ 3.30GHz and 4GB RAM.
Experimental Results
In all experiments, we use the default settings while varying a single parameter at a time. Moreover, we report the average runtime in milliseconds and the approximation ratio for each experiment.
Query
Performance. First, we investigate the performance of algorithms on the real-world dataset. Under the default settings, each query consists of 6 categories in which each category has around 1000 related objects. Even though there are only around 6000 related objects in the indoor space, each algorithm deals with 140,000 objects in query processing. Fig. 1(a) reports the run time of the algorithms when we vary |q.ψ |. The runtime of all algorithms increases when |q.ψ | is increased as many ranking operations are carried out in query processing. Clearly, the number of query categories has a significant impact on the runtime of algorithms. The runtime of GCNN-dom is generally 5-6 times better than GCNN. This is because GCNN-dom ranks a less number of objects as it preprocesses the dataset and eliminates non-dominant objects. Moreover, GCNN-dom answers a CAM query less than 0.1 seconds while 
Figure 2: Approximation quality on real-world and REP datasets
iGMP is 2 times worse when q.ψ = 10. Fig. 1(b) shows the runtimes of all algorithms when we vary the number of indoor objects per query category. Since each query consists of 6 categories under the default settings, the average number of related objects in the indoor space is 0.6K, 3K, 6K, 9K and 12K respectively. Clearly, the runtimes of all algorithms increase as expected. GCNN becomes much worse as Ω is increased since it carries out more ranking operations when the related objects in the indoor space increase. GCNN-dom outperforms GCNN by an order of magnitude while iGMP is 2.5 times slower than GCNN-dom when Ω = 2000. Figure 1 (c) and Figure 1(d) investigate the performances of all algorithms on REP dataset. The runtimes of algorithms are increased since the ranking operations become expensive. As Figure 1(c) shows the runtime of GCNN is almost 2 seconds when |q.ψ | = 10. But, GCNN-dom takes only 0.2 seconds while iGMP is 4 times slower. According to Figure 1(d) , clearly, GCNN-dom outperforms all other algorithms as it takes only 0.2 seconds to answer a CAM query when Ω = 2000. Distinctly, GCNN-dom is superior to all other algorithms as it uses the dominance-based pruning technique in pre-processing. The results conclude that the dominance-based pruning technique is much effective in accelerating the performance of the proposed algorithm.
Accuracy of Approximations.
The objective of this set of experiments is to study the accuracy of the approximation algorithms. Note that, the results for some of the settings are unavailable since the brute force algorithm failed to finish after a reasonable time. Figure 2 reports the approximation ratios of algorithms for the experiment in Figure 1 where we vary |q.ψ |. In all cases, clearly, iGMP has the worse approximation quality. As Figure 2(a) shows, when |q.ψ | = 10, the approximation ratio of iGMP is slightly higher than 1.5 while both GCNN-dom and GCNN are around 1.1. According to the Figure 2 (b) approximation ratios of all algorithms increases when we increase the Ω. We can see that the approximation ratio of iGMP increases drastically after ω = 1000. This is because of the category distribution. The approximation ratio of iGMP is 1.6 when Ω = 2000, while our algorithms stay close to 1.1 in all cases. Figure 2 (c) and Figure 2(d) reports the quality of approximations on REP dataset. Clearly, the ratio of iGMP is worse in all cases where it is closer to 2 while our algorithms show a much better approximation quality by being consistent around 1.1 for the large dataset. Moreover, these insignificant differences between approximation ratios of our algorithms indicate the accuracy of dominance-based pruning technique in identifying the incompetent indoor points in the indoor space.
