Abstract. Orthogonally invariant functions of symmetric matrices often inherit properties from their diagonal restrictions: von Neumann's theorem on matrix norms is an early example. We discuss the example of "identifiability", a common property of nonsmooth functions associated with the existence of a smooth manifold of approximate critical points. Identifiability (or its synonym, "partial smoothness") is the key idea underlying active set methods in optimization. Polyhedral functions, in particular, are always partly smooth, and hence so are many standard examples from eigenvalue optimization.
Introduction.
Nonsmoothness is inherently present throughout even classical mathematics and engineering -the spectrum of a symmetric matrix variable is a good example. The nonsmooth behavior is not, however, typically pathological, but on the contrary is highly structured. The theory of identifiability (or its synonym, partial smoothness) [24, 20, 35, 15] models this idea by positing existence of smooth manifolds capturing the full "activity" of the problem. Such manifolds, when they exist, are simply composed of approximate critical points of the minimized function. In the classical case of nonlinear programming, this theory reduces to the active set philosophy. Illustrating the ubiquity of the notion, the authors of [3] prove that identifiable manifolds exist generically for convex semi-algebraic optimization problems.
Identifiable manifolds are particularly prevalent in the context of eigenvalue optimization. One of our goals is to shed new light on this phenomenon. To this end, we will consider so-called spectral functions. These are functions F , defined on the space of symmetric matrices S n , that depend on matrices only through their eigenvalues, that is, functions that are invariant under the action of the orthogonal group by conjugation. Spectral functions can always be written as the composition F = f • λ where f is a permutation-invariant function on R n and λ is the mapping assigning to each matrix X ∈ S the vector of its eigenvalues (λ 1 (X), . . . , λ n (X)) in non-increasing order, see [4, Section 5.2] . Notable examples of functions fitting in this category are X → λ 1 (X) and X → n i=1 |λ i (X)|. Though the spectral mapping λ is very badly behaved, as far as say differentiability is concerned, the symmetry of f makes up for the fact, allowing powerful analytic results to become available.
In particular, the Transfer Principle asserts that F inherits many geometric (more generally variational analytic) properties of f , or equivalently, F inherits many prop-erties of its restriction to diagonal matrices. For example, when f is a permutationinvariant norm, then F is an orthogonally invariant norm on the space of symmetric matrices -a special case of von Neumann's theorem on unitarily invariant matrix norms [34] . The collection of properties known to satisfy this principle is impressive: convexity [23, 13] , prox-regularity [10] , Clarke-regularity [25, 23] , smoothness [23, 22, 31, 11, 33, 32] , algebraicity [11] , and stratifiability [14, Theorem 4.8] . In this work, we add identifiability (and partial smoothness) to the list (Theorems 3.17 and 3.21). In particular, many common spectral functions (like the two examples above) can be written in the composite form f • λ, where f is a permutation-invariant convex polyhedral function. As a direct corollary of our results, we conclude that such functions always admit partly smooth structure! Furthermore, a "polyhedral-like" duality theory of partly smooth manifolds becomes available.
One of our intermediary theorems is of particular interest. We will give an elementary argument showing that a permutation-invariant set M is a C ∞ manifold if and only if the spectral set λ −1 (M ) is a C ∞ manifold (Theorem 2.7). The converse implication of our result is apparently new. On the other hand, the authors of [11] proved the forward implication even for C k manifolds (for k = 2, . . . , ∞). This being said, their proof is rather long and dense, whereas the proof of our result is very accessible. The key idea of our approach is to consider the metric projection onto M .
The outline of the manuscript is as follows. In Section 2 we establish some basic notation and give an elementary proof of the spectral lifting property for C ∞ manifolds. In Section 3 we prove the lifting property for identifiable sets and partly smooth manifolds, while in Section 4 we explore duality theory of partly smooth manifolds. Section 5 illustrates how our results have natural analogues in the world of nonsymmetric matrices.
Spectral functions and lifts of manifolds.
2.1. Notation. Throughout, the symbol E will denote a Euclidean space (by which we mean a finite-dimensional real inner-product space). The functions that we will be considering will take their values in the extended real line R := R ∪ {−∞, ∞}. We say that an extended-real-valued function is proper if it is never {−∞} and is not always {+∞}. For a set Q ⊂ E, the indicator function δ Q : E → R is a function that takes the value 0 on Q and +∞ outside of Q. An open ball of radius ǫ around a pointx will be denoted by B ǫ (x), while the open unit ball will be denoted by B. Two particular realizations of E will be important for us, namely R n and the space S n of n × n-symmetric matrices.
Throughout, we will fix an orthogonal basis of R n , along with an inner product ·, · . The corresponding norm will be written as · . The group of permutations of coordinates of R n will be denoted by Σ n , while an application of a permutation σ ∈ Σ n to a point x ∈ R n will simply be written as σx. We denote by R n ≥ the set of all points x ∈ R n with x 1 ≥ x 2 ≥ . . . ≥ x n . A function f : R n → R is said to be symmetric if we have f (x) = f (σx) for every x ∈ R n and every σ ∈ Σ n . The vector space of real n × n symmetric matrices S n will always be endowed with the trace inner product X, Y = tr (XY ), while the associated norm (Frobenius norm) will be denoted by · F . The group of orthogonal n×n matrices will be denoted by O n . Note that the group of permutations Σ n naturally embeds in O n . The action of O n by conjugation on S n will be written as U.X := U T XU , for matrices U ∈ O n and X ∈ S n . A function h : S n → R is said to be spectral if we have h(X) = h(U.X) for every X ∈ S n and every U ∈ O n .
Spectral functions and the transfer principle.
We can now consider the spectral mapping λ : S n → R n which simply maps symmetric matrices to the vector of its eigenvalues in nonincreasing order. Then a function on S n is spectral if and only if it can be written as a composition f • λ, for some symmetric function f : R n → R. (See for example [23, Proposition 4] .) As was mentioned in the introduction, the Transfer Principle asserts that a number of variational-analytic properties hold for the spectral function f • λ if and only if they hold for f . We will encounter a number of such properties in the current work. Evidently, analogous results hold even when f is only locally symmetric (to be defined below). The proofs follow by a reduction to the symmetric case by simple symmetrization arguments, and hence we will omit details in the current paper.
For each point x ∈ R n , we consider the stabilizer
Definition 2.1 (Local symmetry). A function f : R n → R is locally symmetric at a pointx ∈ R n if we have f (x) = f (σx) for all points x nearx and all permutations σ ∈ Fix(x).
A set Q ⊂ R n is symmetric (respectively locally symmetric) if the indicator function δ Q is symmetric (respectively locally symmetric). The following shows that smoothness satisfies the Transfer Principle [32, 33] .
Theorem 2.2 (Lifts of smoothness)
. Consider a function f : R n → R and a matrix X ∈ S n . Suppose that f is locally symmetric aroundx := λ(X). Then f is C p -smooth (p = 1, . . . , ∞) aroundx if and only if the spectral function f • λ is C p -smooth around X.
The distance of a pointx to a set Q ⊂ E is simply
whereas the metric projection of x onto Q is defined by
It will be important for us to relate properties of a set Q with those of the metric projection P Q . To this end, the following notion arises naturally [28, 29] .
Definition 2.3 (Prox-regularity).
A set Q ⊂ E is prox-regular at a pointx ∈ Q if Q is locally closed aroundx and the projection mapping P Q is single-valued aroundx.
In particular, all C 2 -manifolds and all closed convex sets are prox-regular around any of their points. See for example [30, Example 13.30, Proposition 13.32] . Additionally, it is well-known that if M ⊂ E is a C p smooth manifold (for p ≥ 2) around a pointx ∈ M , then there exists a neighborhood U ofx on which the projection P M is single-valued and C p−1 -smooth. Prox-regularity also satisfies the transfer principle [10, Proposition 2.3, Theorem 2.4].
Theorem 2.4 (Lifts of prox-regularity). Consider a matrix X ∈ S n and a set Q ⊂ R n that is locally symmetric around the pointx := λ(X). Then the function d Q is locally symmetric nearx and the distance to the spectral set λ −1 (Q) satisfies
Furthermore, Q is prox-regular atx if and only if λ −1 (Q) is prox-regular at X.
If a set Q ⊂ E is prox-regular atx, then the proximal normal cone
and the tangent cone
are closed convex cones and are polar to each other [30, Corollary 6.29] . Here, we mean polarity in the standard sense of convex analysis, namely for any closed convex cone K ⊂ E, the polar of K is another closed convex cone defined by
2.3. Lifts of symmetric manifolds. It turns out (not surprisingly) that smoothness of the projection P Q is inherently tied to smoothness of Q itself, which is the content of the following lemma.
For any mapping F : E → E, the directional derivative of F atx in direction w (if it exists) will be denoted by
while the Gâteaux derivative of F atx (if it exists) will be denoted by DF (x).
Lemma 2.5 (Smoothness of the metric projection). Consider a set Q ⊂ E that is prox-regular at a pointx ∈ Q. Then
If P Q is directionally differentiable atx, then we also have
In particular, if P Q is Gâteaux differentiable atx, then N Q (x) and T Q (x) are orthogonal subspaces and DP Q (x) = P TQ(x) . If P Q is C k (k = 1, . . . , ∞) smooth nearx, then P Q automatically has constant rank nearx and consequently Q is a C k manifold aroundx.
Proof. Observe that for any normal vectorv ∈ N Q (x) there exists ǫ > 0 so that P Q (x + ǫ ′v ) =x for all nonnegative ǫ ′ < ǫ. Equation (2.1) is now immediate. Suppose now that P Q is directionally differentiable atx and consider a vector w ∈ T Q (x) with w = 1. Then there exists a sequence x i ∈ Q converging tox and satisfying w = lim i→∞ xi−x xi−x . Define t i := x i −x and observe that since P Q is Lipschitz continuous, for some constant L we have
and consequently this quantity converges to zero. We obtain
as claimed. Suppose now that P Q is Gâteaux differentiable atx. Then clearly from (2.1) we have N Q (x) ⊂ ker DP Q (x). If N Q (x) were a proper convex subset of ker DP Q (x), then we would deduce
• ∩ ker DP Q (x) = {0}, thereby contradicting equation (2.2) . Hence N Q (x) and T Q (x) are orthogonal subspaces and the equation DP Q (x) = P TQ(x) readily follows from (2.1) and (2.2). Suppose now that P Q is C k -smooth (for k = 1, . . . , ∞) aroundx. Then clearly we have rank DP Q (x) ≥ rank DP Q (x), for all x nearx.
Towards establishing equality above, we now claim that the set-valued mapping T Q is outer-semicontinuous atx. To see this, consider sequences x i →x and w i ∈ T Q (x i ), with w i converging to some vectorw ∈ E. From equation (2.2), we deduce w i = DP Q (x i )(w i ). Passing to the limit, while taking into account the continuity of DP Q , we obtainw = DP Q (x)(w). On the other hand, since DP Q (x) is simply the linear projection onto T Q (x), we deduce the inclusionw ∈ T Q (x), and thereby establishing outer-semicontinuity of T Q atx. It immediately follows that the inequality, dim
One can easily verify that for any point x nearx, the inclusion
for all x ∈ E sufficiently close tox. as claimed. Hence P Q has constant rank nearx. By the constant rank theorem, for all sufficiently small ǫ > 0, the set P Q (B ǫ (x)) is a C k manifold. Observing that the set P Q (B ǫ (x)) coincides with Q nearx completes the proof.
The following observation will be key. It shows that the metric projection map onto a prox-regular set is itself a gradient of a C 1 -smooth function. This easily follows from [29, Proposition 3.1] . In the convex case, this observation has been recorded and used explicitly for example in [18, Proposition 2.2] and [21, Preliminaries] , and even earlier in [2] and [36] . Lemma 2.6 (Projection as a derivative). Consider a set Q ⊂ E that is proxregular atx. Then the function
is C 1 -smooth on a neighborhood ofx, with ∇h(x) = P Q (x) for all x nearx.
We are now ready to state and prove the main result of this section.
Theorem 2.7 (Spectral lifts of manifolds).
Consider a matrix X ∈ S n and a set M ⊂ R n that is locally symmetric aroundx := λ(X). Then M is a C ∞ manifold aroundx if and only if the spectral set λ
Suppose that M is a C ∞ manifold aroundx. In particular M is prox-regular, see [30, Example 13.30] . Then using Theorem 2.4 we deduce that h is locally symmetric aroundx. In turn, Lemma 2.6 implies the equality ∇h = P M nearx. Since M is a C ∞ manifold, the projection mapping P M is C ∞ -smooth nearx. Combining this with Theorem 2.2, we deduce that the spectral function h • λ is C ∞ -smooth near X. Observe
where the latter equality follows from Theorem 2.4. Applying Theorem 2.4, we deduce that λ −1 (M ) is prox-regular at X. Combining this with Lemma 2.6, we obtain equality
∞ -smooth near X. Appealing to Lemma 2.5, we conclude that
The proof of the converse implication is analogous.
Remark 2.8. The proof of Theorem 2.7 falls short of establishing the lifting property for C k manifolds, with k is finite, but not by much. The reason for that is that C k manifolds yield projections that are only C k−1 smooth. Nevertheless, the same proof shows that C k manifolds do lift to C k−1 manifolds, and conversely C k manifolds project down by λ to C k−1 manifolds.
Dimension of the lifted manifold.
The proof of Theorem 2.7 is relatively simple and short, unlike the involved proof of [11] . One shortcoming however is that it does not a priori yield information about the dimension of the lifted manifold λ −1 (M ). In this section, we outline how we can use the fact that λ −1 (M ) is a manifold to establish a formula between the dimensions of M and λ −1 (M ). This section can safely be skipped upon first reading.
We adhere closely to the notation and some of the combinatorial arguments of [11] and [?] . With any point x ∈ R n we associate a partition P x = {I 1 , . . . , I ρ } of the set {1, . . . , n}, whose elements are defined as follows:
It follows readily that for x ∈ R n ≥ there exists a sequence
For any such partition P we set
As explained in [11, Section 2.2], the set of all such ∆ P 's defines an affine stratification of R n ≥ . Observe further that for every point x ∈ R n ≥ we have
as one can easily check. Since the orbit λ −1 (x) is isomorphic to O n /O n X , it follows that it is a submanifold of S n . A computation, which can be found in [11] , then yields the equation
Consider now any locally symmetric manifold M of dimension d. There is no loss of generality to assume that M is connected and has nonempty intersection with R n ≥ . Let us further denote by ∆ * an affine stratum of the aforementioned stratification of R n ≥ with the property that its dimension is maximal among all of the strata ∆ enjoying a nonempty intersection with M . It follows that there exists a pointx ∈ M ∩ ∆ * and δ > 0 satisfying M ∩ B(x, δ) ⊂ ∆ * (see [11, Section 3] for details).
where P * = {I * 1 , . . . , I * ρ } is the partition associated tox (or equivalently, to any x ∈ ∆ * ).
Remark 2.9. It's worth to point out that it is possible to have strata ∆ 1 = ∆ 2 of R n ≥ of the same dimension, but giving rise to stabilizers of different dimension for their elements. The argument above shows that a connected locally symmetric manifold cannot intersect simultaneously these strata. This also follows implicitly from the forthcoming Lemma 4.4, asserting the connectedness of λ −1 (M ), whenever M is connected.
3. Spectral lifts of identifiable sets and partly smooth manifolds. We begin this section by summarizing some of the basic tools used in variational analysis and nonsmooth optimization. We refer the reader to the monographs of Borwein-Zhu [5] , Clarke-Ledyaev-Stern-Wolenski [9] , Mordukhovich [26] , and Rockafellar-Wets [30] for more details. Unless otherwise stated, we follow the terminology and notation of [30] .
Variational analysis of spectral functions. For a function
and the epigraph of f is
We will say that f is lower semicontinuous (lsc for short) at a pointx provided that the inequality liminf x→x f (x) ≥ f (x) holds. If f is lower semicontinuous at every point, then we will simply say that f is lower semicontinuous. For any set Q, the symbols cl Q, conv Q, and aff Q will denote the topological closure, the convex hull, and the affine span of Q respectively. The symbol par Q will denote the parallel subspace of Q, namely the set par Q := (aff Q) − Q. For convex sets Q ∈ E, the symbols ri Q and rb Q will denote the relative interior and the relative boundary of Q, respectively.
Given any set Q ⊂ E and a mapping f : Q → Q, where Q is a subset of some other Euclidean space F, we say that f is C p -smooth if for each pointx ∈ Q, there is a neighborhood U ofx and a C p -smooth mapping f : E → F that agrees with f on Q ∩ U .
Recall that by Theorem 2.2, smoothness of functions satisfies the Transfer Principle. Shortly, we will need a slightly strengthened version of this result, where smoothness is considered only relative to a certain locally symmetric subset. We record it now.
Corollary 3.1 (Lifts of restricted smoothness). Consider a function f : R n → R, a matrix X ∈ S n , and a set M ⊂ R n containingx := λ(X)
Proof. Suppose that the restriction of f to M is C p -smooth aroundx. Then there exists a C p -smooth functionf , defined on R n , and agreeing with f on M near x. Consider then the symmetrized functioñ
where |Fix(x)| denotes the cardinality of the set Fix(x). Clearlyf sym is C p -smooth, locally symmetric aroundx, and moreover it agrees with f on M nearx. Finally, using Theorem 2.2, we deduce that the spectral functionf sym • λ is C p -smooth around X and it agrees with f • λ on λ −1 (M ) near X. This proves the forward implication of the corollary. To see the converse, define F := f •λ, and suppose that the restriction of F to λ −1 (M ) is C p -smooth around X. Then there exists a C p -smooth function F , defined on S n , and agreeing with F on λ −1 (M ) near X. Consider then the function
where |O n | denotes the cardinality of the set O n . Clearly F sym is C p -smooth, spectral, and it agrees with F on λ −1 (M ) near X. Since F sym is spectral, we deduce that there is a symmetric functionf on R n satisfying F sym =f • λ. Theorem 2.2 then implies thatf is C p -smooth. Hence to complete the proof, all we have to do is verify that f agrees with f on M nearx. To this end consider a point x ∈ M nearx and choose a permutation σ ∈ Fix(x) satisfying σx ∈ R n ≥ . Let U ∈ O n be such that
as claimed. Subdifferentials are the primary variation-analytic tools for studying general nonsmooth functions f on E. 
(ii) The limiting subdifferential of f atx, denoted ∂f (x), consists of all vectors v ∈ E for which there exist sequences x i ∈ E and v i ∈∂f (x i ) with (
Similarly, in terms of the spectral function F := f • λ, we have
Remark 3.4. In particular, if f : R n → R is locally symmetric aroundx, then the sets∂f (x), ri∂f (x), rb∂f (x), aff∂f (x), and par∂f (x) are invariant under the action of the group Fix(x).
The following result is the cornerstone for the variational theory of spectral mappings [23, Theorem 6].
Theorem 3.5 (Subdifferential under local symmetry). Consider a lsc function f : R n → R and a symmetric matrix X ∈ S n , and suppose that f is locally symmetric at λ(X). Then we have
It is often useful to require a certain uniformity of the subgradients of the function. This is the content of the following definition [28, Definition 1.1]. Definition 3.6 (Directional prox-regularity). A function f : E → R is called prox-regular atx forv, withv ∈ ∂f (x), if f is locally lsc atx and there exist ǫ > 0 and ρ > 0 so that the inequality
holds whenever x, y ∈ B ǫ (x), v ∈ B ǫ (v) ∩ ∂f (x), and f (x) < f (x) + ǫ. The function f is called prox-regular atx, if it is finite atx and f is prox-regular at x for every subgradient v ∈ ∂f (x). A set Q ⊂ R n is prox-regular atx forv ∈ N Q (x) provided that the indicator function δ Q is prox-regular atx forv. The following theorem shows that directional prox-regularity also satisfies the Transfer Principle [10, Theorem 4.2].
Theorem 3.8 (Directional prox-regularity under spectral lifts).
Consider a lsc function f : R n → R and a symmetric matrixX. Suppose that f is locally symmetric aroundx := λ(X). Then f is prox-regular atx if and only if f • λ is prox-regular at X.
The following two standard results of Linear Algebra will be important for us [23, Proposition 3] . 
Corollary 3.10 (Conjugations and permutations).
Consider vectors v 1 , v 2 ∈ R n and a matrix X ∈ S n . Suppose that for some
Then there exists a permutation σ ∈ Fix(λ(X)) satisfying
The result follows by an application of Lemma 3.9.
Main results.
In this section, we consider partly-smooth sets, introduced in [24] . This notion generalizes the idea of active manifolds of classical nonlinear programming to an entirely representation-independent setting. Definition 3.11 (Partial Smoothness). Consider a function f : E → R and a set M ⊂ E containing a pointx. Then f is C p -partly smooth (p = 2, . . . , ∞) atx relative to M if (i) (Smoothness) M is a C p manifold aroundx and f restricted to M is C psmooth nearx, (ii) (Regularity) f is prox-regular atx, (iii) (Sharpness) the affine span of ∂f is a translate of N M (x), (iv) (Continuity) ∂f restricted to M is continuous atx. If the above properties hold, then we will refer to M as the partly smooth manifold of f atx.
Remark 3.12. Though the original definition of partial smoothness replaces the prox-regularity condition by Clarke-regularity, we feel that the prox-regularity is essential for the theory. In particular, without it, partly-smooth manifolds are not even guaranteed to be locally unique and the basic property of identifiability may fail [20, Section 7] .
Some comments are in order. First the continuity property of ∂f is meant in the Painlevé-Kuratowski sense. See for example [30, Definition 5.4] . The exact details of this notion will not be needed in our work, and hence we do not dwell on it further. Geometrically, partly smooth manifolds have a characteristic property in that the epigraph of f looks "valley-like" along the graph of f M . See Figure 3 .1 for an illustration. It is reassuring to know that partly smooth manifolds are locally unique. This is the content of the following theorem [20, Corollary 4.2] . Theorem 3.13 (Local uniqueness of partly smooth manifolds). Consider a function f : E → R that is C p -partly smooth (p ≥ 2) atx relative to two manifolds M 1 and M 2 . Then there exists a neighborhood U ofx satisfying
Our goal in this section is to prove that partly smooth manifolds satisfy the Transfer Principle. However, proving this directly is rather difficult. This is in large part because the continuity of the subdifferential mapping ∂(f • λ) seems to be intrinsically tied to continuity properties of the mapping
which are rather difficult to understand. We however will side-step this problem entirely by instead focusing on a property that is seemingly different from partial smoothness -finite identification. This notion is of significant independent interest. It has been implicitly considered by a number of authors in connection with the possibility to accelerate various first-order numerical methods [35, 16, 8, 7, 6, 17, 1, 19, 12] , and has explicitly been studied in [15] for its own sake.
Definition 3.14 (Identifiable sets). Consider a function f : E → R, a point x ∈ R n , and a subgradientv ∈ ∂f (x). A set M ⊂ dom f is identifiable atx forv if for any sequences (
, with v i ∈ ∂f (x i ), the points x i must all lie in M for all sufficiently large indices i.
Remark 3.15. It is important to note that identifiable sets are not required to be smooth manifolds. Indeed, as we will see shortly, identifiability is a more basic notion than partial smoothness.
The relationship between partial smoothness and finite identification is easy to explain. Indeed, as the following theorem shows, partial smoothness is in a sense just a "uniform" version of identifiability [15, Proposition 9.4] . Proposition 3.16 (Partial smoothness and identifiability). Consider a lsc function f : E → R that is prox-regular at a pointx. Let M ⊂ dom f be a C p manifold (p = 2, . . . , ∞) containingx, with the restriction f M being C p -smooth nearx. Then the following are equivalent 1. f is C p -partly smooth atx relative to M 2. M is an identifiable set (relative to f ) atx for every subgradientv ∈ ri ∂f (x).
In light of the theorem above, our strategy for proving the Transfer Principle for partly smooth sets is two-fold: first prove the analogous result for identifiable sets and then gain a better understanding of the relationship between the sets ri ∂f (λ(X)) and ri ∂(f • λ)(X).
Proposition 3.17 (Spectral lifts of Identifiable sets).
Consider a lsc function f : R n → R and a symmetric matrix X ∈ S n . Suppose that f is locally symmetric aroundx := λ(X) and consider a subset M ⊂ R n that is locally symmetric aroundx. Then M is identifiable (relative to f ) atx forv ∈ ∂f (x), if and only if λ
Proof. We first prove the forward implication. Fix a subgradient
for an arbitrary transformation U ∈ O n X . For convenience, let F := f • λ and consider a sequence (X i , F (X i ), V i ) → (X, F (X), V ). Our goal is to show that for all large indices i, the inclusion λ(X i ) ∈ M holds. To this end, there exist matrices U i ∈ O n Xi and subgradients v i ∈ ∂f (λ(X i )) with
Restricting to a subsequence, we may assume that there exists a matrix U ∈ O n X satisfying U i → U , and consequently there exists a subgradientṽ ∈ ∂f (λ(X)) satisfying v i →ṽ. Hence we obtain
By Corollary 3.10, there exists a permutation σ ∈ Fix(x) with σṽ =v. Observe
Observe that the set σ −1 M is identifiable (relative to f ) atx forṽ. Consequently for all large indices i, the inclusion λ(X i ) ∈ σ −1 M holds. Since M is locally symmetric atx, we deduce that all the points λ(X i ) eventually lie in M .
To see the reverse implication, fix an orthogonal matrix U ∈ O n X and define V := U T (Diagv)U . Consider a sequence (
It is not difficult to see then that there exist permutations σ i ∈ Fix(x) satisfying σ i x i ∈ R ≥ . Restricting to a subsequence, we may suppose that σ i are equal to a fixed σ ∈ Fix(x). Define
Letting A σ −1 ∈ O n denote the matrix representing the permutation σ −1 , we have
On the other hand, observe X = (U
we deduce that the matrices X i lie in λ −1 (M ) for all sufficiently large indices i. Since M is locally symmetric aroundx, the proof is complete.
Using the results of Section 2, we can now describe in a natural way the affine span, relative interior, and relative boundary of the Fréchet subdifferential. We begin with a lemma.
Lemma 3.18 (Affine generation). Consider a matrix X ∈ S n and suppose that the point x := λ(X) lies in an affine subspace V ⊂ R n that is invariant under the action of Fix(x). Then the set
Observe that the set L ∩ V consists of a single vector; call this vector w. Since both L and V are invariant under the action of Fix(x), we deduce σw = w for all σ ∈ Fix(x). Now define a function g : R n → R by declaring g(y) = w, y + δ x+L (y), and note that the equation
Observe that for any permutation σ ∈ Fix(x), we have
Consequently g is locally symmetric at x. Observe
It is immediate from Theorems 2.2 and 2.7, that the function Y → w, λ(Y ) is C ∞ -smooth around X and that
is an affine subspace of S n . On the other hand, we havê
Proposition 3.19 (Affine span of the spectral Fréchet subdifferential). Consider a function f : R n → R and a matrix X ∈ S n . Suppose that f is locally symmetric at λ(X). Then we have
Proof. Throughout the proof, let x := λ(X). We prove the formulas in the order that they are stated. To this end, observe that the inclusion ⊃ in (3.1) is immediate. Furthermore, the inclusion
clearly holds. Hence to establish the reverse inclusion in (3.1), it is sufficient to show that the set
Theorem 3.21 (Lifts of C ∞ -partly smooth functions). Consider a lsc function f : R n → R and a matrix X ∈ S n . Suppose that f is locally symmetric around x := λ(X). Then f is C ∞ -partly smooth atx relative to M if and only if f • λ is C ∞ -partly smooth at X relative to λ −1 (M ). Proof. Suppose that f is C ∞ -partly smooth atx relative to M . In light of Lemma 3.20, we deduce that M is locally symmetric atx. Consequently, Theorem 2.7 implies that the set λ −1 (M ) is a C ∞ manifold, while Corollary 3.1 implies that f • λ is C ∞ -smooth on λ −1 (M ) near X. Applying Theorem 3.8, we conclude that f • λ is prox-regular atX. Consider now a subgradient V ∈ ri ∂(f • λ)(X). Then by Proposition 3.19, there exists a vector v ∈ ri ∂f (x) and a matrix
Observe by Proposition 3.16, the set M is identifiable atx forv. Then applying Proposition 3.17, we deduce that λ −1 (M ) is identifiable (relative to f •λ) at X relative to V . Since V is an arbitrary element of ri ∂(f • λ)(X), applying Proposition 3.16, we deduce that f • λ is C ∞ -partly smooth at X relative to λ −1 (M ), as claimed. The converse follows along the same lines.
The forward implication of Theorem 3.21 holds in the case of C p -partly smooth functions (for p = 2, . . . , ∞). The proof is identical except one needs to use [11, Theorem 4 .21] instead of Theorem 2.7. We record this result for ease of reference in future works.
Theorem 3.22 (Lifts of C
p -partly smooth functions). Consider a lsc function f : R n → R and a matrix X ∈ S n . Suppose that f is locally symmetric around x := λ(X). If f is C p -partly smooth (for p = 2, . . . , ∞) atx relative to M , then f • λ is C ∞ -partly smooth at X relative to λ −1 (M ).
4. Partly smooth duality for polyhedrally generated spectral functions. Consider a lsc, convex function f : E → R. Then the Fenchel conjugate f * : E → R is defined by setting fFurthermore f is convex if and only if the spectral function f • λ is convex.
The following definition is standard.
Definition 4.2 (Stratification).
A finite partition A of a set Q ⊂ E is a stratification provided that for any partitioning sets (called strata) M 1 and M 2 in A, the implication
holds.
If the strata are open polyhedra, then A is a polyhedral stratification. If the strata are C k manifolds, then A is a C k -stratification.
Stratification duality for convex polyhedral functions. We now establish the setting and notation for the rest of the section. Suppose that f : R n → R is a convex polyhedral function (epigraph of f is a closed convex polyhedron). Then f induces a finite polyhedral stratification A f of dom f in a natural way. Namely, consider the partition of epi f into open faces {F i }. Projecting all faces F i , with dim F i ≤ n, onto the first n-coordinates we obtain a stratification of the domain dom f of f that we denote by A f . In fact, one can easily see that f is C ∞ -partly smooth relative to each polyhedron M ∈ A f .
A key observation for us will be that the correspondence f * ← → f * is not only a pairing of functions, but it also induces a duality pairing between A f and A f * . Namely, one can easily check that the mapping J f restricts to an invertible mapping J f : A f → A f * with inverse given by J f * .
Limitations of stratification duality. It is natural to ask whether for general (nonpolyhedral) lsc, convex functions f : R n → R, the correspondence f * ← → f * , along with the mapping J , induces a pairing between partly smooth manifolds of f and f * . Little thought, however shows an immediate obstruction: images of C ∞ -smooth manifolds under the map J f may fail to be even C 2 -smooth. Clearly f is partly smooth relative to R 2 , whereas any possible partition of R 2 into partly smooth manifolds relative to f * must consist of at least three manifolds (one manifold in each dimension: one, two, and three). Hence no duality pairing between partly smooth manifolds is possible. See the Figures 4.1 and 4.2 for an illustration.
Indeed, this is not very surprising, since the convex duality is really a duality between smoothness and strict convexity. See for example [27, Section 4] or [30, Theorem 11.13]. Hence in general, one needs to impose tough strict convexity conditions in order to hope for this type of duality to hold. Rather than doing so, and more in line with the current work, we consider the spectral setting. Namely, we will show that in the case of spectral functions F := f • λ, with f symmetric and polyhedral -functions of utmost importance in eigenvalue optimization -the mapping J does induce a duality correspondence between partly smooth manifolds of F and F * . In the sequel, let us denote by } the symmetrization of any subset M ⊂ R n . Before we proceed, we will need the following result.
Lemma 4.4 (Path-connected lifts). Let M ⊆ R n be a path-connected set and assume that for any permutation σ ∈ Σ, we either have
It is standard to check that the sets λ −1 (x i ) are path-connected manifolds for i = 1, 2. Consequently the matrices X i and Diag(x i ) can be joined via a path lying in λ −1 (x i ). Thus in order to construct a path joining X 1 to X 2 and lying in λ −1 (M sym ) it would be sufficient to join x 1 to x 2 inside M sym . This in turn will follow immediately if both σx 1 , σx 2 belong in M for some σ ∈ Σ. To establish this, we will assume without loss of generality that x 1 lies in M . In particular, we have M ∩ R n ≥ = ∅ and we will establish the inclusion x 2 ∈ M . To this end, consider a permutation σ ∈ Σ satisfying x 2 ∈ σM ∩ R n ≥ . Our immediate goal is to establish σM ∩ M = ∅, and thus σM = M thanks to our assumption. To this end, consider the point y ∈ M satisfying x 2 = σy. If y lies in R n ≥ , then we deduce y = x 2 and we are done. Therefore, we can assume y / ∈ R n ≥ . We can then consider the decomposition σ = σ k · · · σ 1 of the permutation σ into 2-cycles σ i each of which permutes exactly two coordinates of y that are not in the right (decreasing) order. For the sake of brevity, we omit details of the construction of such a decomposition; besides, it is rather standard. We claim now σ 1 M = M . To see this, suppose that σ 1 permutes the i and j coordinates of y where y i < y j and i > j. Since x 1 lies in R n ≥ and M is path-connected, there exists a point z ∈ M satisfying z i = z j . Then σ 1 z = z, whence σ 1 M = M and σ 1 y ∈ M . Applying the same argument to σ 1 y and σ 1 M with the 2-cycle σ 2 we obtain σ 2 σ 1 M = M and σ 2 σ 1 y ∈ M . By induction, σM = M . Thus x 2 ∈ M and the assertion follows.
Stratification duality for spectral lifts. Consider a symmetric, convex polyhedral function f : R n → R together with its induced stratification A f of dom f . Then with each polyhedron M ∈ A f , we may associate the symmetric set M sym . We record some properties of such sets in the following lemma. (i) For any set M 1 , M 2 ∈ A f and any permutation σ ∈ Σ, the sets σM 1 and M 2 either coincide or are disjoint. (ii) The action of Σ on R n induces an action of Σ on
for each k = 0, . . . , n. In particular, the set M sym is simply the union of all polyhedra belonging to the orbit of M under this action.
(iii) For any polyhedron M ∈ A f , and every point x ∈ M , there exists a neigh-
The last assertion follows from Lemma 4.4. The remaining assertions are straightforward and hence we omit their proof.
Notice that the strata of the stratification A f are connected C ∞ manifolds, which fail to be symmetric in general. In light of Lemma 4.5, the set M sym is a C ∞ manifold and a disjoint union of open polyhedra. Thus the collection
is a stratification of dom f , whose strata are now symmetric manifolds. Even though the new strata are disconnected, they give rise to connected lifts λ −1 (M sym ). One can easily verify that, as before, J f restricts to an invertible mapping J f : A sym f → A sym f * with inverse given by the restriction of J f * .
We now arrive at the main result of the section. Then the following properties hold: (i) A F is a C ∞ -stratification of dom F comprised of connected manifolds, (ii) F is C ∞ -partly smooth relative to each set λ −1 (M sym ) ∈ A F . (iii) The assignment J F : P(S n ) → P(S n ) restricts to an invertible mapping J F : A F → A F * with inverse given by the restriction of J F * . (iv) The following diagram commutes:
That is, the equation is a symmetric C ∞ manifold. The fact that A F is a C ∞ -stratification of dom F now follows from the transfer principle for stratifications [14, Theorem 4.8] , while the fact that each manifold λ −1 (M sym )
coordinates. As in the symmetric case, it is useful to localize this notion. Namely, we will say that a function f is locally absolutely permutation-invariant around a point x provided that for each signed permutation σ fixingx, we have f (σx) = f (x) for all x nearx. Then essentially all of the results presented in the symmetric case have natural analogues in this setting (with nearly identical proofs).
Theorem 5.1 (The nonsymmetric case: lifts of manifolds). Consider a matrix X ∈ M n×m and a set M ⊂ R m that is locally absolutely permutation-invariant around x := σ(X). Then M is a C ∞ manifold aroundx if and only if the set σ −1 (M ) is a C ∞ manifold aroundX.
Proposition 5.2 (The nonsymmetric case: lifts of identifiable sets). Consider a lsc f : R m → R and a matrixX ∈ M n×m . Suppose that f is locally absolutely permutation-invariant aroundx := σ(X) and consider a subset M ⊂ R m that is locally absolutely permutation-invariant aroundx. Then M is identifiable (relative to f ) atx forv ∈ ∂f (x), if and only if σ −1 (M ) is identifiable (relative to f • σ) atX for U T (Diagv)V ∈ ∂(f • σ)(X), where (U, V ) ∈ O n,m is any pair satisfyinḡ X = U T (Diag σ(X))V .
Theorem 5.3 (The nonsymmetric case: lifts of partly smooth manifolds). Consider a lsc function f : R m → R and a matrix X ∈ M n×m . Suppose that f is locally absolutely permutation-invariant aroundx := σ(X). Then f is C ∞ -partly smooth at x relative to M if and only if f • σ is C ∞ -partly smooth atX relative to σ −1 (M ).
It is unknown whether the analogue of the latter theorem holds in the case of C p partial smoothness, where p < ∞. This is so because it is unknown whether a nonsymmetric analogue of [11, Theorem 4.21] holds in case of functions that are differentiable only finitely many times.
Finally, we should note that Section 4 also has a natural analogue in the nonsymmetric setting. For the sake of brevity, we do not record it here.
