Pinhole collimation is widely recognized for offering superior resolution-sensitivity trade-off in SPECT imaging of small subjects. The newly developed EXIRAD-3D autoradiography technique (MILabs B.V.) based on a highly focusing multi-pinhole collimator achieves micron-resolution SPECT for cryo-cooled tissue samples. For such high resolutions, the choice of pinhole material may have a significant impact on images. Therefore, this paper aims to compare the performance of EXIRAD-3D with lead, tungsten, gold, and depleted uranium pinhole collimators designed such that they achieve equal sensitivities. Performance in terms of resolution is characterized for several radioisotopes, namely Tl (71 keV), and 125 I (27 keV). Using Monte Carlo simulation, point spread functions were generated and their profiles as well as their full-width-at-half-maximum and full-width-at-tenth-maximum were determined and evaluated for different materials and isotopes. Additionally, simulated reconstructions of a Derenzo resolution phantom, validated with experimental data, were judged by assessment of the resolvable rods as well as a contrast-to-noise ratio (CNR) analysis. Our results indicate that using materials with higher photon-stopping power yields images with better CNR for the studied isotopes with improvements ranging from 1.9% to 36.6%. Visual assessment on the reconstructed images suggests that for EXIRAD-3D, the tungsten collimator is generally a good choice for a wide range of SPECT isotopes. For relatively high energy-isotopes such as 111 In, using gold inserts can be beneficial.
Evaluation of Pinhole Collimator Materials for Micron-resolution ex-vivo SPECT

Introduction
The pinhole has enabled ultra-high-resolution 3D radionuclide imaging in small animals . Since the use of pinholes in the earliest gamma cameras (Copeland and Benjamin 1949 , Anger 1958 , Mallard and Myers 1963 , imaging systems with pinhole collimators have significantly evolved over the years pushing the imaging performance limits. A majority of preclinical SPECT systems is now equipped with multi-pinhole collimators leading to sub-millimetre resolution (Furenlid et al 2004 , Metzler and Accorsi 2005 , Beekman et al 2005 , Kim et al 2006 , Schramm et al 2006 , Hesterman et al 2007 , van der Have et al 2009 , Nuyts et al 2009 , Meng et al 2009 , Golestani et al 2010 , Sánchez et al 2013 , Peterson et al 2015 , even down to 0.25 mm (Ivashchenko et al 2014) . Submillimetre resolution has also been achieved in imaging of PET isotopes and simultaneous imaging of PET and SPECT isotopes using clustered pinholes (Goorden et al 2013 , Miwa et al 2015 . Moreover, several multi-pinhole clinical SPECT systems are available on the market (Bocher et al 2010) or being developed (Bowen et al 2013 , Lee et al 2014 , Beekman et al 2015 , King et al 2016 , van Roosmalen et al 2016 , McDougal and Tornai 2017 , Chen et al 2017 . Generally, the trade-off between resolution and sensitivity (i.e., the fraction of emitted gamma photons that are recorded by the detectors) of a pinhole collimator can be enhanced when the field-of-view is decreased. That is because the smaller the volume to be imaged, the closer the pinholes can be placed to the radioactivity which increases sensitivity and leads to larger pinhole magnification factors which can enhance resolution.
On this line of development, MILabs B.V. has introduced EXIRAD-3D for SPECT scanning of cryo-cooled tissue samples, also called automated 3D autoradiography, which avoids time-consuming and error-prone steps present in traditional autoradiography. In traditional autoradiography, the tissue sample needs to be cryo-cooled, then sliced into thin sections, and scanned for hours or days with digital 2D films or phosphor screen readers. The obtained 2D images are subsequently registered to form a 3D volume representing the radioactivity distribution within the sample. This process potentially causes distortion in the 3D volume. With EXIRAD-3D, the whole tissue sample is cryo-cooled in a specially designed sample holder to avoid tracer leaking and tissue deformation, and scanned to form a 3D image. This novel technique is available on recent U-SPECT/CT and VECTor 4, 5 & 6 /CT systems, which are the successors of the systems described in (van der Have et al 2009 , Goorden et al 2013 . It uses a dedicated focusing multi-pinhole collimator made of tungsten alloy mounted within three large-field-of-view gamma-cameras with NaI(Tl) crystals in a stationary set-up. This collimator has a small bore size that allows high-resolution ex-vivo scanning, but due to its small size, it is not suited for in-vivo imaging. Due to the close pinhole-to-subject distance, EXIRAD-3D has a very high pinhole magnification and therefore can produce better than 140 µm spatial resolution (or 2.7 nL) 99m Tc-SPECT images, which gets into the resolution range of traditional autoradiography (from 0.01 pL to several nL, Hargreaves et al 2015) . Optimising the collimator could further improve the resolution-sensitivity trade-off for such systems.
Collimator and system geometry optimisation in general is complex as there is a high number of degrees of freedom, such as aperture diameter, pinhole placement, pinhole opening angle, pinhole orientation, number of pinholes, pinhole-detector distance, or pinhole material. Here we focus on the role of the material used. Aside from the commonly used lead and tungsten, gold and depleted uranium have been used for pinhole collimators (Jaszczak 1999 , Tenney et al 2001 , Peterson et al 2002 , Beekman et al 2002 , Tornai et al 2003 , Furenlid et al 2004 , Beekman et al 2005 , van der Have et al 2009 , Mejia et al 2010 . Using materials with high stopping power is often preferred because it results in narrower point spread functions (PSFs) as photon penetration and scattering in the pinhole edges are reduced which can be expected to lead to better resolutions (van der Have and Beekman 2004). However, it would not be fair to judge the performance of pinhole materials only by their photon attenuation coefficient because the photons that are stopped by the material may contain information about their emission location that can still be useful in image reconstruction. One can instead compare resolution at equal sensitivities which can be accomplished by tuning the pinhole diameter for different materials. It was demonstrated in (Bom et al 2011) that with equal sensitivities, the PSF full-width-at-half-maximum (FWHM) increased from lead, tungsten, gold, to uranium, while the PSF full-width-at-tenth-maximum (FWTM) decreased. However, the resolutions of final reconstructed images were almost independent of the material used for the SPECT systems investigated in that work. This implies that good system modelling for image reconstruction can at least partly compensate for pinhole edge penetration and scattering, and the evaluation of pinhole materials should be based on final reconstructed images. For a higher resolution system as EXIRAD-3D, it is not a priori clear if the findings from (Bom et al 2011) still hold as the performance of such a system can be more sensitive to the collimator material used.
This paper aims to compare EXIRAD-3D pinhole collimators made of different materials at equal system sensitivities. Four collimator materials (lead, tungsten, gold, and depleted uranium) were investigated for several radioisotopes, namely 111 In (171 keV and 245 keV),   99m   Tc (140 keV),   201 Tl (71 keV), and 125 I (27 keV). For each isotope, Monte Carlo simulation (MCS) of a full multi-pinhole collimator was performed to tune the pinhole diameters such that all collimators investigated obtained equal sensitivity. We then compared PSFs and reconstructed Derenzo resolution phantom images for different materials and isotopes.
Methods
EXIRAD-3D system with multi-pinhole collimator
For EXIRAD-3D imaging, the U-SPECT/CT or VECTor/CT system is equipped with a focusing multi-pinhole collimator mounted within three large-field-of-view gamma-cameras having 3.5 mm intrinsic spatial resolution and 10% FWHM energy resolution at 140 keV. Each gamma-camera is equipped with a 9.5 mm thick NaI(Tl) crystal having a usable area of 497.4*410.6 mm 2 and read out by 55 photomultiplier tubes (PMTs). The collimator's core is cylindrical with an inner bore diameter of 10.5 mm and a wall thickness of 7.5 mm (figure 1(a) and 1(b)) made of a tungsten alloy containing 92.5% tungsten, 5.25% nickel, and 2.25% iron. It has a total of 87 round knife-edge pinholes with pinhole centres at a radius of 12.5 mm from the z-axis (see figure 1 for axes definition). The pinhole axes converge at a single point at the collimator centre, and they are distributed into five rings with the tilt angles indicated in figure 1(a). There is also an 8-degree angular shift around the z-axis between adjacent rings. All pinholes have the same aperture diameter of 0.15 mm, and an opening angle of 26 degrees. The core is surrounded by an lead shielding tube with trapezium-shaped holes to prevent overlapping between pinhole projections (figure 1(c)). 
Monte Carlo simulations
To simulate photon transport in the collimator and detector, we used the well-validated Monte Carlo simulation (MCS) software Geant4 Application for Tomographic Emission (GATE) (Jan et al 2004 , Staelens et al 2006 , Chen et al 2008 . GATE version 8.0 was used with Geant4 version 10 on a CentOS 6.6 cluster with 250 processors running simultaneously. Modelled physics processes include photoelectric effect, Compton scattering, and Rayleigh scattering for gamma photons, as well as ionisation, bremsstrahlung, and multiple scatter for electrons. To simulate the triangular detector geometry, a set of three NaI-scintillators was created natively in GATE using three 497.4*410.6*9.5 mm 3 rectangular boxes. The first scintillator was placed perpendicularly to the y-axis and centred at (0 mm, -210 mm, 0 mm), and the other two were created by rotating the first one by ±120 degrees around the z-axis. Other details of the detectors such as exact light guide geometry and PMTs were not explicitly simulated in GATE but captured in the detector resolution (explained in equation 1). The collimator was mostly based on a computer-aided design (CAD) of the real commercialised collimator to keep precise pinholes and shielding's geometries, while we adjusted pinhole diameter and collimator material for this study. Since the role of material is most important on the pinhole edges and a lead shielding would perform as well as a shielding made of tungsten, gold, or uranium, we assumed that the whole collimator contains a single material without assigning a different material (lead) to the shielding. An STL file of the collimator exported from the CAD program was inserted into GATE. This STL file format is only supported in GATE for version 8.0 and higher. We made sure the STL meshes well resembled the continuous model by using a large number of triangles, especially at the pinhole apertures. On average, each collimator is composed of 170900 triangular faces, and each pinhole aperture is formed by 40 aperture blades. A reasonable 12-minute time was required to render an STL collimator. The STL files were prepared in Netfabb (Autodesk, Inc., San Rafael, California) to remove unexpected gaps, non-manifold edges/vertices, and intersecting triangles before importing it into GATE. GATE outputs the interaction time, total deposited energy, and energy-weighted average interaction location in the scintillators for each gamma photon. Photon interaction locations were sampled with a pixel grid of 1.072*1.072 mm 2 (pixel size of the experimentally used detector). A digital detector mask was applied to mask areas where no direct photons from the object are expected to be detected as is also done in the reconstruction software of the real system (van der Have et al 2008).
The full isotopes' emission spectrum and activity decay, retrieved from (Chu et al 1998) , were considered for each studied isotope. In addition, we randomised the interaction energy and position for each event using Gaussian probability distributions to simulate the detector's energy resolution and spatial resolution. Energy dependence of these resolutions was taken into account as summarised in table 1. As these resolutions were only determined experimentally for a few energy values (indicated in bold in the table), the rest of them was calculated using models from literature. For the detector's energy resolution we used (Jan et al 2004) :
where , , ̅ , ̅ , and are light yield, deposited energy, light collection efficiency (i.e., the fraction of scintillation photons that arrive at the PMTs' photocathodes), quantum efficiency of the PMTs, and intrinsic resolution of the detector in FWHM, respectively. Here we set for the NaI(Tl) detector a light yield of 38 photons/keV, a quantum efficiency of 30%, and 6% FWHM intrinsic energy resolution. These values were retrieved from (Moszyński et al 2002 , Hamamatsu 2007 . Then, with the measured detector's energy resolution at 140 keV of 10% FWHM, the light collection efficiency was calculated to be 59.5%. The detector's spatial resolution was measured for our system to be 3.5 mm FWHM at 140 keV, and scaled by the reciprocal of the square root of the photon's energy, as was also done in other studies Accorsi 2005, Rong et al 2012) 
where is deposited energy in keV. Note that even though the detector's spatial resolution is in the mm range, system resolution can be significantly better due to the high pinhole magnification (Accorsi and Metzler 2004) , and reconstructed resolution can be even better than the system resolution when accurate photon transport and detector blurring are modelled in image reconstruction. Table 1 also presents some of the isotopes' properties and the photopeak windows for acquisition. For In, which has two prominent photopeaks, data from both photopeaks are acquired simultaneously. 
Determination of pinhole diameters to obtain equal sensitivities
For each isotope, the pinhole aperture diameter was adjusted to obtain equal sensitivity for different materials. To this end, we simulated projections of a uniform activity distribution with the size of the central field-of-view (CFOV) -a cylinder with a diameter and a length of 4 mm that can be observed simultaneously by all pinholes -and sensitivity was calculated as the number of detected counts within the photopeak window over the simulated number of emissions (5.5*10 9 ). This way, we obtained the average sensitivity over the CFOV. For each isotope used, we always fixed the pinhole diameter for the tungsten collimator to 150 µm (diameter of the pinholes in the real collimator) and varied the pinhole diameter with a step size of 2 µm for other materials to achieve (nearly) equal sensitivity. Characteristics of the four investigated materials are provided in table 2 at the energies corresponding to the primary emission of the considered radioisotopes, namely In. Note that here we only simulated pure materials. In actual collimator manufacturing, alloys of these materials are often used. The influence of this is discussed further at the end of this paper. Table 2 . Densities and attenuation coefficients of the studied materials at the considered energies. The values were obtained from NIST (Hubbell and Seltzer 1995, Seltzer 1993 
PSF comparison for single pinholes
By comparing the PSFs obtained with different collimator materials at equal system sensitivities, we analysed the magnitude of the pinhole penetration and scatter components in the pinhole projections. To this end we considered the PSF projecting from a point source at the collimator's centre through a pinhole oriented perpendicular to one of the detector planes. The number of emitted gamma rays was set to 4*10 11 . Only for this comparison, the PSFs were sampled to a smaller grid of 0.2*0.2 mm 2 on the gamma detector, instead of the customarily used pixel size of 1.072*1.072 mm 2 when we make projections. We compared the 2D PSFs and their profiles, as well as FWHMs and FWTMs. To calculate a PSF's FWHM (or FWTM), we fit the PSF to a 2D Gaussian shape using the LevenbergMarquardt algorithm (Levenberg 1944 , Marquardt 1963 , and drew a contour on the fitted PSF that represents the isoline at the intensity equal to one half (or one-tenth) of its maximum using the Marching Squares algorithm (Maple 2003) . Then, the average diameter of the contour was taken and projected back to the image domain by dividing it by the pinhole magnification factor to obtain the FWHM (or FWTM).
Multi-pinhole reconstruction
Phantom scan simulation
A Derenzo phantom having six sectors of hollow cylindrical rods with varying diameters that contained a radioactive solution inside was simulated (figure 2). In each sector, the distance between centres of two adjacent rods was twice the rod diameter. The phantom was created natively in GATE, so it had no discretisation. Tc and 125 I were derived from real experimental scans of a mouse knee joint and a mouse thyroid on our EXIRAD-3D system. In the knee joint scan, 300 MBq 99m Tc-methylene diphosphonate was injected into a mouse and bone tissue containing 6 MBq activity was imaged. In the thyroid scan, 39 MBq 125 I-Na was injected into a mouse and thyroid tissue containing 1.6 MBq activity was imaged. The activities on the tissues were measured in a dose calibrator (VDC-304, Veenstra Instruments, the Netherlands). Knowing the total activity in the tissue sample and the activity distribution on the corresponding SPECT image, the activity concentration (MBq/ml) for each image voxel was calculated. Then, the average activity concentration over the knee joint or the thyroid was used for simulations in this paper. Note that in this study the animal was sacrificed and its tissue was cryo-cooled shortly after activity injection. In this case, radiation-induced biological effects do not play a role. The activity concentrations for the other isotopes were obtained from biodistribution studies from literature (Hijnen et al 2011 , Willekens et al 2016 which were for in-vivo scans. The mask for calculating contrast-to-noise ratio that was used to evaluate reconstructed images as explained in section 2.5.3. Red circles represent activity-containing regions while blue circles are drawn on the background. Each region spans a depth of 0.8 mm around the phantom's central plane.
A total scan time of 16 hours was simulated assuming an overnight scan, and activity decay was taken into account for each isotope. The scanning focus method in which the phantom is scanned at multiple bed positions and images are reconstructed from all projection data of the different bed positions was used to improve sampling. A total of nine bed-positions on a plane perpendicular to the collimator axis were simulated in GATE with equal scan time for each position.
We also simulated realistic background radiations that could be significant in these phantom scans as the activity contained in the small-volume phantom (3.2 µl) was rather low. To this end, the count rate from the background radiation within the photopeak window for each isotope in table 1 was measured with a U-SPECT/CT system at MILabs B.V., Utrecht, the Netherlands to be 175 cps, 60 cps, 100 cps, and 45 cps for 111 In (both photopeak windows), 99m Tc, 201 Tl, and 125 I, respectively. Then with the assumption that the background counts are uniformly distributed over the detector pixels, the average number of background counts on each detector pixel over the scan time per bed position was calculated, and its Poisson realisation was added to the projection at that pixel.
For each simulated scan, the photons that deposit energy in the two side windows adjacent to the photopeak, each having a width of 25% of the photopeak window's width, were also recorded for the purpose of scatter correction. Background counts were also added to the side window projections in the same way as for the photopeak window. Here, the number of counts from background radiation within a side window was assumed to be 25% of the number of counts from background radiation within the corresponding photopeak window.
System matrix generation
Accurate modelling of the system matrix is necessary for high-quality reconstructed images. The matrix, consisting of PSFs corresponding to all voxels in the field of view, represents the probabilities that a photon emitted from a voxel is recorded at a detector pixel. In this study, we based the matrix generation method on the one that is experimentally used and described in (van der Have et al 2008) . In this method, a limited number of PSFs is measured, and then a full matrix is obtained by model-based interpolation. This approach currently performs well in reconstructing the EXIRAD-3D experimental scan data (Nguyen et al 2017) . We used the MCS described in section 2.2 to simulate the point source measurements mimicking what is done in the experimental procedure. For each matrix generation, a total of 435 point source positions was simulated with GATE. They were placed on a 1 mm grid near the collimator's centre and a 2 mm grid further away from the centre (figure 3). We assumed that for 99m Tc the point source contained an activity of 46 MBq and was scanned for 15 seconds at each position, as in the common experimental procedure. For the other isotopes, the same number of emitted photons was assumed from the point source. This way the simulation took three days. The number of point source positions is just 1/200,000 of the required number of image voxels in the system matrix for a 0.05 mm voxel size. The model-based interpolation procedure is based on transforming a nearby PSF using some estimated parameters (PSF's flux, width, and centre location) and is explained in detail in (van der Have et al 2008). For multi-pinhole collimation, it is not necessary to store all voxel-pixel combinations in the system matrix because only the photons that go through the pinholes or pass the pinhole's edge have considerable probabilities to be detected. Therefore, the PSF parts having negligible intensities are not saved such that C% of the area under the PSF is excluded. C% was set to 4%, except for 125 I (C% = 10%) to keep reasonable matrix sizes on disk. Reducing the matrix size also helps to speed up image reconstruction.
The shielding with trapezium-shaped holes surrounding the collimator makes sure that each pinhole projects in a separate segment on the gamma camera and a precise segmentation of the detector area into these separate segments needs to be known for an accurate system matrix (van der Have et al 2008) . To obtain this, we simulated a high-count projection of a uniformly filled cylindrical activity volume (radius 10 mm, length 16 mm) that just fits inside the collimator and was assumed to emit 10 11 gamma photons. This number of photons was not as high as in the real experiment to avoid long computation times, but it was sufficient to derive a proper segmentation. This step was done only once for all simulated collimators because the pinhole position and shielding tube did not change.
Image reconstruction and evaluation
Reconstructions were performed using the similarity-regulated ordered-subset expectation maximisation (SROSEM) algorithm (Vaissier et al 2016) . The maximum number of subsets was set to 128, and all images were reconstructed on an isotropic 0.05-mm-voxel grid. Scatter and background radiation were corrected using the triple-energy window method (Ogawa et al 1991) . The reconstructed images were post-filtered using a 3D Gaussian filter with FWHM in the range of 0.06 -0.30 mm with a step size of 0.01 mm. The optimal number of iterations and filter size were defined to be those that maximised the average contrast-to-noise ratio (CNR, calculation explained below). The image reconstruction was validated by comparing an experimental result with a simulation result of the same scan which was a resolution phantom scan with 800 MBq/ml 99m Tc using the tungsten collimator. The evaluation of collimator materials was based on the CNRs as well as visual assessment over the reconstructed rod shapes and minimally resolvable rod sizes on the Derenzo phantom.
CNR was calculated in the same way as in (Walker et al 2014) . To this end, regions of interest (ROIs) were used as shown in figure 2(b) . Red circles indicate the regions with activity and blue circles indicate the background regions. Each region spans a depth of 0.8 mm (16 slices) around the phantom's centre. We defined the contrast of each of the six rod-sectors as:
where ̅ is the mean intensity over the activity regions of sector s ( ) and ̅̅̅ is the mean intensity over the background regions of sector s ( ). CNR of each sector was defined as / where:
serving as a measure of variability between ROIs. There, , and , are standard deviations over and , respectively, calculated over all sectors s and a subset of planes p, given by {1, 4, 7, 10, 13, 16} to reduce inter-ROI covariance, and ̅̅̅̅ is mean intensity over all ROIs in sector s. Then the average of the CNRs over the sectors with visible rods was taken for the image quality assessment. Table 3 . The pinhole diameters for different materials that were adjusted to achieve equal sensitivity over the CFOV for each radioisotope. The corresponding system sensitivities are also listed.
Results
Pinhole diameters to obtain equal sensitivities for different collimator materials
Isotopes
System sensitivity over the CFOV dph -U (mm) dph -Au (mm) dph -W (mm) (fixed) dph -Pb (mm) In table 3, pinhole diameters that result in an almost equal sensitivity over the CFOV for different materials and different isotopes are provided. For all cases, the remaining sensitivity differences due to the fact that pinhole diameter was changed in discrete 2 µm steps were small, less than 10 -4 %. As expected, table 3 indicates that to obtain "equal" sensitivities, when using a material with higher photon-absorption power larger pinholes are required. Note that 71 keV ( 201 Tl) is close to the K-edge of tungsten where its attenuation coefficient increases suddenly; therefore, it is reasonable that for 201 Tl the tungsten pinholes have larger aperture diameter than the pinholes made of other materials.
PSF comparison
The 2D PSFs through a pinhole projecting perpendicular to the detector with diameter as summarised in table 3 are shown in figure 4 while profiles are provided in figure 5 . For 111 In, a difference between PSFs for the various collimator materials is visually distinguishable: the PSF is slightly wider when using a material with lower attenuation coefficient. This visual distinction is hard to make for other isotopes having lower energy than 111 In.
Given that the number of photons emitted from the point source is always fixed to be 4*10 11 , the unequal maximal values of the PSFs between different isotopes as indicated in the color bar in figure 4 are due to the fact that the percentage of emitted photons that ends up depositing energy within the photopeak window depends on the energy distribution of the isotope's emission spectrum. These numbers are also affected by the level of detector's spatial blurring, which is energy dependent. Figure 4 . 2D PSFs projecting from a point source placed at the collimator's centre through a pinhole oriented perpendicular to one of the detector planes. The PSFs are displayed for different isotopes and pinhole materials, with the pinhole diameters set such that all collimators have equal sensitivity for each isotope (see table 3 ). The colourmap presents the count density, which represents the number of detected counts on each pixel within the photopeak over the total number of photon emissions.
The PSFs' profiles in figure 5 are plotted as a function of the distance from the PSF centre on a semi-logscale, and the corresponding FWHM and FWTM are presented in figure 6 . Almost identical profiles and FWHM/FWTM are observed for the different pinhole materials for the low-energy 125 I. A distinction between materials is observable for 201 Tl and In. Generally, under the condition of equal sensitivity, the use of materials with higher stopping power yields PSFs with narrower tail and lower values for the FWHM and FWTM.
Multi-pinhole reconstruction
A validation of the simulations performed in this paper is provided in figure 7 . Here tungsten pinholes with an aperture diameter of 0.15 mm were assumed, and the resolution phantom was filled with 99m Tc. With an activity concentration of 800 MBq/ml, the minimally visible rods on the phantom have a diameter of 0.15 mm, which is in agreement with the experiment in which the phantom was filled with the same amount of activity and scanned in the real tungstenalloy collimator. Note that the phantom used in the experiment has slightly different rod sectors from the one used in the simulation because it is of interest to check in the simulation the 0.13-mm rods that were not included in the experimental phantom. Figure 7 also provides an impression of the achievable resolution with EXIRAD-3D for 99m Tc for various activity concentrations. Generally, the CNR is increasing when using a higher-stopping-power material. Compared to lead, the use of materials with higher attenuation coefficient improves the average CNR up to 36.6%, 4.6%, 7.2%, and 1.9% for 111 In, 99m Tc, 201 Tl, and 125 I, respectively. 
Discussion
We have compared the performance of EXIRAD-3D with various pinhole materials regarding resolution at equal system sensitivities. Four pinhole materials, namely lead, tungsten, gold, and depleted uranium, have been investigated for a wide range of photon energies (27 keV -245 keV). The results show that the pinhole material has an influence on the image resolution when the pinhole diameter is adjusted to keep sensitivity unchanged. Using a material with higher photon stopping power improves image quality, especially for high photon energies. The pinhole material matters for this high-resolution system because with the small pinholes used, the proportion of the number of penetrative and scattered photons compared to the number of photons passing directly through the pinhole can be significant and the material's ability to attenuate photons becomes important. This proportion reduces with the higherstopping-power material, and thus image quality can be improved. Besides, the chosen pinhole material matters more for the higher energy isotopes as in that case the relative contribution of the pinhole to the PSF is larger; with an average pinhole magnification factor of 19 which we calculated for this geometry (taking into account that the pinholes project onto flat detectors), the detector's contribution to the resolution is about 2.7, 1.6, 1. Tc, highenergy 111 In results in more undesirable penetration and scatter in the pinhole edges, while low-energy 125 I has the disadvantage of worse detector's spatial and energy resolutions. The resolution obtained with 201 Tl is also degraded as its activity on the phantom was rather low. The achievable image resolutions could be improved when scan time is increased by, for example, scanning over the weekend, which is practical for EXIRAD-3D when long-lived isotopes are used because the tissue sample is cryo-cooled and its shape can be kept unchanged for a long scan. The MCSs in this work are expected to well resemble realistic scans as they considered all important physics processes in SPECT (photoelectric effect, Compton scattering, and Rayleigh scattering for gamma photons, and ionisation, bremsstrahlung, and multiple scattering for electrons) as well as the realistic isotopes' energy distributions, background radiation, and detector response. In this work, MCS was used to mimic most of the imaging procedures, except the matrix interpolation. In principle, a full MCS could also be used to make the matrix by simulating point sources at every voxel, but for this high-resolution system that would take a prohibitively long computation time. Instead, a limited set of point spread functions was simulated, and the rest was obtained by a well-validated interpolation method (van der Have et al 2008) . This enabled accurate evaluation of pinhole material in micronresolution SPECT in a reasonable time.
When choosing the pinhole material, besides the photon attenuation characteristics, the feasibility of using that material should be considered. Depleted uranium is hard to manufacture and not commonly available. In addition, it releases toxic oxide and background radiation. This background radiation can be minimised using small depleted uranium inserts by minimising the amount of uranium needed (Jaszczak 1999). We did not include background radiation from the depleted uranium inserts in the simulation because the exact sizes of the inserts were not determined in this work. Gold is expensive, but gold or platinum-gold alloy can be produced at a reasonable expense for small pinhole inserts (Tenney et al 2001 , Beekman et al 2002 , Peterson et al 2002 , van der Have et al 2009 . Pure tungsten is hard to be cast owing to its high melting point, so tungsten alloys are usually used for easier machining at the cost of slightly decreasing its photon attenuation ability. For example, while pure tungsten has an attenuation coefficient of 0.952 mm -1 at 245 keV, the corresponding value for 92.5% W + 5.25% Ni + 2.25% Fe is 0.861 mm -1 (NIST). According to our simulations (see Supplementary Data), for 111 In imaging this results in only 2.9% reduction in the average SNR which meagrely affects the visual image quality. We expect that this difference is even smaller for lower energies or "purer" tungsten alloys. Lead performs notably worse than the other studied materials ( figure 8, 9 ). Considering those aspects, gold and tungsten are prefered as materials for the pinhole collimator in EXIRAD-3D.
Conclusion
The influence of collimator material used in the micron-resolution SPECT system EXIRAD-3D has been studied by comparing resolutions that can be obtained when different pinhole materials are used while keeping sensitivity constant. Results indicate that using materials with higher stopping power yields images with better CNR for the studied isotopes with improvements ranging from 1.9% to 36.6%. Visual assessment of the reconstructed images suggests that for the EXIRAD-3D, the tungsten collimator is generally a good choice for a wide range of SPECT isotopes. For relatively high-energy isotopes such as 111 In, using gold inserts can be beneficial.
