We describe new methods for predicting protein tertiary structures to low resolution given the speci®cation of secondary structure and a limited set of long-range NMR distance constraints. The NMR data sets are derived from a realistic protocol involving completely deuterated 15 N and 13 C-labeled samples. A global optimization method, based upon a modi®cation of the aBB (branch and bound) algorithm of Floudas and co-workers, is employed to minimize an objective function combining the NMR distance restraints with a residue-based protein folding potential containing hydrophobicity, excluded volume, and van der Waals interactions. To assess the ef®cacy of the new methodology, results are compared with benchmark calculations performed via the X-PLOR program of Bru È nger and co-workers using standard distance geometry/molecular dynamics (DGMD) calculations. Seven mixed a/b proteins are examined, up to a size of 183 residues, which our methods are able to treat with a relatively modest computational effort, considering the size of the conformational space. In all cases, our new approach provides substantial improvement in root-mean-square deviation from the native structure over the DGMD results; in many cases, the DGMD results are qualitatively in error, whereas the new method uniformly produces high quality low-resolution structures. The DGMD structures, for example, are systematically non-compact, which probably results from the lack of a hydrophobic term in the X-PLOR energy function. These results are highly encouraging as to the possibility of developing computational/ NMR protocols for accelerating structure determination in larger proteins, where data sets are often underconstrained.
Introduction
Energy minimization in the absence of longrange constraints has not yet contributed to the determination of new protein structures. Two requirements for a solution to this problem are (1) a potential energy function which is accurate enough to distinguish the native from all other conformations; and (2) a means of globally minimizing such a function. In the absence of an accurate energy function, some effort has been spent on augmenting existing functions with experimentally derived constraints. Provided the quality and quantity of the constraints are suf®cient to guarantee a global minimum near the native conformation, the augmented energy functions (or target functions) may be useful for testing and developing minimization algorithms. The resulting constrained energy minimization (CEM) techniques avoid one serious problem associated with unconstrained minimization, which is that the global minimum is not, in general, known.
In addition to providing an objective target for optimization, CEM is immediately applicable to the problem of NMR structure re®nement. Typi-cally, constrained minimization has been applied to NMR structure re®nement for cases in which the experimental constraints, in conjunction with steric and covalent interactions, are suf®cient to de®ne the structure. Long-range energy terms, such as the hydrophobic interaction, are not usually considered. The primary goal is to re®ne structures within a narrow region of conformational space de®ned by the constraints, rather than to select one of many competing regions. It is not clear that algorithms which are ef®cient at re®ning NMR structures with a high degree of accuracy and precision, such as distance geometry (Havel & Wu È thrich, 1984) , molecular dynamics (Bru È nger, 1992) , or variable target function with conjugate gradient minimization (Braun & Go È , 1985) , will perform well as global optimizers in cases where the experimental constraints alone do not uniquely de®ne a three-dimensional (3D) structure.
Global optimization algorithms have been employed to estimate the minimum number of constraints needed to produce native-like structures using current energy functions. Smith-Brown et al. (1993) used a Monte Carlo approach to predict the tertiary structures of four proteins (hemerythrin, the variable light domain of an immunoglobulin,¯avodoxin, and BPTI). Using a target function consisting of a Lennard-Jones potential supplemented with restraints on selected distances and on dihedral angles within helices and strands, tertiary structures were built up, one secondary structure at a time, by minimizing the target function via a Metropolis Monte Carlo algorithm (Levy et al., 1989) implemented in the program IMPACT (Kitchen et al., 1990) . Here, three distances per secondary structure pair were suf®-cient to generate medium-low resolution structures (3-5 A Ê RMS from the native). Skolnick et al. (1997) used a lattice model to produce medium-low resolution structures for seven proteins: the C-terminal fragment of the L7/L12 ribosomal protein (CTF), protein G, thioredoxin, avodoxin, myoglobin, plastocyanin, and BPTI. The target function, in addition to short-range (dihedral angle) and long-range (distance) restraints, consisted of a hydrophobic term, a hydrogen-bonding term, and an overlap term. Short-range restraints included turn regions as well as helices and strands. Minimization was carried out using two stages of Monte Carlo-simulated annealing on a high-resolution lattice. Results similar to those reported by Smith-Brown et al. (1993) were obtained (4.0-5.6 A Ê RMS) using fewer distance constraints (10-35 total) .
Using a hierarchical Monte Carlo-based algorithm we have obtained low-resolution (5-6 A Ê RMS) structures for proteins such as myoglobin (Gunn et al., 1994) , BPTI (Standley et al., 1998) , and CTF (Monge et al., 1995) given a knowledge of secondary structure alone. Our results con®rm that applying the statistical energy function we used to typical protein folds leads to a small number of low energy basins of attraction, one of which is generally in the native region; however, the native region is not always lowest in energy.
The encouraging results discussed above suggest that CEM (constrained energy minimization) would be a useful way of predicting new protein structures, provided the constraints are suf®cient to transform a competitive native region into a global minimum. Insuf®cient constraint sets occur in solution NMR experiments on larger proteins where line broadening and spectral crowding make complete assignment of NOE cross-peaks dif®cult or impossible. Our objective in this paper is to test this possibility by examining a constraint set based upon a realistic NMR protocol, described below. This is to be contrasted with the work discussed above, in which constraints were selected either randomly (Skolnick et al., 1997) or by hand (Smith-Brown et al., 1993) rather than from real or simulated data.
A recently proposed procedure for simplifying very crowded NOE spectra of larger proteins involves preparation of completely deuterated, 15 N and 13 C-labeled proteins. The hydrogen atoms on the backbone amide groups (and on some sites on the side-chains) are then exchanged for protons. The resulting spectra (H, N and C) can be assigned using heteronuclear 3D methods (Grzesiek et al., 1995; Venters et al., 1995) , with two important advantages over the more commonly performed heteronuclear assignment protocol (Clore & Gronenborn, 1991; Bax & Grzesiek, 1993) for protonated proteins: not only is the spectral crowding reduced, but also the carbon line-widths are signi®-cantly narrower and the relaxation times signi®-cantly longer, leading to dramatically enhanced transfer ef®ciencies. The N-H . . . N-H NOE and C a chemical shift data obtained in this protocol often allow identi®cation of secondary structure elements. However, the issue has been raised repeatedly that the long-range NOE data from such predeuterated proteins are far too few to de®ne the fold (Gardener et al., 1997) ; as a result, hybrid and rather complex methods involving partial deuteration of the aliphatic groups are now under investigation. Thus, the problem of determining protein structures using underconstrained distance sets is now of central importance for solution NMR of large proteins, and probably will be in other magnetic resonance arenas as well. Here, we focus speci®cally on the clearly underconstrained case of a moderate sized protein for which only N-H . . . N-H NOE data would be available.
Our goal is to assess the prediction of seven mixed a/b proteins (Table 1) using only secondary structure and amide proton distance constraints which would be observable in an idealized N-H . . . N-H experiment where only amide groups are protonated. This set of proteins excludes simple b-sheets and barrels, which, in general, are completely de®ned by the amide constraint sets. Helical proteins were excluded as well, because there are generally too few constraints to guarantee a global minimum in the native region.
In order to deal with the multiple minimum problem, we introduce a new optimization algorithm, which, along with an improved potential energy function, is also applicable to protein structure prediction by unconstrained minimization. The optimization algorithm is based on the aBB branch and bound algorithm developed by Floudas and co-workers (Androulakis et al., 1995) , but has several new features which are critical in order to generate low-energy structures in complex proteins such as 1acf, 1npk, and 1xnb. We describe the optimization algorithm in detail in Protein Structure Re®nement Protocols.
The distance constraints used in this work are idealized, and probably could not be measured to the accuracy and precision assumed. Nevertheless, the results represent a preliminary assessment of a global minimization algorithm which may have applications for protein structure determination in cases where there are few or no experimental constraints.
Protein Structure Refinement Protocols Overview
Here, we describe the geometric model of the protein, distance constraints, target function, and optimization algorithm. The model and a previous version of the potential have been described elsewhere (Gunn et al., 1994) . Signi®cant modi®cations to the energy function, as well as the new optimization algorithm, are presented for the ®rst time. In order to generate structures consistent with the constraints, but independent of the energy function, distance geometry/molecular dynamics (DGMD) was run for each of the cases. The structures resulting from the DGMD runs were also used as alternative starting con®gurations for CEM runs. We also describe how disulphide bonding constraints can be incorporated in the minimization without knowledge of the actual bonding pattern. . The dihedral angles f and c were, thus, the only independent variables. The Cartesian and dihedral representations are equivalent, and each can be constructed from the other.
The model

Distance constraints
The simulated NOEs (nuclear Overhauser enhancements) consisted of all H amide À H amide distances under 5 A Ê and separated by more than three residues. Upper and lower bounds were derived by expanding AE1.75 A Ê from the native distances. For the CEM runs, distances within secondary structures were removed. The distance constraint sets are plotted in Figure 1 and listed explicitly in the Appendix.
The target function
The target function consisted of ®ve parts: a hydrophobic term, a van der Waals term, an overlap penalty, a torsional term, and a distance constraint term:
We give below a brief description of each term in the potential; a more detailed exposition will be presented in another publication. et al., 1977; Abola et al., 1987) ; secondary structure assignments were taken from the PDB ®les (with the exception of the 4pti secondary structure, which was taken from the PDB ®le 5pti); descriptions of the fold were taken from the CATH website (www.biochem.ucl.ac.uk/bsm/cath).
The hydrophobic term is based on the potential of mean force derived by Sippl and co-workers (Casari & Sippl, 1992) and has the following form:
between residues i and j, and hh ij i is the average hydrophobicity for each residue pair. The hh ij i value is given by 1/2(h ij h ji ) 2 h 0 , where h ij and h ji can be found in Table 2 of Casari & Sippl (1992) and h 0 is the background hydrophobicity which must be empirically optimized. Here h 0 0.3 in all cases.
The van der Waals term has the following form: 
where e, b, and s are functions of i, j, k and l; a and b are chosen so that M and its derivative are continuous at the x intercept (d 0 s À ln 2/b) and the slope of M is zero at the y intercept. The parameters e, b, and s were determined from functional ®ts of the Morse function to data obtained from a database of known protein structures (not including the seven proteins considered here) through a four-step procedure: ®rst, the all-atom van der Waals energies between each residue pair in the database were calculated with a LennardJones potential using AMBER (Weiner et al., 1984 (Weiner et al., , 1986 parameters; second, each energy was binned according to the residue pair and the four nonbonded distances:
third, the energies in each bin were averaged; fourth, the parameters e, b, and s of the Morse function were ®t to the averaged energies along each of the four non-bonded distances for each residue pair.
The overlap term has the following form: where the minimum distance d 0 is identical to that used in the Morse potential (4). The torsional term is essentially an overlap penalty for C b atoms on neighboring residues.
The parameter d H 0 is chosen so that the minimum observed C b À C b distance for a given residue pair corresponds to a negligible contribution from E tor .
The distance constraint term is given by
where N dis is the number of distances in the constraint set. The weights of each distance constraint, C i dis were set to 1000. The coef®cients for the overlap and torsional terms were varied during the optimization process (see below), but the ®nal values were: C hyd C vdw 1.0, and C ovr C tor 100. In order to determine the ®nal weights, C hyd was set to 1.0, and a grid search was performed over C vdw and C ovr . (C tor was set equal to C ovr because the functional form of these two terms was identical.) At each value of C vdw and C ovr , the full potential (without distance constraints) was minimized, starting from a randomly perturbed native structure{. The perturbed structures were generated by randomly changing one dihedral angle (chosen at random) in the native structure. By inspecting the distribution of structures resulting from more than 100 such minimizations, it was possible to ®nd a range of values for C vdw and C ovr over which the native region was relatively stable. Based on these observations, the overlap weight C ovr was initially set to 500; however, after repeated attempts to globally optimize the potential with C ovr 500, we found that native-like energies could only be achieved if C ovr was set to 100. Because the native structure has a very low overlap and torsional energy, changing C tor and C ovr by a factor of 5 will not signi®cantly affect the potential surface close to the native.
A calculation of the target function along with its gradient consists of roughly N 2 evaluations of the exponentials in the van der Waals and overlap penalty expressions. Since exponential functions are computationally expensive, local minimization times can be dominated by the energy and gradient terms. To avoid this problem, a more ef®-cient, four-point``Newton-Gregory'' interpolation scheme (Allen & Tildesley, 1987 ) was used to calculate the energies between each residue pair. The interpolation was performed over a grid of precalculated values of these two terms over equally spaced distance intervals. The exponentials in the van der Waals and overlap expressions are encountered only while making this grid, which is done in the initialization stage of the global minimizer.
The local minimizer uses an updated Hessian (starting from the unit matrix). Due to the linear terms in the constraint penalty, the true Hessian would have in®nite values at points where the ®rst derivative is not continuous. However, the updated Hessian interpolates over these points, and thus does not ever go to in®nity. For this reason, the minimization is stable.
Constrained energy minimization
Overview
The minimization is carried out via a branch and bound algorithm coupled with dynamic smoothing of the target function surface. Bounds are de®ned in terms of a set of distances including, but not limited to, the experimental distance constraints. The basic steps are outlined in Figure 2 . Branching involves two steps: the ®rst step is to partition (bisect) the bounds on a particular distance, thus creating two``subspaces'', each with non-overlapping bounds for the bisected distance; the second step is to minimize the smoothed target function inside each subspace.``Smoothing'' in the context of this paper means augmenting the target function in order to reduce the number of local minima. As with the aBB algorithm developed by Floudas and co-workers (Androulakis et al., 1995) , it is required that for a given conformation, the smoothed target function is always less than or equal to the original target function. Furthermore, as the size of the subspace goes to zero, the smoothing must vanish. Ideally, the minimum of the smoothed target function constitutes a``lower bound'' on the minimum energy of the original function within a given subspace.
Following partitioning and minimization in each half of the partition, the bounds, coordinates, and energies associated with each subspace are saved. The next step is to locate the lowest saved smoothed energy. The bounds corresponding with this energy are removed from the saved list. The partitioning, minimization, and saving steps are repeated until a convergence criterion is reached. Early in the minimization, when the smoothing effect is greatest, subspaces are selected primarily on the basis of size. As the subspaces grow in number and shrink in size, however, the selection becomes more in¯uenced by the shape of the original target function.
The third phase is convergence. When a subspace reaches a minimum size, the coordinates of the structure are written out and a penalty function is constructed which repels conformations in subsequent minimizations from being attracted to previously located minima.
The key features of the aBB algorithm (Androulakis et al., 1995; Maranas & Floudas, 1994a,b; Adjiman & Floudas, 1996; Adjiman et al., 1998a,b) which were implemented in the present work are: (1) construction of a smoothed function which returns to the original target function as the size of the bounds decreases; and (2) selection of subspaces for further partitioning based on the minima of the smoothed function.
There are, in addition to the similarities, several important differences between our method and the aBB algorithm. (1) Smoothing of the potential surface is accomplished primarily by annealing in the overlap, torsional, and constraint terms, with a smaller contribution from the smoothing function { This procedure was carried out on 50 different proteins. Although 1acf and 1ctf were included among the structures used in this Monte Carlo procedure, we expect that the in¯uence of these structures on our ®nal choice of C vdw and C ovr was not signi®cant, since such a large number of structures was considered and since the goal was only to determine the right order of magnitude of the weights.
Protein Structure Re®nement from NMR Data Sets
Figure 2. Experimentally derivable distance constraints are plotted in red on the lower half of the distance matrix. Blue regions show poorly de®ned regions in the ensemble of DGMD structures. For all DGMD structures with two or less distance or dihedral angle constraints (combined) the RMS deviation of each C a À C a distance was calculated. Blue marks indicate an RMS > 10.0 A Ê . Secondary structure cartoons are also shown on the x-axis, which correspond with the residue numbers. used in the aBB algorithm (equation (12)), (2) The smoothed function is not, in general, convex; it is merely smoother than the original target function; the minima of the smoothed target function are not, therefore, a rigorous lower bound. (3) Convergence is de®ned in terms of subspace size rather than by bracketing the target function between upper and lower bounds; thus, there is no need for calculating an``upper bound'' to the global minimum. (4) Minima which have converged are``®lled in'' by constructing a Gaussian-shaped penalty function at the location of the minimum, thus many distinct minima may be located because the converged structures repel similar structures in subsequent minimizations.
Conformational space
The conformational space is de®ned in terms of a set of distances d Here, i refers to a particular residue pair and j is the index of a given subspace; j 0 refers to the initial (global) bounds. Both distance constraints, and distances for which the bounds are essentially unknown, which we will refer to as``free distances,``are used in the de®nition of the conformational space. Free distances are chosen from regions in the structure where constraints are lacking ( Figure 3 ). There are a minimum of two free distances per helix which tether the helices to the sheets. Subdividing bounds on these distances enables sampling of different helix-sheet orientations. Additional free distances tether loops to sheets and helices to one another. The free distances are listed in Table 2 .
The distance constraint function (equation (7)) is used to enforce bounds on the free distances, but the weights C dis are 100, rather than 1000. Only the constraints are included in the ®nal evaluation of the target function (e.g. in the convergence, phase). In this way, the free distances are used only to drive the conformational search with the penalty function acting to prevent minimizations in one subspace from falling into a neighboring subspace.
Partitioning
The ®rst step in the search phase is to bisect the current subspace B along the distance with the widest bounds. This distance d k is given by d 
Smoothing
The second step of the search phase is to perform a local minimization of the smoothed target function in each of the new subspaces, B 1 and B 2 . While the target function is rather smooth when plotted as a function of the distances, the angular dependence is much more rugged. From inspection of the potential surface in angle space, it was found that most of the minima could be removed by reducing the weights of the overlap, torsional, and constraint terms. In keeping with the philosophy of the aBB algorithm, the smoothing should diminish with box size, restoring the potential surface to its original state in the limit of zero subspace size. In order to anneal the original target function in gradually with each subdivision, the weights of the reduced terms in the potential must be functions of the size of the subspace. We will de®ne the fractional width of the jth subspace as:
where the sum is only over the free distances (since bounds on the constraints are never subdivided). If f min is the fractional width at which we want the weights to be completely restored, the following relationships will ensure that the weights grow linearly as f j decreases:
Note that the initial overlap and torsional weights are zero, while the initial constraint weight is 1.0. Thus, the constraint term is never completely turned off. The value at which the coef®cients are restored f min , along with the size of the protein and the number of constraints, affects the length of the minimization: The smaller f min is, the longer the program will run. The values used in the present work (1acf 10.5; 1ctf 0.6; 1npk 0.8; 4pti 0.4; 1ris 0.7; 1ubi 0.5, 1xnb 0.6) were chosen based on an acceptable convergence time. If the ®rst structure converged too quickly (<3 hours), or too slowly (>72 hours), f min was adjusted accordingly. In several cases, the above f min values were reduced without a decrease in the energy of the lowest-energy converged structure, suggesting that the minimization could not be improved by further reducing f min . (This does not mean that the minimization could not be improved, for example, by increasing the number of free distances or by using alternate starting con®gurations.) By examining a large number of minimizations, we hope to arrive at an automated method of picking f min based on the size of the structure and the associated constraint set. The target function can be further augmented by adding a convex function of the type used in the aBB algorithm (Androulakis et al., 1995; Maranas Protein Structure Re®nement from NMR Data Sets 
where a i , is a number greater than zero, and the sum includes all of the distances which de®ne the conformational space of the molecule. For all i corresponding to distance constraints, a i 1.0; for the free distances, a i 0.05. The complete smoothed target function, with the exception of the Gaussian repelling function (see below) is thus given by:
where the T j now implicitly depends on the fractional width f j . Note that T smooth,j is always less than or equal to the unsmoothed target function within a given subspace, as required.
Enforcing distance bounds
The independent variables in our model are the dihedral angles, but the bounds themselves are on distances. Before a structure can be minimized within a subspace, it must ®rst be placed within the bounds of that subspace and then constrained within the subspace in subsequent minimizations. When a subspace is divided, the structure associated with the parent bounds will only satisfy one of the bounds on the two newly created subspaces (assuming the parent bounds were satis®ed). Therefore, at each subdivision there is a need for placing a structure within one of the new bounds. It turns out that E dis (equation (7)) and E con (equation (12)) are generally (but not always) convex provided the number of distances is not too large (as is usually the case with H amide À H amide distances). For this reason, a local minimization of the potential with all terms except E dis and E con turned off and all a i 10.0, is usually suf®cient to generate an initial conformation for which each distance is no more than 1 A Ê outside of the bounds. In general, the structures do not move further from the bounds upon minimization of the full smoothed target function; in fact, minimization of the smoothed target function often results in a lower distance penalty (probably due to the perturbation of the E dis E con potential surface and the additional minimization steps which follow). Thus in each cycle of the search phase, there are generally three local minimizations: one local minimization of E dis and E con and two local minimizations of E smooth .
Selecting the current subspace
After two local minimizations of the smoothed target function in the search phase have been performed, the resulting bounds, coordinates, and energies are saved. The next step is to ®nd the lowest saved energy T save (i*). The current bounds are then set to those associated with the i*th energy B save (i*). The coordinates X save (i*) are used as initial conditions for the next local minimization of T smooth . Finally, the i*th energy, coordinates, and bounds are removed from the saved list.
Convergence
The branch and bound cycle is repeated until the fractional width falls below a certain value for a given subspace. This is the convergence criterion. In each of the runs, the convergence criterion was given by f min À 0.1, where the f min are listed above. That is, for a given subspace, after the potential is fully annealed, the branch and bound cycle continues until the fractional width decreases by 0.1. (This value was chosen somewhat arbitrarily to ensure that bounds on the fully annealed potential were subdivided at least once before convergence.) Any subspace for which the fractional width equals f min À 0.1 is said to have converged. In the convergence phase, a local minimization of the unsmoothed target function is performed. As mentioned above, the free distances are not included in this minimization. Following minimization, the target function and coordinates of the structure are recorded. A Gaussian penalty, which prevents similar structures from falling into minima located previously, is then constructed. The Gaussian penalty for a structure j is given by:
where H G and W G are the height and width of the Gaussian, respectively (in the present work H G 100.0 and W G 1.5 A Ê ); N conv is the number of converged structures, R ij is the RMS deviation between C a À C a distances in structures i and j:
where N D 1/2N res (N res À 1) and the sum goes over all C a À C a distances within structures i and j. E Gauss (equation (14)) is thus a function of the coordinates of the converged structures. E Gauss is included in the smoothed target function in all subsequent minimizations, and must be updated after each new structure is converged. E Gauss effects the smoothed target function associated with each of the saved structures, and thus the energy rank of each structure. Because the subspace with the lowest smoothed target function is chosen for further bisection, and because the Gaussian penalty penalizes structures similar to previously converged structures, unconverged basins of attraction get an improved energy rank relative to regions already located. Thus, E Gauss works in conjunction with the convex function E con (equation (12)), which favors large subspaces over small ones. (Small subspaces would be more likely to contain structures which are similar to other saved structures). In the ®nal evaluation of the target function, neither E Gauss nor E con is included; each is used only to guide the exploration of subspaces. While E con may be thought of as an``entropic reward'' because it is a function only of the size of the subspace, equation E Gauss is a``redundancy penalty'' and is a function of the converged structures.
Disulphide bonds
Because the conformational space is de®ned in terms of distances, it is relatively straightforward to explore different disulphide bonding patterns. First, each possible disulphide pair is included in the list of free distances. Then, instead of starting with the global bounds at the beginning of the search phase, the global bounds are prepartitioned into one set of bounds for every possible disulphide bonding pattern. If there are 2N di cystine residues involved in disulphide bonds, then there are {2N di À 1}{2N di À 3} . . . 1 possible ways of forming N di disulphide bonds. For example, there are three disulphide bonds in BPTI, and thus 15 different possible ways of forming them. Since all 15 are included at the beginning of the program, there is no bias for the correct pattern to be selected. The selection is based solely on the basis of the smoothed energy associated with each subspace. Note that we are assuming knowledge of the number of disulphide bonds, but that this is not in general, required. One could, in principle, prepartition the bounds to include variation in the number of bonds as well.
Because disulphide bonds were not included in the DGMD runs, they were introduced only in the second CEM stage (which was run on both CEM and DGMD structures). A special procedure was used to include the disulphide constraints into the starting con®gurations in stage 2. First, the initial con®gurations (CEM or DGMD) were locally minimized with the full potential without disulphide constraints. Second, the structure was locally minimized using the full potential and one of the disulphide bonding patterns. This was followed by a Monte Carlo minimization which consisted of initially perturbing all of the angles by a random value (not more than AE0.5 radians), and then locally minimizing of the resulting structure. Following ten such Monte Carlo minimizations, the lowest energy con®guration was retained. This whole process (local minimization followed by ten Monte Carlo minimizations) was repeated once for each disulphide bonding pattern and this, in turn, was repeated once for each of the initial starting con®gurations. Thus, if there were originally ten starting con®gurations and 15 disulphide bonding patterns, there would be 150 starting con®gur-ations at the end of this process. The remainder of the CEM run was identical to the other stage 2 CEM runs.
Clustering
Since large numbers of structures are generated by both DGMD and CEM, similar structures are combined into clusters following each DGMD or CEM run. We follow the method described by Romesburg (1984) , in which structures are iteratively combined into increasingly large and increasingly dissimilar clusters. Initially, each structure constitutes a cluster; the clustering proceeds until a cutoff in the average RMS deviation of the non-loop residues between members of each cluster is reached. The loops are ignored in our implementation so that clusters are de®ned in terms of the arrangement of secondary structures alone. In all runs, a cutoff of 3.0 A Ê was used.
Hybrid distance geometry-molecular dynamics DGMD calculations were performed using the program X-PLOR (Bru È nger, 1992) , with the input ®les controlling sub-embedding, distance geometry simulated annealing, and re®nement taken directly from tutorials (Nilges et al., 1988 (Nilges et al., , 1991 Kuszewski et al., 1992) . Distance constraints were the same as those used in the CEM runs, with the exception that the distances within secondary structures were not removed. Secondary structures were ®xed by constraining the dihedral angles to native values AE5 (i.e. calculated from the PDB ®le). The peptide torsional angle o was constrained to 180(AE5) . (The one exception is residue 91 in 1ctf, which is the only instance of a cis amide in the present work. Since we would not have known the location of a cis amide a priori, this correction was not made in the CEM runs.)
Results
Figure 2 is a two-dimensionial representation of the distance constraints. In the lower right triangle, the constraints are shown in red. In the upper left triangle, blue regions correspond to C a À C a distances for which the RMS deviation (within the ensemble of DGMD structures) is 10 A Ê or greater. Note that the secondary structures were well de®ned (RMS < 1.5 A Ê ) in both the CEM and DGMD runs. Table 3 lists the results of the DGMD, CEM, and hybrid DGMD-CEM runs. The DGMD results are listed in columns 1-4. For the CEM runs, the minimization process was done in two stages. In stage 1, the overlap, torsional, and distance constraint terms were annealed in and the van der Waals term was turned off. In stage 2, the overlap, torsional, and distance constraint weights were ®xed to their ®nal values, and the van der Waals term was turned on. The ®rst stage started from extended conformations. Structures that converged in the ®rst stage were used as starting con®gur-ations in the second stage. The CEM results are listed in columns 10-15. For the hybrid DGMD-CEM runs, DGMD was used to generate the starting con®gurations for CEM. The CEM run was otherwise identical with the second stage described above. In each DGMD run, 50 structures were generated. Only those clusters that had less than two distance or dihedral angle violations (combined), were used as starting con®gurations for CEM. Note that the target functions used in the DGMD and CEM methods are different, so the energies of the DGMD and CEM structures cannot be compared. The data from the CEM runs, as well as the hybrid DGMD-CEM runs, is plotted in Figure 3 . Only the ®ve lowest energy clusters for each run are listed. The DGMD structures were dissimilar enough that many clusters consisted of one structure. In the CEM runs, there were generally multiple structures in clusters and the number of structures is listed (Table 3 , columns 9 and 15). For all runs the RMS deviations from the native of the C a atoms (R T ) and of C a atoms located in secondary structures (R S ) refer only to the lowest-energy member of each cluster. For the CEM and hybrid DGMD-CEM results, the average RMS deviations (R T and R S ) refer to the entire cluster. Similarly, the X-PLOR energies (E X ) and CEM energies (E C ) refer only to the lowest energy members of each cluster, while the average CEM energies, (E C ) refer to the cluster.
By comparing the CEM and DGMD runs (Table 3 and Figures 4 to 10) , we can assess the importance of the potential energy terms. Figure 3 , on the other hand, emphasizes the importance of the global minimization algorithm. Both the energy terms and the minimization algorithm are essential to the success of this method.
Discussion
From the DGMD results we see that for the proteins 1acf, 1ctf, 1npk, and 4pti, there is not enough information in the distance constraints alone to de®ne an accurate structure. If we consider only the arrangement of secondary structure, DGMD produces a low-resolution structure for 1xnb. The primary error in the 1xnb structure is the placement of a single loop. In the native structure, this loop is buried, while in the DGMD structure it projects into what would be the solvent (see Figure 10) . Generally, all of the DGMD structures are expanded, with helical regions projecting out into space, resulting in a larger radius of gyration than the native. Even 1ris and 1ubi, which have essentially the correct topology, do not form compact structures.
The lack of compactness in the DGMD structures is consistent with the potential used in the X-PLOR program; namely the interaction between an unconstrained segment, such as a helix, and the rest of the molecule is governed by only a hardcore repulsive term (although other terms could, in principle, be added). Without a long-range attractive term such as a hydrophobic interaction, there is no driving force for compactness. From the hybrid DGMD-CEM results, the improvement in RMS deviation from the native and in compactness upon minimization with a more complete energy function is evident. With the exception of 1npk, the secondary structure RMS deviations are all less than 6 A Ê ; moreover, the average RMS deviations are very close to the minimum-energy values, meaning that the vast conformational space consistent with the distances has been reduced to a narrow low-energy region.
In the cases of 1acf and 1npk, however, the hybrid DGMD-CEM method fails completely. This is apparently the result of being trapped in local minima, as the energies are much higher than the more accurate structures produced by CEM (Figures 4 and 6 ). These minima are probably due to the fact that when distance geometry is used to re®ne sparse NMR data, mirror images, which satisfy the distance constraints, are often generated; since molecular dynamics (and presumably CEM) cannot recover from such severe mistakes, the structures remain high in RMS (G. Warren, personal communication). All of the hybrid DGMD-CEM results prove to be local minima when com- Table 3 . Energies and RMS deviatons (relative to the native) of low-energy structures resulting from DGMD, CEM and hybrid DGMD-CEM runs The ®ve lowest-energy clusters from each of the runs are listed. Each cluster is represented by the lowest-energy structure within that cluster. For the DGMD runs, the RMS deviations from the native of the C a atoms (R T ) and of C a atoms located in secondary structures (R S ) are listed, as well as the X-PLOR energy (E X ). The CEM and hybrid DGMD-CEM runs differ in the ®rst stage only; the ®nal target function is the same in both cases. For columns 4-9, DGMD was used to generate the starting con®gurations for CEM. In columns 10 $ 15, starting con®gurations for stage 2 were generated by running CEM without the van der Waals term. Along with R T and R S , the average RMS deviation of the secondary structures within each cluster (R S ), CEM energy (E C ), average CEM energy (E C ), and number of structures in each cluster (N) are listed. The hybrid DGMD-CEM and CEM data correspond with that plotted in Figure 3. pared with the energies of the best CEM structures. The key to locating these lower energy structures appears to be the annealing. The local minima are primarily due to the van der Waals, overlap, torsional, and constraint terms. With the exception of the van der Waals term, these functions are positive semide®nite, and can be annealed into the smoothed energy surface. By removing the van der Waals term from the ®rst stage, smoothing is enhanced. Thus, while the converged structures from stage 1 may not have a low van der Waals energy, they are, in general, compact, self-avoiding, with few or no constraint violations, and have a relatively low hydrophobic energy. In all cases, there were a small number (<10) of structures which ®t this criteria. This result is consistent with the observation that the native can be distinguished from decoys based on a relatively simple screening function (Huang et al., 1996) . Apparently since the van der Waals energy is primarily a local effect, compactness and self-avoidance are retained while the van der Waals term is optimized in the second stage.
When there is a signi®cant contribution to the target function from long-range energy terms, there is a risk that the in¯uence of the constraints will be weakened. If we consider only violations greater that 0.5 A Ê (the criterion used in the DGMD calculations), we ®nd that the low-energy CEM predictions of 1ris and 1xnb have violations. These were all less than 1.0 A Ê , and were all upper bound violations: 1ris had two (0.6, 0.6) and 1xnb had seven (0.67, 0.66, 0.55, 0.52, 0.51, 0.52, 0.63). It is not clear whether these violations could be reduced or eliminated through further minimization, or whether they represent limitations in the model (i.e. rigid secondary structure and idealized peptide torsional angle; o 180
). This is a question which will be addressed in future work. For the present, the violations appear to be small compared with the gain in accuracy relative to DGMD alone.
The least accurate CEM predictions, 1npk and 4pti, are also the least constrained, and the third least accurate, 1xnb, is signi®cantly larger than the rest of the proteins (183 residues). In all three of these cases, the secondary structure RMS (R s ) is more than 0.5 A Ê lower than the total RMS (R T ). This can partially be explained by the presence of long or unusual loop con®gurations: 4pti has two loops which are ten residues or longer, 1xnb has four, and 1npk is the only case in which a terminal coil was included (as explained below).
The greatest topological error occurs in the BPTI prediction where the orientation of the short N-terminal helix is incorrect (see Figure 7) . If this helix is ignored, the secondary structure RMS drops from 5.7 to 2.3 A Ê . From Table 3 and Figure 3 , we see that this conformation is closely followed in energy by a much less accurate group of clusters (C a RMS 8.50). In the misfolded structures, both helices are oriented incorrectly, although their centers of mass are in approximately the correct location. In our previous work on BPTI using a similar potential without distance constraints or the van der Waals term, the lowest energy structure was misfolded. The constraints and/or changes in the potential thus lead to more accurate results but the misfolded region is apparently still very competitive.
In 1npk, the main error in the CEM prediction is in a C-terminal segment comprising a loop and a polyproline helix. The 1npk protein is a hexamer in solution, and one of the major contacts between the monomers is at the edge of the sheet where two pairs of leucine residues meet (Morera et al., 1994) . Consequently, these residues are exposed in the monomer. In the CEM structure, the C-terminal segment, which also contains two leucine residues, folds out of the native conformation and into one which brings the C-terminal leucine residues and several other hydrophobic residues into contact with those at the edge of the sheet (see Figure 6 ). Thus, in the prediction of 1npk, the methodology makes a reasonable decision in protecting the exposed hydrophobic residues which are buried in the hexamer.
Although it is less certain in the case of BPTI, the accuracy of the CEM results strongly suggest that in these seven cases, the global minimum of the target function is within 2-6 A Ê of the native region. When low-RMS structures consistent with our model are generated by minimizing the RMS directly, they are generally not low in energy, due to local barriers in the energy function. We have carried out local minimizations on low-RMS structures and have found that the energies are not generally competitive with those from the CEM runs. For this reason, the best estimate of the global minimum, and thus the accuracy of the target function, comes from CEM.
Conclusion
The results presented above represent signi®cant progress in the utilization of folding algorithms and potentials to assist in practical NMR structure determination. Firstly, the employment of NMR distance constraints derived from a realizable NMR protocol is considerably more meaningful than that of constraint sets which have no experimental correlate. Secondly, the comparison with the X-PLOR results is critical: if the constraint set is such that the standard DGMD protocol yields structures comparable with the methodology being tested, the latter cannot be said to provide any improvement. Moreover, the DGMD calculations are clearly sensitive to both the number and type of constraints: one cannot simply argue that à`s mall'' number of constraints precludes obtaining reasonable results from this approach. The qualitative improvement we obtain in every case as compared with DGMD, even when DGMD does produce a reasonable structure, is convincing evidence that we are not looking at trivial cases where the constraints, secondary structure, and packing forces are suf®cient to specify the topology with reasonable accuracy. There can be no question that, in the examples that we have provided, our residue-based potential is playing a major role in discriminating among a substantial range of structures consistent with the distance constraints. Thirdly, both the minimization algorithm and the potential function display a high degree of reliability, providing accurate structures in every case that we have tested, despite the complex topologies present in many of the examples. The success for the larger systems is also signi®cant, and there does not appear to be any barrier to extending the methodology to the 200-300 residue regime (although this needs to be tested). The power of the overall global optimization scheme is suggested by the hybrid DGMD-CEM results: it is easy to become trapped in high-lying minima, but the combined protocol that we have developed appears to avoid this for the cases examined here. However, more tests need to be carried out, and head-to-head benchmarking against alternative approaches, such as the Monte Carlo methodology used by Skolnick et al. (1997) , is essential to objectively assess the cost/performance characteristics of each methodology. Based on the results presented here, the only requirement for this methodology to work is that there be enough distance constraints to guarantee a global minimum near the native region. At this point we do not have a good sense of what`e nough'' means. Presumably, after looking at more cases, we will be able to set limits on the RMS of the lowest-energy structure given the number of constraints and size of the protein.
We have chosen to focus on mixed a/b proteins because long-range constraints would be observable in NMR experiments with predeuterated samples. Other experiments which would generate constraints for all alpha, or membrane-bound proteins could also be envisioned. The accuracy of the Protein Structure Re®nement from NMR Data Sets predicted structures is in¯uenced by the number of constraints which, in turn, re¯ects the limitations in the underlying model and potential function. The next step in re®ning these structures would be to add side-chains and optimize the full protein using a more detailed potential energy function. Methodology for carrying out such re®nement has been discussed (Johnson et al., 1992) . The aBB algorithm, on which our CEM algorithm was based, uses local minimization in an intelligent way to search a very large conformational space. Based on our experience, aBB is not, by itself, ef®cient at overcoming rugged local minima and the inclusion of annealing is a signi®-cant improvement. Moreover, it appears that for dif®cult cases, such as 1npk, generating a set of compact, self-avoiding structures as a ®rst step is crucial in locating what appears to be the global minimum.
It is not clear how the accuracy of the CEM method discussed in this work will be affected when real data sets are used. The precision and accuracy of the predictions could be compromised if some of the expected NOEs are not observable or if some secondary structures are not well de®ned. Since selective deuteration schemes are designed primarily for NMR studies of large proteins (e.g. >25 kDa), it will be especially important to determine how the performance of the minimizer scales with the size of the problem. Signi®cant progress has been made in speeding up the energy calculations since these results were generated. A typical two-stage CEM run which would have taken two to eight days on a Pentium Pro processor in the past, can be done in about a third of this time now. A parallel version of the program is also in place, which decreases the time to convergence approximately linearly with the number of processors. Using these improvements, we are currently focusing on applying this CEM method to real data sets and to minimizations in the absence of distance constraints.
Figures 4 to 10. Comparison between native (top), lowest-energy CEM (center), and lowest-energy DGMD conformations for the seven b-containing structures considered in the present work. The CEM and DGMD structures are shown in their optimal rotation relative to the native. Red lines, indicating H amide À H amide distance constraints, are drawn between C a atoms for simplicity. The radius of gyration (R G ) is included for all conformations. The RMS deviation from the native of all C a atoms (R T ) and of C a atoms located in secondary structures (R S ) is shown for the CEM and DGMD structures. In the case of 4pti, the correct disulphide bonds are shown in green in the CEM structure. In 1npk, the hydrophobic residues Leu39, Val40, Leu42, Lys43, and Leu45 in b-strand 2, and Leu143, Leu144, Val147, and Lys148 in the C-terminal segment are shown in blue. The Figures were produced using Molscript (Kraulis, 1991) . 
