Abstract. We connect and solve two longstanding open problems in quite different areas: the modeltheoretic question of whether SOP 2 is maximal in Keisler's order, and the question from general topology/set theory of whether p = t, the oldest problem on cardinal invariants of the continuum. We do so by showing these problems can be translated into instances of a more fundamental problem which we state and solve completely, using model-theoretic methods. By a cofinality spectrum problem s we essentially mean the data of a pair of models M M 1 which code sufficient set theory, possibly in an expanded language, along with a distinguished set of formulas ∆s which define linear orders in M 1 . Let ts, the "treetops" of s, be the smallest regular cardinal λ such that one of a set of derived trees in M 1 has a strictly increasing λ-sequence with no upper bound. Let C(s, ts) be the set of pairs of regular cardinals (κ 1 , κ 2 ) such that κ 1 ≤ κ 2 < ts and some ∆s-definable linear order contains a (κ 1 , κ 2 )-cut. We prove that for any cofinality spectrum problem s, C(s, ts) = ∅. Using this theorem and framework we prove first, that SOP 2 is maximal in Keisler's order; second, that p = t; and third, that any regular ultrafilter D on λ for which "ts > λ," or what is equivalent, such that (ω, <) λ /D contains no (κ, κ)-cuts for κ = cf(κ) ≤ λ, is λ + -good. We obtain several consequences, notably existence of a minimum Keisler class among the non-simple theories.
We connect and solve two fundamental open problems in quite different areas: the model-theoretic problem of the maximality of SOP 2 in Keisler's order, and the problem from general topology/set theory of whether p = t, as well as some natural set-theoretic questions about cuts in regular ultrapowers of linear order. We first present these problems to a general mathematical audience. Readers familiar with both questions may prefer to begin with the overview of the proofs in §1. 3 .
Let us begin with the simpler of the two problems to state: whether p = t.
1.1. Set theory of the reals. Cantor proved in 1874 that the continuum is uncountable, i.e. ℵ 0 < 2 ℵ0 [6] . The study of cardinal invariants or characteristics of the continuum illuminates this gap by studying connections between cardinals measuring the continuum which arise from different perspectives: combinatorics, algebra, topology, measure theory. Though there are many cardinal invariants and many open questions about them (see e.g. the surveys of van Douwen 1984 [8] , Vaughan 1990 [43] , and Blass 2009 [5] ), whether p = t is the oldest and so holds a place of honor. [Moreover, usually if such an equality was not obviously true it was consistently false, by forcing.]
Before reviewing the history, we give the easily stated definition:
Definition 1.1. (see e.g. [8] ) We define several properties which may hold of a family D ⊆ [N] ℵ0 , i.e. a family of infinite sets of natural numbers. Let A ⊆ * B mean that {x : x ∈ A, x / ∈ B} is finite.
• D has a pseudo-intersection if there is an infinite A ⊆ N such that for all B ∈ D, A ⊆ * B.
• D has the s.f.i.p. (strong finite intersection property) if every nonempty finite subfamily has infinite intersection.
• D is called a tower if it is well ordered by ⊇ * and has no infinite pseudo-intersection.
Then:
ℵ0 has the s.f.i.p. but has no infinite pseudo-intersection}
ℵ0 is a tower}
Clearly, both p and t are at least ℵ 0 and no more than 2 ℵ0 . It is easy to see that p ≤ t, since a tower has the s.f.i.p. By a 1934 theorem of Hausdorff ℵ 1 ≤ p [13] . In 1948 [31] , Rothberger proved (in our terminology) that p = ℵ 1 =⇒ p = t, which begs the question of whether p = t.
Problem 1. Is p = t?
Problem 1 appears throughout the literature. Van Douwen presents six primary invariants a, b, d, p, s, and t; he attributes b, p, t to Rothberger 1939 and 1948, d to Katetov 1960, a to Hechler 1972 and Solomon 1977, and s to Booth 1974 (see [8] p. 123). Vaughan [43] Problem 1.1 includes the only inequalities about van Douwen's six cardinals which remained open in 1990; it is noted there that "we believe (a) [i.e. whether p < t is consistent with ZF C] is the most interesting." Following Shelah's solution of Vaughan's 1.1(b) in [37] (showing it was independent), Problem 1 is therefore both the oldest and the only remaining open inequality about van Douwen's cardinals.
There has been much work on p and t, for example: Bell [4] proved that p is the first cardinal µ for which M A µ (σ-centered) fails, Szymański proved that p is regular, Piotrowski and Szymański [28] proved that t ≤ add(B), where B is the ideal of meager sets, and add(I) denotes the smallest number of sets in an ideal I with union not in I. Shelah proved in [38] that if p < t then there is a so-called peculiar cut in ω ω, see Section 5, Theorem G below; we will leverage this result in the present work.
In §5 of this paper, we apply the methods developed in §3 to answer Problem 1:
Theorem. (Theorem 5.17) p = t.
In the context of the general framework we build (of cofinality spectrum problems), this answer is natural, but it is a priori very surprising. Given the length of time this problem had remained open, the expectation was an independence result. [16] is a pre-order on theories, or equivalently elementary classes (defined below), which gives a measure of relative complexity. Its two smallest classes were characterized over thirty years ago. Building on very recent work of Malliaris and Shelah ([22] , [24] , [25] , [26] ), in this paper we move the known boundary of the maximum class onto a major dividing line, as we now explain.
Model theory and Keisler's order. Keisler's order, introduced in Keisler 1967
Let λ ≥ ℵ 0 and let P(λ) denote the set of subsets of λ. By an ultrafilter on λ we mean the preimage of 1 under some homomorphism from P(λ) onto the two-element Boolean algebra {0, 1}. Given an indexed family of structures {M i : i ∈ λ}, e.g. fields or linear orders, the ultraproduct
is the reduced product where equivalence is computed modulo a given ultrafilter D. An ultrapower is the special case where all factors are equal. Ultraproducts have long been a core model-theoretic technique, see e.g. Kochen 1961 [17] , Keisler 1964 [15] , Ax-Kochen 1965 [2] (proved independently by Eršov), Ax 1968 [1] .
We may define the elementary class of a structure M as Elementary classes are the basic objects of study from a model-theoretic point of view. They coincide with the classes of models of complete first-order theories: this is the classical definition. Note that N ∈ EC(M ) ⇐⇒ M ∈ EC(N ).
We shall be interested in certain distinguished elements of EC(M ), the so-called saturated models. By a monster model for EC(M ) (a distinguished saturated model) we shall essentially mean a very large universal domain. When A is a subset of some model M , the types over A may be identified with the orbits under automorphisms of "the" monster model of EC(M ) which fix A pointwise. N ∈ EC(M ) is called λ + -saturated if it contains an element of every type over every A ⊆ N of size ≤ λ.
We may now define Keisler's order (see also Definition 4.5 below). We write C 1 C 2 if: for any λ ≥ ℵ 0 , any M 1 ∈ C 1 , any M 2 ∈ C 2 and any regular ultrafilter on λ,
The word "regular" entails that the relation is independent of the choice of M 1 , M 2 .
Determining the structure of Keisler's order is a large scale program which, roughly speaking, involves on the one hand isolating mainly finite combinatorial properties of uniformly definable sets which characterize "fault lines" in complexity of pseudofinite structure, and on the other hand constructing relevant ultrafilters. Relatively little is known, see §4.
The question of determining the maximum class in Keisler's order dates from 1967 [16] . Keisler proved existence of a maximum class in this order and gave a set-theoretic characterization of it: an elementary class is maximal iff its models are saturated only by so-called good ultrafilters, Definition 4.6 below. However, a model-theoretic characterization of the class of maximal theories has long remained open. Shelah in 1978 [34] proved that the elementary class of any model with a definable linear order (or just with the strict order property) is maximal, and considerably later, that a weaker form of order known as SOP 3 suffices (1996 [36] ). In the past 15 years the boundary has not moved past SOP 3 due in part to apparent incomparability of the underlying combinatorics: SOP 3 retains many characteristics of linear order, while the natural "next" property, so-called SOP 2 describes a maximally inconsistent tree. [We include the definition for completeness; at this point, we can no longer avoid mentioning first order logic.] Definition 1.3. An elementary class EC has SOP 2 if there is M ∈ EC, a first-order formula ϕ(x; y) and parameters {a η : η ∈ ω> 2} ⊆ (y) M such that: for each 1 ≤ n < ω and and η 1 , . . . η n ∈ ω> 2, {ϕ(x; a ηi ) : 1 ≤ i ≤ n} is consistent iff η 1 , . . . η n lie along a single branch.
1 For the purposes of this expository introduction, we mostly avoid mention of formal languages or first-order logic by invoking here the "algebraic characterization" theorem of Shelah 1972 , extending a theorem of Keisler 1961 , which states that two models share the same first-order theory precisely when they have isomorphic ultrapowers.
It is easy to produce an SOP 2 -tree in the rationals using the formula ϕ(x; y, z) = y < x < z, but SOP 2 also arises in e.g. the generic K n -free graph for any n ≥ 3.
Problem 2. Does SOP 2 imply maximality in Keisler's order?
Problem 2 does not settle the identity of the maximum class; why, then, is it so significant? We believe: Conjecture 1. 4 . SOP 2 characterizes maximality in Keisler's order.
Let us briefly discuss some model-theoretic evidence for this conjecture (more will be provided by the proofs), and thus for the significance of Problem 1. Any non-simple theory either contains a minimally inconsistent tree, called T P 2 , or a maximally inconsistent tree, called T P 1 , or both (Shelah [34] Theorem III.7.11). T P 1 may be identified with SOP 2 , the lowest level of the so-called SOP n hierarchy of properties whose complexity, in some sense, approaches that of linear order as n grows. [Considered as a property of formulas, SOP 2 is much weaker than SOP 3 ; it is open whether they coincide for first order complete T , see 4.11 below.] Briefly, then, the move from SOP 3 to SOP 2 would move Keisler's order out of the territory of the SOP n hierarchy onto what appears to be a major dividing line for which there are strong general indications of a theory. N SOP 2 (=not SOP 2 ) is in some senses, close to simplicity; we hope to develop this theory in light of our work here, leveraging the tool of Keisler's order. N SOP 2 and Conjecture 1.4 also connect to work of Džamonja-Shelah [9] and Shelah-Usvyatsov [39] on a weaker, related ordering; there it was shown, for instance, that N SOP 2 is necessarily non-maximal in that ordering ([39] 3.15 (2) ) thereby strengthening the case for Conjecture 1.4.
Finally, there is an important analogy in this case between the independence/strict order dichotomy for non-stable theories and the T P 2 /SOP 2 dichotomy for non-simple theories. There is a Keisler-minimum unstable theory, the random graph, and as already noted strict order implies maximality. By a theorem of Malliaris [23] , quoted below in §4.4 as Theorem F, there is a Keisler-minimum theory among the theories with T P 2 . So a positive solution to Problem 2 would show maximality of SOP 2 and thus the existence of a minimum non-simple theory.
In §4 below we give a positive answer to Problem 2:
Theorem. (Theorem 4.48) Let T be a theory with SOP 2 . Then T is maximal in Keisler's order.
Thus, leveraging a theorem of Malliaris [23] - [24] , we obtain:
Theorem. (Theorem 4.51) There is a minimum class among the non-simple theories in Keisler's order, which contains the theory T f eq of a parametrized family of independent equivalence relations.
To prove Theorem 4.48 we develop a general theory of "cofinality spectrum problems," a main contribution of the paper. We will return to this in §1.3.
1.2.1. Regular ultrafilters, Peano arithmetic. A third line of questioning which underlies our work here is the study of regular ultrafilters, especially (but not exclusively) regular good ultrafilters, in the sense of Keisler [14] . These always exist by a theorem of Kunen [20] , extending a theorem of Keisler under GCH. As the maximum class in Keisler's order can be characterized as {T : T first order, complete, countable and for any λ ≥ ℵ 0 , any M |= T and any regular ultrafilter D on λ, we have that M λ /D is λ + -saturated if and only if D is λ + -good}, the model-theoretic study of the maximum Keisler class is interconnected with the search for new sufficient conditions for goodness of filters. (For a more formal explanation of this comment, see [25] §1.2). Our work in this paper, when specialized to D a regular ultrafilter on I, involves studying the natural invariant C(D) = {(κ 1 , κ 2 ) : κ 1 , κ 2 regular, κ 1 + κ 2 ≤ |I|, and (ω, <) I /D has a (κ 1 , κ 2 )-cut}
As will be explained in 1.5 below, C(D) = ∅ iff D is good, and we shall show in the course of the paper that D-ultrapowers realize all SOP 2 -types [in a sense to be made precise] if and only if C(D) contains no symmetric cuts. Thus, as the next section explains, Problem 2 is equivalent to the following:
Problem 3. Let D be a regular ultrafilter on I and suppose that for all regular κ ≤ |I|,
Finally, we note that the framework we build is also relevant to studying the possible cofinalities of cuts in models of Peano arithmetic, see Example 2.17 and §3.2 below. * * * * * * 1.3. Approach of the paper. The first contribution of this paper is to translate Problems 1-2 into the following common framework. Informally speaking, by a cofinality spectrum problem s we mean the data of a pair of models M M 1 which code sufficient set theory, possibly in an expanded vocabulary, along with a distinguished set of formulas ∆ which define "pseudofinite" linear orders in M 1 . As part of the data of s we have Tr(s), a set of derived trees: essentially, for each ∆-definable linear order X a we ask that Tr(s) contain a tree T a whose elements are functions from X a to X a (of bounded length) partially ordered by initial segment. Let t s be the minimal regular cardinal τ such that some tree in Tr(s) has a strictly increasing τ -sequence with no upper bound. When λ < t s , we say s has λ + -treetops. Let C ct (s) be the set of pairs of regular cardinals (κ 1 , κ 2 ) which appear as the cofinalities of a cut in some ∆ s -definable linear order. These objects are formally defined in §2 below.
We shall investigate the restrictions on possible cofinalities of cuts entailed by the hypothesis of treetops, i.e. cuts of cofinality less than t s .
Motivating Question. Let s be a cofinality spectrum problem. What are the possible values of
1.3.1. Sketch: Translation for Problem 1. By Keisler's characterization mentioned above, a complete countable first-order theory T is maximum in Keisler's order if: for all λ ≥ ℵ 0 , all regular ultrafilters
We now frame the question of whether any T with the model-theoretic property SOP 2 , 4.38 below, is necessarily maximal.
The context of "cofinality spectrum problems" includes the case where M 1 = M λ /D for D a regular ultrafilter on λ and M a model of linear order (for details, see 4.18-4.21 below). As ultrapowers commute with reducts, without loss of generality such models code sufficient set theory. Let us specialize the definitions above to this case. For D a regular ultrafilter on λ, let C(D) be the set of all (κ 1 , κ 2 ) such that κ 1 , κ 2 ≤ λ are regular and (ω, <)
λ /D has a (κ 1 , κ 2 )-cut.
Proof. This is a translation of Shelah's 1978 proof that any theory with the strict order property, in particular the theory of M = (Q, <), is maximum in Keisler's order ([34] VI.2.6). [The regular ultrapower M λ /D will be λ + -saturated iff it has no (κ 1 , κ 2 )-cuts where κ 1 + κ 2 ≤ λ; and by regularity, any such cut in the D-ultrapower of (Q, <) also appears in the D-ultrapower of (ω, <), see 4.20.] In §4, we show that "D has λ + -treetops" (Definition 4.12 below) can be characterized model-theoretically in terms of realizing SOP 2 -types. Namely, in Conclusion 4.46 it is proved that: [It is also shown that these conditions hold iff C(D) contains no symmetric cuts.] For ease of exposition, say that a cofinality spectrum problem is special if there is λ ≥ ℵ 0 and a regular ultrafilter D on λ such that s = (M, M 1 , . . . ) where M 1 = M λ /D, and t s > λ, thus D has λ + -treetops.
Corollary. Suppose that for any cofinality spectrum problem s, C(s, t s ) = ∅. Then any theory with SOP 2 is maximum in Keisler's order.
Proof. We have translated realizing SOP 2 -types over subsets of a D-ultrapower of size ≤ λ into the condition that D has λ + -treetops. Thus, to show maximality of SOP 2 it will suffice to show that if D is a regular ultrafilter on λ with λ + -treetops then D is λ + -good. When s is a "special c.s.p.," by Fact 1.5 this is precisely the meaning of C(s, t s ) = ∅. This work in preparation will also show that the "lower cofinality" is well defined in a more general setting, see 5.13 below.
We also intend to deal with characterizing the maximum class in the related order * , leveraging the work of [9] , [39] mentioned above and the results of Section 3 below.
Structure of the paper. The structure of the paper is as follows. §2 contains definitions, including of cofinality spectrum problem, "enough set theory for trees," and related definitions. §3 is the combinatorial heart of the paper, containing a series of structural claims about "treetops" leading to Theorem 3.66. §4 specializes to regular ultrapowers. There we motivate Keisler's order, give the relevant definitions (regular, good...), and develop a number of consequences of treetops for regular ultrafilters used here and in subsequent work, including Theorem 4.49, the new characterization of goodness in the sense of Keisler [14] . We then define SOP 2 and develop the translations described above. We prove the maximality of SOP 2 in Theorem 4.48, and the existence of a minimum non-simple class in Theorem 4.51. In §5 we define p and t, develop the translations described above and prove Theorem 5.17.
Note to the reader: Sections 4 (regular ultrafilters) and 5 (cardinal invariants of the continuum) may be read independently of each other. Sections 2, 3 are prerequisites for both.
Cofinality spectrum problems
In Definition 2.1, the conditions are of two kinds: on one hand, we require that ∆ have a certain form and satisfy some closure conditions, and on the other hand we require that certain sets derived from ∆ are definable in M 1 . The intention is described in 2.2 below. Definition 2.1. (ESTT, enough set theory for trees) Let M, M 1 be models with M M 1 |= T and ∆ a nonempty set of formulas of the language of M . We say that (M, M 1 , ∆) has enough set theory for trees when the following conditions are true. "Definable" means possibly with parameters.
† means: see discussion in 2.2.
(1) ∆ is a nonempty set of formulas ϕ(x, y; z), with (x) = (y), not necessarily equal to 1.
(2) if ϕ(x, y; z) ∈ ∆, then: ( * * ) for each c ∈ (y) M 1 , ϕ(x, y; c) is a discrete linear order (≤) on the set X(ϕ, c) := {a : M 1 |= ϕ(a, a; c)} and each nonempty M 1 -definable subset of X(ϕ, c) has a first and last
is closed under finite Cartesian product, i.e. if a, b ∈ Or(∆, M 1 ) are nontrivial then there is a nontrivial c ∈ Or(∆, M 1 ) such that: (a) X c = Pr(X a × X b ) for some M 1 -definable pairing function Pr (note that clearly order matters, i.e. X a × X b is not the same as X b × X a ; note we generally do not require that the order on X c be derived from those on X a , X b , with one exception, see (5)) (b) the coordinate projections are M 1 -definable, i.e. the functions (a, b) → a, (a, b) → b for (a, b) ∈ X c are definable (this follows from (a)) (5) For some † nontrivial a ∈ Or(∆, M 1 ), there is a nontrivial c ∈ Or(∆, M 1 ) such that X c = Pr(X a ×X a ) and
(6) For every ϕ(x, y; z) ∈ ∆ there are formulas ψ 0 (x, z), ψ 1 (x, y, z) and ψ 2 (x, y, z) of the language of M 1 such that for any c ∈ (y) M 1 and any a ∈ Or(∆, M 1 ) such that ϕ a = ϕ, c a = c: (a) ψ 0 (x, c) defines a set called T a (a "tree of sequences," i.e. a set of functions from X a to X a ) (b) ψ 1 (x, y, c) defines a function from T a to X a called lg a (intention: the length) which satisfies:
(ii) (existence of concatenation): if c ∈ T a and lg a (c) < d a and a ∈ X a , then c a exists, i.e. there is c ∈ T a such that lg(c ) = lg(c) + 1, (∀a < a lg a (c))(val a (c(a)) = val a (c (a)), and val(c (lg(c)) = a, see next item. (c) ψ 2 (x, y, c) defines a function from {(b, a) : b ∈ T a , a ∈ X a , a < a lg a (b)} into X a whose value is called val a (b(a)) (d) ψ 3 (x, y, c) defines a partial order a on T a (note: really, this is derived from lg, val) such that
The intention in Definition 2.1 is as follows.
• Instances of the formulas ϕ(x, y, z) ∈ ∆ will define pseudofinite orders. Or(∆, M 1 ) collects this data along with a specified "maximum length" d. For every a ∈ Or(∆, M 1 ) we ask for a uniformly definable tree of X a -indexed sequences of elements of X a , where (X a , ≤ Xa ) is the linear order ϕ(x, y, c a ) defined on ϕ(x, x, c a ). Sequences in such a tree will have a maximum length d a , and each tree is closed under concatenating an additional element to a given sequence of non-maximal length.
• We ask for basic closure conditions on the set of orders, namely that the set of orders be closed under finite Cartesian product, and we require definitions for basic tree structure: length of a sequence, value of a sequence at a particular point, and a partial order which is or refines that given by initial segment.
• In 2.1(2), we ask for both first and last elements. The "first" is important: we repeatedly use that these orders are pseudofinite. The "last" is technical; we could alter this but would need to make other changes to ensure that the derived trees are not too large. See for instance 2.3 − 2.4 below, as well as 1.7.
• The condition 2.1(5) will be used in 3.38 below, after we have shown in 3.8 that the choice of a to work in does not matter.
• The condition 2.1(6)(e) is used in 3.36. Discussion 2.3. (Alternate version A: 1-to-1) In Definition 2.1 one could alternately drop the bound d a and retain an implicit bound on the length of sequences in T a by requiring no repetition in the range. Formally, one would modify 2.1 as follows: drop d a from the definition of Or(∆, M 1 ), add condition (1) below and replace (5)(b)(ii) by (2) below.
(
: a < lg a (b)} and there is "still room to concatenate," i.e.
Discussion 2.4. (Alternate version B: Allowing other orders) In Definition 2.1 one could rename the current set Or(s) as Psf-ord(s), the set of "pseudofinite" orders, and make the following changes. First, allow other kinds of linear orders in Or(s) (e.g. dense linear orders, or any definable linear order). Second, change the requirements on trees so that any tree is a set of sequences from some X a into some X b where a ∈ Psf-ord(s) and b ∈ Or(s).
Our focus in this paper will be the following objects.
is a cofinality spectrum problem when: 
it is the set of all formulas ϕ(x, y, z) in the language of T which satisfy 2.1(2)( * * )), these may be omitted.
Remark 2. 6 . In what follows, we work almost exclusively with M + , M + 1 but our results are for M, M 1 . Convention 2.7. When s is a cofinality spectrum problem, unless otherwise stated, by "definable" we shall mean definable in the larger expanded model, i.e. in M + 1 , possibly with parameters. Moreover, we present Cartesian products without explicitly mentioning the pairing functions, writing e.g. "let a ∈ Or(s) and let b be such that X b = X a × X a ." Definition 2.8. Let s be a cofinality spectrum problem. We say that a ∈ Or(s) trivial if the set {d : d < a d a } is finite, i.e. if in the associated tree T a all paths are below some fixed finite length. We say that s is trivial if every a ∈ Or(s) is trivial.
Convention 2.9. (Standing assumption) Throughout this paper, by "a cofinality spectrum problem s" we will mean "a nontrivial cofinality spectrum problem s" and by "a ∈ Or(s)" we will mean "a ∈ Or(s) and a is nontrivial," unless otherwise indicated. In other words, in the associated tree T a there are arbitrarily long finite paths, so a fortiori d a is not a finite successor of the smallest element of X a and X a is not finite. Definition 2.10. (A partial order) When s 1 , s 2 are cofinality spectrum problems, write s 1 ≤ s 2 to mean:
e. the vocabulary may be larger, and likewise
We will study properties of orders and trees arising in cofinality spectrum problems, as we now describe.
Definition 2.11. For a cofinality spectrum problem s we define the following ("Or" stands for orders, "Tr" for trees, "ct" for cut, "ttp" for treetops)
there is a ∈ Or(s, M 1 ) such that the linear order ≤ a on X a has a (κ 1 , κ 2 )-cut, 2.12 below }
In particular, 2.12 requires that κ 1 , κ 2 are regular.
, and there is in the tree T a a strictly increasing sequence of cofinality cf(κ) with no upper bound } (5) Let t s be min C ttp (s) and let p s be min{κ : (κ 1 , κ 2 ) ∈ C ct (s) and κ = κ 1 + κ 2 }. Note that by definition of C ct (s) and C ttp (s), both t s and p s are regular.
Our main focus in this paper will be C(s, t s ) where this means:
(7) It is also natural to define:
For completeness, we clarify what we mean by "cut."
Definition 2.12. (Cuts, pre-cuts and representations of cuts) Let s be a cofinality spectrum problem, a ∈ Or(s).
(1) A (κ 1 , κ 2 )-cut in X a , i.e. in (X a , ≤ a ), is given by a pair of sets
We will say that the pair of sets ({a i : i < α}, {b j : j < β}) represents a (pre-)cut (C 1 , C 2 ) when the set {a i : i < α} is cofinal in C 1 and the set {b j : j < β} is coinitial in C 2 . (6) When there is no danger of confusion, we may informally identify cuts or pre-cuts with one of their representations.
The following is a central definition of the paper:
Definition 2.13. (Treetops) Let s be a cofinality spectrum problem and t s be given by 2.11 (5) . When λ ≤ t s we say that s has λ-treetops. Our main focus will be the case λ = µ + for some µ < t s . The name reflects the definition of t s : when κ = cf(κ) < t s , a ∈ Or(s) thus T a ∈ Tr(s), 2.11 (5) , any strictly increasing κ-sequence of elements of T a has an upper bound in T a . By regularity of D, we may define C(D) as the set of (κ 1 , κ 2 ) with κ 1 , κ 2 regular and ≤ |I| such that (ω, <)
I /D has a (κ 1 , κ 2 )-cut, see 4.13 below. By regularity, this will not depend on whether the linear order in question is e.g. discrete or pseudofinite. 
Again, as ultrapowers commute with reducts, this example generalizes Example 2.14. , and the fact that this may be regarded as a cofinality spectrum problem follows from the fact that Gödel coding can be carried out in this context, i.e., we may speak about sequences (which are not too long) of elements of X a and thus about trees. The naturalness of this example appears in §3.2 below.
Remark 2.18. Through section 3.7, the reader interested mainly in treetops and cardinal invariants may ignore the case of regular ultrapowers. Meanwhile, the reader interested mainly in the model-theoretic conclusions for regular ultrapowers may focus on the case 2.14, and may wish to look now at §4, where the main definitions are specialized to the case of regular ultrapowers.
We now develop some consequences of the definitions 2.5. Recall Convention 2.7 on "definable." Let a ∈ Or(s), so T a ∈ Tr(s). Let ϕ be a formula, possibly with parameters, in M + 1 , and let (T , a ) be a definable subtree of (T a , a ) given by T = ϕ(T a ). Let c α : α < κ be a a -increasing sequence of elements of T , κ = cf(κ) < t s . Then there is c * ∈ T such that for all α < κ, c α a c * .
Proof. By definition of t s , there is an element c ∈ T a , not necessarily in T , such that for all α < κ, c α a c. The set {lg(c ) : c a c, ϕ(c )} of lengths of elements of T below c is a nonempty definable subset of X a , hence contains a last member a * . Let c * be such that c * c and lg(c * ) = a * , i.e. c * = c a * . Definition 2.20. Let s be a cofinality spectrum problem, a ∈ Or(s).
(0) Write 0 a for the ≤ a -least element of X a .
(1) For any natural number k and any a ∈ X a , let S k a (a) denote the kth successor of a in the discrete linear order ≤ a , if defined, and likewise let S −k a (a) denote the kth predecessor of a, if defined. We will generally write S k (a), S −k (a) when a is clear from context. (2) Say that c ∈ T a is below the ceiling if S k (lg(c)) < a d a for all k < ω, i.e. if these successors exist and the statements are true.
The next claim 2.22 will be very useful in inductive constructions.
Remark 2.21. On alternate hypotheses for Claim 2.22, see Remark 3.56 below (i.e. we can use instead that lcf(ℵ 0 , s) is large once this has been defined). This is also true for 2.23. Claim 2.22. (Treetops below the ceiling) Let s be a cofinality spectrum problem, a ∈ Or(s), κ < min{p s , t s }. Let T ⊆ T a be a definable subtree and c = c α : α < κ a strictly a -increasing sequence of elements of T . Then there exists c * * ∈ T such that α < κ =⇒ c α c * * and c * * is below the ceiling.
Proof. Let c * ∈ T be such that α < β =⇒ c α c * , as given by 2.19. As we assumed the sequence c is strictly increasing, for each α < κ the element c α must be below the ceiling. If c * is also below the ceiling, we finish. Otherwise, ({lg(c β ) :
describes a pre-cut in X a . It cannot be a cut, as then (ℵ 0 , κ) ∈ C ct (s), contradicting the definition of p s . Choose a ∈ X a realizing this pre-cut, and let c * * = c * a.
Note that normally, p s ≤ t s though we shall not need this, instead keeping track of each separately. See e.g. Discussion 3.48 below.
We use the proofs of the next Claim 2.23 to introduce simple techniques which will recur. Note: The proof of 2.23 (2) shows that in both 2.23(1)- (2) we could weaken the hypothesis to "κ = cf(κ) ≤ p s ," though this is not used. (1) there is a strictly increasing κ-indexed sequence a = a α : α < κ of elements of X a such that
represents a pre-cut (and possibly a cut), i.e. a is "far" from cofinal in X a . (2) there is a strictly decreasing κ-indexed sequence a = a α : α < κ of elements of X a such that
represents a pre-cut (and possibly a cut) in X a .
Proof.
(1) We begin by choosing c α ∈ T a by induction on α < κ so that first, c α is below the ceiling (thus, we will be able to concatenate) and second, for each β < α, c β a c α . For α = 0, let c 0 be the element 0 a . For α = β + 1, let c α = c β 0 a , as we can concatenate by inductive hypothesis. For α limit, necessarily cf(α) < min{p s , t s } so let c α be given by Claim 2.22 in the case where T = T a . This completes the inductive construction. Then letting a α = lg(c α ) for α < κ, a α : α < κ gives the desired sequence in X a . Note that as this is a strictly increasing sequence of elements below the ceiling, it must be the case that
represents a (κ, ℵ 0 )-pre-cut, though it may also represent a cut.
(2) By induction on α < κ we choose elements a α ∈ X a such that: (a) for each α < κ and each k < ω,
For α = 0, let c 0 be the last element of X a ; then it follows from "a is nontrivial" that (a) is satisfied. For α = β + 1, let a α = S −1 (a β ), recalling that any nonempty definable subset of X a has a greatest element so the predecessor of any element not equal to 0 a is well defined. As (a) holds for β by inductive hypothesis, it will remain true for β + 1. For α limit, by inductive hypothesis,
is a pre-cut. However, it cannot be a cut, as then we would have (ℵ 0 , cf(α)) ∈ C ct (s), but |α| + ℵ 0 < |κ| ≤ p s , contradicting the definition of p s . Let a α be any element realizing this pre-cut. This completes the construction of the sequence and thus the proof.
Key claims on treetops
This section contains the main claims of the paper. We give a series of constructions which show how to translate certain conditions on realization of pre-cuts in linear order into conditions on existence of paths through trees, and discuss some consequences.
We generally write e.g. M + 1 rather than M +,s 1 , but this should not cause confusion; the components of a cofinality spectrum problem are always understood to depend on a background s fixed at the beginning of a proof.
3.1. Uniqueness. Observation 3.1. Let s be a cofinality spectrum problem, a ∈ Or(s) nontrivial. Then for each regular κ ≤ min{p s , t s } there is at least one θ such that (κ, θ) ∈ C ct (s), witnessed by a (κ, θ)-cut in X a , and there is at least one θ such that (θ , κ) ∈ C ct (s), witnessed by a (θ , κ)-cut in X a . Note that necessarily θ, θ are regular by 2.11 (2) .
Proof. Let a be a κ-indexed strictly ≤ a -monotonic sequence of elements of X a , given by Claim 2.23. Suppose first that a is increasing. By Claim 2.23(1), we may assume B = {b ∈ X a : α < κ =⇒ a α < a b} = ∅. Let θ be the cofinality of B considered with the reverse order. It cannot be the case that for some b ∈ B, ({a α : α < κ}, {b}) represents a cut, since a is strictly increasing, thus α < κ =⇒ a α < a S −1 (b) < a b. So θ is an infinite (regular) cardinal, and (κ, θ) ∈ C ct (s). If a is decreasing, the argument is parallel using Claim 2.23(2).
Convention 3.2. (Convention on notation: products in trees)
Cartesian product with c, a 0 , · · · ∈ Or(s), recalling Convention 2.7. When considering a definable subtree T ⊆ T c , for clarity, we will use the following notation: if c ∈ T and n ∈ X c , n < lg(c) (thus, c(n) is well defined) we write c(n, i) to mean the ith coordinate of c(n). Claim 3.3. (Uniqueness) Let s be a cofinality spectrum problem. Then for each regular κ ≤ p s , κ < t s :
(1) there is one and only one λ such that (κ, λ) ∈ C ct (s).
Proof. Observation 3.1 shows that there is at least one θ 1 such that (κ, θ 1 ) ∈ C ct (s), and at least one θ 2 such that (θ 2 , κ) ∈ C ct (s). So it will suffice to show that if we are given representations of a (κ, θ 0 )-cut, a (κ, θ 1 )-cut and a (θ 2 , κ)-cut in X a , X b and X c respectively, then θ 0 = θ 1 = θ 2 . [Clearly, as these were arbitrary, by transitivity of equality it would suffice to show θ 0 = θ 2 ; but there is little cost to using three cuts, and this allows for easier quotation below.]
Step 0: Setup. Suppose that we are given:
• a, b, c ∈ Or(s)
We will prove θ 0 = θ 1 = θ 2 , essentially by threading together the κ-sides of the cuts.
Step 1: Defining the tree. Let d ∈ Or(s) be such that
x is strictly increasing in the first two coordinates and strictly decreasing in the third, i.e.
Step 2: Induction. Keeping in mind the representations of cuts fixed in Step 0, we now choose c α ∈ T , n α ∈ X d by induction on α < κ, such that: (4)- (5) we may concatenate a 0 β+1 , a 1 β+1 , a 2 β+1 onto the existing sequence, and let n α = n β + 1. For α < κ limit: As cf(α) < min{p s , t s }, apply Claim 2.22 to choose c ∈ ϕ 0 (M + 1 ) such that β < α =⇒ M + 1 |= c β c, and c is below the ceiling. Then the set {n :
)} is bounded and nonempty in X d , so has a maximal element n * . By Step 1 (b) and the choice of c as an upper bound, necessarily for all β < α
As c and thus all of its initial segments are below the ceiling, concatenation is defined; so define c α to be (c| n * +1 ) (a 0 α , a 1 α , a 2 α ). Let n α = n * + 1. By construction, c α will remain strictly monotonic in all coordinates and will d -extend the existing sequence, as desired. This completes the inductive choice of the sequence.
Step 3: Conclusion. By Step 2, c α : α < κ is well defined and is an increasing sequence in T = ϕ 0 (M + 1 ). As κ < t s , by 2.19 there is c ∈ T so that α < κ =⇒ c α a c. Let n * * = lg(c) − 1, so n * * ∈ X d . For = 0, 1, 2 and each < θ ,
By the choice of sequences in
Step 0, for = 0, 1, 2 we have that ( n α : α < κ , n , : < θ ) represents a cut in X d . As we assumed θ 1 , θ 2 , θ 3 were each regular, clearly θ 1 = θ 2 = θ 3 . This completes the proof.
Remark 3.4. In Claim 3.3 we made no assumptions about θ 1 , θ 2 , θ 3 , but asked only that κ 1 ≤ p s , κ 1 < t s .
In light of Claim 3.3, the following will be well defined.
Definition 3.5. (The lower cofinality lcf(κ, s)) Let s be a cofinality spectrum problem. For regular κ ≤ p s , κ < t s , we define lcf(κ, s) to be the unique θ such that (κ, θ) ∈ C ct (s). By Claim 3.1, this is well defined.
Remark 3.6. The function κ → lcf(κ, s) remains interesting even after the results of the the remainder of this section, see 5.13.
Corollary 3.7. Let s be a cofinality spectrum problem and γ a regular cardinal, γ ≤ p s , γ < t s . Then the following are equivalent:
Corollary 3.8. Let s be a cofinality spectrum problem and let κ, θ be regular cardinals with κ ≤ p s , κ < t s . In order to show that (κ, θ) / ∈ C ct (s), it is sufficient to show that for some nontrivial a ∈ Or(s), X a has no (κ, θ)-cut.
Proof. By Observation 3.1 and Claim 3.3.
Corollary 3.9. Let s be a cofinality spectrum problem. In light of 3.3 we may, without loss of generality, study C(s, t s ) by looking at
The proof of Claim 3.3 has the following very useful corollary.
Claim 3.10. (Monotonic bijections exist)
Let s be a cofinality spectrum problem, a, b ∈ Or(s), and κ = cf(κ) ≤ p s , κ < t s . Let a = a α : α < κ be a strictly < a -monotonic sequence of elements of X a , and let
there is a definable monotonic function f from X a to X b whose domain includes {a α : α < κ} and such that f (a α ) = b α for all α < κ.
Proof. Without loss of generality, a is increasing (if both given sequences are decreasing, let a be any increasing κ-indexed sequence as given by 2.23, carry out this proof twice, and compose the functions).
Carry out the proof of Claim 3.3 and Remark 3.4, substituting a here for a 0 α : α < κ there, and b here for a α : α < κ there where = 1 if b is increasing, and = 2 if b is decreasing; for our purposes here, the identity of the remaining sequence in that Claim does not matter. Let c = c α : α < κ be the corresponding path through the definable tree ϕ 0 (M + 1 ) constructed in the proof of Claim 3.3, and let c ∈ ϕ 0 (M + 1 ) be an upper bound for this path in the tree, as there. Then let f : a → b be the function whose graph is {(c(n, 0), c(n, )) : n < lg(c)}. Clearly f is definable, and the hypothesis of monotonicity in each coordinate from the proof of Claim 3.3 guarantees that f is a bijection. 
Proof. By Claim 3.3, Corollary 3.7 and Corollary 3.8.
Corollary 3.12. If s is a nontrivial cofinality spectrum problem, s ≤ s in the sense of Definition 2.10, then for all regular κ with κ ≤ p s , κ < t s , and all regular θ,
Thus, without loss of generality, when computing C ct (s) for such κ we may work in a larger language (provided M s , M s 1 admit the corresponding expansion and remain an elementary pair in the larger language) and/or consider a larger set of formulas ∆, provided that it meets the closure conditions of Definition 2.1.
Proof. By Corollary 3.7 and Claim 3.11. Discussion 3.13. In general, it may not be easy to apply 3.12 as it may not be easy to show the closure conditions of 2.1 will be met. In practice, for our proofs below, we use the following simple case, 3.14; in fact, its only real use in our proofs is in showing that for a ∈ Or(s), initial segments of (X a , < a ) may be regarded as elements of Or(s).
Corollary 3.14. Given a cofinality spectrum problem s, we may assume Or(s) is closed under definable subsets of X a , i.e. whenever a ∈ Or(s), ψ(x) a formula in the language of M 1 (possibly with parameters) such that ψ(x) "x ∈ X a ", there is b ∈ Or(s) with ≤ b =≤ a and 3.2. Towards arithmetic. In this section two things are accomplished. First, we build a certain amount of arithmetic, which shows the naturalness of Example 2.17; moreover, addition and multiplication will be useful in later proofs. Second, we show that for certain nontrivial a ∈ Or(s), we may regard all definable subtrees T ⊆ T a ∈ Tr(s) as definable subsets of some X b , b ∈ Or(s). Thus, in our future constructions we will have available more powerful trees, e.g. of sequences of finite tuples some of whose coordinates belong to some X a and some of whose coordinates effectively belong to a definable tree (thus are "inside" bijections and functions on, or subsets of, some X a , a ∈ Or(s)). This could have been guaranteed simply by making stronger assumptions in Definition 2.1, which would remain true in our cases of main interest; thus, the reader interested primarily in models of set theory or in regular ultrapowers may wish to simply read Conventions 3.15 and 3.18, Discussion 3.39 and Conclusion 3.40 and continue. However, the analysis here shows that the necessary structure already arises from our more basic assumptions.
To begin, given s and a ∈ Or(s), we fix the natural meaning for "|A| < |B|", the relative cardinality of definable sets A, B ⊆ X a in the model M {(x(c, 0), x(c, 1)) : c < c lg(x)} is the graph of a partial 1-to-1 function from X a to X b
We will adopt the following convention. Whenever A, B are definable subsets of X a (with parameters), we write "|A| ≤ |B|" to mean "there exists x ∈ Bij(a) such that A ⊆ {x(n, 0) : n < c lg(x)} and {x(m, 1) : m < c lg(x)} ⊆ B". Likewise, we write "|A| < |B|"
to mean "(|A| ≤ |B|) ∧ ¬(|B| ≤ |A|)," i.e. |A| ≤ |B| and there does not exist x ∈ Bij(a) which is an injection from B into A. 
Claim 3.17. Let s be a cofinality spectrum problem, a ∈ Or(s). Then:
(1) We may define addition + a as a partial function on X a . (2) We may define multiplication × a as a partial function on X a .
Proof. Denote by 0 a the ≤ a -minimal element of X a . For addition, define:
We will write 1 = 1 a for the successor of 0 a in the discrete linear order ≤ a . Then clearly
For multiplication, define:
Clearly + a , × a act like addition and multiplication except for the fact that not all pairs of elements of X a will have a sum or product (if they are too large).
Convention 3.18.
In what follows, we freely use +, ×, 0, 1, +k, −k, and "cardinality" | · | (really a means of comparing two sets), as well as successor S , S − from 2.20, when the context (of a background X a ) is clear. We also adopt the more usual notation x + y, x × y.
We now work towards Gödel coding. Discussion 3.19. (Key Discussion) Our goal is to verify that a sufficient amount of Gödel coding is available. More precisely, we would like to find a ∈ Or(s) such that for some other b ∈ Or(s), the set of Gödel codes of partial functions from X a to X a may be viewed as an M + 1 -definable subset of X b . We will find X a in 3.34 as a sufficiently small initial segment of any given X b . Here "sufficiently small" will need to mean that statements of basic arithmetic and bounded induction hold in X b of elements in X a , and crucially that all functions necessary for Gödel coding of X a -sequences -which, a priori, may be fast growing -remain available. There is more than one way to do this; for completeness, we will refer to the seminal paper of Wilkie and Paris [29] which lays out the argument for Gödel coding in the context of I∆ 0 plus certain weakenings of so-called Exp, see 3.21 and 3.31 below. Definition 3.20. (see e.g. [29] ) Call a formula in the language of arithmetic bounded if its quantifiers are all of the form (∀x ≤ t(y)) or (∃x ≤ t(y)) where t is a term of the language. Bounded induction is the scheme of induction restricted to bounded formulas, axiomatized by the scheme
for each bounded formula ϕ. [12] , see [29] §1.1) Let I∆ 0 denote basic arithmetic with bounded induction, e.g. as in [29] p. 261. There exists a ∆ 0 formula ϕ(x, y, z), denoted by x y = z, which can be shown in I∆ 0 to have all the usual properties of the graph of exponentiation except for the sentence
Following [29] we will call this sentence Exp.
As a warm-up, we observe that certain [non-definable] initial segments of any non-trivial X a may be viewed essentially "as nonstandard models of arithmetic with bounded induction." The existence of a satisfying Definition 3.22 will be proved in 3.29 below. Definition 3.22. (Weak powers) Let s be a cofinality spectrum problem and a ∈ Or(s). Let e a denote the last element of X a . Say that a ∈ X a has weak powers if a is not a finite successor of 0 a , there exists z ∈ X a such that (a a = z) in the sense of 3.21, and for each < ω,
Remark 3.23. Note that Definition 3.22 implies that a k < a S − (e a ) for each , k < ω, where a k can be taken to mean either of the following, which are equivalent for fixed k < ω: (a) exponentiation in the sense of Exp, that is, in a slight abuse of notation we have written a k for a S k (0a) ; or (b) the k-fold product of a with itself, which is definable using × a since k < ω is fixed.
Observation 3.24. Let s be a cofinality spectrum problem, a ∈ Or(s), and suppose a ∈ X a has weak powers. Then in the notation of 3.18 and 3.23, and identifying k with S k (0 a ), the model
may be regarded as a model of basic arithmetic (i.e. of Robinson's Q), or of I∆ 0 , arithmetic with bounded induction, meaning that the arithmetic operations are well defined on the domain of N * a and for any bounded formula ϕ(x) in the language of arithmetic which implies x ∈ X a ,
Proof. (of 3.24) First, by definition 3.22 and the monotonicity of + a , × a , the model N * a is a model of Robinson's Q, i.e. Peano arithmetic without induction in which every nonzero element has a predecessor. Let k < ω be given and let a * = a k . Bounded induction follows simply because arithmetic bounds on quantification ensure the formulas in question are well defined on an initial segment including [0, a * ] a . That is, for any bounded formula ψ(x) in the language of arithmetic, possibly with parameters, which implies x ∈ X a , if M + 1 |= ψ(0 a ) then the set {x ∈ X a : (∀z ≤ a x)ψ(z)} is a definable nonempty subset of X a , so has a greatest element n ψ . If n ψ ≤ a * , (∀z ≤ n ψ )(ψ(z) =⇒ ψ(S(z))) is well defined, so it is either true in M + 1
(in which case we contradict n ψ ≤ a * ) or false in M + 1 (in which case this instance of induction is trivially true).
Definition 3.26. Say that ϕ(x) is a weakly initial formula for a if it is a formula in the language of M + 1 , possibly with parameters, which implies x ∈ X a and which holds on S k (0 a ) for all k < ω.
Observation 3.27. Let s be a cofinality spectrum problem, a ∈ Or(s), ϕ(x) weakly initial formula for a. Then there is a nonstandard a ∈ X a such that M + 1 |= ϕ(a). Proof. The set {b ∈ X a : (∀c ≤ a b)ϕ(c)} is definable and nonempty, so it has a last element, which necessarily is nonstandard.
Remark 3.28. It will follow from 3.43 below (Or-saturation) that in Observation 3.27 we may replace ϕ with a consistent partial type Σ(x) closed under conjunction, each of whose formulas (thus, finite subtypes) is weakly initial for a and such that |Σ| < min{p s , t s }.
Corollary 3.29. Let s be a cofinality spectrum problem, a ∈ Or(s). Then there is a ∈ X a which has weak powers in the sense of 3.22.
Proof. Let ψ(x, y, z) = "x y = z" be from Fact 3.21, let ϕ(x) = ∃yψ(x, x, y), and apply Claim 3.27 to ϕ(x). (1) Say that the formula ϕ = ϕ(x) in the language of arithmetic is is initial if:
(2) We may relativize this definition to X a : let I∆ 0 (a) denote elementary arithmetic with bounded induction relativized to X a (e.g. the scheme from [29] p. 261 with the arithmetic operations replaced by + a , × a , . . . and quantification restricted to elements of X a ), and say that the formula [29] ) We will refer to the following sequence of definitions and assertions.
(1) For each x, let |x| * denote the length of the base-B expansion of x, where B is fixed in advance (B=30 is used in [29] but for purposes of a bound, also B = 2 suffices; we use * to distinguish from the cardinality function above). (2) For each n < ω, let the n + 1-place function e n be given by: e 0 (x 1 ) = x 1 and e n+1 (x 1 , . . . ,
denotes n successive applications of the length function from (1). (4) For each n < ω, the formula ω n (x) = y is ∆ 0 , and in I∆ 0 can be shown to be a partial function. (5) For each n < ω, let Ω n be the sentence ∀x∃y(ω n (x) = y). (6) Then I∆ 0 + Ω 1 is adequate for Gödel coding.
In the next Claim 3.32, "the Gödel code" implies a choice of coding; for definiteness, let this mean the coding of [29] § §4-5. Proof. It suffices to indicate how "the Gödel code for the sequence z(0), . . . z(y) belongs to X b " may be ensured, e.g. by the formula J 1 (x) ∧ x ∈ X b from 3.31, where J 1 is understood to be in the language of arithmetic on X b . Definition 3.33. (Covers) Let s be a cofinality spectrum problem and a ∈ Or(s).
(1) Say that b ∈ Or(s) is a cover for a if all Gödel codes for sequences of elements of X a of length < d a (i.e. members of T a ) belong to X b . The usual case is when X a is an initial segment of X b , keeping in mind 3.14. (2) We define k-coverable by induction on k < ω.
(a) Say that a is ≥ 0-coverable if a ∈ Or(s) is nontrivial. (b) Say that a is ≥ k + 1-coverable if there exists b ∈ Or(s) such that b is a cover for a and is itself ≥ k-coverable. (3) Say that a is coverable if it is ≥ 1-coverable; this will be our main case. Claim 3.34. Let s be a (nontrivial) cofinality spectrum problem. For each k < ω the set {a ∈ Or(s) : a is ≥ k-coverable} is not empty.
Proof. We prove this by induction on k < ω. In in the case where k = 0 this is trivially true as ∆ is nonempty and Or(s) is assumed to be nontrival. Suppose then that b ∈ Or(s) is ≥ k-coverable; we would like to find a ∈ Or(s) which is ≥ k + 1-coverable.
Let X = ϕ(X b ) be the definable subset where ϕ is given by Claim 3.32. Clearly X is a nonempty, definable, downward closed set and is infinite as it contains all the finite successors of 0 b . Thus, it contains a greatest element a * , which necessarily is not a finite successor of 0 b since ϕ is an initial formula.
Now by the closure assumptions 3.14, there is a ∈ Or(s) such that X a = [0, a * ] b . Then b is a cover for a, which shows that a is ≥ k + 1-coverable. This completes the proof. Corollary 3.36. Let s be a cofinality spectrum problem, a, b ∈ Or(s) and suppose that a is covered by b. Then T a and/or any definable subtree of T a may be identified with some definable subset of X b (recalling 2.1(6)(e)).
We adjust this to fit the case of Cartesian products.
Definition 3.37. Say that a ∈ Or(s) is coverable as a pair (by d ∈ Or(s)) when:
• there is c ∈ Or(s) such that X c = X a × X a and 2.1(5) holds of a, c • c is coverable (by d).
Corollary 3.38. There exists a ∈ Or(s) which is coverable as a pair, say by d ∈ Or(s), and moreover this implies:
(1) There is a ∈ X a , not a finite successor of 0 a , such that the Gödel codes for functions from
When a is coverable as a pair, we may informally abbreviate condition (1) by saying that some given M + 1 -definable function "may be thought of as an element of T a×a ".
Proof. By Remark 3.35 and the definition of "coverable as a pair." Discussion 3.39. When constructing trees in the continuation of the paper, we will generally build trees of "pseudofinite" sequences of n-tuples (n < 10). The components of these tuples will either belong to some X a for a ∈ Or(s), or they will be definable partial functions with domain contained in some X a and range contained in some X b (a, b ∈ Or(s)), or they will be domains of these definable functions. The use of functions is justified implicitly by 3.34 and explicitly by 3.40 below. The use of domains is presentational. We could easily in each case use a different defining formula for the tree which did not list the domain as a separate component of the tuple. For more complex arguments, one could formalize a suitable internal notion of power set.
Conclusion 3.40. (More powerful trees)
Without loss of generality we may in our future constructions consider as "a definable subtree of an element of Tr(s)" any tree of sequences of finite tuples some of whose coordinates are "uniformly definable functions" (i.e. elements of a definable sub-tree of some T a , where a is coverable) or are the domain or range of such a function.
Proof. By Claim 3.8, for the proofs below we may freely choose a from among the nontrivial elements of Or(s). Thus, Claim 3.34 we may assume a is coverable (or more if necessary). Then by Corollary 3.36, the objects mentioned may be considered as elements of definable subsets of some X b , b ∈ Or(s). On domains and ranges, see 3.39.
Local saturation.
Definition 3.41. Let s be a cofinality spectrum problem and λ a regular cardinal. Let p = p(x 0 , . . . x n−1 ) be a consistent partial type with parameters in M + 1 . We say that p is a Or-type over M + 1 if: p is a consistent partial type in M + 1 and for some a 0 , . . . a n−1 ∈ Or(s), we have that p
and p is finitely satisfiable in X a0 × · · · × X an−1 . We say simply that M + 1 is λ-Or-saturated if every Or-type over M + 1 over a set of size < λ is realized in M + 1 . Finally, we say that s is λ-Or-saturated if M + 1 is. Discussion 3.42. As we asked that Or(s) be closed under small Cartesian products, without loss of generality we prove Claim 3.43 assuming that p = p(x) where p "x ∈ X a " for some a ∈ Or(s). Note that (x) need not be 1, recalling 2.1(1).
Claim 3.43. Let s be a cofinality spectrum problem. If κ < min{p s , t s } then s is κ + -Or-saturated.
Proof. We prove the claim by induction on κ < min{p s , t s }. Call this the external induction. Arriving to κ, suppose we are given a ∈ Or(s) and p = {ϕ i (x, a i ) : i < κ} which is finitely satisfiable in X a . By a second (call it "internal") induction on α ≤ κ, we try to choose c α ∈ T a and n α ∈ X a such that:
(1) n α = lg(c α ) − 1 (2) β < α implies c β c α (3) if i < β ≤ α and n β ≤ a n ≤ a n α , then 22 there is c * ∈ T such that β < α =⇒ c β c * and c * is below the ceiling. Let n * = lg(c * ) − 1. Now we "correct" the value at the limit by restricting to a suitable initial segment which preserves item (3). That is, for each i < α, define
As this is a bounded nonempty subset of X a , n(i) exists for each i < α. By the internal inductive hypothesis (3), n(i) a >n β for each i, β < α. Thus, ({n β : β < α}, {n(i) : i < α}) represents a pre-cut in X a . Let γ be the reverse cofinality of the set {n(i) : i < α}, i.e. its cofinality under the reverse order. Necessarily γ ≤ |α| ≤ κ < p s . If (cf(α), γ) ∈ C(s, t s ), we contradict the definition of p s . Thus, (cf(α), γ) / ∈ C(s, t s ), so there is an element n * * such that for all i < α and γ < α, n γ < a n * * < a n(i). Let c α = c n * * and let n α = lg(c α ) − 1. Then by construction,
as desired, completing the limit step. As the limit case was also proved for α = κ, c κ (n κ ) realizes the type p, which completes the proof.
Remark 3.44. Though the proof of 3.43 does not require that the type have finitely many formulas (the usual definition of "local"), this is a kind of local saturation in the sense that we use "p(x) x ∈ X a " for some suitable a.
Symmetric cuts.
With the results of § §3.2-3.3 (basic arithmetic, local saturation) in hand, we return to the main line of our investigation: the cofinality spectrum C(s, t s ). To Uniqueness, 3.3, we now add: Claim 3.45. Let s be a cofinality spectrum problem. Then for all regular κ such that κ ≤ p s , κ < t s , we have that (κ, κ) / ∈ C ct (s).
Proof. We prove this by induction on κ. Let a ∈ Or(s) be given. Arriving to κ, assume for a contradiction that there is ( a α : α < κ , b α : α < κ ) which represents a (κ, κ)-cut in X a . Let the formula ϕ 1 (x) say that x ∈ T a and:
(a) x(n), when defined, is a pair (x(n, 0), x(n, 1)), with x(n, 0),
) is a definable subtree of T a , so Claim 2.22 applies. Just as we did in the proof of Claim 3.3, we choose a sequence c α , n α by induction on α < κ so that:
Having defined c α : α < κ , as κ < t s we apply Claim 2.19 to choose c ∈ ϕ 1 (M + 1 ) such that α < κ =⇒ c α c and c is below the ceiling. Let n = lg(c) − 1. Then by clause (b) of the definition of ϕ 1 , we have that for all α < κ, a α = c(n α , 0) < a c(n, 0) < a c(n, 1) < a c(n α , 1) = b α This contradicts the assumption that ( a α : α < κ , b α : α < κ ) represents a (κ, κ)-cut in X a .
Remark 3.46. The next claim, 3.47 is not used elsewhere in this section (though it will be useful for regular ultrapowers). Note that it is not assumed that (X, < X ) is an element of Or(s). See Discussion 3.48.
Claim 3.47. Let s be a cofinality spectrum problem and κ a regular cardinal. If κ = t s , then there is a definable linear order which has a (κ, κ)-cut.
Proof. By Definition 2.13, if κ = t s then there is some T a ∈ Tr(s) which contains a strictly a -increasing sequence c i : i < κ with no upper bound.
We construct a linear order by "collapsing" the tree so that the presence or absence of "κ + -treetops" (upper bounds of linearly ordered sequences of cofinality κ) corresponds to realization or omission of symmetric (κ, κ)-cuts. Note that as X a is linearly ordered by ≤ a , we have available a definable linear ordering on the immediate successors of any given c ∈ T a . To simplify notation, write cis(c i , c j ) for the common initial segment of c i , c j .
Fix two distinct elements of X a ; without loss of generality we use 0 a , 1 a , called 0, 1, so 0 < a 1. Let X be the set T a × {0, 1}. Let < X be the linear order on X defined as follows:
[Informally speaking, each node separates into a set of matched parentheses enclosing the cone above it.] Then < X is definable linear order on X with a first and last element. Note, however, that we have not assumed it belongs to Or(s).
Recalling the definition of the sequence c i : i < κ from the beginning of the proof, it follows that
This is a definable linear order on a definable set in M + 1 and every element misses the cut at some initial stage.) This completes the proof. Discussion 3.48. If we were to e.g. extend our definition of cuts in C ct (s) to include the one in Claim 3.47 (or show that ∆ may be suitably extended, so 3.12 applies), this would give a characterization of t s : if κ = t s then t s = min{κ : (κ, κ) ∈ C ct (s)}, thus also p s ≤ t s by definition of p s . This is appealing but not necessary for our future arguments; it is shown explicitly when needed, see 4.24 below. The general proof of this characterization, which we do not use or include, runs essentially as follows. First, one proves that t s does not grow if one restricts the definition of treetops to sufficiently small trees (i.e. T a where a is 2-coverable). Now (X, < X ) may be regarded as a definable subset of some X b , and thus as an element c of Or(s) by 3.14. Finally, using the remaining hypothesis of 1-coverable, one proves that there is an orderpreserving bijection between X = X c under the order < X and the same set under the order < c ; this is needed to ensure that X c contains the symmetric cut.
3.5.
On lcf(ℵ 0 , s). Here, as a warm-up to §3.6, we prove Claim 3.58: for a cofinality spectrum problem s and
The strategy of proof is given in 3.51.
Convention 3.49. For s a cofinality spectrum problem, a ∈ Or(s), a 1 < a a 2 from X a we write (a 1 , a 2 ) a for {x ∈ X a : a 1 < a x < a a 2 } ⊆ X a and analogously for closed and half-open intervals.
Convention 3.50. Throughout §3, various proofs will involve the same three types of sequences: we are given a cut represented by (d, e) and an additional sequence of constants a. We standardize indexing as follows:
• e = e α : α < ...
• a = a i : i < ... The proofs also involve building sequences c α : α < ... of elements in a given tree, where the definition of c α generally depends on e α , as the index suggests.
Recall the definition lcf(κ, s) from 3.5. Claim 3.58 (or more precisely, its main ingredient, Claim 3.60) is an informative special case of the general result proved in 3.65. We first sketch its proof. Discussion 3.51. (Strategy of proof of 3.58-3.60) Fix a ∈ Or(s) which is covered by b in the sense of 3.33-3.40. We first reduce Claim 3.58 to Claim 3.60. In Claim 3.60, whose proof we now sketch, we are given (ℵ 0 , ℵ 1 ) / ∈ C(s, t s ), lcf(ℵ 0 , s) ≥ λ and we assume for a contradiction that lcf(ℵ 0 , s) = λ. To prove this claim, we first construct a representation (d, e) of an (ℵ 0 , λ)-cut in X a such that:
We then define a tree T ⊆ T c , where
For an arbitrary overshot n, the domain of the bijection c λ (n, 3) need not contain all of the constants a i : i < ℵ 1 , but we show by the pigeonhole principle that some such bijection must contain ℵ 1 of them, since each a i "overspills" into the domain of at least one such overshot function. But this shows that some definable bijection maps ℵ 1 -many elements below the same d , a clear contradiction.
Before giving the formal proof, we first show how the bijections can be chosen, in Observation 3.52 or Claim 3.54, and how to deal with limit stages, Claim 3.57. Here κ + = ℵ 1 , but it will be useful to have the more general case.
Observation 3.52. Let s be a cofinality spectrum problem. Suppose that we are given a ∈ Or(s) and:
3) e 0 , e 1 ∈ X a , e 0 < a e 1 with e 0 , e 1 infinitely far apart Then there is in M 1 a definable (or for an ultrapower, internal) bijection f into (e 0 , e 1 ) a whose domain is a subset of X a which includes {a i : i < κ + }. 
Now apply Claim 3.10 to the sequences a i : i < κ + , b 1 ζ : ζ < κ + to obtain a bijection f . We may impose the additional condition that range(f ) ⊆ (e 0 , e 1 ) as the function f is monotonic. Claim 3.54 shows that the assumption that a i : i < κ + be monotonic in Claim 3.52 is inessential.
Claim 3.54. In Observation 3.52, we may replace (1) and (2) by:
Proof. Let T be the definable subtree of (T a , a ) whose nodes are bijections from X a to X a . (In this proof we write f i rather than c i for elements of T to emphasize their role as functions.) By induction on i < κ + we choose elements f i ∈ T such that:
For i = 0 this is trivial. For i = j + 1, if a j ∈ range(f j ) then let f i = f j and continue. Otherwise, let f i = f j a j , as we may concatenate by inductive hypothesis (d). For i limit, cf(i) < κ + < t s so there is a function f * ∈ T such that j < i =⇒ f j f * . If f * is below the ceiling, we finish. Otherwise, we choose an initial segment of f * which respects (d) as follows. For each k < ω, let
Letting n j = lg(f j ) − 1, we have by inductive hypothesis that
represents a pre-cut in X a . As we assumed i < κ + and lcf(ℵ 0 ) ≥ κ + , we may choose an element m * in the pre-cut. Then f i := f * m * will satisfy (1)-(4). This completes the limit stage and thus the inductive construction.
Having completed the construction of f i : i < κ + , as κ + < t s there will be a function f ∈ T such that i < κ + =⇒ f i f . This function satisfies our requirements.
Remark 3.55. Alternately to 3.52 and 3.54, one could give a proof using 3.43, similar to the proof of 3.57.
Remark 3.56. The proof of Claim 3.54 shows that in Claim 2.22, writing µ here for κ there, we could have used the alternate hypothesis that µ < t s and lcf(ℵ 0 ) > µ (or that lcf(µ) > ℵ 0 ).
Claim 3.57 allows us to ensure that the domains of the bijections remain concentric through limit stages and contain the given set of distinguished constants. Note that in its proof, we do not need the functions f β to be uniformly definable, nor to belong to T a , nor do we need that a is coverable, since we will apply local saturation 3.43 rather than treetops. That said, in the application of this Claim (in the proof of 3.52 below) all three conditions will be true. Claim 3.57. Let s be a cofinality spectrum problem. Suppose that we are given:
(1) a ∈ Or(s) (2) e 0 < a e 1 ∈ X a infinitely far apart (3) κ + < min{p s , t s } (4) {a i : i < κ + } a set of pairwise distinct elements of X a (5) γ = cf(γ) < min{p s , t s } (6) f β : β < γ a sequence of definable bijections from X a into X a , such that for all β < β < γ,
Then there exists a definable bijection f such that: (a) a i ∈ dom(f ) for all i < κ
Proof. Let T ⊆ T a be the definable subtree of partial bijections from X a to (e 0 , e 1 ) a . Let p be the type which lists the conditions (a)-(c) on f given in the statement of the Claim. Recalling 3.42, p is an Or-type in M 1 over a parameter set of size κ + + |γ| < min{p s , t s } by (3)+(5). Let us show that p is finitely satisfiable in T . Consider a finite subset p 0 ⊆ p which mentions only {f β : β ∈ σ ∈ [γ] <ℵ0 } and {a i : i ∈ τ ∈ [κ + ] <ℵ0 }. Let β = max σ + 1, and let A 0 = dom(f β ), noting this is an "inside" (definable) set. By assumption (6) of the Claim, {a i : i ∈ τ } ⊆ A 0 . Write this set as {a i k : k < |τ |}. By assumption (2), there exist |τ | distinct elements {b k : k < |τ |} of (e 0 , e 1 ) a . Then f 0 = a 0 , b 0 · · · a i |τ |−1 , b |τ |−1 realizes p 0 . Note that this function will be an element of T by closure under concatenation and the hypothesis that X a is nontrivial, i.e. d a is not a finite successor of 0 a .
As p 0 was arbitrary, p is finitely satisfiable in T . By Or-saturation, 3.43 above, p is realized, which completes the proof.
We are now ready to prove the main result of this section, as Claims 3.58-3.60.
Claim 3.58. Let s be a cofinality spectrum problem and suppose lcf(ℵ 1 , s) ≥ ℵ 2 . Then for all regular λ such that ℵ 1 < λ ≤ p s , λ < t s , lcf(ℵ 0 , s) > λ.
In other words, (ℵ
Remark 3.59. In some sense, Claim 3.58 can be thought of as saying that to show (ℵ 0 , λ) / ∈ C(s, t s ) the "hardest" cut to rule out is (ℵ 0 , (ℵ 0 ) + ). This intuition will be borne out in later cases, see e.g. Discussion 3.61 below.
Proof. (of Claim 3.58) First, let us justify "in other words." If lcf(ℵ 1 , s) ≥ ℵ 2 , then by uniqueness 3.3 and anti-symmetry 3.45 none of the following belong to C(s, t s ):
. We prove the claim by induction on λ ≥ ℵ 2 assuming the statement of Claim 3.60. Recall that by Corollary 3.7, for regular cardinals γ 1 , γ 2 < t s , lcf(γ 1 , s) = γ 2 iff (γ 1 , γ 2 ) ∈ C ct (s) iff lcf(γ 2 , s) = γ 1 . 
Thus by Corollary 3.7, lcf(ℵ 0 , s) ≥ ℵ 2 . We then apply Claim 3.60 below to conclude lcf(ℵ 0 , s) > ℵ 2 .
Inductive case. In both the successor and limit stages, by inductive hypothesis, lcf(ℵ 0 , s) > κ for all κ < λ. Thus lcf(ℵ 0 , s) ≥ λ. By Claim 3.60, lcf(ℵ 0 , s) > λ as desired.
Thus, it suffices to prove Claim 3.60 for an arbitrary regular λ ≥ ℵ 2 .
Claim 3.60. Let s be a cofinality spectrum problem and
Proof. Assume for a contradiction that lcf(ℵ 0 , s) = λ. The proof will proceed in stages.
Step 1: Setup. Recalling 3.8, let a ∈ Or(s) be coverable and let b ∈ Or(s) be a cover for it. Without loss of generality, we may choose ( d : < ω , e α : α < λ ) representing an (ℵ 0 , λ)-cut, such that in addition:
k (e α+1 ) < e α for each k < ω Why? Let d : < ω be as specified; by choice of X a , X := X a \ {d : < ω} = ∅ so by uniqueness there is a sequence e = e α : α < λ coinitial in X. If necessary, replace e with e ω·α : α < λ (ordinal product) to satisfy the third condition.
To complete the preliminaries, choose a sequence a i : i < ℵ 1 of distinct elements of X a , which exists by Claim 2.23 as ℵ 1 ≤ min{p s , t s }.
Step 2: Statement of the inductive step. Let c ∈ Or(s) be such that
(a) x ∈ T c (b) x(n), when defined, is a quadruple which we write as (x(n, 0), x(n, 1), x(n, 2), x(n, 3)) (c) x(n, 0) < x(n, 1) are from X a (d) x(n, 2) is a subset of X a , equal to dom(x(n, 3)) (e) x(n, 3) is a 1-to-1 function from x(n, 2) into (x(n, 0), x(n, 1)) a (f) n 1 < n 2 in dom(x) implies x(n 2 , 1) < a x(n 1 , 0) and x(n 2 , 2) x(n 1 , 2)
Recalling the choice of e α : α < λ in Step 1, we try to choose c α ∈ ϕ 2 (M + 1 ), n α ∈ X c by induction on α < λ such that:
Step 3: Constructing the sequence. We now carry out the induction.
For α = 0: Trivial.
For α = β + 1: let n α = n β + 1. Let f be a definable bijection whose domain includes {a i : < ℵ 1 } and whose range is included in (e α , e β ), as given by Observation 3.52 or Claim 3.54 which we apply in the case where κ + = ℵ 1 (by hypothesis lcf(ℵ 1 ) = ℵ 0 so necessarily lcf(ℵ 0 ) ≥ ℵ 2 ). Let f be f restricted to dom(f ) ∩ c(n β , 2). The domain of f will still contain {a i : < ℵ 1 } by inductive hypothesis. Choose
For α < λ limit: As cf(α) ≤ α < λ thus cf(α) < min{p s , t s }, by 2.22 there is c ∈ ϕ 2 (M + 1 ) such that β < α =⇒ M 1 |= c β c and c is below the ceiling. First, we choose an initial segment of c which does not already violate (2) . The set {n : n < c lg(c), M + 1 |= e α a c(n, 0) } is a bounded nonempty subset of X c which contains n β = max dom(c β ) for all β < α. Let n * be its maximal element. Note β < α implies M + 1 |= n β < c n * . Let n α = n * + 1. We now construct the four-tuple at stage α.
Apply Claim 3.57 substituting:
(1) a here for (1) (2) e α+1 , e α here for e 0 , e 1 in (2) (3) κ + = ℵ 1 in (3), and note that by hypothesis of the Claim, ℵ 1 < min{p s , t s } (4) {a i : i < ℵ 1 } from Step 1 in (4) (5) cf(α) for γ in (5), as cf(α) < λ thus cf(α) < min{p s , t s } (6) c(n, 3) : n < n α for the sequence of functions in (6) , which satisfy the conditions by inductive hypothesis.
So we may apply Claim 3.57 to find a definable bijection f which takes {a i : < ℵ 1 } into the interval (e α+1 , e α ) so that (d),(e),(f) are satisfied.
This completes the inductive construction of the sequence c α : α < λ .
Step 4: Contradiction. As λ < t s , by 2.19 the sequence just defined has a -upper bound c ∈ ϕ 2 (M + 1 ). Let n = lg(c) − 1. Necessarily, by the choice of e i : i < λ , we have that c(n, 0) < c(n, 1) are elements of the sequence d. For each < ℵ 1 , let n ≤ n be maximal such that M + 1 |= "a i ∈ c(n , 2)", recalling that nonempty definable subsets of X c have maximal elements. By Step 3, α < λ =⇒ M + 1 |= n α ≤ c n , recalling that n α = max(dom(c α )). Thus for each < ℵ 1 , c(n , 0) < a c(n , 1) are elements of the sequence d. By the pigeonhole principle, for some i < ω, we must have that U := { : c(n , 1) = d } ⊆ ℵ 1 , |U| = ℵ 1 . Then c(n , 3)(a i ) : ∈ U are ℵ 1 distinct members of M 1 which are in X a but < a d , a clear contradiction.
Step 5: Finish. The contradiction in Step 4 shows that lcf(ℵ 0 , s) = λ, and thus completes the proof.
3.6.
On the case p s < t s . In this section we substantially generalize the proof in the previous section to prove a key result of the paper, Lemma 3.65. We assume p s < t s (though we will state where this is used), as our background goal is to show that C(s, t s ) = ∅, which is clearly true if p s ≥ t s by definition of p s . Discussion 3.61. (Strategy for 3.65) Claim 3.58 above, an early prototype of Lemma 3.65, showed that lcf(ℵ 0 ) > λ by "carrying" a set of size ℵ 1 along the e α : α < λ side of the cut and into the d : < ω side of the cut. The construction required that consecutive elements of e be infinitely far apart (in order to accommodate the bijection whose domain contained the ℵ 1 -many distinguished constants) and that consecutive elements of d be close (in order to give the contradiction), as in Discussion 3.51.
The main result of this section, Lemma 3.65, is a substantial generalization of that construction which will show that lcf(κ) > λ whenever κ < λ ≤ p s < t s . A first issue in this more general case is that when κ > ℵ 0 , it is not a priori sufficient to carry a set of size κ + into a κ-indexed sequence to obtain a contradiction. After all, elements of the κ-indexed sequence may be far apart (consider e.g. the diagonal embedding of κ in a regular ultrapower of (κ, <)). So we will need to keep track of cardinality in the sense of 3.15, which is an internal notion. A second issue arises in the case where κ + = λ, the most subtle case of all. (Note that in 3.58, we had to assume the "successor case" (ℵ 0 , ℵ 1 ) did not occur.) Our mechanism there for "carrying" the set of size κ + through limit stages, 3.57, requires κ + < p s to apply Or-saturation [also < t s , but recall we are assuming p s < t s ]. Clearly, this is not satisfied when κ + = λ = p s . In Lemma 3.65, this is solved by gradually growing the size of the set we carry [called there {y β+1 : β < α∩κ + }] so that it has size ≤ κ at each inductive stage α when κ + = λ (it will grow all the way to κ + if κ + < λ, but then it is not a problem). A more powerful, though still relatively streamlined, machine is necessary to coordinate these various requirements.
Step 1A of the proof of Lemma 3.65 gives a more detailed continuation of this description, once the objects of interest have been defined.
Note: We use an upgraded tree, following 3.40, without further comment.
We begin by fine-tuning the construction of cuts. The idea of Claim 3.62 is that what was essential about d, e in 3.58 was that the elements of d grew in cardinality and those of e were sufficiently spaced. Here we show how to specify a minimum spacing for elements in the sequence representing the cut without losing the fact that (from the point of view of our model M + 1 ) the cardinality genuinely grows. Claim 3.62. Let s be a cofinality spectrum problem, a ∈ Or(s), κ ≤ p s , (κ, λ) ∈ C(s, t s ). Let f : X a → X a be multiplication by 2, which exists by 3.17.
Then we may choose sequences d : < κ , e α : α < λ of elements of X a such that
represents a (κ, λ)-cut, and moreover:
(1) α < λ implies f (e α+1 ) < e α (2) for each < κ there is δ = δ( ), < δ < κ such that M + 1 |= "|d | < |d δ |" where |d| := |{x ∈ X a : x < a d}| and "cardinality" | · | means in the sense of 3.15. Remark 3.63. As is clear, the proof holds for more general functions f . Also, recall that cardinality in the sense of 3.15 is really a relation comparing two sets.
Proof. (of 3.62) Note that (κ, λ) ∈ C(s, t s ) implies κ + λ < t s by definition. Consider the definable subtree T of T a given by T = ϕ 4 (M + 1 ), where ϕ 4 (x) says: (i) x ∈ T a (ii) n 1 < a n 2 < a lg(x) implies f (x(n 1 )) < a x(n 2 ) (iii) n 1 < a n 2 < a lg(x) implies |x(n 1 )| < |x(n 2 )| in the sense of 3. 15 Note that this tree is nonempty and contains arbitrarily long finite branches. For a ∈ X a , say that cardinality f -grows above a to mean that for each n < ω there are x 0 , . . . , x n ∈ X a such that x 0 = a, f (x ) < a x +1 for < n, and |a| < a |x 1 | < a · · · < a |x n |. Clearly this holds for all finite successors of 0 a . By induction on < κ we choose c ∈ ϕ 4 (M + 1 ), n = lg(c ) − 1 ∈ X a , and d ∈ X a so that: (a) β < =⇒ c β c (b) c (n ) = d (c) c is below the ceiling (d) for each n ≤ a n , cardinality f -grows above c (n) The proof is similar to that of 3.3 (Uniqueness), with an adjustment for (d). For = 0: let c 0 = 0 a and let n 0 = 0 a . As a is nontrivial (so contains all the finite successors of 0 a ) and f is multiplication by 2, (d) is satisfied. For = β + 1: since c β is below the ceiling, concatenation is possible. By inductive hypothesis (d), we may choose d ∈ X a such that f (c β (n β )) < a d , |f (c β (n β ))| < a |d | and cardinality f -grows above d . Let c = c β d , and let n = n β + 1, and the inductive hypotheses will be preserved.
For < κ limit: As cf( ) < min{p s , t s }, apply Claim 2.22 to obtain c ∈ ϕ 4 (M 
noting that by (ii) in the definition of ϕ 4 and the fact that c β : β < is a strictly increasing sequence below c, each m k is well defined and ( n β : β < , m k : k < ω ) is a pre-cut in X a , and cannot be a cut without contradicting the definition of p s . Let n * * ∈ X a realize this pre-cut. Let c = c n * * +1 , n = n * * and d = c (n ). Clearly c satisfies (d). This completes the inductive choice of the sequence.
Once the sequence has been constructed, κ < t s implies that c : < κ has an upper bound c in T by 2.19. We first choose a cut in the domain of c, as follows. Consider the sequence n := lg(c ) − 1 : < κ in X a . By 3.3 (Uniqueness) and the assumption that (κ, λ) ∈ C ct (s), there is a sequence m α : α < λ of elements of {n ∈ X a : n < a lg(c)} such that ( n : < κ , m α : α < λ ) represents a (κ, λ)-cut.
Finally, let the sequence e α : α < λ in X a given by e α = c(m α ). Then d : < κ , e α : α < λ satisfy our requirements, by the definition ϕ 4 of T .
Fact 3.64. There exists a symmetric function g :
We now prove the main result of this section:
Lemma 3.65. Let s be a cofinality spectrum problem. Suppose that κ, λ are regular and κ < λ = p s < t s . Then (κ, λ) / ∈ C(s, t s ).
Proof. We suppose for a contradiction that lcf(κ) = λ. Note that necessarily κ + λ is minimal among (κ, λ) ∈ C(s, t s ) by definition of p s . The proof proceeds in stages.
3.65.0: Preliminaries. Let a ∈ Or(s) be coverable as a pair by a in the sense of 3.38 (recalling also the conventions on trees from 3.39-3.40). Let
be a representation of a (κ, λ)-cut in X a such that for all α < λ, 2e α+1 < e α and the sequence d grows in cardinality, as given by Observation 3.62(1)-(2). We also fix g : κ + × κ + → κ given by Fact 3.64. This is an outside function, which will help in the proof.
3.65.1: Conditions on the tree. Let b ∈ Or(s) be such that
We consider the subtree T of T b defined by the formula ϕ 6 (x) in M + 1 , which says: (b) x(n), when defined, is a 6-tuple (x(n, 0), . . . x(n, 5)) (c) x(n, 0) ∈ X a , x(n, 1) ∈ X a , x(n 2 ) ∈ X a and n 1 < b n 2 < b lg(x) implies , 4) ) is a nonempty subset of X a and |x(n, 3)| ≤ |X a |/2 in the sense of 3.15, i.e. its cardinality is ≤ that of its complement (f) x(n, 4) is a symmetric 2-place function with domain x(n, 3) and range ⊆ X a (g) x(n, 5) is a 1-to-1 function from x(n, 3) to (x(n, 1), x(n, 2)) a , such that: 4)(a, b) .
(i) thus x(n, 4) ∈ T a , x(n, 5) ∈ T a×a where these are each identified with a subset of X a , recalling 3.38.
3.65.1A: Description. [Continues Discussion 3.61 above.] An element c ∈ ϕ 6 (M + 1 ) may be informally described as follows. For n < b lg(c), c(n, 0) is simply a marker, keeping track of location in X a as described in condition (c) ("moving left towards the cut"). The pair c(n, 1), c(n, 2) are endpoints of an interval in X a . There is a definable bijection c(n, 5) from c(n, 3) into (c (n, 1), c(n, 2) ) a . The new point is that we ask c(n, 5) to respect a "distance" function c(n, 4). For n 1 = n 2 , the "distance" functions c(n 1 , 4), c(n 2 , 4) may be different. However, condition (h) requires that as n grows, as long as a pair a, b remain in the domain c(n, 3) the value assigned to them by c(n, 4) cannot change. Of course, if {a, b} ⊆ c(n, 3) ∩ c(n + 2, 3) but {a, b} ⊆ c (n + 1, 3) then c(n, 4)(a, b) and c(n + 2, 4)(a, b) may be different. We do not require that the x(n, 3) be a decreasing sequence of sets.
3.65.2: Statement of the inductive hypothesis. We try to choose c α , n α by induction on α < λ, and when α = β + 1 < κ + we also choose y β+1 , as follows.
• For all α < λ, we try to ensure that:
and if α = β + 1, then in addition c(n
(c) for all ζ + 1 < γ + 1 and for all n such that n γ+1 ≤ b n ≤ b n α ,
• When α = β + 1 < κ + , then in addition we try to choose y α = y β+1 so that the following is true: (6) y β+1 ∈ X a \ {y γ+1 : γ < β}
(part of the definition of ϕ 6 , repeated for clarity) (10) for all γ + 1 < β + 1 and all n such that n γ+1 ≤ b n ≤ b n α ,
Note that d g(β,γ) functions here as a constant; g, from 3.65.0, is an outside function not mentioned by ϕ 6 .
3.65.3: Inductive construction of the sequence.
• α = 0. Trivial.
• α = β + 1, when in addition α < κ + . If α = β + 1 < κ + , then we first define y α = y β+1 . By
We choose c α (n α , 3) below and will ensure there that it remains small enough; in particular, it is irrelevant whether c β (n β , 3) ∪ {y β+1 } has size no larger than its complement in X a .] (**) Then 3.65.2 conditions (6), (8) hold, so by 3.65.1(h) we will be allowed to freely choose the value of c α (n α , 4) on any pair which includes y β+1 .
Having defined y β+1 , continue as in the general successor step:
• α = β + 1 for arbitrary α < λ. We now assume that y β+1 has been chosen for all β < α ∩ κ + , and continue the proof assuming only α = β + 1 < λ.
The key point at this step is to define c α (n α , ) for < 6; the nontrivial cases are = 3, 4, 5. We will apply p s -saturation, Claim 3.43 above (recall p s ≤ t s , in fact we are assuming p s < t s ), as we now explain.
Let p(x 0 , x 1 , x 2 , x 3 , x 4 , x 5 ) be the partial type which says:
(1) x 0 , x 1 , x 2 are elements of X a (2)
is a symmetric 2-place function from x 3 to X a , and as above x 4 , x 5 ∈ T a where this is identified with a definable subset of X a (5) x 5 is a bijection from x 3 to (e α+1 , e α ) a such that
[Note that, as mentioned again below, (9) is legitimate by (**) of the case "α = β + 1, α < κ + " in the case of a pair including y β+1 , and by inductive hypothesis 3.65.2 (1) in the case of all other pairs of ys.]
We now show that p is an Or-type in the sense of 3.41-3.43. First, p depends on the parameters {e α , e α+1 , c β } ∪ {y γ+1 : γ < α ∩ κ + }. Recall from the statement of the Lemma that λ = p s , thus |α| < p s . It remains to show that p is finitely satisfiable in X b .
Discussion. Since we choose a domain x 3 , a "distance" x 4 and a bijection x 5 simultaneously, the true constraints come from the schemata (8) and (9) which require that certain elements are in the domain, thus certain previously set "distances" must be respected and, if applicable, certain "new" distances set, in accordance with (7) and (9). Note that x 0 , x 1 , x 2 are determined by x 3 , x 4 , x 5 .
We specify an arbitrary finite subtype as follows. Let a nonempty finite subset Γ ⊆ α ∩ κ + be given. Let p 0 ⊆ p be such that p 0 implies (1)-(7), p 0 implies (8) γ for each γ ∈ Γ and p 0 implies (9) ζ,γ for each ζ, γ ∈ Γ, ζ < γ. 
Thus, when ζ < γ < β, (7) for a = y ζ+1 , b = y γ+1 is ensured by (9) ζ,γ , and when ζ < β, (7) for for a = y ζ+1 , b = y β+1 is trivially true since y β+1 / ∈ c β (n β , x 3 ). This completes the proof that p 0 is realized, thus that p is an Or-type in the sense of Definition 3.41. By Claim 3.43, p has a realization b * i : i < 6 . By inductive hypothesis, we may concatenate. Let n α = n β + 1 and let c α = c β b * 0 , . . . b * 5 . This completes the successor step.
• α limit. Since cf(α) < λ ≤ p s ≤ t s , by 2.22 there is c ∈ ϕ 6 (M + 1 ) such that β < α =⇒ c β c and c is below the ceiling. We now choose an initial segment c α of c such that 3.65.2(4) and 3.65.2.(5)(a) remain true. First, let n * = max{n : n < b lg(c), M + 1 |= (c(n, 0) < e α )} Necessarily for all β < α, lg(c β ) < b n * . Second, for each β < α ∩ κ + , let n(β) = max{n ≤ b n * : y β+1 ∈ c(n, 3)} By inductive hypothesis 3.65.2(5), γ < β < α implies y γ+1 ∈ c β (n β , 3). In other words,
is a pre-cut in X b , thus a (κ 1 , κ 2 )-pre-cut for some regular κ 1 , κ 2 ≤ |α ∩ κ + |. It cannot be a cut, as then κ 1 + κ 2 ≤ |α| < λ = p s contradicting the definition of p s . So we may choose n * * ∈ X − b, n * * ≤ b n * such that for all γ, β < α ∩ κ + ,
Let n α = n * * , and let c α = c nα .
This completes the inductive construction of the sequence.
3.65.3: The contradiction.
Having carried the induction, since λ = p s < t s we may choose c λ ∈ ϕ 6 (M + 1 ) such that for all α < λ, c α c λ . Let n λ = lg(c λ ) − 1.
By construction, n α = lg(c α ) − 1 : α < λ is an increasing sequence of elements of X b below n λ . By Claim 3.3 (Uniqueness), there is m : < κ such that ( n α : α < λ , m : < κ ) represents a (λ, κ)-cut in X b . Without loss of generality, for some increasing ζ : κ → κ,
Now for each β < κ + and each α 1 , α 2 with β < α 1 < α 2 < λ, the set
includes the interval [n α1 , n α2 ] b , recalling the notation n γ = lg(c γ ) − 1. Thus for some (β) < κ,
As β < κ + was arbitrary, there is * < κ and U ⊆ κ + , |U| = κ + such that U = {β < κ + : (β) = * } has cardinality κ + . For simplicity of notation, let F := c λ (m ( * ) , 4). By condition 3.65.1(g) on ϕ 6 and the inductive hypothesis 3.65.2, for every β = γ ∈ U we have that F (y γ , y β ) = d g(γ,β) . However, by choice of d in Step 0, choice of g and |U| = κ + , there exist γ, β ∈ U such that M + 3.7. No cuts below t s . We now prove the paper's fundamental result:
Theorem 3.66. Let s be a cofinality spectrum problem. Then C(s, t s ) = ∅.
Proof. There are two cases. Case 1. p s < t s . Let κ, λ be such that κ + λ = p s and (κ, λ) ∈ C(s, t s ). By Claims 3.3, 3.9 and 3.45, κ = λ and we may assume κ < λ = p s . Then the hypotheses of Claim 3.65 are satisfied, so (κ, λ) / ∈ C(s, t s ), contradiction. This shows Case 1 cannot occur.
Case 2. Not Case 1. Then by definition of p s , C(s, t s ) = ∅. This completes the proof.
The analogue of Theorem 3.66 for regular ultrapowers is given as Theorem 4.23 below.
Consequences for regular ultrapowers
In this section, we build a framework in which Theorem 3.66 can be applied to give the maximality of SOP 2 in Keisler's order. The section is structured as follows. §4.1 contains background and definitions, e.g. of regular ultrafilter and Keisler's order. In §4.2 we develop consequences of uniqueness and symmetry for regular ultrapowers with treetops. In §4.3, we characterize λ + -treetops in terms of saturation of SOP 2 -types and give the theorem on maximality of SOP 2 , Theorem 4.48. In §4.4 we prove existence of a minimum non-simple class in Keisler's order.
We mainly focus here on the definitions and history relevant to our proofs. Especially for the reader interested in unstable model theory, we note that the extended introduction to Malliaris and Shelah [25] motivates the question of saturation of ultrapowers from a model-theoretic point of view.
4.1. Background. For transparency we assume all languages are countable. We will consider regular ultrafilters, and among these the class of regular, good ultrafilters, both defined below. We generally use I to denote the index set and λ to denote |I|. We begin with a very useful fact, which justifies considering (M, N, T h(M )) as a cofinality spectrum problem when N is a nonprincipal ultrapower of M .
Theorem A. (Ultrapowers commute with reducts) Let τ, τ denote vocabularies. Let M be an τ -structure,
In light of Theorem A, a useful tool will be:
Say that a relation or function X on N is internal, also called induced, if we may expand the language by adding a new symbol Y of the same arity as X, and choose for each
Definition 4.3. Say that the filter D on I, |I| = λ ≥ κ is κ-regular if there exists a κ-regularizing family X = {X i : i < κ} ⊆ D which means that for each t ∈ I,
Equivalently, for any σ ⊆ κ, |σ| ≥ ℵ 0 we have that {X i : i ∈ σ} = ∅. By regular, we will mean |I|-regular. Keisler in 1967 proposed that regular ultrafilters could be used to investigate the relative complexity of first-order theories:
Definition 4.5. (Keisler 1967 [16] ) Given countable theories T 1 , T 2 , say that:
(1)
Determining the structure of Keisler's order is a far-reaching problem, and we refer the interested reader to the introduction of [25] for motivation and [27] for a catalogue of recent results. Here, we mention only the part of the classification problem relevant to our current work (on the maximal class, and on non-simple theories). Keisler proved that this order has a maximum class, and that this class had a set-theoretic characterization:
Theorem B. (Keisler 1967 [16] ) There is a maximum class in Keisler's order, which consists precisely of those theories T such that for M |= T and D a regular ultrafilter on λ, M λ /D is λ + -saturated iff D is λ + -good, Definition 4.6.
The proof of Theorem B is also spelled out in [25] §1.2, beginning with Definition 1.7. Definition 4.7 below explains one direction.
The question of the model-theoretic identity of this maximum class has remained elusive. The importance of this question comes, in part, from its being an "outside definition" of a class of unstable theories. We will return to this question after giving several further definitions.
We now recall the definition of good filters. For any infinite λ, λ + -good ultrafilters on λ exist by a theorem of Kunen [20] , extending a theorem of Keisler which assumed GCH. Definition 4.6. (Good filters, Keisler [14] ) Say that the filter D on I, |I| = λ is κ + -good if every f : P ℵ0 (κ) → D has a multiplicative refinement, i.e. there is f : P ℵ0 (κ) → D such that:
In this paper we assume all good ultrafilters are ℵ 1 -incomplete, thus regular. We say that a filter is good if it is |I| + -good.
The connection between realizing types and multiplicative refinements can be seen from Defn. 4.7:
Definition 4.7. Let N = M I /D be a regular ultrapower and p = {ψ(x; a i ) : i < µ} a ψ-type in N of cardinality µ ≤ |I|.
(1) The Loś map d 0 : P ℵ0 (µ) → D is given by u ∈ P ℵ0 (µ) → {s ∈ I : M |= ∃x {ψ(x; a j ) : j ∈ u}}
Corollary 4.8. (of the existence of a maximum class) Let X be any property of regular ultrafilters. Suppose it can be shown that for some countable first-order theory T and model M |= T , the condition "D has property X" is necessary for M I /D to be |I| + -saturated. Then a consequence of Theorem B is that any (regular) good ultrafilter D on I must have property X.
We know that saturation of certain other classes of theories can be characterized by properties of filters. We mention two which we shall use. There is a minimum class in Keisler's order among the unstable theories, which includes the theory of the random graph. It can be characterized set-theoretically as the class of countable complete theories which are saturated precisely by regular ultrafilters with 2-separation.
In particular, any good regular ultrafilter must have 2-separation.
We will also use the following, introduced in Malliaris [23] :
Definition 4.10. (Good for equality, Malliaris [23] ) Let D be a regular ultrafilter. Say that D is good for equality if for any set
Model theorists may recall that by a "dichotomy" theorem of Shelah [34] , quoted in §4. 4 as Theorem E, non-simple theories always have one of two (or both) kinds of trees: T P 2 or SOP 2 . Malliaris in 2010 [23] - [24] had proved that among the non-simple theories with T P 2 there is a Keisler-minimum class, the theory T f eq of a parametrized family of independent equivalence relations, and that this class is precisely the set of theories saturated by ultrafilters which are good for equality, quoted in §4.4 as Theorem F. This will be crucial in §4. 4 .
We now return to the question of the maximum class. If Keisler's order gives a measure of complexity of theories, a first surprise was the nature of the complexity which maximality suggests. We will not explicitly use SOP 3 , a weaker order, in this paper; a definition can be found in Shelah and Usvyatsov [39] (1) (1978 [34] ) Any theory with the strict order property, e.g. (Q, <), is maximum in Keisler's order.
(and considerably later) (2) (1996 [36] ) In fact SOP 3 is sufficient for maximality.
Since 1996, it has been open whether the boundary of the Keisler-maximal class lies at SOP 3 . As explained in the introduction, a major technical obstacle has been the lack of a framework within which to compare orders and trees, which our methods of the previous section address. We now specialize several key definitions from §2 (treetops 2.13, lower cofinality 3.5, C(s, t s ) 2.11) to the context of regular ultrapowers. Recall that by 4.4 above, as D is regular, the saturation of M will not matter. (1) We say that D has κ-treetops when: κ is regular and for any κ-saturated model M which interprets a tree (T M , ), N = M I /D, γ = cf(γ) < κ and any -increasing sequence a i : i < γ in (T N , N ) there is a ∈ T N such that i < κ =⇒ a i a.
(2) We say that D has < κ-treetops if D has θ-treetops whenever θ = cf(θ) < κ.
Our main case is λ + -treetops where D is a regular ultrafilter on I, |I| = λ.
Definition 4.13. For D an ultrafilter on I we define:
The paper's "motivating question" from the introduction thus becomes: 
Observation 4.16. Let D be a regular ultrafilter on I, |I| = λ. For any n < ω, write < n for the order on ω restricted to n, i.e. to {0, . . . , n − 1}. Then for some sequence n = n(D) = n t : t ∈ I ∈ I ω, for any two regular cardinals κ 1 , κ 2 with κ 1 + κ 2 ≤ λ, the following are equivalent:
Proof. Note that it suffices to show (1) → (2).
Without loss of generality, consider M = (ω, <) I /D and M 1 = M I /D. Let {X i : i < λ} be a regularizing family, 4.3 above. For t ∈ I, let n t = |{i < λ : t ∈ X i }| + 1. We verify that n t : t ∈ I works. Let ( a α : ((β, 1) )}, which is a (linearly ordered) subset of (ω, <)
M with fewer than n t elements. Let < Xt denote the restriction of the linear order on ω to X t . Then we may choose at each index t an order preserving bijection h t : (X t , < Xt ) → (n t , < nt ) whose image is an interval. Let h be the internal function whose projection to t is h t . Then by Los' theorem and the requirement that the range be an interval, we have that ( h(a α ) : α < κ 1 , h(b β ) : β < κ 2 ) represents a (κ 1 , κ 2 )-cut in t (n t , < nt )/D. This completes the proof. Definition 4.17. Let D be a regular ultrafilter on I, M a model extending (ω, <). If n t : t ∈ I ∈ I ω is a sequence satisfying the conclusion of 4.16 for D and (X, I /D and a set of formulas ∆ ⊇ {x < y < z} of the language of M such that
is a cofinality spectrum problem, and (2) some nontrivial a ∈ Or(s) captures pseudofinite cuts in the sense of 4.17. Proof. (of 4.18) As ultrapowers commute with reducts, for (1) choose any expansion M + of M which will code sufficient set theory for trees in the sense of 2.1, e.g. the complete expansion, or an expansion to a model of (H(χ), ∈) for some sufficiently large χ. Let M
For (2), let n t : t ∈ I be given by 4.16. By construction, the linear order t (n t , < nt )/D is ∆-definable in M 1 and captures pseudofinite cuts. It will correspond to some nontrivial a ∈ Or(s) provided we choose d a to not be a natural number.
In the next few claims we verify that cuts and trees behave as expected.
Claim 4.20. Let D, I, λ, M, M 1 be as in 4.18 and let s be a cofinality spectrum problem given by that Claim. For κ 1 + κ 2 ≤ λ, κ 1 , κ 2 regular, the following are equivalent: 
The proof is almost exactly the same as that of 4.16, using (Y, < Y ) here instead of the representation of the cut there, and letting a ∈ Or(s) be given by 4.18 (2) . (The point: by regularity, any discrete linearly ordered set |A| ≤ λ in the ultrapower may be considered as a subset of some internal, pseudofinite linear order.) (2) → (3): Assume (2), so there are regular cardinals κ 1 , κ 2 with κ 1 + κ 2 ≤ λ and some nontrival b ∈ Or(s) such that X b contains a (κ 1 , κ 2 )-cut. To conclude that (κ 1 , κ 2 ) ∈ C(D), let a be given by 4.18 (2) . By Observation 3.8 ("any a ∈ Or(s) will work"), also (X a , < a ) has a (κ 1 , κ 2 )-cut, thus also (ω, <) I /D.
Claim 4.21. Let D, I, λ, M, M 1 be as in 4.18 and let s be a cofinality spectrum problem given by that Claim. For κ = cf(κ) ≤ λ, then the following are equivalent:
(1) D has κ + -treetops in the sense of 4.12.
Proof. Clearly (1) → (2). To show (2) → (1), we prove the contrapositive. That is, we show that:
Subclaim. If (T , T ) is any tree definable in M + , not necessarily an element of Tr(s), and there is in
an increasing sequence of length κ = cf(κ) ≤ λ with no upper bound, then there is a ∈ Or(s) such that in T a there is an increasing sequence of length κ with no upper bound.
[While "a nontrivial" will be guaranteed by choosing a from 4.18 (2) , it follows from T a having arbitrarily long paths.]
So let such a (T , T ) be given. Let c = c α : α < κ be an increasing sequence in T with no upper bound. By regularity, as κ ≤ λ there is a map d : κ → D whose image is a regularizing family. In other words, by Los' theorem, we may assume that there is a sequence of finite trees (T t ,
is a subtree of (T , T ) M + 1 which includes the sequence c. Let a ∈ Or(s) be given by 4.18 (2) . Analogously to 4.16, we may choose at every (or almost every) index t ∈ I a function f t : (T t , Now for each t ∈ I, the set B t := {b α [t] : α < κ ∧ t ∈ d (α)} is linearly ordered by , by the choice of b * . For each t ∈ I, let b t be the maximal element of B t under this linear ordering. Then by Los' theorem and the choice of the f t s, we have that the element c * := t f −1 t (b t )/D is well defined. By Los' theorem (recalling that T is definable) c * ∈ T , and again by Los' theorem c * is an upper bound for the sequence c in T , contradiction. We have shown that b α : α < κ is an increasing sequence in T a with no upper bound, which completes the proof. (1) → (2): We prove the contrapositive. Suppose that for some regular κ ≤ |I| and some model M (in a countable signature), M interprets, or without loss of generality, defines a tree (T , T ) whose D-ultrapower contains a path of length κ with no upper bound. Also without loss of generality, M expands (ω, <); since ultrapowers commute with reducts, there is no harm in adding this order under a disjoint unary predicate, or as a separate sort.
Let s be a cofinality spectrum problem given by Claim 4.18. By Claim 4.21, there is T a ∈ Tr(s) which contains a path of length κ with no upper bound. By Claim 3.47, there is a definable (i.e. definable in M , is the cofinality of the set {a ∈ N : ζ ∈ κ =⇒ N |= a > ζ} considered with the reverse order type. In other words, it is the smallest regular cardinal ρ so that there is a (κ, ρ)-cut in N half of which is given by the diagonal embedding of κ. This is also called the coinitiality of κ.
Note that Claim 3.3 need not hold for regular ultrapowers without the assumption of treetops; the following theorem gives a family of examples where it will fail. Theorem D. (Shelah [35] Theorem VI.3.12 p. 357) Suppose ℵ 0 = λ 0 < λ 1 < · · · < λ n = λ + , each λ i is regular, and for < n, µ are regular such that λ +1 ≤ µ ≤ 2 λ . Then for some regular λ 1 -good ultrafilter D on λ, lcf(κ, D) = µ whenever λ ≤ κ < λ +1 .
These results were generalized by Koppelberg [18] . Recall the definition of "internal," 4.2 above, and the notion of an ultrafilter being "good for equality," Definition 4.10 above. In the language of homogeneity, Malliaris had shown that the minimum T P 2 -class is precisely the class of theories saturated by ultrafilters on λ whose ultrapowers admit an internal bijection between any two disjoint sets of size ≤ λ. The name "good for equality" reflects that these bijections are not assumed to preserve any additional structure.
To Claim 3.10 above (existence of bijections between monotonic κ-indexed sets), we may add: + -treetops, and let κ = cf(κ) ≤ λ. Then every strictly increasing (or strictly decreasing) κ-indexed sequence has a distribution which is good for equality.
Proof. The diagonal embedding of κ has such a distribution. The following property was introduced in Malliaris [22] and studied in Malliaris [23] and Malliaris and Shelah [25] . Note that it is equivalent to "λ-OK," see the Appendix to [25] .
Definition 4.32. (Flexible filters, [22] ) We say that the filter D is λ-flexible if for any f ∈ I N with n ∈ N =⇒ n < D f , we can find X α ∈ D for α < λ such that for all t ∈ I f (t) ≥ |{α : t ∈ X α }| Informally, given any nonstandard integer, we can find a λ-regularizing family below it. We may now complete this to all non-low or non-simple theories, assuming an analysis of SOP 2 -types given in the next section which is independent of the proofs here. Proof. Let M = (λ, <) and let N = (λ, <) I /D. Let some D-nonstandard integer n * be given. We would like to show that there is a regularizing family below n * . By hypothesis, lcf(ℵ 0 , D) ≥ λ + so there is B ⊆ N \ N, B = b i : i < λ such that i < j < λ, m < ω implies m < b j < b i < n * . By Claim 3.10 and Corollary 4.28, there is a distribution d of B which is good for equality, that is, for all b, b ∈ B, and all t ∈ I,
. By choice of B and goodness for equality, {X b : b ∈ B} is a regularizing family and by choice of d, it is below n * , which completes the proof. Proof. We know from Shelah [34] Theorem III.7.11 that any non-simple theory will have either T P 2 or SOP 2 . We know from Malliaris [23] that there is a minimum T P 2 theory and that any D which saturates it must be flexible. Since any ultrafilter D on λ which saturates some unstable theory must satisfy lcf(ℵ 0 , D) ≥ λ In other words, for D to saturate some non-simple or non-low theory it is necessary that D be flexible.
Proof. The case D(x = x, {ϕ, ¬ϕ}, ∞) = ω, i.e. ϕ is simple and non-low, follows from the proof of Malliaris [23] , [22] (see 4.33) that any non-low formula can detect a failure of flexibility. The case D(x = x, {ϕ, ¬ϕ}, ∞) > ω i.e. = ∞ implies the theory is not simple, so apply Conclusion 4.35.
How strong is the assumption that all sets are near-κ-indexed? Recall that if D has λ + -treetops then in addition (2) =⇒ (1).
Proof. "Recall" means "By Observation 4.30," so we prove (1) =⇒ (2) . Without loss of generality, M is a two sorted structure one side of which contains an infinite set (from which we choose A), the other side of which contains (λ, <). Fix an enumeration π : κ → A of A. Let K = k i : i < κ be the image of the diagonal embedding of κ in N , so k i = λ {i}. Choose a distribution d A : A → D which is good for equality. Let d κ : K → D be the distribution given by d κ (k i ) = d A (π(i)), which will be good for equality by definition. Now simply expand each index model M [t] by adding a linear order < * to the first sort in such a way that the existential < * -type of {a[t] : a ∈ A, t ∈ d A (a)} is the same as the existential <-type of {i :
Then in N the order < * on A will agree with the order < on the true copy of κ, as described by the given enumeration.
But see §4.4 below. [33] ) A first-order theory has SOP 2 if there is a formula ψ(x; y) which does, where this means that in any ℵ 1 -saturated model M |= T there exist a η : η ∈ ω> 2 such that:
(1) for η, ρ ∈ ω> 2 incomparable, i.e. ¬(η ρ) ∧ ¬(ρ η), we have that {ψ(x; a η ), ψ(x; a ρ )} is inconsistent.
(2) for η ∈ ω 2, {ψ(x; a η|i ) : i < ω} is a consistent partial ψ-type.
By compactness, clearly we can replace ω> 2 by κ> µ for any larger κ, µ in a sufficiently saturated model of T . (1) Throughout this definition (and section) ψ = ψ(x; y) will be a arbitrary formula with SOP 2 . We may write y, but if not, (y) need not be 1. (2) By "SOP 2 -tree" we will mean the configuration a η : η ∈ ω> 2 for our given ψ, as described in Definition 4.38, for some κ, µ usually (but not necessarily) infinite. (3) If M I /D is a regular ultrapower, by "SOP 2 -type" or "SOP 2 -κ-type" we will mean a ψ-type p(x) = {ψ(x; a ) : < κ} (for some ψ with SOP 2 ) almost all of whose projections to the index model come from an SOP 2 -tree. (4) In other words, p is an SOP 2 type in M λ /D if and only if we may add a predicate P of arity (y) to the vocabulary τ , and for each i ∈ I define M i as the index model M expanded to a model of τ ∪ {P } in which P names an SOP 2 -tree, so that in the ultraproduct N = i M i /D we have that p is a type whose parameters come from P N . (5) By "D realizes all SOP 2 -types" we will always mean: D is a regular ultrafilter on the infinite index set I such that for any countable complete first-order theory T with SOP 2 , for any M |= T , A ⊆ N = M I /D, |A| ≤ |I|, and p ∈ S(A) an SOP 2 -type, we have that p is realized in N . (6) Given instances ψ(x; a i ), ψ(x; a j ) belonging to some consistent partial SOP 2 -type, and some index s ∈ I, we may thus write a i [s] a j [s] to indicate comparability in the chosen SOP 2 -tree at index s, and likewise a i a j to indicate comparability in the SOP 2 -tree induced on N by P . Since ultrapowers commute with reducts, the reader may choose to consider as an additional relation in some expansion of the language. (7) All SOP 2 -types considered will be SOP 2 -µ-types for µ ≤ |I|. (A regular ultrapower of a non-simple theory will fail to be |I| ++ -saturated by prior work of the authors [25] .) (8) We will freely assume that the theory in question "has enough set theory for trees" as described in 2.1; again, as ultrapowers commute with reducts this is a harmless assumption. After all, by the usual coding tricks one may take the disjoint union of a formula with SOP 2 and one with e.g. SOP ; such a formula will necessarily be maximal. Rather, 4.39 captures the essential structure in the sense that any D which is able to realize all ψ-types for some formula ψ with SOP 2 will necessarily (2) → (3) By compactness, we may suppose that (P, ) contains an ω-branching tree of height ω. We would like to realize the type {x > c i : Remark 4.44. In Claim 4.43(2) → (3), it is SOP 2 rather than simply the tree property which is used.
On the level of theories, treetops therefore gives a necessary condition for saturation: We obtain the following characterization of Keisler's notion of goodness. Theorem 4.51. There is minimum class among the non-simple theories in Keisler's order, which contains the theory T f eq of a parametrized family of independent equivalence relations.
The reader has a choice of two proofs for Theorem 4.51 in this paper, as we shall explain in Discussion 4.52.
We will build on the following two theorems. [The reader may take the property T P 2 , the tree property of the second kind, to be a black box in the following results.] Theorem E. (Shelah [34] III.7.11, in our language) Every non-simple theory has either T P 2 or SOP 2 (equivalently, T P 1 ).
Theorem F. (Malliaris [23] Theorems 6.9-6.10, and Malliaris [24] Theorem 5.21) There is minimum class among the theories with T P 2 in Keisler's order, which contains the theory T f eq of a parametrized family of independent equivalence relations.
Moreover, for a regular ultrafilter D on λ, the following are equivalent:
(1) D saturates T f eq (i.e. λ + -saturates, recalling Convention 4.1 above) (2) D is "good for equality," Definition 4.10 above (3) for any N = M λ /D and any two disjoint sets {a i : i < λ}, {b i : i < λ} of elements of N , listed without repetition, there exists an internal bijection f such that for all i < λ, f (a i ) = b i . Second, our methods here give an illuminating direct proof of this theorem, in the general case of a cofinality spectrum problem allowing an endless X a , i.e. one in which there is no bound d a (which extends the context of regular ultrapowers). The proof itself is deferred until after Claim 4.57. It supposes a reduction 4.53, an example of the phenomenon of reduction to few asymmetric cuts. Historically, this reduction was the turning point of our argument. Since the reduction is now trivially true by the umbrella Lemma 3.65, we do not give a separate proof of 4.53. Recall also that by Fact 4.9, the theory T rg of the random graph is minimum in Keisler's order among the unstable theories, and D saturates T rg if and only if it has so-called 2-separation (disjoint sets of size ≤ λ in the ultrapower can be separated by an internal set, see 4.9). For an arbitrary c.s.p. this means: Definition 4.55. (2-separation for s) Let s be a cofinality spectrum problem. We say that s has 2-separation if for any a ∈ Or(s) and any two disjoint sets A, B ⊆ X a with |A| + |B| ≤ p s , there is a definable X ∈ M 1 such that A ⊆ X and B ∩ X = ∅. (1) s has 2-separation (2) κ + = λ = p s < t s (3) a ∈ Or(s) is endless, i.e. there is no bound d a , see 4.52 (4) {d : < λ}, {e : < λ} are disjoint subsets of X a , listed without repetition Then there is in M 1 a bijection f : X a → X a such that f (d ) = e for all < λ.
Proof. The proof will proceed in stages.
Step 0: Setup. Let a ∈ Or(s), {d : < λ}, {e : < λ} be as given. We define
In particular, fun(c * ) witnesses that S ∈ I.
Proof. Since cf(δ) < κ < t s , by Treetops there is c ∈ T satisfying (1)- (2) . Now the sequence n α : α < δ represents the left half of some cut (C 1 , C 2 ) of dom(c). Let m β : β < θ represent the right half of this cut. By Reduction 4.53, cf(δ) < κ < κ + = λ implies lcf(δ) > λ, as otherwise there would be a corresponding cut in c(D). Thus, θ > λ. Now for each ∈ λ \ S there is β( ) < θ such that d / ∈ dom(c(m β ). Let β = sup{β( ) : ∈ λ \ S}. Since θ > λ, β > α for all α < δ. Then c m β is the desired c * .
Step 4: The ideal I is λ-complete, and contains each {α} for α ∈ λ.
The claim about containing the singletons is trivial by Step 2. Let us show that I is λ-complete. Let S α : α < δ be an increasing sequence of elements of I, with δ < λ. Without loss of generality δ = cf(δ); call it θ. So θ ≤ κ. By induction on α < κ we choose a sequence c α : α < κ just as in Step 3. The subclaim proved in Step 3 says precisely that we can continue the induction for all α < κ, and we now address the case of κ, i.e. θ.
That is, having chosen c α : α < θ , as κ < λ ≤ t s we have κ + -treetops so may choose an upper bound c. Let n = max dom(c), and by definition fun(c) is a 1-1 function.
Thus by definition fun(c) witnesses that S ∈ I where S = { : fun(c)(d ) = e }. By choice of c as an upper bound, {S α : α < θ} ⊆ S ∈ I, and thus necessarily {S α : α < θ} ∈ I by Step 2 (c).
Step 5: κ + = λ is the union of κ sets from I. First, by induction on α < λ we choose (c α , n α ) such that:
• c α ∈ T from Step 3, i.e. it represents an increasing pseudofinite sequence of 1-1 functions from X a to X a • n α = lg(c) − 1 • β < α =⇒ c β c α • if < β < α and n ∈ (n , n β ] then d ∈ dom(fun(c α n ) and fun(c α n )(d ) = e The induction is straightforward. For α = 0, let c α = ∅. For α = β+1, let n α+1 = n β +1, and c α is determined by asking that dom(fun(c α )) = dom(fun(c β ))∪{d β }, that d ∈ dom(fun(c β )) implies fun(c α )(d) = fun(c β )(d), and that fun(c α )(d β ) = e β .
For α = δ < λ limit, let c be a -upper bound given by treetops. Now for each < α we define k α = max{n : n +1 ≤ n ≤ dom(c) and fun(c n )(d ) = e } Thus for all < α and all β < α, k α > n β , while for fixed α and increasing < α the k α form a descending sequence. In other words, ( n β : β < α , k α : < α ) represent a pre-cut in X b . However, lcf(cf(α), s) ≥ λ so necessarily it is a pre-cut and not a cut; we may fin k such that for all < α and all β < α, n β < k < k α . Let c α = c k . This completes the inductive construction of the sequence.
Thus (c α , n α ) : α < λ is well defined. As we assumed t s > λ, we have λ + -treetops so we may choose c to be an upper bound in T for c α : α < λ. For each < λ, let k be as given in the previous paragraph.
By definition n α : α < λ is an increasing sequence in X b . By assumption in the statement of the Claim, we are in the case where p s < t s thus by Reduction 4.53 lcf(λ) = κ = λ − . Thus for some n * i : i < κ we have that ( n α : α < λ , n * i : i < κ ) represents a cut in X b . For each i < κ, let Y i = { < λ : n * i < k } Now, each Y i ∈ I, since this is witnessed by c n * i in light of Step 2. Moreover, {Y i : i < κ} is an increasing sequence of subsets of λ whose union is λ. We have presented λ as the union of κ elements of I. This completes the proof of Step 5.
Step 6: λ ∈ I. By Step 5, we may assume λ is the union of κ sets from I, and by Step 4, the ideal I is λ-complete. Thus λ ∈ I.
Step 7: Finish. As λ ∈ I shows the existence of the desired bijection, this completes the proof. Otherwise, t s > p s . It will suffice by Corollary 4.54 to show that bijections exist. By Reduction 4.53, the case t s > p s necessarily entails that λ is the successor of a regular cardinal κ and that t s > p s = λ = κ + . Thus, for any a ∈ Or(s) and any suitably chosen sequences {d : < λ}, {e : < λ} of elements of X a , we may apply Claim 4.56 to obtain a suitable bijection. We conclude by Theorem F or just Corollary 4.54 that D saturates T f eq , as desired.
We now have the ingredients to prove Theorem 4.51.
Proof. (of Theorem 4.51)
Let λ ≥ ℵ 0 and let D be a regular ultrafilter on λ. Suppose that D saturates some non-simple theory T * . It suffices to show that D necessarily also saturates T f eq . There are two cases which, by Fact E, cover all possibilities.
Case 1. T * has T P 2 . Then D saturates T f eq by Theorem F. This completes the proof of Theorem 4.51.
On p and t via treetops
In this section we apply the main results on Treetops from §3.7 to prove Theorem 5.17. Proof. Regularity of t and the first inequality are clear from the definitions. For regularity of p, due to Szymański, see e.g. van Douwen [8] To begin, we look for a relevant cofinality spectrum problem.
Definition 5.3. We fix the following for the remainder of this section.
(1) Let M = (H(ℵ 1 ), ∈).
(2) Let Q = ([N] ℵ0 , ⊇ * ) be our forcing notion, and V a transitive model of ZFC. (3) Let G be the canonical name of a generic subset of Q (which is forced to be an ultrafilter on the Boolean algebra P(N) V ). (4) Let G be a generic subset of Q over V, which we fix for this section. (Often, however, we will simply work in V using the name G .) (5) For f ∈ V, let f denote the Q-name for f . Before continuing we define generic ultrapower in the forcing extension V[G].
(6) Given M, Q and G, by the generic ultrapower M ω /G in V[G] we will mean the model N ∈ V[G] with universe {f /G : f ∈ ( ω M ) V }, such that • N |= "f 1 /G = f 2 /G" iff {n : f 1 (n) = f 2 (n)} ∈ G (this set is necessarily from V) • N |= "(f 1 /G) ∈ (f 2 /G)" iff {n : f 1 (n) ∈ f 2 (n)} ∈ G. We denote by j = j G : M → N the map given by j(a) = . . . a . . . /G. It will also be useful to refer to these objects in V.
(7) In V, let Ñ be the Q-name of the generic ultrapower M ω /G , i.e. the model with (a) universe {f /G : f ∈ ( ω M ) V } such that: (b) Q "(Ñ |= f 1 /G = f 2 /G) iff {n : f 1 (n) = f 2 (n)} ∈ G " (as noted, this set is necessarily from V) (c) Q "(Ñ |= (f 1 /G ) ∈ (f 2 /G )) iff {n : f 1 (n) ∈ f 2 (n)} ∈ G " (8) Note that N = Ñ [G].
We need only the following basic facts about these objects: (On generic ultrapowers) (1) For N , the parallel of Los' theorem holds (e.g. as we can expand by Skolem functions) (2) thus j is an elementary embedding of M into N (On the choice of Q) (3) Q is t-complete, by the definition of t as the tower number (4) thus forcing with Q adds no new bounded subsets of t (where "new" means " / ∈ V") and no new sequences of length < t of members of V. (c) we may in N identify (X(ϕ, c), ≤) with a definable subset of some (X n , ≤ n ) : n < ω /G where each X n is finite and linearly ordered by ≤ n . We require (x) = (y) but do not require (x) = 1. (1) In the notation of 2.5(5), working in V[G], (M, N , T h(M ), ∆ psf ) is a cofinality spectrum problem which, for the remainder of this section, we call s. That is, let a ∈ Or(s) be given, so N |= "(T a , a ) is a tree of finite sequences of (X a , ≤ a )". Then any increasing sequence of cofinality κ < t in (T a , a ) N has an upper bound.
Remark 5.9. t s ≤ t is true but is not used.
Proof. (of Claim 5.8)
Step 0: Reduction. Recalling the definition of s in 5.6 and 5.5(c), we may assume (X a , < a , T a , a ) = (X an , < an , T n , Tn ) : n < ω /G. So without loss of generality for each n < ω (X an , < an , T n , Tn ) is standard, i.e. X an is finite and T n is the set of finite sequences of elements of X an , partially ordered by inclusion. For each n < ω, there is an isomorphism h n : (X an , < an ) → (k n , < kn ) where k n ∈ ω, < k is the usual order on ω restricted to k, and lim G k n : n < ω is infinite. Then in N , h = h n : n < ω /G gives an isomorphism between (T a , a ) and a definable downward closed subset of ( ω> ω, ) N . So for the remainder of the proof, without loss of generality, we work in the tree ( ω> ω, ) N .
Step 1. The proof. We work now in V. Let θ = cf(θ) < t be given and let B ∈ Q (B ∈ G) be such that:
where without loss of generality, B Q "f α = f α " for α < θ since forcing with Q adds no new sequences of length < t. By assumption, θ < t thus θ < b, the bounding number. So we may choose some increasing function g : N → N \ {0} such that for each α < θ there is n α satisfying: if n ≥ n α then g(n) > lg(f α (n)) + Σ{f α (n)(j) : j < lg(f α )(n)} Informally, for each α < θ, for all but finitely many n, g(n) dominates the sum of all values in the range of f α when the domain is restricted to n. Now let s = s n : n < ω be given by s n = g(n)≥ g(n) = {η : η a sequence of length ≤ g(n) of numbers < g(n)} Then (1) each s n is a finite nonempty subtree of ω> ω (2) if α < θ then (∀ ∞ n)(f α (n) ∈ s n )
We use the following notation: ω> ω [ν] = {η ∈ ω> ω : ν η} Then for each α < θ, we define Y α as follows:
Finally, let Y * = {{n} × s n : n ∈ B} Then for each α < θ, we have:
is finite, and ⊆ {n} × s n for every n (3) Y α is infinite (4) Y α ⊆ Y * Moreover, if α < β then Y β ⊆ * Y α . Why? If α < β then {n ∈ B : f α (n) f β (n)} is finite, as otherwise there is B ≥ Q B contradicting B Q (Ñ |= "f α /G f β /G ") So as t = λ > θ, there is an infinite Z ⊆ Y * such that α < θ =⇒ Z ⊆ * Y α . Let B 1 = {n ∈ B : Z ∩ ({n} × s n ) = ∅}. For each n ∈ B 1 choose ν n ∈ s n such that (n, ν n ) ∈ Z ∩ ({n} × s n ). Choose ν n = 0 for n ∈ N \ B. Then B 1 Q " ν n : n < ω /G is an upper bound for f α /G : α < θ in ( ω> ω, ) Ñ "
• i < j < κ 1 implies g i /G, g j /G ∈ I = X a and g i /G < a g j /G
• i < j < κ 2 implies f i /G, f j /G ∈ I = X a and f i /G < a f j /G • i < κ 2 , j < κ 1 implies g i /G < a g j /G So ( g i /G : i < κ 2 , f i /G : i < κ 1 ) represents a pre-cut in X a and it will suffice to show that it represents a cut.
We carry out the remainder of the proof in V. Assume for a contradiction that the conclusion fails, i.e. our pre-cut is not a cut. Then this failure is forced by some B ∈ Q, B ∈ G. That is, for some h ∈ ( ω ω) V , B Q "g i /G < h/G < f j /G " for i < κ 2 , j < κ 1 . Then B is infinite, and i < κ 2 implies that {n : g i (n) < h(n)} ⊇ * B, as otherwise (recalling the definition of Q) there is B 1 ≥ Q B, B 1 g i /G ≥ h/G . Likewise, j < κ 1 implies that {n : h(n) < f j (n)} ⊇ * B. This contradicts Definition 5.12 and so completes the proof.
Conclusion 5.16. In Claim 5.15 we have shown that if p < t (in V) then:
(1) Q "Ñ has a (κ 1 , κ 2 )-cut for some κ 1 < κ 2 = p".
(2) In V[G] for some regular κ 1 , κ 2 with ℵ 1 ≤ κ 1 < κ 2 = p, (κ 1 , κ 2 ) ∈ C(s, t), thus (κ 1 , κ 2 ) ∈ C(s, t s ).
In particular, C(s, t s ) = ∅.
Proof. So there is no confusion about the assumption, recall by 5.6 that p
. Then both (1) and (2) are immediate from 5.15, noting in the case of (2) that t ≤ t s by 5.8.
We now prove Theorem 5.17.
Theorem 5.17. p = t.
Proof. By Fact 5.2, p ≤ t. Suppose, in V, that p < t. Working now in V[G], let s be the cofinality spectrum problem from 5.6. By Conclusion 5.10, which does not assume p < t, C(s, t s ) = ∅. By Conclusion 5.16 (2) , which does assume p < t, C(s, t s ) = ∅, a contradiction. So necessarily p = t, which completes the proof.
