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Abstract
Unsaturated water flow in soil is commonly modelled using Richards’ equation, which
requires the hydraulic properties of the soil (e.g., porosity, hydraulic conductivity, etc.) to
be characterised. Naturally occurring soils, however, are heterogeneous in nature, that is,
they are composed of a number of interwoven homogeneous soils each with their own set of
hydraulic properties. When the length scale of these soil heterogeneities is small, numerical
solution of Richards’ equation is computationally impractical due to the immense effort
and refinement required to mesh the actual heterogeneous geometry.
A classic way forward is to use a macroscopic model, where the heterogeneous medium
is replaced with a fictitious homogeneous medium, which attempts to give the average
flow behaviour at the macroscopic scale (i.e., at a scale much larger than the scale of the
heterogeneities). Using the homogenisation theory, a macroscopic equation can be derived
that takes the form of Richards’ equation with effective parameters. A disadvantage of
the macroscopic approach, however, is that it fails in cases when the assumption of local
equilibrium does not hold. This limitation has seen the introduction of two-scale models
that include at each point in the macroscopic domain an additional flow equation at the
scale of the heterogeneities (microscopic scale).
This report outlines a well-known two-scale model and contributes to the literature a num-
ber of important advances in its numerical implementation. These include the use of an
unstructured control volume finite element method and image-based meshing techniques,
that allow for irregular micro-scale geometries to be treated, and the use of an exponential
time integration scheme that permits both scales to be resolved simultaneously in a com-
pletely coupled manner. Numerical comparisons against a classical macroscopic model
confirm that only the two-scale model correctly captures the important features of the
flow for a range of parameter values.
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1 Introduction
Unsaturated flow of water refers to flow in a partially saturated medium, where the pores
are filled with air in addition to water. Such a flow problem is studied in soil physics and
hydrogeology and is also important to other fields including agriculture and contaminant
transport. As an example, in hydrogeology, one is interested in the movement of water in
the unsaturated (or vadose) zone of an aquifer, which extends from the ground surface to
the ground water level (water table).
Unsaturated flow of water is commonly modelled using Richards’ equation [26]. In two
spatial dimensions the equation can be stated as
∂
∂t
[
θ(h)
]
+∇x ·
[−K(h)∇x (h+ x2)] = 0 , x ∈ Ω , (1.1)
where Ω ⊂ R2. In the above equation, gravity is assumed to act in the negative x2
direction, θ [−] is the volumetric moisture content, K [LT−1] is the hydraulic conductivity,
h [L] is the capillary pressure head and x = (x1, x2) ∈ Ω is the coordinate variable in two
spatial dimensions. The equation (1.1) represents a simplification of a full two-phase
(air and water balance) model based on Darcy’s law (see Section 2). Mathematically it
describes the mass conservation of water at a length scale much larger than the length
scale of single pore, where continuum descriptions of the fluids (air and water) can be
introduced [30, §2.2]. To close the model the moisture content and hydraulic conductivity
must be defined in terms of the pressure head. For naturally occurring heterogeneous
soils, which exhibit spatial variability in hydraulic properties, these functions depend on
the position x and are discontinuous in space.
Figure 1: Two-soil heterogeneous domain consisting of two soils a and b. Soil a () is connected and soil
b () forms disconnected inclusions.
The focus of this report concerns a two-soil heterogeneous medium (so-called double poros-
ity soil), where the domain Ω in equation (1.1) is sub-divided into two sub-domains Ωa
(occupied by soil a) and Ωb (occupied by soil b). We assume that Ωa is connected and Ωb
forms isolated/disconnected inclusions. Figure 1 illustrates an example of such a medium.
For a two-soil medium, we have
θ(h,x) =
{
θa(h) x ∈ Ωa
θb(h) x ∈ Ωb , K(h,x) =
{
Ka(h) x ∈ Ωa
Kb(h) x ∈ Ωb , (1.2)
where θi(h) and Ki(h) are the hydraulic functions for soil i = a, b. When the scale of the
heterogeneities is small, numerical solution of the model is impractical due to the massive
amount of computational resources and effort required to mesh the actual geometry. The
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numerical problems are further compounded if the discontinuities in equation (1.2) are
severe. For example, when the conductivities of the two soils differ by several orders of
magnitude two time scales are present in the problem: a short time scale associated with
the flow in the fast soil (highly conductive soil) and a long time scale associated with
the flow in the slow soil (lowly conductive soil). This presence can severely impact the
performance of numerical time integration schemes.
A classic approach for the above problem is to replace the heterogeneous medium with a
fictitious homogeneous medium, which gives the average flow behaviour at the macroscopic
scale (i.e., at a scale much larger than the scale of the heterogeneities). One possible way
forward is to assume the macroscopic equation takes the form of Richards’ equation with
effective (smooth) parameters:
∂
∂t
[
θeff(h)
]
+∇x ·
[−Keff(h)∇x (h+ x2)] = 0 , x ∈ Ω , (1.3)
where the effective conductivity Keff of the homogeneous medium is a tensor, which
can account for the isotropic, orthotropic or anisotropic nature of the heterogeneous
medium. The focus of the modelling then turns to the calculation of the effective pa-
rameters and, in particular, the calculation of the effective conductivity (or diffusiv-
ity for similar transport problems). A simple approach is to use an arithmetic aver-
age Keff := Keff(h) := (εaKa(h) + εbKb(h)) I [10, 11, 29], where εa = |Ωa|/|Ω| and
εb = |Ωb|/|Ω| are the volume fractions of soils a and b. More sophisticated approaches
include those based on the effective medium theory [25]. Some analytical estimates of
the effective conductivity for simple periodic geometries (e.g., uniformly aligned circles,
spheres, ellipses, etc.) are summarised by Szymkiewicz [31] and Auriault et al. [4, Ch. 6].
When the form of the macroscopic equation is proposed a priori the macroscopic approach
is sometimes referred as the phenomological approach [32]. A more rigorous macroscopic
approach is start with the full description of the model at the scale of the heterogeneities
(i.e., equations (1.1) and (1.2)) and ‘upscale’ using homogenization [27] to derive the
macroscopic equation. The basic idea is to replace the actual geometry (Figure 1) with
a periodic idealised geometry (Figure 2a) and then derive a macroscopic equation (homo-
geneous medium) in the limit as the heterogeneities (i.e., size of the period) tend to zero
(Figure 2b). The classical upscaled model for diffusion-based transport takes the form of
a diffusion equation with effective parameters, where the effective diffusivity is defined in
terms of the solution of an elliptic equation on the period subject to periodic boundary
conditions [23]. For Richards’ equation, a macroscopic (upscaled) model taking this form
was derived by Lewandowska and Laurent [18] (see Section 3.1).
An obvious shortcoming of the macroscopic approach is the requirement that an equivalent
homogeneous medium exists [3]. When the conductivity of the two soils differ by several
orders of magnitude such a medium may not exist and the use of a macroscopic model
may be inadequate [32]. To see why, consider the periodic medium given in Figure 2,
where Ωa is macroscopically connected and Ωb comprises disconnected circular inclusions.
We note that such a medium is sometimes called a totally fissured medium [16]. Assuming
that the conductivity of soil a is much larger than that of soil b (Ka ≫ Kb), a typical two-
scale phenomenon occurs: the flow in Ωa is rapid and quickly surrounds the disconnected
inclusions before slowly infiltrating them. Within each period, the distribution of water
takes a long time to reach equilibrium and the macroscopic equation (1.3) cannot account
for the delay in infiltration [16].
One approach to account for non-equilibrium effects, is to associate the macroscopic flow
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Figure 2: Homogenization process: Replacing the periodic heterogeneous geometry by a fictitious homo-
geneous geometry in the limit as the heterogeneities tend to zero.
with the highly conductive sub-domain and assume the less conductive domain acts only as
a source/sink term at the macroscopic level [37]. For a domain consisting of two interwoven
sub-domains (sometimes called a partially fissured medium [16]), where both Ωa and Ωb
are macroscopically connected (note that such a configuration is only possible in three
dimensions), often a parallel flow model is used:
∂
∂t
[θa(ha)] +∇x · (−Ka(ha)∇x(ha + x2)) + Q
εa
= 0 , x ∈ Ω ,
∂
∂t
[θb(hb)] +∇x · (−Kb(hb)∇x(hb + x2))− Q
εb
= 0 , x ∈ Ω .
In this case, the flow in both soils are characterised by their own macroscopic equation and
the transfer of water described by an empirical coupling source/sink term Q. The parallel
flow model can also be modified for the totally fissured case by setting Kb = 0 (i.e., the
inclusions do not participate in the macroscopic flow because they are disconnected) [8],
which produces a first order kinetic model [15, §9.2.1]/ Parallel flow models have appeared
in a number of papers, including those by Gerke and van Genuchten [12] and Simunek
et al. [29].
A clear limitation of the parallel flow model is that it suppresses essential information on
the geometry of the medium, in particular, the geometry of the soil interface, where the
coupling occurs, is completely neglected. These limitations motivated the introduction of
two-scale models (often called double porosity [1, 2] or distributed microstructure [8, 9, 28,
23] models). In addition to an effective macroscopic equation, these models include, at each
point in the macroscopic domain, an additional equation at the scale of the heterogeneities
(microscopic scale). Coupling between scales is achieved by imposing the macroscopic
value via a Dirichlet boundary condition on the interface (boundary of the micro-scale
domain) and the average flux across the interface as a source term at the macroscopic
level (see Section 3.2). More recent developments include using a linear approximation of
the macroscopic variable on the interface to account for the macroscopic gradient [8, 9, 23]
and an extension of the model to partially fissured media, where an additional macroscopic
equation is used to account for the macroscopic flow of the second connected sub-domain
([15, §9.3.2] and [16]). We note that these papers have mostly been theoretical in nature,
however, some numerical results have been given (e.g., [15, Ch. 10]).
A two-scale Richards’ equation model of distributed microstructure type for totally fis-
sured media was derived by Lewandowska et al. [19]. Since then, numerical results for
macroscopically one and two dimensional problems have been given for simple geometries
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only, including circular [32], rectangular [30, 33], spherical [34] and staggered rectangular
shaped inclusions [33]. For circles and spheres, the microscopic equation reduces to a one
dimensional problem. For other simple inclusion geometries (e.g. rectangular inclusions),
where the problem is microscopically two-dimensional, these papers employ a one dimen-
sional numerical approximation to the microscopic equation (using the method proposed
by Pruess and Narasimhan [24]), which while reducing simulation times, sacrifices the true
two dimensional distribution of water at the microscopic scale and overestimates the water
infiltration into the inclusions by as much as 5% over a 25 hour simulation [33]. The one
dimensional approximation is also only possible if gravity is neglected at the microscopic
scale, the inclusion geometries are no more complex than a rectangle [33] and the micro-
scopic boundary condition is constant (e.g. it cannot vary according to the macroscopic
gradient).
In this report, we apply the two-scale model of Szymkiewicz and Lewandowska [32] to a
macroscopically two-dimensional problem. Numerical results comparing the performance
of the model to a classical macroscopic model with effective/homogenised conductivity
are given in Section 7.4. Our contribution to the literature lies mainly in advancing the
computational techniques used in the collection of papers by Lewandowska, Szymkiewicz
and co-authors [30, 33, 34, 32]. In particular, we use an unstructured control volume finite
element method that allows for irregular shaped two dimensional inclusions (see Sections
4.1), provide a MATLAB code for performing image-based meshing for irregular-shaped
two-dimensional inclusions (see Section 5) and outline an exponential time integration
scheme that permits both scales to be resolved simultaneously in a completely coupled
manner (see Section 6). In following section, we discuss the Richards’ equation model for
a two-soil medium in greater detail.
2 Richards’ equation for a two-soil medium
Soil in an unsaturated state is composed of three separate phases: a solid phase (soil
grain) and two fluid phases (air and water) that completely fill the void (or pore) space.
Assuming that the grain is rigid, the flow is isothermal, the two fluids are immiscible
and the fluxes are given by Darcy’s law, a two-equation model, representing the mass
conversation of air and water, can be written down (see, e.g., [30, §2.2]):
ϕ
∂
∂t
(
ρaSa
)
+∇x · [−ρaλa∇x (Pa − ρagxd)] = 0 , x ∈ Ω , (2.1)
ϕ
∂
∂t
(
ρwSw
)
+∇x · [−ρwλw∇x (Pw − ρwgxd)] = 0 , x ∈ Ω . (2.2)
In the above equations, ϕ [−] is the porosity, Si [−] is the fluid saturation, ρi [ML−3] is the
fluid density, λi is the fluid mobility [L3TM−1], Pi [ML−1T−2] is the fluid pressure and g
[LT−2] is the acceleration due to gravity. The water pressure is less than the air pressure
and the capillary pressure represents this difference: Pc = Pa − Pw. Further assuming
constant air pressure (equal to the atmospheric value) and neglecting the compressibility
of water, equation (2.2) simplifies to Richards’ equation (1.1), where
h = Pc
ρwg
, θ = ϕSw , K = λwρwg .
To close the model, the moisture content θ and hydraulic conductivity K are assumed to
be functions of h. We will employ the popular van Genuchten [36] model, however, many
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other expressions for these functions exist (see [30, §2.2.3] for a review). For a two-soil
medium, where we have the discontinuities (1.2), the hydraulic functions for each soil
i = a, b are defined as:
θi(h) = θr,i +
(
θs,i − θr,i
)
Se(h) , (2.3a)
Ki(h) = Ksat,iSe(h)1/2
[
1− (1− Se(h)1/mi)mi]2 , (2.3b)
where Se is the effective saturation defined as
Se(h) = (1 + (−αih)ni)−mi , (2.3c)
mi = 1 − 1/ni (Mualem’s hypothesis [22]) and the constants θr,i, θs,i, αi, ni and Ksat,i
characterise the hydraulic properties of soil i: θr,i and θs,i are the residual and saturated
values of the moisture content (minimum and maximum values, respectively), αi is related
to the pore density maximum, ni is related to the pore size distribution and Ksat,i is the
saturated hydraulic conductivity (Ki(h) = Ksat,i when Se = 1) [10]. The parameters are
identified by fitting the curves (2.3) to measured data (in a least squares sense) [10] and
can vary significantly between soils (e.g., the saturated conductivity of sand is roughly a
factor of 100 times greater than that of clay [30, §2.2.3]).
We will complement Richards’ equation (1.1) with the following initial and boundary
conditions
h− h0(x) = 0 , x ∈ Ω , t = 0 , (2.4a)
K(h)∇x
(
h+ x2
) · nΩ − γ(x) = 0 , x ∈ ∂Ω , t > 0 , (2.4b)
where nΩ is the unit vector normal to ∂Ω directed outward from Ω and γ : x ∈ ∂Ω → R
controls the influx of water at the boundary. In the next section, we discuss a macroscopic
and two-scale model for Richards’ equation in a two-soil medium.
3 Models obtained by homogenization
The microscopic scale is introduced into the formulation by assuming that at each point
x ∈ Ω, there exists a representative elementary volume (REV) or micro-cell Ωx whose
geometry is representative of the soil heterogeneity at the point x (see Figure 3). In the
following sections, we assume that the ratio of the characteristic length of Ωx, denoted by
l, to the characteristic length of Ω, denoted by L, is small, that is,
ε = l
L
≪ 1 . (3.1)
This assumption, which is known as separation of scales [4, 30], is necessary for applying
the homogenization method since asymptotic expansions in the variable ε are assumed.
Note that if the condition (3.1) doesn’t hold then it is likely that a numerical solution to
the full heterogeneous problem (1.1)–(1.2) is computationally practical.
Before we proceed, some further notation and assumptions are introduced. We will assume
that each cell Ωx = [0, a1] × [0, a2] is an open rectangle in R2 with boundary ∂Ωx and
further assume, for simplicity, that a1 and a2 are independent of x. The sub-domains of
Ωx occupied by soil a and soil b are denoted by Ωx,a = Ωx ∩ Ωa and Ωx,b = Ωx ∩ Ωb,
respectively. Furthermore, we let Γx denote the interface between soil a and soil b within
Ωx. The coordinate variable y = (y1, y2) ∈ Ωx is defined on each cell Ωx, under the
assumption that the axial directions y1 and y2 align with x1 and x2 respectively.
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Figure 3: Separation of scales.
3.1 Macroscopic model
The classical macroscopic model [18] is given by:
∂
∂t
[
θeff(h,x)
]
+∇x ·
[−Keff(h,x)∇x(h+ x2)] = 0 , x ∈ Ω , t > 0 , (3.2)
h(x)− h0(x) = 0 , x ∈ Ω , t = 0 , (3.3)
Keff(h,x)∇x
(
h+ x2
) · nΩ − γ(x) = 0 , x ∈ ∂Ω , t > 0 , (3.4)
where the effective moisture content is given by
θeff(h,x) =
|Ωx,a|
|Ωx| θa(h) +
|Ωx,b|
|Ωx| θb(h) . (3.5)
The effective hydraulic conductivity Keff(h) ∈ R2×2 is a matrix with jth column equal to[
Keff(h,x)
]
∗j
= 1|Ωx|
∫
Ωx
K(h,y)∇y (uj + yj) dy , (3.6)
where
K(h,y) =
{
Ka(h) if y ∈ Ωx,a
Kb(h) if y ∈ Ωx,b ,
(3.7)
and uj ≡ uj(y) is the solution of the periodic cell problem:
∇y · (K(h,y)∇y (uj + yj)) = 0 , y ∈ Ωx , (3.8a)
uj is Ωx–periodic , (3.8b)
1
|Ωx|
∫
Ωx
uj dy = 0 , (3.8c)
The solution of (3.8a)–(3.8b) is unique only up to an additive constant [4], however, any
of these solutions will do as only the gradient of uj is required in the definition of the
effective conductivity (3.6). Nevertheless, to obtain a unique solution we follow the usual
approach [32] of pairing the equations with the zero mean constraint (3.8c).
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Remarks.
(i) For some simple geometries exact solution to the cell problem (3.8) are possible. For
example, for a perfectly layered heterogeneous medium in R2 with layers parallel to
the y1 direction, we have the well-known results [31]
Keff(h,x) =
[
KA 0
0 KH
]
,
where KA and KH are the arithmetic and harmonic means defined over Ωx:
KA = |Ωx,a||Ωx| Ka(h) +
|Ωx,b|
|Ωx| Kb(h) ,
KH = Ka(h)Kb(h)|Ωx|
Kb(h)|Ωx,a|+Ka(h)|Ωx,b| .
In general, however, the solution of (3.8) has to be performed numerically.
(ii) The diagonal entries of Keff are bounded above and below by the arithmetic and
harmonic means, respectively [4, 20, 31]. This means that the layered case in (i)
represents the largest possible orthotropic ratio.
(iii) Keff(h) is symmetric and positive definite for any configuration of Ωx [4]. [15, Prop.
3.2, Chap. 1] (see Mei [21] for a proof).
(iv) The fictitious homogeneous medium described by the macroscopic equation (3.2) is
orthotropic (i.e., Keff is diagonal) for configurations of Ωx that have two lines of
symmetry (y1 = a1/2 and y2 = a2/2), isotropic (Keff = Keff(h)I) if Ωx is also
symmetric about the diagonals (y2 = y1 and y2 = −y1) and anisotropic for all other
configurations [4, 30].
The macroscopic (upscaled) model (3.2)–(3.8) takes the classical form obtained by applying
homogenization via formal asymptotic expansion to a diffusion-type equation [23]. The
starting point for the homogenization method is the so-called transmission form of (1.1)–
(1.2) (without gravity):
∂
∂t
[
θa(ha)
]
+∇x ·
[−Ka(ha)∇xha] = 0 , x ∈ Ωa , (3.9a)
∂
∂t
[
θb(hb)
]
+∇x ·
[−Kb(hb)∇xhb] = 0 , x ∈ Ωb , (3.9b)
ha − hb = 0 , x ∈ Γ , (3.9c)
[Ka(ha)∇xha −Kb(hb)∇xhb] · na = 0 , x ∈ Γ , (3.9d)
which highlights the discontinuity of θ(h) andK(h) as well as the continuity of the pressure
head and flux at the soil interface Γ. In the above equations, ha ≡ ha(x, t) and hb ≡ hb(x, t)
denote the pressure head in the two soils and na is the unit vector normal to Γ directed
outward form Ωa.
Recall that the main assumption in the derivation (along with the separation of scales
condition (3.1)) is that Ω is periodic. We will denote the period by Y so that Ω takes
the form of a periodic tessellation of copies Y . The homogenization theory begins by
introducing the following asymptotic expansions of the solution into (3.9a)–(3.9d):
ha(x,y, t) = h(0)a + εh(1)a + ε2h(2)a + . . . , x ∈ Ωa , y ∈ Ya , (3.10)
hb(x,y, t) = h(0)b + εh
(1)
b + ε
2h
(2)
b + . . . , x ∈ Ωb , y ∈ Yb , (3.11)
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where y = ε−1x and the functions h(i)a ≡ h(i)a (x,y, t) and h(i)b ≡ h(i)b (x,y, t) are periodic
with period Y . Assuming all variables are O(1), matching coefficients of ε−2 in (3.9a) and
(3.9b), coefficients of ε0 in (3.9c) and coefficients of ε−1 in (3.9d) leads to the following
boundary value problem:
∇y ·
[−Ka(h(0)a )∇yh(0)a ] = 0 , y ∈ Ya (3.12a)
∇y ·
[−Kb(h(0)b )∇yh(0)b ] = 0 , y ∈ Yb (3.12b)
h(0)a − h(0)b = 0 , y ∈ Γ (3.12c)[
Ka(h(0)a )∇yh(0)a −Kb(h(0)b )∇yh(0)b
]
· na = 0 , y ∈ Γ (3.12d)
It can be shown that the solution of (3.12) is a constant field over Y , that is, h(0)a (x,y, t) =
h
(0)
b (x,y, t) = h(0)(x, t) [18], which is independent of y. Matching coefficients of higher
powers of ε leads to additional boundary value problems on Ωx and eventually an upscaled
model where the effective conductivity is defined in terms of a solution of a periodic cell
problem on the period Y . The upscaled model (3.2)–(3.8), which is satisfied by h(0)(x, t)
[18], is a natural extension of such a model that allows the micro-cell to vary in space.
Note that h(x, t) = h(0)(x, t) only as ε→ 0 and that in general h(x, t) = h(0)(x, t)+O(ε).
This means that the solution of (3.2)–(3.8) is an approximation to the solution of (3.9)
with error O(ε) [4], which reinforces the need for the separation of scales condition (3.1).
Remark.
The upscaled model is derived by Lewandowska and Laurent [18, §7] using the physical
homogenization method popularised by Auriault [3], where non-dimensionalisation of the
governing equations (3.9) is performed prior to the introduction of the asymptotic ex-
pansions with estimation of dimensional numbers assessed against the small parameter
ε. After some assumptions on the size of the dimensional quantities, they conclude that
(3.2)–(3.8) is valid for Kb/Ka = O(1).
3.2 Two-scale model
The two-scale model of Lewandowska et al. [19] consists of a upscaled equation for the
macroscopic flow:
∂
∂t
[
θeff(ha,x)
]
+∇x ·
[−Keff(ha,x)∇x(ha + x2)] = Q , x ∈ Ω , (3.13a)
coupled with a microscopic equation at each x ∈ Ω governing the flow in Ωx,b:
∂
∂t
[
θb(hb)
]
+∇y ·
[−Kb(hb)∇yhb] = 0 , y ∈ Ωx,b . (3.13b)
Equality of the macroscopic and microscopic pressure head values is imposed at the soil
interface
hb(y, t) = ha(x, t) , y ∈ Γx . (3.13c)
The source term Q quantifies the change in moisture content in Ωx,b scaled by the area of
Ωx
Q = − 1|Ωx|
∂
∂t
∫
Ωx,b
θb(hb) dy , (3.13d)
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or, equivalently, the amount of fluid flux across the interface (from Ωx,b to Ωx,a) scaled by
the area of Ωx
Q = 1|Ωx|
∫
Γx
−Kb(hb)∇yhb · nx,b ds , (3.13e)
where nx,b is the unit vector normal to Γx directed outward from Ωx,b. The effective
moisture content differs from (3.5) in that it is defined only over Ωx,a
θeff(ha,x) =
|Ωx,a|
|Ωx| θa(ha) . (3.14)
The effective hydraulic conductivity is as defined in (3.5)–(3.8). The macroscopic initial
and boundary conditions are unmodified from (3.3) and (3.4). On the microscopic scale,
initially the pressure head distribution is constant and matches the initial macroscopic
value for each x ∈ Ω:
hb(y, 0)− h0(x) = 0 , y ∈ Ωx,b , (3.15)
Note that the two-scale model is fully coupled with coupling occurring in both directions:
the macroscopic equation features the source term Q calculated from the microscopic
variable hb and the microscopic equation contains the boundary condition in which the
macroscopic variable ha appears. Only soil a participates in the macroscopic flow because
only Ωa is connected. This model represents a significant increase in complexity on the
macroscopic model in Section 3.1: for every x ∈ Ω the solution of a separate partial
differential equation is required. The system (3.13) is the unified model for bimodal porous
media given by Szymkiewicz and Lewandowska [32] and comprises a model of distributed
microstructure [8, 9, 28, 23] or double porosity [1, 2] type.
As an alternative to the microscopic boundary condition at the soil interface (3.13c), we
also allow for the microscopic value to vary linearly according to the macroscopic gradient:
hb(y, t) = ha(x, t) + (∇xha) · (y − yc) , y ∈ Γx , (3.16)
where yc = 12(a1, a2) is the centre of the micro-cell Ωx. The boundary condition (3.16)
accounts for the macroscopic gradient at the microscopic scale and was presented by
Showalter [15, §9.3.2] for partially fissured media. We, however, do not include the diver-
gence of the microscopic flux in the source term Q (as suggested by the author), which
accounts for the “secondary flux” flowing through the cell structure.
The derivation of the two-scale model occurs via substitution of the asymptotic expansions
(3.10) into the ε2-scaled equations [23]
∂
∂t
[
θa(ha)
]
+∇x ·
[−Ka(ha)∇xha] = 0 , x ∈ Ωa (3.17a)
∂
∂t
[
θb(hb)
]
+∇x ·
[−ε2Kb(hb)∇xhb] = 0 , x ∈ Ωb (3.17b)
ha − hb = 0 , x ∈ Γ (3.17c)[
Ka(ha)∇xha − ε2Kb(hb)∇xhb
]
· na = 0 , x ∈ Γ (3.17d)
where all variables are assume to be O(1) (i.e., independent of ε). The ε2 scaling is
well known to lead to an upscaled model in which a non-equilibrium can exist within
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Y . Matching coefficients of ε−2 in (3.17a) and coefficients of ε−1 in (3.17d) produces the
following boundary value problem for h(0)a :
∇y ·
[−Ka(h(0)a )∇yh(0)a ] = 0 , y ∈ Ya (3.18a)
Ka(h(0)a )∇yh(0)a · na = 0 , y ∈ Γ (3.18b)
The solution of (3.18) is a constant over Y , that is, h(0)a (x,y, t) = h(0)a (x, t) is independent
of y and therefore a macroscopic variable. Matching coefficients of ε0 in (3.17b) and
(3.17d) produces the following boundary value problem for h(0)b :
∂
∂t
[
θb(h(0)b )
]
+∇y ·
[−Kb(h(0)b )∇yh(0)b ] = 0 , y ∈ Yb (3.19a)
h(0)a − h(0)b = 0 , y ∈ Γ (3.19b)
Since h(0)b is not a constant over Ωx it is not a macroscopic variable. Repeating this
process with higher powers of ε leads to boundary value problems for h(1)a and h(2)a over
Y , which eventually leads to a two-scale model. Again, the two-scale model (3.2) is an
extension to a micro-cell varying in space. Both (3.13a) and (3.13b) are satisfied by the
leading order terms h(0)a (x, t) and h(0)b (x,y, t) only, meaning that the solution of (3.13) is
an approximation to the solution of (3.9) with error O(ε).
Remark.
The asymptotic analysis stated above actually defines the effective hydraulic conductivity
as [
Keff(ha,x)
]
∗j
= 1|Ωx,a|
∫
Ωx,a
Ka(ha)∇y (uj + yj) dy , (3.20)
where uj ≡ uj(y) is solution of the boundary value problem
∇y · (−Ka(h)∇y (uj + yj)) = 0 , y ∈ Ωx,a , (3.21a)
(−Ka(ha)∇y(uj + yj)) · nx,a = 0 , y ∈ Γx , (3.21b)
1
|Ωx|
∫
Ωx
uj dy = 0 , (3.21c)
This form of the effective parameter when paired with the upscaled equation (3.2) corre-
sponds to the classical obstacle problem, whereKb(hb) is assumed negligible (flow bypasses
Ωb, which is assumed impermeable). This definition works fine provided that Ωx,a is con-
nected. Otherwise Keff(h) = 0 (uj = −yj), which gives no macroscopic flow. Note that
in R2 it is possible for Ωa to be connected and Ωx,a to be disconnected. It is therefore
better to define the effective hydraulic conductivity over the entire cell Ωx as is done in
equations (3.6) and (3.8).
4 Spatial discretisation using the control volume finite ele-
ment
In this section, we present numerical solution strategies for the two-scale (Section 3.2)
and macroscopic (Section 3.1) models using a vertex-centered control volume finite ele-
ment (CVFE) method. The three basic principles being that the discrete unknowns are
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positioned at the vertices in the mesh, control volumes are formed around each node by
connecting the centroid of each element to the midpoint of its edges and finite element
shape functions are used for flux approximation at control volume edges. Separate formu-
lations for the two definitions of the source term, given in equations (3.13d) and (3.13e),
are presented.
4.1 Two-scale model
We consider a triangulation of the macroscopic domain Ω consisting of N nodes located
at the coordinates xi (i = 1, . . . , N) and assign to each of these nodes a micro-cell Ωxi
(see Figure 4). The corresponding microscopic domains Ωxi,b (soil b component of micro-
cell Ωxi) are also meshed using triangular elements and are assumed to consist of Ni
nodes located at the coordinates yi,1, . . . ,yi,Ni . Note that it is impossible for triangle
edges to perfectly align with curved boundaries and interfaces. The interface Γxi in the
microscopic mesh and the boundary ∂Ω in the macroscopic mesh are approximated by
polygonal curves, which we will denote by Γ˜xi and ∂Ω˜ respectively, consisting of a number
of line segments. The regions bounded by these polygonal curves will be denoted by
Ω˜xi,b and Ω˜. In the working that follows, we adopt the following notation. The control
volume for an arbitrary macroscopic node i is denoted by Vi and the control volume for
an arbitrary microscopic node j (associated with macroscopic node i) is denoted by Vi,j .
The symbol σ will be used to denote an arbitrary edge at both scales (see Figure 4). The
macroscopic and microscopic discrete unknowns are labelled ha,i and hb,i,j , respectively.
Microscopic mesh Macroscopic mesh
Microscopic control volume (Vi;j)
yi;j
ni;j;
Macroscopic control volume (Vi)
xi

ni;
Figure 4: Macroscopic mesh consisting of triangular elements each with a unique micro-cell.
Following the usual control volume theory, the macroscopic equation (3.13a) is integrated
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over Vi to give
d
dt
∫
Vi
θeff(ha,x) dx =
∑
σ∈Ei
∫
σ
Keff(ha,x)∇x(h+ x2) · ni,σ ds+
∫
Vi
Q(x) dx , (4.1)
where Ei is the set of edges that make up the boundary of Vi and ni,σ is the unit vector nor-
mal to edge σ directed outward from macroscopic node i (see Figure 4). We approximate
the first integral on the right-hand side of equation (4.1) by the following quantity:
Fi,σ =

|σ|
(
N∑
k=1
Keff(ha,k,xk)ψk(xσ)
)(
N∑
k=1
ha,k(∇xψk)(xσ) + e2
)
· ni,σ if σ ⊂ Ω˜
−|σ|γ(xσ) if σ ⊂ ∂Ω˜ ,
where xσ is the midpoint of edge σ. For each macroscopic node i, the function ψi(x) is
defined as the unique piecewise linear function (piecewise on the triangular elements) that
takes the value one at node i (x = xi) and zero elsewhere, that is,
ψi(xj) = δij =
{
1 if i = j
0 if i ̸= j . (4.2)
Note that ψi(x) vanishes over all elements that do not contain i as a vertex and that the
gradient (∇xψi)(x) is piecewise constant and not defined at the vertices or edges of the
triangles. The functions (4.2) provide a convenient way to write down a global represen-
tation of the numerical flux at edges. For each edge σ, the form of the approximation is
equivalent to a linear finite element shape function strategy.
The microscopic equation (3.13b) is integrated over the control volume Vi,j to give
d
dt
∫
Vi,j
θb(hb) dy =
∑
σ∈Ei,j
∫
σ
Kb(hb)∇yhb · ni,j,σ ds , (4.3)
where Ei,j is the set of edges that make up the boundary of Vi,j and ni,j,σ is the unit
vector normal to edge σ directed outward from microscopic node i, j (see Figure 4). We
approximate the integrals on the left and right hand sides of equation (4.3) by the following
quantities, respectively:
Ψi,j = |Vi,j |θb(hb,i,j) ,
Fi,j,σ = |σ|
 Ni∑
k=1
Kb(hb,i,k)ψi,k(yσ)
 Ni∑
k=1
hb,i,k(∇xψi,k)(yσ)
 · ni,j,σ ,
where yσ denotes the coordinates of the midpoint of edge σ. We have obtained Ψi,j by
employing the usual quadrature approximation: evaluate the integrand at the node and
multiply by the area of the control volume. The function ψi,j(y) is defined as the unique
piecewise linear function (piecewise on the triangular elements) satisfying ψi,j(yi,k) = δjk.
The discrete values of hb located on the interface Γxi do not enter our solution procedure as
unknowns since their values at each point in time are known from the Dirichlet boundary
conditions (3.13c) or (3.16). We assume that there are Bi boundary nodes and Di interior
nodes and label them b1, . . . , bBi and d1, . . . , dDi , respectively. Equation (4.1) is therefore
written down only for j = d1, . . . , dDi . For each macroscopic node i, the microscopic
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discrete values of hb along the interface are computed using the following discretisation of
the equation (3.13c):
hb,i,j = ha,i , (4.4)
for all j = b1, . . . , bBi , or the following discretisation of equation (3.16):
hb,i,j = ha,i + α
 1
|Vi|
∑
σ∈Ei
(
N∑
k=1
ha,kψk(xσ)
)
ni,σ
 · (yi,j − yc) , (4.5)
for all j = b1, . . . , bBi . Since the gradient of ψi(x) isn’t defined at xi, we have used the
following approximation:
(∇xha)(xi) ≈ 1|Vi|
∑
σ∈Ei
(
N∑
k=1
ha,kψk(xσ)
)
ni,σ , (4.6)
in equation (4.5), which arises from the result that∫
Vi
∇xha dx =
∑
σ∈Ei
∫
σ
hani,σ ds . (4.7)
For the macroscopic equation, the discretisation of the second term on the right hand side
of equation (4.1) depends on which definition of the source term is used:
Case 1. Consider the source term defined according to definition (3.13d). In this case,
the second term on the right hand side of equations (4.1) contains a time derivative, which
we combine with the time derivative on the left-hand side as follows:
d
dt
∫
Vi
[
θeff(ha,x) +
1
|Ωx|
∫
Ωx,b
θb(hb) dy
]
dx =
∑
σ∈Ei
∫
σ
Keff(ha,x)∇x(h+ x2) · ni,σ ds ,
The integral over Vi on the left-hand side of the above equation is then approximated by
the following quantity:
Ψi =
|Vi|
|Ωxi |
|Ωxi,a|θa(ha,i) + Ni∑
j=1
θb(hb,i,j)|Vi,j |
 . (4.8)
To obtain this approximation we have evaluated the integrand at node i and multiplied
by the area of Vi as follows∫
Vi
[
θeff(ha,x) +
1
|Ωx|
∫
Ωx,b
θb(hb) dy
]
dx ≈ |Vi|
(
θeff(ha,i,xi) +
1
|Ωxi |
∫
Ωxi,b
θb(hb) dy
)
.
Using the definition of the effective moisture content for the two-scale model (equation
(3.14)) and approximating the integral over Ωxi,b using a sum over the control volumes
produces (4.8).
In summary, we have derived the following coupled system of equations:
dΨi,dj
dt
= Gi,j , j = d1, . . . , dDi , (4.9a)
dΨi
dt
= Gi , (4.9b)
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for each macroscopic node i, where
Gi =
∑
σ∈Ei
Fi,σ , and Gi,j =
∑
σ∈Ei,j
Fi,j,σ .
Numerous time integration methods exist that can be applied to the system (4.9) in
its current form (e.g., the backward Euler method or methods based on the backward
differentiation formula). Recall that we would like to use an exponential time integration
scheme. Such schemes require the system to be expressed in the autonomous form:
du
dt
= g(u) , (4.10)
where u is the vector of discrete unknowns. To do this, we apply a chain rule to the
left-hand side of the system (4.9) and then express the system as follows:
d
dt

hb,i,d1
...
hb,i,dDi
ha,i

=

Qi,d1
...
Qi,dDi
Qi

, (4.11)
where we define
Qi,d1
...
Qi,dDi
Qi

=

∂Ψi,d1
∂hb,i,d1
. . .
∂Ψi,d1
∂hb,i,dDi
∂Ψi,d1
∂ha,i
... . . .
...
...
∂Ψi,dDi
∂hb,i,d1
. . .
∂Ψi,dDi
∂hb,i,dDi
∂Ψi,dDi
∂ha,i
∂Ψi
∂hb,i,d1
. . .
∂Ψi
∂hb,i,dDi
∂Ψi
∂ha,i

−1 
Gi,d1
...
Gi,dDi
Gi

. (4.12)
The derivatives in the above equation are computed analytically using the definition of
θa(h) and θb(h) in equation (2.3a). Since Ψi,j is a function of hb,i,j only, we have the
following results
∂Ψi,k
∂hb,i,j
= 0 if j ̸= k , (4.13)
∂Ψi,k
∂ha,i
= 0 for all k = d1, . . . , dDi . (4.14)
It follows that the matrix being inverted in equation (4.12) has the following structure (×
denotes a non-zero entry): 
×
×
. . .
×
× × . . . × ×

Elliot Carr 18
so the product in equation (4.12) can be computed efficiently using backward substitu-
tion. Note that the above formulation is not valid when the discrete values of hb along the
interface are computed using equation (4.5). The presence of the macroscopic gradient
creates additional coupling between macroscopic and microscopic nodes. Since the sum
in equation (4.8) is taken over all microscopic nodes (both boundary and interior nodes)
associated with macroscopic node i, Ψi is a function of not only the macroscopic unknown
ha,i but also the macroscopic unknowns at neighbouring macroscopic nodes. One could ig-
nore this additional coupling and use the formulation above, however, our initial numerical
experiments indicated that this was not a good idea.
Case 2. Consider the source term defined according to definition (3.13e). In this case,
equation (4.1) is rewritten as follows:
d
dt
∫
Vi
θeff(ha,x) dx =
∑
σ∈Ei
∫
σ
Keff(ha,x)∇x(h+ x2) · ni,σ ds
+
∫
Vi
[ 1
|Ωx|
∫
Γx
−Kb(hb)∇yhb · nx,b dy
]
dx , (4.15)
We approximate the first integral on the left-hand side and second term on the right-hand
side of equation (4.15) by the quantities:
Ψi = |Vi|θeff(ha,i,xi) ,
Si = − |Vi||Ωxi |
∑
σ∈Bi
|σ|
 Ni∑
k=1
Kb(hb,i,k)ψi,k(yσ)
 Ni∑
k=1
hb,i,k(∇yψi,k)(yσ,c)
 · ni,j,σ
 ,
where Bi is the set of edges the comprise the interface Γ˜xi . Since ∇yψi,j is not defined
at the edges of the triangles the gradient approximation cannot be evaluated at yσ when
calculating the flux across the interface. The edge σ, however, forms the edge of an
element and it is the centroid of this element (denoted yσ,c) at which the approximation
is performed. In summary, for each macroscopic node i, we have derived a system in the
form of (4.9) where
Gi =
∑
σ∈Ei
Fi,σ + Si , and Gi,j =
∑
σ∈Ei,j
Fi,j,σ
Note that with the source term defined according to equation (3.13e), the additional cou-
pling between macroscopic and microscopic nodes created from the macroscopic gradient
in equation (4.5) presents itself in the term Si defined above, which appears on the right-
hand side of equation (4.9). This approach is applicable for both equations (4.4) and (4.5).
Since Ψi is a function of ha,i and Ψi,j is a function of hb,i,j only we have
∂Ψi
∂hb,i,j
= 0 for all j = 1, . . . , Ni ,
in addition to the results (4.13). It follows that the matrix being inverted in equation
(4.12) is diagonal, so the product is simple to form.
∗ ∗ ∗
Regardless of the approach taken above, we have derived an initial value problem involving
a system of ordinary differential equations in autonomous form (4.10) with the following
properties:
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• The
(
j +
i−1∑
k=1
(Dk + 1)
)
th entries of u and g(u) are equal to hb,i,dj and Qi,dj , re-
spectively, for all j = 1, . . . , Di and i = 1, . . . , N .
• The
(
i∑
k=1
(Dk + 1)
)
th entries of u and g(u) are equal to ha,i and Qi, respectively,
for all i = 1, . . . , N .
• The number of equations/unknowns is equal to N +
N∑
k=1
Dk.
• The initial values are hb,i,dj = ha,i = h0(xi) for all j = 1, . . . , Di and i = 1, . . . , N .
4.2 Macroscopic model
We reuse the notation adopted in the previous section with the exception that the macro-
scopic discrete unknowns are labelled hi, i = 1, . . . , N . The macroscopic (upscaled) equa-
tion (3.2) is integrated over the control volume Vi to give
d
dt
∫
Vi
θeff(h,x) dx =
∑
σ∈Ei
∫
σ
Keff(h,x)∇x(h+ x2) · ni,σ ds . (4.16)
We approximate the integrals on the left and right hand sides of equation (4.16) by the
following quantities, respectively:
Ψi = |Vi|θeff(hi,xi) = |Vi||Ωxi |
(
|Ωxi,a|θa(hi) + |Ωxi,b|θb(hi)
)
,
Fi,σ =

|σ|
(
N∑
k=1
Keff(hk,xk)ψk(xσ)
)(
N∑
k=1
hk(∇xψk)(xσ) + e2
)
· ni,σ if σ ⊂ Ω˜
−|σ|γ(xσ) if σ ⊂ ∂Ω˜ ,
which leads to the following system of discrete equations
dΨi
dt
=
∑
σ∈Ei
Fi,σ , i = 1, . . . , N . (4.17)
Noting that Ψi is a function of hi only, applying a chain rule to the left-hand side of
equation (4.17) we obtain a system of ordinary differential equations in the form of (4.10),
where the ith entry of u is hi and the ith coordinate function of g(u) is given by
gi(u) =
(
∂Ψi
∂hi
)−1 ∑
σ∈Ei
Fi,σ .
The derivative in the above equation is computed analytically using the definitions of the
functions θa(h) and θb(h) in equation (2.3).
4.3 Periodic cell problem
The spatially discrete formulations derived in the previous sections require computation
of the effective conductivity at each of the macroscopic nodes. For macroscopic node k,
Elliot Carr 20
these quantities are denoted Keff(ha,k,xk) and Keff(hk,xk) and appear in the definitions
of the macroscopic numerical flux Fi,σ. Recall, that the effective conductivity Keff(h,x)
is defined in terms of the solution of the periodic problem (3.8) over the cell Ωx. In what
follows, we present a numerical solution strategy for this problem using a vertex-centered
control volume finite element method.
Note that the domain for the periodic problem (unlike the microscopic domain for the
two-scale model) is the full cell Ωx. We consider a triangulation of Ωx consisting of
N nodes located at the coordinates yi, i = 1, . . . , N . As before, the interface Γx will
be approximated by a polygonal curve consisting of a number of line segments. The
approximate soil a and soil b regions in the mesh will be denoted by Ω˜x,a and Ω˜x,b,
respectively. We denote the discrete unknown value of uj at node i by uj,i.
We assume that the mesh is constructed to ensure that nodes located on the east (y1 = 0)
and west boundaries (y1 = a1) are aligned horizontally and nodes located on the south
(y1 = 0) and north boundaries (y2 = a2) are aligned vertically. Using the fact that uj
is periodic on Ωx, the alignment of nodes on opposing boundaries of the cell allows the
solution along the north and east boundaries to be computed from the solution along the
south and west boundaries, respectively:
(i) uj,p = uj,q if p is a north boundary node and q is a south boundary node having
equal y1 coordinates
(ii) uj,p = uj,q if p is a east boundary node and q is a west boundary node having equal
y2 coordinates
In addition, the discrete values of uj at the corner nodes are all equal. We will label
the B nodes located on the north or east boundaries by b1, . . . , bB and the remaining
D = N − B nodes by d1, . . . , dD. The discrete values uj,i (i = b1, . . . , bB) do not enter
our solution procedure as unknowns. Control volumes are constructed only around the
nodes i = d1, . . . , dD and are denoted by Vi. For south and west boundary nodes, however,
these control volumes are periodically extended beyond the domain (see Figure 5). This
periodic extension of the mesh introduces ghost nodes located outside the domain at which
the discrete value of uj is known given the periodicity of uj . For example, the blue nodes
(•) in Figure 5 all have the same value of uj .
The equation (3.8) is integrated over Vi to obtain:∑
σ∈Ei
∫
σ
K(h,y)(∇yuj + ej) · ni,σ ds = 0 , (4.18)
for i = d1, . . . , dD, where Ei is the set of edges that make up the boundary of Vi and ni,σ
is the unit vector normal to edge σ directed outward from node i. Each term in the sum
in the above equation is approximated by the quantity:
Fi,σ =

|σ|Ka(h)
(
D∑
k=1
uj,dk(∇yψdk)(yσ) + ej
)
· ni,σ if σ ⊂ Ω˜x,a
|σ|Kb(h)
(
D∑
k=1
uj,dk(∇yψdk)(yσ) + ej
)
· ni,σ if σ ⊂ Ω˜x,b
(4.19)
where for each node i = d1, . . . , dD, ψi(y) is the unique piecewise linear function (piecewise
on the elements and ghost elements) that is equal to one at node i and zero elsewhere.
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Figure 5: Periodic extension of the mesh beyond the south and west boundaries. Note the alignment of
nodes on opposing boundaries of the cell: the two red nodes (•) are horizontally aligned and the two green
nodes (•) are vertically aligned.
Approximating the integral in the constraint equation (3.8c) using a sum over the control
volumes, we obtain the following overdetermined system of linear equations:∑
σ∈Ei
Fi,σ = 0 , i = d1, . . . , dD , (4.20)
1
|Ωx|
N∑
i=1
uj,i|Vi| = 0 , (4.21)
The solution of this linear system provides the discrete values uj,i (i = d1, . . . , dD), which
are then used to calculate the effective diffusivity via the following discretisation of (3.6)
[
Keff(h,x)
]
∗j
= 1|Ωx|
NE∑
i=1
Qj(yEi) ,
where NE is the number of triangular elements, yEi is the centroid of element Ei and
Qj(y) =

Ka(h)
D∑
k=1
uj,dk(∇yψdk)(y) if y ∈ Ω˜x,a
Kb(h)
D∑
k=1
uj,dk(∇yψdk)(y) if y ∈ Ω˜x,b .
5 Mesh generation of micro-cell geometries
For irregular geometries, we use imaged-based meshing techniques and the finite element
mesh generator GMSH [13] to generate the microscopic meshes from a bitmap image of the
micro-cell. A MATLAB code micro_mesh implementing the mesh generation procedure
is shown in Figure 6. The algorithm is summarised in Figure 7 and in the following steps:
(i) Read bitmap image into MATLAB from graphics file and convert to a binary image
(Line 17).
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1 function [elements ,nodes]=micro_mesh(gmsh_path ,image,name,r,a,b,option)
2 % Image-based 2D triangulation of a two-domain unit cell using GMSH
3 % gmsh_path - file path to gmsh
4 % image - bitmap image of unit cell
5 % name - file name used in GMSH .geo and .msh files
6 % r - prescribed mesh element size for all gmsh 'Points'
7 % a,b - width and height of unit cell
8 % option - 'A' meshes sub-domain A only, 'B' meshes sub-domain B only,
9 % 'AB' meshes full unit cell
10 % elements - M-by-4 matrix, where M is the number of elements. element(i,1:3) indexes
11 % the vertices of element i. element(i,4) gives the location of element i
12 % (1 if sub-domain A, 2 if sub-domain B)
13 % nodes - N-by-3 matrix, where N is the number of nodes. node(i,1:2) gives the
14 % coordinates of node i and node(i,3) specfies type (-1 if interface
15 % node and 0 otherwise)
16
17 I=imread(image); BW=im2bw(I,graythresh(I)); % Convert to a binary image
18 % Identify the coordinates of the boundary pixels of the inclusions
19 B=bwboundaries(BW); [m,n]=size(BW); p=length(B)-1; x=cell(p,1); y=x;
20 for k=1:p, x{k}=a*(B{k+1}(:,2))/m; y{k}=b*(n-B{k+1}(:,1))/n; end
21 fid=fopen([name,'.geo'],'w'); % Create gmsh .geo file
22 fprintf(fid,'r=%g;\n a=%g;\n b=%g;\n',r,a,b);
23 fprintf(fid,'Point(1)={0,0,0,r};\n Point(2)={a,0,0,r};\n');
24 fprintf(fid,'Point(3)={a,b,0,r};\n Point(4)={0,b,0,r};\n');
25 fprintf(fid,'Line(1)={1,2};\n Line(2)={2,3};\n Line(3)={3,4};\n Line(4)={4,1};\n');
26 pts=4;
27 for k=1:p
28 spt=pts+1;
29 for i=1:length(x{k})
30 pts=pts+1; fprintf(fid,'Point(%i)={%g,%g,0,r};\n',pts,x{k}(i),y{k}(i));
31 end
32 ept=pts; fprintf(fid,'BSpline(%i)={',k+4);
33 for i=ept:-1:spt, fprintf(fid,'%i, ',i); end; fprintf(fid,'%i};\n',ept);
34 end
35 fprintf(fid,'Line Loop(1)={1,2,3,4};\n');
36 for k=1:p, fprintf(fid,'Line Loop(%i)={%i};\n',k+1,k+4); end
37 for k=1:p, fprintf(fid,'Plane Surface(%i)={%i};\n',k+1,k+1); end
38 if strcmp(option,'AB') || strcmp(option,'A') % Soil A sub-domain
39 fprintf(fid,'Plane Surface(1)={1');
40 for k=1:p, fprintf(fid,', %i', k+1); end; fprintf(fid,'};\n');
41 fprintf(fid,'Physical Surface(1)={1};\n');
42 end
43 if strcmp(option,'AB') || strcmp(option,'B') % Soil B sub-domain
44 fprintf(fid,'Physical Surface(2)={2');
45 for k=2:p, fprintf(fid,', %i', k+1); end; fprintf(fid,'};\n');
46 end
47 fprintf(fid,'Physical Line(99)={5'); for k=2:p, fprintf(fid,', %i', k+4); end
48 fprintf(fid,'};'); fclose(fid);
49 system([gmsh_path ,' ',name,'.geo -2']); % Call gmsh and perform meshing
50 fid=fopen([name,'.msh'], 'r'); % Read gmsh .msh file
51 while true
52 tline=fgetl(fid); if ~ischar(tline), break, end
53 switch tline
54 case '$Nodes'
55 tline=fgetl(fid); N=sscanf(tline,'%g'); nodes=zeros(N,3);
56 for i=1:N, tline=fgetl(fid); nodes(i,1:2)=sscanf(tline,'%*g %g %g'); end
57 case '$Elements'
58 tline=fgetl(fid); if ~ischar(tline), break, end
59 M=0; no_objects=sscanf(tline,'%g'); elements=[];
60 for i=1:no_objects
61 tline=fgetl(fid); type=sscanf(tline,'%g %g %g %g %g %g %g %g')';
62 if type(2)==2, M=M+1; elements(M,1:4)=[type(6:8),type(4)]; end
63 if type(4)==99, nodes(type(6:7),3)=-1; end
64 end
65 end
66 end
67 fclose(fid);
Figure 6: MATLAB function for performin image-based 2D triangulation of a two-domain unit cell using
GMSH.
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(a) Original .bmp image (b) Binary image (c) Edge detection
(d) option = 'AB' (e) option = 'A' (f) option = 'B'
Figure 7: Mesh generation procedure using the MATLAB function micro mesh shown in Figure 6 with
r = 0.05, a = 1 and b = 1. Legend: Interface nodes (•), sub-domain corresponding to soil A (),
sub-domain corresponding to soil B ().
(ii) Use the MATLAB function bwboundaries to identify the coordinates of the bound-
ary pixels of the inclusions. The function returns a cell array B of length p+1, where
p is the number of inclusions. For the kth inclusion, the (k+1)th cell of B is a matrix
containing the row and column coordinates of the boundary pixels of the inclusion
(Line 19).
(iii) Scale coordinates of the boundary pixels to the cell size (Line 20).
(iv) Create a GMSH .geo file that defines the geometry of the domain. Boundary points
of the inclusions are defined as points in GMSH (using the Point command) and
B-splines curves are created that trace the inclusion boundaries (using the BSpline
command) (Lines 21–48).
(v) Run GMSH in ‘batch-mode’ from within MATLAB to mesh the geometry (Line 49).
(vi) Read .msh file into MATLAB and build element and node matrices (Lines 50–67).
The code accommodates both the microscopic domain for the two-scale model Ωx,b
(option = 'B') or the domain for the periodic cell problem Ωx (option = 'AB'). We
note that that our code will not work if Ωx,b overlaps the boundary of the micro-cell Ωx,
that is, the inclusions have to be interior to the cell.
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6 Time discretisation using the exponential Rosenbrock-
Euler method
The current state-of-the-art computational techniques for solving the two-scale model
employ a backward Euler time discretisation and a Newton method to solve the resulting
system of nonlinear equations [30]. To avoid a large coefficient matrix in Newton’s method
the macroscopic and microscopic equations are also decoupled [34], which sacrifices the
true two-way coupling that is embedded within the model. As previously mentioned,
we will use an exponential integrator to perform the temporal discretisation of (4.10).
The main attraction of exponential integrators over standard implicit integrators (e.g.,
the backward Euler method) is that Krylov subspace methods for approximating matrix-
function vector products involving the exponential function converge rapidly. This means
that the integrators can be implemented efficiently without the computational overhead
associated with preconditioning, which in many cases requires factorisation and storage of
all or part of the large sparse Jacobian matrix. For this reason, exponential integrators are
ideal for large problems arising from two-scale simulations. In particular, we employ the
exponential Rosenbrock-Euler method [14] with the step-size control strategy proposed by
Carr et al. [5], which has performed well in recent case studies involving wood drying [6, 7]
and unsaturated water flow [5].
To solve the system of ordinary differential equations (4.10) numerically, the exponential
Rosenbrock-Euler method relates the solutions at t = tn (denoted by un) and t = tn+1
(denoted by un+1) via the relation:
un+1 = un + τnφ(τnJ(un))g(un) , (6.1)
where τn = tn+1 − tn is the step size, J is the Jacobian matrix of g(u) and φ(z) =
(ez − 1)/z. The formula is derived by approximating g(u) by the first two terms of its
Taylor polynomial and then solving the resulting linear system of differential equations
exactly (see, e.g., [5]). An important observation is that the scheme (6.1) is explicit, that
is, un+1 is defined explicitly in terms of un, so there is no nonlinear or linear system of
equations to solve. Instead the matrix-function vector product φ(τnJ(un))g(un) needs to
be computed at each step, which we do using Krylov subspaces as described in previous
work [5, 7]. Our method requires only matrix-vector products with J , which are computed
using a finite difference approximation involving evaluations of g(u) [17, §3.2.1]. The step
size τn is varied adaptively throughout the simulation using local error estimation [5].
7 Results
In this section, we present numerical simulation results for the two-scale and macroscopic
(upscaled) models applied to a two-dimensional problem. All simulations are performed
for a micro-cell configuration that does not vary in space: the micro-cell geometry (Ωx)
is independent of the macroscopic coordinate variable (x). Our first objective is to con-
firm our numerical implementation of the two-scale model (discussed in Section 3.2) by
reproducing the simulation results of Szymkiewicz and Lewandowska [33]. In their work,
macroscopic and microscopic fields were presented for three simple micro-cell geometries.
We reproduce these results and further demonstrate the robustness of our numerical ap-
proach by applying the model to a micro-cell exhibiting an irregular geometry. Our second
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Figure 8: Schematic of the test problem featuring the macroscopic domain and four different choices for
the micro-cell (microscopic domain).
objective is to highlight the benefits of using the two-scale model over the classical macro-
scopic (upscaled) model. This is achieved by comparing numerical solutions produced by
each model for a domain consisting of a periodic arrangement of micro-cells. The section
ends with an investigation into the two different choices for the soil interface condition
(that enters the two-scale formulation as a boundary condition at the micro-scale) outlined
in Section 4.1.
7.1 Test Problem
The physical problem presented in Szymkiewicz and Lewandowska [33] concerns infiltra-
tion into a two-dimensional square domain of width and height 50 cm (macroscopic domain
Ω = [0, 50]× [0, 50]) consisting of two soils a and b (see Figure 8). All boundaries are im-
permeable apart from a 20 cm section located on the left hand side of the upper boundary
(0 ≤ x1 ≤ 20 cm), where a constant infiltration rate of 0.3 cmh−1 is imposed, and the lower
boundary (x2 = 0) where free drainage (∂h/∂x2 = 0) is applied. Initially, the capillary
pressure head is uniformly equal to −2000 cm. The macroscopic boundary conditions are
summarised below: [−Keff∇x(h+ x2)] · e2 = −0.3 , 0 < x1 < 20 , x2 = 50[−Keff∇x(h+ x2)] · e2 = 0 , 20 < x1 < 50 , x2 = 50[−Keff∇x(h+ x2)] · (−e2) = −[Keff]21 ∂h∂x1 − [Keff]22 , x2 = 0[−Keff∇x(h+ x2)] · (−e1) = 0 , x1 = 0[−Keff∇x(h+ x2)] · e1 = 0 , x1 = 50
Recall that the two-scale model assumes that at each point x ∈ Ω there exists a micro-cell
Ωx that represents the underlying microstructure at x. We investigate four different con-
figurations for Ωx (see Figure 8). The isotropic configuration (ISO) and the orthotropic
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configurations (ORTHO1 and ORTHO2) are reproduced from Szymkiewicz and Lewandowska
[33] (ORTHO2 is simply ORTHO1 rotated). Note that the soil b subdomain in ORTHO1 and
ORTHO2 overlap with the boundary of the micro-cell. On these parts of the boundary we
apply periodic conditions in the same manner as discussed in Section 4.3 for the periodic
cell problem. This is only possible due to the symmetry of the configurations. Note that
the classification of the configurations alludes to the structure of the effective conductiv-
ity (Keff). Due to the symmetries present in the isotropic and orthotropic configurations
Keff is diagonal in both cases with
[
Keff
]
11 =
[
Keff
]
22 (isotropic) and
[
Keff
]
11 ̸=
[
Keff
]
22
(orthotropic). In addition to these simple geometries, we include a fourth configuration
(ANISO), which contains irregular shaped inclusions, to highlight the ability of our method
to treat non-standard configurations. This configuration is anisotropic as the effective con-
ductivity will have non-zero off-diagonal entries. Note that such a configuration cannot be
treated using the one-dimensional numerical approximation method used by Szymkiewicz
and Lewandowska [33].
For all simulations performed in the following sections, we assume identical water reten-
tion and relative conductivity functions for soils a and b, that is, they differ only in the
saturated hydraulic conductivity Ksat. Note that this means that the conductivity ratio
Kb/Ka is constant for all values of the pressure head h. We use the following parameters
values for both soils that correspond to a typical sandy loam [33]: θr = 0.058 (residual
moisture content), θs = 0.41 (saturated moisture content), α = 0.073 cm−1 (parameter
related to pore density maximum) and n = 1.89 (parameter related to the pore size distri-
bution). The saturated hydraulic conductivity of soil a is set equal to 4.4 cmh−1. Soil a is
assumed highly conductive compared to soil b. Different parameter values of the saturated
hydraulic conductivity of soil b are then investigated corresponding to the conductivity
ratios Kb/Ka = 10−2, 10−4 and 10−6.
7.2 Computing the effective hydraulic conductivity
Before we can find numerical solutions to the macroscopic (upscaled) and two-scale models
we need to specify the effective hydraulic conductivity (Keff) that appears in both models.
The cell problem (3.8) continuously relates the pressure head h to the value ofKeff . Rather
than solve this problem throughout the simulation, standard practice is to compute Keff
for a pre-determine sequence of discrete values of h and then interpolate to evaluate Keff
at any h. Note that this sequence of discrete values are required to span the entire range
of h that are possible throughout the simulation. In order to capture the highly nonlinear
behaviour of the hydraulic conductivity curve as h → 0 we choose a geometric sequence
of 100 pressure head values: hn = h1rn−1 for n = 1, . . . , 100 where h1 = −2000 cm and r
is computed to satisfy h100 = −1 cm. Such a choice for h100 is based on a simulation of 25
hours and assumes that the pressure head will not exceed −1 cm during that time frame.
For a longer simulation time, a larger upper bound would be required.
A numerical solution of the periodic cell problem (3.8) is found for each combination of
j = 1, 2 and discrete value of h (200 problems in total). We use unstructured meshes
consisting of 1092 triangular elements and 587 nodes (ISO), 1512 triangular elements and
806 nodes (ORTHO1 and ORTHO2) and 1266 triangular elements and 674 nodes (ANISO) (the
latter mesh is shown in Figure 7d). Each system of linear equations described by the
finite volume discretisation (4.20) is solved using MATLAB’s backslash operator, which
represents a total pre-processing contribution for each micro-cell configuration of order
one minute. For the soil parameter values given in the previous section it turns out that
Elliot Carr 27
periodic cell problems (3.8) need only be solved once for each value of j = 1, 2. This can
be seen by scaling equation (3.8a) by Ka(h), since Kb/Ka is fixed, the solution is equal
for all h. However, our goal is to produce a general code suitable for any values of the
hydraulic parameters, so we do not take advantage of this in our implementation.
We found that the larger fixed conductivity of soil a dominates over the smaller varying
conductivity of soil b producing negligible differences in the effective conductivity between
the three conductivity ratios. Numerical solutions to the periodic cell problem (3.8) for
each micro-cell configuration are given in Figures 9 and 10 forKb/Ka = 10−2. The discrete
entries [Keff(hn)]ij are plotted versus the discrete values hn, n = 1, . . . , 100 in Figure 11
using a log (base 10) scale along the h axis. Note that the off diagonal entries are zero for
the isotropic and orthotropic configurations and non-zero for the anisotropic configuration,[
Keff
]
11 (ORTHO1) is equal to
[
Keff
]
22 (ORTHO2) and vice versa and that the flow in the
both the x1 and x2 directions is greatest for the isotropic configuration.
Piecewise linear interpolation of the entires of Keff corresponding to the discrete values
of h are used to evaluate the effective conductivity for any value of the pressure head.
The relationship betweenKeff and h is highly nonlinear, however, Figure 11 indicates that
a piecewise linear function relating the entries of Keff to log10(−h) is reasonable. For
hn < h < hn+1, we obtain the following estimate:
[
Keff(h)
]
ij
:=
[
Keff(hn)
]
ij
+
([
Keff(hn+1)
]
ij
− [Keff(hn)]ij) log10(−h)− log10(−hn)log10(−hn+1)− log(−hn) .
The interpolant requires only one evaluation of the log10 function. The remaining terms
are computed once prior to the simulation and stored thereafter.
7.3 Two-scale model simulations
Two-scale simulation results for the test problem discussed in Section 7.1 are shown in
Figures (15)–(15). The numerical implementation corresponding to the source term de-
fined according to equation (3.13d) (Case 1 in Section 4.1). Due to the geometry of the
macro-scale domain we use a rectangular grid. In this case, the control volume equations
given in Section 4.1 still apply although the definition of φi(x) changing from piecewise
linear to piecewise bilinear. In particular, we use a macroscopic mesh consisting of 1681
nodes (40× 40 grid with uniform node spacing of 1.25 cm) and unstructured microscopic
meshes consisting of 374 triangular elements and 212 nodes (ISO), 728 triangular elements
and 452 nodes (ORTHO1 and ORTHO2), and 532 triangular elements and 316 nodes (ANISO)
(the latter mesh is shown in Figure 7f) giving totals for the number of unknowns equal to
277365 (ISO), 524472 (ORTHO1 and ORTHO2) and 374863 (ANISO). The levels of refinement
used on the micro-scale are equivalent to the level used when solving the periodic cell prob-
lem in the previous section. For each of the four micro-cell geometries, simulation results
are presented for each of the three values of the conductivity ratio: Kb/Ka = 10−2, 10−4
and 10−6. Recall that the numerical solution of the two-scale model provides both the
macroscopic pressure head field (x ∈ Ω) and the microscopic pressure head field (y ∈ Ωx,b)
at each macroscopic node. In each figure, we display the microscopic field at two selected
points. After 25 hours of infiltration, one point is located in the wetting front (furthest
from the infiltration boundary) and the other in the wet zone behind the front (closest
to the infiltration boundary). For visual effect, the pressure head at the micro-scale in
soil a (y ∈ Ωx,a) is visualised as uniformly equal to the macroscopic value. Note that the
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Figure 9: Numerical solution of the periodic cell problem (3.8) with j = 1 and Kb/Ka = 10−2 for the
various micro-cell geometries.
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Figure 10: Numerical solution of the periodic cell problem (3.8) with j = 2 and Kb/Ka = 10−2 for the
various micro-cell geometries.
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Figure 11: Effective hydraulic conductivity Keff [cmh−1] versus the pressure head h [cm] for the conduc-
tivity ratio Kb/Ka = 10−2 and the ISO (•), ANISO1 (•), ANISO2 (•) and ANISO3 (•) geometries plotted
discrete values of h [cm] between −2000 cm and −1cm.
contour plots are not linear in the pressure head; instead the contours are chosen to cor-
respond to increments of 0.1 in the effective saturation (e.g., h = −6 cm and h = −10 cm
are approximately equivalent to Se = 0.9 and Se = 0.8, respectively).
The micro-cell configuration has a huge impact on the macroscopic solution. For example,
the macroscopic field corresponding to the ORTHO1 micro-cell (Figure 13) exhibits signif-
icant horizontal flow compared with the vertical flow depicted. This effect, however, is
attributed to the effective hydraulic conductivity:
[
Keff
]
11 is approximately a factor of 2
times greater than
[
Keff
]
22 for ORTHO1 where as the reverse is true for ORTHO2. The effect of
the conductivity ratio on the microscopic solution is clearly evident from the microscopic
fields at x1 = 5 cm and x2 = 40 cm. For the largest conductivity ratio Kb/Ka = 10−2,
after 25 hours the microscopic domain (soil b) has been completely infiltrated with the
pressure head uniformly equal to the macroscopic value. This is in contrast to the smallest
conductivity ratio where the pressure head in soil b is almost unchanged from its initial
state. Another important observation is that the wetting front propagates faster as the
conductivity ratio Kb/Ka is reduced. This behaviour cannot be explained by the effective
conductivity (since there are negligible differences in Keff across the conductivity ratios)
but rather by the source term Q coupling the macroscopic and microscopic fields. Note
that for the test problem considered in this work the term Q is always negative (sink)
because the moisture content is always increasing (infiltration). The smaller the conduc-
tivity ratio, the slower the moisture content is increasing in soil b, which produces a larger
sink and an increase across the pressure head field.
Elliot Carr 30
(a) K2/K1 = 10−2 (b) K2/K1 = 10−4
(c) K2/K1 = 10−6
 −2000
 −180
 −80
 −50
 −35
 −25
 −20
 −15
 −10
 −6
 0
h [cm]
Figure 12: Macroscopic and microscopic pressure head distributions after 25 hours of infiltration for the
ISO geometry. Microscopic distribution shown at two selected points: (5, 25) and (5, 40). Animations
over varying time viewable in Adobe Reader.
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Figure 13: Macroscopic and microscopic pressure head distributions after 25 hours of infiltration for the
ORTHO1 geometry. Microscopic distribution shown at two selected points: (5, 30) and (5, 40). Animations
over varying time viewable in Adobe Reader.
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Figure 14: Macroscopic and microscopic pressure head distributions after 25 hours of infiltration for the
ORTHO2 geometry. Microscopic distribution shown at two selected points: (5, 25) and (5, 40). Animations
over varying time viewable in Adobe Reader.
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Figure 15: Macroscopic and microscopic pressure head distributions after 25 hours of infiltration for the
ANISO geometry. Microscopic distribution shown at two selected points: (5, 25) and (5, 40). Animations
over varying time viewable in Adobe Reader.
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7.4 Model predictions for a periodic medium
Our objective in this section is to illustrate the qualitative benefit of using the two-scale
model over the classical macroscopic (upscaled) model given in Section 3.1. We compare
the macroscopic fields of both models and use as our benchmark solution the full Richards’
model applied to a periodic domain consisting of a 10×10 arrangement of micro-cells. For
succinctness, we will restrict our attention to the anisotropic configuration (ANISO). The
boundary and initial conditions used are identical to those discussed for the test problem
outlined in Section 7.1.
Numerical solutions of the two-scale model are computed using identical meshes to the
previous section: a structured macroscopic mesh consisting of 1681 nodes (40 × 40 grid
with uniform node spacing of 1.25 cm) and an unstructured microscopic mesh consisting
of 532 triangular elements and 316 nodes (ANISO). To remain consistent, the macroscopic
(upscaled) model is solved numerically using the same macroscopic grid. The mesh used
for the full Richards’ model is obtained by periodically replicating over the domain the
mesh used in the solution of the periodic problem (i.e., the mesh shown in Figure 7d).
Note that the macroscopic grid spacing is smaller than the micro-cell size. One may
argue that a more intuitive approach would be to use a 10 × 10 macroscopic grid so
that each micro-cell is associated with one macroscopic element. However, this does not
create a fair comparison as such a coarse macroscopic grid leads to large errors in the
control volume finite element discretisation. Another alternative would be to consider a
more detailed periodic domain consisting of 40×40 micro-cells (to match the macroscopic
mesh), however, in this case, the number of unknowns is of the order of 2 million and the
time required to complete such a simulation is beyond the scope of this work. As the two-
scale model and upscaled model are continuous formulations, the choice of the macroscopic
mesh refinement is (theoretically) independent of the micro-cell size [35, pg. 199]. Non
ideally the above formulation produces a higher number of unknowns for the two-scale
model than for the full model, however, we feel the comparisons are still useful. For
real-world applications where computing the fine-scale solution is impractical/impossible
one would expect the macroscopic element size to far exceed that of the micro-cell and
the number of unknowns for the fine-scale model to be much higher than the number of
unknowns for the two-scale model. Indeed, it is these classes of problems in which the
two-scale model becomes advantageous.
Simulation times and time step counts for the two-scale and full models are given in Table
1. The macroscopic model takes less than one minute to run and requires roughly 1800
time steps. Interestingly, the simulation times for the two-scale simulations improve as
the conductivity ratio is decreased (due to a decrease in the number of time steps) where
as the reverse is true for the full model. This can be attributed to the severe discontinuity
in conductivity at the interface in the full model when the conductivity ratio is small.
This greatly affects simulation times with the two-scale model taking less time to run for
Kb/Ka = 10−4 and 10−6 despite the dimension of the problem being a factor of five times
that of the full model.
Macroscopic pressure head fields obtained from numerical solutions of the full Richards’
model, the two-scale model and the macroscopic (upscaled) model for each of the three
conductivity ratios Kb/Ka = 10−2, 10−4 and 10−6 are presented in Figures 16–18 after
25 hours of infiltration. The effect of the conductivity ratio on the fine-scale solution is
clearly evident. For the highest conductivity ratio, only small differences in the pressure
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Figure 16: Macroscopic pressure head fields after 25 hours of infiltration for the fine-scale model.
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Figure 17: Macroscopic pressure head fields after 25 hours of infiltration for the two-scale model.
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Figure 18: Macroscopic pressure head fields after 25 hours of infiltration for the macroscopic model.
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Figure 19: Macroscopic and microscopic pressure head distributions after 25 hours of infiltration for the
ANISO configuration. Microscopic distribution are shown at two selected points: (5, 25) and (25, 25).
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Simulation Runtime (mins) Steps taken
Two-scale model (374,863 unknowns)
Kb/Ka = 10−2 184 1503
Kb/Ka = 10−4 77 850
Kb/Ka = 10−6 73 742
Fine model (63,601 unknowns)
Kb/Ka = 10−2 150 3924
Kb/Ka = 10−4 174 4720
Kb/Ka = 10−6 188 5111
Table 1: Simulation statistics for the two-scale and full models.
head in soil a and soil b are observed, however, as the ratio is decreased non-equilibrium
effects become apparent. For the smallest conductivity ratio, soil b effectively acts as an
obstacle (water bypasses it due to its very low conductivity). Since only a very small
volume of water has flowed into soil b, its pressure head remains almost unchanged from
its initial value. Note that for the full model and two-scale model the wetting front travels
more rapidly for smaller values of the conductivity ratio. For example, the point where the
h = −180 cm contour meets the left-hand side of the domain decreases from approximately
x2 = 25 cm (Kb/Ka = 10−2) to x2 = 20 cm (Kb/Ka = 10−6). Note that the pressure head
fields produced by the macroscopic (upscaled) model are unable to capture this behaviour
since the effective conductivity is all but equal across the conductivity ratios.
A visual comparison of numerical solutions obtained using the two microscopic boundary
conditions (3.13c) and (3.16) is given in Figure 19. Recall, that in the first condition the
microscopic value along the interface Γx (boundary of the microscopic domain Ωx,b) is
constant and equal to the macroscopic value whereas in the second condition the micro-
scopic value varies linearly according to the macroscopic gradient. When implementing
the second boundary condition one has to be careful that the perturbation ∇xha · (y−yc)
is not too large to overshoot the unsaturated condition h < 0. To avoid this issue we have
scaled the cell size by 100 so that its width and height are equal to 0.05 cm. Imposing the
macroscopic gradient on the microscopic scale produces more realistic solutions. This is
clearly evident in the cell located at (25, 25) with the macroscopic wetting clearly visible
at the microscopic scale in a similar manner to that observed for the fine-scale solutions
in Figure 16. Negligible differences, however, are visible in the macroscopic solution.
8 Conclusions
The two-scale Richards’ equation model of Lewandowska et al. [19], implemented in this
report, offers a number of advantages over a classical macroscopic model with effective/ho-
mogenised parameters. In particular, it provides the microscopic field in the inclusions and
accounts for non-equilibrium effects. The latter was evident in the ability of the two-scale
model and the inability of the macroscopic model to capture the fast propagation of the
wetting front for small values of the conductivity ratio Kb/Ka. These benefits, however,
come at the cost of a significant increase in computational resources with simulations
times of the order of one to two hours reported for the two-scale model compared with
one minute for the macroscopic model.
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A limitation of the two-scale model presented in this report is that it only applies to a
medium exhibiting disconnected or isolated inclusions; nowhere does the model permit for
macroscopic flow to take place within soil b. If both materials are macroscopically con-
nected, the two-scale model would need to be modified to account for both contributions
to the macroscopic flow. Future work in this direction could involve investigating par-
tially fissured media models ([15, p. 192–194],[16]) that either include a ‘secondary flux’
or additional macroscopic equation to account for the macroscopic flow in soil b. To our
knowledge numerical results for these models have not been presented in the literature.
Such a restriction does not apply to the macroscopic model where the macroscopic variable
represents both sub-domains and, regardless of the micro-cell configuration, one can solve
the periodic cell problem to obtain the effective conductivity.
We finish with some open questions and remarks. A question that arises in the solution
of the microscopic equation is what to do when the boundary of the microscopic domain
Ωx,b overlaps the boundary of the cell Ωx. For the orthotropic configurations, we followed
Hornung [15, p. 193] and used periodic conditions on this part of the boundary, however,
our feeling is that this is only possible if the cell is symmetric at the boundaries. Finally,
it would be interesting if one could incorporate both the effective conductivity and source
term into a single micro-scale calculation. Further to this, is it possible to propose a two-
scale model that includes two variables at both the macroscopic and microscopic scales
in such a way that the microscopic flow equation applies over the entire cell Ωx? Such
a model would be invaluable as it would avoid distinguishing between the fast and slow
sub-domains.
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