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Abstract
We consider the Cauchy problem for a multidimensional scalar conservation law and
construct an outer estimate for the domain of dependence of its Kruzˇkov solution. The
estimate can be represented as the controllability set of a specific differential inclusion.
In addition, reachable sets of this inclusion provide outer estimates for the support of
the wave profiles. Both results follow from a modified version of the classical Kruzˇkov
uniqueness theorem, which we also present in the paper. Finally, the results are applied
to a control problem consisting in steering a distributed quantity to a given set.
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1 Introduction
The paper aims at constructing an outer estimate for the domain of dependence of the Kruzˇkov
solution to the following Cauchy problem
∂tu+ div
(
f(t, x, u)
)
= 0, (1.1)
u(0, x) = u0(x), x ∈ Rn. (1.2)
Recall the precise definition of the domain of dependence.
Definition 1.1 (D. Serre [18]). Let u be a Kruzˇkov solution to (1.1), (1.2). The domain of
dependence of u at a point (t, x) is the smallest compact set Du(t, x) ⊂ Rn such that, for
every bounded function w with compact support disjoint from Du(t, x) and every positive ε
small enough, the solution of the Cauchy problem with the initial condition v0 = u0 + εw
coincides with u at (t, x).
Two things concerning this definition must be clarified. First of all, since initial functions
u0 usually belong to L
∞(Rn), by the support of u0 we mean the support of the measure u0Ln,
i.e., the smallest closed set A such that∫
Rn\A
u0(x) dx = 0.
1
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Throughout the paper, this set is denoted by sptu0.
Another issue follows from the fact that a Kruzˇkov solution is defined as a map of class
C0
(
[0,∞); L1loc(Rn)
)
. By saying that two solutions u and v coincide at (t, x), we mean that
lim
r→0
1
Ln (B(x, r))
∫
B(x,r)
|u(t, y)− v(t, y)|dy = 0, (1.3)
where B(x, r) denotes the closed ball of radius r centered at x.
For a very special case of (1.1), when the equation is one-dimensional and the flow is
convex in u, the domain of dependence can be found explicitly by the method of generalized
characteristics [6]. In the general case, a rough outer estimate is provided by the Kruzˇkov
uniqueness theorem [10]:
Du(t, x) ⊆ B(x, ct),
where c = sup
{|∂uf(s, x, u)| : s ∈ [0, t], x ∈ Rn, u ∈ R}.
Note that the ball B(x, ct) is exactly the controllability set of the differential inclusion
y˙(s) ∈ B(0, c), (1.4)
i.e., the set of all points a ∈ Rn that can be connected with x by a trajectory y : [0, t] → Rn
of (1.4).
Encouraged by this observation, we are going to find a differential inclusion
y˙(s) ∈ F (s, y(s)) , (1.5)
whose right-hand side is smaller than B(0, c) and whose controllability set still gives an outer
estimate of Du(t, x). As we shall see, a possible choice for such set-valued map F is
F (s, y) = co ∂uf
(
s, y,
[
a(s), b(s)
])
,
where a and b are certain upper and lower bounds of u, while ‘co’ denotes the convex hull of
a set.
To check that the controllability set contains the domain of dependence, we use a modified
version of the classical Kruzˇkov theorem. In this version the cone appearing in the original
theorem is substituted by the backward integral funnel of (1.5). A difficult moment appears
at this stage: our arguments work only when the integral funnel is sufficiently regular. Hence,
before proving the theorem, we spend some time discussing the corresponding regularity
issues.
The paper is organized as follows. In Section 2 we recall the necessary information con-
cerning integral funnels and their regularity. A modified version of the Kruzˇkov theorem is
established in Section 3. We exploit this theorem in Section 4 to obtain estimates for the
domain of dependence and the support of the wave profile u(t, ·). Next, we use the latter
result for analysing a control problem consisting in steering a distributed quantity to a given
set. For the ease of presentation, the proofs of various technical lemmas and propositions,
devoted solely to the properties of differential inclusions, are collected in Appendix.
2 Integral funnels and their regularity
In this section we discuss the notion of integral funnel and its essential properties. We begin
with a short list of notations which are used throughout the paper.
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Notation. In what follows, |x| is the Euclidean norm and x · y is the scalar product of
x, y ∈ Rn. Given a closed set A ⊆ Rn, we denote by dA(x) the distance between x ∈ Rn
and A, i.e., dA(x) = infa∈A |x − a|, and by B(A, r) the closed r-neighbourhood of A, i.e.,
B(A, r) = {x : dA(x) ≤ r}. Finally, given an arbitrary set A, we use the symbol coA for its
closed convex hull, Ac for its complement, ∂A for its topological boundary, and Hn(A) for its
Hausdorff measure.
Let us consider a set-valued map F = F (t, x) defined by the rule
F (t, x) = co g(t, x, U), (2.1)
where U ⊂ Rl is compact and g : [0,∞)× Rn × U → Rn satisfies the following assumptions:
(g1) g is continuous;
(g2) for each u the map g(·, ·, u) is Lipschitz with modulus L1:
|g(t, x, u)− g(t′, x′, u)| ≤ L1
(|t− t′|+ |x− x′|) for all t, t′ ∈ [0,∞), x, x′ ∈ Rn, u ∈ U ;
(g3) for each t and u the map g(t, ·, u) is continuously differentiable and its derivative
∂g
∂x(t, ·, u) is Lipschitz with modulus L2:∣∣∣∣∂g∂x(t, x, u)− ∂g∂x(t, x′, u)
∣∣∣∣ ≤ L2|x− x′| for all t ∈ [0,∞), x, x′ ∈ Rn, u ∈ U.
Fix a compact interval [τ0, τ ] ⊂ [0,∞) and consider the following differential inclusion
x˙(t) ∈ F (t, x(t)) for a.e. t ∈ [τ0, τ ]. (2.2)
The notion of integral funnel generalizes, in some sense, the usual notion of trajectory.
Definition 2.1. Let K ⊂ Rn be compact. The set
Ω+(K) =
{(
t, x(t)
)
: t ∈ [τ0, τ ], x(·) is a solution to (2.2), x(τ0) ∈ K
}
.
is called the forward integral funnel issuing from K.
Under assumptions (g1)–(g3) the integral funnel is a nonempty compact subset of Rn+1.
Moreover, each “slice”
Ω+t (K) = {x : (t, x) ∈ Ω+(K)}, t ∈ [τ0, τ ],
called the reachable set of (2.2) at time t, is nonempty and compact in Rn (see, e.g., [19]).
Besides compactness, the funnel Ω+(K) has certain regularity properties. To be more
precise, we need the following extra definitions.
Definition 2.2. A set E ⊆ Rn is called a tubular neighborhood1 (of a subset of Rn) if
E = B(A, r) for a closed set A ⊂ E and a positive r.
1The synonyms are: sets with interior sphere property (P. Cannarsa, H. Frankowska), sets with interior
ball property (O. Alvarez, P. Cardaliaguet, R. Monneau), sets with positive erosion (T. Lorenz), parallel sets
(L. Ambrosio, A. Colesanti, E. Villa).
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Definition 2.3. A set E ⊂ Rn is said to be m-rectifiable if there exists a Lipschitz function
f mapping a bounded subset A ⊂ Rm onto E2.
Definition 2.4. Let E ⊆ Rn. The limit SMn(E) = limr→0+ 1rHn
(
B(E, r) \ E), when it
exists, is called the outer Minkowski content of E.
As the next proposition demonstrates, tubular neighbourhoods have nice regularity prop-
erties.
Proposition 2.5. Any compact n-dimensional tubular neighbourhood A has (n−1)-rectifiable
topological boundary ∂A and admits the finite outer Minkowski content.
If the initial set K is an n-dimensional tubular neighbourhood, the funnel Ω+(K) looks
almost like an (n + 1)-dimensional tubular neighbourhood (see Appendix for details). In
particular, it has similar regularity properties.
Proposition 2.6. Let K ⊂ Rn be a compact tubular neighbourhood. Then
(a) Ω+(K) has n-rectifiable boundary and SMn+1 (Ω+(K)) = Hn (∂Ω+(K)) <∞;
(b) Ω+t (K) is an n-dimensional tubular neighbourhood, for each t ∈ [τ0, τ ].
It is worth to mention that slices of an arbitrary tubular neighbourhood are not necessarily
tubular neighbourhoods, while the slices of the funnel are. The proofs of Propositions 2.5, 2.6
are defered to Appendix.
Integral funnels may also be characterized in terms of proximal normals.
Definition 2.7. A vector p ∈ Rn is a proximal normal to a closed set C ⊂ Rn at a point
x ∈ C if there is y 6∈ C such that |y − x| = dC(y) and p = α(y − x) for some α > 0. The set
of all proximal normals to C at x is a cone denoted by NPC (x).
To state the next result, consider the map H : [0,∞)× Rn × Rn → R defined by the rule
H(t, x, p) = max
{
p · v : v ∈ F (t, x)}
and called the (upper) Hamiltonian associated to F .
Proposition 2.8 (F. Clarke [3]). Let K ⊂ Rn be compact. Then, for every (t, x) ∈ Ω+(K)
with τ0 < t < τ , we have
ϑ+H(t, x, ζ) = 0 for all (ϑ, ζ) ∈ NPΩ+(K)(t, x). (2.3)
Actually, under our assumptions, there are only two possibilities: the cone NPΩ+(K)(t, x)
is either zero or consists of a single ray. This fact follows from Proposition 2.6.
Remark 2.9. Together with the forward integral funnel Ω+(K) one may consider the back-
ward integral funnel :
Ω−(K) =
{(
t, x(t)
)
: t ∈ [τ0, τ ], x(·) is a solution to (2.2), x(τ) ∈ K
}
.
2In particular, the definition implies that allm-rectifiable sets have finitem-dimensional Hausdorff measure.
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It is easy to see that x = x(t) satisfies (2.2) if and only if y = y(t), defined by y(t) =
x(τ + τ0 − t), satisfies
y˙(t) ∈ Fˆ (t, y(t)) for a.e. t ∈ [τ0, τ ], (2.4)
where
Fˆ (t, y) = −F (τ + τ0 − t, y) .
Moreover, x(τ) ∈ K is equivalent to y(τ0) ∈ K. Thus, denoting the forward funnel of (2.4)
by Ωˆ+(K), we obtain
Ω−(K) =
{
(t, x) : t ∈ [τ0, τ ], (τ + τ0 − t, x) ∈ Ωˆ+(K)
}
.
The above identity implies that Proposition 2.6 holds also for the backward funnel of (2.2).
In order to rewrite Proposition 2.8, we notice that (ϑ, ζ) is a proximal normal to Ω−(K) at
(t, x) if and only if (−ϑ, ζ) is a proximal normal to Ωˆ+(K) at (τ + τ0 − t, x). Moreover,
Hˆ(τ + τ0 − t, x, p) = max{〈p, v〉 : v ∈ Fˆ (τ + τ0 − t, x)}
= max{〈p, v〉 : v ∈ −F (t, x)}
= H(t, x,−p).
Therefore, equation (2.3) must be substituted with
− ϑ+H(t, x,−ζ) = 0 for all (ϑ, ζ) ∈ NPΩ−(K)(t, x). (2.5)
3 The modified Kruzˇkov theorem
In this section we prove the key result of our paper, a certain modification of the classical
Kruzˇkov theorem.
Assumptions. Throughout the rest of the paper, the map f : [0,∞) × Rn × R → Rn has
the following properties:
(f1) f is continuously differentiable and its partial derivatives u 7→ ∂f∂t (t, x, u) and u 7→
∂f
∂x (t, x, u) are Lipschitz for all t and x;
(f2)
∂f
∂u satisfies assumptions (g1)–(g3).
Definition 3.1. A Kruzˇkov solution of (1.1), (1.2) with u0 ∈ L∞(Rn) is a bounded measur-
able function u : [0,∞)× Rn → R such that u ∈ C0 ([0,∞); L1loc(Rn)), u(0, ·) = u0, and∫∫ [∣∣u(t, x)− k∣∣ϕt + sgn (u(t, x)− k) ·
m∑
α=1
([
fα
(
t, x, u(t, x)
)− fα(t, x, k)]ϕxα − ∂xαfα(t, x, k)ϕ)
]
dtdx ≥ 0, (3.1)
for each k ∈ R and every nonnegative Lipschitz test function ϕ = ϕ(t, x) with compact
support contained in the half-space t > 0.
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Here, following [6], we choose Lipschitz test functions instead of smooth ones. The above
definition is equivalent to the classical one given by Kruzˇkov in [10]. To see this, one may
apply the same arguments as in the lemma below.
Lemma 3.2. Let u and u¯ be Kruzˇkov solutions of (1.1), (1.2) with initial data u0 and u¯0,
respectively. Then∫∫ [ ∣∣u(t, x)− u¯(t, x)∣∣ϕt(t, x) + sgn (u(t, x)− u¯(t, x)) ·
n∑
α=1
[
fα
(
t, x, u(t, x)
)− fα (t, x, u¯(t, x))]ϕxα(t, x)
]
dtdx ≥ 0, (3.2)
for every nonnegative Lipschitz test function ϕ = ϕ(t, x) with compact support contained in
the half-space t > 0.
Proof. Kruzˇkov proved that (3.2) holds when ϕ is smooth (see [10, formula (3.12)]). Now,
assuming that ϕ is Lipschitz, we approximate it by smooth functions.
Let ηε be the standard mollifier. Then ϕε = ηε ∗ ϕ is a smooth nonnegative function
compactly supported in the half-space t > 0 for every small ε. Moreover, by [7, Theorem 4.1],
∂tϕε → ∂tϕ and ∂xαϕε → ∂xαϕ in L1(Rn+1), (3.3)
where ∂tϕ and ∂xαϕ are the weak partial derivatives of ϕ.
Any compactly supported Lipschitz function ϕ belongs to W1,p(Rn+1) for some n + 1 <
p <∞. Hence the weak partial derivatives (∂tϕ and ∂xαϕ) coincide with the classical partial
derivatives (ϕt and ϕxα) almost everywhere on Rn+1 [12, Corollary 11.36]. The lemma now
follows from the Kruzˇkov’s result and (3.3). 
Theorem 3.3. Suppose that (f1), (f2) hold. Let u and u¯ be Kruzˇkov solutions of (1.1), (1.2)
with initial values u0 and u¯0, respectively. Then, for every compact tubular neighbourhood
K ⊂ Rn and all τ0, τ ∈ [0,∞) such that τ0 ≤ τ , we have∫
K
∣∣u(τ, x)− u¯(τ, x)∣∣ dx ≤ ∫
Ω−τ0 (K)
∣∣u(τ0, x)− u¯(τ0, x)∣∣ dx . (3.4)
Here Ω−(K) is the backward integral funnel of differential inclusion (2.2) with the right-hand
side given by
F (t, x) = co ∂uf
(
t, x, [a, b]
)
, (3.5)
where a and b are lower and upper bounds for solutions on [τ0, τ ]:
a ≤ u(t, x) ≤ b, a ≤ u¯(t, x) ≤ b for almost all t ∈ [τ0, τ ], x ∈ Rn,
Proof. To simplify the notation, we write Ω and Ωt instead of Ω
−(K) and Ω−t (K).
1. First, we must construct an appropriate Lipschitz approximation of the characteristic
function 1Ω. Let us take the following one:
ϕ(t, x) =

1, dΩ(t, x) = 0,
1− 1εdΩ(t, x), dΩ(t, x) < ε,
0 dΩ(t, x) ≥ ε,
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where dΩ(t, x) is the distance from (t, x) to Ω.
2. Now we split the funnel’s boundary ∂Ω into 3 parts:
(∂Ω)− = ∂Ω ∩ {t = τ0}, (∂Ω)+ = ∂Ω ∩ {t = τ}, (∂Ω)s = ∂Ω ∩ {τ0 < t < τ},
then consider the set
Ξε =
{
(t, x) : 0 < dΩ(t, x) < ε
}
and split it into 5 parts:
Ξτ0ε = Ξε ∩B
(
(τ0, ∂Ωτ0), ε
)
,
Ξτε = Ξε ∩B
(
(τ, ∂Ωτ ), ε
)
,
Ξ−ε =
{
(t, x) ∈ Ξε : piΩ(t, x) ⊂ (∂Ω)−
}
\ Ξτ0ε ,
Ξ+ε =
{
(t, x) ∈ Ξε : piΩ(t, x) ⊂ (∂Ω)+
}
\ Ξτε ,
Ξsε =
{
(t, x) ∈ Ξε : piΩ(t, x) ⊂ (∂Ω)s
} \ (Ξτ0ε ∩ Ξτε).
Here piΩ(t, x) denotes the set of points (s, y) satisfying dΩ(t, x) =
√
(t− s)2 + |x− y|2; in
other words, each point (s, y) ∈ piΩ(t, x) is a projection of (t, x) onto Ω.
Figure 1: The set Ω + rB.
We state that, for all sufficiently small ε, the following implications hold:
(t, x) ∈ Ξ−ε ⇒ t < τ0 and piΩ(t, x) = (τ0, x),
(t, x) ∈ Ξ+ε ⇒ t > τ and piΩ(t, x) = (τ, x). (3.6)
It is enough to check the first implication. Let (t, x) ∈ Ξ−ε . Since (t, x) 6∈ Ξτ0ε , we conclude
that x ∈ int Ωτ0 and piΩ(t, x) = (τ0, x). Thus, the open (n + 1)-dimensional ball of radius
(t− τ0) around (t, x) does not contain points of Ω. More specifically, if y(·) satisfies (1.5) and
y(τ0) = x, then, for all s ∈ [τ0, τ ], it must be
(t− s)2 + |x− y(s)|2 ≥ (t− τ0)2.
Suppose that t > τ0. It follows from (f1) and (f2) that y(·) is Lipschitz. Hence, for some
C > 0 and all s, we have
C2(s− τ0)2 ≥ |y(τ0)− y(s)|2 = |x− y(s)|2 ≥ (t− τ0)2 − (t− s)2.
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After performing an easy computation, we obtain
C2 ≥ 1 + 2 t− s
s− τ0 .
But the fraction on the right-hand side tends to +∞ as s→ τ0. This gives a contradiction.
3. Assume that τ0 > 0. Then, for all sufficiently small ε, the support of ϕ is contained
in the half-plane t > 0. Insert ϕ into (3.2). By Propositions 2.5, 2.6 and Remark 2.9, the
boundary of Ω is regular enough for assuring the equality
Hn+1(∂ Ξε) = 0.
Hence, after we put ϕ into (3.2), the boundary points of Ξε can be neglected. For all interior
points of the sets Ω and (Ξε ∪ Ω)c, we have ∇ϕ = 0. Thus, only the integral over Ξε remains
in (3.2).
4. Fix a point (t, x) ∈ Ξε, where dΩ is differentiable. In this case (t, x) has a unique
projection (t¯, x¯) on Ω and ∇dΩ(t, x) = (ϑ, ζ) is a unit proximal normal to Ω at (t¯, x¯). Now
the integrand in (3.2) takes the form −1εg(t, x), where
g(t, x) =
∣∣u(t, x)− u¯(t, x)∣∣ϑ+ sgn (u(t, x)− u¯(t, x)) [f (t, x, u(t, x))− f (t, x, u¯(t, x))] · ζ.
Using the obvious identity
f
(
t, x, u(t, x)
)−f (t, x, u¯(t, x)) = (u(t, x)− u¯(t, x)) ∫ 1
0
∂uf
(
t, x, su(t, x) + (1− s)u¯(t, x)) ds ,
we get
g(t, x) =
∣∣u(t, x)− u¯(t, x)∣∣(ϑ+ ∫ 1
0
∂uf
(
t, x, su(t, x) + (1− s)u¯(t, x)) · ζ ds) .
It follows from the Lipschitz continuity of ∂uf that
∂uf (t, x, w) · ζ ≥ ∂uf
(
t¯, x¯, w
) · ζ − 2L1ε|ζ|, w ∈ [a, b].
Note that
H(t¯, x¯, ζ) = max
{
v · ζ : v ∈ F (t¯, x¯)} = max{∂uf(t¯, x¯, w) · ζ : w ∈ [a, b]} .
Therefore,
∂uf
(
t¯, x¯, w
) · ζ ≥ −H(t¯, x¯,−ζ), w ∈ [a, b],
implying
g(t, x) ≥ ∣∣u(t, x)− u¯(t, x)∣∣ (ϑ−H(t¯, x¯,−ζ)− 2L1ε|ζ|) . (3.7)
5. Let (t, x) ∈ Ξsε. By the definition of Ξsε, we have (t¯, x¯) ∈ (∂Ω)s, so (2.5) yields
ϑ−H(t¯, x¯,−ζ) = 0 for all (ϑ, ζ) ∈ NPΩ−(K)(t¯, x¯).
Now, it follows from (3.7) that
−
∫∫
Ξsε
g(t, x) dt dx ≤ 2L1ε(b− a)Hn+1(Ξε),
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because all non-differentiability points (t, x) of dΩ can be neglected by Rademacher’s theorem.
If (t, x) ∈ Ξ+ε , we deduce from (3.6) that ϑ = 1, ζ = 0. Therefore, (3.7) gives
−
∫∫
Ξ+ε
g(t, x) dtdx ≤ −
∫∫
Ξ+ε
∣∣u(t, x)− u¯(t, x)∣∣ dt dx .
Similarly, for (t, x) ∈ Ξ−ε , we have ϑ = −1, ζ = 0, which implies
−
∫∫
Ξ−ε
g(t, x) dt dx ≤
∫∫
Ξ−ε
∣∣u(t, x)− u¯(t, x)∣∣dtdx .
6. As for the rest part of Ξε, i.e., Ξ
τ0
ε ∪ Ξτε , let us note that it is contained in the set
B(Eτ0 , ε) ∪B(Eτ , ε), where Eτ0 = {τ0} × ∂Ωτ0 and Eτ = {τ} × ∂Ωτ . Therefore,
−
∫∫
Ξ
τ0
ε ∪Ξτε
g(t, x) dtdx ≤M
[
Hn+1 (B(Eτ0 , ε))+Hn+1 (B(Eτ , ε))]
for some M > 0. Using Proposition 2.6(a) and Remark 2.9, we conclude that
Hn+1 (Ξε) = O(ε).
By Proposition 2.6(b) and Proposition 2.5, the sets Eτ0 and Eτ are (n− 1)-rectifiable, hence
they have zero (n+1)-dimensional outer Minkowski content (see Lemma 6.3). In other words,
Hn+1 (B(Eτ0 , ε)) = o(ε), Hn+1 (B(Eτ , ε)) = o(ε).
Combining all the previous inequalities, we obtain
0 ≤ 1
ε
∫∫
Ξ−ε
∣∣u(t, x)− u¯(t, x)∣∣ dt dx− 1
ε
∫∫
Ξ+ε
∣∣u(t, x)− u¯(t, x)∣∣dtdx+O(ε).
Passing to the limit as ε→ 0 gives
lim
ε→0
1
ε
∫ τ+ε
τ
∫
Ωτ
∣∣u(t, x)− u¯(t, x)∣∣ dx dt ≤ lim
ε→0
1
ε
∫ τ0
τ0−ε
∫
Ωτ0
∣∣u(t, x)− u¯(t, x)∣∣dx dt .
Using the fact that both u and u¯ belong to C0
(
[0,∞); L1loc(Rn)
)
, we conclude that∫
Ωτ
∣∣u(τ, x)− u¯(τ, x)∣∣dx ≤ ∫
Ωτ0
∣∣u(τ0, x)− u¯(τ0, x)∣∣ dx .
Finally, if τ0 = 0, we obtain (3.4) by continuity of u = u(t) and u¯ = u¯(t). 
4 Corollaries
4.1 Time-dependent bounds
Theorem 3.3 can be slightly generalized in the following way. Suppose that u and u¯ lie between
two continuous functions a, b : [0,∞)→ R. Then the theorem still holds if we choose
F (t, x) = co f
(
t, x,
[
a(t), b(t)
])
.
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To see this, one can use a simple convergence argument. For each h ∈ (0,∞), define a
set-valued map Uh by the rule
Uh(t) =
[
akh, b
k
h
]
, t ∈
[
kh, (k + 1)h
)
, k ∈ Z+,
where
akh = min
{
a(t) : t ∈ [kh, (k + 1)h]} , bkh = max{b(t) : t ∈ [kh, (k + 1)h]} .
Fix a time interval [τ0, τ ] and denote by Ω
−(K) and Ωh−(K) the backward integral funnels
of inclusions
x˙ ∈ co f
(
t, x,
[
a(t), b(t)
])
and x˙ ∈ co f (t, x, Uh(t)) .
Lemma 6.4 from Appendix says that the slices Ω−τ0(K) and Ω
h−
τ0 (K) converge to each other
in the sense that
Ln
(
Ωh−τ0 (K)4Ω−τ0(K)
)
→ 0 as h→ 0.
On the other hand, Theorem 3.3 implies the inequality∫
K
∣∣u(τ, x)− u¯(τ, x)∣∣ dx ≤ ∫
Ωh−τ0 (K)
∣∣u(τ0, x)− u¯(τ0, x)∣∣dx .
We can rewrite it as∫
K
∣∣u(τ, x)− u¯(τ, x)∣∣ dx ≤ ∫
Ω−τ0 (K)
∣∣u(τ0, x)− u¯(τ0, x)∣∣ dx
+
(∫
Ωh−τ0 (K)
∣∣u(τ0, x)− u¯(τ0, x)∣∣dx− ∫
Ω−τ0 (K)
∣∣u(τ0, x)− u¯(τ0, x)∣∣dx).
The expression in parentheses can be estimated from above by the quantity
CLn
(
Ωh−τ0 (K)4Ω−τ0(K)
)
,
for a certain positive C. Hence, by passing to the limit in the previous inequality, we obtain
the desired result:∫
K
∣∣u(τ, x)− u¯(τ, x)∣∣ dx ≤ ∫
Ω−τ0 (K)
∣∣u(τ0, x)− u¯(τ0, x)∣∣dx .
4.2 Estimation of the domain of dependence
To estimate the domain of dependence we need two extra assumptions:
(f3) the function f is smooth, both maps ∂uf and (t, x) 7→ div
(
f(t, x, 0)
)
are bounded3.
(f4) f(t, x, 0) = 0 for all t and x.
3One can choose other assumptions (for example, those from §4 of [10]) that guarantee the applicability of
the vanishing viscosity method.
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Lemma 4.1. Let assumptions (f1)–(f4) hold. Suppose that u is a Kruzˇkov solution of (1.1),
(1.2). If u0(x) ∈ [a0, b0] for all x ∈ Rn, then u(t, x) ∈ [a(t), b(t)] for almost all (t, x) ∈
[0,∞)× Rn, where a, b are defined by
a(t) =
{
a0e
−nL1t, a0 ≥ 0,
a0e
nL1t, a0 < 0,
b(t) =
{
b0e
nL1t, b0 ≥ 0,
b0e
−nL1t, b0 < 0.
(4.1)
Proof. 1. For an arbitrary ε > 0, consider the following parabolic equation
∂tu+ div
(
f(t, x, u)
)
= ε∆u. (4.2)
Due to assumptions (f1)–(f4), we may write
f(t, x, w) = f(t, x, 0) + ∂uf
(
t, x, u˜(t, x, w)
)
w = ∂uf
(
t, x, u˜(t, x, w)
)
w, (4.3)
for some smooth u˜. Therefore, any classical solution uε of (4.2) also solves the linear equation
∂tu+ div
(
c(t, x)u
)
= ε∆u,
where c is defined by
c(t, x) = ∂uf
(
t, x, u˜
(
t, x, uε(t, x)
))
.
The latter PDE may be written in the form L[u] = 0 after introducing the parabolic operator
L[u] = ε∆u− div (c(t, x)u)− ∂tu.
2. Suppose that u0 is a smooth function. Then the Cauchy problem for (4.2) with u0
taken as initial condition admits a classical solution [11], which we denote by uε.
To get the upper bound, we must consider two cases depending on the sign if b0. For
b0 ≥ 0, we take Z(t, x) = b0enL1t and note that
L[Z] = −b0enL1t
(
div c(t, x) + nL1
) ≤ 0,
because of (f2) (more precisely, (g2) for g = ∂uf). Since u0(x) ≤ Z(0, x), the maximum
principle for parabolic equations [16, Theorem 12, p. 187] implies that uε(t, x) ≤ b0enL1t. For
b0 < 0, we choose Z(t, x) = b0e
−nL1t and get uε(t, x) ≤ b0e−nL1t, by the same arguments.
The lower bound can be obtained similarly.
By the method of vanishing viscosity [10, Theorem 4], we have u(t, x) = limε→0 uε(t, x)
for a.e. t and x. This proves the lemma for smooth initial data.
3. To deal with an arbitrary u0 we may use the usual mollification technique (see the
arguments right above Theorem 4 in [10]). 
Recall that the collection K(Rn) of all nonempty compact subsets of Rn is a metric space
with the Hausdorff distance
dH(A,A
′) = inf{r > 0 : A ⊆ B(A′, r), A′ ⊆ B(A, r)}.
When we say that a set-valued map with compact values is continuous we always mean the
continuity with respect to the Hausdorff distance.
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Let us take ε > 0 and perturb a(·), b(·) from Lemma 4.1 as follows
aε(t) =
{
(a0 − ε)e−nL1t, a0 ≥ 0,
(a0 − ε)enL1t, a0 < 0,
bε(t) =
{
(b0 + ε)e
nL1t, b0 ≥ 0,
(b0 + ε)e
−nL1t, b0 < 0.
(4.4)
Consider the set-valued map
Fε(s, y) = co ∂uf
(
s, y,
[
aε(s), bε(s)
])
(4.5)
and denote by Ωε
(
B(x, ε)
)
the backward integral funnel of the differential inclusion{
y˙ ∈ Fε(s, y), s ∈ [0, t],
y(t) ∈ B(x, ε).
Lemma 4.2. The set-valued map ε 7→ Ωε0
(
B(x, ε)
)
is continuous.
Proof. The map U : (s, ε) 7→ [aε(s), bε(s)] is obviously continuous. Therefore, the compo-
sition (s, y, ε) 7→ ∂uf
(
s, y, U(s, ε)
)
is continuous as well [9, Proposition 2.56]. Since convex-
ification preserves continuity (see [9, Proposition 2.42]), also the map (s, y, ε) 7→ Fε(s, y) is
continuous. It remains to apply Theorem 5.4 from [19, p. 213] to complete the proof. 
Now we have everything at hand to estimate the domain of dependence.
Corollary 4.3. Suppose that assumptions (f1)–(f4) hold. Let u be a Kruzˇkov solution of (1.1),
(1.2) and the values of u0 belong to an interval [a0, b0]. Then, for each x ∈ Rn, we have
Du(t, x) ⊆ Ω−0 (x).
Here Ω−(x) is the backward integral funnel of the differential inclusion
y˙(s) ∈ co ∂uf
(
s, y(s),
[
a(s), b(s)
])
, y(t) = x,
where a(·) and b(·) are defined by (4.1).
Proof. Let v0 = u0 + εw as in Definition 1.1. Without loss of generality, we may assume
that ‖w‖L∞(Rn) = 1. In this case, v0 takes values in [a0 − ε, b0 + ε]. Hence, by Lemma 4.1,
the Kruzˇkov solution v of (1.1), (1.2) with initial data v0 can be estimated as follows
aε(t) ≤ v(t, x) ≤ bε(t) for all t ∈ [0,∞), x ∈ Rn,
where aε(·) and bε(·) are given by (4.4).
Suppose that sptw ∩ Ω−0 (x) = ∅. Since Rn is a normal space, there exists an open
neighbourhood O
(
Ω−0 (x)
)
of the set Ω−0 (x) such that
sptw ∩ O
(
Ω−0 (x)
)
= ∅.
By Lemma 4.2, Ωε0
(
B(x, ε)
)
belongs to this neighbourhood, for all ε small enough. Hence,
sptw ∩ Ωε0
(
B(x, ε)
)
= ∅.
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Now, recalling that Theorem 3.3 holds also for time-dependent bounds, we may write∫
B(x,ε)
|u(τ, y)− v(τ, y)| dy ≤ ε
∫
Ωε0(B(x,ε))
w(y) dy .
Previously, we have proved that the right-hand side vanishes for small ε. Hence, after dividing
both parts of the inequality by Ln (B(x, ε)) and passing to the limit as ε → 0, we discover
that u and v coincide at (t, x) in the sense of equation (1.3). The proof is complete. 
4.3 Expansion of the support
The following result shows how differential inclusions can be used to estimate the support of
Kruzˇkov solutions.
Corollary 4.4. Suppose that assumptions (f1)–(f4) hold. Let u be a Kruzˇkov solution of (1.1),
(1.2) such that
0 ≤ a(t) ≤ u(t, x) ≤ b(t) for all t ∈ [0,∞), x ∈ Rn,
where a(·) and b(·) are continuous functions. If u0 has compact support, then
sptu(t, ·) ⊆ Ω+t (sptu0), t ∈ [0,∞),
where Ω+(sptu0) is the forward integral funnel of the differential inclusion
y˙(s) ∈ co ∂uf
(
s, y(s),
[
a(s), b(s)
])
, y(0) ∈ sptu0.
Proof. Let K = sptu0. Construct the forward funnel Ω
+(K) issuing from K at the time
moment t = 0. Fix a positive t, choose a closed ball B outside Ω+t (K) and construct the
backward funnel Ω− (B) issuing from B at the time moment t. Clearly, Ω+(K) and Ω− (B)
cannot intersect. Therefore, u0 = 0 a.e. on Ω
−
0 (B). According to (f4), we may take u¯ ≡ 0
in (3.4) to obtain ∫
B
u(t, x) dx ≤
∫
Ω−0 (B)
u0(x) dx ,
which means that u(t, ·) = 0 a.e. on B.
Since the set
(
Ω+t (K)
)c
is open, there exists a countable collection of closed balls Bi from(
Ω+t (K)
)c
such that
Hn
(Ω+t (K))c \⋃
i
Bi
 = 0
(see [7, Corollary 2, §1.5]). By the above arguments u(t, ·) = 0 a.e. on every Bi. The proof
is complete. 
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5 Application
Consider the following nonlinear conservation law
∂ut + div
(
f
(
t, x, u, ξ(t)
))
= 0, (5.1)
where ξ = ξ(t) is a control parameter. Suppose that the initial function u0 is nonnegative
and f takes the form
f(t, x, u, ξ) = v(t, x, ξ)u+G(u), (5.2)
where
G(0) = 0 and |G′(u)| ≤ c for some c > 0. (5.3)
By Theorem 3 in [10], the nonnegativity of u0 implies the nonnegativity of the correspond-
ing Kruzˇkov solution u. Therefore, we may think of a mass distributed on Rn and drifting
along the flow f ; in this case u(t, ·) represents the density at the time moment t.
Consider the following confinement problem: given compact set K ⊂ Rn and an initial
mass distribution u0 with sptu0 ⊆ K, find a control strategy ξ = ξ(t) so that sptu(t, ·) ⊆ K
for all t > 0.
In other words, we want to keep the mass inside K for every t > 0, by choosing a suitable
ξ = ξ(t).
Let uξ be the Kruzˇkov solution of (5.1) satisfying the initial function u0 and the control
strategy ξ = ξ(t). Note that
∂uf
(
t, x, [0,∞), ξ) ⊆ v(t, x, ξ) +B(0, c).
Hence the support of uξ(t, ·) may be estimated by the reachable set of the differential inclusion
x˙ ∈ v (t, x, ξ(t))+B(0, c).
We denote this reachable set by Ω+t (sptu0, ξ) indicating that it depends also on the control
ξ = ξ(t). To be more precise, by Corollary 4.4, we may write
sptuξ(t, ·) ⊆ Ω+t (sptu0, ξ), t ∈ [0,∞).
Thus, any function ξ satisfying
Ω+t (sptu0, ξ) ⊆ K, t ∈ [0,∞),
solves our initial confinement problem.
Such ξ may be constructed by applying, for example, the technique developed in [4, 5].
In particular, one may prove the following result.
Theorem 5.1. Let n ∈ N with n ≥ 2 and the map f : [0,∞) × Rn × R× Rn → Rn take the
form (5.2), where G satisfies (5.3) and v is given by
v(t, x, ξ) = ψ
(|x− ξ|) (x− ξ),
for some real-valued function ψ. Let the map (t, x, u) 7→ f (t, x, u, ξ(t)) satisfies assumptions
(f1)–(f4), for any smooth ξ = ξ(t). Denote by uξ the Kruzˇkov solution of (5.1) corresponding
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to the initial function u0 and the control strategy ξ. Suppose that there exist positive R
−∗ , R+∗
and R such that
1√
pi
· Γ
(
n
2
)
Γ
(
n−1
2
) ∫ pi
0
ψ
(√
R2 +R2∗ − 2R∗R cosϑ
)
(R∗ −R cosϑ) sinn−2 ϑ dϑ < −c
for all R∗ ∈ [R−∗ , R+∗ ]. Then, there exists a smooth control ξ¯ : [0,∞) → ∂B(0, R) such that
sptu0 ⊆ B(0, R−∗ ) implies sptuξ¯(t, ·) ⊆ B(0, R+∗ ) for all t ∈ [0,∞) .
Remark that the proof of the above theorem is constructive, in the sense that the confining
strategy ξ¯ is explicitly defined.
6 Appendix: proofs of auxiliary results
Before passing to the proofs, let us introduce a few notions from Geometric Measure Theory.
Consider a compact subset E of Rn. The n-dimensional density of E at x is given by
Θn(E, x) = lim
r→0+
Hn (E ∩B(x, r))
Hn(B(x, r)) ,
the symbol Et denotes the set of all points where E has density t. The essential boundary of
E is the set of points where E has density strictly between 0 and 1, i.e., ∂∗E = Rn\(E0∪E1).
The perimeter of E is denoted by P (E). Here we intentionally skip the exact definition of
the perimeter (one may find it, for instance, in [2]), instead we use the formula P (E) =
Hn−1(∂∗E), which holds for any compact set E (see [2, p. 159]).
Proof of Proposition 2.5. The (n−1)-rectifiability of ∂A was established in [17, Proposition
2.3]. The very definition of (n− 1)-rectifiability implies that Hn−1(∂A) <∞. Thus, we only
need to show that the outer Minkovski content exists and it is bounded by Hn−1(∂A).
If x ∈ ∂A, then for all sufficiently small r > 0, one may find an n-dimensional closed
ball Br/2 of radius r/2 such that x ∈ Br/2 and Br/2 ⊂ A. Using the obvious inclusion
Br/2 ⊆ A ∩B(x, r), we deduce that
Θn (A, x) ≥ 2−n.
It follows from the arbitrariness of x that ∂A ∩A0 = ∅.
Now, taking into account the rectifiability of ∂A, we may apply Proposition 4.1 from [20],
which states that
SMn (A) = P (A) + 2Hn
(
∂A ∩A0
)
.
Since the second term from the right-hand side is zero, we get SMn (A) = P (A). The
perimeter is bounded, because P (A) = Hn−1(∂∗A) ≤ Hn−1(∂A). 
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We have said before that integral funnels are “almost” like tubular neighbourhoods. The
next theorem, taken from [15], clarifies this statement.
Theorem 6.1. Suppose that K is a compact n-dimensional tubular neighbourhood, F is
defined by (2.1), and assumptions (g1)–(g3) hold. Then
Ω+(K) ∪ {(t, x) : t ≤ t0, t ≥ t1}
is an (n+ 1)-dimensional tubular neighbourhood.
We derive Proposition 2.6 from that theorem.
Lemma 6.2. Essential and topological boundaries of Ω+(K) coincide.
Proof. Below, for the sake of brevity, we write Ω and Ωt instead of Ω
+(K) and Ω+t (K).
Let us fix a point (t, x) ∈ ∂Ω and estimate the density of Ω at (t, x).
1. Suppose that τ0 < t < τ . As in the proof of Proposition 2.5, we find that
Θn+1
(
Ω, (t, x)
) ≥ 2−(n+1).
On the other hand, our assumptions yield that the set-valued map t 7→ Ωt is Lipschitz. In
other words,
Ωs ⊆ B
(
Ωt, L|s− t|
)
for all s ∈ [τ0, τ ],
or, equivalently,
Ω ⊆ C =
{
(s, y) : y ∈ B (Ωt, L|s− t|)} .
The latter implies that Θn+1
(
Ω, (t, x)
) ≤ Θn+1 (C, (t, x)) < 1.
2. If t is either τ0 or τ , we obviously get that Θ
n+1
(
Ω, (t, x)
) ≤ 2−1. It remains to
establish the inequality Θn+1
(
Ω, (t, x)
)
> 0.
We begin with the case t = τ0. Consider the (n+ 1)-dimensional ball B
(
(τ0, x), r
)
with a
sufficiently small radius r. Since K is a tubular neighbourhood, there exists an n-dimensional
ball A ⊆ K of radius r/2 with x ∈ ∂A.
Take a map u ∈ L∞([τ0, τ ];U) and denote by Ps,t the phase flow of the vector field
(t, x) 7→ g (t, x, u(t)). Clearly, we have Pτ0,t(A) ∈ Ωt, for all t ∈ [τ0, τ ]. Since g is continuous
according to (g1), its norm is bounded on Ω× U by some positive c. Therefore, the set
Π =
{
(t, y) : t ∈ [τ0, t∗], y ∈ Pτ0,t(A)
}
is surely contained in Ω ∩B ((τ0, x), r) when t∗ = τ0 + r2√1+c2 .
Let us estimate Hn+1(Π). Using the notation V (t) = Hn (Pτ0,t(A)), we can write
Hn+1(Π) =
∫ t∗
τ0
V (t) dt .
According to the Reynolds transport theorem [14], V is absolutely continuous and
d
dt
V (t) =
∫
Pτ0,t(A)
div g
(
t, y, u(t)
)
dy for a.e. t ∈ [τ0, τ ]. (6.1)
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It follows from (g2) that div g ≥ −nL1, which together with (6.1) implies the inequality
V (t) ≥ V (τ0)e−nL1(t−τ0). Using the latter estimate, we find that
Hn+1(Π) ≥
∫ t∗
τ0
V (τ0)e
−nL1(t−τ0) dt =
V (τ0)
nL1
(
1− e−
nL1
2
√
1+c2
r
)
.
Dividing by ωn+1r
n+1 and passing to the limit as r → 0, we obtain
Θn+1
(
Ω, (τ0, x)
) ≥ ωn
nL1ωn+1
lim
r→0
1
r
(
1− e−
nL1
2
√
1+c2
r
)
=
ωn
2
√
1 + c2ωn+1
,
which is strictly greater than zero, as desired.
The case t = τ can be considered in the similar way. Of course, Pτ0,t should be replaced
with Pt,τ and K with Ωτ (K), which is also a tubular neighbourhood by [13, Theorem 2.1].

Proof of Proposition 2.6. As before, we write Ω and Ωt instead of Ω
+(K) and Ω+t (K).
Figure 2: The funnel with two enlarged discs.
1. Let us show that ∂Ω is n-rectifiable.
First, note that Theorem 6.1 implies that Ω
is a part of a compact (n + 1)-dimensional
tubular neighbourhood. Indeed, take two n-
dimensional discs D0 and D1 lying in Rn+1,
enlarge them to get B(D0, r) and B(D1, r),
and attach these sets to Ω+(K) as is shown
on Figure 2. The resulting set
A = Ω ∪B(D0, r) ∪B(D1, r)
is a compact (n + 1)-dimensional tubular
neighbourhood, as desired.
Now, Proposition 2.5 implies that ∂A is
n-rectifiable. One may easily check that a finite union of n-rectifiable sets and a subset of
any n-rectifiable set are n-rectifiable. These facts allow us to derive the n-rectifiability of ∂Ω.
2. Taking into account the rectifiability of ∂Ω, we may apply Proposition 4.1 from [20] to
get
SMn+1 (Ω) = P (Ω) + 2Hn
(
∂Ω ∩ Ω0
)
.
By Lemma 6.2, the last term from the right-hand side is zero and P (Ω) = Hn(∂Ω). Therefore,
SMn(Ω) = Hn(∂Ω), which is finite due to n-rectifiability of ∂Ω.
3. It remains to note that part (b) of the statement follows from [13, Theorem 2.1]. 
Next, we put here a small auxiliary lemma, which directly follows from Proposition 4.1
of [20].
Lemma 6.3. Let A ⊂ Rn be (n− 2)-rectifiable. Then SMn(A) = 0.
Proof. Since A is (n − 2)-rectifiable, it is (n − 1)-rectifiable as well. Thus, we may apply
Proposition 4.1 [20], which gives
SMn(A) = P (A) + 2Hn−1(∂A ∩A0) ≤ 3Hn−1(∂A) = 0.

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We conclude the section with another technical lemma. Suppose that h ∈ (0,∞) and
Uh, U : [τ0, τ ] → K(Rl) are measurable set-valued maps with the following properties: a)
Uh(t)→ U(t) for each t ∈ [τ0, τ ] as h→ 0, b) Uh and U take values in a bounded set B ⊂ Rl,
at least, for all sufficiently small h. Let Ωh+(K) and Ω+(K) denote the forward integral
funnels of the following differential inclusions
x˙(t) ∈ co g (t, x, Uh(t)) , x˙(t) ∈ co g (t, x, U(t)) , t ∈ [τ0, τ ].
Lemma 6.4. Let K be an n-dimensional tubular neighbourhood. Then, under the assumptions
(g1)–(g3), we have
lim
h→0
Ln
(
Ωh+t (K)4Ω+t (K)
)
= 0, (6.2)
where 4 stands for the symmetric difference between two sets.
Proof. 1. Let us show that Ωh+t (K) and Ω
+
t (K) converge in the Hausdorff distance. To this
end, consider two trajectories x(·) and xh(·) defined by
x˙(t) = g
(
t, x(t), u(t)
)
, x(τ0) = x0, u(t) ∈ U(t),
x˙h(t) = g
(
t, x(t), uh(t)
)
, xh(τ0) = x0, uh(t) ∈ Uh(t),
where uh(t) is the projection of u(t) onto Uh(t). Obviously, we may write∣∣x(t)− xh(t)∣∣ ≤ ∫ t
0
∣∣∣g (s, x(s), u(s))− g (s, xh(s), uh(s))∣∣∣ds
≤
∫ t
0
∣∣∣g (s, x(s), uh(s))− g (s, xh(s), uh(s))∣∣∣ds
+
∫ t
0
∣∣∣g (s, x(s), u(s))− g (s, x(s), uh(s))∣∣∣ds .
According to (g2), the first integral from the right-hand side can be estimated by∫ t
0
L1
∣∣x(s)− xh(s)∣∣ ds .
Hence, denoting the second integral by ch(t), we obtain∣∣x(t)− xh(t)∣∣ ≤ ∫ t
0
L1
∣∣x(t)− xh(t)∣∣ds+ ch(t).
Gronwall’s lemma yields that ∣∣x(t)− xh(t)∣∣ ≤ ch(t)eL1t. (6.3)
Since |u(t) − uh(t)| ≤ dH
(
U(t), Uh(t)
)
for each t ∈ [τ0, τ ], we conclude that uh pointwise
converges to u. Now assumptions (g1) and (g2) together with Lebesgue’s dominated conver-
gence theorem imply that ch(t)→ 0 for each t ∈ [τ0, τ ]. Hence xh(t)→ x(t) for all t ∈ [τ0, τ ],
by (6.3). Now, from Filippov’s lemma [8] and the density theorem [19, Theorem 2.1., Chapter
3] it follows that dH
(
Ωh+t (K),Ω
+
t (K)
)
→ 0 for each t ∈ [τ0, τ ].
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2. Let us prove that, for any two tubular neighbourhoods A, A′ of radius r, we have
Ln(A4A′) ≤ nωn (diamA)
n + (diamA′)n
2n
ln
(
1 +
dH(A,A
′)
r
)
. (6.4)
Since Ln(A4A′) = Ln(A \ A′) + Ln(A′ \ A), we proceed examining each term from the
right-hand side separately. First, note that A′ ⊆ B(A, l), where l = dH(A,A′). Thus,
Ln(A′ \A) ≤ Ln (B(A, l))− Ln(A).
The Reynolds transport theorem [14] yields
Ln (B(A, l))− Ln(A) = ∫ l
0
Hn−1 (∂B(A, t)) dt .
Lemma 2.5 [1] gives the following estimate
Hn−1 (∂B(A, t)) ≤ nωn(diamA)n
2n(t+ r)
.
Thus,
Ln (B(A, l))− Ln(A) ≤ nωn(diamA)n
2n
ln
(
1 +
l
r
)
.
Interchanging the roles of A and A′, we obtain the same inequality for A′, and therefore (6.4).
3. By Theorem 2.1 [13] the sets Ω+t (K) and Ω
h+
t (K) can be considered as tubular neigh-
bourhoods of common radius r that does not depend on h. Moreover, because of assumptions
(g1) and (g2), all those sets lie in a ball of sufficiently large diameter. Thus, inequality (6.4)
can be applied to all of them. Basically, it says that the Hausdorff convergence of the reach-
able sets implies the convergence with respect to the Lebesgue measure. Now, to complete
the proof we should only recall its first step. 
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