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In recent years, there has been a growing interest in the analysis and
measure theory on conﬁguration spaces of Riemannian manifolds (see, e.g.,
[3, 4, 6, 12, 22, 24–26], and the references therein). Conﬁguration spaces
provide interesting examples of inﬁnite-dimensional manifolds that possess
a relatively simple description and have rich analytic, measure-theoretic, and
geometric structures. In particular, such spaces have natural Sobolev classes.
In this work, we study capacities and surface measures on level sets of
functions in Sobolev classes over conﬁguration spaces equipped with
Poisson measure. Our ﬁrst main result is the tightness of the corresponding
Cr; p-capacities. Apart from being interesting in its own right, this result is an
efﬁcient tool in the study of surface measures on level sets of Sobolev
functions that are nondegenerate in the Malliavin sense. The idea to employ
capacities for the study of surface measures is due to Malliavin who has61
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BOGACHEV, PUGACHEV, AND RO¨CKNER62successfully applied it in the Gaussian case. As an application, we obtain a
version of the Gauss–Ostrogradskii formula extending a result from [12, 26];
formulas of this kind will be useful in the study of boundary value problems
on conﬁguration spaces.
Finally, we mention that the same questions in the case of Wiener space
have been studied extensively by several authors. We refer, in particular, to
[1, 13, 16], and Malliavin’s monograph [17]. So, this paper provides the
analogue for the Poisson space.
2. CONFIGURATION SPACE AND ITS TANGENT TENSOR
BUNDLES
Let M be a connected smooth complete Riemannian manifold of
dimension d endowed with a s-ﬁnite, but not ﬁnite measure s which has a
density r; such that
ﬃﬃﬃ
r
p
2 W 1;2loc ðMÞ; with respect to the Riemannian volume
on M : In particular, s is locally ﬁnite. We denote by CkðM ; TMÞ;
k ¼ 0; . . . ;1; the class of all Ck-vector ﬁelds on M and by Ck0 ðM ; TMÞ its
subclass formed by all compactly supported ones. By ðrMÞk we will denote
the iterated gradient of kth order on M deﬁned as usual in terms of the
Levi–Civita connection (see e.g. [5]).
Definition 2.1. The conﬁguration space G ¼ GM over M is the space
of Zþ [ fþ1g-valued measures g on M ; such that for any compact set
K  M one has gðKÞo1: In other words, g has the form
g ¼
XN
i¼1
kidxi ; N 2 N[ fþ1g;
where xi 2 M; dxi is the Dirac measure concentrated in the point xi; ki 2 N
is the multiplicity of the point xi; and the sequence fxig has no cluster
points.
Let supp g be the support of the measure g: We equip the conﬁguration
space with the vague topology, i.e., the topology generated by all functions
hj; gi 
Z
jðxÞgðdxÞ; j 2 C10 ðMÞ;
which is known to be metrizable.
Definition 2.2. A probability measure p ¼ ps on the conﬁguration
space G ¼ GM is called Poisson measure with intensity s if, for any
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(i) pfg : gðAÞ ¼ kg ¼ sðAÞ
k
k! e
sðAÞ;
(ii) if A and B are disjoint, then the random variables gðAÞ and gðBÞ are
independent.
Note that the measure p has full support if and only if s has full support.
It is also well known that p has full measure on the set of conﬁgurations
without multiple points.
In the sequel, we can consider G as the space of all conﬁgurations or as the
space of conﬁgurations without multiple points. The results we are proving
are valid for both cases.
Definition 2.3. We say that a function f : G/R is smooth cylindrical
and write f 2FC1b if it has the form
f ðgÞ ¼ uðhj1; gi; . . . ; hjn; giÞ; jj 2 C
1
0 ðMÞ; u 2 C
1
b ðR
nÞ; n 2 N:
The class FC1b is dense in L
pðpÞ for every p51 (see [3]).
Definition 2.4. The tangent tensor space of order n at the point g 2 G is
the space
Tng G :¼ L
2ðMn/TnMn; gnÞ;
where TnMn denotes the vector bundle over Mn with ﬁbre at ðx1; . . . ; xnÞ
2 Mn given by
ðTnMnÞðx1;...;xnÞ :¼ Tx1M      Txn M :
So, Tng G is the space of all measurable sections Y of T
nMn such that
Y ðx1; . . . ; xnÞ 2 ðTnMnÞðx1;...;xnÞ and the following norm of Y is ﬁnite:
jjY jjTng G ¼
Z
  
Z
½Y ðx1; . . . ; xnÞ; Y ðx1; . . . ; xnÞngðdx1Þ . . . gðdxnÞ
 1=2
;
where ½; n denotes the Riemannian scalar product of tensors of order n:
It is natural to set T0g G ¼ R: In the case n ¼ 1; the T
1
g G-norm coincides
on all vectors from TgG with the norm deﬁned in [3], where this
tangent space was deﬁned for the ﬁrst time. It is easy to check that
Tng G ¼ ðTgGÞ
n:
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F ðgÞ 2 Tng G; is equipped with the norm
jjF jjp ¼
Z
G
jjF ðgÞjjpTng GpðdgÞ
 1=p
:
A vector ﬁeld V 2 C10 ðM; TMÞ generates a ﬂow of diffeomorphisms ct of
M : This ﬂow can be lifted to G by the following formula:
if g ¼
X
i
kidxi ; then ctðgÞ ¼
X
i
kidctðxiÞ:
Definition 2.5. The gradient of a section F :G/TnG is the section
rGF : G/Tnþ1G
deﬁned as follows: let x 2 supp g; let Vx be a smooth vector ﬁeld on M such
that in a neighbourhood of x the ﬂow c generated by Vx moves points along
geodesical lines with constant velocity, and Vx ¼ 0 in some neighbourhoods
of all points of supp g =fxg: Let vx :¼ VxðxÞ: Then
½rGF ðgÞðx; x1; . . . ; xnÞ; ðvx  v1      vnÞnþ1
¼
@
@t

t¼0
½F ðctðgÞÞðctðx1Þ; . . . ;ctðxnÞÞ; ðCtðv1Þ     CtðvnÞÞn;
for any vi 2 Txi M ; where CtðvÞ 2 TctðxÞM is the parallel shift of the vector
v 2 TxM along ct; provided such limits exist.
In the case n ¼ 0; this gives the same deﬁnition of the gradient of a real-
valued function as in [3]. By means of Deﬁnition 2.5 we can deﬁne gradients
ðrGÞk of higher orders of real-, vector-, and tensor-valued sections on G:
Then, clearly, for a section F : G/TnG we obtain a section ðrGÞkF : G/
TnþkG:
Every smooth cylindrical function has gradients of all orders. Here we
write explicitly the ﬁrst three gradients of the function f ðgÞ ¼ uðhj1; gi; . . . ;
hjn; giÞ (we will omit the arguments of u): for x; y; z 2 supp g
rGf ðgÞðxÞ ¼
Xn
i¼1
@iuð. . .ÞrMjiðxÞ;
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Xn
i;j¼1
@i@juð. . .ÞrMjiðxÞ r
MjjðyÞ
þ
Xn
i¼1
@iuð. . .ÞðrM Þ
2jiðxÞ1fxgðyÞ;
ðrGÞ3f ðgÞðx; y; zÞ ¼
Xn
i;j;k¼1
@i@j@kuð. . .ÞrMjiðxÞ r
MjjðyÞ r
MjkðzÞ
þ
Xn
i;j¼1
@i@juð. . .ÞððrMÞ
2jiðxÞ r
MjjðzÞ1fxgðyÞ
þ ðrM Þ2jiðxÞ r
MjjðyÞ1fxgðzÞ
þ rMjiðxÞ  ðr
M Þ2jjðyÞ1fygðzÞÞ
þ
Xn
i¼1
@iuð. . .ÞðrM Þ
3jiðxÞ1fxgðyÞ1fxgðzÞ;
where @iu denotes the partial derivative in the ith argument of u:
Let us consider an example explaining the appearance of extra ﬁelds
on the surfaces fx1 ¼    ¼ xkg even in the simplest cases. Let M ¼ R
d
and let
f ðgÞ ¼
Z
gðxÞgðdxÞ;
where g 2 C10 ðR
dÞ: Then
ðrGÞ2f ðgÞðx; yÞ ¼ 0 if xay
and
ðrGÞ2f ðgÞðx; xÞ ¼ ðrMÞ2gðxÞ:
If we consider ðrGÞ2f ðgÞðx; yÞ as a 2-tensor on M2; then it is dis-
continuous due to the extra term ðrM Þ2gðxÞ on the surface fx ¼ yg:
Looking at ðrGÞ3f ; we obtain extra terms on fx ¼ yg; fx ¼ zg; fy ¼ zg;
and fx ¼ y ¼ zg:
Definition 2.6. A section F : G/TnG is said to belong to the class
FC1b ðT
nGÞ of smooth cylindrical tensor ﬁelds of order n if it has the
following form, where we assume, without loss of generality, that the points
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F ðgÞðx1; . . . ; xnÞ ¼
XN
i¼1
jiðgÞviðx1; . . . ; xnÞ
þ
X
k1þþkm¼n;ki2N
Fk1;...;km ðx1; . . . ; xnÞ1fx1¼¼xk1g
   1fxk1þþkm1þ1¼¼xng; ð2:1Þ
where vi 2 C10 ðM
n; TnMnÞ; N 2 N; and
Fk1;...;km ðx1; . . . ; xnÞ ¼
XN
j¼1
wk1;...;kmj ðgÞw
k1;...;km
j ðx1; . . . ; xnÞ;
where wk1;...;kmj 2 C
1
0 ðM
n; TnMnÞ; and the functions ji and w
k1;...;km
j are
smooth cylindrical.
It should be stressed that the multiplicities ki mentioned in (2.1) do not
depend on the multiplicities of points in g: They naturally arise in our
situation since, e.g., the derivative of a cylindrical vector ﬁeld cannot be
written as a linear combination of smooth 2-tensor ﬁelds on M2 multiplied
by cylindrical functions, but involves additional terms as we have seen
above. So one has to deﬁne the classes FC1b ðT
nGÞ as in Deﬁnition 2.6 to
make them invariant under rG:
In the case n ¼ 1 the smooth cylindrical vector ﬁelds from Deﬁnition 2.6
are the same as those deﬁned in [3].
Definition 2.7. A tensor AðgÞ 2 Tng G is said to be symmetric if for any
permutation ðxs1 ; . . . ; xsnÞ of the points x1; . . . ; xn one has
½AðgÞðxs1 ; . . . ; xsn Þ; ðvs1      vsn Þn ¼ ½AðgÞðx1; . . . ; xnÞ; ðv1      vnÞn;
for any vi 2 Txi M :
It is easy to see that a gradient of any order n of a smooth cylindrical
function is symmetric in each g:
Definition 2.8. Let A 2 Tmg G; B 2 T
n
g G: The symmetrized tensor
product of A and B is deﬁned by the following formula:
ðA *BÞðx1; . . . ; xmþnÞ
:¼
1
ðm þ nÞ!
X
s2Smþn
Aðxsð1Þ; . . . ; xsðmÞÞ  Bðxsðmþ1Þ; . . . ; xsðmþnÞÞ:
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Let V be a vector ﬁeld on G; i.e., V : g! fV ðgÞðxÞ j x 2 supp gg;
V ðgÞðxÞ 2 TxM: The derivative of a function f along V is deﬁned
by
@V f ðgÞ ¼ ðV ðgÞ;rGf ðgÞÞTgG  hðV ðgÞðÞ;r
Gf ðgÞðÞÞTM ; gi:
3. SOBOLEV SPACES
The Sobolev norms jj  jjr; p; r 2 N; p51; for smooth cylindrical sections of
TnG; n ¼ 0; 1; . . . ; are deﬁned as follows:
jjF jjr; p :¼
Z
G
Xr
k¼0
jjðrGÞkF ðgÞjjp
Tnþkg G
 !
pðdgÞ
 !1=p
: ð3:1Þ
Smooth cylindrical sections have ﬁnite Sobolev norms of any order. It is
sufﬁcient to prove that such sections have ﬁnite Lp-norms, because the kth
gradient of a section g 2FC1b ðT
nGÞ is a section fromFC1b ðT
nþkGÞ: Indeed,
let F be of the form (2.1). Denote by O the union of supports of all functions
on M occurring in representation (2.1). There are ﬁnitely many of them,
hence O is compact. Since all these functions on M have bounded
derivatives of all orders, the norm jjF ðgÞjjTng G is dominated by const gðOÞ
n=2
which belongs to LpðpÞ for any p51; since
R
ðgðOÞÞqpðdgÞo1 for
any q > 0:
Definition 3.1. A section F 2 Lpðp; TnGÞ is said to belong to the
Sobolev class W r; pðTnGÞ if there exists a sequence of smooth cylindrical
sections Fm of T
nG converging to F in Lpðp; TnGÞ such that fFmg is a
Cauchy sequence with respect to the norm jj  jjr; p: The kth gradient of F is
the Lpðp; TnþkG Þ-limit of the corresponding gradients of Fm:
That the kth gradient of F in this deﬁnition is well deﬁned, i.e.
independent of the sequence fFmg; follows from Lemma 3.3.
Definition 3.2. Let V be a vector ﬁeld, i.e., a section of TG: We
say that V possesses a divergence dV 2 L1ðG;pÞ if for any f 2FC1b one
has Z
G
@V f ðgÞpðdgÞ ¼ 
Z
G
f ðgÞdV ðgÞpðdgÞ: ð3:2Þ
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dV 2 L2ðG; pÞ:
Note that if V 2 Lpðp; TGÞ and dV 2 LpðpÞ; p > 1; then formula (3.2)
remains valid for any function f 2 W 1;q; 1
p
þ 1
q
¼ 1:
Lemma 3.3. The gradient of order r is closable, hence the above Sobolev
classes are well defined.
Proof. In order to show that this deﬁnition is consistent, we shall prove
that the values of the gradients do not depend on the choice of an
approximating sequence Fm: Let Fm and Gm be two approximating
sequences for some F 2 W r; pðTnGÞ: Set Hm :¼ Fm  Gm: Then Hm ! 0
in Lpðp; TnGÞ and jjHl  Hmjjr; p ! 0 as m; l !1: We have to prove that
ðrGÞkHm ! 0 in Lpðp; TnþkGÞ:
Let k ¼ 1: Let us ﬁx a ‘‘test section’’ x 2FC1b ðT
nGÞ and set
ðHm; xÞðgÞ ¼
Z
  
Z
½HmðgÞðx1; . . . ; xnÞ; xðgÞðx1; . . . ; xnÞngðdx1Þ . . . gðdxnÞ:
ð3:3Þ
The absolute value of the right-hand side is estimated by jjHmðgÞjjTng 
jjxðgÞjjTng : Let V 2FC
1
b ðTGÞ: Then we have
@V ðHmðgÞ; xðgÞÞ ¼ ð@V HmðgÞ; xðgÞÞ þ ðHmðgÞ; @VxðgÞÞ:
Applying the integration by parts formula (see [3]) to the left-hand side, we
obtain

Z
ðHmðgÞ; xðgÞÞdV ðgÞpðdgÞ 
Z
ðHmðgÞ; @VxðgÞÞpðdgÞ
¼
Z
ð@V HmðgÞ; xðgÞÞpðdgÞ ¼: lðxÞ: ð3:4Þ
Since x; @Vx 2 Lqðp; TnG for any q51; dV 2 L2ðpÞ; the left-hand side of
(3.4) tends to 0 as m !1: But @V Hm ! ðV ; QÞTG in L
pðp; TnGÞ; since
rGHm converges in Lpðp; Tnþ1GÞ to some Q: We have to show that ifR
ððV ; QÞTG; xÞdp ¼ 0 for any x 2FC
1
b ðT
nGÞ; then ðV ; QÞTG ¼ 0 p-a.e.
Since ðV ; QÞTG belongs to the closure of FC
1
b ðT
nGÞ in Lp; our claim is
true in the case p ¼ 2; hence also in the case p > 2: However, if 14po2; we
construct an L1ðpÞ-function
kðgÞ ¼ ðjjðV ðgÞ; QðgÞÞTgGjjTng þ 1Þ
1
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1ðp; TnGÞ: Using the density of
smooth cylindrical functions in LpðpÞ; we obtain that ðV ; QÞTG  k belongs to
the closure of FC1b ðT
nGÞ in L2; and we prove that ðV ; QÞTG  k ¼ 0 p-a.e.,
therefore ðV ; QÞTG ¼ 0 p-a.e.
Since FC1b ðTGÞ is separable, we obtain that p-a.e. ðV ; QÞTG ¼ 0 for any
V 2FC1b ðTGÞ: Therefore, Q ¼ 0 p-a.e.
Proceeding by induction in k ¼ 1; 2; . . . ; r; we obtain the desired. ]
We observe that the above Sobolev classes are exact analogues of the
Sobolev classes considered in [5] in the case of a ﬁnite-dimensional
Riemannian manifold; in that case, an alternative construction is developed
in [27].
Lemma 3.4. Let 1=p þ 1=q ¼ 1=s41; r 2 N: Then
(i) if f 2 W r; p; g 2 W r;q; then fg 2 W r;s; and
jj fgjjr; s4constðrÞ  jjf jjr; pjjgjjr; q;
(ii) if f 2 W 2;p; V 2 W 1;qðTGÞ; then @V f 2 W 1;s; and
jj@V f jj1;s4constjj f jj2;pjjV jj1;q:
Proof. (i) Assume ﬁrst that f ; g 2FC1b : For gradients of the product of
two functions the following formula is true:
ðrGÞkðfgÞðgÞ ¼
Xk
i¼0
Cikðr
GÞif ðgÞ *ðrGÞkigðgÞ:
Hence
jjðrGÞkðfgÞjjTkg 4constðrÞ 
Xk
i¼0
jjðrGÞif jjTig
Xk
j¼0
jjðrGÞjgjjTjg ;
whence we obtain by Ho¨lder’s inequality that jj fgjjr; s4constðkÞjj f jjr; pjjgjjr; q:
This inequality remains valid when we pass to limits fn ! f ; gn ! g in the
corresponding Sobolev norms.
(ii) The vector ﬁeld Y ¼ rGF belongs to W 1;pðTGÞ; @V F ðgÞ ¼ ðV ðgÞ;
Y ðgÞÞTgG:
Consider ﬁrst the case of smooth cylindrical V and Y : We have
jðV ðgÞ; Y ðgÞÞTgGj4jjV ðgÞjjTg  jjY ðgÞjjTg :
Let y 2 suppðgÞ; let Z 2 C10 ðM; TMÞ be such that ZðyÞ ¼ va0; Z ¼ 0 in a
neighbourhood of each point from supp g=fyg: Denote the ﬂow of
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½rGðV ðgÞ; Y ðgÞÞðyÞ; v1
¼
@
@t

t¼0
ðV ðctðgÞÞ; Y ðctðgÞÞÞTctðgÞG
¼
Z
ðrGV ðgÞðy; xÞY ðgÞðxÞ þ V ðgÞðxÞrGY ðgÞðy; xÞÞgðdxÞ; v
 
TyM
¼: Qy;v:
Then, taking at each point y 2 supp g orthonormal vectors ey1; . . . ; e
y
d 2 TyM ;
we evaluate
jjrGðV ðgÞ; Y ðgÞÞTgGjj
2
Tg
¼
Z Xd
i¼1
Q2y;ey
i
gðdyÞ
4 2ðjjV ðgÞjj2Tg þ jjr
GV ðgÞjj2T2g ÞðjjY ðgÞjj
2
Tg
þ jjrGY ðgÞjj2T2g Þ:
Applying the Ho¨lder inequality, we get
jjðV ; Y Þjj1;s4constjjV jj1;pjjY jj1;q;
and this inequality extends to all V 2 W 1;pðTGÞ and Y 2 W 1;qðTGÞ by
approximation. ]
We shall also need the following elementary estimates concerning
Poissonian random variables.
Lemma 3.5. Let x be a random variable with Poisson distribution with
mean l51: Then
(i) for M53l one has Pfx > Mgo22lM ;
(ii) EðxkÞ4ckl
k; for any k51:
Proof. (i) One has
Pfx > Mg ¼
X1
n¼½Mþ1
elln
n!
4
ell½2l
½2l!
l½M½2l
ð2lÞ½M½2l
X1
m¼1
lm
ð3lÞm
o 1
2
 M2l1 X1
m¼1
1
3
 m
¼ 22lM :
(ii) It is sufﬁcient to prove the claim for integer k: We can choose
coefﬁcients y1; . . . ; yn such that
EðxkÞ ¼
X1
n¼0
elln
n!
nk ¼
Xk
j¼1
X1
n¼0
ellnyjnðn  1Þ . . . ðn  j þ 1Þ
n!
¼
Xk
j¼1
yjl
j
X1
n¼j
ellnj
ðn  jÞ!
¼
Xk
j¼1
yjl
j4
Xk
j¼1
jyj jl
k: ]
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TIGHTNESS OF SOBOLEV CAPACITIES
In this section, we construct Sobolev functions with compact supports
and use them for the proof of tightness of the Cr; p-capacities. Related ideas
in different situations have been used in many papers (see, e.g.,
[9, 13, 18, 21, 23]; in particular, the Gaussian case is discussed in detail in
[10, 11, 17], where one can ﬁnd an extensive bibliography).
Note that if a set K G is compact in the vague topology, then for every
function j 2 C10 ðMÞ; the function g! hj; gi is bounded on K: Conversely,
we have:
Lemma 4.1. Let U1  U2  . . . be relatively compact regions in M such
that
distMð %Un; M =Unþ1Þ > 1 and
[
n
Un ¼ M : ð4:1Þ
Let jn 2 C
1
0 ðMÞ be such that jnjUn ¼ 1; jn50; suppjn  Unþ1: Then the
set
K ¼ fg : hjn; gi4Mn; 8n 2 Ng; Mn > 0
is compact in the vague topology.
Proof. Let fgjgj2N be a sequence of conﬁgurations in K: For every j
one has the estimate gjðU1Þ4hj1; gji4M1; hence fgjðU1Þgj2N takes only
ﬁnitely many values, therefore, one of these values, say k1; occurs
inﬁnitely many times. Among those j with value k1; we choose a
subsequence fg1j g such that the local conﬁgurations g
1
j jU1 converge to some
conﬁguration g1 on U1 having k1 points (we always count points with their
multiplicities).
Repeating this procedure for the compact sets U2; U3; . . . ; we construct
the subsequences fg2j g*fg
3
j g* . . . converging locally to the conﬁgurations
g2 on U2; g3 on U3; . . . ; respectively, and it is obvious that gn4gnþ1: Finally,
we choose the diagonal subsequence fg11; g
2
2; . . .g: This sequence converges to
the conﬁguration
g ¼ lim
n!1
gn 2 K
in the vague topology, since each compact subset of M is contained in some
of the regions Un: ]
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such that (4.1) holds. Set sn :¼ sðUnÞ; we can choose Un such that sn52sn1;
s0 :¼ 1:
We shall assume that the following condition (C) holds:
There exist functions jn 2 C
r
0ðMÞ taking values in ½0; 1 such that
jnjUn ¼ 1; suppjn  Unþ1; and constants ak > 1 such that
sup
n
sup
x2M
½ðrMÞkjnðxÞ; ðr
MÞkjnðxÞk4a
2
k 8k ¼ 1; 2; . . . ; r: ð4:2Þ
In the case r ¼ 1 condition (4.2) follows from condition (4.1) due to
Gaffney’s lemma (see [15] or [27]). In the general case, it is a restriction
on M :
Example 4.2. Fix some r 2 N; r > 1:
(i) Let M ¼ Rd ; Rn > Rn1 þ 1; n 2 N; R0 :¼ 0: Take functions
fn 2 C1b ðRÞ; such that fnðtÞ ¼ 1 if t4Rn; fnðtÞ ¼ 0 if t5Rn þ 1;
fnðRn þ sÞ ¼ ð1þ expðcotanðpsÞÞÞ
1 if 0oso1;
and the regions Un :¼ fjxjoRng: Then the functions jnðxÞ :¼ fnðjxjÞ satisfy
condition (C).
(ii) Let M be the d-dimensional hyperbolic space. Consider polar
coordinates r;f1; . . . ;fd1; where r50; 
p
2
4fi4
p
2
if iod  1; and
04fd1o2p: Its Riemannian metric is
ds2 ¼ dr2 þ sinh2 r df21 þ cos
2 f1ðdf
2
2 þ   

þ cos2 fd3ðdf
2
d2 þ cos
2 fd2df
2
d1Þ . . .Þ

:
For this manifold we can take bounded regions
Un :¼ froRng; where Rn > Rn1 þ 1; n 2 N; R0 ¼ 0;
and functions jn :¼ fnðrÞ; where fn are the same as in (i).
Then jn 2 C
1
0 satisfy condition (C) because the curvature of M and the
curvatures of spheres of radii Rn > 1 are bounded.
Definition 4.3. The Sobolev capacity Cr; p; r 2 N; p51; is deﬁned as
follows:
Cr; pðUÞ :¼ inffjj f jjr; p : f 2 W
r; p; f50; f51 on U p-almost everywhereg
if U  G is open;
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 U ; U is openg
for arbitrary B  G:
Definition 4.4. A capacity C in a topological space X is said to be tight
if for any e > 0 one can ﬁnd a compact set Ke such that CðX =KeÞoe:
Theorem 4.5. Let r 2 N be such that condition ðCÞ holds for r: Then the
capacity Cr; p generated by the Sobolev class W
r; p on G is tight for every p51:
Proof. Consider the functions jn speciﬁed above. We have
hjn; gi4gðUnþ1Þ;
and gðUnþ1Þ is a Poissonian random value with mean snþ152nþ1: Consider
the compact sets KN ¼ fg : hjn; gi4Nsnþ2; 8n 2 Ng; N53: Then by
Lemma 3.5(i)
pðG=KN Þ4
X1
n¼1
pfg : hjn; gi > Nsnþ2g4
X1
n¼1
2ðN2Þsnþ2 ! 0 as N !1:
Let zm 2 C
1
b ðRÞ be such that zmj½0;m ¼ 1; zmj½2m;þ1Þ ¼ 0; 05z
0
m5 2=m;
and jzðkÞm j4bkm
k; where bk are increasing positive constants. Set
XNn ðgÞ :¼ zNsnþ2 ðhjn; giÞ:
Then XNn 2FC
1
b ; 04X
N
n 41; and
pfXNn o1g4pfhjn; i > Nsnþ2g42ðN2Þsnþ2 :
Recall that by the chain rule
d
dt
f ðgðtÞÞ ¼ f 0ðgðtÞÞg0ðtÞ;
d2
dt2
f ðgðtÞÞ ¼ f 00ðgðtÞÞðg0ðtÞÞ2 þ f 0ðgðtÞÞg00ðtÞ; . . . :
It can be checked inductively that d
k
dtk
f ðgðtÞÞ consists of not more than k!
summands of the form
f ðjÞðgðtÞÞ  gði1ÞðtÞ    gðimÞðtÞ;
where 14j4k; i1 þ    þ im ¼ k:
In order to simplify the calculations, we may increase the constants ak
in condition (C) so that amþk5amak 8m; k 2 N: For any g 2 G; x1; . . . ;
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j
1; . . . ; e
j
d 2 Txj M; we have
j½ðrGÞkXNn ðgÞðx1; . . . ; xkÞ; ðe
1
i1
     ekik Þkj
4k! max
14j4k
jzðjÞNsnþ2 j maxP
i
li¼k
sup
x2M
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃY
i
½ðrMÞlijnðxÞ; ðr
M ÞlijnðxÞli
q
4k!
bkak
Nsnþ2
:
Note that all gradients of the function g/ hjn; gi vanish at all those points
of any conﬁguration g that lie outside the relatively compact set Unþ1=Un:
Hence we have
jjðrGÞkXNn ðgÞjj
2
Tkg
4dk k!
bkak
Nsnþ2
 2
gðUnþ1=UnÞ
k; 14k4r;
for p-almost every g (namely, for any g without multiple points). Since by
Lemma 3.5(ii)Z
gðUnþ1=UnÞ
kppðdgÞo
Z
gðUnþ1Þ
kppðdgÞ4ckps
kp
nþ1;
we have the estimate
jjðrGÞkXNn jj
p
Lpðp;TkGÞ4constðk; pÞs
p
nþ1s
kp=2
nþ1 pfX
N
n o1g4
constðk; pÞsðk=21Þpnþ1
2ðN2Þsnþ2
:
Now set XNðnÞ :¼ X
N
1   X
N
n : These functions also belong to FC
1
b ; and the
sequence fXNðnÞgn2N is Cauchy with respect to the norm jj  jjr; p for any p:
Indeed, let g 2 G; x1; . . . ; xk 2 supp g: The point xj may belong only to one of
the sets Unþ1=Un; say to the one with n ¼ nj : So, we have
ðrGÞkðXNðnÞðgÞ  X
N
ðnþ1ÞðgÞÞðx1; . . . ; xkÞ
¼
Xk
j¼1

1fnj4ng  ðr
GÞkXNnj ðgÞðx1; . . . ; xkÞ
Y
14m4n; manj
XNmðgÞ  ð1 X
N
nþ1ðgÞÞ
 1fnj¼nþ1g  ðr
GÞkXNnþ1ðgÞðx1; . . . ; xkÞ  X
N
ðnÞðgÞ

:
Since 04XNn 41 for all N; n; one has the following estimate:
jjðrGÞkðXNðnÞðgÞ  X
N
ðnþ1ÞðgÞÞjjTkg
4 1fXN
nþ1a1g
ðgÞk max
n
m¼1
jjðrGÞkXNm jjTkg þ jjðr
GÞkXNnþ1jjTkg
 
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k=2bkak max
n
m¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðUmþ1=UmÞ
q
Nsmþ2
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðUnþ2=Unþ1Þ
q
Nsnþ3
0
@
1
A
4 1fXNnþ1a1gðgÞ
kk!dk=2bkak
N
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
gðUnþ2Þ
p
:
Hence by Lemma 3.5(ii)
X1
n¼1
jjðrGÞkðXNðnÞ  X
N
ðnþ1ÞÞjjLpðp;Tkg Þ4
X1
n¼1
pfXNnþ1a1gconstðk; pÞ 
s
p=2
nþ2
N
 !1=p
4 constðk; pÞ
X1
n¼1
s
p=2
nþ2
N2ðN2Þsnþ3
 !1=p
!
N!1
0:
This implies that
jjXNðnÞ  X
N
ðmÞjjr; p ! 0 as n > m !1:
Therefore,
XN :¼ lim
n!1
XNðnÞ ¼
Y1
n¼1
XNn 2
\
p51
W r; p:
Moreover, since XNð0Þ  1;
jj1 XN jjr; p4constðk; pÞ
X1
n¼0
s
p=2
nþ2
N2ðN2Þsnþ3
 !1=p
! 0
as N !1: It is obvious that XN ¼ 1 on KN and that supp XN  K2N :
Now consider the functions fN :¼ 1 XN ; N 2 N: fN satisﬁes the
following conditions: 04fN41; fN ¼ 1 on G=K2N p-almost everywhere.
Hence for the open set UN ¼ G=K2N ; we have
Cr; pðUN Þ4jj fN jjr; p ! 0 as N !1:
So, Cr; p is tight. ]
Note that this result is a generalization of the result in [18], where
tightness of Cr; p was proved in the case r ¼ 1; p ¼ 2:
Remark 4.6. There is another way of deﬁning Sobolev classes, which
involves Markovian semigroups. We will denote the corresponding spaces
BOGACHEV, PUGACHEV, AND RO¨CKNER76(Bessel spaces) by Hr; p (cf. [14, 17]). In the Gaussian case, the spaces Hr; p
are constructed by using the Ornstein–Uhlenbeck semigroup. In that case,
Hr; p ¼ W r; p and the Meyer equivalence holds for the corresponding
norms:
ar; pjj f jjW r; p4jj f jjHr; p4Ar; pjj f jjW r; p ; ð4:3Þ
where Ar; p > ar; p > 0 are constants, f 2 W r; p ¼ Hr; p (see, e.g., [10] and the
references therein). Hence such inequalities hold also for the corresponding
capacities CW r; p and CHr; p : On conﬁguration spaces over manifolds M; as
studied in this paper, one can also deﬁne Bessel spaces by means of the
corresponding heat semigroups. If (4.3) holds for the corresponding norms
(e.g., if M ¼ Rd with Lebesgue measure, see [29]), then we have also
equivalence of the two types of capacities; if the capacity CW r; p is tight, then
the capacity CHr; p is tight as well.
5. SURFACE MEASURES
In this section, we construct surface measures related to a Poisson
measure on conﬁguration space by employing some ideas of the Malliavin
calculus and the theory of differentiable measures. The principal features
and main ideas of the method are found in [1, 17]. In the case of
conﬁguration spaces, the methods of the Malliavin calculus have been
employed in [6, 12, 25, 26]. Similar techniques have been used in [8, 9, 19–21]
in the case of measures on locally convex spaces. Under more restrictive
assumptions, the Gauss–Ostrogradskii formula on a conﬁguration space has
been proved in [12, 26].
In this paper, as well as in [19, 20], the Sobolev smoothness conditions
imposed on the functions and vector ﬁelds are weaker than those in [1].
Namely, we consider only the ﬁrst- and second-order gradients of the
function F determining the surface (and consider an alternative deﬁnition
which involves only the ﬁrst gradient of F ), and use only Sobolev capacities
of the ﬁrst order, hence we do not need the restriction on the manifold,
formulated in condition (C).
Lemma 5.1. ðiÞ Let F 2 W 2;p be such that there exists a vector field
V 2 W 1;sðTGÞ with divergence dV 2 LsðpÞ and ð@V F Þ
1 2 LqðpÞ: If g 2 W 1;r
and the constants p; q; r; and s satisfy the inequality
1
p
þ
2
q
þ
1
r
þ
2
s
41; ð5:1Þ
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1 admits an absolutely continuous density kg with
respect to Lebesgue measure such that
Var kg ¼
Z þ1
1
jk0gðaÞj da4constðF ; V Þjjgjj1;r: ð5:2Þ
In particular, jkgðaÞj4constðF ; V Þ  jjgjj1;r for every a 2 R:
(ii) Let F 2 W 1;p be such that there exists a vector field V 2 Lsðp; TGÞ
with divergence dV 2 LsðpÞ and 1=p þ 1=s41: Then, for any g 2 W 1;r with
1=r þ 1=s41; the measure ð@V FpÞ 8F
1 admits an absolutely continuous
density kg;V such that
Var kg;V ¼
Z þ1
1
jk0g;V ðaÞj da4ðjjV jjLs þ jjdV jjLs Þjjgjj1;r: ð5:3Þ
In particular, jkg;V ðaÞj4ðjjV jjLs þ jjdV jjLsÞjjgjj1;r for every a 2 R:
Proof. (i) Let us prove that the generalized derivative of the measure
ðgpÞ 8F
1 on R is a bounded measure. Let f 2 C1bðRÞ and
C :¼
gdV þ @V g
@V F

g@2V F
ð@V F Þ
2
:
By Lemma 3.4 and Ho¨lder’s inequality, we have C 2 L1ðpÞ and
jjCjjL1ðpÞ4constðF ; V Þjjgjj1;r;
where the constant constðF ; V Þ is expressed through jjF jj2;p; jjð@V F Þ
1jjLq ;
jjV jj1;s; and jjdV jjLs : Then we obtainZ
R
f0ðtÞððgpÞ 8F
1ÞðdtÞ ¼
Z
G
f0ðF ðgÞÞgðgÞpðdgÞ
¼
Z
G
@V ðf 8F ÞðgÞð@V F ðgÞÞ
1gðgÞpðdgÞ
¼ 
Z
G
f 8F ðgÞ
gðgÞ
@V F ðgÞ
dV ðgÞpðdgÞ

Z
G
f 8F ðgÞ@V
gðgÞ
@V F ðgÞ
pðdgÞ
¼ 
Z
G
f 8F ðgÞCðgÞpðdgÞ
¼ 
Z
R
fðtÞððCpÞ 8F
1ÞðdtÞ: ð5:4Þ
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1 is the generalized derivative of the measure
ðgpÞ 8F
1: We have
jjðCpÞ 8F
1jj4constðF ; V Þjjgjj1;r:
Therefore, the measure ðgpÞ 8F
1 is absolutely continuous. In particular, so
is p 8F
1: In addition, ðCpÞ 8F
15p 8F
1: This implies that the Radon–
Nikodym density of ðgpÞ 8F
1 with respect to Lebesgue measure has an
absolutely continuous modiﬁcation kg whose variation is majorized by
jjðCpÞ 8F
1jj:
(ii) When we replace p by @V Fp; which is possible, because @V F 2 L1ðpÞ
due to the assumption 1=p þ 1=s41; the above reasoning simpliﬁes and does
not involve the second derivative, since we haveZ
G
f0 8Fg@V F dp ¼
Z
G
@V ðf 8F Þg dp ¼ 
Z
G
f 8F ½gdV þ @V g dp: ]
Remark 5.2. If we impose stronger conditions of smoothness: F ; g;
dV ; ð@V F Þ
1 2 W1;1; V 2 W1;1ðTGÞ; then the density kg will belong to
C1b ðRÞ: This can be proved by applying Malliavin’s method like in (5.4)
inﬁnitely many times.
Theorem 5.3. (i) Let F 2 W 2;p and let V 2 W 1;sðTGÞ be such that dV 2
LsðpÞ and ð@V F Þ
1 2 LqðpÞ: Let 2=p þ 2=q þ 2=s41: Then there exists a
family of measures fnaga2R such thatZ
f ðgÞnaðdgÞ ¼ kf ðaÞ; 8a 2 R; 8f 2FC1b : ð5:5Þ
Moreover, one has the following estimate:
naðAÞ4constðF ; V Þ  C1;rðAÞ; 8A 2 BðGÞ; ð5:6Þ
where constðF ; V Þ is a positive constant depending only on F and V, and
r satisfies condition (5.1).
(ii) In the situation of assertion ðiiÞ of Lemma 5.1, there exists a family of
measures fna;Vga2R such thatZ
f ðgÞna;V ðdgÞ ¼ kf ;V ðaÞ; 8a 2 R; 8f 2FC1b ð5:7Þ
and
naðAÞ4ðjjV jjLs þ jjdV jjLsÞC1;rðAÞ; 8A 2 BðGÞ: ð5:8Þ
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nNa;eðdgÞ ¼
1
2e
XNðgÞIfjF ðgÞajoegpðdgÞ; e > 0:
These measures are positive, their variations do not exceed sup k1; and they
are uniformly tight, being concentrated on KNþ1: By virtue of Prohorov’s
theorem (see [7, Chap. 1, Theorem 6.1]) the family of measures fnN
a;1
k
gk2N
is weakly relatively compact. Therefore, one can choose a subsequence
fnNa;emgm2N; em ! 0; convergent weakly to some positive measure n
N
a
concentrated on KNþ1: From Lemma 5.1 and the weak convergence we
get for any function f 2FC1b  CbðGÞ thatZ
f ðgÞnNa ðdgÞ ¼ limm!1
Z
f ðgÞnNa;em ðdgÞ ¼ limm!1
1
2em
Z aþem
aem
kfXN ðtÞ dt ¼ kfXN ðaÞ:
Since ﬁnite measures on G are uniquely determined by their integrals on
smooth cylindrical functions, the measure nNa does not depend on the choice
of a weakly converging subsequence.
Next consider the sequence of measures fnNa gN2N: Their variations still do
not exceed sup k1: Let us prove their uniform tightness. Since r ¼ p satisﬁes
(5.1), one has
nNa ðG=KMþ1Þ4 lim infm!1
nNa;emðG=KMþ1Þ
4 lim inf
m!1
Z
ð1 XMðgÞÞnNa;em ðdgÞ
¼ lim inf
m!1
1
2em
Z aþem
aem
kXN ð1XM ÞðtÞ dt
4 sup
t2R
kð1XM ÞðtÞ4constðF ; V Þjj1 X
M jj1;p
and this value tends to zero as M !1 independently of N: Therefore,
we can use Prohorov’s theorem once again and choose Nm !1 such
that the sequence of measures fnNma gm2N converges weakly to some
positive measure na: Equality (5.5) holds true for this measure, since
supt kð1XN ÞðtÞ ! 0 as N !1; hence kfXN ðtÞ ! kf ðtÞ uniformly in t for any
f 2FC1b : By the same arguments as before we prove uniqueness of the
measure na:
In order to prove estimate (5.6), it is sufﬁcient to consider the case of open
A: Let a > 1: There exists a function w 2 W 1;r such that w ¼ 1 on A p-almost
everywhere, w50; and jjwjj1;r4aC1;rðAÞ: Then for any N 2 N; a 2 R; and
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nNa;eðAÞ4
Z
wðgÞnNa;eðdgÞ ¼
1
2e
Z aþe
ae
kwXN ðtÞ dt4sup jkwj4constðF ; V ÞaC1;rðAÞ:
The same estimate remains true for the measures nNa and na; since, for any
sequence of positive measures Pn converging weakly to a measure P; for any
open set U ; one has PðUÞ4lim infn!1 PnðUÞ: It remains to note that a can
be taken arbitrarily close to 1. In the case of ka;V a similar reasoning
applies. ]
Definition 5.4. A function f is said to be Cr; p-quasicontinuous if there
exist increasing closed sets Fn such that f jFn is continuous for any n and
Cr; pðG=FnÞ ! 0 as n !1:
It is known that any function f 2 W r; p has a Cr; p-quasicontinuous p-
version (the proof is analogous to the proof for the Gaussian case, see
[10, Chap. 5]).
Corollary 5.5. Suppose that the hypotheses of Theorem 5.3(i) are
fulfilled and that for the function F we have chosen a C1;p-quasicontinuous p-
version. Then the measures
pðdgjF ðgÞ ¼ aÞ :¼
k1ðaÞ
1naðdgÞ if k1ðaÞ > 0;
0 if k1ðaÞ ¼ 0
(
are conditional measures of p with respect to the s-field generated by the
function F. Furthermore, in the situation of assertion (ii) of Theorem 5.3, the
measures k1;V ðaÞ
1na;V coincide with the conditional measures ½@V Fpð  jF ¼
aÞ provided that a C1;p-quasicontinuous version of F is chosen.
Proof. For every a 2 R; one has jjnajj ¼ k1ðaÞ: Hence the measures under
consideration are probability measures for ðp 8F
1Þ-almost every a: Let Fn
be closed sets of continuity of F ; C1;pðG=FnÞo2n: On each of the sets Fn; the
measure na is concentrated on the closed set F1ðaÞ \ Fn by the continuity of
F : The set G=
S1
n¼1 Fn has zero C1;p capacity, hence na vanishes on it. For any
f 2FC1b ; we haveZ
G
f ðgÞpðdgÞ ¼
Z þ1
1
kf ðtÞ dt ¼
Z þ1
1
Z
G
f ðgÞntðdgÞ dt
¼
Z þ1
1
k1ðtÞ
Z
G
f ðgÞpðdgjF ðgÞ ¼ tÞ dt:
SURFACE MEASURES AND TIGHTNESS OF CAPACITIES 81Therefore, the measures p and
Rþ1
1 k1ðtÞpðjF ðÞ ¼ tÞdt coincide. The second
claim is proved analogously. ]
Note that the formula of repeated integration obtained in Corollary 5.5 is
the analogue of Malliavin’s coarea formula [1, 17].
Corollary 5.6. Suppose that the hypotheses of Theorem 5.3(i) are
fulfilled and that
2
p
þ
2
q
þ
2
r
þ
2
s
41:
Then, for every C1;r-quasicontinuous version of a function g 2 W 1;r; one hasZ
gðgÞnaðdgÞ ¼ kgðaÞ; 8a 2 R: ð5:9Þ
In addition, under the assumptions of assertion (ii) of Theorem 5.3, one hasZ
gðgÞna;V ðdgÞ ¼ kg;V ðaÞ; 8a 2 R: ð5:10Þ
Proof. Without loss of generality, we may assume that g is bounded.
One can ﬁnd a uniformly bounded sequence of functions gk 2FC1b such
that jjg  gk jjW 1;r ! 0: Hence for any e > 0
C1;rfg : jgkðgÞ  gðgÞj5eg !
k!1
0:
Then kgk ðaÞ ! kgðaÞ for every a; since
ðgkpÞ 8F
1  ðgpÞ 8F
1 ¼ ððgk  gÞpÞ 8F
1;
which by Lemma 5.1 implies the uniform convergence of densities. On the
other hand, it follows by (5.6) that gk ! g in measure na; which yields the
convergence of the integrals
R
gkdna ¼ kgk ðaÞ to
R
g dna: ]
It is natural to call na and na;V the surface measures on the sets fF ¼ ag:
The advantage of na is that it does not depend on V (just the existence of V
is required). The advantage of na;V is that it involves only the ﬁrst derivative
of F : In order to obtain more geometric surface measures one can consider
(see [10, Chap. 6] for the Gaussian case) the normalized surface measures *na
deﬁned by
*na :¼ jrGF jna;
where a C1;p-quasicontinuous version of jrGF j is chosen. For example, *n0
does not change if we replace F by 2F ; whereas the previously deﬁned
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normalized surface measures
*na;V :¼ jrGF jna;V
can be considered if jrGF j has a C1;p-quasicontinuous version.
6. THE GAUSS–OSTROGRADSKII FORMULA
From now on we assume that the hypotheses in Theorem 5.3 and
Corollaries 5.5, 5.6 are fulﬁlled. Let us consider the case r ¼ p=2; i.e., the
constants p; q; s are such that 6=p þ 2=q þ 2=s41:
Theorem 6.1. Let F 2 W 2;p be C1;p-quasicontinuous and let the vector
field V 2 W 1;sðTGÞ be such that dV 2 L2ðpÞ and ð@V F Þ
1 2 LqðpÞ: Let Y be
any vector field from the class W 1;pðTGÞ such that dY exists. Then the
function
g/ ðrGF ðgÞ; Y ðgÞÞTgG 2 W
1;p=2
is n0-integrable, and if ðrGF ; Y Þ is a C1;p=2-quasicontinuous version of this
function, then the following Gauss–Ostrogradskii formula holds:Z
F1ðð1;0ÞÞ
dY ðgÞpðdgÞ ¼
Z
F1ð0Þ
ðrGF ; Y ÞðgÞn0ðdgÞ: ð6:1Þ
In particular, the right-hand side of (6.1) does not depend on the choice of a
quasicontinuous version of ðrGF ; Y Þ:
Proof. Let
JeðtÞ :¼
Z e
e
exp
s2
s2  e2
 
ds
 1
Iðe;eÞðtÞ exp
t2
t2  e2
 
; e > 0;
wN ðgÞ :¼
Z þ1
F ðgÞ
J 1
N
ðtÞ dt:
It is easy to see that wN 2 W
2;p; wN ¼ 1 on the set F
1ðð1;1=NÞ; and
wN ¼ 0 on F
1ð½1=N;þ1ÞÞ: Let wN ;K 2FC
1
b ; k 2 N; be such that
sup jwN ;kj42 and jjwN ;k  wN jj2;p ! 0 as k !1: Passing to a subsequence,
we may also assume that wN ;k ! wN p-almost everywhere. By the integration
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wN ;kðgÞdY ðgÞpðdgÞ ¼ 
Z
@YwN;kðgÞpðdgÞ:
Both sides of this equality converge to the analogous expressions for wN ; so
we have Z
wNðgÞdY ðgÞpðdgÞ ¼ 
Z
@YwNðgÞpðdgÞ: ð6:2Þ
Since pfF1ð0Þg ¼ 0 and for every g =2 F1ð0Þ one has wNðgÞ ! IF1ð1;0ÞðgÞ;
the left-hand side of (6.2) tends to the left-hand side of (6.1). According to
the chain rule, the right-hand side of (6.2) equalsZ
@Y F ðgÞJ 1
N
ðF ðgÞÞpðdgÞ ¼
Z
k@Y F ðtÞJ 1
N
ðtÞ dt;
which converges to
k@Y F ð0Þ ¼
Z
ðrGF ; Y ÞðgÞn0ðdgÞ
as N !1 by Corollary 5.6. ]
Remark 6.2. Let J 1
N
be the functions considered in the above proof.
Then, for every bounded C1;r-quasicontinuous function w; one has
lim
N!1
Z
wðgÞJ 1
N
ðF ðgÞÞpðdgÞ ¼
Z
wðgÞn0ðdgÞ: ð6:3Þ
In particular, our surface measure n0 is the weak limit of the measures
J 1
N
8Fp concentrated on the sets fjF j41=Ng:
Indeed, this is true if w 2 W 1;r; in particular, if w 2FC1b : We may assume
that jwj41: Given e > 0; one can ﬁnd a compact set K  G such that
C1;rðG=KÞoe: Note thatZ
G=K
J 1
N
ðF ðgÞÞpðdgÞ4constðF ; V Þe; ð6:4Þ
since for any g 2 W 1;r such that g51 p-a.e. on G=K ; we haveZ
gðgÞJ 1
N
ðF ðgÞÞpðdgÞ ¼
Z
kgðtÞJ 1
N
ðtÞdt4sup kg4constðF ; V Þjjgjj1;r;
BOGACHEV, PUGACHEV, AND RO¨CKNER84and jjgjj1;r can be made arbitrarily close to C1;rðG=KÞ: Therefore, the
sequence of measures ðJ 1
N
8F Þp is uniformly tight, hence it converges weakly
to the measure n0: Together with (6.4) this yields also the convergence of
integrals of the function w; since we can choose K as above such that w is
continuous on K and then ﬁnd a continuous function wK such that wK ¼ w
on K and jwK j41: It remains to note that the integrals of jw wK j over the
complement of K with respect to ðJ 1
N
8F Þp and n0 are majorized by 2const
ðF ; V Þe and that we have convergence on wK :
In a similar manner, in the situation of assertion (ii) of Theorem 5.3, one
has
lim
N!1
Z
wðgÞJ 1
N
ðF ðgÞÞ@V F ðgÞpðdgÞ ¼
Z
wðgÞn0;V ðdgÞ; ð6:5Þ
which is proved along the same lines.
Remark 6.3. According to Lemma 3.4, the function
g/ jjrGF ðgÞjj2Tg ¼ ðr
GF ðgÞ;rGF ðgÞÞTgG ¼ @rGF F ðgÞ
belongs to the class W 1;p=2: If we choose a C1;p=2-quasicontinuous version
jrGF j2 of this function and use the measure *n0 ¼ jrGF jn0; which has already
been considered above, then (6.1) can be rewritten asZ
F1ðð1;0ÞÞ
dY ðgÞpðdgÞ ¼
Z
F1ð0Þ
ðnF ; Y ÞðgÞ*n0ðdgÞ; ð6:6Þ
where nF ¼ jrGF j
1rGF is the normal unit vector for the surface F1ð0Þ: If
we have another C1;p-quasicontinuous function Fˆ satisfying all the
conditions in Theorem 6.1 with fFˆo0g ¼ fFo0g and fFˆ ¼ 0g ¼ fF ¼ 0g;
then it follows from (6.6) that the measure *n0 will not change if we replace F
by Fˆ:
We have deﬁned surface measures on the level sets of scalar Sobolev class
functions (i.e., on certain hypersurfaces), but in much the same manner one
can deﬁne surface measures on the level sets of the Sobolev class mappings
F ¼ ðF1; . . . ; FdÞ with values in R
d ; i.e., on surfaces of codimension d:
Furthermore, one can consider more general surfaces by taking subsets of
countable unions of the above considered level sets.
Now let us compare our deﬁnition of surface measures with that of [12,
Sect. 15], where elementary surfaces have been deﬁned as level sets of
suitably deﬁned C1-functions satisfying certain strong nondegeneracy
conditions (the space M in [12, Sect. 15] is Rk; but the corresponding
SURFACE MEASURES AND TIGHTNESS OF CAPACITIES 85construction makes sense also in the manifold case). The deﬁnition in [12] is
given explicitly in terms of the surface Lebesgue measures on ﬁnite-
dimensional surfaces (which is possible due to the assumptions made on the
elementary surfaces in [12]). The fact that our deﬁnition of the normalized
surface measures *na agrees with that of [12], in the case when F satisﬁes the
hypotheses of that deﬁnition, is seen from the Gauss–Ostrogradskii formula
(6.6) and formula (15.11) in [12]. In fact, when F is of class C1; in order to
compare our approach with that of [12], one has to deal with the surface
measures jrGF jð@V F Þ
1na;V for a suitably chosen vector ﬁeld V of class C1
(the Gauss–Ostrogradskii formula in this case is proved by the reasoning
from Remark 6.2). However, if F is a more general Sobolev class function
which is not C1; then the associated surface measures cannot be deﬁned by
means of ﬁnite-dimensional surface measures. It is clear from what has been
said that (6.6) and (6.1) give a generalization of the Gauss–Ostrogradskii
formula obtained in [12, Sect. 15]. Finally, it should be noted that the
construction of surface measures given in [28] for certain surfaces in linear
spaces is too restrictive in our situation, since it requires the continuity of the
gradients of determining functions.
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