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Abstract
Stochastic gradient descent (SGD) is a powerful
method for large-scale optimization problems in
the area of machine learning, especially for a finite-
sum formulation with numerous variables. In re-
cent years, mini-batch SGD gains great success
and has become a standard technique for training
deep neural networks fed with big amount of data.
Inspired by its success in deep learning, we ap-
ply the idea of SGD with batch selection of sam-
ples to a classic optimization problem in decision
version. Given n unit circles, the equal circle
packing problem (ECPP) asks whether there ex-
ist a feasible packing that could put all the cir-
cles inside a circular container without overlapping.
Specifically, we propose a stochastic item descent
method (SIDM) for ECPP in large scale, which ran-
domly divides the unit circles into batches and runs
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algo-
rithm on the corresponding batch function itera-
tively to speedup the calculation. We also increase
the batch size during the batch iterations to gain
higher quality solution. Comparing to the current
best packing algorithms, SIDM greatly speeds up
the calculation of optimization process and guar-
antees the solution quality for large scale instances
with up to 1500 circle items, while the baseline
algorithms usually handle about 300 circle items.
The results indicate the highly efficiency of SIDM
for this classic optimization problem in large scale,
and show potential for other large scale classic op-
timization problems in which gradient descent is
used for optimization.
1 Introduction
Stochastic gradient descent (SGD) method [Robbins and
Monro, 1951] has gained great success in the area of ma-
chine learning [Bottou, 2010; Bottou et al., 2018]. Espe-
cially for deep learning tasks, mini-batch SGD has become
a standard technique for the training of deep neural net-
works fed with big amount of data [Goodfellow et al., 2016;
∗Corresponding author.
Lecun et al., 1998] . Inspired by its successful application for
such big, complex optimization problems, in this work, we
consider a classic global optimization problem well-studied
in the area of operations research for over 30 years[Kravitz,
1967], and apply the idea of batch gradient descent (BGD)
for this problem in large scale.
Specifically, we consider the equal circle packing problem
(ECPP) in decision version, the purpose of which is to answer
whether a dense arrangement of n unit circles without over-
lapping (i.e. feasible) in a circular container of fixed radius.
If we already have an efficient algorithm for the decision ver-
sion, the optimal version of minimizing the container radius
for feasible packings can be solved efficiently by combining
divide and conquer on the container radius. Our motivation is
how to design an algorithm that is very fast so as to address
the problem in large scale where hundreds and thousands of
unit circles are considered.
Finding the optimal solution of ECPP with plenty number
of circles is known to be NP hard, even the search of a subop-
timal solution is still very challenging. Many researchers de-
sign heuristic algorithms to find a suboptimal packing pattern.
In recent years, the quasi-physical energy based method was
proposed which could solve ECPP in optimal version with
up to a hundred items. Many quasi-physical researches re-
gard each circle as an elastic item and treat the container as
a rigid hollow container [He et al., 2013; He et al., 2015;
He et al., 2018]. If two items, or an item with the container
are squeezed against each other, the whole system would have
elastic potential energy, and by gradient descent method like
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [Liu
and Nocedal, 1989] we can reduce the potential energy of the
system so as to remove the overlapping. Then some Basin-
hopping strategy is used to jump out of the local optimal trap
where overlaps still exist.
On the other hand, SGD is a classic first-order optimiza-
tion algorithm widely used in large scale machine learning
problems due to its low computational cost and modest pre-
cision [Bottou, 2010; Bottou and Bousquet, 2008]. In the
training of deep neural networks, SGD plays a key role in the
optimization process, and promotes the great success of deep
learning. In the iteration of SGD, it randomly selects a sam-
ple and then optimizes the loss function corresponding to the
current sample.
Inspired by the success of SGD in deep learning, can we
ar
X
iv
:2
00
1.
08
54
0v
1 
 [m
ath
.O
C]
  2
2 J
an
 20
20
apply this idea to the classic optimization problem of ECPP?
Specifically, can we randomly select a unit circle and opti-
mize the corresponding optimization function? If each time
a batch of circles are selected for gradient descent by fix-
ing other circles, then we have a batched version of SGD.
As quasi-Newton methods have been shown superior to first-
order gradient descent method for various circle packing
problems, we choose a quasi-Newton method like BFGS and
combine it with random batch, and design a batched version
of stochastic BFGS for ECPP.
Therefore, we propose a novel approach called stochastic
item descent method (SIDM), which can find dense layouts
for large scale ECPP. SIDM accelerates the search process,
especially for a large number of unit circles. In addition, after
attaining a local minimum or saddle points, we improve the
hopping strategy in the current best solution [He et al., 2018],
in which we gradually increase the shrinking radius of con-
tainer during the iteration to find better solutions. Compar-
ing to state-of-the-art algorithms that can only address small-
scale ECPP within reasonable time, SIDM can address up to
n = 1500 instances and reach current best solution reported
on the packomania website 1.
Our main contributions are listed as follows:
• The proposed novel method SIDM can speed up the
process of reaching the local minimum or saddle point,
which is the main computation load of the ECPP.
• We improve the basin-hopping procedure of the existing
strategy used to escape suboptimal layouts, and shrink
the radius of the container more flexibly.
• Experiments demonstrate that SIDM can greatly accel-
erate the computation while maintaining the state-of-art
packing quality.
2 Related Work
In the literature, most researchers address the optimal version
of ECPP that requires to find the smallest container radius for
all items. But they usually solve the decision version of ECPP
as a sub-problem and then use binary search (divide and con-
quer on the container radius) so as to find a possible smallest
container radius for feasible packing. The efficiency and ef-
fectiveness of the overall algorithm mainly depend on the al-
gorithm on the decision version. Thus, in this work, we focus
on improving the efficiency of the sub-algorithm for the de-
cision version while maintaining the same effectiveness. And
in the following, we provide an overview for the ECPP in
optimal version.
ECPP is a well studied problem since 1960’s [Pirl, 1969].
Mathematicians found the optimal packing pattern for 1 ≤
n ≤ 13 [Pirl, 1969; Melissen, 1994; Fodor, 2000; Fodor,
2003] and n = 19 [Fodor, 1999]. However, it is very hard
to mathematically find optimal solutions for bigger n, and
mathematicians only found suboptimal packing patterns for
n ≤ 25 [Pirl, 1969; Goldberg, 1971; Reis, 1975].
To earn a good trade-off between the computation effi-
ciency and solution equality, greedy based heuristic algo-
rithms performance well for n ≤ 100. Graham et al.
1http://www.packomania.com
proposed methods that simulate repulsion forces and bil-
liards to iteratively search for global optimal layout [Gra-
ham et al., 1998], and found suboptimal solution for 25 ≤
n ≤ 65. Akiyama et al. obtained dense layout for n =
70, 73, 75, 77, 78, 79, 80 by a greedy algorithm [Akiyama et
al., 2003]. Then, Grosso et al. proposed a monotonic basin
hopping algorithm that improved many solutions for 66 ≤
n ≤ 100 [Grosso et al., 2010].
For heuristic approaches, a typical way is to transform
ECPP into a discrete optimization problem, i.e. putting
the unit circles into the container one by one [Chen et al.,
2018], and then incorporating some search methods to im-
prove the solution. Beam search algorithm [Akeb et al.,
2009] and greedy heuristic algorithm [Chen et al., 2018]
have been proposed, which are all based on max hole degree
method [Huang et al., 2003]. However, the solution quality is
rather limited.
Another approach is to formulate ECPP into a continuous
optimization problem, that is, put all circles into the container
allowing overlapping, use gradient based optimization algo-
rithms to constantly adjust positions of the unit circles, and
shrink the container radius for the next round of search if fea-
sible solution is found. Specifically, quasi-physical models
are used that regard each circle as an elastic item and treat the
container as a rigid hollow container [He et al., 2013; He et
al., 2015; He et al., 2018]. If two items, or an item and the
container are squeezed against each other, the whole system
would have certain elastic potential energy, and by gradient
descent method like BFGS we can reduce the potential energy
of the system so as to remove the overlapping. Then some
Basin-hopping strategy can be used to jump out of the local
optimal trap where overlaps still exist. This category mainly
includes some quasi-physical algorithms [Huang et al., 2001;
Wang et al., 2002; Liu et al., 2016; Zhang and Deng, 2005;
Huang and Ye, 2011], basin hopping algorithms [Addis et
al., 2008], iterated Tabu search algorithms [Fu et al., 2013;
Zeng et al., 2016], and evolutionary search algorithms [Flo-
res et al., 2016]. Huang et al. proposed a global optimiza-
tion algorithm based on quasi-physics, tested on instances of
1 ≤ n ≤ 200 and obtained 63 better packings [Huang and
Ye, 2011]. He et al. proposed a new quasi-physical quasi-
human algorithm (QPQH) [He et al., 2018] that utilizes the
local neighbor information to speed up the calculation, tested
on instances of n = 1, 2, ...320, and obtained 66 denser lay-
outs with smaller container radius, which is the current state-
of-the-art.
To our knowledge, there is no formal publications on in-
stances of n > 320, probably due to the large computa-
tional complexity. On the circle packing website http://www.
packomania.com, the website maintainer Eckard Specht re-
ported results for n = 1 to 5000 for ECPP, using his “program
cci, 1999–2014”. However, he did not report the running time
and computing machine, or release his code.
The quasi-physical model is a general model popularly
used for solving ECPP, which includes a key algorithm to ob-
tain suboptimal layout and a basin-hopping strategy to jump
out of the local optimum. Our proposed method adapts this
framework, and our main contribution is the design of the
mini-batch BFGS method that greatly speeds up the BFGS
normally used for ECPP, such that we can solve up to n =
1500 items, and we believe this is a big progress for the gen-
eral quasi-physical model.
3 Problem Formulation
The equal circle packing problem (ECPP) in decision version
is to ask whether we can pack n unit circles into a circular
container with fixed radius R, such that all circle items are
within the border of the container and any two circle items do
not overlap with each other.
Formally speaking, we build a Cartesian coordinate sys-
tem with its origin located at the center of the container and
the coordinate of the center of circle i is denoted by (xi, yi),
i ∈ {1, 2, ..., n},. Then we denote any layout configuration
by X = (x1, y1, x2, y2, ..., xn, yn). Our purpose is to find a
packing pattern of n circles without overlapping, i.e., to find
(xi, yi), i ∈ {1, 2, ..., n}, such that:√
x2i + y
2
i + 1 ≤ R,
√
(xi − xj)2 + (yi − yj)2 ≥ 2,
where i, j ∈ {1, 2, ..., n}, i 6= j. The first constraint denotes
that any circle item does not intersect with the container and
the second constraint indicates that any two items do not over-
lap with each other. Thus, we need to find 2n real numbers to
satisfy the two constraints, in which case we callX a feasible
layout.
4 The General Quasi-physical Model
Among the current best approaches, researchers build a quasi-
physical model to address this continuous optimization prob-
lem [Huang et al., 2001; He et al., 2018]. Regard the con-
tainer as a rigid hollow item (denoted as item “0”) fixed at the
origin, and each circle i as a movable elastic circular item i.
There will be some elastic potential energy if any two elas-
tic items overlap, or an item overlaps with the border of the
container Then we can calculate the elastic potential energy
for a layout configuration X , and if we reduce the potential
energy by some gradient descent method, there will be less
overlapping among the items.
Definition 1 Overlap Depth. There are two kinds of over-
lap, circle-circle overlap and circle-container overlap. The
circle-circle overlap depth is defined as:
dij = max
(
2−
√
(xi − xj)2 + (yi − yj)2, 0
)
, (1)
where i 6= j. And the circle-container overlap depth is de-
fined as:
d0i = max
(√
x2i + y
2
i + 1−R, 0
)
. (2)
Definition 2 Elastic Potential Energy. The elastic potential
energy of the items is proportional to the square of the over-
lap depth. The potential energy Ui of circle i is defined as
Ui =
∑n
j=0,j 6=i d
2
ij . And the total potential energy U(X) is
U(X) =
∑n
i=1 Ui.
Obviously, the total energy U ≥ 0 for any layout configu-
ration. U = 0 if and only if X is a feasible layout, i.e. U is
a global minimal potential. Thus, for a fixed R, we minimize
U as the objective function so as to find a feasible solution.
5 The Proposed SIDM Algorithm
We adopt the general quasi-physical model for ECPP, and the
key issue is how to find a local minimum of the potential en-
ergy efficiently such that we can handle large scale instances.
The advantage of our method is that it can efficiently find a
feasible layout, which is also a global minimum layout for a
fixed container radius. In the following discussion, we will
focus on the global optimization problem using best-known
radius reported on the packomania website.
There are three procedures for a feasible layout search.
First, a local search procedure finds the local minimum or
saddle point, in which our stochastic item descent method is
proposed. The second is the basin-hopping procedure, for
which we design a flexible strategy of shrinking the container
radius. Finally, the global search procedure combines the
local-search and the basin-hopping procedure to search for
a solution iteratively within reasonable time.
5.1 Stochastic Item Descent Method
For the local search procedure, we randomly select items as
a mini-batch and use the classical BFGS [Liu and Nocedal,
1989] algorithm for gradient descent. The main idea of BFGS
is to use the gradient information of the objective function U
to approximate the inverse of Hessian matrix rather than to
calculate the second-order derivative at each iteration.
For simplicity, we use Xs to denote the layout of a subset
of unit circles, and Us is the corresponding elastic potential
energy function of this set of circles. The complementary set
of Xs is denoted as Xc. The BFGS iteration for minimizing
the potential energy Us has the form:
Xsk+1 ← Xsk − αkHkgk, (3)
in whichXsk is the layout configuration at iteration k, gk is the
gradient of Us at Xsk , Hk is a positive definite approximation
of ∇2Us(Xsk)−1 and αk is the step length (learning rate) at
each iteration, defined in Eq. (4). Hk is updated dynamically
by Eq. (6), in which I is the identity matrix and uk, vk are
defined in Eq. (5).
αk = argmin
α∈R+
Us(Xsk − αHkgk) (4)
uk = X
s
k+1 −Xsk, vk = gk+1 − gk (5)
Hk+1 =
(
I − vku
T
k
uTk vk
)T
Hk
(
I − vku
T
k
uTk vk
)
+
uku
T
k
uTk vk
(6)
Based on above definitions, we design a local BFGS algo-
rithm, Algorithm 1, for optimizing the potential for circles in
Xs, while other circles in Xc are all fixed in the algorithm.
Combining the random selection of batches on unit circles
with local BFGS algorithm, we have our stochastic item de-
scent algorithm (SIDM). The specific idea is to randomly se-
lect a subset of circles at each time, and call local BFGS on
this subset to get a locally better layout. Then we continue
to randomly select another batch of circles in the remaining
set and repeat such operation until all the circles have been
selected in a batch. This is equivalent to a random grouping
of all circles for one round of iteration, the number of circles
Algorithm 1 Local BFGS Algorithm
Input:
A layout for a subset of circles Xs;
Container radius R.
Output:
A local minimum layout Xs∗.
1: iteration step k ← 0;
2: Xsk ← X;
3: Hk ← I;
4: calculate gk;
5: while k ≤MaxIterNum do
6: calculate αk by Eq. (4);
7: calculate Xsk+1 by Eq. (3) ;
8: if Us ≤ 10−20 or ‖gk‖ ≤ 10−10 then
9: return layout Xsk+1 as Xs∗;
10: end if
11: calculate gk+1;
12: calculate uk, vk, Hk+1 by Eq. (5) and (6);
13: k ← k + 1;
14: end while
15: return layout Xsk as Xs∗.
per group is recorded as s (except for the last group), and the
local BFGS algorithm is called iteratively for each group.
If we continue do another random grouping on the circles
at the next round of iteration and run BFGS iteratively for
each group again, then after k rounds of iterations, it is prob-
ably that the potential energy of the whole system is still rel-
atively high. Therefore, we consider reducing the number of
groups for each round, which means the number of circles in
each group increases. The local BFGS algorithm is still ap-
plied to reduce the potential energy of each group. We need
to go through k/2 rounds until all circles are in one group in
the end, in which case we run the local BFGS for the whole
system. As the overall packing is already relatively good, a
local minimum packing layout can be quickly obtained. The
reason why we do not choose a fixed group size but increase
s gradually is that small fixed group size may cause oscilla-
tion during the iterations like stochastic gradient descent for
neural network training, making it hard for the potential en-
ergy to converge to a local minimum. The pseudo code of the
entire process is in Algorithm 2.
The selection of the group size s has an impact on the
algorithm efficiency. We experimentally tested on two in-
stances of n = 300 and n = 400 with various group sizes
s = 50, 60, 70, ..., 150. We compare the average running time
of 10 runs that reach local minimum layout. The results are
illustrated in Figure 1, in which we see s = 100 is the best.
5.2 Basin-hopping and Global Search
The stochastic item descent usually obtains a local minimum
layout or a saddle point in many cases and can not guarantee
the elastic potential energy of the whole system to be small
enough, aka a feasible layout may not be found. In such
case, we need to consider appropriate basin-hopping strategy
to help the current configuration jump out of the local opti-
mum at the same time have a better chance to move toward
Algorithm 2 Stochastic Item Descent Method
Input:
A layout configuration X;
Container radius R.
Output:
A local minimum layout X∗.
1: s← 100;
2: k ← 10;
3: g ← bns c;
4: while g ≥ 1 do
5: for i = 1 to k do
6: randomly select s circles as a group, with a total of
g groups;
7: run Algorithm 1 for each group;
8: if U ≤ 10−20 then
9: return current layout as the X∗;
10: end if
11: end for
12: s← min(s ∗ 2, n);
13: k ← max(bk2 c, 1);
14: g ← bns c;
15: end while
16: return current layout as X∗.
the global optimum.
The shrinking strategy has a good impact on the layout
with dense inner packing and sparse outer packing [He et al.,
2018]. Intuitively, if we make circles near the container cen-
ter denser and make more use of the inner space, we may
obtain a better layout. In order to get a global optimal lay-
out, we often need to run the basin-hopping strategy multiple
times. QPQH uses an identical shrinking scale for each initial
shrinking radius. In practice, as the number of hops increases,
it is unnecessary to squeeze the circle too far inside, and the
circles near the boundary still need more precise adjustment
because they are more scattered and irregular. Therefore, we
adapt and improve the basin-hopping strategy of QPQH [He
et al., 2018] by shrinking the radius of the container more
flexibly.
Figure 1: Comparison on the average running time of 10 runs of
SIDM to find a good group size.
The coordinates of all circles are fixed and the container
radius is reduced by a factor of γ (0 < γ < 1): R = γR0,
where R0 in the initial container radius and γ is defined as:
γ = α+ β · hops+ 1− α− β · hops
m
k, (7)
in which α is the initial shrinking scale of the container ra-
dius, hops is the times of running basin-hopping procedure,
β is the factor corresponding to hops that adjusts the shrink-
ing scale during the iterations, m is the number of generated
new layouts and k varies form 0, 1, 2 to m− 1. Then we run
stochastic item descent to reach a new layout.
If α is too small, all the circles will converge to the cen-
ter of the container and most dense packing will be broken
severely. If α is too large, there is little impact by shrink-
ing the container radius. If β is too small/large, the shrinking
scale of each basin-hopping increases too slowly/quickly dur-
ing the iteration. Besides, if m is too small, the probability of
generating new layouts with high quality is small; if m is too
large, it is very slow to generate m new layouts. The values
are chosen empirically: α = 0.4, β = 0.03 and m = 10.
Algorithm 3 Global Search Procedure
Input:
The container radius R0.
Output:
A global or local minimum layout.
1: randomly generate an initial layout;
2: run SIDM to obtain an updated layout X;
3: X∗ ← X;
4: hops← 0;
5: while U(X∗) > 10−20 and time limit is not reached do
6: for k = 0 to 9 do
7: calculate γ by Eq. (7);
8: R← γR0;
9: run SIDM on layout X∗ with radius R to generate a
new layout, denoted as Xk;
10: run SIDM on Xk with radius R0;
11: end for
12: if mink U(Xk) < U(X∗) then
13: X∗ ← argmink U(Xk);
14: end if
15: hops← (hops+ 1) mod b 1−αβ c;
16: end while
17: return current layout X∗;
Combining the local search procedure with the basin-
hopping procedure, we have the global search algorithm, Al-
gorithm 3, that finds a feasible layout in a fixed container. It
is initialized with a random layout. Then we run stochastic
item descent to obtain a local minimum layout and then use
the basin-hopping procedure to generate 10 new layouts. We
continue run SIDM on these packing patterns and if some
packing is better than the current local minimum packing,
we update the current packing. The algorithm terminates
when a global minimum layout is obtained or the time limit
is reached. To show the key feature of the proposed method,
we still denote the overall algorithm as SIDM.
5.3 Complexity Analysis
This subsection compares the time complexity and space
complexity of BFGS algorithm and local BFGS algorithm.
For a fair comparison, we consider the complexity for one
iteration of BFGS that all circle items update their positions
Table 1: Key parameters of the SIDM algorithm.
Parameter Description Value
s Initial group size 100
α Initial shrinking factor 0.4
β Shrinking scale growing factor 0.03
m Number of new layouts 10
once, and m iterations of local BFGS where m is the batch
size so all the circle positions are also updated once.
Each iteration of BFGS algorithm (Simply regard Xs as
the layout of all circles) calculates the step length α by Eq.
(4), new layout by (3), new gradient and Hessian matrix by
Eq. (3), and the time complexities are O(nlog( len )), O(n
2),
O(n) and O(n2), respectively. Here len is the length of real
number interval in the line search,  is the searching precision,
and nlog( len ) is the time complexity of the line search algo-
rithm. Thus, the total time complexity is O(nlog( len ) +n
2).
The memory mainly used by BFGS algorithm is to store the
Hessian matrix, thus the space complexity is O(n2).
The time complexity and space complexity for each batch
of local BFGS algorithm are similar to BFGS algorithm,
which are O( nm log(
len
 ) + (
n
m )
2) and O(( nm )
2). So for m
batches of local BFGS, the time complexity is m times of the
complexity of a single batch of local BFGS algorithm, i.e.,
O(nlog( len ) +
n2
m ), and the space complexity is O(
n2
m ).
The time complexity of BFGS and m batches of local
BFGS is mainly decided by the second term, which areO(n2)
and O(n
2
m ), respectively. The time complexity of BFGS is m
times of the m batches of local BFGS. And obviously, the
space complexity of BFGS is also m times of the m batches
of local BFGS.
Therefore, We can conclude that SIDM using local BFGS
search is more efficient than BFGS search from a complexity
analysis point of view.
6 Experimental Results
We present our results on instances of n = 100, 200, 300,
..., 1500. The best-known packing results are maintained on
the packomania website, where most results of ECPP are re-
ported for n ≤ 200 in the literature. The packomania web-
site maintainer, Eckard Specht, also provide results using his
program cci for n = 1 to 5000. But unfortunately he did
not provide running time, computing machine, or code. To
our knowledge, no result has been formally published in the
literature for n > 320 due to the exponentially growing of
computational complexity. The current state-of-art results
formally published in the literature are from QPQH [He et
al., 2018], which is not updated on packomania. Thus, we
compare with QPQH [He et al., 2018] to demonstrate the ef-
ficiency of SIDM.
6.1 Experimental Setup
SIDM is programmed in C++ programming language and im-
plemented in Visual Studio 2017 IDE. All experiments are
carried out using a personal computer with 2.5GHz CPU and
8GB RAM. Table 1 lists the key parameters of SIDM.
Table 2: Comparison on average running time.
n R0 QPQH (s) SIDM (s)
200 15.4632748785 1250 1668
210 15.8792012772 2412 1945
220 16.2253735494 1690 2047
230 16.5964300724 865 1912
240 16.8971658948 1960 2560
250 17.2629622393 2697 1867
260 17.6049551932 4617 2897
270 17.8872656677 6712 2976
280 18.2472267427 5478 3125
290 18.5493750704 3782 2698
300 18.8135833638 7153 4211
310 19.1848594632 8274 5712
320 19.4562307640 8397 4987
6.2 Computational Results
Our purpose is to evaluate whether SIDM can find a global
minimum layout efficiently using the reported container ra-
dius on packomania as the fixed container radius.
We first compare results on instances of n =
200, 210, ..., 320 between SIDM and QPQH (we use the ver-
sion that the container radius is fixed). We run both algo-
rithms for five times respectively, and show the average run-
ning time of reaching a feasible pattern in Table 2. We also
show the comparison in Figure 2 to have an intuitive observa-
tion. The average running time of the two algorithms is close
when the number of circles is small in 200 to 250. But as the
number of circles increases, SIDM behaves more efficiently
than QPQH.
Then, for 15 instances of n = 100, 200, ..., 1500, we ran-
domly place n circles in the container and run the overall
SIDM algorithm. We will stop the search when a global min-
imum layout is found, or the maximum time limit of 15 hours
is reached. For each instance, we run SIDM 10 times to re-
duce the impact of randomness. The results listed in Table 3
show that SIDM can find the global minimum layout except
for n = 1400. The hit count indicates the number of success-
ful times for 10 times of running, and the time indicates the
average running time for successful runs.
Figure 2: Comparison on average running time of QPQH and SIDM.
The experimental results indicate that with the increase on
number of circles, in most cases SIDM can find a feasible
layout, and the running time increases almost linearly (2562
for n = 100, 2562 · 15 = 38430, 41286 for n = 1500).
Table 3: Experimental results for n = 100, 200, ..., 1500.
n R0 Hit count Time (s)
100 11.0821497243 1/10 2562
200 15.4632748785 8/10 1772
300 18.8135833638 7/10 4326
400 21.6895717951 7/10 7921
500 24.1329376240 6/10 9865
600 26.4274162694 4/10 16372
700 28.4958443164 5/10 12369
800 30.4212133790 3/10 15893
900 32.2330843545 1/10 13715
1000 33.9571409147 1/10 21735
1100 35.6161932968 2/10 19816
1200 37.1121608416 1/10 34682
1300 38.6047666608 2/10 28871
1400 40.0604065845 0/10 ——
1500 41.4126836805 1/10 41286
By comparison, QPQH can not output any feasible results for
n = 400, 500, ..., 1500 within the time limit.
7 Conclusion
Inspired by the idea of SGD in the area of machine learn-
ing, we propose a stochastic item descent method for large-
scale equal circle packing problem (ECPP), which randomly
divides the circles into batches and runs BFGS on the corre-
sponding potential energy function in iterations. In order to
obtain a solution with high quality, we increase the batch size
during the iterations. Besides, we improve the basin-hopping
strategy and shrink the radius of the container more flexibly.
Experiment has demonstrated that the proposed method is ef-
ficient for large-scale equal circle packing problem.
In future work, we will adapt SIDM via binary search for
its optimization version problem of minimizing the container
radius, and try the SIDM idea on various circle packing prob-
lems, such as equal or unequal circles packing with various
container shape. We also believe SIDM can be adapted for
other classic optimization problems where gradient descent
method has been used for optimization, including those prob-
lems occurring in the optimization process of large scale ma-
chine learning.
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