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Abstract
Vector and Hermite subdivision schemes both act on vector data, but since
the latter one interprets the vectors as function values and consecutive deriva-
tives they differ by the “renormalization” of the Hermite scheme in any step. In
this paper we give an algebraic factorization method in one and several variables
to relate any Hermite subdivision scheme that satisfies the so–called spectral con-
dition to a vector subdivision scheme. These factorizations are natural extensions
of the “zero at π” condition known for the masks of refinable functions. More-
over, we show how this factorization can be used to investigate different forms of
convergence of the Hermite scheme and why the multivariate situation is concep-
tionally more intricate than the univariate one. Finally, we give some examples
of such factorizations.
Keywords: Subdivision, Hermite, Taylor expansion, Factorization.
AMS Subject classification: 41A60, 65D15, 13P05.
1 Introduction
Subdivision algorithms are iterative methods for producing curves and surfaces with a
built-in multiresolution structure. They are now used in curve and surface modelling
in computer-aided geometric design, video games, animation and many other applica-
tions. Stationary and homogeneous subdivision schemes iterate the same subdivision
operator and use rules that, independently of the location, compute new values of a
refined discrete sequence only from a certain amount of local and neighboring data.
This data can be scalar or vector even matrix valued, the matrix case been done by
doing vector schemes columnwise, and the stationary, i.e. local and neighboring rule
is always acting on a vector sequence c as
SAc =
∑
α∈Zs
A (· − 2α) c(α),
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where the finitely supported sequence of coefficients is referred to as the mask of the
subdivision scheme. This operator is iterated, leading to a sequence SnAc, n ∈ N,
of vector valued sequences, which, when related to the finer and finer grid 2−nZs,
converges to a limit vector field with certain properties. Such schemes have been in-
vestigated for example in [4, 13, 16, 20, 21] and there exists quite a substantial amount
of literature on vector subdivision schemes in one and several variables meanwhile, in-
vesting convergence as well as smoothness of the limit functions or the multiresolution
structures generated by these functions.
If the vector data to be processed represents the value and consecutive differences
of a function in the so–called Hermite subdivision schemes, the situation changes sig-
nificantly due to the particular meaning of the vector’s coefficients. Hermite subdivi-
sion schemes have also been studied by many authors, for example, [5, 11, 12, 17, 19].
As a consequence, a Hermite subdivision scheme is a so called non stationary scheme
with a mask at step n given by An = D−n−1ADn, see (6), where A is a usual mask
and D is a diagonal matrix with diagonal entries 2−j , j ∈ {0, . . . , d} coming from the
derivatives of ψ(·) = φ(2·). This matrix creates a new problem since the successive
powers of D−1 have no limit when n goes to ∞ and almost all the components of
Dn goes to 0. So it is interesting to transform a Hermite subdivision scheme into a
Stationary Subdivision Scheme using a Taylor operator which comes from the usual
Taylor expansion.
2 Notation and basic concepts
Vectors in Rr will be labeled by lowercase boldface letters as y = [yj ]j=1,...,r. In
particular, ej , j = 1, . . . , r, stands for the canonical unit vectors for which (ej)k =
ejk = δjk, k = 1, . . . , r, holds true. Matrices in Rr×r will be written as uppercase
boldface letters, like A = [ajk]j,k=1,...,r.
By A ∈ ℓ r×r (Zs), we also denote a multiindexed sequence of matrices, that is,
for all α ∈ Zs the sequence element A(α) = [ajk(α)]j,k=1,...,r ∈ R
r×r is an r × r
matrix. Any such sequence will be called a mask provided that it is finitely supported,
that is, there exists N ∈ N such that
supp A := {α ∈ Zs : A(α) 6= 0} ⊆ [−N,N ]s .
To any mask A we associate the stationary subdivision operator SA : ℓr (Zs) →
ℓr (Zs), defined as
SAc(α) :=
∑
β∈Zs
A (α− 2β) c(β), c ∈ ℓr (Zs) . (1)
Polynomials and Laurent polynomials play a fundamental role in the study of sub-
division schemes, so we recall the definitions of Π = R [x] = R [x1, . . . , xs] and
Λ = R
[
x, x−1
]
, respectively, where, using the monomials xα := xα11 . . . xαss ,
f(x) =
∑
α∈Ns0
fα x
α ∈ Π, f(x) =
∑
α∈Zs
fα x
α ∈ Λ, (2)
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but in both cases only finitely many of the coefficients fα are different from zero so
that we are dealing with finite sums in (2). Though polynomials and Laurent poly-
nomials appear to be almost the same – after all, any Laurent polynomial is obtained
by multiplying a polynomial of the form xα, α ∈ Zs, which is a unit in Λ – they
are of surprisingly different algebraic structure, cf. [22]. By Πk we denote the finite
dimensional vector space of all polynomials of total degree at most k, that is
f(x) =
∑
|α|≤k
fαx
α ∈ Πk, |α| :=
s∑
j=1
αj , α ∈ N
s
0,
where dimΠk = rk :=
(
k+s
s
)
.
Recall that s denotes the number of variables and write, for k ∈ N, sk :=
(
s+k−1
s−1
)
for the dimension of the space
Π0k := span {xα : |α| = k}
of homogeneous polynomials of degree k. Obviously, the dimension rk of Πk =⊕k
j=0 Π
0
k satisfies rk = s0 + · · ·+ sk.
A convenient way of studying masks, well used in signal processing, is to consider
its symbol which is the – in our case matrix valued – Laurent polynomial
A∗(z) :=
∑
α∈Zs
A(α) zα, z ∈ Cs×, C× = C \ {0}.
Moreover, A∗
(
z−1
)
is the well–known z–transform from signal processing, cf. [14,
15, 28]. In particular, for c ∈ ℓr (Zs) we have the identity
(SAc)
∗ (z) = A∗(z) c∗
(
z2
)
.
If ǫj is the j-th vector of the canonical basis in Rs, we will use the forward differ-
ence operators ∆j , j = 1, . . . , s, defined by ∆jc = c (·+ ǫj) − c and the difference
operator
∆ : ℓr (Zs)→ ℓsr (Zs) , ∆c =
∆1c..
.
∆sc
 (3)
which plays the role of a discrete gradient.
We will first state and prove the Taylor factorization in one variable in Section 3
to explain its basic idea and then turn to the notationally and conceptionally more
intricate multivariate situation later (Section 4).
One key argument is the following factorization result: If a ∈ ℓ (Zs), satisfies,
for all α ∈ Zs, the condition
∑
β∈Zs a(α − 2β) = 0, then there exist bj ∈ ℓ (Zs),
j = 1, . . . , s, such that
a∗(z) =
s∑
j=1
(
z−2j − 1
)
b∗j (z), (4)
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see [1, 23] for a proof. This is a generalization of the well known result in one dimen-
sion, s = 1, that∑
β∈Z
a(α− 2β) = 0, α ∈ Z, ⇒ a∗(z) = (z−2 − 1)b∗(z). (5)
Now we define the Hermite subdivision scheme HA. In dimension s with d deriva-
tives, starting with f0 ∈ ℓrd(Zs), for n = 0, . . ., we define fn+1 ∈ ℓrd(Zs) by
Dn+1 fn+1(α) =
∑
β∈Zs
A (α− 2β) Dn fn(β), c ∈ ℓ
rd (Zs) , (6)
where
D =

1
1
2Is1
.
.
.
1
2d
Isd

is the diagonal matrix with diagonal entries 2−j repeated sj times, respectively, j =
0, . . . , d.
For the iterated application of the Hermite subdivision scheme, we decompose the
vector into the block form
fn(β) =
[
f (j)n (β)
]
j=0,...,d
, β ∈ Zs, f (j)n ∈ ℓ
sj (Zs) ,
and the first component f (0)n (β) can be interpreted as the value of a function φn at
β/2n, while the s1 following ones, f (1)n (β), describe the gradient or first total deriva-
tive D1φn(β/2n), and so on, up to the last sd ones, f (d)n (β) which are Ddφn(β/2n),
where Dj :=
[
Dα = ∂
j
∂xα
]
|α|=j
, j = 0, . . . , d.
The main goal of this paper is to prove that, under suitable hypotheses, namely the
spectral condition, a Hermite subdivision operator can be transformed into an equiva-
lent stationary subdivision operator which we will call the Taylor subdivision operator
associated to HA (Section 3 for the dimension s = 1 and Section 4 for s > 1).
Then, in Section 5, for s = 1, we will prove that if the Taylor subdivision operator
is convergent as a stationary vector subdivision scheme, then HA is convergent in the
sense of Hermite subdivision schemes. For s > 1, when adding further hypothesis, we
will give a generalization of the previous results.
In the last Section, we give examples of interpolatory and non interpolatory schemes
and their transformation into stationary subdivision schemes.
3 The Taylor factorization in one variable, s = 1
We will use a function and its d derivatives, but since s = 1, we are in the special
situation that, for any k ∈ N, sk = 1 and r = rd = d+ 1.
In this section, we will show that any subdivision operator that satisfies the spec-
tral condition will admit a factorization in terms of operators. In fact, this result was
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already proved in [10]. We give a new proof using different operators and a more
algebraic approach.
To introduce the definition of the spectral condition, we associate to any function
f ∈ Cd(R) the vector sequence vf ∈ ℓd+1 (Z) with
vf (α) :=

f(α)
f ′(α)
.
.
.
f (d)(α)
 , α ∈ Z. (7)
Definition 1 A mask A or its associated subdivision operator SA satisfies the spectral
condition of order d′ ≤ d if there exist polynomials pj ∈ Πj , deg pj = j, j = 0, . . . , d′,
such that
SAvj =
1
2j
vj , vj := vpj =

pj
p′j
.
.
.
p
(d)
j
 , (8)
where we will always assume that pj is normalized such that pj(x) = 1j!x
j + · · · .
It was proved in [10] that the spectral condition is also equivalent to the sum rule
introduced by Bin Han et al [16, 17].
Definition 2 The Taylor operator Td of order d, acting on ℓd+1 (Z), is defined as
Td :=

∆ −1 . . . − 1(d−1)! −
1
d!
∆
.
.
.
.
.
.
.
.
.
.
.
. −1
.
.
.
∆ −1
1
 . (9)
The name “Taylor operator” is easily explained: If f ∈ Cd(R) then, for any α ∈ Z,
(Tdvf )j (α) = f
(j) (α+ 1)−
d−j∑
k=0
1
k!
f (j+k)(α), j = 0, . . . , d− 1, (10)
are precisely the terms appearing in the Taylor expansion of f , as well as (Tdvf )d (α) =
f (d)(α).
Remark 3 An alternative version of the Taylor operator, namely
T ′d :=

∆ −1 . . . − 1(d−1)! 0
∆
.
.
.
.
.
.
.
.
. −1
.
.
.
∆ 0
1

was introduced and investigated in [10].
5
To transform the Hermite subdivision scheme into a stationary subdivision scheme,
we will also need a slight modification of the Taylor operator from (9), namely the
complete Taylor operator acting on ℓ(d+1)(Z)
T˜d :=

∆ −1 . . . − 1(d−1)! −
1
d!
∆
.
.
.
.
.
.
.
.
.
.
.
. −1
.
.
.
∆ −1
∆

We notice that T˜ ∗0 (z) = z−1 − 1 and for k = 1, . . . , d,
T˜ ∗k+1(z) =
[
T˜ ∗k (z) −wk
0 z−1 − 1
]
, wk :=

1
(k+1)!
1
k!
.
.
.
1
 . (11)
To simplify notation, we will write I and 0 for identity and zero matrices of appropriate
size whenever their dimensions are clear from the context.
Theorem 4 If the mask A ∈ ℓ(d+1)×(d+1) (Z) satisfies the spectral condition of order
d, then there exist two finitely supported masks B, B˜ ∈ ℓ(d+1)×(d+1)(Z) such that
TdSA = 2
−dSBTd and T˜dSA = 2−dSB˜T˜d. (12)
We will split the proof of Theorem 4 into several pieces, beginning with a simple
observation on Td.
Lemma 5 For p ∈ Πd, we have that Tdvp = ed p(d)(0) and T˜dvp = 0.
Proof: Making use of (10), we see that for any α ∈ Z there exist ξ0, . . . , ξd−1 ∈ (0, 1)
such that
(Tdvp)j (α) =
1
(d− j + 1)!
p(d+1) (α+ ξj) = 0, j = 0, . . . , d− 1,
and that (Tdvp)d (α) = p
(d)(α) = p(d)(0), since p ∈ Πd.
The proof of T˜dvp = 0 is similar. 
Expanding, at first, any p ∈ Πd−1 with respect to the basis {p0, . . . , pd−1}, and
taking into account that p(d)d = 1, the following result is an immediate consequence of
Lemma 5.
Corollary 6 If the mask A satisfies the spectral condition of order d, then
TdSAvp = 0, p ∈ Πd−1, TdSAvd = 2
−ded (13)
and T˜dSAvp = 0 for any p ∈ Πd .
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Proposition 7 If SCvp = 0 for all p ∈ Πk, k ≤ d, then there exists a (finitely
supported) mask Bk ∈ ℓ(d+1)×(d+1)(Z) such that
SC = SBk
[
T˜k 0
0 I
]
. (14)
Proof: Writing C∗(z) = [c∗0(z) · · · c∗d(z)] in terms of its column vectors, we shall
prove that SCvp = 0, p ∈ Πk, implies the existence of b0, . . . , bk such that
C∗(z) =
[
b∗0(z) · · · b
∗
k(z) c
∗
k+1(z) · · · c
∗
d(z)
] [T˜ ∗k (z2) 0
0 I
]
, (15)
which defines
B∗k(z) :=
[
b∗0(z) · · · b
∗
k(z) c
∗
k+1(z) · · · c
∗
d(z)
]
. (16)
This will be done by induction on k.
In the case k = 0 the assumption implies that p is a constant polynomial, hence
0 = (SCe0)(α) =
∑
β∈Z
c0 (α− 2β) ,
so that, by (5), there exists b∗0(z) such that c∗0(z) =
(
z−2 − 1
)
b∗0(z). Consequently,
C∗(z) =
[(
z−2 − 1
)
b∗0(z) c
∗
1(z) · · · c
∗
d(z)
]
= B∗0(z)
[
z−2 − 1 0
0 I
]
= B∗0(z)
[
T˜ ∗0
(
z2
)
0
0 I
]
,
which shows the validity of (15) for k = 0.
Now, let us assume that (14) is satisfied for some k ≥ 0 and that SCvp = 0 for all
p ∈ Πk+1. A simple computation based on (10), like in the proof of Lemma 5, shows
that for p = pk+1 we get for v′p =
[
(vp)j
]
j=0,...,k
∈ ℓk+1(Z) that
T˜kv
′
p = wk p
(k+1)(0) = wk,
where wk is defined in (11). By the induction hypothesis and our assumption,
0 = SCvp = SBk
T˜k 0 00 1 0
0 0 I
v′p1
0
 = SBk
wk1
0

That is,
∑
β∈Z
k∑
j=0
1
(k + 1− j)!
bj(α− 2β) + ck+1(α− 2β) = 0, α ∈ Z,
and the same argument as before shows that
k∑
j=0
1
(k + 1− j)!
b∗j (z) + c
∗
k+1(z) = b
∗
k+1(z)
(
z−2 − 1
)
,
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in other words,
c∗k+1(z) =
[
b∗0(z) · · · b
∗
k+1(z)
] [ −wk
z−2 − 1
]
,
or
B∗k(z) = B
∗
k+1(z)
I −wk 00 z−2 − 1 0
0 0 I
 .
Substituting this into (15) we thus get
C∗(z) = B∗k(z)
[
T˜ ∗k
(
z2
)
0
0 I
]
= B∗k+1(z)
I −wk 00 z−2 − 1 0
0 0 I
T˜ ∗k (z2) 0 00 1 0
0 0 I

= B∗k+1(z)
T˜ ∗k (z2) −wk 00 z−2 − 1 0
0 0 I
 = B∗k+1(z) [T˜ ∗k+1 (z2) 0
0 I
]
,
which completes the proof. 
Corollary 8 For a mask C ∈ ℓ(d+1)×(d+1) (Z) the following statements are equiva-
lent:
1. SCvp = 0 for all p ∈ Πd−1,
2. there exists as mask B′ such that SC = SB′T ′d,
3. there exists as mask B such that SC = SBTd.
Proof: By Proposition 7,
C∗(z) = B∗d−1(z)
[
T˜d−1
(
z2
)
0
0 1
]
= B∗d−1(z)T
′
d
(
z2
)
,
hence, B′ = Bd−1 satisfies 2). To prove 3), we expand the above identity into
C∗(z) = B∗d−1(z)
[
I w
0 1
] [
I −w
0 1
]
T ′d
(
z2
)
= B∗d−1(z)
[
I w
0 1
]
Td
(
z2
)
=: B∗(z)Td
(
z2
)
.
Conversely, since for p ∈ Πd−1 we have that T ′dvp = Tdvp = 0, it also follows that
SAvp = SB′T
′
dvp = SBTdvp = 0 for p ∈ Πd−1. 
Corollary 9 A mask C ∈ ℓ(d+1)×(d+1) (Z) satisfies SCvp = 0 for all p ∈ Πd if and
only if there exists a mask B˜ such that SC = SB˜T˜d.
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With these observations in hand, the proof of Theorem 4 is now easily completed.
Proof of Theorem 4: Defining C by C∗(z) = 2dT ∗d(z)A∗(z) and noting that for
p = pk ∈ Πk, k = 0, . . . , d− 1, we get that
SCvk = TdSAvk =
1
2k
Tdvk = 0, vk = vpk .
Since {p0, . . . , pd−1} form a basis of Πd−1, we have that SCvp = 0, p ∈ Πd−1, and
Corollary 8 tells us that there exists B such SC = SBTd, hence TdSA = 2−d SBTd
as claimed.
The equality T˜dSA = 2−dSB˜T˜d is obtained with C
∗(z) = 2dT˜
∗
d(z)A
∗(z), k = d
and B˜ = Bd in Proposition 7. 
4 The multivariate case
In the multivariate case, the definition, theorems and proofs follow the same lines as
in the univariate situation, but are conceptionally slightly more intricate.
We still consider polynomials of total degree at most d and to any function f ∈
Cd (Rs) we now associate the vector valued sequence defined as
vf (γ) :=

f(γ)
D1f(γ)
.
.
.
Ddf(γ)
 , γ ∈ Zs,
where we recall that Dj :=
[
Dα = ∂
j
∂xα
]
|α|=j
stands for the total differential of order
j. The partial differences ∆j , j = 1, . . . , d, are now defined as ∆jf(γ) = f (γ + ǫj)−
f(γ) for γ ∈ Zs. Again, we use a partial univariate Taylor expansion in the direction
of ǫj , to observe that for |α| ≤ d
Dαf (γ + ǫj) = D
αf(γ) +
d−|α|−1∑
k=1
1
k!
Dα+kǫjf(γ) +Rf, γ ∈ Zs,
with Rf = 0 if f ∈ Πd−1, so that the j–th partial Taylor operator operating on
ℓrd(Zs) takes the form
T jd :=

∆j I0 T
j
0,1 · · · T
j
0,d−1 T
j
0,d
∆j I1
.
.
.
.
.
.
.
.
.
.
.
. T
j
d−2,d−1
.
.
.
∆jId−1 T
j
d−1,d
Id

,
where Ik ∈ Rsk×sk , k = 0, . . . , d, are identity matrices of dimension sk × sk and the
matrices T jk,ℓ ∈ R
sk×sℓ , ℓ = k + 1, . . . , d, have zero entries except(
T
j
k,ℓ
)
α,α+(ℓ−k)ǫj
= −
1
(ℓ− k)!
, |α| = k, ℓ = k + 1, . . . , d.
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The total Taylor operator is then defined as
Td :=
T
1
d
.
.
.
T sd
 (17)
For example, for s = 2 and d = 2, we have
f =

f (0,0)
f (1,0)
f (0,1)
f (2,0)
f (1,1)
f (0,2)

, T2f =

f (0,0)(·+ ǫ1)− f
(0,0)(·)− f (1,0)(·)− 12f
(2,0)(·)
f (1,0)(·+ ǫ1)− f
(1,0)(·)− f (2,0)(·)
f (0,1)(·+ ǫ1)− f
(0,1)(·)− f (1,1)(·)
f (2,0)(·)
f (1,1)(·)
f (0,2)(·)
f (0,0)(·+ ǫ2)− f
(0,0)(·)− f (0,1)(·)− 12f
(0,2)(·)
f (1,0)(·+ ǫ2)− f
(1,0)(·)− f (1,1)(·)
f (0,1)(·+ ǫ2)− f
(0,1)(·)− f (0,2)(·)
f (2,0)(·)
f (1,1)(·)
f (0,2)(·)

∈ R12.
As in one variable we define the complete (partial and total) Taylor operators as
T˜ jd :=

∆j I0 T
j
0,1 · · · T
j
0,d−1 T
j
0,d
∆j I1
.
.
.
.
.
.
.
.
.
.
.
. T
j
d−2,d−1
.
.
.
∆jId−1 T
j
d−1,d
∆jId

, T˜d :=
T˜
1
d
.
.
.
T˜ sd
 .
Again for the example s = 2 and d = 2, we obtain
T˜2f =

f (0,0)(·+ ǫ1)− f
(0,0)(·)− f (1,0)(·)− 12f
(2,0)(·)
f (1,0)(·+ ǫ1)− f
(1,0)(·)− f (2,0)(·)
f (0,1)(·+ ǫ1)− f
(0,1)(·)− f (1,1)(·)
f (2,0)(·+ ǫ1)− f
(2,0)(·)
f (1,1)(·+ ǫ1)− f
(1,1)(·)
f (0,2)(·+ ǫ1)− f
(0,2)(·)
f (0,0)(·+ ǫ2)− f
(0,0)(·)− f (0,1)(·)− 12f
(0,2)(·)
f (1,0)(·+ ǫ2)− f
(1,0)(·)− f (1,1)(·)
f (0,1)(·+ ǫ2)− f
(0,1)(·)− f (0,2)(·)
f (2,0)(·+ ǫ2)− f
(2,0)(·)
f (1,1)(·+ ǫ2)− f
(1,1)(·)
f (0,2)(·+ ǫ2)− f
(0,2)(·)

∈ R12.
Obviously, in the general case, Td and T˜d map an rd–vector valued sequence to a
s · rd–vector valued sequence.
We will denote the unit vectors in Rrd by eα, |α| ≤ d, and the unit vectors in Rsrd
by ej,α, j = 1, . . . , s, |α| ≤ d.
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Definition 10 The mask A ∈ ℓ rd×rd (Zs) is said to satisfy the spectral condition of
order d′ ≤ d if there exists a basis ofΠd′ consisting of polynomials pα ∈ Π|α|, |α| ≤ d′,
such that
SAvα = 2
−|α|vα, vα = vpα (18)
Remark 11 Since {pβ}|β|≤k is a basis of Πk, for any α such that |α| = k, the mono-
mial 1α!x
α can be written as
1
α!
xα =
∑
|β|=k
λα,β pβ +
∑
|β|<k
λα,β pβ .
Let qα(x) =
∑
|β|<k λα,β pβ . By (18), the polynomial mα(x) =
∑
|β|=k λα,β pβ =
1
α! x
α−qα(x) satisfies SAvmα = 2−|α|vmα . Replacing pα by mα if necessary, we can
thus always assume that the polynomials pα of Definition 10 are normalized in such a
way that their leading term is 1α! x
α
.
The counterpart for Lemma 5 is as follows.
Lemma 12 For p ∈ Πd we have that
Tdvp =
s∑
j=1
∑
|α|=d
ej,αD
αp(0). (19)
Proof: For |α| < d, any γ ∈ Zs and j = 1, . . . , s there exists some ξ = ξα,γ,j ∈ (0, 1)
such that
eTj,αTdvp(γ) =
(
T jdvp
)
α
(γ) =
1
(d− |α|+ 1)!
Dα+(d−|α|+1)p(γ + ξǫj) = 0, (20)
while for |α| = d and j = 1, . . . , s
eTj,αTdvp(γ) = α! pα(γ) = D
αp(0),
which can be combined into
Tdvp =
s∑
j=1
∑
|α|≤d
ej,α e
T
j,αTdv =
s∑
j=1
∑
|α|=d
ej,αD
αp(0),
that is (19). 
Corollary 13 For p ∈ Πd we have that T˜dvp = 0.
Also the extension of Proposition 7 follows essentially the same lines but now
makes use of the associated quotient ideals, cf. [23, 26].
Proposition 14 For some positive integer N , let C ∈ ℓN×rd (Zs). If for k ≤ d,
SCvp = 0 for all p ∈ Πk, then there exists a finitely supported mask Bk ∈ ℓN×srd
such that
SC = SBk T˜k.
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Proof: Again let us write C∗ in terms of its column blocks,
C∗(z) = [C∗0(z) · · ·C
∗
d(z)] , C
∗
k(z) = [c
∗
α(z)]|α|=k , k = 0, . . . , d.
The proof consists of showing that whenever SCvp = 0 for all p ∈ Πk, then there
exist finitely supported masks Bj,k ∈ ℓN×sj (Zs), j = 1, . . . , s and k = 0, . . . , d, thus
Bk ∈ ℓ
N×rd (Zs), k = 0, . . . , d, such that
C∗(z) =
[
B∗10(z) · · ·B
∗
1k(z)C
∗
k+1(z) · · ·C
∗
d(z) | · · ·
· · · |B∗s0(z) · · ·B
∗
sk(z)C
∗
k+1(z) · · ·C
∗
d(z)
]

(
T˜ 1k
)∗ (
z2
)
0
0 I
.
.
.
.
.
.(
T˜ sk
)∗ (
z2
)
0
0 I

(21)
=: B∗k (z) T˜
∗
k
(
z2
)
, I ∈ R(rd−rk)×(rd−rk).
Once more, induction is used to build Bk or B∗k(z).
For k = 0 we only have to consider p = 1, that is vp = e0, which leads to
0 = SCe0 such that, by (4), we have the vector identity
c∗0(z) =
s∑
j=1
(
z−2j − 1
)
b∗0j(z),
and with B∗0j = b∗0j we thus get that
C∗(z) = [B∗01(z)C
∗
1(z) · · ·C
∗
d(z) | · · · |B
∗
0s(z)C
∗
1(z) · · ·C
∗
d(z)]

z−21 − 1 0
0 I
.
.
.
.
.
.
z−2s − 1 0
0 I

= B∗0(z)

(
T˜ 10
)∗ (
z2
)
0
0 I
.
.
.
.
.
.(
T˜ s0
)∗ (
z2
)
0
0 I

= B∗0(z)T˜
∗
0
(
z2
)
,
which is (21) for k = 0.
Now suppose that the validity of (21) has been proved for some k and assume
that SCvp = 0 for all p ∈ Πk+1. By the induction hypothesis, (21) holds, so that
C∗(z) = B∗k(z)T˜
∗
k
(
z2
)
. Fix α ∈ Ns0 with |α| = k + 1. For the monic polynomial pα
with pα(x)− 1α!x
α ∈ Π|α|−1, we again consider the truncated vector sequence
v′p =
[
(vp)β
]
|β|≤k
∈ ℓrk (Zs)
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for which (20) yields that there exist some ξ ∈ Rd such that for j = 1, . . . , s and
|β| ≤ k
eTj,βT˜kv
′
p =
(
T jdvp
)
β
=
1
(k − |β|+ 1)!
Dβ+(k−|β|+1)ǫjp(ξ)
=
1
(k − |β|+ 1)!
δβ+(k−|β|+1)ǫj ,α,
hence,
T˜ jkv
′
p =
k∑
ℓ=0
1
(k − ℓ+ 1)!
eα−(k−ℓ+1)ǫj =
k+1∑
ℓ=1
1
ℓ!
eα−ℓǫj =: wj ∈ R
rk , (22)
with the usual convention that eβ = 0 whenever β ∈ Zs \ Ns0, that is, whenever β has
a negative component. The definition of wj in (22) is also valid in Rrd , and we will
denote this natural embedding by w˜j . Now,
0 = SCvp = SBk T˜k
(
v′p + eα
)
= SBk
w˜1 + eα..
.
w˜s + eα

= SBk
s∑
j=1
(
ej,α +
k+1∑
ℓ=1
1
ℓ!
ej,α−ℓǫj
)
,
which can be summarized by stating that
0 = SBkwα, wα :=
s∑
j=1
(
ej,α +
k+1∑
ℓ=1
1
ℓ!
ej,α−ℓǫj
)
∈ Rsrd , |α| = k + 1.
(23)
Recalling that (Bk)∗j,α = c∗α for j = 1, . . . , s and |α| = k+ 1, (23) means in terms of
the columns of Bk that for j = 1, . . . , s and |α| = k + 1
0 = c∗α(z) +
k+1∑
ℓ=1
1
ℓ!
b∗j,α−ℓǫj (z), z ∈ {±1}
s,
so that there exist b∗m,j,α, m = 1, . . . , s, |α| = k + 1, such that
c∗α(z) +
k+1∑
ℓ=1
1
ℓ!
b∗j,α−ℓǫj (z) =
1
s
s∑
m=1
(
z−2m − 1
)
b∗m,j,α(z). (24)
Averaging this identity over j, setting b∗m,α(z) := 1s
∑s
j=1 b
∗
m,j,α(z) and replacing m
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by j, we obtain
c∗α(z) =
1
s
s∑
j=1
(
−
k+1∑
ℓ=1
1
ℓ!
b∗j,α−ℓǫj (z) +
(
z−2j − 1
)
b∗j,α(z)
)
=
1
s
s∑
j=1
[
B∗j,0(z) · · ·B
∗
j,k+1(z)
] [ −wj(
z−2j − 1
)
eα
]
=
1
s
[
B∗j,0(z) . . .B
∗
j,k+1(z)
]
j=1,...,s

−w1(
z−21 − 1
)
eα
.
.
.
−ws(
z−2s − 1
)
eα
 ,
which can be combined into
C∗k+1(z) =
1
s
[
B∗j,0(z) · · ·B
∗
j,k+1(z)
]
j=1,...,s

−w11
T
sk+1(
z−21 − 1
)
Isk+1
.
.
.
−ws1
T
sk+1(
z−2s − 1
)
Isk+1
 .
If we then substitute this expression for the column C∗k+1 of
B∗k(z) =
[
B∗j,0(z) · · ·B
∗
j,k(z)C
∗
k+1(z) · · ·C
∗
d(z)
]
j=1,...,s
,
we obtain the recursive relationship B∗k(z) = B∗k+1(z)Y (z) where
Y (z) =

Irk −
w1
s
1
T
sk+1
. . . −
w1
s
1
T
sk+1
z−21 − 1
s
Isk+1
z−21 − 1
s
Isk+1
0 Ird−rk+1 0
.
.
.
.
.
.
.
.
.
−
ws
s
1
T
sk+1
Irk −
ws
s
1
T
sk+1
z−2s − 1
s
Isk+1
z−21 − 1
s
Isk+1
0 . . . 0 Ird−rk+1

.
(25)
Substituting (25) into (21), we thus get that
C∗(z) = B∗k(z)T
∗
k
(
z2
)
=
1
s
B∗k+1(z)Y (z) T
∗
k
(
z2
)
.
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If we partition T ∗k according to the structure of Y as
T ∗k =

(
T 1k
)∗
Isk+1
Ird−rk+1
.
.
.
.
.
.
.
.
.
(T sk )
∗
Isk+1
Ird−rk+1

,
then a simple matrix multiplication yields that
Y ∗ (z) T ∗k
(
z2
)
=

(
T 1k
)∗
(z2) −w11
T
0
0
(
z−21 − 1
)
Isk+1 0
0 0 I
.
.
.
.
.
.
.
.
.
(T sk )
∗ (z2) −ws1T 0
0
(
z−2s − 1
)
Isk+1 0
0 0 I

= T ∗k+1
(
z2
)
,
which shows that indeed C∗(z) = B∗k+1(z)T ∗k+1
(
z2
)
, thus advancing the induction
hypothesis and completing the proof. 
With an appropriate renormalization like in the proof of Theorem 4, we thus obtain
its counterpart for dimension s .
Theorem 15 If the mask A ∈ ℓrd×rd (Zs) satisfies the spectral condition of order d
then there exists two (finitely supported) masks B, B˜ ∈ ℓsrd×srd(Zs) such that
TdSA = 2
−d SBTd, and T˜dSA = 2−d SB˜T˜d. (26)
Remark 16 It is worthwhile to note that the proof of Theorem 15 gives a constructive
method to compute the symbols of the Taylor schemes B and B˜. The crucial step is the
computation of the decomposition in (24), a task that is already implemented in some
Computer Algebra Systems, for example in CoCoA, [2]. Recall, however, that due to
the existence of syzygies this decomposition is usually not unique, cf. [3] and so also
B and B˜ are not unique.
Definition 17 With the hypotheses of the previous Theorem, the subdivision schemes
SB is called the Taylor subdivision scheme associated with HA and the scheme SB˜
is the complete Taylor subdivision scheme.
Remark 18 For initial data f0 ∈ ℓrd (Zs), we consider the sequence of iterations
fn, n ∈ N built from the scheme HA defined in (6). If we now define the associated
sequence
gn := 2
ndTdD
nfn ∈ ℓ
srd (Zs) , n ∈ N, (27)
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and if A satisfies the spectral condition, then we deduce from (6) that for n ∈ N we
have
gn = 2
ndTdD
nfn = 2
ndTdSAD
n−1fn−1 = 2
(n−1)dSBTdD
n−1fn−1
= SBgn−1 = (SB)
n
g0,
hence gn is generated by the stationary subdivision scheme SB .
Similarly if hn := 2ndT˜dDnfn then, hn =
(
S
B˜
)n
h0.
5 Convergence of Subdivision Operators
Definition 19 Let B ∈ ℓ r×r (Zs) be a mask and SB : ℓr (Zs) → ℓr (Zs) the asso-
ciated stationary subdivision operator defined in (1). The operator is C0–convergent
if for any data g0 ∈ ℓr (Zs) and corresponding sequence of refinements gn = SnBg0
there exists a function Ψg ∈ C (Rs,Rr) such that for any compact K ⊂ Rs there
exists a sequence εn with limit 0 that satisfies
max
α∈Zs∩2nK
∥∥gn(α)−Ψg (2−nα)∥∥∞ ≤ εn. (28)
Definition 20 Let A ∈ ℓ rd×rd (Zs) be a mask and HA the associated Hermite subdi-
vision scheme on ℓrd(Zs) as defined in (6). The scheme is convergent if for any data
f0 ∈ ℓ
rd (Zs) and the corresponding sequence of refinements fn, there exists a func-
tion Φ = [φα]|α|≤d ∈ C (Rs,Rrd) such that for any compact K ⊂ Rs there exists a
sequence εn with limit 0 which satisfies
max
|α|≤d
max
β∈Zs∩2nK
∣∣∣f (α)n (β)− φα (2−nβ)∣∣∣ ≤ εn. (29)
The scheme HA is said to be Cd–convergent if moreover φ0 ∈ Cd (Rs,R) and
∂αφ0
∂xα
= φα, |α| ≤ d.
Theorem 21 Given a mask A ∈ ℓrd(Zs) which satisfies the spectral condition. Sup-
pose that for any data f0 ∈ ℓrd (Zs) and associated refinement sequence fn of the
Hermite scheme HA,
1. the sequence fn(0) converges to a limit y ∈ Rrd ,
2. the associated Taylor subdivision scheme SB is C0–convergent and for any ini-
tial data g0 = Tdf0, the limit function Ψ = Ψg ∈ C (Rs,Rsrd) satisfies
Ψ = 1s ⊗
[
0rd−sd
Ψd
]
=

0
Ψd
.
.
.
0
Ψd
 , Ψd = [ψα]|α|=d . (30)
Then HA is convergent.
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The construction of the limit function Φ of HA starts with a lemma in the special
case d = 1.
Lemma 22 Given a sequence of refinements
hn =
[
h
(0)
n
h
(1)
n
]
∈ ℓ(Zs,Rs+1), h(1)n =
[
h
ǫj
n
]
j=1,...,s
such that
1. there exists a constant c in R such that limn→+∞ h(0)n (0) = c,
2. there exists a function Ξ ∈ C (Rs,Rs) such that for any compact subset K of
R
s there exists a sequence µn with limit 0 and
max
α∈2nK∩Zs
∥∥∥h(1)n (α)− Ξ (2−nα)∥∥∥
∞
≤ µn, (31)
max
α∈2nK∩Zs
∥∥∥2n∆h(0)n (α)− h(1)n (α)∥∥∥
∞
≤ µn. (32)
Then there exists for any compact K a sequence θn with limit 0 such that the function
ϕ(x) = c+
∫ 1
0
xT Ξ (tx) dt, x ∈ Rs, (33)
satisfies
max
α∈2nK∩Zs
∥∥∥h(0)n (α)− ϕ (2−nα)∥∥∥ ≤ θn, (34)
Before we prove this lemma, let us recall some useful notations and concepts. For
f ∈ C
(
K,Rk
)
we will write the modulus of continuity as
ω (f, h) = max {‖f(x)− f(y)‖∞ : x, y ∈ K, ‖x− y‖1 ≤ h} .
Since K is compact, f is uniformly continuous and this value tends to 0 when h tends
to 0.
Given a multiindex τ ∈ Zs, a path from 0 to τ is a sequence τ j , j = 0, . . . , n, such
that τ0 = 0, τn = τ and τ j+1 − τ j ∈ {±ǫk}k=1,...,s. In other words, a path goes from
0 to τ in steps of unit vectors. A path is called direct if it has minimal length, i.e., if
n = ‖τ‖1 = |τ |. Clearly, to any τ there exists at least one direct path.
Proof: Clearly, the function ϕ from (33) is continuous.
We prove (34) for K = [−L,L]s since any compact subset of Rs is included in a
such hypercube.
Let n be an even integer and let us fix α ∈ 2nK ∩ Zs, which we decompose into
α = β + τ where
β = 2n/2β′, β′ ∈ 2n/2K ∩ Zs, ‖α− β‖∞ ≤ 2
n/2.
Such a β′ can be obtained by rounding 2−n/2α componentwise to the next integer,
yielding
∥∥2−n/2α− β′∥∥
∞
< 1, hence ‖α− β‖∞ < 2n/2. (see figure).
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0 2−n/22−n
α2−n
β2−n=β’2−n/2
2−n
The grids with 2−n and 2−n/2
Then∣∣∣h(0)n (α)− ϕ (2−nα)∣∣∣
≤
∣∣∣h(0)n (α)− h(0)n (β)∣∣∣+ ∣∣∣h(0)n (β)− ϕ (2−nβ)∣∣∣+ ∣∣ϕ (2−nβ)− ϕ (2−nα)∣∣ (35)
and we will bound each of these terms separately.
Majorization of
∣∣∣h(0)n (α)− h(0)n (β)∣∣∣: We choose a direct path {τ j}j=0,...,|τ | from 0 to
τ and deduce from (32) that there exists k ∈ {1, . . . , s} such that∣∣∣h(0)n (β + τ j+1)− h(0)n (β + τ j)∣∣∣ ≤ 2−n (µn + |hǫkn (β + η)|)
where η is either τ j or τ j+1, depending on the sign of τ j+1 − τ j . Involving also (31),
we then obtain∣∣∣h(0)n (β + τ j+1)− h(0)n (β + τ j)∣∣∣ ≤ 2−n (2µn + |ξk (β + η)|)
≤ 2−n (2µn + ‖Ξ‖∞)
where the right hand side is independent of j. Hence,
∣∣∣h(0)n (α)− h(0)n (β)∣∣∣ = |τ |−1∑
j=0
∣∣∣h(0)n (β + τ j+1)− h(0)n (β + τ j)∣∣∣
≤ 2−n
|τ |−1∑
j=0
(2µn + ‖Ξ‖∞) = 2
−n|τ | (2µn + ‖Ξ‖∞)
and since |τ | ≤ s2n/2, we obtain the desired bound∣∣∣h(0)n (α)− h(0)n (β)∣∣∣ ≤ 2−n/2s (2µn + ‖Ξ‖∞) . (36)
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Majorization of
∣∣∣h(0)n (β)− ϕ (2−nβ)∣∣∣: Since β = 2n/2β′ with β′ ∈ Zs,
h(0)n (β) = h
(0)
n (0) +
2n/2−1∑
j=0
h(0)n
(
(j + 1)β′
)
− h(0)n
(
jβ′
) (37)
ϕ
(
2−nβ
)
= c+
2n/2−1∑
j=0
2−n
∫ (j+1)2−n/2
j2−n/2
βTΞ
(
2−ntβ
)
dt, (38)
and therefore∣∣∣h(0)n (β)− ϕ (2−nβ)∣∣∣
≤
∣∣∣h(0)n (0)− c∣∣∣+ 2n/2−1∑
j=0
∣∣∣h(0)n ((j + 1)β′)− h(0)n (jβ′)− 2−nβ′TΞ (2−njβ′)∣∣∣
+2−n
2n/2−1∑
j=0
∣∣∣∣∣β′TΞ(jβ′/2n)−
∫ (j+1)2−n/2
j2−n/2
βTΞ
(
2−ntβ
)
dt
∣∣∣∣∣ . (39)
The first term in the right hand side sum converges to zero by assumption and we can
assume that the sequence µn is chosen in such a way that
∣∣∣h(0)n (0)− c∣∣∣ ≤ µn, for the
second one we let
(
τk
)
k=0,...,|β′|
denote a direct path from 0 to β′, hence
β′ =
|β′|−1∑
k=0
τk+1 − τk.
Since 2−n|β| ≤ sL and since τk is a path from 0 to β′ we have that
2−n
∣∣∣τk∣∣∣ ≤ 2−n ∣∣β′∣∣ = 2−n2−n/2|β| ≤ sL 2−n/2.
For any γ ∈ Zs and ℓ such that τk+1 − τk = ±ǫℓ, we observe that∣∣∣h(0)n (γ + τk+1)− h(0)n (γ + τk)∓ 2−nξℓ (2−nγ)∣∣∣
≤
∣∣∣h(0)n (γ + τk+1)− h(0)n (γ + τk)∓ 2−nhǫℓn (γ + τk)∣∣∣
+2−n
∣∣∣hǫℓn (γ + τk)− ξℓ (2−nγ)∣∣∣
≤ 2−n
(
µn +
∣∣∣∣hǫℓn (γ + τk)− ξℓ(γ + τk2n
)∣∣∣∣)
+2−n
∣∣∣∣ξℓ(γ + τk2n
)
− ξℓ
(
2−nγ
)∣∣∣∣
≤ 2−n
(
2µn + sLω
(
Ξ, 2−n/2
))
≤ 2−n
(
2µn + sLω
(
Ξ, 2−n/2
))
,
which can be rewritten as∣∣∣∣h(0)n (γ + τk+1)− h(0)n (γ + τk)− 2−n (τk+1 − τk)T Ξ (2−nγ)∣∣∣∣
≤ 2−n
(
2µn + sLω
(
Ξ, 2−n/2
))
.
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again with a right hand side independent of γ and k. Consequently, for γ ∈ Zs,∣∣∣h(0)n (γ + β′)− h(0)n (γ)− 2−nβ′TΞ (2−nγ)∣∣∣
≤
|β′|−1∑
k=0
∣∣∣h(0)n (γ + τk+1)− h(0)n (γ + τk)− 2−n (τk+1 − τk) ξℓ(k) (2−nγ)∣∣∣
≤
∣∣β′∣∣ 2−n (2µn + sLω (Ξ, 2−n/2)) ≤ 2−n/2sL(2µn + sLω (Ξ, 2−n/2)) ,
which can be summarized as∣∣∣h(0)n ((j + 1)β′)− h(0)n (jβ′)− 2−nβ′TΞ (2−njβ′)∣∣∣
≤ 2−n/2sL
(
2µn + sLω
(
Ξ, 2−n/2
))
. (40)
To complete this part of the proof, we have to find an upper bound for∣∣∣∣∣β′TΞ(jβ′/2n)−
∫ (j+1)2−n/2
j2−n/2
βTΞ
(
2−ntβ
)
dt
∣∣∣∣∣
=
∣∣∣∣∣
∫ (j+1)2−n/2
j2−n/2
βTΞ
(
2−ntβ
)
dt− 2n/2β′
T
Ξ
(
2−njβ′
)∣∣∣∣∣ .
Since β = 2n/2β′, hence jβ′ = j2−n/2β, we get for t ∈
[
j2−n/2, (j + 1)2−n/2
]
that∥∥2−ntβ − 2−njβ′∥∥
1
= 2−n
∥∥∥tβ − j2−n/2β∥∥∥
1
≤ 2−n|β| 2−n/2 ≤ sL2−n/2
so that ‖Ξ (2−ntβ)− Ξ (2−njβ′)‖1 ≤ sLω
(
Ξ, 2−n/2
)
. Thus, we deduce that∣∣∣∣∣
∫ (j+1)2−n/2
j2−n/2
βTΞ
(
2−ntβ
)
dt− 2n/2β′TΞ
(
2−njβ′
)∣∣∣∣∣
=
∣∣∣∣∣βT
(∫ (j+1)2−n/2
j2−n/2
Ξ
(
2−ntβ
)
dt− Ξ
(
2−njβ′
))∣∣∣∣∣
≤ |β| sL2−n/2ω
(
Ξ, 2−n/2
)
.
Since 2−n|β| ≤ sL, we finally get∣∣∣∣∣2−n
∫ (j+1)2−n/2
j2−n/2
βTΞ
(
2−ntβ
)
dt− 2−nβ′TΞ
(
2−njβ′
)∣∣∣∣∣
≤ 2−n/2(sL)2 ω
(
Ξ, 2−n/2
)
. (41)
We can now substitute the bounds obtained in (40) and (41) into (39) to find that also
the second term in (35) is suitably bounded as∣∣∣h(0)n (β)− ϕ (2−nβ)∣∣∣ ≤ (2sL+ 1)µn + 2(sL)2ω (Ξ, 2−n/2) . (42)
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Majorization of |ϕ (2−nβ)− ϕ (2−nα) |: Since 2−n‖β − α‖1 ≤ s2−n/2, we immedi-
ately have that ∣∣ϕ (2−nβ)− ϕ (2−nα)∣∣ ≤ sω (ϕ, 2−n/2) . (43)
Final estimate: To finish the proof for even n, we just substitute (36), (42) and (43)
into (35) yielding ∣∣∣h(0)n (α)− ϕ (2−nα)∣∣∣ ≤ θn, α ∈ 2nK ∩ Zs.
with the explicit bound
θn = 2
−n/2 ‖Ξ‖∞ +
(
2−n/2s+ 2sL+ 1
)
µn +
(
s+ 2(sL)2
)
ω
(
ϕ, 2−n/2
)
,
which tends to 0 for n→∞.
If, on the other hand, n is odd, then we build an intermediate coarser grid with step-
width 2(n−1)/2 and associate α ∈ 2nK ∩ Zs an approximation β ∈ 2(n−1)/2K ∩ Zs,
to obtain an analogous result. 
Proof of Theorem 21: For initial data f0 ∈ ℓrd (Zs) and g0 = Tdf0, the associated
Taylor subdivision scheme SB is, by assumption, convergent and the limit function
Ψg ∈ C (R
s,Rsrd) satisfies (30). The first hypothesis yields that for any α with |α| <
d the sequence fαn (0) converges to yα. Then we define φ recursively as φα = ψα,
|α| = d and for |α| = d− 1, . . . , 0, as
φα(x) = cα +
∫ 1
0
xTΥα(tx)dt, Υα =
[
φα+ǫj
]
j=1,...,s
. (44)
Clearly, Φ = [φα]|α|≤d is continuous.
Fixing a compact K ⊂ Rs, we will prove by a backward finite recursion for k =
d, d− 1, . . . , 0 that∣∣fαn (γ)− φα (2−nγ)∣∣ ≤ εn, γ ∈ Zs ∩ 2nK, |α| = k. (45)
The case k = d is an immediate consequence of the convergence of gn = 2ndTdDnfn,
which yields for any γ ∈ Zs ∩ 2nK that∣∣fαn (γ)− ψα (2−nγ)∣∣ ≤ εn, |α| = d, (46)
while, for k < d, and α ∈ Zs with |α| = k, the convergence of the appropriate
component of gn to zero implies that
2n(d−|α|)
∣∣∣∣∣∣fαn (γ + ǫj)−
d−|α|∑
ℓ=0
1
2nℓℓ!
f
α+ℓǫj
n (γ)
∣∣∣∣∣∣ ≤ εn, j = 1, . . . , s, (47)
for a sequence εn that tends to zero for n→∞.
To prove (45) for k = d − 1, we define for α ∈ Zs with |α| = d − 1 and j =
1, . . . , s, the sequences hǫjn = f
α+ǫj
n as well as Ξ =
[
ψα+ǫj
]
j=1,...,s
and h(0)n = fαn .
Because of (46) and (47), we can apply Lemma 22 and obtain that∣∣fαn (γ)− φα (2−nγ)∣∣ ≤ θn, γ ∈ 2nK ∩ Zs, |α| = d− 1,
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which is (45) for k = d− 1.
To prove the recursive step k → k− 1, 1 ≤ k < d, we observe that for any β ∈ Zs
with |β| = k − 1 and for j = 1, . . . , s, we get from (47) that, for γ ∈ Zs ∩ 2nK,
∣∣∣2n (fβn (γ + ǫj)− fβn (γ))− fβ+ǫjn (γ)∣∣∣ ≤ εn2n(d−k) +
d−k∑
ℓ=2
1
2n(ℓ−1)ℓ!
∣∣∣fβ+ℓǫjn (γ)∣∣∣ .
(48)
Since (45) holds for |α| ≥ k, it follows for ℓ = 2, . . . , |β| − d
lim
n→∞
∣∣∣fβ+ℓǫjn (γ)− φβ+ℓǫj (2−nγ)∣∣∣ = 0
uniformly for γ ∈ Zs ∩ 2nK and since φβ+ℓǫj is bounded on K, so is the sequence∣∣∣fβ+ℓǫjn (γ)∣∣∣ on Zs ∩ 2nK. Thus the right hand side of (48) converges to zero so that
(48) immediately yields (45) for k replaced by k − 1. 
Corollary 23 For s = 1, given a mask A ∈ ℓd(Z) which satisfies the spectral con-
dition. Suppose that the associated Taylor subdivision scheme SB is C0–convergent
with the conditions of Theorem 21 then HA is Cd–convergent.
Proof: For s = 1, for α = d − 1, . . . , 0, recursively, the function φα defined in (44)
is C1 with φ′α = φα+1 and φ0 is Cd with
dβφ0
dxα = φβ for β = 0, . . . , d. 
For s > 1, the difference between convergence of HA and Cd–convergence of
HA depends on whether Ψd in (30) is a d–th derivative of some function or not. In
fact, in the simplest case d = 1 as in (33), the question reduces to when a d–vector of
functions in d variables is a gradient of some function. A simple characterization of
that property is given in the following Lemma 24 which is most likely known but shall
be included for the sake of completeness.
Lemma 24 A vector field φ = [ϕj ]j=1,...,s is the gradient of a function f : Rs → R if
and only if its distributional derivatives satisfy
∂ϕj
∂xk
=
∂ϕk
∂xj
, j, k = 1, . . . , s. (49)
Proof: If φ = ∇f , then
∂ϕj
∂ξk
=
∂2f
∂ξj∂ξk
=
∂ϕk
∂ξj
,
yielding (49). Conversely, if φ satisfies (49), we set
f(x) = c+
∫ 1
0
xTφ (tx) dt, x ∈ Rs, c =: f(0) ∈ R,
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and get
∂f
∂xj
=
∂
∂xj
∫ 1
0
xTφ(tx) dt
=
s∑
k=1
∫ 1
0
t xk
∂ϕk
∂xj
(tx) dt+
∫ 1
0
ϕj(tx) dt
=
s∑
k=1
∫ 1
0
t xk
∂ϕj
∂xk
(tx) dt+
∫ 1
0
ϕj(tx) dt
=
∫ 1
0
t ǫTj Dφ(tx)x dt+
∫ 1
0
ϕj(tx) dt =
∫ 1
0
t ǫTj
d
dt
φ(tx) +
∫ 1
0
ϕj(tx) dt
=
∫ 1
0
t
dϕj
dt
(tx) +
∫ 1
0
ϕj(tx) dt
= [tϕj(tx)]
1
t=0 −
∫ 1
0
ϕj(tx) dt+
∫ 1
0
ϕj(tx) dt = ϕj(x),
that is, φ = ∇f . 
Iterating (49) and passing to the Fourier transform we immediately obtain a character-
ization of derivative vectors of functions.
Corollary 25 A vector field Ψ = [ψα]|α|=d is the dth total derivative of a function if
and only if for any α, α′ such that |α| = |α′| = d and any β, β′ such that α + β =
α′ + β′ we have
(iξ)β ψ̂α(ξ) = (iξ)
β′ ψ̂α′(ξ), ξ ∈ R
d. (50)
Corollary 26 For s > 1, let be given a mask A ∈ ℓrd (Zs) which satisfies the spectral
condition. Suppose also that the associated Taylor subdivision scheme SB is C0–
convergent, that its limit function Ψ satisfies the conditions of Theorem 21, and that
the function Ψd from (30) also fulfills (50). Then HA is Cd–convergent.
Proof: Convergence is an immediate consequence of Theorem 21. If Ψd is also an
dth derivative, then the functions
ψα(x) := ψα(0) +
∫ 1
0
s∑
j=1
xj ψα+ǫj (tx) dt, |α| = d− 1, x ∈ R
s,
are continuous and well–defined. Choosing α, α′ with |α| = |α′| = d−1 and β, β′ 6= 0
such that α+ β = α′ + β′ as well as j, j′ ∈ {1, . . . , s} such that βj 6= 0 and β′j′ 6= 0,
we get that
(iξ)β ψ̂α(ξ) = (iξ)
β−ǫj
(
∂
∂xj
ψα
)∧
(ξ) = (iξ)β−ǫj ψ̂α+ǫj (ξ)
= (iξ)β
′−ǫj′ ψ̂α′+ǫj′ (ξ) = (iξ)
β′ ψ̂α′(ξ)
so that Ψd−1 = [ψα]|α|=d−1 is a d− 1st derivative. Iterating this process, we arrive at
a function ψ such that Dkψ = Ψk, k = 1, . . . , d, hence the convergence is indeed a
Cd one. 
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Recall that a Hermite subdivision scheme is called interpolatory if fn(2α) = fn−1(α),
α ∈ Zs, that is, the values computed during a certain iteration level are preserved in
later iteration levels. Indeed, almost all of the “original” Hermite schemes were of this
type. It was pointed out in [10, Corollary 2] that for interpolatory schemes, the spec-
tral condition is satisfied automatically, a fact that also holds true for the multivariate
situation. Hence, for any interpolatory Hermite scheme there also exists an associated
Taylor scheme and convergence of the two is equivalent.
Theorem 27 If A is the mask for an interpolatory Hermite scheme, then this scheme
is Cd–convergent if and only if the associated Taylor scheme is convergent with a limit
as in (30) where Ψd is a dth derivative, hence satisfies (50).
Proof: That the condition on the Taylor scheme is sufficient for the Cd has already
been proved, so we just have to show that Cd convergence implies convergence of the
Taylor scheme. To that end, we consider (27) to obtain for j = 1, . . . , s, |α| < d and
β ∈ Zs that
2−n(d−|α|)gj,α(β) = (TdD
nfn)j,α
= f (α)n (β + ǫj)− f
(α)
n (β)−
d−|α|∑
k=0
2−nk
k!
f
(α+kǫj)
n (β)
= φα
(
2−nβ + 2−nǫj
)
− φα
(
2−nβ
)
−
d−|α|∑
k=0
2−nk
k!
φ(α+kǫj)
(
2−nβ
)
= Dαφ0
(
2−nβ + 2−nǫj
)
−Dαφ0
(
2−nβ
)
−
d−|α|∑
k=0
2−nk
k!
Dα+kǫjφ0
(
2−nβ
)
= 2−n(d−|α|)
(
Dα+(d−|α|)φ0(ξ)−D
α+(d−|α|)φ0
(
2−nβ
))
for some ξ ∈ [2−nβ, 2−n (β + ǫj)], so that indeed |gj,α(β)| ≤ ω (Dαφ0, 2−n) and
we have convergence to zero. For |α| = d, (27) immediately yields that gj,α(β) =
φα (2
−nβ) which completes the proof. 
Remark 28
1. The above result can be used to check the convergence of an interpolatory Her-
mite subdivision scheme since for stationary subdivision schemes like the Taylor
scheme there exist characterizations of convergence. These imply another fac-
torization step based on a difference operator after which convergence is char-
acterized by a spectral radius, cf. [24]. Hence, convergence can be completely
characterized for interpolatory Hermite schemes.
2. To use Theorem 27 for the construction of convergent Hermite schemes is dif-
ficult as the Taylor scheme has to satisfy two major nontrivial conditions: its
limit function has to be of the form (30) and Ψd has to have the gradient prop-
erty (50). How to ensure these for a subdivision scheme is generally unknown
24
and far from trivial. Note however, that this is a standard problem in the mul-
tivariate case where also the straightforward univariate idea of “smoothing”
refinable functions provides some complications, cf. [25].
We close this section with another remark on the connection between the complete
and the incomplete Taylor factorization. For simplicity, we restrict the exposition to
the univariate case, the same relationship also holds true in several variables. In The-
orem 21, it has been shown that convergence of the Hermite subdivision scheme HA
is based on the convergence on the associated Taylor subdivision scheme SB whose
mask is obtained by TdSA = 2−dSBTd. Moreover, Corollary 23 tells us that in
this case we automatically have Cd–convergence and Corollary 27 says that the Cd–
convergence of HA is even equivalent to the convergence of SB provided that HA
is interpolatory. In summary, convergence of SB can be expected to be crucial for
describing the convergence of HA.
It follows from (30) that SB is a subdivision scheme of rank one and that its limit
function is of the form edΦT where Φ is a d–vector field; recall that we still restrict
ourselves to the case s = 1. The convergence of such schemes is described in [20, 21],
and it is equivalent to the existence of a mask B˜ such that
∆dSB = SB˜∆d, ∆d :=
[
Id−1 0
0 ∆
]
and S
B˜
is contractive. Now,
∆dTdSA = ∆dSBTd = SB˜∆dTd
and since
∆dTd =
[
Id−1 0
0 ∆
]

∆ −1 . . . − 1(d−1)! −
1
d!
∆
.
.
.
.
.
.
.
.
.
.
.
. −1
.
.
.
∆ −1
1
 = T˜d,
this implies that T˜dSA = SB˜T˜d and so convergence of HA is also described by the
existence and contractivity of S
B˜
. Based on the results from [24], the same type of
relationship can also be formulated for s > 1.
6 Examples
The first example from [19] considers an interpolating scheme in dimension s = 1
with d = 1 depending on two parameters. For this, we give the two factorizations and
prove the C1–convergence for some values of the parameters.
In the second example, from [9], we have a non interpolatory scheme and we give
the complete Taylor scheme.
The third example was firstly published in [7], then simplified in [18]. It is an
interpolatory scheme in dimension s = 2 with d = 1 derivatives whose complete
Taylor scheme will be given.
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6.1 An Interpolatory Scheme for s = 1 and d = 1
We recall the interpolatory Hermite subdivision scheme HC1, proposed by Merrien
[19]. The mask has support included in [−1, 1] with:
A(−1) =
1
4
[
2 4λ
2(1− µ) µ
]
,A(0) =
1
2
[
2 0
0 1
]
,A(1) =
1
4
[
2 −4λ
−2(1− µ) µ
]
.
For every choice of λ and µ, HA reproduces affine functions so that it satisfies the
spectral condition with p0(x) = 1, p1(x) = x. According to Theorem 4, there exists
Taylor vector subdivision schemes SB and SB˜ associated with HA.
With T1 =
[
∆ −1
0 1
]
and T ∗1 (z) =
[
z−1 − 1 −1
0 1
]
, we obtain that
T ∗1 (z)A
∗(z) =
1
4
[
(z−2 − 1)2(1 + µz) 4λ(z−2 − 1)(1− z)− µ(z−1 + z)− 2
(z−2 − 1)2(1− µ)z µ(z−1 + z) + 2))
]
.
The nonzero matrices of the mask of the Taylor scheme are
B(−2) =
[
0 2λ
0 0
]
, B(−1) =
[
0 −2λ− µ/2
0 µ/2
]
, B(0) =
[
1 −2λ
0 1
]
and B(1) =[
µ 2λ+ µ/2
1− µ 1− µ/2
]
.
Similarly with T˜1 =
[
∆ −1
0 ∆
]
the nonzero matrices of the mask of the complete
Taylor scheme are found to be
B˜(0) =
[
1 2λ
(1− µ) µ/2
]
, B˜(1) =
[
µ −µ/2− 2λ
µ− 1 1− µ/2
]
.
For λ > −1/8 and µ < 1, we define a vector norm by ‖v‖ := ‖P−1v‖2, where
‖·‖2 is the usual Euclidean vector norm and P :=
1 √ 1−µ1+8λ
0 2
√
1−µ
1+8λ

. The corresponding
matrix operator norm is given by ‖M‖ := ‖P−1MP‖2, where ‖N‖2 :=
√
ρ(NTN)
is the spectral norm of a matrix N . Then
P−1B˜(0)P =
1
2
[
1 + µ
√
(1− µ)(1 + 8λ)√
(1− µ)(1 + 8λ) 1
]
P−1B˜(1)P =
1
2
[
1 + µ −
√
(1− µ)(1 + 8λ)
−
√
(1− µ)(1 + 8λ) 1
]
are symmetric. The eigenvalues of B˜(i)i=0,1 or of P−1B˜(i)P are
ℓ1 =
1
4
(
2 + µ+
√
(2− µ)2 + 32λ(1− µ)
)
ℓ2 =
1
4
(
2 + µ−
√
(2− µ)2 + 32λ(1− µ)
)
.
Since P−1B˜(i)P are symmetric, the eigenvalues are real with ℓ2 < ℓ1. Now for µ ∈
[−2, 1) and λ ∈ (−1/8, 0) we find ℓ1 < (2+µ+
√
(2− µ)2)/4 = 1 and ℓ2 > (2+µ−
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√
(2− µ)2)/4 = µ/2 ≥ −1. Thus ρ := ‖B˜(i)‖ = max{|ℓ1|, |ℓ2|} < 1 and we have
shown that SB˜ is contractive. We can extend the result to (λ, µ) ∈ [−1/8, 0)× [−2, 1)
and we can deduce the C1-convergence of HA for (λ, µ) ∈ [−1/8, 0)× (−2, 1).
More precisely, the contractivity of SB˜ is obtained if the joint spectral radius of
{B˜(0), B˜(1)} is less than 1 and following [5], the C1–convergence of HA is obtained
if and only if −1/2 < λ < 0 and 1 + max
(
1
2λ ,
−3
1+2λ
)
< µ < 1.
6.2 A Non Interpolatory Scheme for s = 1 and d = 1
We build the de Rham transform [9] of the previous scheme HA with support in
[−2, 1]. The respective non zero matrices are
1
8
[
2 + 4λ(1− µ) 4λ+ 2λµ
4− 2µ− 2µ2 µ2 + 8λ(1− µ)
]
,
1
8
[
6− 4λ(1− µ) 8λ− 2λµ
4− 2µ− 2µ2 2µ+ µ2 − 8λ(1− µ)
]
,
1
8
[
6− 4λ(1− µ) −8λ+ 2λµ
−4 + 2µ+ 2µ2 2µ+ µ2 − 8λ(1− µ)
]
,
1
8
[
2 + 4λ(1− µ) −4λ− 2λµ
−4 + 2µ+ 2µ2 µ2 + 8λ(1− µ)
]
.
We notice that HA satisfies the spectral condition with p0(x) = 1, p1(x) = x − 1/2.
A complete Taylor scheme S
B˜
is associated with HA. The nonzero matrices B˜ of the
mask are B˜(α), α ∈ [−1, 1] with
B˜(−1) =
1
4
[
2 + 4λ(1− µ) 2λ(2 + µ)
4− 2µ− 2µ2 µ2 + 8λ(1− µ)
]
,
B˜(0) =
1
4
[
2µ+ 2µ2 − 8λ(1− µ) −4λ(1− µ)− µ2
0 2µ− 16λ(1− µ)
]
,
B˜(1) =
1
4
[
−2 + 4λ(1− µ) + 2µ+ 2µ2 −6λµ− µ2 − 2µ+ 2
−4 + 2µ+ 2µ2 4− 2µ− µ2 + 8λ(1− µ)
]
.
6.3 An Interpolatory Scheme for s = 2 and d = 1
The HRC1-Algorithm has a mask supported in [−1, 1]2. For η1, η2 ∈ {±1}
A(0, 0) = D =
1 0 00 12 0
0 0 12
 , A (η1, 0) =
 12 −η1λ 0−η1 1−µ2 µ4 0
0 0 14
 ,
A (0, η2) =
 12 0 −η2λ0 14 0
−η2
1−µ
2 0
µ
4
 , A (η1, η2)
 14 −η1 λ2 −η2 λ2−η1 1−µ4 µ8 η1η2 µ8
−η2
1−µ
4 η1η2
µ
8
µ
8
 .
We have simplified the construction of [7] and it depends on two parameters λ and
µ only. For λ = −1/8, µ = −1 we obtain the Sibson-Thomson interpolant on every
initial square, see [27]. In this case, the HRC1-interpolant is a C1 piecewise quadratic
consisting of 16 individual pieces. It was also shown that theHRC1-algorithm is exact
for bilinear functions for any value of λ and µ which implies that the spectral property
is satisfied with p(0,0)(x, y) = 1, p(1,0)(x, y) = x and p(0,1)(x, y) = y. Thus, a Taylor
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subdivision scheme S
B˜
∈ ℓ6×6(Z2) is associated with HA. The nonzero matrices B˜
of the mask are:
B˜(1, 1) =

µ
4 −
λ
2 −
µ
8 −
λ
2 +
µ
8 0 0 0
µ−1
4 −
µ
8 +
1
4
µ
8 0 0 0
µ−1
4
µ
8
µ
8 0 −
µ−1
4 0
0 0 0 µ4 −
λ
2 +
µ
8 −
λ
2 −
µ
8
0 0 −µ−14
µ−1
4
µ
8
µ
8
0 0 0 µ−14
µ
8 −
µ
8 +
1
4

,
B˜(0, 1) =

1
4
λ
2 −
λ
2 0 0 0
−µ−14
µ
8 −
µ
8 0 0 0
µ−1
4 −
µ
8
µ
8 0 −
µ−1
4 0
0 0 0 µ2 0 −λ−
µ
4
0 0 0 0 14 0
0 0 0 µ−12 0 −
µ
4 +
1
2

B˜(−1, 1) =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 µ4
λ
2 −
µ
8 −
λ
2 −
µ
8
0 0 0 −µ−14
µ
8 −
µ
8
0 0 0 µ−14 −
µ
8 −
µ
8 +
1
4

B˜(1, 0) =

µ
2 −λ−
µ
4 0 0 0 0
µ−1
2 −
µ
4 +
1
2 0 0 0 0
0 0 14 0 0 0
0 0 0 14 −
λ
2
λ
2
0 0 −µ−14
µ−1
4
µ
8 −
µ
8
0 0 0 −µ−14 −
µ
8
µ
8

B˜(0, 0) =

1
2 λ 0 0 0 0
−µ−12
µ
4 0 0 0 0
0 0 14 0 0 0
0 0 0 12 0 λ
0 0 0 0 14 0
0 0 0 −µ−12 0
µ
4

B˜(−1, 0) =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 14
λ
2
λ
2
0 0 0 −µ−14
µ
8
µ
8
0 0 0 −µ−14
µ
8
µ
8

28
B˜(1,−1) =

µ
4 −
λ
2 −
µ
8
λ
2 −
µ
8 0 0 0
µ−1
4 −
µ
8 +
1
4 −
µ
8 0 0 0
−µ−14 −
µ
8
µ
8 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

B˜(0,−1) =

1
4
λ
2
λ
2 0 0 0
−µ−14
µ
8
µ
8 0 0 0
−µ−14
µ
8
µ
8 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 .
In [18], sufficient conditions are given to obtain the C1–convergence of the scheme for
different values of the parameters.
Two examples of interpolatory schemes for s = 2 and d = 2 were also proposed
in [6].
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