











AUTOMATED MELANOMA DIAGNOSIS SYSTEM  








In recent years, a new machine learning schema called deep learning has gained many promising 
achievements in a wide range of industries and thus attracted more than just researchers. A convolutional 
neural network (CNN) is a principal aspect of deep learning techniques specialized for machine learning 
and/or computer vision. Through the influence of these promising achievements, replacement of existing 
methods has been progressed rapidly. The automated melanoma diagnosis system is no exception, and an 
automated melanoma diagnosis system using CNN has already been proposed. However, CNN’s learning 
requires a large amount of training data, and since melanoma images can only be obtained from limited 
organizations such as medical institutions, it is difficult to collect a large amount of data. In this study, we 
overcome these problems using transfer learning and applying effective pre-processing to the data set. The 
melanoma classifiers constructed using the proposed method achieved AUC: 0.873 on the ROC curve. 






ノーマの 5 年生存率は 0 期や Ⅰ期であれば 90%以上，Ⅱ期






[3]，7-point checklist [4] 等）．しかし，ダーモスコピーに
よる診断はしばしば主観的なものであるため，正確な診
断には豊富な経験とトレーニングが必要であり，熟練し

























































ヘッセ行列の固有値 𝜆!, 𝜆!  𝜆!＞𝜆! の関係式は式(1)のよ
うになる． 
 







λ2 1+λ1 λ2( ) = λ2 + λ1








λ2 ≤ λ1 ≤ 0( )
λ2 < λ1 < λ2 α( )
otherwise( )
	 	 (2) 
 
ここで，𝛼の値は， 0 ≤ 𝛼 ≤ 1で，線の双極性に対する許
容度を表す．この𝜆!"の値が大きいほど，線状構造に近い





Image Inpainting [18]のアルゴリズムを用いた． Image 
Inpainting は濃淡値の連続性を用いた手法であり，欠損領
域の周りから濃淡値を滑らかに補間することで欠損領域
を修復する．画像修復の結果を Fig. 1 (c)に示す． 
 
 
Fig. 1	 腫瘍領域の体毛除去 
 
３．	長軸の位置合わせ処理 
長軸の位置合わせ処理のフローを Fig. 2 に示す．この処
理は（1）初期領域特定，（2）領域選択，（3）長軸の計
算・位置合わせ の 3 つのフェーズから構成される． 
 
 
Fig. 2	 長軸の位置合わせ処理フロー 
 
（１）初期領域特定 


































４．	Convolution Neural Network 
Convolutional Neural Network (CNN) は ， 複 数 の








Convolution 層での処理の概要を示す．  
 
 
Fig. 3	 Convolution 層 
 




する max pooling を用いた．max pooling の処理の概要を，








Fig. 4	 Pooling 層 
 
Convolution 層と Pooling 層を経た後は，LCN 層で全チ
ャネルにわたる局所領域ごとに画素の平均を求めて減算，
そこから標準偏差を求め，除算する．この操作により，















































本研究では，2 つの医療機関（University Federico II of 
Naples, Italy; University of Graz, Austria）およびオープンデ







的 な data augmentation を 行 っ た ． 実 施 し た data 
augmentation は順に，Ⅰ）垂直方向・水平方向への反転処
理，Ⅱ）ガウス雑音の付加 の 2 つである．ガウス雑音は
各画素の輝度値を中心に標準偏差 0 - 50 の範囲でランダ
ムに 5 段階の雑音を付加する．以上の data augmentation
により，元のデータセットを 20 倍の 35,200 枚まで拡張し
た．また，各機関の画像は，画像サイズにばらつきがあ
るが，長軸の位置合わせ処理の段階で腫瘍領域を中心に
正方行列にトリミング，および 256×256 pixel にリサイズ
した． 
（２）Fine-tuning による学習済みモデルの再学習 
本実験では，学習済みモデルに，ILSVRC 2014 で 2 位
の成績を収めた VGG-19 [9]を用いた．VGG-19 は，重み
のある層（Convolution 層，全結合層）を 19 層持つ深いネ
ットワークであり，3 × 3 の小さなフィルタを用いた畳込
みを連続して行っているのが特徴である．実験で使用し
た VGG-19 は ImageNet [20]を用いて学習されている．


























ーマ 329 枚，母斑 1,431 枚と比較的小規模なデータを扱う
ため，CNN の構成は，Convolution 層と Pooling 層が 3 層
連なった小規模なモデル構成とした．具体的な構成とし
て，まず第 1 層目の畳込み層は 256×256 の入力画像がラ
ンダムクロップされた 224×224×3 を入力として取り，サ
イズ 11 × 11 × 3 の 96 個のフィルタを用いて畳込みを行う．
第 2 層目の畳込み層は，第 1 層目のレイヤの出力を入力
として取り，サイズ 7 × 7 × 96 の 48 個のフィルタを用い
て畳込む．そして第 3 層では，第 2 層目のレイヤの出力
を入力として取り，サイズ 5 × 5 × 48 の 128 個のフィルタ
を用いて畳込む．第 3 層目のレイヤの出力は全結合層へ
と渡される．各レイヤの畳込みの出力に対しては，サイ






誤差関数を用いた．学習回数は 100 epoch であり，各ミニ
バッチ処理の終了時に重み，およびバイアスが更新され
る．両分類器共，100 epoch の学習で十分誤差は減少し，




以下の Table. 1 に示す． 
 
Table. 1  メラノーマ／母斑の分類性能 
 SE (%) SP (%) AUC 
Training CNN with 
Fine-tuning 
84.8 89.5 0.873 
Training CNN from 
Full-scratch 
80.9 86.1 0.847 
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