Applying advanced video technology to understand human activity and intent is becoming increasingly important for video surveillance. In this paper, we perform automatic activity recognition by classification of spatial temporal features from video sequence. We propose to incorporate class labels information to find optimal heating time for dimensionality reduction using diffusion via random walks. We perform experiments on real data, and compare the proposed method with existing random walk diffusion map method and dual root minimal spanning tree diffusion method. Experimental results show that our proposed method is better.
Introduction and Background
Recognition of human actions from video streams has recently become an active area of research with numerous applications in video surveillance, which is mostly motivated by the increasing number of video cameras deployed for video surveillance and the current inability of video operators to monitor and analyze large volumes of data. For predefined activities, many rule-based or logic based methods have been proposed. For example, in [1], the authors define a series of rules, e.g. entry violation, escort, theft whereas the results of [2] use a declarative model and a logic based approach to recognize predefined activities. Unfortunately a major drawback of pre-defined activity recognition approaches is that the rules developed for one activity typically may not be applicable for other activities. Indeed, different application domains may be interested in different activities. One of the key challenges in these later systems is the ability to model the activities of interest, as well as develop a methodology that allows automatic recognition of activities. In [3, 4, 5] , the authors show that same or similar activity video sequences are clustered close to each other and far from different activity video sequences. This paper targets an automatic activity recognition system which initially has an activity gallery that may be empty or may contain a number of initial simple activities. The system is trained by example, where input video sequences are manually labeled and the system extracts features and automatically learns the new activity.
We suppose that we are given a set of labeled video sequences as training data. The class label denotes a number of activities. Each video sequence is represented by a high dimensional feature considered isometric to a point in a high dimensional vector space. One may think that high dimension here should be an obstacle for any efficient processing of our data. Indeed, many machine learning algorithms have a computational complexity that grows exponentially with dimension. Dimensionality reduction is a way to find an isometric mapping of each video sequence into a corresponding point in Euclidean space of lower dimension where its description is considered simpler.
High dimensional spatial temporal features are associated with the nodes of a graph with a natural metric. After dimensionality reduction, a classifier (e.g. k nearest neighbor classifier) is performed on the reduced features. Using dimensionality reduction in the application of activity recognition can be found in Zhong et al. and Porikli et al. [6, 7] . For example, in [6] the authors calculate the co-occurrence matrix between features, and solve for the smallest eigenvectors to find an embedding space.
In this paper, we propose a new dimensionality reduction method. The idea is to incorporate class labels information in the training data to find the optimal heating time t for dimensionality reduction using diffusion via random walks. For each heating time t, it associates a map which takes high dimensional feature to a reduced feature points. With the class labels, we perform cross validation method on the training data and then select the optimal t value which yields the smallest cross validation value. For this optimal t, we perform diffusion dimensionality reduction on the high dimensional spatial temporal feature and then use a k nearest neighbor classifier on the reduced space. We use our methods on real data, and compare the proposed method with existing random walk diffusion and dual root minimal spanning tree diffusion.
The remainder of this paper is organized as follows. In Section 2, we first describe spatial temporal features and then describe existing diffusion map methods. Section 3 describes our proposed classification constrained diffusion map method. In Section 4, we present experimental results and finally in Section 5, we present a summary.
Existing Diffusion Map Methods
Before we describe the existing diffusion map methods, let's briefly talk about the high dimensional Spatial temporal features used in this paper.
Davis and Bobick [10]used recursive filtering to construct feature images that represent motion: recent motion is represented as brighter than older motion. We use a similar approach described in [12] . Actions can be complex and repetitive making it difficult to capture motion details in one feature image. In this method, a weighted average at time i ≥ 1, M i is computed as M i = αI i−1 + (1 − α)M i−1 ,
