Abstract. Let G be an abelian group of order m ≥ 2, let p be the smallest prime divisor of m, and let q be the smallest prime divisor of m p (if m is composite). For a sequence S, let Σ n (S) be the set of all elements that can be represented as the sum of terms from some n-term subsequence of S, and let Σ(S) be the set of all elements that can be represented as the sum of terms from some nonempty subsequence of S. We prove the following two results.
, by Chen in [3] .
1.1. Terminology. For S ∈ F(G), we let |S| be the length of S, and employ standard multiplicative monoid notation; in particular, ST denotes the concatenation of S and T , and S |S denotes that S is a subsequence of S, in which case SS −1 denotes the subsequence of S obtained by deleting all terms from S . Let σ(S) denote the sum of terms of S, unless 
Σ(S) = Σ ≤|S| (S).
For x ∈ G, let ν x (S) be the multiplicity of x in S, and let h(S) = max x∈G {ν x (S)}.
A subset A of the abelian group G is periodic if A is a union of H a -cosets for some nontrivial subgroup H a ≤ G. We will often associate the index of H a in G with a. If B is another subset of G, then the sumset A + B is the set of all pairwise sums between A and B, i.e.,
A + B = {a + b : a ∈ A, b ∈ B}. Note we will often associate a singleton set with its element for the purpose of notational simplicity.
A sequence S is squarefree if h(S) ≤ 1, in which case S can be considered as a set. An n-setpartition of a sequence S is a sequence of n nonempty, squarefree subsequences, say A = A 1 , . . . , A n , such that S = A 1 · · · A n . Note we do not use multiplicative notation for the terms of a setpartition in order to distinguish the setpartition, A 1 , . . . , A n , from the sequence it partitions/factorizes, A 1 · · · A n .
Finally, the Davenport constant of G, denoted D(G), is the least integer n such that every sequence from G of length n contains a nonempty subsequence whose terms sum to zero. A simple argument (see [7] ) shows that D(G) ≤ |G|.
Results. We have the following open problem:
Problem 1 ( [11, 12] ). For an abelian group G of order m ≥ 2 and positive integer k, determine the exact value or bound of h(G, k) = min{h(S) : S ∈ F(G) with |S| = |G| + k and 0 ∈ Σ |G| (S)}.
There are few results about the exact value or bound of h(G, k). When G is cyclic of order
provided m is prime with 1 ≤ k ≤ m − 2, see [9] ; h(G, m − 2) = m − 1, see [1] or [15] ; and h(G, m − 3) = m − 1, see [5] .
The main results in this paper are the confirmations of the following two conjectures.
Conjecture 1.1 (Conjecture 6.9 [10] , [11] ). Let G be a cyclic group of order m ≥ 2, with p
Conjecture 1.1 was verified for cyclic groups of prime power order in [11] . The following example shows that we cannot hope, in general, for Conjecture 1.1 to hold for smaller h. , that |W | = (tp − 1)h ≥ m. Hence let S be a subsequence of W such that |S| = m, and such that S contains some element y ∈ (t − 1) + H with multiplicity min{α, h}, as well as all (t − 1)p − 1 elements from
with multiplicity h, which is possible since m = ((t − 1)p − 1)h + α. Note that S contains 3 exactly α elements from (t − 1) + H. Since t ≥ 2, it follows that h(S) = h. Note (1) implies
Hence h − α ≡ 0 mod p. We proceed to show, in two cases based on the value of α, that Σ ≤h (S) = Σ(S), which will show that S does not satisfy the conclusion of Conjecture 1. Suppose first that α < h. Thus h − α ≡ 0 mod p implies that α ≤ h − p. Hence (1) implies that m p
Thus let x ∈ 1 + H and x ∈ (t − 2) + H be distinct elements. Note
whence Σ(S) = Σ ≤h (S), as desired. Therefore we can instead assume by (2) that
whence α ≤ h − p implies that p ≤ 2. Thus p = 2 and α = h − p = h − 2 (else the previous arguments will yield p < 2), whence in view of (2) it follows that m p
Consequently, m p ≡ −1 mod h and p = 2, contradicting the conditions assumed on h.
Next suppose that α ≥ h. If α = h, then (2) implies that m p ≡ 0 mod h, which is not the case. Hence α > h. Since t ≥ 2 and since α > h, let x ∈ 1 + H with x|S and x = y. Observe
whence (3) holds and Σ(S) = Σ ≤h (S). Therefore we may instead assume α ≤ h + p and that (3) does not hold. Thus (2) and α ≥ h imply that 
Conjecture 1.2 was verified for cyclic groups of prime power order in [11] . The following example shows we cannot hope, in general, for Conjecture 1.2 to be true for smaller k.
Indeed, Conjecture 1.2 fails whenever 
We proceed to define a subsequence S|W with |S| = m + k and
− 1} + H, which is disjoint from Σ ≤k (W ) and thus also from Σ k (S). Note such a subsequence will have
Moreover, in view of the basic correspondence σ(S) − Σ |S|−m (S) = Σ m (S), the latter conclusion will imply 0 / ∈ Σ m (S), as desired. Thus it remains to construct S. (5) and (6) 
We will then use Theorem 1.1 to derive the following theorem, which provides a mild generalization of Conjecture 1.2. We will also make use of the following classical lower bound for sumsets in a prime order group [4] .
Cauchy-Davenport Theorem (CDT).
If A 1 , . . . , A n ⊆ Z/pZ are nonempty with p prime,
Finally, we will need the following partition analog of CDT, which will be our main tool for proving Theorem 1.1 [13] [14].
Theorem 1.4. Let G be an abelian group of order m ≥ 2, let S ∈ F(G), let S |S, let P = P 1 , . . . , P n be an n-setpartition of S , and let p be the smallest prime divisor of m. If
(i) there is an n-setpartition A = A 1 , . . . , A n of a subsequence S of S with |S | = |S |,
A i , and
(ii) there is a proper, nontrivial subgroup H a of index a, a coset α + H a such that all but e terms of S are from α + H a , where
and an n-setpartition B = B 1 , . . . , B n of a subsequence S 0 ∈ F(α + H a ), with S 0 |S, |S 0 | ≤ n + |H a | − 1, and
Proof of Theorem 1.1
We proceed with the proof of all three parts simultaneously. In what follows, we will often make use of the fact that the function f (a) = Suppose that 0 / ∈ α + H a . Hence, since there are only e ≤ a − 2 terms of S0 h−1 outside α + H a , it follows that h − 1 ≤ a − 2. Hence, since h ≥ h(S), since |S| ≥ m + t, and since e ≤ a − 2, it follows that
Thus it follows that h + t ≤ a − 
a contraction. Therefore we can assume h ≥ a + 1. with |T a | = t. Thus every term of Σ(S) can be expressed as a sum of all t terms from T a , at most m a terms of R (and at least one), and at most e ≤ a − 2 terms outside H a , whence
+t+a−2 (S). Consequently, we may assume
else the proof is complete.
a contradiction. Therefore we can assume |S a | ≥ h. Hence, since h(S) ≤ h, it follows in view of Proposition 1.3 that there exists an h-setpartition A = A 1 , . . . , A h of S a with
for all i, and that
Let x be the minimal number such that
, it follows that x exists). We proceed to show that
If x ≤ , then it follows in view of (9) Therefore, to establish (10), it remains to handle the case when x > . In this case, it follows in view of (8) and (9) that (11) x ≤ (
If (10) is false, then comparing with (11) yields m < m a
Consequently, we see that (10) holds regardless.
Suppose h − e < x. Hence, it follows in view of (10) and e ≤ a − 2 that , which combined with (12) yields
In view of h − e < x, e ≤ a − 2, and h ≥ a + 1, it follows that
implying that x ≥ 4. Thus (10) and (13) , whence |H a | = 2. Thus S a has exactly one distinct term equal to the generator of H a . Consequently, in view of h(S) ≤ h and e ≤ a − 2, it follows that
+ a, contradicting (7). So we may assume h − e ≥ x.
In view of the definition of x, and since h − e ≥ x, it follows that |S a | ≥ m a
. Let B be the (h − e + t)-setpartition of S a T a 0 h−e−1 defined by adding a zero to each A i with i > 1, and including each term of T a as a singleton set.
Suppose |H a | is prime. Thus applying CDT to B, it follows that there are at least
elements in the sumset of B, whence the sumset is H a . Thus every element of Σ(S) can be expressed as a sum of at most h − e + t, and at least
terms from S a T a , and at most e terms not from H a . Hence Σ ≥t+1 (S) ∩ Σ ≤h+t (S) = Σ(S), as desired. So we can assume
is not prime. Hence, since 0 < H a < G, it follows that m has at least three prime factors, which completes the proof of (ii). Consequently, since
it follows that both (i) and (iii) imply . Hence e ≤ a − 2 implies that 
In both cases we contradict (15) . So we may assume that
Thus we can apply Theorem 1.4 with S = S a T a 0 h−e−1 , S = S a 0 h−e−1 , n = h − e + t, G = H a , and P = B.
Suppose Theorem 1.4(i) holds. Hence there exists S |S a 0 h−e−1 of length
with an (h − e + t)-setpartition whose sumset has cardinality at least
Hence Σ ≥h−e+t−t (S ) ∩ Σ ≤h−e+t (S ) = H a , where
Consequently, it follows that h − e + t − t ≥ t + 1. Thus every term of Σ(S) can be expressed as a sum of at most h − e + t terms from S (and at least h − e + t − t ≥ t + 1 terms), and at most e terms not from H a . Hence Σ(S) = Σ ≥t+1 (S) ∩ Σ ≤h+t (S), as desired. So we can assume Theorem 1.4(ii) holds, whence there exists a proper, nontrivial subgroup H ka of index k in H a , and β ∈ H a , such that all but e ≤ k − 2 terms of S a 0 h−e−1 are from β + H ka .
Suppose 0 / ∈ β + H ka . Hence, since there are only e ≤ k − 2 terms of S a 0 h−e−1 outside of H ka , it follows that h − e − 1 ≤ k − 2. Thus, in view of (17), e ≤ a − 2, and 2 ≤ a, k ≤ m 2 , it follows that
a contradiction. So we may assume 0 ∈ β + H ka , whence w.l.o.g. β = 0. subgroup H ka < H a . Furthermore, since Theorem 1.4(ii) holds for S a 0 h−e−1 , it follows that Σ h−e+t (S ka 0 h−e−1 ) = H ka , where S ka is the subsequence of terms of S a from H ka . Hence, since ν 0 (S a 0 h−e−1 ) = h−e−1 < h−e+t, it follows that Σ(S ka ) = H ka . Thus H ka contradicts the minimality of H a , completing the proof of both (i) and (iii). Thus it suffices to show that σ(S) ∈ Σ k (S), and that Σ k (S) is periodic.
We may w.l.o.g. by translation assume 0 is the term with greatest multiplicity h = h(S) in
S.
Since by hypothesis h = h(S) ≤ |S| − m = k, then let t = k − h ≥ 0 and S = S0 Thus for every z ∈ Σ(S ) = Σ ≥t+1 (S ) ∩ Σ ≤k (S ), there exists a subsequence T z of S whose sum is z, such that k − h + 1 = t + 1 ≤ |T z | ≤ k.
Since |SS −1 | = h, then adding the appropriate number of zeros to T z yields a k-term subsequence whose sum is z. Consequently, Σ(S ) ⊆ Σ k (S). Since S = S0 −h , it follows that Σ k (S) \ 0 ⊆ Σ(S ). However, since |S | = m + t ≥ m = |G| ≥ D(G), it follows that 0 ∈ Σ(S ) as well. Hence the previous sentences imply that Σ(S ) = Σ k (S).
Thus, since Σ(S ) is periodic, it follows that Σ k (S) is periodic, and since σ(S) = σ(S ) ∈ Σ(S ), it follows that σ(S) ∈ Σ k (S), completing the proof as remarked earlier.
