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Resumen
En el presente trabajo se intentara´ dar una visio´n general del estado actual en el que se encuentra
la disciplina Ingenier´ıa del Conocimiento. Para comprender la situacio´n actual de esta disciplina es
imprescindible un ana´lisis de su evolucio´n histo´rica, analizando cada uno de los paradigmas en los que
se ha ido basando. Este ana´lisis nos permitira´ analizar las causas que dieron lugar a la crisis que se
produjo en esta disciplina y cua´les fueron las medidas que se articularon para salvarla. Se concluira´ el
trabajo con una revisio´n de las metodolog´ıas ma´s utilizadas as´ı como ana´lisis del presente y futuro de la
Ingenier´ıa del Conocimiento
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1 ¿Que´ es la Ingenier´ıa del
Conocimiento (IC)?
Ponga´monos en la situacio´n de un profano en
esta materia e intentemos resolver esta pregun-
ta. Lo primero que har´ıamos ser´ıa consultar el
Diccionario de la Real Academia para buscar el
significado de las palabras ingenier´ıa y conoci-
miento y obtendr´ıamos lo siguiente:
Ingenier´ıa:
1. f. Conjunto de conocimientos y
te´cnicas que permiten aplicar el saber
cient´ıfico a la utilizacio´n de la materia
y de las fuentes de energ´ıa.
2. Profesio´n y ejercicio del ingeniero.
Conocimiento:
1. m. Accio´n y efecto de conocer.
2. Entendimiento, inteligencia, razo´n
natural. . . .
Atendiendo a estas definiciones podr´ıamos esta-
blecer como definicio´n de Ingenier´ıa del Conoci-
miento ”Conjunto de conocimientos y te´cnicas
que permiten aplicar el saber cient´ıfico a la uti-
lizacio´n del conocimiento (entendimiento, inte-
ligencia o razo´n natural)”. Evidentemente, esta
definicio´n no nos aclarar´ıa nada acerca de nues-
tro objetivo inicial. Para seguir en nuestro em-
pen˜o no nos queda otra opcio´n que consultar a
otras personas, que casi con toda seguridad nos
dirigir´ıan hacia el campo de los ordenadores y
la informa´tica (la asociacio´n es bastante simple
conocimiento → sociedad del conocimiento →
nuevas tecnolog´ıas → informa´tica). Si empe-
zamos a consultar bibliograf´ıa relativa a la in-
forma´tica en busca de nuestro objetivo nos en-
contraremos con el te´rmino ingenier´ıa del soft-
ware (IS en adelante) y junto a e´l nos podemos
encontrar la siguiente definicio´n:
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La aplicacio´n de una aproximacio´n sistema´tica,
disciplinada y cuantificable al desarrollo, fun-
cionamiento y mantenimiento del software; en
otras palabras, la aplicacio´n de la ingenier´ıa al
software [IEEE, 1999].
Esta definicio´n ya nos puede ayudar algo, ya
que nos da la visio´n de que el concepto de in-
genier´ıa aplicado a las ciencias de computacio´n
(o ma´s ampliamente la visio´n ingenieril de la
informa´tica) va encaminada hacia la sistemati-
zacio´n del desarrollo de software. Sin embar-
go, todav´ıa no estamos en disposicio´n de res-
ponder a la pregunta que nos plantea´bamos al
principio. Si establecemos un pequen˜o parale-
lismo entre la IS y la IC, podr´ıamos llegar a
deducir que si en la IS el elemento central es
el software, en la IC el elemento central debe
ser el ’software con conocimiento’. Pero ¿que´
podr´ıamos entender por ’software con conoci-
miento’?. Una ra´pida consulta nos lleva al
te´rmino sistema experto o sistema basado en
conocimiento (SBC en adelante), que se pue-
de definir como: ”un sistema software capaz
de soportar la representacio´n expl´ıcita del co-
nocimiento de un dominio espec´ıfico y de ex-
plotarlo a trave´s de los mecanismos apropia-
dos de razonamiento para proporcionar un com-
portamiento de alto nivel en la resolucio´n de
problemas”[Guida and Tasso, 1994]. En otras
palabras los SBC tratan con problemas po-
co estructurados en los que nos podemos en-
contrar requisitos subjetivos, entradas incon-
sistente, incompletas o con incertidumbre y
que no pueden ser resueltos aplicando los al-
goritmos cla´sicos o la investigacio´n operativa
[Alonso et al., 1995].
De esta forma podemos establecer que el obje-
tivo de la IC es el mismo que el de la IS y que
no es ma´s que el de transformar el proceso de
desarrollo de SBC de un arte a un disciplina in-
genieril. Una vez que hemos llegado a este nivel,
ya estamos en condiciones de dar una respuesta
a la pregunta objeto de esta seccio´n:
la Ingenier´ıa del Conocimiento es la discipli-
na tecnolo´gica que se centra en la aplicacio´n
de una aproximacio´n sistema´tica, disciplinada
y cuantificable al desarrollo, funcionamiento y
mantenimiento de Sistemas Basados en Cono-
cimiento. En otras palabras, el objetivo u´ltimo
de la IC es el establecimiento de metodolg´ıas
que permitan abordar el desarrollo de SBC de
una forma ma´s sistema´tica.
Un punto que merece la pena aclarar ahora es
el significado del concepto metodolog´ıa. A lo
largo de este trabajo, entenderemos por meto-
dolog´ıa un conjunto de me´todos y pra´cticas que
permiten desarrollar de una manera efectiva to-
das aquellas tareas que esta´n implicadas en el
disen˜o, produccio´n, mantenimiento y extensio´n
de un determinado producto, que en nuestro
caso es un SBC. Por lo tanto, una metodolog´ıa
indica co´mo se deben desarrollar las tareas de-
finidas de acuerdo a un determinado ciclo de
vida. Esta u´ltima afirmacio´n es de vital impor-
tancia por cuanto implica que una metodolog´ıa
necesita de la existencia de un ciclo de vida, y
que adema´s supone el punto de apoyo sobre el
que se define.
Como se puede apreciar, la IC y la IS son disci-
plinas completamente paralelas, aunque presen-
ten un desfase temporal de unos 10 an˜os. Mu-
chas de las te´cnicas de IS han sido adapatadas a
la IC con relativo e´xito, aunque queda todav´ıa
mucho camino por recorrer. Sin embargo, no
se debe pensar en la IC como la piedra filoso-
fal que nos permitira´ solucionar el desarrollo de
aplicaciones para problemas mal estructurados
y cuya definicio´n no es completa, ma´s bien la
debemos considerar como una herramienta que
nos permitira´ aislar y delimitar las partes del
problema que provocan esa indefinicio´n y como
abordar su desarrollo. A pesar de esta, en prin-
cipio, limitacio´n, la IC tiene que ser analizada
desde una perspectiva ma´s amplia, ya que em-
pieza a ser utilizadas en otras disciplinas que
en la actualidad esta´n adquiriendo una enorme
importancia, como por ejemplo la Gestio´n del
Conocimiento.
A continuacio´n, y para hacernos una idea de
cua´les fueron las causas que originaron la nece-
sidad de establecer la IC como una disciplina,
haremos una revisio´n histo´rica en la que podre-
mos apreciar co´mo ha evolucionado esta disci-
plina desde sus inicios hasta nuestros d´ıas.
2 Del Principio hasta la
Crisis de la Ingenier´ıa del
Conocimiento
Desde sus principios, el principal objetivo
de la Inteligencia Artificial (IA, en adelan-
te) era el desarrollo de sistemas que pudie-
ran ”pensar”y resolver problemas tan inteli-
gentemente como lo hac´ıan los expertos huma-
nos. Los primeros trabajos que se iniciaron
en esta a´rea se centraban en el desarrollo de
te´cnicas generales para la resolucio´n de pro-
blemas, como por ejemplo los trabajos de Fi-
kes y Nilsson [Fikes and Nilsson, 1971] en 1971
que dieron como resultado el sistema de pla-
nificacio´n STRIPS, o los de Newell y Simons
[Newell and Simon, 1988] en 1963 y que desem-
bocaron en el GPS (General Problem Solver).
Sin embargo, a finales de la de´cada de los se-
tenta, los investigadores en el campo de la IA
reconocieron que los me´todos generales de reso-
lucio´n de problemas y las te´cnicas de bu´squeda
desarrolladas en los diez an˜os anteriores resul-
taban insuficientes para resolver ciertos proble-
mas de investigacio´n y desarrollo. Como resul-
tado de esta afirmacio´n, se empezo´ a considerar
que el potencial de un ordenador a la hora de
resolver problemas radicaba en el conocimien-
to que pose´ıa sobre el dominio de la aplicacio´n
ma´s que en el mecanismo de inferencia emplea-
do. Por lo tanto, indirectamente se establecio´
que era ma´s necesario el conocimiento espec´ıfico
sobre el dominio de la aplicacio´n, que un cono-
cimiento general que pudiera ser aplicado sobre
varios dominios. Esta postura llevo´ a los inves-
tigadores a afirmar que el conocimiento pod´ıa
ser adquirido de los expertos y ”transferido” a
un ordenador a trave´s de una representacio´n
que estos pudieran manipular.
El conjunto de ideas que surgieron a finales de la
de´cada de los setenta puede ser considerado co-
mo el primer punto de inflexio´n en el desarrollo
de los Sistemas Basados en Conocimiento (SBC
en adelante) o Sistemas Expertos, dando lugar
a sistemas que fueron aplicados en multitud
de dominios. Entre estos sistemas se encuen-
tran prospector[Duda et al., 1978], xcon
[Mcdermott, 1982], mycin[Shortliffe, 1976],
guidon[Clancey, 1979], les [Scarl et al., 1987]
e internist [Miller et al., 1982].
Estos sistemas eran construidos utilizando el
t´ıpico ciclo de codificacio´n y correccio´n de erro-
res, tan utilizado en los laboratorios de inves-
tigacio´n de donde surgieron. El conocimiento
que pose´ıan estos primeros SBC se obten´ıa pre-
guntando a los expertos co´mo resolv´ıan un de-
terminado problema. Posteriormente, el inge-
niero del conocimiento codificaba lo que se re-
cog´ıa del experto en forma de reglas heur´ısticas
(emp´ıricas o asociacionales) que de alguna for-
ma mapeaban las caracter´ısticas observables
del problema en las conclusiones. Estos SBC
estaban dotados de una estructura de control
simple y una representacio´n uniforme del cono-
cimiento. El conocimiento era representado en
un mismo nivel de abstraccio´n e impl´ıcitamente
se combinaba conocimiento sobre co´mo desa-
rrollar una determinada tarea, sobre que´ se en-
cuentra en el dominio y el por que´ funcionan las
cosas.
El hecho de que en los primeros SBC el conoci-
miento sobre el problema no estuviera estructu-
rado llevo´, a pesar de los prometedores resulta-
dos obtenidos, a que la transferencia de e´stos al
campo comercial a la hora de construir grandes
SBC fuera un fracaso en la mayor´ıa de los casos.
Aparec´ıan problemas de estimacio´n del tiempo
de desarrollo, no se cumpl´ıan las expectativas
iniciales sobre lo que deber´ıa de hacer el produc-
to y, sobre todo, el mantenimiento y verificacio´n
de dichos sistemas era una tarea dif´ıcil y costo-
sa. Como se indica en [Studer et al., 1998], es-
ta situacio´n es directamente comparable con lo
que ocurrio´ en el desarrollo de los sistemas de
informacio´n tradicionales en la tan mencionada
crisis del software a finales de los sesenta: los
medios con los que se desarrollaron los proto-
tipos acade´micos no pudieron ser extendidos al
disen˜o y mantenimiento de los grandes sistemas
de informacio´n de larga durabilidad requeridos
por las empresas. Por lo tanto, de la misma for-
ma que la crisis del software dio como resultado
el establecimiento de la Ingenier´ıa del Software
como una disciplina, la situacio´n que se produjo
con el desarrollo de los primeros SBC dejo´ claro
la necesidad de establecer planteamientos ma´s
metodolo´gicos, dando como resultado el naci-
miento de la Ingenier´ıa del Conocimiento como
una disciplina ma´s de la IA. El objetivo de es-
ta nueva disciplina, al igual que la Ingenier´ıa
del Software, es la de transformar el proceso de
construccio´n de un SBC de un arte a un pro-
ceso de ingenier´ıa. Para llevar a cabo este fin
se ten´ıa que revisar todo el proceso de desarro-
llo y mantenimiento de los SBC, y desarrollar
me´todos, lenguajes y herramientas especializa-
das para dicho fin [Shaw and Gaines, 1992].
3 Buchanan y su Modelo de
Ciclo de Vida
Si observamos desde este nuevo punto de vis-
ta ingenieril el desarrollo de los primeros sis-
temas expertos en las de´cadas de los setenta
y ochenta, se puede considerar que el proceso
de construccio´n de un SBC era un proceso de
transferencia del conocimiento humano a una
base de conocimiento implementada en un or-
denador. El conocimiento humano, como ya se
menciono´ en apartados anteriores era, extra´ıdo
mediante una serie de entrevistas al experto.
Obviamente, este proceso de transferencia des-
cansaba sobre la idea de que el conocimiento
requerido por el SBC puede ser recogido e im-
plementado en un ordenador. El paradigma de
la Ingenier´ıa del Conocimiento como un proce-
so de transferencia tiene su culminacio´n en el
trabajo de [Buchanan et al., 1983]. En dicho
trabajo se presenta el desarrollo de un SBC co-
mo un proceso de Adquisicio´n de Conocimiento,
entendido e´ste como la transferencia y trans-
formacio´n de la experiencia en la resolucio´n de
problemas desde alguna fuente de conocimiento
a un programa. El conocimiento a ser elicitado
esta´ formado por una coleccio´n de hechos, pro-
cedimientos y reglas sobre un dominio concreto.
Para este proceso de extraccio´n de conocimien-
to se necesita una persona, el ingeniero del co-
nocimiento que sirva de intermediario entre el
experto y el programa.
Una de las aportaciones ma´s importante del
trabajo de Buchanan fue la identificacio´n del
proceso de adquisicio´n de conocimiento como
un cuello de botella en el proceso de desarrollo
de un SBC. Este problema aparece como con-
secuencia de la falta de ”conocimiento”que el
ingeniero del conocimiento tiene sobre el domi-
nio de la aplicacio´n, lo que nos lleva a un pro-
blema de comunicacio´n con el experto. Para
ayudar al ingeniero del conocimiento a solven-
tar este problema, se propone un ciclo de vida
para el proceso de adquisicio´n de conocimien-
to que abarca desde la concepcio´n del sistema
hasta su madurez. La metodolog´ıa propuesta
se basaba en el t´ıpico ciclo de vida en casca-
da utilizado en los inicios de la ingenier´ıa del
software (figura 1), de la que se puede deducir
que el proceso de construccio´n de un sistema
experto se plantea como un proceso de revisio´n
casi constante, que puede implicar la redefini-
cio´n de los conceptos, de las representaciones o
el refinamiento del sistema implementado. Este
refinamiento pasa por repetir el ciclo en sus dos
u´ltimas etapas para de esta forma ajustar la ba-
se de conocimiento y las estructuras de control
hasta alcanzar el comportamiento deseado.
La importancia de esta metodolog´ıa radica en
que es el primer intento de planteamiento de
una metodolog´ıa para el desarrollo de SBC que
permit´ıa abordar problemas que se pueden pre-
sentar en el mundo de la industria. Como se
puede observar, la metodolog´ıa presentada se
basaba en el cla´sico ciclo de vida planteado en
el modelo de cascada por la Ingenier´ıa del Soft-
ware, permitiendo la realizacio´n de bucles para
completar etapas pasadas. Durante los an˜os si-
guientes se plantearon numerosas modificacio-
nes a esta metodolog´ıa para permitir el desarro-
llo por prototipado [Kahn, 1994] o su adapta-
cio´n al ciclo de vida en espiral derivado del tra-
bajo de [Boehm, 1988].
Estas metodolog´ıas fueron utilizadas con rela-
tivo e´xito hasta principios de la de´cada de los
noventa, fecha en la que se replantea la inge-
nier´ıa del conocimiento desde la perspectiva de
la transferencia hac´ıa la perspectiva del mode-
lado, como un intento de solucionar el proble-
ma del cuello de botella que supon´ıa la fase de
adquisicio´n de conocimiento. Adema´s del pro-
blema que supon´ıa el cuello de botella de la ad-
quisicio´n de conocimiento, se detectaron caren-
cias importantes que intentar´ıan ser resueltas a
la luz de nuevas metodolog´ıas. Las carencias
que hicieron replantear la Ingenier´ıa del Cono-
cimiento se pueden resumir en:
• La generacio´n de explicaciones era com-
plicada debido a la ausencia de separa-
cio´n expl´ıcita entre el conocimiento sobre
el ”co´mo”, el ”que´”y el ”por que´”, li-
mita´ndose dichas explicaciones a simples
trazas de ejecucio´n.
• El sistema no ten´ıa conciencia de sus pro-
pias limitaciones, con lo que tend´ıan a dar
respuestas de escasa utilidad en vez de res-
ponder con un simple ”no se”(tal y como
actuar´ıa un experto responsable) a pregun-
tas que pueden estar fuera de su dominio
de conocimiento.
• El mantenimiento de dichos sistemas era
complicado. Por un lado la validacio´n
Figura 1: Modelo de Ciclo de Vida propuesto por Buchanan et al.
del conocimiento era una tarea comple-
ja al estar e´ste desperdigado sobre la ba-
se de reglas. Por otro lado, la dispersio´n
del conocimiento provocaba que la exten-
sio´n de la base de conocimiento (median-
te la adicio´n de nuevas reglas) resultara
compleja, sobre todo a la luz del traba-
jo de [Heckerman and Horovitz, 1986] que
demostraron que la independencia y mo-
dularidad de un conjunto de reglas de una
base de conocimiento no era tan evidente,
ya que la adicio´n de reglas pod´ıan produ-
cir interacciones negativas con el resto de
las reglas, degradando de esta forma la efi-
ciencia del sistema.
4 El Cuello de Botella de
la Adquisicio´n de Conoci-
miento
Como ya mencionamos en el apartado ante-
rior el te´rmino cuello de botella de la adquisi-
cio´n de conocimiento fue acun˜ado por Bucha-
nan [Buchanan et al., 1983] y se utilizo´ para ha-
cer referencia al hecho de que la adquisicio´n de
conocimiento es el punto que plantea una ma-
yor dificultad a la hora de crear una base de
conocimiento. En [Musen, 1993] se enumeran
las causas principales de esta dificultad radican
en los siguientes problemas:
1. El problema del conocimiento ta´cito.
Aunque no se sabe exactamente como
el conocimiento ta´cito es codificado psi-
colo´gicamente en la memoria humana, se
da por hecho que la resolucio´n de proble-
mas por parte de los expertos involucra el
uso de este tipo de conocimiento. Por lo
tanto, no es de extran˜ar que el conocimien-
to ta´cito sea el objeto de estudio de la ad-
quisicio´n de conocimiento. Adema´s, a me-
dida que las personas se vuelven ma´s ex-
perimentadas en su a´rea de conocimiento
y aplican repetidamente su conocimiento
declarativo a determinadas tareas, e´ste se
vuelve ta´cito, perdiendo de esta forma con-
ciencia de lo que realmente saben. Conse-
cuentemente, el conocimiento que es ma´s
ido´neo para su incorporacio´n a un SBC,
y por lo tanto el objeto de la adquisicio´n
de conocimiento, es el tipo de conocimiento
sobre el que´ los expertos tienen menos con-
ciencia, con lo cual su adquisicio´n se hace
una tarea bastante compleja.
2. El problema de la comunicacio´n. Es-
te problema radica en que los expertos en
una determinada a´rea de aplicacio´n y los
ingenieros del conocimiento no utilizan el
mismo lenguaje para comunicarse. Como
se afirma en [Musen, 1993], para poder re-
presentar el conocimiento relevante en un
determinado tema, el ingeniero del conoci-
miento se debe familiarizar con el domino
de la aplicacio´n, debe de aprender el vo-
cabulario utilizado en dicha a´rea, y quiza´s,
una nueva forma de ver los problemas. Por
lo tanto, el ingeniero del conocimiento de-
be esforzarse en comprender el a´rea sobre
la que el experto va a hablar, o puede no
entender lo que el experto trata de comu-
nicar. Por otro lado, el problema de la co-
municacio´n no solo recae en la falta de co-
nocimiento sobre el dominio que posee el
ingeniero del conocimiento, sino que tam-
bie´n se debe al hecho de que el experto, en
la mayor parte de los casos, carece de cono-
cimientos de programacio´n, y por lo tanto,
no sabe que´ conocimiento es el es ido´neo
para ser codificado en el ordenador.
3. El problema de utilizar representa-
ciones del conocimiento. Adema´s de
las barreras lingu¨´ısticas y cognitivas, otro
componente adicional al cuello de botella
de la adquisicio´n del conocimiento radi-
ca en el lenguaje elegido para la codifica-
cio´n del mismo, ya que los lenguajes usa-
dos para codificar el conocimiento carecen
generalmente de la suficiente potencia ex-
presiva. En [McCarthy and Hayes, 1969]
se introdujo el te´rmino adecuacio´n episte-
molo´gica como la habilidad de un forma-
lismo de representacio´n del conocimiento
para expresar los hechos que una persona
conoce sobre algu´n aspecto del mundo re-
al. Este aspecto es bastante importante ya
que hay experimentos que demuestran que
la forma en la que es modelado el cono-
cimiento del experto, depende fuertemen-
te del lenguaje de representacio´n utilizado.
Por lo tanto, las primitivas ofrecidas por
las herramientas de construccio´n de SBC
tiene una influencia bastante fuerte la for-
ma en el que el conocimiento sobre el do-
minio es adquirido.
Estos problemas se hicieron cada vez ma´s evi-
dentes a medida que se intentaba abordar la
construccio´n de SBC ma´s complejos, dando lu-
gar a que las funcionalidades esperadas no se
cumplieran y que tampoco se cumplieran con
los plazos establecidos para el desarrollo. Esto
evidenciaba el hecho de que se hab´ıa llegado a
un punto en el que el taman˜o de los problemas
que se intentaban abordar requer´ıa de unas me-
todolog´ıas de desarrollo ma´s elaboradas de lo
que exist´ıan en esos momentos.
5 El Nivel de Conocimiento
Aunque la crisis de la ingenier´ıa del conocimien-
to era palpable, pocos esfuerzos se realizaron
para determinar cua´l eran las causas principa-
les de dicha crisis. Fue Newell [Newell, 1982] el
primero que analizo´ en profundidad este pro-
blema. Para Newell el principal problema que
hab´ıa que abordar era el establecimiento de la
diferencia que existe entre lo que entendemos
por conocimiento y su representacio´n, diferen-
cias que en ese momento no estaban claras. El
origen de este problema se deb´ıa al hecho de
que al ser el nivel simbo´lico el nivel ma´s alto en
la jerarqu´ıa, tanto el conocimiento como su re-
presentacio´n se colocaban en dicho nivel, y por
lo tanto, no se pod´ıan diferenciar de una forma
clara. Para resolver el problema, Newell pro-
pone la existencia de un nivel adicional al que
le da el nombre de nivel de conocimiento. Este
nuevo nivel hay que considerarlo realmente co-
mo un nivel y como veremos nos va a ayudar
a distinguir entre lo que es conocimiento y su
representacio´n.
En una ra´pida aproximacio´n al nivel de conoci-
miento, podemos decir que:
• El sistema en este nivel es un agente.
• Sus componentes son los objetivos, accio-
nes y cuerpos.
• El medio lo constituye el conocimiento.
Por lo tanto, el agente procesara´ el conoci-
miento que tiene para determinar que ac-
ciones tiene que tomar.
• La ley de comportamiento esta´ determina-
da por el principio de racionalidad: las ac-
ciones son seleccionadas para alcanzar los
objetivos, es decir, el agente selecciona las
acciones que sabe que le llevan a cubrir los
objetivos.
Por lo tanto, al definir un sistema en el nivel
de conocimiento lo estamos tratando como si
poseyera conocimiento y objetivos, adema´s de
suponer que hara´ todo lo posible para alcan-
zar dichos objetivos, en la medida en que su
conocimiento se lo permita. En la jerarqu´ıa de
niveles, el nivel de conocimiento se situ´a sobre
el nivel simbo´lico, con lo que sus componentes
(acciones, objetivos y cuerpos) y medio (cono-
cimiento) pueden ser definidos en te´rminos de
dicho nivel. La definicio´n estructural de este
nuevo nivel es bastante simple, ya que so´lo po-
demos decir que esta´ formado de cuerpos de
conocimiento, objetivos y acciones, y que estos
esta´n de alguna forma conectados en el sentido
de que todos los componentes son tenidos en
cuenta en la seleccio´n las acciones que hay que
tomar.
Hasta la aparicio´n de este nuevo nivel, se con-
sideraba que el nivel simbo´lico estaba divido en
dos subniveles: uno que era propiamente el ni-
vel simbo´lico y otro que corresponde al nivel de
conocimiento, pero la descripcio´n de sistemas
que manifiestan un comportamiento inteligen-
te necesita que estos dos niveles sean tratados
por separado. La existencia de este nivel queda
reflejada en la siguiente hipo´tesis:
Hipo´tesis del Nivel de Conocimiento.
Existe un nivel adicional en los sistemas com-
putacionales, que esta´ situado justo encima de
nivel simbo´lico, que esta´ caracterizado por te-
ner el conocimiento como medio y el principio
de racionalidad como ley del comportamiento.
Para describir este nuevo nivel de forma
auto´noma, es decir, sin hacer referencia algu-
na a los niveles inferiores, se deben de tratar
los siguientes aspectos: la estructura del nivel,
constituida por sus componentes y las leyes de
composicio´n, las leyes de comportamiento que
lo rige, y por u´ltimo del medio, el conocimiento.
5.1 La Estructura del Nivel de
Conocimiento
El agente, es decir, el sistema definido en el ni-
vel del conocimiento, tiene una estructura muy
simple. En una primera aproximacio´n pode-
mos decir que un agente esta´ compuesto de un
cuerpo f´ısico, que le permite interaccionar con
el entorno. Este cuerpo f´ısico esta´ formado por
un conjunto de acciones a trave´s de las cua-
les se puede realizar dicha interaccio´n. Aunque
el cuerpo f´ısico que permite la interaccio´n con
el entorno puede ser lo complejo que se quiera,
su complejidad no queda reflejada en el sistema
descrito en el nivel de conocimiento, ya que es-
te u´ltimo so´lo puede evocar el comportamiento
del sistema.
Otro de los elementos que se encuentran en es-
te nivel es el cuerpo de conocimiento, que es
como una memoria que contiene todo lo que el
agente sabe en un determinado instante. Como
se puede deducir, el conocimiento es an˜adido a
esta memoria por medio de la ejecucio´n de las
acciones. Aunque de algu´n modo este cuerpo
de conocimiento se comporta como una memo-
ria, no tiene ninguna similitud estructural con
el concepto de memoria utilizado en los niveles
inferiores. Finalmente se puede decir que un
agente posee un conjunto de objetivos. Un ob-
jetivo es una parte diferenciada del cuerpo del
conocimiento que define un determinado esta-
do del entorno. Esta diferenciacio´n del resto
del cuerpo del conocimiento les permite desa-
rrollar un papel distinto en el comportamiento
que presenta el agente, describiendo de alguna
forma las intenciones del mismo.
Un hecho importante que se puede deducir es
que en este nivel no existe ninguna ley de com-
posicio´n, a diferencia de los niveles inferiores
en los que diferentes leyes de composicio´n defi-
nen sistemas con distinto comportamiento. Es-
ta ausencia de estructura es la clave del nivel
de conocimiento, en el sentido de que el com-
portamiento del sistema se define en te´rminos
de lo que el agente sabe, y no en la forma de
ensamblar sus componentes. Por lo tanto, po-
demos decir que la estructura interna del sis-
tema se define de una forma en la que no se
tiene que conocer nada sobre ella para predecir
el comportamiento del mismo, el cua´l so´lo de-
pende de lo que sabe el agente, lo que quiere y
de los medios que tiene para interaccionar con
el entorno. Como se vera´ ma´s adelante, este
servira´ como punto de partida de la idea de la
reutilizacio´n del conocimiento, es decir, la po-
sibilidad de definir componentes gene´ricos de
conocimiento que puedan ser aplicables a dis-
tintos problemas se puede interpretar como la
utilizacio´n del mismo nivel de conocimiento pa-
ra distintas instancias de los niveles inferiores.
5.2 El principio de Racionalidad
Bajo este nombre se esconde la ley que rige
el comportamiento de un agente y que permi-
te la prediccio´n de su comportamiento. Este
principio puede ser formulado en los siguientes
te´rminos:
Principio de racionalidad. Si un agente tie-
ne conocimiento de que una de sus acciones
puede llevarle a la consecucio´n de uno de sus
objetivos, entonces el agente seleccionara´ dicha
accio´n.
Como se puede observar este principio estable-
ce la conexio´n del conocimiento y los objetivos
con el proceso de seleccio´n de acciones, sin es-
pecificar el mecanismo por el que se lleva a cabo
dicha conexio´n. Esta caracter´ıstica tambie´n es
distintiva respecto al resto de niveles. En los
dema´s niveles, el comportamiento queda deter-
minado por la forma en que son procesados los
componentes. En el nivel de conocimiento el
principio de racionalidad nos define la conexio´n
entre las acciones y los objetivos de acuerdo con
el conocimiento que posee el agente.
5.3 La Naturaleza del Conoci-
miento
En las secciones anteriores quedo´ claro que el
medio utilizado en el nivel de conocimiento es el
propio conocimiento, es decir, algo que es pro-
cesado segu´n el principio de racionalidad. En
una definicio´n ma´s formal, podemos decir:
Conocimiento. Cualquier cosa que puede ser
adscrita a un agente y que su comportamiento
se puede computar segu´n el principio de racio-
nalidad.
El conocimiento puede ser descrito totalmen-
te en te´rminos funcionales (que´ hace), o en
te´rminos estructurales (una serie de objetos que
poseen determinadas propiedades y relaciones).
Sin embargo, hay que tener en cuenta que el pa-
pel que juega el conocimiento no puede ser cu-
bierto directamente por una estructura f´ısica,
sino que se cubre aproximadamente e indirec-
tamente por distintos sistemas simbo´licos.
Un aspecto diferenciador del conocimiento res-
pecto a los medios que podemos encontrar en el
resto de los niveles, es el hecho de que el conoci-
miento no puede ser descrito en te´rminos de los
distintos estados en los que pueden encontrarse
sus estructuras f´ısicas. Esta caracter´ıstica di-
ferenciadora le da al conocimiento un aspecto
abstracto, con lo que no puede ser explicitado
con la claridad que lo son el resto de los me-
dios de los niveles inferiores. So´lo puede ser
imaginado como resultado de los procesos in-
terpretativos que operan en el nivel simbo´lico.
Por lo tanto, no lo podemos considerar como un
conjunto de expresiones simbo´licas con una or-
ganizacio´n esta´tica, hay que considerarlo como
compuesto de procesos y estructuras de datos.
Esta visio´n del conocimiento puede considerarse
como la constatacio´n de la existencia del cue-
llo de botella de la adquisicio´n de conocimiento
en el proceso de desarrollo de un SBC. El he-
cho de que sea una entidad abstracta y dif´ıcil
de detectar, nos puede ayudar a comprender lo
dif´ıcil del proceso de extraccio´n de conocimien-
to. Si adema´s, a esto le unimos la situacio´n que
exist´ıa antes del trabajo de Newell, en la que
el nivel de conocimiento se consideraba parte
del nivel simbo´lico, el proceso de construccio´n
de un SBC se convert´ıa en un intento de su-
perar dos barreras: por un lado la dificultad
de la deteccio´n del conocimiento, y por el otro,
el intento de implementarlo directamente en el
nivel simbo´lico, que como dijo Newell, so´lo per-
mite reflejar un conjunto bastante reducido de
la variedad de todos los posibles comportamien-
tos, resultado de intentar representar un com-
portamiento indeterminista mediante estructu-
ras deterministas. Newell nos indica que este
problema puede ser resuelto representando el
conocimiento en un nivel superior, el nivel de
conocimiento.
6 KLIC
KLIC (KBS life cycle o Ciclo de Vida pa-
ra SBC) fue presentada por Guida y Tasso
[Guida and Tasso, 1994]. Supuso el primer in-
tento serio en el planteamiento de una metodo-
log´ıa para le desarrollo de SBC, ya que no solo
se le da importancia al propio proceso de des-
arrollo sino que tambie´n se presta mucha aten-
cio´n a los productos generados en cada una de
los procesos. Ba´sicamente, en el nivel ma´s alto
de abstraccio´n el ciclo de vida propuesto esta´
compuesto de una serie de fases que se corres-
ponden con los procesos principales del ciclo de
vida: disen˜o, produccio´n y mantenimiento. Ca-
da una de estas fases se descompone en una se-
rie de tareas. El modelo planteado es una mez-
cla entre un modelo ciclo de vida en cascada,
las fases se ejecutan en un orden estrictamente
secuencial y un modelo en espiral, ya que la eje-
cucio´n de las tareas puede implicar estructuras
de control de tipo bucle, adema´s de estructuras
condicionales, de seleccio´n y de ejecucio´n para-
lela.
KLIC se organiza en 6 fases que se agrupan en
tres macrofases que se corresponden con los pro-
cesos de ana´lisis, desarrollo y mantenimiento:
Fase-0. Ana´lisis de Posibilidades. En esta
fase se indentifican que´ a´reas de la organi-
zacio´n bajo estudio se podr´ıan beneficiar
del desarrollo de un SBC y se clasifican
de acuerdo a su importancia estrate´gica y
ta´ctica, beneficios esperados, costes y com-
plejidad te´cnica. El producto que se genera
en esta fase es el informe sobre el ana´lisis
de posibilidades, que entre otras cosas in-
cluye un plan maestro para la organizacio´n
para que esta se beneficie del uso de las tec-
nolog´ıas basadas en el conocimiento.
Fase-1. Ana´lisis de Viabilidad. En esta fa-
se se analiza el dominio de aplicacio´n (po-
siblemente sugerido por el plan maestro) y
se identifica el problema que hay que resol-
ver. A partir de aqu´ı, se analizan los requi-
sitos, se definen los objetivos del proyecto
y se describen las especificaciones funcio-
nales, te´cnicas y el criterio de aceptabili-
dad. El producto generado en esta fase
es el Informe sobre el ana´lisis de la viabi-
lidad que adema´s de la informacio´n ante-
riormente comentada, incluye las primeras
versiones del disen˜o te´cnico, el disen˜o de la
organizacio´n y del plan del proyecto.
Fase-2. Construccio´n del Demostrador.
El principal objetivo de esta fase es la cons-
truccio´n de una primera versio´n y muy li-
mitada del SBC. Esta primera versio´n nos
permitira´ entre otras cosas: validar, refi-
nar y reconsidear las decisiones te´cnicas y
el plan del proyecto realizados en la Fase
1, y refinar el ana´lisis de requisitos una vez
consultados los usuarios finales. Los pro-
ductos de esta fase son el Demostrador y
el informe sobre el demostrador en el que
se resume las actividades realizadas y los
resultados alcanzados.
Fase-3. Desarrollo del Prototipo. El obje-
tivo de esta fase es la de encontrar la solu-
cio´n te´cnica ma´s apropiada para la aplica-
cio´n considerada y en base a esta, construir
el SBC objeto del proyecto. Los productos
generados en esta fase son: el prototipo,
que es un SBC que de alguna forma cum-
pla con todas las especificaciones funcio-
nales, el conjunto de herramientas de des-
arrollo que han servido de ayuda para la
construccio´n de la Base de Conocimiento
y el informe sobre el prototipo, en el que se
recogen un resumen de las actividades des-
arrolladas y los resultados alcanzados. Sin
embargo, un hecho bastante importante es
que los autores proponen un desarrollo in-
cremental para el prototipo. De esta forma
vemos como en un ciclo de vida en cascada
se intercalan fases basadas en un ciclo de
vida en espiral.
Fase-4. Implementacio´n, Instalacio´n y
Entrega del Producto Final. Aqu´ı el
objetivo es el desarrollo del SBC completo,
el cual tiene que tener el mismo compor-
tamiento que el prototipo pero tiene que
estar instalado en un entorno real de ope-
racio´n, verificado con datos reales y, even-
tualmente, entregado a los usuarios para
que lo exploten. Los productos de esta fase
son: el Sistema final, el Sistema de sopor-
te para el mantenimiento, los manuales de
usuario, te´cnicos y de mantenimiento y el
Informe sobre el Sistema Final.
Fase-5. Mantenimiento y Extensio´n. Es-
ta fase comienza una vez que el producto
final (el SBC desarrollado) es entregado a
los usuarios finales para su utilizacio´n y se
extiende durante el resto del ciclo de vida
del SBC. En ella se monitoriza la vida ope-
racional del SBC, se realizan intervencio-
nes correctivas, intervenciones adaptativas
y se realiza un mantenimiento proactivo y
evolutivo. Los productos de esta fase son:
las nuevas versiones del SBC, as´ı como los
manuales actualizados, y la historia de mo-
dificaciones del SBC.
Como podemos apreciar, el trabajo de Guida y
Taso supone una de las primeras aproximacio-
nes serias hacia una metodolog´ıa para el des-
arrollo de SBC. La base de este trabajo reside
en el intento de adaptar los resultados alcan-
zados en la Ingenier´ıa del Software al campo
de la Ingenier´ıa del Conocimiento que en esos
momentos empezaba ha adquirir un auge im-
portante. Aunque en l´ıneas generales KLIC se
basa en el modelo de ciclo de vida en cascada
cla´sico, deja sentadas las bases sobre las que
se construira´n las nuevas metodolog´ıas: (1) se
considera el proceso de desarrollo de SBC una
tarea compleja y distinta a la del desarrollo de
sistemas software tradicionales, y se adopta el
ciclo de vida en espiral como el ma´s adecuado
para esta fase; y (2) el ana´lisis la viabilidad del
proyecto abarca un espectro ma´s amplio que en
la Ingenier´ıa del Software, requiriendo un estu-
dio mucho ma´s profundo del entorno organiza-
cional en el que se desarrolla. Como veremos
en los siguientes pa´rrafos, estos aspectos sera´n
comunes a las nuevas metodolog´ıas basadas en
el paradigma del modelado del conocimiento.
7 Los Primeros Pasos hacia
las Te´cnicas de Modelado
En la seccio´n anterior quedo´ claro que an-
tes de la aparicio´n del trabajo de Newe-
ll [Newell, 1982] la discusio´n en el desarro-
llo de SBC se realizaba en te´rminos del nivel
simbo´lico, con lo que el debate no se centra-
ba en la relacio´n entre las tareas y el tipo de
conocimiento que necesitan. Para centrar la
discusio´n en dichos te´rminos, se plantea que el
ana´lisis de los SBC se haga de manera inde-
pendiente a la implementacio´n. Como el lector,
puede suponer esta proposicio´n desemboca en
el nuevo paradigma de la Ingenier´ıa del Conoci-
miento basado en el modelado del conocimien-
to. Pero como veremos, el camino que se tuvo
que recorrer desde que se reconociera la exis-
tencia del nivel de conocimiento a la aparicio´n
de las primeras metodolog´ıas no fue un camino
sencillo, sino ma´s bien un proceso en el que se
fueron refinando una serie de ideas que fueron
surgiendo. Por esto, creemos que es importan-
te comentar dos trabajos que la mayor parte
de los autores los situ´an en el puente entre las
metodolog´ıas modernas y el trabajo de Newell.
Se trata de los me´todos de limitacio´n de roles
y las tareas gene´ricas, trabajos que se pueden
considerar paralelos y que ponen de manifiesto
dos de los aspectos ma´s importantes que han
llevado al planteamiento de metodolog´ıas para
el desarrollo de SBC: la idea de limitar los pape-
les (roles) que puede jugar el conocimiento den-
tro de un determinado dominio y los conceptos
de tareas y me´todos gene´ricos como elementos
constitutivos de los SBC.
7.1 Me´todos de Limitacio´n de
Roles
Los me´todos con limitacio´n de roles (MLR, en
adelante) [McDermott, 1988] se pueden consi-
derar como uno de los primeros intentos de ex-
plotar la reutilizacio´n de los me´todos de resolu-
cio´n de problemas en el desarrollo de los SBC.
McDermott puso de manifiesto que todos los
SBC desarrollados hasta la fecha de su traba-
jo se caracterizaban por tener un conocimien-
to de control, es decir, un motor de inferencia
o me´todo de resolucio´n de problema utilizado
(MRP, en adelante) bastante sencillo. Esta sim-
plicidad del conocimiento de control aportaba
la flexibilidad suficiente para que e´ste pudiese
ser aplicado a gran cantidad de tareas de dis-
tinta naturaleza. Sin embargo, esta flexibilidad
obligaba a que parte del conocimiento de con-
trol necesario para llevar a cabo tareas concre-
tas se codificara junto con la base de conoci-
miento, con lo que la seleccio´n y secuencia de
acciones que se llevaba a cabo depend´ıa del do-
minio de la aplicacio´n. Obviamente, esta falta
de distincio´n entre el control y el conocimiento
espec´ıfico de la aplicacio´n conllevaba problemas
de mantenimiento en las aplicaciones desarro-
lladas.
Otro problema que surg´ıa al utilizar MRP que
obligaban a an˜adir el conocimiento de control
espec´ıfico de la tarea, al mismo tiempo que se
constru´ıa la base de conocimiento, es que no se
proporcionaba ninguna gu´ıa sobre que´ tipo de
conocimiento deber´ıa ser adquirido y co´mo e´ste
deber´ıa ser codificado. Esto era debido a que
los requisitos necesarios sobre el conocimiento
espec´ıfico de la tarea no se pod´ıan establecer
hasta que no se conociese el conocimiento de
control adicional que se necesitaba, y por su-
puesto, esto no se pod´ıa deducir de la definicio´n
del MRP.
Para resolver estos problemas, McDermott pro-
puso analizar los MRP utilizados en distintas
aplicaciones y redefinirlos llevando hasta sus
u´ltimas consecuencias la diferenciacio´n, tan uti-
lizada en los SBC desarrollados hasta la fecha,
del MRP y la base de conocimiento espec´ıfico
de la tarea. Este ana´lisis llevo´ a las siguientes
conclusiones:
• Exist´ıan familias de tareas (como por ejem-
plo el diagno´stico) que pod´ıan ser resueltas
por me´todos cuyo conocimiento de control
era lo suficientemente abstracto como para
que no se viese influenciada por las carac-
ter´ısticas particulares de cualquiera de los
miembros de la familia de tareas.
• Al definir un me´todo en los te´rminos ante-
riores, se indicaba impl´ıcitamente que´ ro-
les pueden jugar los componentes del co-
nocimiento espec´ıfico de la tarea. De es-
ta forma, la definicio´n del me´todo propor-
cionaba una gu´ıa lo suficientemente clara
de que´ conocimiento debe ser adquirido y
co´mo e´ste debe ser implementado.
• La definicio´n de los roles que pod´ıa jugar el
conocimiento espec´ıfico de la tarea, provo-
caba una disminucio´n en la diversidad del
conocimiento que se ten´ıa que utilizar en
la implementacio´n de la tarea.
A estos me´todos que proporcionaban las l´ıneas
ba´sicas para la adquisicio´n y codificacio´n de co-
nocimiento se les denomino´ Me´todos con Limi-
tacio´n de Roles. Este tipo de me´todos cons-
titu´ıa una clase bastante importante ya que
adema´s de indicar que´ conocimiento era nece-
sario adquirir, se pod´ıan utilizar en un amplio
nu´mero de dominios diferentes. Generalmente,
un MLR estaba formado por un bucle defini-
do sobre 5 o 10 pasos. Algunos de estos pa-
sos operaban sobre mo´dulos de conocimiento es-
pec´ıficos de la tarea, con la condicio´n de que en
su definicio´n no se incluyera ningu´n tipo de co-
nocimiento de control. De esta forma, se conse-
gu´ıa dotar de cierta regularidad al conocimien-
to espec´ıfico de la tarea requerido por el MLR.
Esta regularidad en el conocimiento hac´ıa tra-
table la automatizacio´n de la adquisicio´n del
conocimiento. De esta idea surgieron varias he-
rramientas entre las que cabe destacar MOLE
[Eshelman et al., 1993] que se centraba en el
MLR de cubrir y diferenciar y que fue aplicado
con e´xito a numerosos problemas de diagno´stico
y SALT [Marcus and McDermott, 1993] que se
basaba el MLR de proponer y revisar.
Los MLR propuestos por McDermott fueron
utilizados en un gran nu´mero de dominios dife-
rentes, pero sin embargo, cuando se intentaba
abordar algu´n problema del mundo real apa-
rec´ıa el problema de co´mo precisar si una tarea
concreta pod´ıa ser resuelta por un MLR deter-
minado (hay que tener en cuenta que este pro-
blema esta´ todav´ıa sin resolver). Otros de los
inconvenientes que aparecieron se debieron al
hecho de que los MLR presentaran una estruc-
tura fija, con lo que no se pod´ıan utilizar en
problemas que requer´ıan la combinacio´n de va-
rios MLR. La principal causa de este problema
radicaba en el hecho de que no se hab´ıa definido
de una forma clara la estructura y los elemen-
tos constitutivos del conocimiento de control de
los MLR, problema que ser´ıa resulto de forma
paralela por el trabajo de Chandrasekaran que
se describira´ a continuacio´n.
7.2 Las Tareas Gene´ricas y Las
Estructuras de Tareas
El concepto de tarea gene´rica (TG, en adelante)
[Chandrasekaran, 1983, Chandrasekaran, 1986]
[Chandrasekaran and Johnson, 1993] tiene sus
or´ıgenes en los trabajos de Go´mez y Chandra-
sekaran [Go´mez and Chandrasekaran, 1981],
que dieron como resultado la identificacio´n
del proceso de clasificacio´n como un elemento
comu´n a los problemas de diagno´stico, y
en los trabajos de Mittal y Chandrasekaran
[Mittal and Chandrasekaran, 1984] que an˜adie-
ron la abstraccio´n de datos como otro de los
elementos comunes a dicho proceso. Estos
resultados fueron producto del trabajo realiza-
do en el desarrollo del sistema de diagno´stico
MDX [Chandrasekaran and Mittal, 1983]
[Chandrasekaran et al., 1979].
El trabajo del grupo de Chandrasekaran se
basa en la idea intuitiva de que tienen que
existir tipos de conocimiento y requisitos de
control que sean comunes al razonamiento de
diagno´stico en diferentes dominios, de la mis-
ma forma que cabe esperar que la representa-
cio´n del conocimiento asociado a la tarea de
diagno´stico se pueda realizar utilizando un vo-
cabulario comu´n. Adema´s, cabe esperar que es-
ta idea se pueda aplicar a otros tipos de razona-
miento, como se hizo con el proceso de disen˜o,
y que el resultado obtenido fuera distinto al ob-
tenido con el proceso de diagno´stico. Otra de
las ideas que sirvieron de base para este trabajo
fue el hecho de que la experiencia este´ constitui-
da por un conjunto organizado de conocimien-
to (ma´s de lo que pod´ıan ofrecer los sistemas
basados en reglas), con un comportamiento de
control que esta´ indexado por la organizacio´n y
forma del conocimiento que contienen.
Todos estos antecedentes llevaron a la defi-
nicio´n de un TG como una estructura de
conocimiento que se describe en el nivel de
conocimiento, y que especifica una tarea de
utilidad general (por ejemplo, clasificacio´n),
un me´todo para llevarla a cabo y las clases
de conocimiento que necesita dicho me´todo.
En la primera aproximacio´n se identificaron
seis TG [Chandrasekaran, 1986]: clasificacio´n
jera´rquica, valoracio´n de hipo´tesis, transferen-
cia de informacio´n dirigida por conocimiento,
ensamblado abductivo, disen˜o jera´rquico por
seleccio´n de planes y refinamiento y abstraccio´n
de estados.
Estas TG pueden ser utilizadas como primitivas
a la hora de definir tareas ma´s complejas como
el diagno´stico y disen˜o. Por lo tanto, las TG
pueden ser vistas como bloques constructivos
para la composicio´n de tareas ma´s complejas.
Sin embargo, a pesar de que se admit´ıa la ne-
cesidad del ana´lisis en el nivel de tareas y las
ventajas que este ofrec´ıa a la adquisicio´n de co-
nocimiento y la Ingenier´ıa del Conocimiento, la
definicio´n de las TG presentaban las siguientes
desventajas [Chandrasekaran et al., 1992]:
• No queda claro cua´l es la diferencia entre
tareas y clases de tareas, y no se especifica
como esta´n relacionadas las TG complejas
con las simples.
• Las TG propuestas esta´n definidas a nive-
les de complejidad diferentes, es decir, no
queda claro cua´l es el nivel de abstraccio´n
en el que se tienen que definir.
Para solventar dichos problemas se propone una
evolucio´n del concepto de TG hac´ıa el concepto
de Estructura de Tareas (ET, en adelante). En
este nuevo marco se consideran los siguientes
elementos:
• Tareas. El te´rmino tarea se refiere a
un tipo de problema o conjunto de ins-
tancias de problemas con algo en comu´n,
es decir, especifica el problema a resolver
y el objetivo a alcanzar. En este pun-
to es importante distinguir entre una ins-
tancia de tarea, especificada como un par
problema/objetivo concretos (por ejemplo,
el diagno´stico de un determinado pacien-
te con unos s´ıntomas espec´ıficos), y tareas,
que especifican una familia de instancias de
un determinado tipo, familias que pueden
ser descritas a distintos grados de granula-
ridad. Obse´rvese que en la definicio´n de la
tarea no se ha incluido nada de co´mo llevar
a cabo la misma.
• Me´todos y Subtareas. Los me´todos son
los medios que nos permiten llevar a ca-
bo una tarea. Un me´todo se define co-
mo un conjunto de subtareas que permiten
la transformacio´n del estado inicial de una
tarea en el estado objetivo. Puede conte-
ner informacio´n adicional relacionada con
la forma en que las subtareas son ordena-
das en el tiempo. Las tareas obtenidas pue-
den ser aplicadas directamente o por medio
de otros me´todos, y por consiguiente, otras
subtareas.
• Estructuras de Tareas. La ET es un
a´rbol de tareas, me´todos y subtareas apli-
cadas de forma recursiva hasta que las ta-
reas que se alcancen puedan ser llevadas a
cabo utilizando el conocimiento del que se
dispone. Esta estructura nos permite es-
pecificar el hecho de que para una misma
tarea se pueden utilizar ma´s de un me´todo.
El uso de ET nos permite definir procesos de
razonamiento en el nivel de conocimiento sin
hacer referencia alguna a la implementacio´n, es
decir, el nivel simbo´lico. En las figuras 2-A y 2-
B se pueden apreciar las ET que corresponden
con la tarea de diagno´stico y la de disen˜o.
Como conclusio´n podemos decir que las ET fa-
cilita el modelado del conocimiento ya que per-
mite asociar las tareas con los me´todos que
la desarrollan y el conocimiento necesario pa-
ra usar dicho me´todo. Otro aspecto que po-
tencia el uso de las ET es el hecho de que per-
mite combinar distintos tipos de me´todos para
llevar a cabo una tarea. Finalmente, los pro-
blemas que surg´ıan del uso de las TG quedan
resueltos, ya que mediante la definicio´n separa-
da de los me´todos y las tareas queda claro que´
conocimiento queda asociado a cada elemento,
Figura 2: Estructura de Tareas para el Diagno´stico (A) y el Disen˜o (B). Los c´ırculos representan las
tareas y los recta´ngulos me´todos.
y gracias a la ET, queda explicitado la relacio´n
entre subtareas y tareas. Adema´s, la propia
jerarqu´ıa inherente a la ET nos permite dejar
claro a que´ nivel de abstraccio´n se define cada
tarea, y consecuentemente, cua´les son las tareas
ma´s generales y cuales las ma´s espec´ıficas.
La importancia de este marco de trabajo re-
side en que es el primer intento serio de des-
cripcio´n de un sistema inteligente en el nivel de
conocimiento, permitiendo por tanto la defini-
cio´n de componentes gene´ricos que pueden ser
”reutilizados”en diferentes dominios. Una de
las carencias importantes de la aproximacio´n de
Chandrasekaran es que no se hace referencia en
ningu´n momento al conocimiento del dominio
necesario para las tareas, ya que so´lo se descri-
be la estructura de las tareas en el dominio. Por
lo tanto, es necesario fundir esta aproximacio´n
con la aproximacio´n de McDermott para tener
una aproximacio´n que aborde todos los aspec-
tos necesarios para modelar el conocimiento: la
estructura de tareas-me´todos y la funcio´n que
juega el conocimiento del dominio.
Aparte de las consideraciones anteriores, el
u´nico reproche que se le puede hacer es que
no se indica ninguna metodolog´ıa que dirigie-
se el proceso de modelado, pero como veremos
en las siguientes secciones, los conceptos de ta-
rea, me´todo y su ensamblado en una estructura
de tarea-me´todo-descomposicio´n formaron una
base lo suficientemente so´lida que permitio´ el
desarrollo de metodolog´ıas que completasen el
camino iniciado por Chandrasekaran.
8 Metodolog´ıas Basadas en
el Modelado de Conoci-
miento
Conjuntamente a los trabajos anteriormente
citados, otros investigadores realizaron tra-
bajos en la misma l´ınea, entre los que ca-
ben destacar a Clancey [Clancey, 1985] que
propuso la clasificacio´n heur´ıstica como un
me´todo gene´rico de resolucio´n de problemas,
Friedlan [Friedland and Iwasaky, 1985] con su
refinamiento de esqueletos de planes, y por
u´ltimo, los componentes de experiencia de Ste-
els [Steels, 1990]. Subyacente a todos estos tra-
bajos esta´ la conviccio´n de que existen patrones
recurrentes de comportamiento que los inge-
nieros del conocimiento implementan, bien ex-
pl´ıcitamente o bien impl´ıcitamente, en sus sis-
temas. Adema´s, estos patrones de comporta-
miento describen los requisitos de conocimiento
que necesita el sistema y, por lo tanto, pueden
dirigir la adquisicio´n del mismo.
Los trabajos desarrollados en la segunda mi-
tad de la de´cada de los ochenta, y a la vista
del trabajo de McDermott[McDermott, 1988],
se englobaron dentro de los que se denominaron
me´todos con limitacio´n de roles. Estos me´todos
aportaron la ventaja de que proporcionaban
una manera de clarificar el conocimiento usado
en la resolucio´n del problema y proporcionaban
una serie de expectativas que pod´ıan dirigir la
adquisicio´n del contenido del conocimiento re-
querido por las aplicaciones [Musen, 1992]. De
esta forma, se pod´ıa afirmar que si todos los
roles de un me´todo de resolucio´n de problemas
estaban cubiertos en la base de conocimiento,
e´sta esta´ completa, en caso contrario, dir´ıamos
que esta´ incompleta (si falta algu´n rol por cu-
brir) o sobredimensionada (si existen elementos
en la base de conocimiento que no esta´n asocia-
dos a ningu´n rol).
Sin embargo, los me´todos con limitacio´n de
roles presentaban dos problemas importantes.
Por un lado, al asumir que el comportamiento
del sistema puede ser descrito en te´rminos abs-
tractos, es decir, sin hacer referencia a la imple-
mentacio´n, se impide el modelado de los siste-
mas en los que consideraciones espec´ıficas sobre
el dominio pueden alterar la estrategia de con-
trol del sistema. Por otro lado, al ser bastante
gene´ricos resulta dif´ıcil aplicarlos a problemas
concretos, ya que dicha generalidad hace que las
condiciones requeridas por dichos problemas no
se cumplan en el modelo gene´rico.
Estos problemas provocaron un replanteamien-
to de estado de la Ingenier´ıa del Conocimien-
to que dio como resultado la aparicio´n de nue-
vas metodolog´ıas de desarrollo de SBC. Es-
tas nuevas metodolog´ıas, que se basaron en
las ideas resultantes de los trabajos anterio-
res, permiten realizar el ana´lisis del sistema
en el nivel de conocimiento, ofreciendo la po-
sibilidad de especificar el problema a diferen-
tes niveles de granularidad, con lo cual se po-
tencia la idea de la reutilizacio´n de componen-
tes de conocimiento. Por otro lado, estas nue-
vas metodolog´ıas ofrecen un ciclo de vida com-
pleto para el proceso de desarrollo (al igual
que existe en la ingenier´ıa del software), pro-
porcionado pautas a seguir desde el ana´lisis
hasta la implementacio´n final del sistema. A
continuacio´n ofreceremos una breve exposi-
cio´n de las tres metodolog´ıas ma´s importantes:
CommonKADS [Schreiber et al., 1999], MI-
KE [Angele et al., 1998] [Angele et al., 1996] y
PROTE´GE´-II [Eriksson et al., 1995]. Finaliza-
remos dicha exposicio´n citando un conjunto de
metodolog´ıas, que si bien no han llegado al es-
tatus de las anteriores, ofrecen resultados bas-
tante significativos.
8.1 CommonKADS
KADS es una metodolog´ıa completa para el
desarrollo de SBC. Ha sido el resultado de un
trabajo que ha durado aproximadamente una
de´cada dentro de dos proyectos SPRIT. En sus
inicios, KADS se centraba en el problema del
cuello de botella de supon´ıa la adquisicio´n de
conocimiento, para posteriormente convertirse
en una metodolog´ıa completa para el desarrollo
de SBC [Schreiber et al., 1993]. En la actuali-
dad, CommonKADS, nombre que recibe la evo-
lucio´n de KADS, cubre la gestio´n del proyecto,
el ana´lisis organizacional y los aspectos relati-
vos a las Ingenier´ıas del Software y Conocimien-
to relacionados con el desarrollo de SBC.
En CommonKADS podemos ver reflejadas tres
ideas que han emergido, no so´lo de la experien-
cia en la Ingenier´ıa del Conocimiento, sino tam-
bie´n del campo de la Ingenier´ıa del Software
en general. Estas tres ideas se pueden concre-
tar en tres conceptos: modelado, reutilizacio´n
y gestio´n del riesgo.
El principal producto que resulta de la apli-
cacio´n de CommonKADS es el conjunto de
modelos. Este conjunto de modelos se pue-
de considerar una agrupacio´n estructurada de
conocimiento que refleja todos aquellos aspec-
tos importantes para que el SBC tenga e´xito
dentro de un contexto organizacional deter-
minado. Para reflejar los diferentes aspec-
tos del contexto en el cual se quiere implan-
tar el SBC, CommonKADS ofrece seis mode-
los [de Hoog et al., 1994]: organizacio´n, tareas,
agentes, comunicacio´n, conocimiento y disen˜o.
Todos estos modelos esta´n relacionados entre s´ı
y pueden ser configurados gracias a unas plan-
tillas que la metodolog´ıa ofrece para su confec-
cio´n. Los tres primeros modelos describen el
contexto en el cual se va a desenvolver el SBC.
Los modelos de experiencia y agentes propor-
cionan los requisitos de entrada que guiara´n la
implementacio´n del sistema a trave´s del modelo
de disen˜o. Como se puede deducir, cada una de
estas agrupaciones intentan responder a cada
una de las preguntas claves en el desarrollo de
un SBC: ¿Es un SBC la solucio´n ido´nea para el
problema que se quiere resolver?, pregunta que
se puede responder por la descripcio´n del con-
texto dado por los tres primeros modelos; ¿Cua´l
es la naturaleza y la estructura tanto del cono-
cimiento como de la comunicacio´n utilizada?,
cuya respuesta se puede encontrar en el modelo
de experiencia y en el modelo de comunicacio´n;
y finalmente, ¿Co´mo debe ser implementado el
conocimiento?, pregunta que intenta esclarecer
el modelo del disen˜o.
Mencio´n especial al modelo de conocimien-
to. Este modelo, que esta´ descrito en
[Wielinga et al., 1994], describe el conocimien-
to que tiene un determinado agente y que es
relevante para la consecucio´n de una determi-
nada tarea, adema´s de describir la estructura
del mismo en funcio´n de su uso. Obviamente,
este modelo se hace en el nivel de conocimiento,
sin hacer referencia a aspectos de implementa-
cio´n. Para poder llevar a cabo este modelado de
los distintos papeles que puede jugar el conoci-
miento, e´ste esta´ distribuido en tres categor´ıas
disjuntas:
• Conocimiento de tareas. Describe de
una forma recursiva la descomposicio´n de
una tarea de alto nivel en varias subtareas.
El conocimiento sobre una tarea se divide
en dos partes: por una lado la tarea, que
sirve para especificar que´ es lo que implica
la aplicacio´n de la tarea ya que define su
objetivo en te´rminos de los roles de entrada
y de salida; por otro lado, esta´ el me´todo de
la tarea, que define el co´mo se lleva a cabo
dicha tarea, indicando en que´ subtareas se
descompone y en que´ orden deben de ser
procesadas (control).
• Conocimiento del dominio. Especifica
los hechos y asunciones que necesita el pro-
ceso de razonamiento para llevar a cabo su
cometido en el dominio de la aplicacio´n. El
conocimiento del dominio puede ser estruc-
turado en una serie de modelos del domino
que proporcionen una visio´n coherente de
las distintas partes del dominio de la apli-
cacio´n. Por lo tanto, en este apartado se
va a especificar la forma, estructura y con-
tenido del conocimiento relevante para la
aplicacio´n. La forma y la estructura cons-
tituyen lo que se denomina la ontolog´ıa del
dominio.
• Conocimiento sobre inferencias. Des-
cribe los procesos primitivos de razona-
miento que tienen lugar en una aplicacio´n,
as´ı como los roles de conocimiento que son
usados por las inferencias. Obviamente,
estos roles de conocimientos esta´n relacio-
nados con elementos del conocimiento del
dominio. Hay que tener en cuenta, que las
inferencias son consideradas primitivas res-
pecto a un modelo de experiencia determi-
nado, ya que en otros modelos de experien-
cia la misma inferencia puede ser una tarea
descomponible.
Figura 3: El Modelo de Conocimiento en Com-
monKADS.
CommonKADS propone el lenguaje
CML (Conceptual Modelling Language)
[Anjewierden, 1997], para materializar la
especificacio´n del modelo de conocimiento.
Este lenguaje permite la definicio´n de todos los
elementos anteriormente citados, as´ı como la
estructuracio´n del conocimiento en las partes
anteriormente citadas. Adema´s propone el
uso de una notacio´n gra´fica, que permite no
so´lo la definicio´n de las estructuras de tareas
(relacio´n tareas-subtareas), sino que tambie´n
permite la definicio´n de la ontolog´ıa y los
conceptos del dominio y la definicio´n de la
dependencia de los datos entre las inferencias a
trave´s de las estructuras de inferencias (figura
3). Aparte de CML, tambie´n se propone el uso
de (ML)2 [Harmelen et al., 1991] que esta´ ma´s
orientado hacia la formalizacio´n del modelo.
Esta descomposicio´n del nivel de conocimiento
en el conocimiento espec´ıfico del dominio por
un lado, y de las tareas y las inferencias por
otro, favorece la reutilizacio´n del conocimiento
en dos niveles. Al haber definido un conjunto
de inferencias elementales independientes de la
aplicacio´n se permite que estas sean utilizadas
en otros procesos de resolucio´n de problemas.
En este sentido es importante tener en cuenta
el trabajo de [Aben, 1993] donde se catalogan
y clasifican el conjunto de inferencias ba´sicas
que pueden ser utilizadas en CommonKADS.
El otro nivel de reutilizacio´n lo establece el
conocimiento del dominio, que al ser definido
independientemente de las tareas, puede ser
reutilizado por otro conjunto de tareas defini-
das sobre el mismo dominio. Para favorecer
la reutilizacio´n del conocimiento del dominio
CommonKADS permite definir las ontolog´ıas
a distintos niveles de generalizacio´n y distintos
puntos de vista, lo que abre el abanico de
posibles adaptaciones a otras aplicaciones.
Otro de los aspectos importantes que introdu-
jo CommonKADS fue la definicio´n de un mar-
co de trabajo para la gestio´n y planificacio´n
del proyecto. CommonKADS define un ciclo
de vida para el desarrollo del proyecto basa-
do en un modelo en espiral como el propuesto
por [Boehm, 1988]. El modelo en espiral que
plantea CommonKADS se basa en los siguien-
tes principios [Schreiber et al., 1999]:
• La planificacio´n del proyecto se centra
principalmente en los productos y las sali-
das que tienen que producirse como resul-
tado, ma´s que un conjunto de actividades
o fases.
• La planificacio´n se realiza de una forma
adaptativa a lo largo de un serie de ciclos
en espiral, que esta´n dirigidos por una va-
loracio´n sistema´tica de los riesgos del pro-
yecto.
• El control de calidad es una parte ma´s de
la gestio´n del proyecto, ya que la calidad
esta´ integrada en el desarrollo del SBC por
medio de la metodolog´ıa.
Figura 4: El Ciclo de Vida en CommonKADS.
Estos principios esta´n garantizados por un la-
do, por el conjunto de modelos, y por otro, por
el ciclo de vida en espiral. Este ciclo de vida
consta de cuatro fases (figura 4):
• Revisio´n. Es el primer paso de cada ci-
clo y en el se revisa el estado actual del
proyecto y se establecen los objetivos prin-
cipales que se quieren cubrir en el ciclo en
cuestio´n.
• Valoracio´n de riesgos. Las l´ıneas gene-
rales del proyecto establecidas en el paso
anterior sirven de entradas para esta fase.
Su funcio´n principal es la identificacio´n y
valoracio´n de los principales obsta´culos que
nos podemos encontrar para la consecucio´n
exitosa del proyecto, as´ı como las acciones
que se deben tomar para minimizar dichos
riesgos.
• Planificacio´n. Una vez obtenida una vi-
sio´n clara de los objetivos que hay que cu-
brir, los riesgos que se pueden presentar
y las acciones que hay que tomar, hay que
realizar una planificacio´n del trabajo a rea-
lizar. En dicha planificacio´n hay que esta-
blecer la distribucio´n de la carga del traba-
jo en te´rminos de que´ tareas hay que reali-
zar, una temporalizacio´n de dichas tareas,
la distribucio´n de los recursos, etc.
• Monitorizacio´n. Es la u´ltima fase del
ciclo y esta´ constituida por el desarrollo
propiamente dicho. El trabajo realizado
en esta fase esta´ controlado y dirigido por
el director del proyecto. Para determinar
el grado de cumplimiento de los objetivos
se requieren reuniones con los agentes im-
plicados en el proyecto (usuarios, adminis-
tradores, expertos, ..). El resultado de di-
chas reuniones se utilizara´ como entrada
del proceso de revisio´n del siguiente ciclo.
Como se puede observar, la metodolog´ıa Com-
monKADS abarca todo los aspectos del des-
arrollo de un SBC, desde los ana´lisis iniciales
que sirven para identificar problemas y para es-
tablecer la idoneidad de la solucio´n basada en
un SBC, hasta la implementacio´n del mismo,
proporcionando un marco de trabajo donde lle-
var a cabo la gestio´n del proyecto. Tambie´n hay
que resaltar que el modelado del conocimiento
posibilita la definicio´n de componentes reutili-
zables, tanto en el nivel de tareas como en el de
conceptualizacio´n del dominio, como resultado
de la agrupacio´n de las ideas que surgieron des-
pue´s del trabajo de Newell [Newell, 1982]. Todo
esto hace que CommonKADS haya sido adop-
tado no so´lo en Europa, donde se ha convertido
en un esta´ndar de facto, sino que tambie´n em-
pieza a ser utilizado en el resto del mudo.
8.2 MIKE
MIKE (Model-based and Incremental kno-
wledge Engineering) [Angele et al., 1998]
[Angele et al., 1996] proporciona una metodo-
log´ıa para el desarrollo de SBC que cubre todos
los aspectos del proceso, desde la adquisicio´n
de conocimiento hasta su disen˜o e implemen-
tacio´n. Al igual que CommonKADS, MIKE
se desarrolla por medio de un ciclo de vida en
espiral, al que se le han an˜adido determinados
elementos que permiten unir el prototipado
con un proceso de desarrollo incremental y
sostenible dentro del paradigma del modelado.
El proceso de desarrollo se puede resumir en
cuatro fases aplicadas de forma c´ıclica: adqui-
sicio´n de conocimiento, disen˜o, implementacio´n
y evaluacio´n. Una de las aportaciones princi-
pales de esta metodolog´ıa es la de detallar el
proceso a realizar en cada una de las fases (fi-
gura 5), poniendo especial hincapie´ en la fase
de adquisicio´n.
De esta forma, la fase de adquisicio´n empieza
con la extraccio´n de conocimiento, con la que se
obtienen descripciones informales sobre el co-
nocimiento del dominio y del proceso de reso-
lucio´n. La extraccio´n de dichas descripciones
puede realizarse a trave´s de entrevistas estruc-
turadas con los expertos. El resultado de esta
fase se resume en el modelo de elicitacio´n, cons-
tituidos por los protocolos de conocimiento que
quedan almacenados en los nodos-protocolos, en
donde la informacio´n es almacenada en lengua-
je natural. En la metodolog´ıa se propone para
la creacio´n de este modelo semiformal, el uso
de un sistema hipermedia como MEMO (Me-
diating Model Organization) [Neubert, 1993].
Una vez terminada la fase de extraccio´n se en-
tra en la interpretacio´n. En esta fase, todas
las estructuras identificadas en la fase anterior
pasan a ser descritas en un lenguaje ma´s fijo
y restringido. Esta nueva representacio´n reco-
ge ma´s formalmente toda la informacio´n sobre
la estructura, es decir, la dependencia entre los
datos y las inferencias, dejando la descripcio´n
de las inferencias en lenguaje natural. Toda
esta informacio´n queda recogida en el modelo
de estructura, que es el resultado de esta fase.
Este modelo informal esta´ compuesto de varios
contextos:
• Contexto de actividad. Esta´ formado
por todos los nodos de actividad, que re-
presentan un paso dentro del proceso de
resolucio´n. Junto a estos nodos de activi-
dad se colocan los nodos de refinamiento,
que indican la descomposicio´n estructural
de una actividad determinada. Como po-
demos ver, este contexto refleja la descom-
posicio´n jera´rquica de tareas que existe en
el dominio. El contenido de cada nodo ac-
tividad se corresponde con una descripcio´n
informal de la especificacio´n de la activi-
dad.
• Contexto de ordenacio´n. Sirve para in-
dicar co´mo quedan relacionadas las acti-
vidades por medio de la especificacio´n del
control necesario para llevarla a cabo.
Figura 5: Fases en el Ciclo de Vida en MIKE.
• Contexto de conceptos. Esta´ forma-
do por nodos que representan los con-
ceptos del dominio y, por lo tanto, des-
criben la estructura esta´tica del mismo.
En este modelo se incluyen enlaces en-
tre los nodos que sirven para indicar co-
mo dichos conceptos esta´n organizados me-
diante asociacio´n, agregacio´n y generaliza-
cio´n. En este contexto se propone utili-
zar un notacio´n gra´fica derivada de OMT
[Rumbaugh et al., 1991].
• Contexto de flujo de datos. Presenta
una visio´n del domino en un nivel concre-
to de la jerarqu´ıa de actividades. En esta
visio´n, los nodos-actividad se enlazan con
los nodos-conceptos mediante los enlaces
de flujo de datos.
• Contexto de requisitos no funciona-
les. Se utiliza para describir cua´les son los
requisitos no funcionales (de mantenibili-
dad y eficiencia) que debe cumplir el siste-
ma.
El modelo de estructura recoge, de esta forma,
todos los aspectos funcionales y no funcionales
del dominio. Este modelo, junto con el de elici-
tacio´n, forman las bases para establecer la co-
municacio´n entre el experto y el ingeniero del
conocimiento, pudiendo incorporar al experto
en el proceso de construccio´n y evaluacio´n del
modelo. Adema´s, todos los elementos del mo-
delo de estructura esta´n enlazados con sus co-
rrespondientes partes del modelo de elicitacio´n
por medio de enlaces de elicitacio´n, permitien-
do el seguimiento de la evolucio´n de los mode-
los. Como se puede observar se sigue mante-
niendo el principio de separacio´n entre el co-
nocimiento del dominio y las tareas del que se
desarrollan en el mismo.
Una vez construido el modelo de estructura, se
entra en la fase de formalizacio´n y operacionali-
zacio´n. En esta fase, se intenta crear un mode-
lo ma´s formal que el de estructura mediante la
utilizacio´n de un lenguaje formal, KARL (Kno-
wledge Acquisition Representation Languaje)
[Fensel, 1995]. La caracter´ıstica principal de es-
te lenguaje es que combina la descripcio´n con-
ceptual de un SBC con una especificacio´n for-
mal y ejecutable. De esta forma, se pueden es-
pecificar formalmente, eliminado cualquier va-
guedad e imprecisio´n, las inferencias detectadas
en la fase anterior. Al igual que ocurre en los
modelos anteriores, los elementos de este mode-
lo se asocian mediante enlaces de formalizacio´n
con los elementos correspondientes en el mo-
delo de estructura. El hecho de que el mode-
lo resultante, el modelo KARL¸ sea ejecutable
(bajo ciertas restricciones), permite una evalua-
cio´n del modelo por parte del experto. Con la
obtencio´n del modelo KARL, termina la fase de
adquisicio´n del conocimiento quedando identi-
ficados, no so´lo la estructura del dominio, sino
tambie´n los requisitos funcionales y no funcio-
nales.
El modelo formal representado en el modelo
KARL es la entrada de la siguiente fase, el di-
sen˜o. En esta fase se consideran los requisi-
Figura 6: Ciclo de Vida en MIKE.
tos no funcionales (mantenibilidad, eficiencia y
restricciones impuestas por la plataforma hard-
ware y software elegida) y se genera un nue-
vo modelo ma´s detallado, el modelo del di-
sen˜o, especificado en el lenguaje DesignKARL
[Landes, 1994], que es una extensio´n de KARL
a la que se le an˜ade la capacidad de expresar
algoritmos y estructuras de datos. Esta fase
equivale a lo que en la Ingenier´ıa del Software
se realiza mediante el disen˜o detallado. Una vez
obtenido el modelo del disen˜o, se pasa a la fase
de implementacio´n, en la que se materializa en
la plataforma hardware y software elegida. Por
u´ltimo, la u´ltima fase del proceso de desarrollo
termina con la evaluacio´n, en la que se vuelve
a requerir la intervencio´n del experto.
Como ya hemos mencionado, todos estos pasos
son realizados de una forma c´ıclica, basada en
el modelo en espiral de Boehm [Boehm, 1988].
De esta forma, los resultados de la evaluacio´n
sirven de entrada para la depuracio´n de los mo-
delos en una nueva fase de adquisicio´n de cono-
cimiento. Sin embargo, MIKE aporta una mo-
dificacio´n al me´todo cla´sico de Boehm, ya que
las subfases en las que se dividen algunas de las
fases anteriores se realizan tambie´n siguiendo
un modelo en espiral (figura 6).
Como podemos ver, MIKE es una potente me-
todolog´ıa que integra formalismos de represen-
tacio´n informales y formales con un desarro-
llo por prototipado. Comparada con Common-
KADS, se puede decir que MIKE ofrece una
forma sencilla de transicio´n entre el resultado
de la adquisicio´n de conocimiento, el modelo de
conocimiento y el modelo de disen˜o, a diferencia
de CommonKADS donde estas transiciones no
esta´n lo suficientemente especificadas. Sin em-
bargo, a favor de CommonKADS hay que decir
que ofrece soporte para un ana´lisis de contexto
ma´s amplio, permitiendo evaluar el impacto de
la utilizacio´n de un SBC en una gran organiza-
cio´n. Este ana´lisis de contexto, no esta´ tratado
en MIKE, que so´lo se centra en el desarrollo del
modelo de conocimiento, aunque es uno de los
caminos en los que se esta´ trabajando.
8.3 Prote´ge´-II
PROTE´GE´-II [Puerta et al., 1992]
[Eriksson et al., 1995] [Tu et al., 1995] fue
el resultado de un proyecto cuyo principal ob-
jetivo era resolver las limitaciones del trabajo
realizado en la construccio´n de la herramienta
PROTE´GE´ [Musen, 1989a] [Musen, 1989b].
PROTE´GE´ es una metaherramienta que
permite a los desarrolladores generar herra-
mientas para la adquisicio´n de conocimiento
para distintos dominios de aplicacio´n, pero
que se basen en la utilizacio´n del me´todo de
resolucio´n de problemas con limitacio´n de
roles denominado refinamiento de patrones de
planes episo´dicos. El uso de un solo me´todo
de resolucio´n de problemas hac´ıa imposible
abordar problemas que no pudieran ser re-
sueltos por dicho me´todo. Para resolver estas
limitaciones se desarrolla PROTE´GE´-II, que
esta´ disen˜ada para soportar una Ingenier´ıa del
Conocimiento orientada a tareas ma´s general
que PROTE´GE´. PROTE´GE´-II proporciona
un entorno para Ingenier´ıa de Conocimiento
en el que el desarrollador puede especificar
tareas, y puede seleccionar me´todos de resolu-
cio´n de una librer´ıa de me´todos reutilizables.
Para permitir el modelado, se distinguen los
siguientes elementos:
• Tareas. Es un problema en el mundo real,
localizado dentro de una organizacio´n (ta-
rea aplicacio´n), o una especificacio´n abs-
tracta de objetivos independientes del do-
minio que tienen que ser alcanzados (cla-
ses de tareas, o tarea). La descripcio´n de
una tarea es una especificacio´n abstracta
del problema que tiene que ser resuelto por
el me´todo. Debe incluir definiciones abs-
tractas de los datos disponibles (entradas)
y de las solucio´n (salida) y las relaciones
que se deben mantener entre ellos. Aun-
que en la especificacio´n de una tarea no se
indica co´mo se resuelve, e´sta condiciona la
seleccio´n del me´todo para su resolucio´n.
• Me´todo. Un me´todo es un modelo inde-
pendiente del dominio, que indica co´mo se
resuelve el problema especificado por la ta-
rea. Adema´s de la especificacio´n de la en-
trada y la salida de la tarea, el me´todo po-
see una definicio´n abstracta de los roles que
juega el conocimiento del dominio en la re-
solucio´n del problema. La seleccio´n de un
me´todo depende de factores que van ma´s
alla´ de la especificacio´n de la tarea, como
la disponibilidad de la experiencia, requisi-
tos de espacio y tiempo de computacio´n, y
la compatibilidad con el resto de me´todos
que cooperan en la resolucio´n del proble-
ma. Los me´todos pueden delegar proble-
mas a subtareas que, a su vez, pueden ser
resueltas por otros me´todos, formando un
a´rbol de tareas-me´todos-subtareas.
• Mecanismos. Los mecanismos se pueden
considerar como me´todos primitivos que
no pueden ser descompuestos en otras sub-
tareas. Por lo tanto, pueden ser conside-
rados como cajas negras que no admiten
descomposicio´n.
Como se puede deducir, estos elementos se ase-
mejan mucho a las estructuras de tareas pro-
puestas por Chandrasekaran, ya que disponen
de tareas que pueden ser resueltas por diferen-
tes me´todos, que a su vez pueden delegar en
otras subtareas que pueden ser descompuestas.
Esta descomposicio´n termina cuando se alcan-
zan los mecanismos. Esta estrategia de des-
composicio´n ayuda a la reutilizacio´n de compo-
nentes de dos formas: por un lado, los meca-
nismos, al desarrollar funciones muy definidas,
pueden ser aplicables a varios dominios (como
las inferencias en CommonKADS); y por otro,
la existencia de me´todos descomponibles hace
ma´s flexible la reutilizacio´n de conocimiento, ya
que permiten la utilizacio´n de me´todos y me-
canismos alternativos para la resolucio´n de sus
subtareas.
Adema´s de estos elementos relacionados con la
estructura de tareas-me´todos, en PROTE´GE´-II
se distinguen distintos tipos de ontolog´ıas. La
ontolog´ıa del dominio incluye una descripcio´n
declarativa del dominio, y representa la con-
ceptualizacio´n del dominio de la aplicacio´n. La
ontolog´ıa de los me´todos define los conceptos y
relaciones que utilizan los me´todos, y sirve de
marco para especificar sus entradas y salidas.
Estas ontolog´ıas de los me´todos se correspon-
den con la terminolog´ıa gene´rica utilizada por
el conjunto de roles del me´todo. Para que los
me´todos de resolucio´n de problemas puedan ser
reutilizables por diferentes dominios, deben ser
definidos en te´rminos independientes del domi-
nio. De la misma forma, para que las ontolog´ıas
que definen los te´rminos y relaciones de un de-
terminado a´rea de aplicacio´n puedan ser reuti-
lizadas por diferentes tareas y me´todos, deben
de ser definidas de forma independiente de los
me´todos de resolucio´n. Estos requisitos de re-
utilizacio´n pueden provocar la aparicio´n de di-
ferencias entre la ontolog´ıa del me´todo y la del
dominio en el que se va a utilizar dicho me´todo.
Para poder tratar con este problema de la in-
teraccio´n entre estas ontolog´ıas, PROTE´GE´-II
introduce el concepto de ontolog´ıa de la aplica-
cio´n, que sirve para extender la ontolog´ıa del
dominio con conceptos y relaciones propios de
la ontolog´ıa del me´todos. De todas formas, aun-
que se haya definido una ontolog´ıa intermedia
entre el me´todo y el dominio, todav´ıa pueden
aparecer problemas cuando se intenta adaptar
una ontolog´ıa de la aplicacio´n con la correspon-
diente al me´todo elegido. Estos problemas pue-
den ser:
• Diferencias terminolo´gicas, que ocu-
rren cuando los mismos te´rminos y rela-
ciones reciben distintos nombres en las dos
ontolog´ıas. Para solventar este problema,
PROTE´GE´-II permite definir correspon-
dencias de renombrado, que se utilizan pa-
ra establecer la traduccio´n de te´rminos.
• Diferencias sema´nticas, ocurren cuan-
do el concepto de partida resulta de una
transformacio´n sema´ntica del concepto que
le corresponde (por ejemplo, la temperatu-
ra definida en grados Celsius o en grados
Farenheit). La solucio´n de este problema
pasa por definir correspondencias de filtra-
do.
• Diferencias representacionales. Es la
diferencia ma´s compleja que se puede pre-
sentar en la estructura de una ontolog´ıa.
E´sta aparece cuando un concepto esta´ de-
finido en una ontolog´ıa por medio de un
conjunto de para´metros con sus valores, y
otra ontolog´ıa representa el mismo concep-
to por medio de una jerarqu´ıa de subcon-
ceptos.
Por lo tanto, y partiendo de la base de que
PROTE´GE´-II tiene una librer´ıa de me´todos
gene´ricos, la construccio´n de un modelo de co-
nocimiento se puede hacer en tres pasos: (1)
formulacio´n de la ontolog´ıa del me´todo, inclu-
yendo el conjunto de roles de conocimiento que
utiliza, (2) definicio´n de la ontolog´ıa de la apli-
cacio´n independientemente de la del me´todo y
reutilizando alguna ontolog´ıa del dominio pre-
viamente definida, y (3) formulacio´n de las re-
laciones de correspondencia entre las dos onto-
log´ıas (aplicacio´n y me´todo). En la figura 7 se
puede ver de forma esquema´tica las relaciones
entre las distintas ontolog´ıas.
Aparte de la definicio´n de nuevos modelos por
reutilizacio´n, una de las caracter´ısticas impor-
tantes de PROTE´GE´-II es que facilita la ge-
neracio´n de herramientas para la adquisicio´n
de conocimiento de forma independiente de los
me´todos que se vayan a utilizar. La genera-
cio´n de la herramienta de adquisicio´n de cono-
cimiento se hace de manera gra´fica y dirigida
por la ontolog´ıa del dominio. En PROTE´GE´-
II se propone un ana´lisis de la adquisicio´n de
conocimiento que presenta las siguientes fases:
1. Identificacio´n de los usuarios potenciales
de la herramienta de adquisicio´n.
2. Segmentacio´n de la base de conocimiento
y determinacio´n de que´ parte va a ser ad-
quirida por la herramienta.
3. Definicio´n de un lenguaje en el que expre-
sar el conocimiento (puede ser un lenguaje
gra´fico).
4. Especificacio´n de la sema´ntica para dicho
lenguaje, adema´s de las sema´ntica denota-
cional que describe la generacio´n de la base
de conocimiento.
De esta forma, el ana´lisis de la adquisicio´n de
conocimiento se considera una fase ma´s en el
desarrollo de una herramienta de adquisicio´n de
conocimiento, que una vez terminada, permi-
te el desarrollo de la herramienta, proceso que
puede ser simplificado gracias a PROTE´GE´-II.
Figura 7: Distintas Ontolog´ıas en PROTE´GE´-
II y sus relaciones.
Como se ha descrito, PROTE´GE´-II define un
marco que permite la definicio´n de nuevos mo-
delos de conocimiento por reutilizacio´n de com-
ponentes definidos en una librer´ıa. Este nuevo
modelo puede ser creado por reconfiguracio´n de
alguno de los componentes de la librer´ıa o por
combinacio´n de varios componentes de la mis-
ma. La diferencia principal de esta aproxima-
cio´n con otras basadas en la reutilizacio´n, es
que esta´ orientada a la minimizacio´n del coste
de programacio´n, a diferencia de otras aproxi-
maciones como puede ser la de los componentes
de experiencia [Steels, 1990]. Sin embargo, una
de las debilidades ma´s importantes es que no
aporta la definicio´n de un ciclo de vida com-
pleto para el desarrollo de aplicaciones al estar
ma´s centrado en la fase de adquisicio´n de co-
nocimiento. Esta falta de definicio´n de un ciclo
de vida trae consigo un problema importante,
y es que al carecer de un ana´lisis de contexto,
se complica el uso de la herramienta para gran-
des aplicaciones que tengan que trabajar en un
entorno determinado.
9 Otras Metodolog´ıas
Aunque las anteriores metodolog´ıas han sido las
que ma´s difusio´n han tenido, existen bastantes
trabajos que han dado lugar a metodolog´ıas o
marcos de trabajo que han intentado cubrir as-
pectos concretos de los entornos donde fueron
desarrolladas, mostrando su utilidad en bastan-
tes aplicaciones, pero que de algu´n modo han
sido oscurecidas por los resultados y aceptacio´n
de las anteriores. En los siguientes pa´rrafos da-
remos una breve descripcio´n de este conjunto
de trabajos.
Una de las metodolog´ıas ma´s intere-
santes es VITAL [Shadbolt et al., 1993]
[Domingue et al., 1993] que al igual que Com-
monKADS se desarrollo´ con la colaboracio´n de
varias empresas y bajo un proyecto ESPRIT.
Al igual que CommonKADS se basa en la
idea de que el desarrollo de un SBC se ve
favorecido por la adopcio´n de una metodolog´ıa
de desarrollo estructurada. Esta metodolog´ıa
produce cuatro productos como resultado de
su aplicacio´n: Especificacio´n de requisitos,
donde se describe la funcionalidad que se
esperan del SBC final; Modelo Conceptual,
equivalente al modelo de experiencia propuesto
en CommonKADS; Modelo de Disen˜o, basado
en la idea de MIKE en el sentido de que
se describe en dos fases: Modelo de disen˜o
funcional, independiente de la implementacio´n,
y Modelo de disen˜o te´cnico, que depende
de la implementacio´n; por u´ltimo, el Co´digo
Ejecutable, que engloba todo los componentes
software que pueden ser objeto de un manteni-
miento posterior. Todo estos productos esta´n
dirigidos por una metodolog´ıa para la direccio´n
del proyecto que especifica el ciclo de vida del
mismo. Otro aspecto importante es que, al
igual que MIKE, ofrece lenguajes formales e
informales para representar los distintos niveles
de especificacio´n que podemos encontrarnos
en el nivel de conocimiento. Por lo tanto,
esta metodolog´ıa que ofrece un ciclo de vida
estructurado para la direccio´n del proyecto
que facilita el mantenimiento, depuracio´n y
reutilizacio´n de los productos obtenidos.
KSM [Cuena and Molina, 1994]
[Cuena and Molina, 1997] es otro trabajo
que propone un entorno software para ayudar
a la construccio´n, operacionalizacio´n y reuti-
lizacio´n de modelos de conocimiento. Para
definir un modelo hay que hacerlo desde tres
perspectivas: (1) la perspectiva del a´rea de
conocimiento, que es un descripcio´n modular
de las ontolog´ıas implicadas en el modelo, (2)
la perspectiva de tareas, similar a la capa de
tareas de CommonKADS y (3) la perspectiva
del vocabulario, que engloba los te´rminos
ba´sicos que son compartidos por otros mo´dulos
de conocimiento. Al igual que CommonKADS
y PROTE´GE´-II, KSM proporciona elementos
computables que implementan los mecanismos
ba´sicos de resolucio´n de problemas, que se
denominan primitivas de representacio´n. De
esta forma, se ofrece una forma sencilla de
operacionalizar el modelo en el nivel de cono-
cimiento, ya que so´lo har´ıa falta asociar las
primitivas de representacio´n con sus respec-
tivas a´reas de conocimiento. Sin embargo, al
igual que en VITAL, no existe un ana´lisis de
contexto, adema´s de no ofrecer directrices para
la direccio´n del proyecto.
Otras aproximaciones que han tenido cierta
difusio´n son: DESIRE (framework for DEs-
ign and Specification of Interacting REasoning
components) [Brazier et al., 1997] ma´s orienta-
da hacia los sistemas multiagentes proporcio-
nando modelos gene´ricos reutilizables para de-
terminados tipos de aplicaciones multiagentes
y que permiten su implantacio´n de diferentes
dominios. Incluye te´cnicas de verificacio´n y va-
lidacio´n para las propiedades esta´ticas de sis-
temas que desarrollan razonamientos comple-
jos. COMMET (The COMponential METho-
dology) [Steels, 1993] es un entorno de trabajo
que soporta el desarrollo de SBC en tres nive-
les: nivel de conocimiento, nivel de ejecucio´n y
nivel de co´digo ofreciendo posibilidad de reuti-
lizar componentes en cada uno de los niveles.
Se pueden citar ma´s marcos de trabajo, pero
como podemos observar no aparecen aportacio-
nes importantes que no hayan sido abordadas
por otras metodolog´ıas. De todas formas, esta´
pequen˜o barrido puede servir para resaltar la
importancia que esta´ adquiriendo la Ingenier´ıa
del Conocimiento y que esta´ tomando cuerpo
de verdadera ingenier´ıa, ya que tiene metodo-
log´ıas de trabajo estructuradas y bien definidas
que han sido aplicadas a numerosos problemas
reales con e´xito.
10 Conclusiones
Como podemos observar a trave´s de este
ana´lisis histo´rico, la Ingenier´ıa del Conocimien-
to ha alcanzado la madurez necesaria como para
que las metodolog´ıas planteadas sean utilizadas
a nivel industrial. Sin embargo, a pesar de los
cambios en los paradigmas sobre los que se han
sustentado todas las metodolog´ıas, existen dos
aspectos comunes a todas ellas:
• Todas las metodolog´ıas consideran suma-
mente importante el ana´lisis de viabilidad
de la aplicacio´n, entendido este dentro de
un contexto organizacional que va ma´s alla´
del sistema objeto del desarrollo.
• La propia naturaleza de los SBC (el motor
de inferencia separado de la base de cono-
cimiento) hace que todas las metodolog´ıas
planteen la fase de desarrollo siguiendo un
modelo de desarrollo incremental, en el que
se hace especial hincapie´ en la extensio´n
gradual de la base de conocimiento.
Partiendo de estos dos aspectos comunes, las
distintas metodolog´ıas han ido adapta´ndose a
la evolucio´n que se ha ido produciendo en el
campo de la ingenier´ıa del software. As´ı, al
igual que en la Ingenier´ıa del Software, la In-
genier´ıa del Conocimiento ha pasado desde el
modelo cla´sico de cascada al modelo de ci-
clo de vida en espiral apoyado en la gestio´n
de riesgos. Tambie´n se puede apreciar como
una de las principales ventajas que aportaron
las te´cnicas orientadas a objetos en la Inge-
nier´ıa del Software, como es el hecho de la
reduccio´n del salto sema´ntico entre el disen˜o
del sistema y su implementacio´n, permitien-
do que las estructuras se mantengan a lo lar-
go del proceso de desarrollo, tambie´n se haya
trasladado a la Ingenier´ıa del Conocimiento en
aspectos tales como el paradigma del modela-
do y metodolog´ıas que se basan en un disen˜o
que preserve la estructura por medio de la re-
utilizacio´n [Benjamins and Aben, 1997]. Esta
aproximacio´n de estas dos disciplinas ha lle-
vado a que la metodolog´ıa ma´s extendida en
la Ingenier´ıa del Conocimiento CommonKADS
[Schreiber et al., 1999] utilice UML (Unified
Modeling Language [Booch et al., 1997]) para
la notacio´n gra´fica de varios de sus mode-
los. Sin embargo, la utilizacio´n a nivel in-
dustrial de las metodolog´ıas ha puesto de ma-
nifiesto ciertas carencias que empiezan a ser
subsanadas a trave´s de distintas extensiones.
Entre estas extensiones podemos citar RT-
CommonKADS [Palma-Me´ndez, 1999], en la
que se incorporan elementos que hacen posi-
ble el modelado de ciertas caracter´ısticas pro-
pias de los dominios con una fuerte compo-
nente de tiempo real, y MASCommonKADS
[Iglesias-Ferna´ndez, 1997], en la cual se plantea
la metodolog´ıas desde un punto de vista ma´s
orientado hacia el modelado de agentes.
Sin embargo, en la actualidad estamos vi-
viendo un nuevo auge en la disciplina de la
Ingenier´ıa del conocimiento. Este auge es
debido principalmente a dos causas: el impulso
que han sufrido los Sistemas Multiagentes y
la Gestio´n del Conocimiento. La primera de
estas causas obedece a la respuesta que intenta
dar la Ingenier´ıa del Conocimiento al nuevo
paradigma que se abre en la Ingenier´ıa del
Software, el Ana´lisis Orientado a Agentes.
En este sentido, podemos encontrar un buen
nu´mero de propuestas, que surgiendo del
a´rea de la Ingenier´ıa del Conocimiento se han
orientado ma´s al modelado de sistemas multia-
gentes. Entre estas propuestas podemos citar:
ARCHON [Cockburn and Jennings, 1996],
aplicada a sistemas industriales, DES-
IRE [Brazier et al., 1997], MADE
[O’Hare and Wooldridge, 1992] o ADEPT
[Jennings et al., 1996], aplicada a procesos
de gestio´n de negocio, basada en GRATE
[Jennings et al., 1992].
El otro aspecto que ha influido en este nue-
vo impulso a la Ingenier´ıa del Conocimiento
es la Gestio´n de Conocimiento, entendida esta
como ”el conjunto de procedimientos, reglas y
sistemas destinados a captar, tratar, recuperar,
presentar y transmitir los datos, informaciones
y conocimientos dentro de una organizacio´n.”
[Maestre-Yenes, 2000]. Al ser el conocimien-
to el principal elemento, cualquier intento de
implantar una pol´ıtica de Gestio´n de Conoci-
miento en una organizacio´n tiene que pasar por
una fase de identificacio´n del mismo. Es en este
punto donde se encuentran las dos disciplinas, y
donde la experiencia adquirida a lo largo de los
an˜os por la Ingenier´ıa del Conocimiento ha sido
de gran ayuda. Como ejemplo de esta sinergia
tenemos los modelos de organizacio´n, agentes y
tareas de CommonKADS que pueden ser utili-
zados como punto de partida para la Gestio´n
de Conocimiento [Schreiber et al., 1999].
Como podemos ver, la Ingenier´ıa del Conoci-
miento es un a´rea en continua expansio´n, que
no so´lo se centra en el desarrollo de SBC sino
que abarca otras a´reas como el Modelado de
sistemas Multiagentes y la Gestio´n del Conoci-
miento. Sin embargo, todav´ıa existen aspectos
que no esta´n lo suficientemente explotados y ra-
cionalizados como es el paso del disen˜o o modelo
a la implementacio´n, campo que esta´ totalmen-
te abierto y en el que los Ingenieros del Software
tienen mucho que decir.
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