Introduction
The moduli space M g,n of n-pointed genus g curves, with stability condition 2g − 2 + n > 0 (1) has dimension 3g − 3 + n.
It is the Deligne-Mumford compactification of the moduli space M g,n of smooth n-pointed genus g curves. It has n natural line bundles L i (roughly, the cotangent space to the ith marked point) and a natural rank g vector bundle E (the Hodge bundle; its fibers corresponds to global differentials on the curve). Let ψ i = c 1 (L i ) and λ k = c k (E), where c j is the j-th Chern class; intersections of ψ-classes are called descendant integrals, and intersections of ψ-classes and λ-classes are called Hodge integrals (see [FbP1] for fuller information).
The Gromov-Witten potential F of a point (Witten's total free energy of twodimensional gravity) is a generating series for all descendant integrals. Witten's conjecture (Kontsevich's theorem, [K] ) and the Virasoro conjecture for a point can be expressed as the fact that e F is annihilated by certain differential operators (see [G] for example). We define G as a generalization of F (Section 2), a generating series for all intersections of ψ-classes and (up to) one "λ-class". (This is part of the very large phase space of [MZ] .) Then F can be easily recovered from G.
Hurwitz numbers enumerate covers of the projective line by smooth connected curves of specified degree and genus, with specified branching above one point, simple branching over other specified points, and no other branching. Equivalently, they are purely combinatorial objects counting factorizations of permutations into transpositions that generate a group which acts transitively on the sheets. Hurwitz numbers have long been of interest (see, for example, [H] , [V3] for more recent references, and [CT] for the relation to mathematical physics). Let H be a generating series for Hurwitz numbers (defined precisely in Section 2).
It is straightforward (if tedious) to produce expressions for Hurwitz numbers for any given degree (see [H] and [EEHS] for degrees up to 6), but geometrical arguments are required for obtaining expressions for fixed genus and it is the latter that we consider.
1.1. Recursions and Gromov-Witten theory. One proof of the power of the theory of stable maps is the large number of striking recursions it has produced for solutions to classical problems in enumerative geometry, often as consequences of "topological recursion relations". The original example was Kontsevich and Manin's remarkable recursion for rational plane curves ( [KM] Claim 5.2.1). Eguchi, Hori, and Xiong [EHX] used the Virasoro conjecture to find a recursion for genus 1 plane curves (proved in [P] Theorem 2; see also [DZ] for genus 1 Virasoro in the semisimple case). Similar recursive structure also underlies characteristic numbers in low genus ( [EK] , [V2] , [GKP] ).
There are strong analogies between plane curves and covers of the projective line. Similar techniques in Gromov-Witten theory have produced recursions for Hurwitz numbers (see [FnP] pp. 17-18 or [V2] Section 5.11 for a summary), including a genus 2 relation conjectured by Graber and Pandharipande and proved in [GJ2] . Ionel has produced recursions using topological recursion relations and the Virasoro conjecture ( [I] ). Some geometers (including the third author) have thought that recursions among Hurwitz numbers should be rare, and should not occur in high genus. Philosophically, Section 4 shows that in fact recursions are "thick on the ground", and that there is an algorithm for producing (and verifying) them. It is expected that only a few will have straightforward (and enlightening) geometric explanations. (It would be interesting to reverse the Gromov-Witten approach and, for example, to produce relations in the cohomology of M g,n using recursions, but this does not seem to be tractable.)
Recurrences can be obtained in the more general setting of ramified coverings of surfaces of higher genera. These were considered by Hurwitz ([H] ). When his approach is carried out by means of a cut-and-join analysis, the resulting partial differential equation (e.g. see Section 4.2) is, of course, identical to the one for the sphere, although the initial conditions are different. It is then a straightforward matter to write down the recurrence for arbitrary ramification over infinity. [LZZ] have obtained such a recurrence by other methods, although boundary conditions were not included (see also [LZZ] Thm. B and [GJV] Lemma 3.1).
As we expect this paper also to be of interest to combinatorialists, we have tried to make it as self-contained as possible, including reviewing some results and definitions well known in algebraic and symplectic geometry, and mathematical physics.
1.2. Organization of the paper. We first show that, after a non-trivial change of variables (denoted by Ξ), G = H in positive genus (Theorem 2.5). Hence the Gromov-Witten potential of a point is a purely combinatorial object in a new way. The proof uses a remarkable formula of Ekedahl, Lando, Shapiro, and Vainshtein ([ELSV1] Theorem 1.1) expressing Hurwitz numbers in terms of Hodge integrals. In some sense this addresses an obstacle to dealing with descendant integrals, the fact that they "do not admit so easily of an enumerative interpretation" ( [G] p. 1). (Of course, Kontsevich's original formula ( [K] p. 10) is also combinatorial, and much more useful.) However, the awkwardness of the change of variables makes it difficult to transpose results between "the world of H" (involving Hurwitz numbers) and "the world of G" (involving the moduli space of curves).
Second, we prove a generalization (Theorem 3.1) of an ansatz of Itzykson and Zuber ([IZ] (5.32), hereinafter the " [IZ] genus expansion ansatz"). The philosophy behind the [IZ] genus expansion ansatz is that, for a fixed genus, starting from a finite number of descendant integrals (involving those monomials in the ψ's where each ψ-class appears with multiplicity at least two), one can calculate any descendant integral using only the string equation and the dilaton equation. The [IZ] genus expansion ansatz algebraically encodes this fact.
Thirdly, we use this to prove a conjecture of Goulden and Jackson on Hurwitz numbers (Theorem 3.2, [GJ2] Conjecture 1.2), revealing it as a "genus expansion ansatz for Hurwitz numbers". The erstwhile mysterious combinatorial constants in the conjecture are actually single Hodge integrals.
As an application, we observe that there are trivial combinatorial recurrences on H, which lead to new conditions satisfied by G (and hence F ). It would be desirable to give a new proof of Witten's conjecture using the combinatorics of covers of the projective line. Such a proof has recently been announced by Okounkov and Pandharipande (manuscript in preparation). As a second application, Theorem 3.2 provides an algorithm for proving and producing recursions for Hurwitz numbers. We produce simple (and surprising) new recursions in genus up to 3 as examples of the algorithm's effectiveness. Theorem 3.2 also yields explicit formulas for Hurwitz numbers of any given genus; we give an example (28) in genus 3.
1.3. For combinatorialists. Conjecture 1.2 [GJ2] came from a combinatorial approach to Hurwitz's encoding of ramified covers, and the proof given here suggests that further combinatorial questions of substance remain to be investigated (for example, the combinatorialization of Hodge integrals). Therefore, to make this paper more accessible to combinatorialists, we specify the essential results that are taken without proof from algebraic and differential geometry. These are the stability condition (1) and dimension condition (2) for M g,n , λ k = 0 unless 0 ≤ k ≤ g, the convention λ 0 = 1, the genus condition (4) for the nonvanishing of Hodge integrals, the evaluation (6) of the base values τ 3 0 0 , τ 1 1 and λ 1 1 , the string (8) and dilaton (10) equations for Hodge integrals, the Riemann-Hurwitz formula (12) for the genus of a ramified cover and the result (13) of Ekedahl, Lando, Shapiro and Vainshtein relating Hurwitz numbers to Hodge integrals. References are given to sources where the proofs of these are to be found. All of our work with Hodge integrals is through the dilaton and string equation which, in a real sense, remove the need to use the primary definition (3) of Hodge integrals.
It is hoped that, for the most part, the remainder of the paper can be read without recourse to algebraic or differential geometry.
Background
We begin with the necessary background on the generating series F, G and H that are central to the subject of this paper. 
Functional equations of the form
and an explicit expression for f (v), where f is an arbitrary series, may be obtained by Lagrange inversion (see, for example , [GJ3] Section 1.2; also known as Lagrange's Implicit Function Theorem). We will invoke Lagrange inversion a number of times, particularly when deriving explicit expressions for certain Hurwitz numbers.
The Gromov-Witten and enriched Gromov-Witten potentials F and
and 2g −2+n > 0, and is 0 otherwise. (Condition (4) arises because non-zero intersections can only occur when the sum of the codimensions of the classes intersected equals the dimension 3g − 3 + n of the space M g,n .) The condition equivalent to (4) for τ
In sums involving Hodge integrals it is convenient to include k as a summation index, but then to recall that the condition (either (4) or (5)) on k is implicit. When k = 0, this agrees with the usual definition. In particular,
where the sum is constrained by (4) with k = 0.
The Gromov-Witten potential of a point is
The genus g enriched Gromov-Witten potential of a point is
where the sum is constrained by (4).
The enriched Gromov-Witten potential of a point is
It will be convenient to use G g in the form
where the sum is constrained by (5). (The (−1) k in the definition of G g is included to make the change of variables simpler.) Note that F 0 = G 0 . Note also that F can be recovered from G by substituting v 1−i t i for t i , and v 3 y for y, and letting G # (t, y, v) be the resulting generating series in the t i , y, and v.
. Phrased differently, if t i is given degree 1 − i and y is given degree 3, then G g has terms only in degrees 0 to g, and F g is the degree 0 part of G g . Also,
The following equations facilitate the systematic elimination of τ 0 and τ 1 from the Hodge integrals. Let a 0 , a 1 , . . . be non-negative integers. The string equation
unless g = 0, k = 0, a 0 = 2, and all other a i are zero (in which case the left hand side is τ 3 0 0 = 1 by (6)). In genus 0, for example,
by a trivial induction from the string equation (observe that one of the θ i has to be zero, so the string equation may be applied) with τ 3 0 0 = 1 as the base case.
unless g = 1, k = 0, and a i are all zero (in which case the left hand side is τ 1 1 = 1/24 by (6)). The proofs of the string and dilaton equations are the same as the usual proofs (for example, [L] p. 191) when no λ-class is present so we suppress them. In particular, by induction, we obtain the following repeated form of the dilaton equation from the dilaton equation: if a = a 0 + a 1 + · · · , then
(except when the equation does not make sense, i.e. when g = 0 and a − a 1 < 3, or g = 1 and a − a 1 = k = 0), expressing the consequence of eliminating each τ 1 . The string and dilaton equations can be easily translated into differential equations for G g . 
so a branched cover of P 1 , with monodromy above ∞ given by α, and r other specified simple branch points (and no other branching) has genus g (by the RiemannHurwitz formula). Let H g α be the number of such branched covers that are connected. (We do not take the branched points over ∞ to be labelled.)
The remarkable formula of Ekedahl, Lando, Shapiro and Vainshtein ([ELSV1] Theorem 1.1, [ELSV2] )
expresses Hurwitz numbers in terms of Hodge integrals.
A proof of (13) using virtual localization ( [GP] ) in the moduli space of stable maps to P 1 will appear in [GV] . It is explained there how (13) follows quickly from virtual localization on an appropriate "relative" moduli space, not yet defined in the algebraic category (yielding relative Gromov-Witten invariants; see [LR] Section 7 and [IP] for discussion in the symplectic category, and [Ga] for some discussion in the algebraic category in the case g = 0). In the case where there is no ramification above ∞ (i.e. α = (1 d )), the argument reduces to Fantechi and Pandharipande's independent proof of (13), [FnP] Theorem 2.
Definition 2.2. The Hurwitz generating series is
where H g is the generating series 
where i is an integer, be a formal power series (denoted by ψ i (z, p) in [GJ2] ). Then, through the functional equation
s is uniquely defined as a formal power series in x (and p).
In particular, H 0 and H 1 are given in (24) and (25), respectively. The remaining H g are the subject of the following conjecture.
Conjecture 2.3 (Goulden and Jackson [GJ2] Conj. 1.2). For g ≥ 2,
for some rational numbers K g θ .
We prove this conjecture (Theorem 3.2). Remarkably, each unknown constant K g θ turns out to be a single Hodge integral, up to sign. 2.4. The relationship between H g and G g . The following is a useful result that connects H g and G g . Throughout this section and the next we will make use of the mapping
Proof. For g > 0, by (13),
Hence
The result then follows from (7).
2
If g = 0, the above statement must be modified. The formula (13) applies when l(α) ≥ 3, so if H g [m] is the summand of H g corresponding to all α with l(α) = m,
A. J. de Jong has pointed out that the change of variables Ξ is not invertible. In other words, ignoring the irrelevant variable x by setting it equal to 1, Ξ is not invertible. To see this, let ρ : p n −→ np n and σ : t n −→ t n+1 . Then ρΞ = Ξσ. But ρ is invertible and σ is not. Thus Ξ is not invertible.
Structure theorems for G and H
For k ≥ 0, let If t 0 = 0, the unique solution of (17) is I 0 = 0, so that with this specialization (18) 3.1. Structure theorem for G. The following is a generalization of the [IZ] genus expansion ansatz. This argument also gives a much more direct proof of the original [IZ] genus expansion ansatz, by "setting λ k = 0" for k > 0 (excising terms for all θ such that j (1 − j)θ j + 3g − 3 > 0). (The only proof of the [IZ] ansatz in the literature known to the authors is in [EYY] .) Denote ∂/∂t i by ∂ i for the sake of brevity.
Theorem 3.1 (Genus expansion ansatz). If g > 1,
(It is straightforward to show that the right hand sides of equations (19) and (20) are the same.)
In [FbP2] Section 2.1, Faber and Pandharipande use the terminology "primitive" to denote Hodge integrals without τ 0 or τ 1 . Essentially the formal derivation here (like the work of [IZ] ) is to write an explicit formula for G g in terms of primitive Hodge integrals. Viewed in this way, it is clear there are only finitely many degrees of freedom for each genus (as there are only finitely many primitive Hodge integrals for a fixed genus); the interesting part is the precise form.
Proof. Let ∆ = m≥0 t m+1 ∂ m − ∂ 0 . Then, from the string equation (8), and G g (t) is the unique such series with the initial value G g (0, t 1 , . . . ) at t 0 = 0. We begin the proof by exploiting this uniqueness to establish that
Then, substituting k = 0 above, we obtain for m ≥ 0
Now, by the chain rule,
But, from (22), (18), and thus we have established (21) by the uniqueness argument.
To complete the proof, we use the repeated form (11) of the dilaton equation for g > 1.
and the result now follows from (21).
2 3.2. Structure theorem for H. We now give the main structure theorem for H.
Theorem 3.2 ([GJ2] Conjecture 1.2). Conjecture 2.3 is true, with
K g θ = (−1) k τ θ 1 τ θ 2 · · · λ k g ,(23)where k = j (1 − j)θ j + 3g − 3.
Proof. From Theorem 2.5 with
where, from Theorem 3.1 (20), for g > 1,
where the sum is over those l j and k such that 2≤j≤3g−2 (j − 1)l j + k = 3g − 3, as in (20) . We want to prove (16), for g ≥ 2; that is,
where K g θ satisfies (23). Since this can be rewritten in the form
where the sum (as in (20)) is over those l j and k such that 2≤j≤3g−2 (j −1)l j +k = 3g − 3, the proof is therefore complete if we can establish that
From (14) and (15), for k ≥ 0,
By comparing this with the definition (17) of I k , it follows that Ξ I k (t) = φ k (s, p) for k ≥ 0, completing the proof.
2
We record the observation on the action of Ξ that
Thus we have established the connexion between the indeterminates x, p i on the Hurwitz side and the indeterminates t r and I r on the Gromov-Witten side (see Section 4.3).
3.3. Analogous statements in genus 0 and 1. We note that ([GJ0] Proposition 3.1(1))
In the light of Theorem 2.5, stating that Ξ G g (t) = H g (x, p) for g > 0, earlier statements in geometry and in combinatorics can now be seen to be equivalent. In genus 1, [EYY] (3.7), [DW] ). The difference − 1 24 φ 0 (s, p) can be seen to be the contribution to Ξ G 1 (t) from λ 1 . Surprisingly, the picture is least clear in genus 0. F 0 (t) = G 0 (t), and the difference H 0 (x, p) − Ξ G 0 (t) arises from where (13) breaks down: it is a generating series for covers of P 1 with at most 2 pre-images of ∞, [Fb] . The conjectured values of K For the right hand side, n n+i is the number of rooted (vertex-) labelled trees with i + 1 marked vertices (vertices may be multiply marked). The generating series for this number is φ i (z, p), where p n records the number of vertices in a tree. φ 0 (z, p) is therefore the number of rooted labelled trees with exactly one marked vertex. Similar interpretations can therefore be given to s and 1/ (1 − φ 1 (s, p)) e . The right hand side therefore has an interpretation in terms of structures obtained by gluing together and ordering collections of rooted labelled trees with marked vertices. This suggests that K g θ , which has been identified up to sign as a Hodge integral through Theorem 3.2, can be defined purely combinatorially, provided the mapping between the structures corresponding to the left hand and right hand sides of (16) is made explicit. In particular, this would involve determining how markers attached to the vertices of the trees from the right hand side encode transitive ordered factorizations of permutations into transpositions, that occur on the left hand side of (16). This is, of course, where the difficulty lies since the theorem itself provides no information about the elementwise action of such a mapping. [IZ] , [EYY] − 1) ). In [EYY] , these variables are used in the proof of the [IZ] genus reduction ansatz. It is not hard to translate between the ∂ r 0 u 0 and the I k ; in particular, u 0 = I 0 ; see [EYY] 
