5G millimeter wave (mmWave) signals can enable accurate positioning in vehicular networks when the base station (BS) and vehicles are equipped with large antenna arrays. However, radiobased positioning suffers from multipath signals generated by different types of objects in the physical environment. Multipath can be turned into a benefit, by building up a radio map (comprising the number of objects, object type, and object state) and using this map to exploit all available signal paths for positioning. Building such a map is challenging, due to the inherent data association uncertainty, missed detection, and clutter. We propose a new method for cooperative vehicle positioning and mapping of the radio environment in order to address these challenges. The proposed method comprises a multimodel probability hypothesis density (PHD) filter and a map fusion routine, which is able to consider different types of objects and different fields of views (FoVs). Simulation results demonstrate that the proposed method handles the aforementioned challenges, and improves the vehicle positioning and mapping performance.
I. INTRODUCTION
5G millimeter wave (mmWave) positioning is the next-generation cellular positioning framework, harnessing the potential of large bandwidths for accurate ranging, as well as large antenna arrays at a user and base station (BS) for accurate angle of arrival (AOA) and angle of departure (AOD) estimation [1] . By relating the multipath components of 5G measurements to objects in the physical environment [2] , [3] , it is possible to build a map, which, e.g., can be reused by other vehicles to cooperatively improve their position estimates. Such maps can also remove the need for a priori synchronization of the users, and support single BS localization [4] . Mapping and positioning using 5G is termed 5G mmWave cooperative positioning and mapping, and can be categorized as a type of Simultaneous Localization and Mapping (SLAM) problem; refer to, e.g., [5] , [6] for SLAM basics.
In 5G mmWave cooperative positioning and mapping, there are two main tasks:
(i) determine the states (position, velocity, heading, clock bias) of the vehicles;
(ii) estimate the types and number of objects, and their respective positions.
As in any SLAM problem, there are several challenges. First of all, due to the imperfect detection process at the receiver, objects that are inside the field-of-view (FoV) of vehicles could be undetected. Secondly, false alarms could be present in measurement sets because of clutter channel estimation error, and object that is only visible in a short time. Finally, since there are no origin-related tags on measurements, data association of object-originated measurements should be addressed in either an explicit or implicit manner.
A variety of works have been developed in the context of this paper. We can coarsely categorize these into three classes: methods based on geometry [7] - [10] , methods based on message passing [4] , [11] , [12] , and methods based on random finite set (RFS) theory.
In the first category, [7] formulates the SLAM problem using the geometric relation between observations, and a non-Bayesian estimator for the user location and extended Kalman filter for mapping are introduced. MmWave imaging for one single reflected path is utilized in [8] . Both [7] , [8] did not consider the unknown number of objects, and the data association uncertainty.
The authors in [9] , [10] develop SLAM methods applicable when the BS location is unknown, however, in their solutions at least three BSs are required.
In the second category, a message passing-based estimator for position and orientation of the vehicle, as well as mapping objects is introduced in [11] . In [4] , the clock bias of the vehicle is considered as an additional unknown, and scheduling method for effective message passing is introduced. In [4] , [11] , however, only reflecting surfaces are regarded as objects generating multipath signals and small objects are ignored. The authors in [12] consider scatterers as well as reflection surfaces. However, these message passing-based SLAM filters [4] , [11] , [12] do not include the data association uncertainty as part of the message passing problem. For effective data association in message passing-based SLAM, the joint probability data association scheme is dealt with in [13] .
The third approach involves RFS theory, which is a powerful tool for probabilistic modelling of a set of objects with uncertainties on both cardinality and object states. RFS has been used for SLAM problems [14] - [20] ; the approaches mainly differ in terms of their representation of the RFS and the required approximations. Among RFS-based methods for tracking and mapping, probability hypothesis density (PHD) filters [21] are widely used, as they are a computationally efficient alternative that avoids explicit enumeration of the different data associations.
For RFS filters in general, and PHD filters in particular, to be applicable in our context, there are a number of problems specific to 5G mmWave cooperative positioning and mapping that need to be solved.
First of all, there are different types of measurements that are received by the vehicle, specifically measurements from the BS, scattering points, and reflecting surfaces. These different types of measurements can be handled in the mapping using a multiple model approach, with one model for each measurement type. Multiple models are commonly used with maneuvering targets to handle different types of motion or different types of measurements [22] , [23] . In object tracking, the objects can transition from one type of motion to another type. This is commonly modelled as a jump Markov system, which can be handled, e.g., using the interactive multiple model (IMM) estimator [24] . However, in the considered 5G SLAM application, the landmarks do not transition from one type to another, and subsequently jump Markov system modelling is not applicable. An overview of different approaches to multiple model PHD filters was given in [25] , and the approach proposed in [26] was pointed out as the better alternative.
The second problem relates to dealing with fusing information from different vehicles, which may have different FoV. Generally speaking, two frameworks can be employed in this situation: (i) centralized methods, where each vehicle directly sends the raw measurements to the fusion center to perform SLAM; (ii) decentralized methods, where each vehicle process the measurements and then share their posteriors with each other (or a fusion center) to perform density fusion. The centralized method is computationally intensive for the BS and treats the vehicles as decentralized sensors. To spread out the complexity over the network, the focus has been on decentralized methods. The most prevalent methods for multi-object density fusion consider generalized covariance intersection (GCI) [27] , [28] , which amounts to computing the intersection of information among densities, consequently it can not be directly utilized to fuse multi-object densities defined in different FoVs. This difficulty has been overcome in [20] , where the PHD of each vehicle is initialized as non-zero throughout the whole area of interest. Though it works well in fusing maps with different FoVs, the non-zeros PHD of everywhere imposes a huge amount of computational load. In addition, GCI extracts minimum information in fusing the maps, thus we adopt arithmetic average (AA) fusion for reducing information loss [29] - [31] . None of the above methods have been applied to the problem of 5G mmWave cooperative positioning and mapping.
In this paper, we propose a new method for cooperative vehicle positioning and mapping of the radio environment. The proposed method comprises a multi-model PHD filter and asynchronous map fusion through the AA approach, accounting for different FoVs. The PHD filter estimates the vehicle location, orientation, and clock bias as well objects' locations and types. In addition, the BS performs map fusion with one vehicle at a time, so that through multiple interactions, each vehicle contributes to and has access to the global BS map. The main contributions of the paper are summarized as follows:
• We propose and derive a 5G mmWave cooperative positioning and mapping that can deal with different types of objects generating multipath measurements, based on multiple-model PHD filter.
• We fuse information from different vehicles at a fusion center though asynchronous map fusion, thus significantly speeding up the mapping process.
• We demonstrate the efficacy of the proposed filter and fusion approach in a two-vehicle scenario, where all propagation paths are exploited and vehicles cooperatively map the environment.
The rest of the paper is organized as follows. Section II describes 5G vehicular networks and a problem formulation. Section III introduces the multiple-model PHD-SLAM at the vehicle.
In Section IV, asynchronous map fusion is presented. Numerical results and discussions are reported in Section V. Finally, Section VI concludes the paper.
Notation
Throughout this paper, we will use the following basic notations. Scalars are denoted by italic, e.g., x. Vectors are indicated by the bold lower-case letters, e.g., x, and matrices are denoted by the bold upper-case letters, e.g., X. Transpose of both vector and matrix is represented by superscript T, e.g., x T and X T . Random sets are denoted by calligraphic, e.g., X . We denote probability density functions (pdfs) and probability mass functions (pmfs) by f (·) and p(·), respectively. We will use the following indexing: vehicle n, time step k, particle i, source type m, Gaussian mixture component j.
II. MODEL

A. Vehicle Model
We consider a set of N vehicles, traversing a common environment, in communication with a common BS. The BS has a known and fixed location x BS ∈ R 3 . Each vehicle n has a dynamic state s (n) k at time k. Time is discrete with sampling interval ∆. The state comprises the three-dimensional position v 
where υ(·) is a known transition function (see [32, Chapter 5] , [33] and Section V) and q k denotes the process noise, modeled as zero-mean Gaussian with known covariance Q.
B. Environment Model
The environment is characterized by scattering points (SPs) and reflecting surfaces (see Fig. 1 ).
A scattering point has an unknown three-dimensional location x SP , while a reflecting surface can be parameterized by a fixed virtual anchor (VA) location x VA , obtained by mirroring 1 the BS with respect to the surface. 1 Mathematically, the reflecting surface can be described by a point f and a normal vector u. With each reflecting surface we can associate a virtual anchor location xVA = PxBS + t, where P = I3 − 2uu T is a Householder matrix and t = 2f T uu is a translation vector. The domes represent the SP field of view of the vehicles, here modeled as a half-sphere with radius rFoV.
C. Observation Model
A common model of a received signal from the BS to vehicle n at time k is [34] y (n)
where s k (t) is a transmitted signal (possibly precoded) to all the users, W k,l is the AOA (also denoted as direction of arrival -DOA) in azimuth and elevation, φ (n) k,l is the AOD (also denoted as direction of departure -DOD) in azimuth and elevation, τ We further assume a channel estimation routine is present at the receiver, which provides, at time k, a set Z (n) k of measurements with elements
where
for a certain number of paths l = 0, . . . , L (n) k . Here, m denotes the source type and x the source location. We distinguish between three different sources: the BS, a VA, a SP and correspondingly have m ∈ {BS, SP, VA}. Both the source type and source location are unknown. We define 
Finally, not all sources give rise to measurements and some measurements don't correspond to any fixed source. This is described as follows:
• Missed detections: A vehicle may only be able to detect a source if it is within the field of view. Hence, we introduce p D (x, s (n) k , m) ∈ [0, 1] as the probability that a source of type m with location x can give rise to a measurements when the vehicle is in state s (n) k . • False alarms: Some measurements in Z (n) k may correspond to clutter (e.g., due to noise peaks that are detected as paths during channel estimation). We model this through the clutter intensity c(z), which assumes that clutter is generated according to a Poisson point process.
• Transient sources: Measurements may also correspond to transient physical objects in the environment (e.g., a vehicle that moves). The corresponding measurements can be seen as a landmark that is visible only for a short time (a few seconds) and will be treated as a transient SP, meaning that it will appear and then disappear from the map.
We assume that h(x, s
k , m) and c(z) are known to vehicle n.
D. Problem Formulation
Given a certain prior f (s (n) 0 ), our goal is to track the state of the vehicles' states and build a common map of the environment (VAs and SPs). To solve this problem, we first detail the SLAM algorithm running locally on each vehicle and then go on to detail the map fusion at the BS.
III. LOCAL PROCESSING: MULTIPLE-MODEL PHD-SLAM
A. Approach
In this section, we will consider a single vehicle and thus drop the vehicle index n. The map state will be modeled as a multi-object Poisson process (MPP), which is fully characterized by its PHD (first-order statistical moment), hence the conditional map PHD is propagated rather than its density. Further, in order to distinguish the type of each source, the discrete state m is also included in conditional map PHD. We rely on the standardized Rao-Blackwellized approach, whereby the vehicle state trajectory is represented by particles, and PHDs conditioned on each particle are maintained. Hence, the data structure at the end of time k −1 consists of (i) a list of I
We are now ready to describe the recursive formulation of the PHD filter (Section III-C), followed by a practical Gaussian mixture implementation (Section III-D).
B. Basics on PHDs
An RFS X is characterized by its set density f (X ), which in turn depends on the cardinality distribution and the cardinality-conditioned joint distributions [35] :
where p(n) is the cardinality distribution evaluated in n, the sum goes over all permutations π of the set {1, . . . , n}, and f n () is standard vector density of n elements. The set integral is defined as
If δ X (x) = w∈X δ w (x), where δ(·) indicates the delta Dirac function, the PHD associated with X is the function [21] 
which has as property that for any region S in the underlying state space, S D(x)dx is the expected number of elements in S. Note that D(x) ≥ 0 is generally not normalized, and generally does not provide a unique representation of an RFS density (multiple RFS densities may have the same PHD). One exception is the Poisson Point Process (PPP) RFS, which has a single parameter, called the PPP intensity, which is equal to the PPP PHD. In this case the RFS density is defined as follows, see, e.g., [15] ,
A common representation of a PHD is through a Gaussian mixture (GM)
where J j=1 γ j represents the expected number of elements, with locations µ j . The GM representation allows closed form computation of the PHD mapping filter under certain conditions.
C. General Formulation
The filter comprises two steps: the prediction step, which accounts for the motion model (1), and the update step, which accounts for the measurement set Z k .
1) Prediction:
The PHD prediction is [36] 
where b i (x, m) is a birth process, indicating where and with which intensities we expect sources of type m to appear. Note that b i (x, BS) = 0 since the BS location is already known. For the vehicle state prediction, we use the process model (1) to generate predicted trajectories,
Given the measurement set Z k at time k, we update the 3 PHDs for each particle as follows: for the BS PHD, D i k|k (x, BS) = D i k|k−1 (x, BS), which for the VA and SP PHDs [36] ,
where we recall that c(z) is the clutter intensity, p i D (x, m) is shorthand for the detection probability of a source of type m at location x (given the current vehicle state s i k ) and
The first term in (11) corresponds to the update when no measurement comes from the source at location x (as it is out of the field of view), while the second term corresponds to the update when there is a measurement. In the latter case, the measurement can come from clutter, which is accounted for in the denominator.
In parallel, using the same measurement set Z k , we update the vehicle state distribution, but updating the weights:
where δX refers to a set integral. To avoid numerical problems, rather than working with the particle weights ω i k|k , we work with the log-weights i k|k = log ω i k|k . The log-weight update is
. In previous work on PHD-SLAM [14] - [16] , the integral in the weight update (13) ,
was approximated using a "dummy" mapX ; in [15, Sec. 4 .E] it is proposed to use either an empty map or a map with a single feature, in [16, Sec. 3 .C] a map with multiple features is used. In this paper, we use the exact expression for the integral in (13) . With a PPP prior f (X |s i 0:k , Z 1:k−1 ) and a point object measurement model, f (Z k |s i 0:k , X , Z 1:k−1 ), the solution to the integral is
This result follows as a special case of the more general PMBM update, see details in [37, Sec.
3.B.2]
, as derived in Appendix B. Note that (15) is easily evaluated during the map update step.
D. Gaussian Mixture Implementation
While the expression above provide a solution to the SLAM problem, considering multiple source types and limited field of view, a practical implementation requires several choices and approximations to be made. In this section, we provide a GM implementation, inspired by [15] .
Using a set of I particles, the multi-model PHD-SLAM density at time k − 1 is expressed as
where D i k−1|k−1 (x, m) will be described by a GM. In this section, we will detail the implementation of map prediction (10), map update (11) , and vehicle state update (13) .
at the end of time step k − 1 is assumed to be of a GM:
is the number of Gaussians in the map PHD for the source type m, and γ i,j k−1|k−1 (m) ≥ 0, x i,j k−1|k−1 (m), and P i,j k−1|k−1 (m) are respectively the weight, mean, and covariance of j-th Gaussian. Note that j γ i,j k−1|k−1 (m) is not necessary to be equal to 1. Similarly, the birth process PHD b i k (x, m), which is determined as the measurement arrives, is also represented as a GM:
where J i b,k (m) is the number of Gaussians in the birth process PHD, x i,j b,k (m) and P i,j b,k (m) are respectively the mean and covariance of Gaussians which indicate the statistics of the birth location. Hence, the prediction map PHD D i k|k−1 (x, m) in (10) is given by the sum of D i k−1|k−1 (x, m) and birth process PHD b i k (x, m), which is a new GM, denoted by
An important practical consideration is how the set the weights, means and covariances of the birth process. We have found that in order to have an implementation that is able to successfully incorporate new information, it was crucial to let these depend on the measurements at time k, so that ν i (z, x, m) in (12) takes on significant values [38] . The main idea is, for each measurement z, to generate a source (a birth) in each map. The mean x i,j k|k−1 (z, m) and covariance P i,j k|k−1 (z, m) of these sources can be determined by the inverse sigma point of the cubature Kalman filter (CKF) [39] , details of which are described in Appendix C. The weight γ i,j k|k−1 (m) is set to a low constant value, depending on the application. Complexity can be reduced by not generating sources with low likelihood (e.g., when the generated source location is out of the field of view so that p i D (x i,j k|k−1 (m), m) close to zero). 2) Map Update (11): In order to evaluate the update in closed form, we utilize two approximations: the first approximation involves the detection probability and the second approximating the Bayes update. We note that since the births are generated from the measurements, their detection probability should be 1 and they should not be updated with their corresponding measurements (i.e., the likelihood for a birth and its corresponding measurement is set to 1) [38] . For the existing targets, on the other hand, we consider an adaptive detection probability p i,j D,k (m). We may set this adaptive detection probability to the expected value (i.e., p i,j D,k (m) = E{p i,j D,k (x, m)} where the expectation is over x with density N (x; x i,j k|k−1 (m), P i,j k|k−1 (m))) or to a robust value to avoid weight decrease of objects that were previously detected (i.e., p i,j D,k (m) = min x∈S p i,j D,k (x, m), where S could be the highest density region of N (x; x i,j k|k−1 (m), P i,j k|k−1 (m)) containing a large fraction (e.g., 95%) of the mass). PHD filters are known for being sensitive to both missed detections and false alarms, due to the approximation of the multi-object density as a Poisson RFS. The Poisson cardinality has high variance, so a missed detection leads to a drastic decrease in the landmark weight (except when the detection probability is very low), while clutter often leads to false landmarks. Hence, if we don't want to lose the sources due to missed detections, we must set the detection probability to low values, at a cost of a higher sensitivity to clutter (false landmarks).
The second approximation is related to the Bayes update, and allows a closed-form evaluation of (12):
We will denote j(z) the birth index j corresponding to measurement z. Considering a particular measurement z, then when where for a birth j = j(z), [38] 
while for any j = j(z)
where Σ k (z) is the measurement covariance of measurement z. The approximation in (22) follows from the CKF, described in CKF update of Algorithm 2, 3 in Appendix D.
3) Vehicle Update (13): Computing (15) in the log-domain, log-weight update is 2
We note that the closed form evaluation in (20)- (22) is used for evaluating (15) .
Finally, we denote the estimated vehicle state and estimated vehicle location byŝ k andv k , respectively. The vehicle state is estimated by the sample mean,
and the estimated vehicle statev k ∈ R 3 is extracted fromŝ k ∈ R 7 . We denote the resampled particle set by {s i k ,ω i k|k } I i=1 ,ω i k|k = 1/I ∀i.
IV. GLOBAL PROCESSING: MAP FUSION
In this section, we consider fusion of information from different vehicles. As mentioned in Section I, we aim to leverage the local processing capabilities of each vehicle, as described in Section III. To allow simple processing, we consider the case where vehicles asynchronously 2 The logarithm term log(c(z) + 
A. Uplink Transmission
At time k, a certain vehicle n determines a particle average PHD
to which we apply pruning and merging 3 for implementation, described in [36, Table II ]. The vehicle sends the average PHD as well as a representation of the accumulated FoV since the last communication instant k † :
where γ D is a detection threshold (close to 1).
B. Map Fusion at the BS
The BS receives D (n)
k|k (x, m) and fuses with the local map D BS k|k−1 (x, m). There are two common approaches for fusing two PHDs D 1 (x) and D 2 (x) [29] , [30] where β 1 , β 2 ≥ 0, β 1 +β 2 = 1, and the values of β 1 and β 2 are set to reflect the relative importance of the two PHDs. From the information-theoretic point of view, both approaches lead to a fused PHD that can be interpreted as the (respectively left-and right-) centroid of the PHDs to be fused when the Kullback-Leibler divergence is used as discrepancy measure [31] . However, the two fusion rules have different characteristics. For instance, due to its multiplicative nature, GCI tends to preserve only objects present in all the PHDs to be fused and, hence, is preferable when 3 Gaussian components (mean, covariance, normalized weight) for all particles are imported as the input since our PHD uses the particle approach.
the PHDs to be fused originate from sensors having a high clutter rate. On the other hand, AA is more suitable for higher rates of missed detections since it tends to preserve all the detected objects. Taking into account these characteristics, it is clear that GCI fusion is hard to combine with sensors that have limited FoVs [27] , [28] , because the limited FoVs increase the chances of misdetected objects. For this reason, we choose to use AA.
Care must me taken also when applying AA for fusing the BS map with the map received by vehicle n. In fact, a direct application of AA would yield a fused map of the form
Then, a standard choice of β p = β a = 1/2 would imply that the weights of components present in only one of the two maps (corresponding, for example, to newly detected sources) are always reduced by a factor 1/2, which is undesirable. To overcome such a drawback, we proceed in the following way.
Let I (n) k (m) denote the region of the map space where vehicle n has information. Notice that such a region includes the accumulated FoV F k|k (x, m) refer to X k , the PHD D BS k|k−1 (x, m) refers to X k , and finally the PHD D (n) k|k (x, m) refers to X k . Given the decompositions in (28) and (29) , the fused PHD is then computed as
where AA fusion is applied only to the PHDs referring to the common sources X k .
We conclude this section by presenting a procedure for deriving the decompositions in (28) and (29) when the average vehicle map and the BS map are expressed as GMs:
We notice preliminarily that, in this case, the fusion rule (30) can be rewritten as 
where β a,ja takes value 1/2 when the component j a is assigned to D (n)
k|k (x, m) or value 1 when it is assigned to D (n) k|k (x, m) and, similarly, β p,jp takes value 1/2 when the component j p is assigned to D BS k|k−1 (x, m) or value 1 when it is assigned to D BS k|k−1 (x, m). To set the values of β a,ja and β p,jp (i.e. to approximately determine the decompositions in (28) and (29)), we use the Mahalanobis cost metric to compute the distance between the components of the two PHDs. Specifically, we introduce two distance metrics
where D ja→jp is the Mahalanobis distance betweenx jp k and the distribution N (x;x ja k ,P ja k ) while D jp→ja is the Mahalanobis distance betweenx ja k and N (x;x jp k ,P jp k ). With these metrics, we compute binary proximity matrices C a ∈ BĴ k × BĴ p,k and C p ∈ BĴ k × BĴ p,k , initialized as zeros. Then, we cycle through all pairs (j a , j p ): if D jp→ja < γ UP , then we set C p ja,jp = 1. If D ja→jp < γ UP , then we set C a ja,jp = 1. Here, γ UP is a threshold on the Mahalanobis distances. Finally, we determine the β values for each component. We initialize D BS k|k (x, m) = 0 and add entries as follows: 1) Assign equal weights for matches: If max(C p ja,jp , C a ja,jp ) = 1 then the components are deemed to belong to the region of common information I (n) k (m) ∩ I BS k (m) and we set β p,jp = β a,ja = 1/2. Note that a source j p could be matched with multiple sources j a and vice versa.
2) Find unmatched sources in the BS map: If ja C p ja,jp = 0, then source j p in the BS map could not be associated with any entry in the vehicle map. Then, recalling that I 
This ensures that sources outside the FoV are kept. However, sources that suddenly appear could possibly be false alarms, therefore sources in the field of view that were not seen by vehicle n are reduced in weight and will gradually disappear from the BS map.
3) Find unmatched sources in the vehicle map: If jp C p ja,jp = 0, then source j a in the vehicle map could not be associated with any entry in the BS map. Hence, the component j a is deemed to belong to the relative complement I (n) k (m) \ I BS k (m) and we set β a,ja = 1. The BS map is then found by adding all these sources with their corresponding weights as in (33) and by applying pruning and merging so as to keep the number of components limited.
Clearly, at the beginning, when the BS map is empty, instead of applying (33) the BS map is simply overwritten with the vehicle map.
C. Downlink Transmission
The BS sends the computed D BS k|k (x, m) to vehicle n. This map can contain new information for the vehicle as it contains all the information provided by other vehicles between times k † and k. Hence, the vehicle overwrites the fused map to D i k|k (x, m) as follows: While this leads to a lack of diversity among the maps across the particles, it has the distinct benefit of being a low-complexity solution.
V. NUMERICAL RESULTS
A. Simulation Setup
We consider a three dimensional (3D) vehicular network where two moving vehicles are on a circular road with a BS, four VAs, and four SPs as shown in Fig. 2 . During K = 40 time steps, the vehicle states are evolved with the dynamics model (1) as discussed in Section II-A, with
where 0 ψ denotes a column vector of ψ zeros, ∆ is the sampling time and q k denotes the process noise, modeled as zero-mean Gaussian with covariance Q = diag[σ 2 x , σ 2 y , 0, σ 2 α , 0 2 , σ 2 B ]. The vehicles are initialized as s The measurement covariance matrix Σ (n) k,l is diagonal, and is set to diag(10 −2 , 10 −4 , 10 −4 , 10 −4 ), with units m 2 , rad 2 , rad 2 , rad 2 , and rad 2 . To mitigate the effect of the errors in the CKF (due to the non-invertible nonlinearity), we replace the measurement Σ 
B. Performance Metric
To demonstrate the efficacy of the method and support the contributions of this paper described in Section I, the performances of the vehicle state estimation and the mapping of the environment is evaluated, over all Monte Carlo runs during the steady-state operation, which was determined to be after k = 20. For the vehicle state estimation, we compute the mean absolute error (MAE) on each component (location, clock bias, heading), along with root mean square error (RMSE) bars.
For the mapping, we compute the average of the generalized optimal subpattern assignment (GOSPA) distance [41] , as follows (removing the time index k and the source type index m).
We III; case iv) proposed PHD filtering and map fusion from Section IV. In case i), the accuracy of the estimated vehicle state gradually increases and demonstrates the need for measurements in the considered scenario. Case ii) can be considered a best-case, without any objects in the environment and a clear LOS at all times. We see that the performance is significantly improved compared to case i). In case iii), the performance is much better than case ii) showing the benefit of NLOS information, even with unknown source association. In case iv), despite the reduce map diversity (see Section IV-C) the performance is not negatively affected compared to case iii), but there are no performance gains either. This is due to the specific scenario: for instance, a scenario with a second vehicle entering the environment after k = 40 would have clear benefit from the BS map, built by the first vehicle.
2) Mapping: Fig. 4 shows the average GOSPA of the VA map, with Fig. 4a considering the case of the local PHD filter and map fusion at the BS, but no downlink transmission, while Fig. 4b presents the performance of the proposed PHD filter and map fusion with donwlink transmission. Comparing Fig. 4a and Fig. 4b , there is only a small little or no benefit the downlink transmissions, as both vehicles have all VAs in their FoV at all time. This is in contrast to the SP map, where Fig. 5 reports the GOSPA results. In Fig. 5a , we see that the GOSPA per vehicle goes down as they move in the environment. The GOSPA at the BS is reduced faster, as it can benefit from the information of all vehicles. In Fig. 5b , we note that when the BS sends back the map to the vehicles over the downlink, each vehicle can benefit from the measurements of the other vehicle, so that the GOSPA is reduced faster on the vehicle maps as well.
VI. CONCLUSIONS
In this paper, we proposed a multiple-model PHD filter and map fusion for cooperative positioning and mapping in 5G mmWave vehicular networks. The environment comprises a single BS, multiple vehicles, and different types of objects (small scattering objects and large reflecting surfaces). The challenges of the mapping such as the number of objects, object type, and their position were dealt with the proposed PHD filter. In addition, asynchronous map transmission to the BS is solved by the proposed map fusion method. From the results, it is confirmed that our PHD filter can handle the challenges of the mapping and vehicle state estimation simultaneously. We also confirmed that the proposed map fusion using map information of other vehicles significantly improves the mapping performance. It is expected that the framework of cooperative positioning and mapping with the proposed multiple-model PHD filter and map fusion is essential in autonomous driving in the 5G mmWave vehicular networks.
APPENDIX A GEOMETRIC RELATIONS
In the relation between the observations (3), the state of the vehicle and the map depend on the origin of the measurement. We distinguish between 3 different cases (see Fig. 1 ).
A. Source is the BS
For the LOS path between BS and vehicle, we have the following relations:
where c denotes the speed of light.
• Direction of departure: φ az 0 = arctan (y k /x k ), φ el 0 = arcsin ((z k − z BS )/( v k − x BS )), where we assume arctan 2 is used.
• Direction of arrival: We remind that the DOA is measured in the local frame of reference of the vehicle, so that the vehicle orientation must be accounted for:
, since the DOA elevation measurement does not depend on the vehicle orientation.
B. Source is a reflecting surface
Each reflecting surface can be parameterized by a fixed virtual anchor (VA) location x VA , obtained by mirroring the BS with respect to the surface. Between a virtual anchor x VA and the user's position v k , the incidence point of the specular reflection on the reflecting surface is given by the point where the straight line between the VA and vehicle crosses the reflecting surface:
Here, u = (x BS − x VA )/ (x BS − x VA ) and f = (x BS + x VA )/2. Note that this allows to find explicit expressions of x s that only depend on x VA , x BS , and v k (not shown). Conversely, the location of a VA can be expressed as a function of the incidence point:
Next, we state the relations between the channel parameters τ , θ = [θ el , θ az ] T , and φ = [φ el , φ az ] T and the system state.
• Delays: τ = x VA − v k /c + B. This is equivalent to τ = x BS − x s /c + x s − v k /c + B.
• Direction of departure: φ az = arctan (y s /x s ) and φ el = arcsin ((z s − z BS )/( x s − x BS )).
• Direction of arrival:
θ az = arctan ((y VA − y k )/(x VA − x k )) − α k and θ el = arcsin ((z VA − z k )/( x VA − v k )).
C. Source is a small object
For small objects (SPs), the relations are largely a special case of the VAs. We here only note the differences, considering an SP with location x SP .
• Delays: τ = x SP − x BS /c + x SP − v k /c + B.
• Direction of departure:
φ az = arctan (y SP /x SP ) and φ el = arcsin ((z SP − z BS )/( x SP − x BS )) .
θ az = arctan ((y SP − y k )/(x SP − x k )) − α k and θ el = arcsin ((z SP − z k )/( x SP − v k )) .
APPENDIX B
PROOF OF EXPECTED LIKELIHOOD (15) From (8), we find f (X |s i 0:k corresponding to measurement z k,l are inversely estimated by using sigma point principle of the CKF [39] , details of which are described in Appendix C-A For propagating the cubature points, the inverse of the nonlinear function in (4) is required, which in general is not defined (since a vehicle state gives rise to a noise-free measurement, but a noisy measurement may not correspond to a vehicle state). Thus, the cubature points are propagated using a simple optimization method, described in Appendix C-B. For simplification, all indices are dropped except for the source type m.
A. Mean and Covariance Estimation
The mean x(m) and covariance P(m) are approximated as follows:
1) Factorize the covariance matrix of the measurement noise (i.e., Σ (n) k,l of (4))
2) Evaluate the cubature point (c = 1, ..., 2d z ) 
where h(x, s, m) is the observation function for the source type m with the source location x and vehicle state s, and z c ∈ R dz is the evaluated cubature point in (45). However, (48) does
