INTRODUCTION
The theory and applications of the integral equations have been one of the principal tools in various areas of science such as applied mathematics, physics, biology, chemistry and engineering. On the other hand, integral equations are encountered in numerous applications in many fields including continuum mechanics, potential theory, geophysics, electricity and magnetism, kinetic theory of gases, hereditary phenomena in physics and biology, renewal theory, quantum mechanics, radiation, optimization, optimal control systems, communication theory, mathematical economics, population genetics, queuing theory, medicine, mathematical problems of radiative equilibrium, particle transport problems of astrophysics and reactor theory, acoustics, fluid mechanics, steady state heat conduction, fracture mechanics, and radiative heat transfer problems [1] . Basically, integral equations can be classified according to the integration domain. Integral equations in which the integration domain varies with the independent variable in the equation are known as Volterra equations and those with fixed integration domain are Fredholm equations. In this paper, second kind linear integral equations type of Fredholm is considered.
Generally, second kind linear Fredholm integral equations can be written as ( ) ( ) ( ) ( ) 
− κ λ
. A numerical approach to the solution of integral equations is an essential branch of scientific inquiry. As a matter of fact, some valid methods of solving linear Fredholm integral equations have been developed in recent years. To solve Eq. (1) numerically, we either seek to determine an approximate solution by using the quadrature method [2] [3] [4] [5] [6] [7] [8] , or use the projection method [9] [10] [11] [12] [13] [14] [15] . Such discretizations of integral equations lead to dense linear http://dx.doi.org/10.11113/mjfas.v6n2.191 | 105 | systems and can be prohibitively expensive to solve using direct methods as the order of the linear system increases. Thus, iterative methods are the natural options for efficient solutions.
The concept of the half-sweep iteration has been inspired by Abdullah [16] via the Explicit Decoupled Group (EDG) iterative method to solve two-dimensional Poisson equations. Following to that, applications of the half-sweep iterative methods have been reviewed in [17] [18] [19] [20] [21] . Meanwhile, Othman and Abdullah [22] extended the halfsweep iteration concept by introducing quarter-sweep iterative method via the Modified Explicit Group (MEG) iterative method to solve two-dimensional Poisson equations. Further studies to verify the effectiveness of the quarter-sweep iterative methods have been carried out; see [23] [24] [25] [26] [27] . In this paper, we examined the applications of the half-and quarter-sweep iterative concepts with Successive Over-Relaxation (SOR) iterative method by using approximation equation based on quadrature method for solving problem (1 The outline of this paper is organized in following way. In Section 2, the formulations of the full-, half-and quarter-sweep quadrature approximation equations are elaborated. In Section 3, we discuss the formulations of the FSSOR, HSSOR and QSSOR methods. Some numerical results are shown in Section 4 to assert the performance of the iterative methods. Analysis on computational complexity is mentioned in Section 5 and some concluding remarks are given in Section 6.
DISCRETIZATION OF INTEGRAL EQUATIONS
As afore-mentioned, a discretization scheme based on method of quadrature was used to construct approximation equations for problem (1) by replacing the integral to finite sums. In order to facilitate the formulation of the full-, half-and quarter-sweep quadrature approximation equations for problem (1) , further discussion will be restricted onto repeated trapezoidal (RT) scheme, which is based on linear interpolation formula with equally spaced data.
be partitioned into n subintervals of length
Then, trapezoidal scheme for approximating definite
and its repeated formula can be shown as and truncation error respectively.
Meanwhile, Fig. 1 shows the finite grid networks in order to form the full-, half-and quarter-sweep quadrature approximation equations.
... Based on Fig. 1 , the full-, half-and quarter-sweep iterative methods will compute approximate values onto node points of type only until the convergence criterion is reached. Then, other approximate solutions at remaining points (points of the different type) can be computed using the direct method [16, 22] .
By applying Eq. (5) | 106 | The value of p , which corresponds to 1, 2 and 4, represents the full-, half-and quarter-sweep cases respectively. From Eq. (6), it is obvious that discretization of the Eq. (1) using RT scheme leads to the dense linear systems as follows
where
L .
ITERATIVE METHODS
As mentioned in Section 1, a family of SOR iterative method consists of FSSOR, HSSOR and QSSOR methods will be applied to solve dense linear system generated from the discretization of the problem (1), as shown in Eq. (7). To develop the formulation for SOR methods, let the coefficient matrix M be decomposed into
where D , L and U are diagonal, strictly lower triangular and strictly upper triangular matrices respectively. Thus, the general scheme for SOR iterative methods can be written as follows
where ω is a relaxation parameter. Actually, the iterative methods attempt to find a solution by repeatedly solving the linear system using approximations to the vector (10) where ρ is the spectral radius of the Jacobi iteration matrix. The previous studies have shown the experimental value of ω to be in good agreement with the theoretical value [29, 30] . By determining values of matrices D , L and U as stated in Eq. (8), the general algorithm for FSSOR, HSSOR and QSSOR iterative methods to solve problem (1) would be generally described in Algorithm 1.
NUMERICAL SIMULATIONS
In order to compare the performances of the iterative methods described in the previous section, several experiments were carried out on the following Fredholm integral equations problems.
with the exact solution given by 
Algorithm 1. FSSOR, HSSOR and QSSOR algorithms
For Tables 1 -3 respectively. Meanwhile, reduction percentages of the number of iterations and execution time for the FSSOR, HSSOR and QSSOR methods compared with GS method have been summarized in Table 4 .
COMPUTATIONAL COMPLEXITY ANALYSIS
In order to measure the computational complexity of the FSSOR, HSSOR and QSSOR iterative methods, an estimation amount of the computational work required for both methods have been conducted. The computational work is estimated by considering the arithmetic operations performed per iteration. Based on Algorithm 1, it can be observed that there are p n + 3 additions/subtractions (ADD/SUB) and
multiplications/divisions (MUL/DIV) in computing a value for each node point in the solution domain for second kind linear Fredholm integral equations. From the order of the coefficient matrix M in Eq. (7), the total number of arithmetic operations per iteration for the FSSOR, HSSOR and QSSOR iterative methods in solving second kind linear Fredholm integral equations has been summarized in Table 5 .
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CONCLUSION
In this paper, we have presented an application of the half-and quarter-sweep iterations with SOR method for solving dense linear systems generated from the discretization of the second kind linear Fredholm integral equations by using RT scheme. Through numerical results obtained for Examples 1 -3 (Tables 1 -3) , it clearly shows that applying the SOR methods can reduce number of iterations and execution time compared to the GS method. At the same time, it has been shown that applying the halfand quarter-sweep iterations reduces the computational time in the implementation of the iterative method, see Table 4 .
Overall, the numerical results show that the QSSOR method is a better method compared to the GS, FSSOR and HSSOR methods in the sense of number of iterations and execution time. This is mainly because of the reduction in term of computational complexity; since the implementations of the QSSOR will only consider approximately quarter of all interior node points in a solution domain (refer Table 5 ).
