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THE SINGULARITY CATEGORY OF A dZ-CLUSTER
TILTING SUBCATEGORY
SONDRE KVAMME
Abstract. For an exact category E with enough projectives and with
a dZ-cluster tilting subcategory, we show that the singularity category
of E admits a dZ-cluster tilting subcategory. To do this we introduce
cluster tilting subcategories of left triangulated categories, and we show
that there is a correspondence between cluster tilting subcategories of
E and E . We also deduce that the Gorenstein projectives of E admit
a dZ-cluster tilting subcategory under some assumptions. Finally, we
compute the dZ-cluster tilting subcategory of the singularity category
for a finite-dimensional algebra which is not Iwanaga-Gorenstein.
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1. Introduction
Auslander-Reiten theory is a fundamental tool to describe the module
category of finite-dimensional algebras, see [5] and [3, 41, 42]. A generaliza-
tion of this theory, called higher Auslander-Reiten theory, was introduced
by Iyama in [23] and further developed in [22, 25]. In this case, the objects
of study are module categories equipped with a d-cluster tilting subcate-
gory. We refer to [1, 14, 19, 20, 21, 26, 27, 28, 29, 30, 32, 34] for some other
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important papers. Also, see [24] for a survey of the theory and [31] for an
introduction.
Let Λ be a finite-dimensional algebra and let mod -Λ be the category of
finite-dimensional right Λ-modules. If Λ has global dimension d andM is a
d-cluster tilting category in mod -Λ, then the subcategory
U = add{M [di] ∈ Db(mod -Λ) |M ∈ M and i ∈ Z}
is d-cluster tilting inside the bounded derived category Db(mod -Λ) [25, The-
orem 1.21]. In this case U can be considered as a higher analogue of the
derived category of a hereditary algebra. On the other hand, if Λ does not
have global dimension d, then there is no known cluster tilting subcategory
inside Db(mod -Λ) in general. As shown in [33], the naive approach doesn’t
necessarily give a cluster tilting subcategory even when M is dZ-cluster
tilting.
In this paper we consider instead the singularity category
Dsing(Λ) := K
−,b(proj Λ)/Kb(proj Λ)
where Kb(proj Λ) and K−,b(proj Λ) denote the bounded homotopy cate-
gory of projective modules and the right bounded homotopy category with
bounded homology of projective modules, respectively. The singularity cat-
egory was introduced by Buchweitz in [8] as an useful invariant of the ring
Λ. Via the equivalence K−,b(proj Λ) ∼= Db(mod -Λ) we get an equivalence
K−,b(proj Λ)/Kb(projΛ) ∼= Db(mod -Λ)/perf Λ. (1.1)
and hence Dsing(Λ) can be realized as a quotient of D
b(mod -Λ). We show
that if mod -Λ has a dZ-cluster tilting subcategory, then Dsing(Λ) has a dZ-
cluster tilting subcategory. In fact, we show this more generally for any
exact category with enough projectives.
Theorem 1.2. Let E be an exact category with enough projectives P and
with a dZ-cluster tilting subcategory M. Then the subcategory
{P• ∈ K
−,b(P)/Kb(P) | Zdi(P•) ∈ M for all i << 0}
is a dZ-cluster tilting subcategory of K−,b(P)/Kb(P).
Via the equivalence (1.1) this corresponds to the subcategory
{C• ∈ D
b(mod -Λ)/perf Λ | C• ∼=M [di] for some M ∈ M and i ∈ Z}
in Db(mod -Λ)/perf Λ. This subcategory is possible to compute explicitly,
which we do in Example 8.4 for a non-Iwanaga-Gorenstein algebra Λ.
To prove Theorem 1.2, we use the left triangulated structure of E , see
Definition 3.1 and Theorem 3.2. More precisely, we introduce d-cluster tilt-
ing subcategories of left triangulated categories, and we show that there is
a correspondence between d and dZ-cluster tilting subcategories of E and
E , see Proposition 6.1 and Proposition 6.6. Furthermore, we show that if
a left triangulated categories has a dZ-cluster tilting subcategory, then its
stabilization has a dZ-cluster tilting subcategory. We then conclude using
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the fact that the stabilization of E is the singularity category, which was
proved in [36].
We also obtain a corollary for Gorenstein projective modules, which we
state below in the special case where E = mod -Λ. Recall that Λ is Iwanaga-
Gorenstein if it has finite selfinjective dimension, and that in this case the
Gorenstein projectives are
GP(mod -Λ) := {M ∈ mod -Λ | Exti(M,Λ) = 0 for i > 0}
Corollary 1.3 (Corollary 7.3). Assume Λ is Iwanaga-Gorenstein, and let
M be a dZ-cluster tilting subcategory of mod -Λ. Then
M∩GP(mod -Λ)
is a dZ-cluster tilting subcategory of GP(mod -Λ).
We now describe the structure of the paper. In Section 2, 3 and 4 we recall
the essential notions and results which we need. In Section 5 we introduce
cluster tilting subcategories for left triangulated categories. We show that
for a left triangulated category C with a dZ-cluster tilting subcategory, the
stabilization dZC has a dZ-cluster tilting subcategory. We also investigate
the (d+2)-angulated structure of this subcategory. Our main results in Sec-
tion 6 are Proposition 6.1 and Proposition 6.6, which give a correspondence
between d-cluster tilting subcategories of E and E when E is an exact cat-
egory with enough projectives. In Section 7 we investigate the relationship
with Gorenstein projectives. In Section 8 we compute the cluster tilting
subcategory of the singularity category in two examples .
2. Exact categories
Here we define exact categories, following the conventions in [9].
Definition 2.1. An exact category E is an additive category equipped
with a distinguished class of sequences
0→ E3
f
−→ E2
g
−→ E1 → 0
where f is the kernel of g and g is the cokernel of f . The morphisms f
are called admissible monomorphisms, and the morphisms g are called
admissible epimorphisms. The following axioms need to be satisfied:
(E0) For all object E in E the identity morphism 1E : E → E is an
admissible monomorphism;
(E0op) For all object E in E the identity morphism 1E : E → E is an
admissible epimorphism;
(E1) The composite of two admissible monomorphism is an admissible
monomorphism;
(E1op) The composite of two admissible epimorphisms is an admissible
epimorphism;
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(E2) The pushout of an admissible monomorphism exists and yields an
admissible monomorphisms. In other words, given an admissible
monomorphism f : E0 → E1 and a morphism g : E0 → E2 there
exists a pushout diagram
E3
f

g // E2
k

E1
h // E0
where k is an admissible monomorphism;
(E2op) The pullback of an admissible epimorphism exists and yields an
admissible epimorphism. In other words, given an admissible epi-
morphism f : E1 → E0 and a morphism g : E2 → E0 there exists a
pullback diagram
E3
k

h // E2
g

E1
f // E0
where h is an admissible epimorphism.
A sequence in E
· · · → E1 → E0 → · · ·
is called exact if there exists exact sequences 0→ Ki → Ei → Ki−1 → 0 such
that the maps Ei → Ei−1 are equal to the composites Ei → Ki−1 → Ei−1.
If E is an exact category, then the opposite category Eop becomes an exact
category in a natural way. If F ⊂ E is a full subcategory of E which is closed
under extensions, then the class of sequences 0→ F1 −→ F2 −→ F3 → 0 in F
which are exact in E makes F into an exact category. We say that F is an
exact subcategory of E .
An object P in E is projective if for any admissible epimorphism E1 → E0
the induced map E(P,E1)→ E(P,E0) is an epimorphism. We let P denote
the subcategory of E consisting of the projective objects and E = E/P the
stable category of E modulo projectives. For any object E or morphism f
in E we denote the corresponding object or morphism in E by E or f . It
follows from [17, Theorem 2.2] that for two objects E0 and E1 in E there
exists an isomorphism E1 ∼= E2 in E if and only if there exist projective
objects P,Q ∈ E and an isomorphism
E0 ⊕ P ∼= E1 ⊕Q
in E . We say that the exact category E has enough projectives if for any
object E in E there exists an admissible epimorphism P → E with P being
projective. In this case there exists a syzygy functor on E [17], denoted
Ω: E → E
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Explicitly, for an object E ∈ E , we have an isomorphism ΩE ∼= Ker p where
p : P → E is any admissible epimorphism and P is any projective object.
Also, given a morphism f : E0 → E1, choose a commutative diagram in E
0 // Ker q // Q
q // E1 // 0
0 // Ker p //
h
OO
P
p //
g
OO
E0 //
f
OO
0
with exact rows, where P,Q are projective, and where g is any lift of f .
Under the isomorphisms ΩE0 ∼= Ker p and ΩE1 ∼= Ker q the map h : Ker p→
Ker q will then correspond to Ω(f) in E .
Dually, an object I in E is injective if it is projective in Eop, and E has
enough injectives if Eop has enough projectives. The exact category E is
called Frobenius if E has enough projectives and enough injectives, and
if the projective and injective objects coincide. In this case, the stable
category E becomes a triangulated category where the suspension functor is
the quasi-inverse of Ω. We refer to [16, Section I.2] for more details.
We end this section with the following lemma, which we need later.
Lemma 2.2. Let E be an exact category with enough projectives, and let E
be an object in E. The following statements are equivalent:
(i) Ext1E (E,P ) = 0 for all P ∈ P;
(ii) The map
HomE(E,E
′)→ HomE(Ω(E),Ω(E
′)) f 7→ Ω(f)
is an isomorphism for all E′ ∈ E.
Proof. Since the proof of [38, Lemma 7] also works for exact categories, the
claim follows. 
3. Left triangulated categories
Here we recall the notion of a left triangulated category. This was first
considered in [35], [36] (where it would be called a co-suspended category),
and later in [2], [6], [7]. A higher dimensional version has also been intro-
duced in [39].
Let C be a category and Ω: C → C an endofunctor. A sequence of the
form
ΩC → A→ B → C
is called an Ω-sequence. A morphism of Ω-sequences ΩC → A → B → C
and ΩC ′ → A′ → B′ → C ′ is a commutative diagram
ΩC
Ωh

// A
f

// B
g

// C
h

ΩC ′ // A′ // B′ // C
Composition of morphism is given in the canonical way.
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Definition 3.1. A left triangulated category is an additive category C
equipped with an additive endofunctor Ω: C → C and a class of Ω-sequences
called triangles, which satisfy the following axioms:
(T0) Any Ω-sequence which is isomorphic to a triangle is a triangle itself;
(T1) For each C ∈ C the Ω-sequence 0→ C
1
−→ C → 0 is a triangle;
(T2) For any morphism w : B → C there exists a triangle ΩC → A →
B
w
−→ C
(T3) If ΩC
u
−→ A
v
−→ B
w
−→ C is a triangle, then ΩB
−Ω(w)
−−−−→ ΩC
u
−→ A
v
−→ B
is a triangle;
(T4) Given a diagram
ΩC
Ωh

u // A
v // B
g

w // C
h

ΩC ′
u′ // A′
v′ // B′
w′ // C
where the rows are triangles and the square commutes, then there
exists a morphism f : A→ A′ making the whole diagram commute;
(T5) Given two triangles ΩC
u
−→ A
v
−→ B
w
−→ C and ΩD
f
−→ E
g
−→ C
h
−→ D,
then there exists a commutative diagram
ΩE
u◦Ω(g)

ΩC
Ω(h)

u // A
v //
α

B
1

w // C
h

ΩD
1

i // F
β

j // B
w

h◦w // D
1

ΩD
f // E
g // C
h // D
where the middle row and the second column are also triangles.
Similarly as for triangulated categories, one can show that if 0 → A
v
−→
B → 0 is a triangle, then v must be an isomorphism. Also, a left triangulated
category where Ω is an automorphism is naturally a triangulated category,
where the suspension functor is the inverse of Ω.
Assume E is an exact category with enough projectives. Any diagram of
the form
0 // E3
v // E2
w // E1 // 0
0 // ΩE1 //
u
OO
P //
OO
E1 //
1
OO
0
induces a sequence ΩE1
u
−→ E3
v
−→ E2
w
−→ E1 in E . The following result
follows from [7, Theorem 3.1]
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Theorem 3.2. Let E be an exact category with enough projectives. Then
the stable category E together with syzygy functor Ω: E → E and the class of
all Ω-sequences isomorphic to a sequence ΩE1
u
−→ E3
v
−→ E2
w
−→ E1 as above
is a left triangulated category.
Now assume C is a category and Ω: C → C is an endofunctor. Let ZC
be the stabilization of E [18]. Explicitly, the objects of ZC are pairs (C,n)
where C is an object in C and n ∈ Z is an integer. The morphism space
between two objects (C,m) and (C ′, n) is given by
HomZC((C,m), (C
′, n)) := colimk HomC(Ω
m+k(C),Ωn+k(C ′))
where the colimit is taken over all k ∈ Z such that m+k ≥ 0, and n+k ≥ 0.
Since this is a filtered colimit, it follows that any morphism (C,m)→ (C ′, n)
has a representative Ωm+k(C) → Ωn+k(C ′) in C for some k. Composition
(C,m) → (C ′, n) → (C ′′, p) in ZC is given by composing representatives
Ωm+k(C)→ Ωn+k(C ′)→ Ωp+k(C ′′) in C. The category ZC comes equipped
with mutual inverse automorphisms
Σ: ZC → ZC and Ω: ZC → ZC
given by Σ(C,n) = (C,n − 1) and Ω(C,n) = (C,n + 1). If C is a left
triangulated category, then ZC also comes equipped with a class of sequences
Ω(C1, n1)→ (C3, n3)→ (C2, n2)→ (C1, n1)
called standard triangles, which are induced from a sequence
Ωk+n1+1(C1)
u
−→ Ωk+n3(C3)
v
−→ Ωk+n2(C2)
w
−→ Ωk+n1(C1)
in C for some integer k ∈ Z, and where
Ωk+n1+1(C1)
(−1)ku
−−−−→ Ωk+n3(C3)
(−1)kv
−−−−→ Ωk+n2(C2)
(−1)kw
−−−−→ Ωk+n1(C1)
is a triangle in C.
Theorem 3.3 ([36]). The following holds:
(i) If C is a left triangulated category, then ZC becomes a triangulated
category with suspension functor Σ and with triangles being the stan-
dard triangles given above.
(ii) Let E be an exact category with enough projectives. Then there
exists an equivalence of triangulated categories
ZE
∼=
−→ K−,b(P)/Kb(P)
sending an object (E,n) to a complex [−n]P•, where P• is a projec-
tive resolution of E concentrated in degrees ≥ 0.
Here Kb(P) and K−,b(P) denote the bounded homotopy category with
components in P and the right bounded homotopy category with bounded
homology and with components in P, respectively. The Verdier quotient
Dsing(E) := K
−,b(P)/Kb(P)
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is the singularity category of E . We refer to Section 4 in [37] for details on
Verdier quotients and localization of triangulated categories.
4. Cluster-tilting subcategories
Let E be an additive category and M a full additive subcategory of E .
We recall the following notions.
(i) A morphism M → E in E with M ∈ M is called a right M-
approximation if the induced morphism E(M ′,M)→ E(M ′, E) is
an epimorphism for all M ′ ∈ M;
(ii) A morphism E → M in E with M ∈ M is called a left M-
approximation if the induced morphism E(M,M ′) → E(E,M ′)
is an epimorphism for all M ′ ∈ M;
(iii) M is contravariantly finite in E if all for all objects E ∈ E there
exists a right M-approximation M → E;
(iv) M is covariantly finite in E if all for all objects E ∈ E there
exists a left M-approximation E →M ;
(v) M is functorially finite in E if it is contravariantly finite and
covariantly finite in E .
We recall the definition of d and dZ-cluster tilting subcategories in the fol-
lowing.
Definition 4.1. Let E be an exact or a triangulated category, let M be a
full subcategory of E , and let d > 0 be a positive integer. We say that M is
d-cluster tilting in E if the following hold:
(i) M is functorially finite in E ;
(ii) If E is exact then M is a generating and cogenerating subcate-
gory of E , i.e. for any object E ∈ E there exists an admissible
monomorphism E → M with M ∈ M and an admissible epimor-
phism M ′ → E with M ′ ∈M;
(iii) We have
M = {E ∈ E | ExtiE(E,M) = 0 for 1 ≤ i ≤ d− 1}
= {E ∈ E | ExtiE(M, E) = 0 for 1 ≤ i ≤ d− 1}.
If furthermore Exti(M,M) = 0 for i /∈ dZ, then we say that M is dZ-
cluster tilting in E .
Remark 4.2. We have the following:
(i) If E is triangulated with suspension functor Σ, then by ExtiE(E,E
′)
we mean the Hom-space HomE(E,Σ
i(E′));
(ii) If E is an exact category with enough projectives andM is d-cluster
tilting in E , thenM is dZ-cluster tilting in E if and only if Ωd(M) ⊂
M;
(iii) If E is triangulated with suspension functor Σ and M is d-cluster
tilting in E , then the following conditions are equivalent:
(a) M is dZ-cluster tilting in E ;
THE SINGULARITY CATEGORY OF A dZ-CLUSTER TILTING SUBCATEGORY 9
(b) Σd(M) ⊂M;
(c) Σ−d(M) ⊂M.
We need the following well known result, which essentially follows from
[23, Proposition 2.2.2].
Lemma 4.3. Let E be an exact category with a d-cluster tilting subcategory
M, let n be an integer satisfying 0 ≤ n ≤ d − 1, and let E be an object in
E. The following holds:
(i) ExtiE (M, E) = 0 for 1 ≤ i ≤ n if and only if there exists an exact
sequence
0→Md−n → · · · →M1 → E → 0
with Mj ∈M for 1 ≤ j ≤ d− n;
(ii) ExtiE (E,M) = 0 for 1 ≤ i ≤ n if and only if there exists an exact
sequence
0→ E →M1 → · · · →Md−n → 0
with M j ∈M for 1 ≤ j ≤ d− n.
Proof. We only prove part (i), part (ii) is proved dually. First note that if
there exists an exact sequence
0→Md−n → · · · →M1 → E → 0
then applying HomE(M,−) with M ∈ M and using a dimension shifting
argument it immediately follows that
ExtiE(M,E)
∼= Exti+d−n−1E (M,Md−n) = 0
for 1 ≤ i ≤ n.
We prove the converse statement by downwards induction on n. For
n = d − 1 the claim follows immediately by the definition of M. Assume
now that the statement holds for n+ 1 ≤ d− 1, and let E ∈ E be an object
satisfying ExtiE (M,E) = 0 for 1 ≤ i ≤ n. Choose a right M-approximation
M
f
−→ E. Then f must be an admissible epimorphism, see [15, Lemma 3.4].
Hence, we have an exact sequence
0→ Ker f →M
f
−→ E → 0.
Applying HomE(M
′,−) with M ′ ∈ M to this exact sequence and using that
ExtiE(M
′,M) = 0 for 1 ≤ i ≤ d− 1, we get isomorphisms
Exti+1E (M
′,Ker f) ∼= ExtiE(M
′, E) = 0
for 1 ≤ i ≤ n. Also, since f is a right M-approximation, it follows that
Ext1E(M
′,Ker f) = 0. Hence, by the induction hypothesis there exists an
exact sequence
0→Md−n−1 → · · · →M1 → Ker f → 0
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Therefore we have an exact sequence
0→Md−n−1 → · · · →M1 →M
f
−→ E → 0
which proves the claim. 
5. Cluster tilting subcategories of left triangulated
categories
Let C be a left triangulated category. We call a sequence in C
Ωd(C1)
αd+2
−−−→ Cd+2
αd+1
−−−→ Cd+1
αd−→ · · ·
α2−→ C2
α1−→ C1
for a (d+ 2)-angle if there exists a diagram
Cd+1
αd //
❄
❄❄
❄
Cd
❄
❄❄
❄❄
· · · C2
α1
❄
❄❄
❄❄
Cd+2
αd+1 ??⑧⑧⑧⑧
oo ✤❴Cd.5
??⑧⑧⑧⑧⑧
oo ✤❴Cd−1.5 · · · C2.5
??⑧⑧⑧⑧⑧
oo ✤❴C1
where an arrow C ′ oo ✤❴C denotes a morphism C ′ ← Ω(C) in C, each ori-
ented triangle is a triangle in C, each non-oriented triangle commute, and
αd+2 is equal to the composite
Ωd(C1)→ Ω
d−1(C2.5)→ · · · → Ω(Cd.5)→ Cd+2
Note that this differs slightly from [29], where they don’t include the mor-
phism Ωd(C1)→ Cd+2 in the definition.
Definition 5.1. Let d > 0 be a positive integer. An additive subcategory
X of C is d-cluster tilting if it satisfies the following:
(i) X is closed under direct summands in C;
(ii) For all objects C in C there exist (d+ 2)-angles
0→ C → X1 → · · · → Xd → 0
and
0→ Xd → · · · → X1 → C → 0
with Xi,X
i ∈ X for 1 ≤ i ≤ d;
(iii) For C in C and X in X the map
HomC(Ω
i−1(X), C)→ HomC(Ω
i(X),Ω(C)) f 7→ Ω(f)
is an isomorphism for 1 ≤ i ≤ d− 1;
(iv) If X and X ′ are in X , then
HomC(Ω
i(X ′),X) = 0
for 1 ≤ i ≤ d− 1.
If furthermore Ωd(X ) ⊂ X , then we say that X is dZ-cluster tilting in C.
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We use the terminology d-cluster tilting since for an exact category E with
enough projectives we then get a correspondence between d-cluster tilting
subcategories of E and E , see Proposition 6.1 and Proposition 6.6.
Next we show that there is not ambiguity between Definition 5.1 and
Definition 4.1 when Ω is an automorphism, i.e. when C is triangulated.
Proposition 5.2. A subcategory of a triangulated category C is d or dZ-
cluster tilting in the sense of Definition 5.1 if and only if it is d or dZ-cluster
tilting in the sense of Definition 4.1.
Proof. By Remark 4.2 the claim for dZ-cluster tilting subcategories follows
immediately from the claim for d-cluster tilting subcategories. Hence, we
only prove the latter. First assume X ⊂ C is a d-cluster tilting subcategory
in the sense of Definition 4.1. Then all the axioms in Definition 5.1 are
obvious except for (ii), which we prove. Let C ∈ C be arbitrary, and choose
triangles
Xi.5
gi
−→ Xi+1 → Xi+1.5 → Σ(Xi.5)
inductively, where gi is a left X -approximation and X0.5 = C. Applying
HomC(−,X) to this triangle for X ∈ X arbitrary and using that
HomC(Ω
j(Xi+1),X) = 0
for 1 ≤ j ≤ d− 1, we get isomorphisms
HomC(Ω
j(Xi.5),X) ∼= HomC(Ω
j+1(Xi+1.5),X)
for 1 ≤ j ≤ d− 2. Also, since gi is a left X -approximation, it follows that
HomC(Ω
1(Xi+1.5),X) = 0
Hence, we get that
HomC(Ω
j(Xd−1.5),X) ∼= · · · ∼= HomC(Ω
1(Xd−j.5),X) = 0
for 1 ≤ j ≤ d − 1. This shows that Xd−1.5 ∈ X , which proves one part of
(ii). The other part is proved dually.
Now assume X ⊂ C is d-cluster tilting in the sense of Definition 5.1. Let
C ∈ C be arbitrary, and choose a (d+ 2)-angle
X1 //
❄
❄❄
❄❄
X2
❄
❄❄
❄❄
· · · Xd−1
❄
❄❄
❄
// 0
❄
❄❄
❄❄
❄
C
??⑧⑧⑧⑧⑧
oo ✤❴X1.5
??⑧⑧⑧⑧⑧
oo ✤❴X2.5 · · · Xd−2.5
??⑧⑧⑧⑧
oo ✤❴Xd
??⑧⑧⑧⑧
oo ✤❴0
Letting X ∈ X be arbitrary and applying HomC(−,X) to the triangle
Ω(Xi.5)→ Xi−1.5 → Xi → Xi.5
gives an isomorphism
HomC(Ω
j−1(Xi−1.5),X) ∼= HomC(Ω
j(Xi.5),X)
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for 2 ≤ j ≤ d− 1. Here we use the convention that X0.5 = C and Xd−1.5 =
Xd. In particular, we have
0 = HomC(Ω
d−1(Xd),X) ∼= · · · ∼= HomC(Ω
1(X1.5),X)
Hence, applying HomC(−,X) to Ω(X
1.5) → C → X1 → X1.5 we get an
epimorphism
HomC(X
1,X)→ HomC(C,X) → 0
Therefore C → X1 is a left X -approximation, and so X is covariantly finite.
If we furthermore assume that
0 = HomC(X
′,Σi(C)) ∼= HomC(Ω
i(X ′), C)
for all X ′ ∈ X and 1 ≤ i ≤ d − 1, then replacing X by C in the above
argument shows that HomC(Ω
1(X1.5), C) = 0. Hence, the map Ω(X1.5)→ C
in the first triangle must be 0. It follows that the sequence
0→ C → X1 → X1.5 → 0
is split exact. Therefore, C is a summand of X1, so C ∈ X . This proves the
equality
X = {C ∈ C | HomC(X ,Σ
i(C)) = 0 for 1 ≤ i ≤ d− 1}
The fact that X is contravariantly finite and the equality
X = {C ∈ C | HomC(C,Σ
i(X ) = 0 for 1 ≤ i ≤ d− 1}
is shown dually. 
Fix a left triangulated category C and a dZ-cluster tilting subcategory
X of C. Let dZX denote the subcategory of ZC consisting of all objects
isomorphic to objects of the form (X, dk) with X ∈ X and k ∈ Z. Our goal
is to show that dZX is dZ-cluster tilting in ZC.
Lemma 5.3. The subcategory dZX is closed under direct summands.
Proof. Two objects (C,n) and (C ′, n′) are isomorphic in ZC if and only if
there exists an integer k such that Ωk+n(C) and Ωk+n
′
(C ′) are isomorphic
in C. Hence, dZX consists of all objects (C,n) such that there exists an
integer k with Ωdk+n(C) ∈ X . Now assume that
(C1, n1)⊕ (C2, n2) ∈ dZX .
Choose n := min(n1, n2). Then (C1, n1) ∼= (Ω
n1−n(C1), n) and (C2, n2) ∼=
(Ωn2−n(C2), n), and hence
(C1, n1)⊕ (C2, n2) ∼= (Ω
n1−n(C1)⊕ Ω
n2−n(C2), n) ∈ dZX .
Therefore there exists an integer k such that
Ωdk+n1(C1)⊕ Ω
dk+n2(C2) ∈ X .
Since X is closed under direct summands, we have that
Ωdk+n1(C1) ∈ X and Ω
dk+n2(C2) ∈ X
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and hence
(C1, n1) ∈ dZX and (C2, n2) ∈ dZX .
This proves the claim. 
Lemma 5.4. If (X, dn) ∈ dZX and (X ′, dn′) ∈ dZX , then
HomZC(Ω
i(X, dn), (X ′, dn′)) = 0
for 1 ≤ i ≤ d− 1
Proof. We have that
HomZC(Ω
i(X, dn), (X ′, dn′)) = colimk′ HomC(Ω
i(Ωk
′+dn(X)),Ωk
′+dn′(X ′)).
But
HomC(Ω
i(Ωdk+dn(X)),Ωdk+dn
′
(X ′)) = 0
for all k such that dk+ dn > 0 and dk + dn′ > 0, since Ωdk+dn(X) ∈ X and
Ωdk
′+dn(X ′) ∈ X . Hence, the colimit must be 0, which proves the claim. 
Theorem 5.5. The subcategory dZX is dZ-cluster tilting in ZC.
Proof. We show that dZX satisfying Definition 5.1. Note that axiom (i)
and (iv) follows from the above results, and axiom (iii) is obviously true. It
therefore only remains to show (ii). Let (C,n) ∈ ZC be arbitrary. Choose k
such that dk < n. Then we have an isomorphism (C,n) ∼= (Ωn−dk(C), dk).
Hence, we can assume for simplicity that n = dk. Now choose (d+2)-angles
0→ C → X1 → · · ·Xd → 0
0→ Xd → · · · → X1 → C → 0.
in C with Xi,X
i ∈ X for 1 ≤ i ≤ d. Applying Axiom (T3) in Definition 3.1
repeatedly, we obtain (d+ 2)-angles
0→ Ωdk(C)→ Ωdk(X1)→ · · ·Ωdk(Xd)→ 0
0→ Ωdk(Xd)→ · · · → Ω
dk(X1)→ Ω
dk(C)→ 0.
in C. But this gives (d+ 2)-angles
0→ (C, dk) → (X1, dk)→ · · · (Xd, dk)→ 0
0→ (Xd, dk)→ · · · → (X1, dk)→ (C, dk)→ 0.
in ZC, which proves the claim. 
In general the categories C and ZC can be quite complicated. We therefore
want a description of dZX just in terms of X and the functor
Ωd : X → X .
Let ZX denote the stabilization of X with respect to Ωd. Explicitly, the
objects of ZX are pairs (X,n) where X ∈ X and n ∈ Z, and the morphisms
are
HomZX ((X,n), (X
′, n′)) := colimk HomC(Ω
d(n+k)(X),Ωd(n
′+k)(X ′))
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where the colimit is taken over all k with dk + dn > 0 and dk + dn′ > 0.
Note that there exists a canonical functor
ZX
(−,d·)
−−−→ ZC
sending (X,n) to (X, dn).
Lemma 5.6. The functor (−, d·) : ZX → ZC induces an equivalence
ZX ∼= dZX .
Proof. The map
HomZX ((X,n), (X
′, n′))→ HomZC((X, dn), (X
′, dn′))
is an isomorphism since the right hand side is defined as the colimit over a
filtered category, and the left hand side is the colimit over a cofinal subcat-
egory, see for example Lemma 1.1.4 in [11]. This proves the claim. 
Since dZX is a dZ-cluster tilting subcategory of ZC, it has the structure
of a (d+ 2)-angulated category [14, Theorem 4.1], where
Σd : dZX → dZX Σd(X,nd) = (X,n(d − 1))
is the suspension functor. The (d + 2)-angles in the sense of [14] are all
(d+ 2)-angles in ZC in our sense
Ωd(E1)
αd+2
−−−→ Ed+2
αd+1
−−−→ Ed+1
αd−→ · · ·
α1−→ E1
where Ei ∈ dZX for 1 ≤ i ≤ d+ 2.
Lemma 5.7. A sequence
Ωd(X1, dn1)→ (Xd+2, dnd+2) −→ (Xd+1, dnd+1) −→ · · · −→ (X1, dn1)
in dZX with Xi ∈ X for 1 ≤ i ≤ d+ 2 is a (d+ 2)-angle if and only if it is
induced from a sequences in C of the form
Ωd(k+n1+1)(X1)
ud+2
−−−→ Ωd(k+nd+2)(Xd+2)
ud+1
−−−→ · · ·
u1−→ Ωd(k+n1)(X1)
where
Ωd(k+n1+1)(X1)
(−1)dkud+2
−−−−−−−→ Ωd(k+nd+2)(Xd+2)
(−1)dkud+1
−−−−−−−→ · · ·
(−1)dku1
−−−−−−→ Ωd(k+n1)(X1)
is a (d+ 2)-angle in C.
Proof. This follows immediately from the description of the triangles in ZC
together with axiom (T3) in Definition 3.1. 
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6. d-cluster tilting in stable categories
Let E be an exact category with enough projectives. In this section we
compare cluster tilting subcategories in E and E .
Proposition 6.1. Let M be a subcategory of E. The following holds:
(i) If M is d-cluster tilting in E, then M is d-cluster tilting in E;
(ii) If M is dZ-cluster tilting in E, then M is dZ-cluster tilting in E;
Proof. Obviously, (ii) follows from (i).
Assume M is d-cluster tilting in E . Since M is closed under direct sum-
mands, it follows that M is closed under direct summands. Now for E ∈ E
we can choose exact sequences
0→ E
f1
−→M1
f2
−→ · · ·
fd
−→Md → 0
0→Md
gd−→ · · ·
g2
−→M1
g1
−→ E → 0
in E with Mi,M
i ∈ M for 1 ≤ i ≤ d by Lemma 4.3. By definition of the
left triangulated structure of E , we get (d+ 2)-angles
M1
f2
//
❄
❄❄
❄
M2
❄
❄❄
❄
· · · Md−1
fd
❄
❄❄
❄
// 0
❄
❄❄
❄❄
❄
E
f1 ??⑧⑧⑧⑧⑧
oo ✤❴Coker f1
??⑧⑧⑧⑧
oo ✤❴Coker f2 · · · Md
??⑧⑧⑧⑧
oo ✤❴0
and
Md−1
fd−1
//
❄
❄❄
❄
Md−2 · · · M1 //
f1
❄
❄❄
❄
0
❄
❄❄
❄❄
❄
Md oo
✤❴
fd ??⑧⑧⑧⑧
Md−2.5
??⑧⑧⑧⑧
· · · Ker f1 oo
✤❴
??⑧⑧⑧⑧
E
??⑧⑧⑧⑧⑧
oo ✤❴0
This shows that part (ii) of Definition 5.1 holds forM. Also, by Lemma 2.2
the map
HomE(Ω
i−1(M), E)→ HomE (Ω
i(M),Ω(E)) f 7→ Ω(f)
is an isomorphism for any M ∈ M, E ∈ E and 1 ≤ i ≤ d− 1 since
Ext1E(Ω
i−1(M ), P ) ∼= ExtiE(M,P ) = 0
for all P ∈ P. Hence, part (iii) of Definition 5.1 also holds forM. Finally, to
prove part (iv), let M,M ′ ∈ M be arbitrary, and choose an exact sequence
Pd+1
fd+1
−−−→ · · ·
f2
−→ P1
f1
−→M → 0
with Pi projective for 1 ≤ i ≤ d+1. Since Ext
j
E(M,M
′) = 0 for 1 ≤ j ≤ d−1,
it follows that the sequence
0→ HomE(M,M
′)→ HomE(P1,M
′)→ · · · → HomE (Pd+1,M
′)
16 SONDRE KVAMME
is exact. Hence, any morphism Ker fi → M
′ in E must factor through Pi,
and since Ker fi ∼= Ω
i(M), it follows that
HomE(Ω
i(M),M ′) = 0
for 1 ≤ i ≤ d− 1. This proves the claim. 
Proof of Theorem 1.2. By Theorem 5.5 and Proposition 6.1 we know that
dZM is dZ-cluster tilting in ZE . Furthermore, under the equivalence ZE
∼=
−→
K−,b(P)/Kb(P) in Theorem 3.3 one easily sees that dZM corresponds to
the subcategory in Theorem 1.2. This proves the claim. 
Remark 6.2. Combining Lemma 5.7 with the description of the triangles
in E , one obtains a description of the (d + 2)-angles in dZM. Explicitly,
consider all sequences
Ωd(M1, n1)→ (Md+2, dnd+2) −→ · · · −→ (M1, dn1)
in dZE with Mi ∈ M for all i, which arises from a sequence in E
N ′1
ud+2
−−−→ Nd+2
ud+1
−−−→ · · ·
u1−→ N1
under isomorphisms Ni ∼= Ω
d(k+n)Mi and N
′
1
∼= Ωd(k+n1+1)M1, and such
that there exists a commutative diagram
0 // Nd+2
(−1)dkud+1// Nd+1
(−1)dkud// · · ·
(−1)dku2// N2
(−1)dku1// N1 // 0
0 // N ′1
//
(−1)dkud+2
OO
Pd //
OO
· · · // P1 //
OO
N1 //
1
OO
0
(6.3)
with exact rows, where P1, · · · , Pd are projective. If we call such a sequence
in dZM for a standard (d+2)-angle, then a (d+2)-angle of dZM is precisely
a sequence which is isomorphic to a standard (d+ 2)-angle.
We end this section by showing the converse of Proposition 6.1. To this
end, fix a d-cluster tilting subcategory X of E , and define
M := {E ∈ E | E ∈ X}.
We want to show that M is d-cluster tilting in E .
Lemma 6.4. If M,M ′ ∈ M, then
ExtiE(M,M
′) = 0
for 1 ≤ i ≤ d− 1.
Proof. By Lemma 2.2 we have that
ExtiE(M,P )
∼= Ext1E(Ω
i−1(M ), P ) = 0
for P ∈ E projective and 1 ≤ i ≤ d− 1. Choose an exact sequence
Pd+1
fd+1
−−−→ · · ·
f2
−→ P1
f1
−→M → 0
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with Pi projective for 1 ≤ i ≤ d+ 1. Let Ker fi →M
′ be an arbitrary mor-
phism where 1 ≤ i ≤ d−1. Since Ker fi ∼= Ω
iM and HomE(Ω
i(M),M ′) = 0,
it follows that the morphism Ker fi → M
′ factors as Ker fi → Q → M
′ for
some projective objects Q ∈ E . Now since ExtjE(M,Q) = 0 for 1 ≤ j ≤ d−1,
it follows that the sequence
0→ HomE (M,Q)→ HomE (P1, Q)→ · · · → HomE(Pd+1, Q)
is exact. Hence, the morphism Ker fi → Q factors through Pi. But then
the morphism Ker fi → M
′ also factors through Pi. Since the map was
arbitrary, it follows that the sequence
0→ HomE(M,M
′)→ HomE(P1,M
′)→ · · · → HomE (Pd+1,M
′)
is exact. This shows that ExtiE(M,M
′) = 0 for 1 ≤ j ≤ d− 1. 
Lemma 6.5. For any object E ∈ E there exists exact sequences
0→ E →M1 → · · · →Md → 0
and
0→Md → · · · →M1 → E → 0
where Mi,M
i ∈M for 1 ≤ i ≤ d.
Proof. Let E ∈ E be arbitrary, and choose a (d+ 2)-angle
0→ E → X1 → · · · → Xd → 0
in E with Xi ∈ X for 1 ≤ i ≤ d. Hence, by definition it follows that there
exists a projective objects P ∈ E and an exact sequence
0→ E ⊕ P
f1
−→ N1
f2
−→ · · ·
fd
−→ Nd → 0.
in E , with N i ∈ M for 1 ≤ i ≤ d. Since
0 = Extd−1E (N
d, P ) ∼= Extd−2E (Coker f
d−2, P ) ∼= · · · ∼= Ext1(Coker f1, P )
it follows that the map
HomE(N
1, P )→ HomE(E ⊕ P,P )→ 0
is an epimorphism. Hence, the inclusion
P
[
0
1
]
−−→ E ⊕ P
f1
−→ N1
is a split monomorphism. The inclusion is also a composite of two admissible
monomorphism, and it is therefore admissible. Therefore, its cokernel exists,
which we denote by N1. We can therefore write the sequence as
0→ E ⊕ P
[
g1 0
0 1
]
−−−−−−→M1 ⊕ P
[
g2 0
]
−−−−−→ N2
f3
−→ · · ·
fd
−→ Nd → 0.
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for some morphisms g1, g2. It follows from [9, Corollary 2.18] that the se-
quence
0→ E
g1
−→M1
g2
−→ N2
f3
−→ · · ·
fd
−→ Nd → 0
is exact. The proves one part of the lemma. The other part is proved
dually. 
Proposition 6.6. The following holds:
(i) The subcategory M is d-cluster tilting in E;
(ii) If furthermore X is dZ-cluster tilting in E, then M is dZ-cluster
tilting in E.
Proof. Obviously (ii) follows from (i), hence we only prove the latter. Let
E ∈ E , and choose an exact sequence
0→ E
f1
−→M1
f2
−→ · · ·
fd
−→Md → 0
with M i ∈ M for 1 ≤ i ≤ d. Let M ∈ M be arbitrary. Applying
HomE(−,M) to the short exact sequence
0→ Coker f i →M i+1 → Coker f i+1 → 0
we get that
Extj+1E (Coker f
i+1,M) ∼= Ext
j
E(Coker f
i,M)
for 1 ≤ j ≤ d− 2. Hence, it follows that
0 = Extd−1E (M
d,M) ∼= Extd−2E (Coker f
d−2,M) ∼= · · · ∼= Ext1E(Coker f
1,M)
Therefore, the map
HomE(M
1,M)→ HomE(E,M)
is an epimorphism. Since M ∈ M was arbitrary, we get that f1 : E → M1
is a left M-approximation. Hence, M is covariantly finite. Furthermore, if
we assume ExtiE (M
′, E) = 0 for 1 ≤ i ≤ d− 1 and M ′ ∈ M, then the same
argument as above with M replaced by E shows that the map
HomE(M
1, E)→ HomE(E,E)
is an epimorphism. Therefore, f1 : E →M1 is a split monomorphism. Since
f1 is also an admissible monomorphism, it follows that E is a summand of
M1. Hence, we get that E ∈ M.
The fact that M is contravariantly finite and the equality
M = {E ∈ E | ExtiE(E,M) = 0 for 1 ≤ i ≤ d− 1}
follows by a dual argument. Finally, M is generating and cogenerating by
Lemma 6.5. 
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7. Gorenstein projectives
In this section we consider the subcategory of Gorenstein projective ob-
jects in E . We refer to [10] for a survey of the theory for Artin algebras, and
to [12] for more general rings.
Let E be an exact category with enough projectives P. Recall that a long
exact sequence
P• = · · · → P0 → P−1 → · · ·
of projective objects in E is called totally acyclic if the complex
HomE(P•, Q) = · · · → HomE(P−1, Q)→ HomE(P0, Q)→ · · ·
is acyclic for all projective objects Q in E . An object G ∈ E is called
Gorenstein projective if there exists a totally acyclic complex P• with
G = Z0(P•) := Ker(P0 → P−1).
We let GP(E) denote the subcategory of E consisting of all Gorenstein pro-
jective objects. Note that the proof of [10, Proposition 2.1.7] also works for
exact categories, so it follows that GP(E) is closed in E under extensions,
direct summands, and kernels of admissible epimorphisms. In particular,
Ω: E → E restricts to a functor
Ω: GP(E) → GP(E).
The Gorenstein projective dimension of an object E ∈ E , denoted
dimGP(E)E, is the smallest integer n such that Ω
n(E) ∈ GP(E). We write
dimGP(E)E =∞ if no such integer exists.
Since GP(E) is an extension closed subcategory of E , it inherits an exact
structure making the inclusion
GP(E)→ E
into an exact functor. Under this exact structure GP(E) becomes a Frobe-
nius exact category with projective/injective objects being the objects in P,
see [10, Proposition 2.1.11]. Hence, GP(E) is a triangulated category. In
particular, Ω: GP(E)→ GP(E) is an autoequivalence, and the quasi-inverse
of Ω is the suspension functor for the triangulated category. The triangles
in GP(E) are precisely all triangles in E with components in GP(E). In par-
ticular, we see that the canonical functor E → ZE restrict to a functor of
triangulated categories
GP(E) → ZE
This functor is fully faithful since Ω is an autoequivalence on GP(E). The
result below gives sufficient and necessary condition for it to be an equiva-
lence. It was first shown in [8] for a noetherian ring.
Lemma 7.1. The essential image of the functor GP(E)→ ZE is
{(E,n) ∈ ZE | dimGP(E)E <∞}
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In particular, the functor is an equivalence if and only if dimGP(E)E < ∞
for all E ∈ E.
Proof. If (E,n) ∼= (G, 0) in ZE with G ∈ GP(E), then Ωk+n(E) ∼= Ωk(G)
in E for some k > 0. Since Ωk(G) ∈ GP(E) it follows that E has finite
Gorenstein projective dimension. Conversely, if dimGP(E)E = k < ∞, then
for any n ∈ Z there exist isomorphisms
(E,n) ∼= (ΩkE,n− k) ∼= (Ωn−k(ΩkE), 0)
and since ΩkE ∈ GP(E), it follows that Ωn−k(ΩkE) ∈ GP(E). This proves
the claim. 
Remark 7.2. Let E = mod -Λ be the category of finitely generated modules
over an Artin algebra Λ. In this case, it follows by [4, Proposition 4.2] and
Lemma 7.1 that the functor GP(E)→ Dsing(E) is an equivalence if and only
if Λ is Iwanaga-Gorenstein.
We now relate this to the theory of cluster-tilting subcategories.
Corollary 7.3. Assume dimGP(E)E < ∞ for all E ∈ E. Let M be a dZ-
cluster tilting subcategory of E. Then M ∩ GP(E) is a dZ-cluster tilting
subcategory of GP(E).
Proof. Since GP(E) is Frobenius and M ∩ GP(E) contains P, it follows
that M∩GP(E) is a dZ-cluster tilting subcategory of GP(E) if and only if
M∩GP(E) is a dZ-cluster tilting subcategory of the triangulated category
GP(E). By Lemma 7.1 we have an equivalence of triangulated categories
GP(E)
∼=
−→ ZE
and since dZM is a dZ-cluster tilting subcategory of ZE, the preimage of
dZM is a dZ cluster tilting subcategory of GP(E). Explicitly, the preimage
consists of all objects G ∈ GP(E) such that Ωdk(G) ∈ M for some integer
k ≥ 0. To show that this is equal toM∩GP(E), we need to show that such
a G is contained in M. Note first that since G ∈ GP(E), it follows that
ExtiE(G,P ) = 0 for all P ∈ P. Hence, by a dimension shifting argument we
get that
ExtiE(G,E)
∼= Ext
i+j
E (G,Ω
jE)
for any E ∈ E and any j ≥ 0, and where ΩjE is any object satisfying
ΩjE ∼= Ωj(E). Now let M ∈ M be arbitrary, and choose an integer k ≥ 0
such that Ωdk(G) ∈ M and Ωdk(M ) ∈ GP(E). It follows that
ExtiE(G,M)
∼= Exti+dkE (G,Ω
dkM) ∼= ExtiE(Ω
dkG,ΩdkM) = 0
for 1 ≤ i ≤ d−1 where we use dimension shifting and the fact that ΩdkM ∈
M since M is dZ-cluster tilting. Since M ∈ M was arbitrary, it follows
that G ∈ M, which proves the claim. 
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8. Examples
In this section we compute the singularity category for a higher Nakayama
algebras of type A∞∞, see [32]. For higher Nakayama algebras of type A˜ we
refer to Section 4 in [40].
Example 8.1. We follow the notation in [32]. Let k be a field. Let l =
(· · · , l−1, l0, l1, · · · ) be the Kupisch Series of type A
∞
∞ [32, Definition 3.10]
given by
li =
{
2, if i ≡ 1mod 4
3, otherwise
Let A
(2)
l be the 2-Nakayama k-algebra with Kupisch series l [32, Definition
3.13]. Explicitly, A
(2)
l is the k-linear category given by the infinite periodic
quiver
02
❄
❄❄
❄❄
13
❄
❄❄
❄❄
24
❄
❄❄
❄❄
· · ·
❄
❄❄
❄❄
01
??⑧⑧⑧⑧⑧
❄
❄❄
❄❄
12
??⑧⑧⑧⑧⑧
❄
❄❄
❄❄
23
??⑧⑧⑧⑧⑧
❄
❄❄
❄❄
34
❄
❄❄
❄❄
45
❄
❄❄
❄❄
❄❄
??⑧⑧⑧⑧⑧⑧
· · ·
00
??⑧⑧⑧⑧⑧
11
??⑧⑧⑧⑧⑧
22
??⑧⑧⑧⑧⑧
33
??⑧⑧⑧⑧⑧
44
??⑧⑧⑧⑧⑧
(8.2)
with period 4, and with relations making all squares commute, and such
that the following composites are 0.
(a, a)→ (a, a+ 1)→ (a+ 1, a + 1) for all a ∈ Z
(a, a+ 2)→ (a+ 1, a+ 2)→ (a+ 1, a+ 3) if a ≡ 0, 1mod 4
(a, a+ 1)→ (a+ 1, a+ 1)→ (a+ 1, a+ 2) if a ≡ 3mod 4
By [32, Theorem 3.16] we know that the category of finitely presented mod-
ules modA
(2)
l has a 2Z-cluster tilting subcategory M
(2)
l . Explicitly, M
(2)
l
is the additive closure of the k-linear category given by the infinite periodic
quiver
002 // 012 //
❄
❄❄
❄❄
❄❄
022
❄
❄❄
❄❄
❄❄
113 // 123 //
❄
❄❄
❄❄
❄❄
133
❄
❄❄
❄❄
❄❄
224 // 234 //
❄
❄❄
❄❄
❄❄
244
❄
❄❄
❄❄
❄❄
· · · 001
??⑧⑧⑧⑧⑧⑧⑧
// 011
??⑧⑧⑧⑧⑧⑧⑧
❄
❄❄
❄❄
❄❄
112
??⑧⑧⑧⑧⑧⑧⑧
// 122
??⑧⑧⑧⑧⑧⑧⑧
❄
❄❄
❄❄
❄❄
223
??⑧⑧⑧⑧⑧⑧⑧
// 233
??⑧⑧⑧⑧⑧⑧⑧
❄
❄❄
❄❄
❄❄
334 // 344
❄
❄❄
❄❄
❄❄
445
??⑧⑧⑧⑧⑧⑧⑧⑧
// · · ·
000
??⑧⑧⑧⑧⑧⑧⑧
111
??⑧⑧⑧⑧⑧⑧⑧
222
??⑧⑧⑧⑧⑧⑧⑧
333
??⑧⑧⑧⑧⑧⑧⑧
444
??⑧⑧⑧⑧⑧⑧⑧
(8.3)
with period 4, and with relations
αj(a+ ei)αi(a)− αi(a+ ej)αj(a)
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for any vertex a = (a1, a2, a3) and integers 1 ≤ i, j ≤ 3, where e1 = (1, 0, 0),
e2 = (0, 1, 0) and e3 = (0, 0, 1) are the unit vectors and
αi(a) : a→ a+ ei
is defined to be the unique arrow if it exists, and 0 otherwise. In particular,
some of the relations are zero relations, for example (0, 0, 0) → (0, 0, 1) →
(0, 1, 1). Also, similar as in Proposition 2.22 in [32] the projective modules
in modA
(2)
l correspond precisely to the vertices (λ1, λ2, λ3) with λ1 = λ3 +
1− lλ3 . This correspond to the vertices
S :=
{(001), (011), (002), (012), (022), (113), (123), (133), (224), (234), (244)}
show in diagram (8.3). Also, as obtained in the proof of Proposition 2.25
in [32], the 2-syzygy of a non-projective object corresponding to a vertex
(λ1, λ2, λ3) is
Ω2(λ1, λ2, λ3) = (λ3 + 1− lλ3 , λ1 − 1, λ2 − 1)
A simple computation shows that
Ω2(444) = (233) Ω2(233) = (112) Ω2(112) = (000)
Ω2(344) = (223) Ω2(223) = (111) Ω2(111) = (000)
Ω2(334) = (222) Ω2(222) = (011) ∈ S
Ω2(333) = (122) Ω2(122) = (001) ∈ S
Hence, in 2ZM
(2)
l we have that any nonzero indecomposable object is iso-
morphic to (000, d) for some integer d ∈ Z. Also, a straightforward compu-
tation using Lemma 5.6 shows that
Hom
2ZM
(2)
l
((000, d), (000, d′)) =
{
0, if d 6= d′
k, if d = d′
This shows that as additive categories we have an equivalence
2ZM
(2)
l
∼=
⊕
i∈Z
mod k
Example 8.4. We continue with the notation of the previous example.
Consider the canonical automorphism φ : A
(2)
l → A
(2)
l sending a vertex (i, j)
to (i− 4, j − 4). Let φ∗ : modA
(2)
l → modA
(2)
l be the induced equivalence,
which sends a module M to M ◦ φ−1. Then φ∗ restricts to an equivalence
φ∗ : M
(2)
l →M
(2)
l
sending a vertex (a1, a2, a3) to (a1− 4, a2− 4, a3− 4). This follows from the
definition of the embedding M
(2)
l → modA
(2)
l , see [32, Proposition 1.12].
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Let
A˜2l′ = A
(2)
l /φ
be the orbit category. This is a higher Nakayama algebra of type A˜ with
Kupisch Series l′ = (3, 2, 3, 3), see [32, Definition 4.11]. The canonical func-
tor F : A
(2)
l → A
(2)
l /φ induces a restriction functor
F ∗ : Mod A˜2l′ → ModA
(2)
l
with left adjoint
F∗ : ModA
(2)
l → Mod A˜
2
l′ .
The functor F∗ is exact and restricts to a well-defined functor between the
categories of finitely presented modules
F∗ : modA
(2)
l → mod A˜
2
l′ .
see [13, Section 14.3]. Now the subcategory M
(2)
l′ := F∗(M
(2)
l ) is 2Z-cluster
tilting in mod A˜2l′ by [32, Theorem 4.12]. It follows from [13, Section 14.4]
that there exists an equivalence M
(2)
l′
∼=M
(2)
l /φ
∗ such that the composite
M
(2)
l
F∗−→M
(2)
l′
∼=
−→M
(2)
l /φ
∗
is just the natural projection functor. Now F∗ is exact and preserves pro-
jectives, and hence the computations of the projectives and the syzygies in
Example 8.1 are also valid for M
(2)
l′ . It follows that as additive categories
we have an equivalence
2ZM
(2)
l′
∼=
⊕
1≤i≤4
mod k
Finally, note that the module corresponding to vertex (344) is injective in
mod A˜2l′ , and by the computations of the syzygy above we see that it has
infinite projective dimension. This shows that algebra A˜2l′ is not Iwanaga-
Gorenstein.
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