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Abstract—Data-driven models analyze power grids under in-
complete physical information, and their accuracy has been
mostly validated empirically using certain training and testing
datasets. This paper explores error bounds for data-driven
models under all possible training and testing scenarios drawn
from an underlying distribution, and proposes an evaluation
implementation based on Rademacher complexity theory. We
answer critical questions for data-driven models: how much
training data is required to guarantee a certain error bound,
and how partial physical knowledge can be utilized to reduce the
required amount of data. Different from traditional Rademacher
complexity that mainly addresses classification problems, our
method focuses on regression problems and can provide a tighter
bound. Our results are crucial for the evaluation and application
of data-driven models in power grid analysis. We demonstrate the
proposed method by finding generalization error bounds for two
applications, i.e., branch flow linearization and external network
equivalent under different degrees of physical knowledge. Results
identify how the bounds decrease with additional power grid
physical knowledge or more training data.
Index Terms—Learning theory, Rademacher complexity,
power flow, linear regression, support vector machine
I. INTRODUCTION
Data-driven models are widely applied in power systems
to model the system stability, power grid control and op-
timization strategies, electrical consumer behaviors, etc. In
this paper, we focus on data-driven power grid steady-state
modeling that learns mappings and rules among the power
grid from operational data such as voltage and power injection,
e.g., data-driven power flow linearization [1], external power
network equivalence [2], optimal reactive power injections
learning [3], operational security region learning [4], etc. Data-
driven models are preferred when physical knowledge are too
complex [4], [5] or unavailable [2], [3], [6], or when the
power grid analysis involves non-parametric factors such as
renewable uncertainties [7], [8] or human behaviors [9], [10].
Nonetheless, the accuracy of data-driven models is usually
evaluated empirically on certain testing data and is often
unreliable over unfamiliar input data. Some recent works
address this problem by integrating partial physical knowledge
into data-driven models [2], [4], [11] that intuitively improve
the model accuracy. Some works exploit the vulnerability of
data-driven models [12] and enhance the robustness of the
models by learning under some adversarial cases [13]. Other
works predict the range of model inputs that incurs a certain
type of classification output, to increase the interpretability
of machine learning models [14]. However, these approaches
are unable to provide any theoretical conclusions about the
generalization error of the data-driven model, i.e., the model
error over all possible model outcomes.
The inability to bound the generalization error is a signifi-
cant obstacle that prevents widespread adoption of data-driven
models in the power industry. Power system operators must
estimate the worst-case model outcome (i.e., the upper bound
of errors) for robust operation, and must be able to explain and
reinforce the data-driven model with their physical knowledge
of the system. Besides, how much data is required to bound
a data-driven model to the desired accuracy is yet an open
question [15], as it closely relates to the data quality and model
complexity. Simply using more training data may not be ideal
due to the trade-off between stable performance and real-time
adaptivity [16], i.e., do we want to find a model that best
fits all known data, or do we only use recent datasets so the
model better adapts to changes in the system states or ambient
conditions.
We address the challenges as mentioned above by quantify-
ing a theoretical bound on generalization errors based on the
Rademacher complexity theory [17]. Rademacher complexity
is a notation of complexity that measures the richness of
a class of real-valued functions. Additionally, the bound of
Rademacher complexity has been further tightened based on
the fact that the worst-case performance of a data-driven model
is within a more favorable sub-function class [18], [19]. The
formulation is interpretable and has been applied to derive
generalization bounds in classification problems [20]. How-
ever, existing Rademacher complexity bounds for regression
problems are theoretically loose [21], and cannot consider the
integration of any physical knowledge. We propose a modified
Rademacher complexity (MRC) generalization bound that
is tighter for regression problems and incorporates physical
knowledge. The framework proposed in this work only focuses
on bounding the error of regression problems. We will also
briefly discuss how to extend the framework to classification
problems in Section III-D. We derive the bound using the
modified logarithmic Sobolev inequality [22] that satisfies
the conditions of regression problems (where the output of
the regression is continuous without explicit bound). The
contribution of our work is summarized as follows:
1) We provide a tighter bound than conventional
Rademacher complexity bound for the generalization
error in regression problems, which are typical for
conducting data-driven power grid analysis.
2) We show how much data is required to theoretically
bound a data-driven model under all possible training and
testing datasets drawn from an underlying distribution,
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2which is critical to guarantee the reliability of data-driven
models in power grid applications.
3) We quantify how physical knowledge can reduce gen-
eralization error by incorporating physical knowledge as
problem constraints in the MRC model.
4) Our method applies in power flow analysis and in external
network equivalence, which involves the use of linear
regression and support vector regression (SVR).
The remainder of this paper is organized as follows. Section
II introduces the preliminaries and the problem statements. In
section III, we propose the MRC generalization error bound,
which includes the theoretical results and the computation
methods. Section IV and section V provide the case studies.
Finally, section VI draws the conclusions.
II. PRELIMINARIES AND PROBLEM STATEMENT
A. Data-driven Power Grid Modeling
Fig. 1. Data-driven approach in power grid applications.
In this work, we focus on the problem of data-driven power
grid steady-state modeling. This type of problem starts from
acquiring data either generated or from measurement devices.
Then, a mapping function is learned in the formulation of
y = h(x). The input x can be power grid operational data
such as voltage, power injection, branch flow, etc. The output y
can be some power grid operational data [1], [2], some optimal
control rules [3], [11], or the current power grid status [4]. At
last, the data-driven models are used in power system analysis,
optimization, and control problems. The above process is
shown in Fig. 1. In this work, we mainly address the data-
driven modeling part to evaluate the generalization error of
function y = h(x).
B. Generalization Error
We start by introducing the formal definition of general-
ization error and the probably approximately correct (PAC)
learning framework, firstly proposed by Valiant [23]. Subse-
quently, further work on generalization error theory includes
Vapnik Chervonenkis (VC) dimension [24], PAC-Bayes [25],
and Rademacher complexity [17] have been established over
the PAC learning framework.
Definition 1 (Generalization error). Given a sample x ∈ X
from an underlying distribution D, a hidden ground truth map-
ping f(·), and a hypothesis class (a.k.a. a data-driven model
class such as linear regression) h ∈ H, the generalization error,
L(h), is:
L (h) = E
x∼D
[
l(h, x)
]
, (1)
where E denotes the expected value of random variables, and
l(h, x) is the loss function mapping from H×X → R.
The generalization error measures the performance over an
unseen data distribution D and cannot be precisely computed.
The training datasets are drawn fromt the unseen data distribu-
tion D. In this paper, we choose to bound the generalization
error to evaluate the model performance. The loss function
calculates the loss from an input hypothesis h and the sample
point x. In this paper, we use the absolute error as the loss
function:
l(h, x) = |f(x)− h(x)| . (2)
Definition 2 (Empirical error). The empirical error Lˆx(h) over
the m training samples {xi}mi=1 given a hypothesis h is:
Lˆx(h) =
1
m
m∑
i=1
l(h, xi) (3)
Note that although f(·) is unknown, f(xi) is known for
training sample xi. Our MRC theory is based on the prob-
ably approximately correct (PAC) learning framework, firstly
proposed by Valiant [23]. The PAC learning framework defines
the learnability of a hypothesis class:
Definition 3 (PAC learning). A hypothesis class H is said to
have generalization error  with probability 1− δ, if under the
unknown distributions D, the generalization error L (h) of any
hypothesis h ∈ H satisfies the following inequality:
Pr
x∼D
[L (h) ≤ ] ≥ 1− δ. (4)
The PAC learning framework utilizes the probably (at least
1−δ probability) approximately correct (at most  error under
unknown distributions) concept to describe the generalization
performance of a hypothesis.
The VC dimension is a pioneering theory to measure the
complexity of a hypothesis class [24] but does not consider
sample distributions, which makes VC bounds loose with a
conservative estimation of the generalization error [26]. PAC-
Bayes bound is a generic theory to evaluate generalization
errors in a Bayesian learning framework, which has been
extensively explored recently [27]–[29]. Different from other
theories that bound the generalization error L (h), PAC-Bayes
bounds the error according to a posterior distribution pˆi over
H: Eh∼pˆiL (h), where parameters in h are according to the
posterior distribution pˆi. This approach for measuring the
bound, though can help to develop better learning algorithms,
may lose their physical meaning in practical engineering
applications.
The Rademacher complexity bound uses the information of
the sample distribution and derives a tighter bound compared
to VC dimension [21]. It also directly bounds the L (h) com-
pared with the PAC-Bayes bound and shows great potential
in analyzing data-driven models of engineering problems. The
definition of the Rademacher complexity is as follows:
Definition 4 (Rademacher complexity [17]). Given samples
x = {xi}mi=1 ∼ D, the Rademacher complexity of a hypothe-
sis class H is
R(H) = E
x∼D
[
R̂(H)
]
. (5)
where R̂(H) is the empirical Rademacher complexity based
on the loss function of the samples, i.e.:
R̂(H) = E
σ
[
sup
h∈H
1
m
m∑
i=1
σil (h, xi)
]
. (6)
3where σ = (σ1, . . . , σm)
T are i.i.d. random variables with
Pr [σi = 1] = Pr [σi = −1] = 0.5, and sup denotes the
supremum of the formulation.
The Rademacher complexity measures the expected (Eσ)
richness of a function family H: how well functions in H
can best correlate (suph∈H) with random noise (σi). However,
the Rademacher complexity bound theory primarily handles
classification problems and is less often applied to regres-
sion problems [19], [20], [30], while numerical calculation
strategies of Rademacher complexity is seldom developed. We
therefore propose an MRC generalization bounds based on
the modified logarithmic Sobolev inequality [22], to provide a
tighter bound for regression problems. We show that although
Rademacher complexity is mostly developed for classification
problems, the MRC is also suitable for the regression problem.
C. Physical Knowledge in Data-driven Models
The physical knowledge space P describes what we know
about the target system in addition to measurements. For
instance, in power grid analysis, this includes the topology,
line impedance, or physical principles such as power flow
models. Incorporation of physical knowledge stabilizes data-
driven model performance as it reduces model complexity
by intersecting the hypothesis class space with the physical
knowledge space H ∩ P as shown in Definition 5.
Definition 5 (Data-driven models with physical knowledge).
Given samples x = {xi}mi=1 ∼ D and the physical knowledge
based space P derived from some physical rules, the model
aims at finding the hypothesis h ∈ H ∩ P while minimizing
the empirical error Lˆx(h).
In practice, physical knowledge P can be described as data-
driven model parameter constraints (i.e. p(x, h) ≤ 0) during
the training stage. For example, Yu et al. [2] added external
network parameter constraints (derived from system maximum
and minimum operating modes) to least squares regression
models; Karagiannopoulos et al. [11] added box constraints
(derived from imbalanced control penalties) to SVR models.
D. Problem Statement
We seek a generalization error bound  that reflects the
underlying hypothesis space H, the physical knowledge space
P , and the training samples x, formally stated as follows:
 = MRC (H ∩ P,x) (7)
Our proposed approach provides a way to benchmark the
choice of model, training data size, and physical knowledge
in data-driven grid modeling. For example, a linear regression
model with more regressors achieves better training results,
but its generalization error may increase due to over-fitting, as
illustrated in Fig.2(a); while some well established physical
knowledge improves the generalization error, this improve-
ment diminishes with larger training datasets, as illustrated
in Fig.2(b). The above statements will also be validated later
in the case study.
(a) (b)
Fig. 2. Illustration of how data-driven model complexity, physical knowledge,
and training data affect the generalization error. (a) The effects of data-driven
model complexity. (b) The effects of physical knowledge and training data.
III. THE MODIFIED RADEMACHER COMPLEXITY BOUND
In this section, we introduce the proposed MRC bound. We
first present the theoretical derivation of the bound. Then, we
adopt an iteration strategy to tighten the bound further. At last,
we provide the approach to evaluate the bound numerically.
A. Theoretical Result
We start by introducing the main Theorem, which states
that the empirical error of any hypothesis h in a class H(e)
(which will be defined later) can be bounded based on the
sample-based empirical Rademacher complexity:
Theorem 6 (Empirical modified Rademacher complexity
bound). We can bound the generalization error, for ∀δ ∈ (0, 1)
and ∀h ∈ H(e), with at least 1− δ probability:
L (h) ≤ Lˆx(h) + 2R̂(H(e)) + 3e
√
(2 log
2
δ
)/m, (8)
where Lˆx(h) is the empirical error as in Definition 2, δ is
the PAC learning probability as in Definition 3, m is the
sample size, and e is an upper bound of the mean square error
(MSE) over arbitrary m testing samples x = {xi}m ∼ D
after arbitrary m training samples ∀x′ = {x′i}m ∼ D, defined
below as:
1
m
m∑
i=1
l(h, xi)
2 ≤ e2, h ∈ H(e)
H(e) := {h = Tr(h′,x′),∀h′ ∈ H} ,
(9)
where Tr(·) is the training of the data-driven model, and H(e)
denotes the narrowed hypothesis class bounded by the MSE of
e2 after training any m samples. The Rademacher complexity
generalization can be intuitively interpreted as follows: The
generalization error of a trained hypothesis class H(e) has a
high probability of being large when: 1) the empirical error
(training error) is large (the first part of (8)); 2) the hypothesis
class H(e) is “complex” (the second part of (8)); 3) the
training sample size is small (the third part of (8)). The first
part of (8) can be obtained after training. The third part of (8)
can be directly calculated by the value of e, δ, and m. We will
introduce how to evaluate the second part in Section III-C.
Assumption (9) denotes that the MSE is bounded after
training arbitrary m samples. It is more flexible than assuming
the maximum value of the loss function l(h, xi) is bounded
in the traditional Rademacher complexity bound [17]. This is
4reasonable in classification problems yet difficult to be applied
in regression problems, because l(h, xi) may be extremely
large. In our MRC bound, however, one only needs to set an
upper bound of MSE, which is more applicable in regression
problems. We use an iterative strategy to configure the upper
bound for MSE, as shown in Section III-B.
The proof of Theorem 6 is based on two key results.
First, we show that the empirical error can be bounded by
the Rademacher complexity (which is the expectation of the
empirical Rademacher complexity) under 1− δ probability as
L (h) ≤ Lˆx (h) + 2R(H(e)) + e
√
(2 log
2
δ
)/m. (10)
whose proof is primarily based on the use of the modified
logarithmic Sobolev inequality from Section 6.4 of [22].
Starting with this inequality, we can derive the bound of the
generalization error L (h) from assumption (9). Still, the result
in (10) cannot be used directly to quantify the generalization
error, because we cannot obtain the value of Rademacher
complexity from the training samples x. Instead, we show that
the Rademacher complexity can be bounded by the empirical
Rademacher complexity, under 1− δ/2 probability:
R(H) ≤ R̂(H) + e
√
(2 log
2
δ
)/m, (11)
which is derived by combining (11) and (10). The full proof
is listed in the Appendix.
Remark 7 (Physical knowledge). The physical knowledge P
narrows the hypothesis space and reduces the Rademacher
complexity: R̂(H ∩ P) ≤ R̂(H). The bound in (8) is also
valid for R̂(H ∩ P).
B. Iteration Strategy
In this section, we implement an iteration strategy for the
configuration of the upper bound of the MSE e2. The basic
idea is to assume an initial e and narrow the e and L(h)
through iterations.
1) Step 1: Assume a large enough initial e. Set the maximum
iteration steps I and the current iteration step i = 1.
2) Step 2: Evaluate the generalization bound L (h) using
Theorem 6 (equation (8)).
3) Step 3: Update e by enew ← kL (h), where k is a
constant factor that represents how tight we can bound the
MSE (enew) of the next iteration from the mean absolute
error (MAE) bound (L(h)) of this iteration. See Appendix
for the configuration of factor k. If enew<e and i<I , set
i← i+ 1 and do Step 2. Else, do Step 4.
4) Step 4: Output the final generalization bound as L (h).
Finally, we divide the evaluation of L(h) in equation (8)
(in Step 2) into three parts: the empirical error, the empirical
Rademacher complexity, and the randomness of the sample
distribution. The iterative framework is shown in Fig.3.
C. Computation of Empirical Rademacher Complexity
To calculate the empirical Rademacher complexity as in
Definition 4, we generate n samples of the Rademacher
Fig. 3. Flowchart of modified Rademacher complexity bound evaluation.
variable vector σj ∈ {−1, 1}m each with m elements. The
empirical Rademacher complexity can thus be calculated using
the generated samples as
R̂(H(e) ∩ P) ≈ 1
n
n∑
j=1
Sup (σj ,x, l) (12a)
Sup (σj ,x, h) = sup
h∈H(e)∩P
1
m
m∑
i=1
σij l (h, xi) , (12b)
where σij denotes the ith element of the jth vector of
Rademacher variables σj . Afterwards, we cast the sup in (12b)
as a maximization problem:
max
h
m∑
i=1
σij l(h, xi) (13a)
m∑
i=1
[f(xi)− h(xi)]2 ≤ me2 (13b)
p(x, h) ≤ 0, (13c)
where the maximum value of (13a) is (1/m)Sup (σj ,x, h),
(13b) denotes the upper bound of MSE as assumed in (9),
and (13c) represents the physical constraints. The physical
constraints may relate to the samples x or the parameters
of the hypothesis h. Specified formulations of (13c) will be
demonstrated in Section IV and Section V.
Then, we cast the absolute value formulations in (13)
as a differentiable problem, by introducing complementary
auxiliary variables:
|f(xi)− h(xi)| = d+i + d−i , (14a)
f(xi)− h(xi) = d+i − d−i . (14b)
Applying the big M method, problem (13) becomes:
max
h,d+i ,d
−
i ,ui
m∑
i=1
σij
(
d+i + d
−
i
)
(15a)
h(xi)− f(xi) = d+i − d−i , ∀i (15b)
0 ≤ d+i ≤Mui, ∀i s.t. σij = +1 (15c)
0 ≤ d−i ≤M(1− ui), ∀i s.t. σij = +1 (15d)
m∑
i=1
(
d+i + d
−
i
)2 ≤ me2 (15e)
p(x, h) ≤ 0, (15f)
5where M denote the big M value, ui denotes the ith 0-1
decision variable. The big M related constraints (15c) and
(13c) ensure that at least one of d+i and d
−
i should be zero.
This is a necessary condition of the transformation in (14).
We only need to add the above constraints when σij = +1.
Because when σij = −1, minimizing d+i + d−i will guarantee
no violation of (15c) and (13c) [31]. Note that constraint (15e)
is non-convex. We adopt the following theorem to convexify
the problem.
Proposition 8. Assume after training of m samples, the MAE
has an upper bound for ∀S ∼ D:
(1/m)
m∑
i=1
|f (xi)− h (xi)| ≤ e. (16)
Then, the empirical Rademacher complexity under assumption
(16) (R̂′(H(e) ∩ P)) is the upper bound of the empirical
Rademacher complexity under assumption (9) (R̂(H(e)∩P)):
R̂(H(e) ∩ P) ≤ R̂′(H(e) ∩ P). (17)
Proof. Denote |f (xi)− h (xi)| = di. ∀h satisfies (9), we
have:
1
m
m∑
i=1
di ≤
(
1
m
m∑
i=1
di
2
)1/2
≤ e, (18)
where the first inequality holds by the general means in-
equality [32], the second inequality is from (9). Thus, any
hypothesis h that satisfies (9) also satisfies (16), which proves
(17).
From Proposition 8, we evaluate R̂′(H(e) ∩P) by substi-
tuting constraint (15e) to:
m∑
i=1
(
d+i + d
−
i
) ≤ me. (19)
In many applications, h (xi) and p(x, h) in (15) are linear or
quadratic corresponding to the parameters of h, thus the nu-
merical evaluation of R̂′(H(e)∩P) turns into a mixed-integer
linear programming (MILP) problem or a mixed-integer
quadratically-constrained programming (MIQCP) problem,
which can be solved by many commercial solvers such as
Gurobi and Cplex.
D. Other Machine Learning Problems
Our framework is generally applicable to supervised learn-
ing problems. That is, we can easily extend the MRC frame-
work to classification problems, where all the process is
the same with regression problems. Recall that the MRC is
designed to address the unbounded loss value of regression
problems. Thus, we can even more easily handle classification
problems because they have bounded outputs. Consider a bi-
nary classification problem with output set {0, 1}. Then we can
set the initial e = 1 and start the iteration in Section III-B. Still,
our framework is not applicable for unsupervised learning or
reinforcement learning problems. Future research will focus on
provable guarantees on those problems, especially with power
system knowledge embedding.
IV. BRANCH FLOW LINEARIZATION
A. Problem Formulation
The branch flow linearization problem searches for an
optimal mapping function between the branch flow and the
voltage of the connected buses from historical operational
data [1]. The linearized branch flow function has better per-
formance in terms of computational speed and convergence
guarantee in power flow applications, such as optimal power
flow computation [33], low observability state estimation [34],
and distributed voltage control problems [35]. For simplicity,
we only consider branch flow linearization in this paper,
which formulates the basis process of linearizing power flow
equations [36]. The well-known branch flow equations are as
follows:
Pij = gij
(
v2i − vivj cos θij
)− bijvivj sin θij (20a)
Qij = −bij
(
v2i − vivj cos θij
)− gijvivj sin θij , (20b)
where subscript i/j denote the bus number, vi/vj denote the
voltage magnitudes of bus i/j, and gij/bij , Pij/Qij , and θij
denote conductance/susceptance, active/reactive power flow,
and voltage angle of branch (i, j), respectively. In this paper,
we use the following linearized branch flow formulations:
hbfij (v, θ) = α
bf
1 v
2
i + α
bf
2 v
2
j + α
bf
3 θi + α
bf
4 θj + α
bf
5 , (21)
where hbfij (v, θ) denotes the linearized formulation of active
or reactive branch flow Pij or Qij , and α
bf
1 ∼ αbf5 denote the
parameters of hbfij (v, θ). In (21), branch flow is a linearized
form with respect to v2 and θ, which is a recommended
representation in [37]. The parameters of αbf1 ∼ αbf5 are
computed from historical operational data by the ordinary least
squares (OLS) regression algorithm. Parameters of different
systems and different branches are different, to best fit the
system and its operational characteristics.
B. Physical Knowledge
From (20) and (21), we can observe that the voltage angle
only appears in the form of θij . In other words, the coefficient
of θi is the negative of the coefficient of θj . Thus, we adopt
the following constraints as the physical constraints of the
problem:
−∆bf ≤ αbf3 + αbf4 ≤ ∆bf , (22)
where ∆bf is a non-negative small value. Furthermore, we can
obtain the expressions of αbf1 ∼ αbf5 by first order expansion,
and thus set the maximum and minimum bounds Bi
bf
and
Bi
bf considering the boundary operational conditions [2]:
Bi
bf ≤ αbfi ≤ Bi
bf
, i = 1 ∼ 5. (23)
Finally, set (21) as the hypothesis h in (15), and set (22) or
(23) as the physical constraints in (15f). The evaluation of
R̂′(H(e) ∩ P) then becomes an MILP problem.
6C. Numerical Results
We generate the data using Monte Carlo simulation, with
the aid of MATPOWER 6.0 [38]. Then, all the data are
normalized to the interval [0, 1]. The data generation strategy
of power system operational data is the same as in [1]. The
optimization problem is solved by Gurobi 8.1 with Python
interface. We use the IEEE 118-bus system in this case study.
Set the non-negative small value ∆bf = 10−2, the number of
Rademacher variables n = 10, the maximum iteration steps
I = 10, and the PAC learning probability δ = 0.05.
We analyze the generalization error of the reactive flow
in Branch #96, which has the largest training error in all
branches. The generalization error bounds of three cases under
different amount of training data are compared: 1) NonPhys:
Without any physical knowledge; 2) Angle: Consider the
voltage angle constraint (22); 3) Box: Consider the maximum
and minimum parameter bound constraints (23). Fig.4 shows
that the generalization error bound of all the three cases
decrease as the training data amount increases.
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NonPhys: without any physical-based knowledge
Angle: the voltage angle constraint
Box: the maximum and minimum bound constraints
Fig. 4. Comparisons of different physical knowledge in the case of reactive
branch flow of Branch #96. The total generalization bounds of methods
NonPhys, Angle, and Box under different amounts of training data are
compared. The training size ranges from 200 to 1200.
The addition of physical knowledge significantly decreases
the generalization error bounds, especially when the training
size is below 700. Furthermore, Box has a more significant
effect of reducing the generalization bounds than Angle. As
shown in Fig.4, to obtain the generalization bound of 0.1
p.u., the effect of physical knowledge Angle is equivalent to
nearly 50 snapshots of training data, while the effect of Box
is equivalent to nearly 100 snapshots. In practice, the above
results can be used to determine the size of training samples
and to design the implementation of physical knowledge.
Fig.4 suggests that the training size over 800 has less effect
to enhance the generalization behavior. From the proposed
theory, we suggest 800 training sample size is enough for this
problem. In addition, we can also conclude that the physical
knowledge Box is far more effective than Angle.
We then demonstrate different parts of the generalization
error bounds in each iteration step in Fig. 5. The complexity
of the data-driven model, the randomness of the sample
distribution, and the total generalization error bound decrease
through iterations. The total generalization bound difference
of NonPhys and Box increases through iterations. At iteration
step 1, the difference of the total generalization bounds is
small because the initial e is the same so that the randomness
1 2 3 4 5 6 7 8 9 10
Iteration Steps
0.00
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0.10
0.15
0.20
0.25
0.30
Er
ro
rs
NonPhys-Model
NonPhys-Sample
NonPhys-Total
Box-Model
Box-Sample
Box-Total
Fig. 5. Illustration of different parts of the generalization error bounds in
each iteration step. The bounds include the complexity of the data-driven
model (Model), the randomness of sample distribution (Sample), and the total
generalization error bound (Total). The training size is 500. Two cases are
compared: NonPhys and Box.
of the sample distribution is the same. Then, the difference
of the total generalization bounds results in the difference of
e in the next iteration step. Therefore, the small difference
accumulates through iterations and results in a significant
difference in Fig. 5.
Fig. 6. The probability density function (PDF) and the cumulative distribution
function (CDF) of the generalization gap Lˆxtest (h) − Lˆxtrain (h). The
PDF is shown by frequency (left vertical axis) while the CDF is shown by
percentage (right vertical axis). 20 training datasets are generated with each
dataset contains 800 samples. 40 testing datasets are generated to evaluate
the generalization performance. The bound value computed by (24) is also
marked in the figure.
Then, we demonstrate the tightness of the bound using some
testing scenarios. Recall that our bound in Theorem 6 is
valid for all possible training and testing data drawn from an
underlying distribution D. To test our bound under different
training and testing scenarios, we reformulate our bound as:
L (h)− Lˆx(h) ≤ 2R̂(H(e)) + 3e
√
(2 log
2
δ
)/m, (24)
where we bound the generalization gap L (h)−Lˆx(h) instead.
We first use the original sample x to evaluate the bound of
the generalization gap. Then we generate multiple training
and testing datasets {x1train,x2train, ...} and {x1test,x2test, ...}.
The difference of testing error and training error is calculated
7by Lˆxtest(h) − Lˆxtrain(h), where xtest is one of the testing
datasets, and xtrain is one of the training datasets.To test the
performance of bounding large possible generalization gaps,
we show the distribution of the generalization gap samples.
The probability density function (PDF), the cumulative dis-
tribution function (CDF), and the bound value are shown in
Fig. 6. The generalization gap follows a fat-tailed-distribution.
Large errors may occur with little possibility, which is the
reason to evaluate the bound rather than the mean value of
the generalization gap. From Fig. 6, our result can well bound
the generalization gap under the uncertainty of training and
testing scenarios.
V. EXTERNAL NETWORK EQUIVALENT
A. Problem Formulation
In interconnected power systems, the power flow model
of external networks can be simplified through an equiva-
lent network representation. Such equivalence is essential for
interconnected systems where the information is not shared,
and can also reduce the computational complexity of system
optimization problems. The equivalence model can be used
in a wide range of applications such as contingency analysis,
optimal power flow dispatch, and static voltage stability anal-
ysis, etc. In this section, we first use the model in [2] as shown
in Fig.7, where the border PMU data is used to estimate the
parameters of the model.
Fig. 7. The external network equivalence model in [2].
The model can be formulated as follows:
Pi = −PLi −
∑
j 6=i
Pij − Pie (25a)
Qi = −QLi −
∑
j 6=i
Qij −Qie + biv2i , (25b)
where Pi/Qi, PLi/QLi, Pij/Qij , and Pie/Qie denote the
active/reactive branch flow of the border bus i to the internal
network, the equivalent active/reactive load of border bus
i, the active/reactive branch flow from bus i to j, and the
active/reactive branch flow from bus ei to i, respectively.
By substituting the branch flow equations (20) into (25), the
active/reactive branch flow Pi/Qi can be formulated as:
hexi (v, θ)=
∑
j 6=i
[
αexj1(v
2
i −vivj cos θij)+αexj2vivj sin θij
]
+ αex3 v
2
i + α
ex
4 vi + α
ex
5 .
(26)
Similar to the case of branch flow linearization, the param-
eters αex =
[
αexj1 , α
ex
j2 , α
ex
3 , α
ex
4 , α
ex
5
]
can be obtained from
historical operational data by OLS algorithm.
The values of αex are related to the power system and its
operational characteristics. Thus, one can implement physical
knowledge to constrain the value of αex, see [2] for details.
Bex ≤ αex ≤ Bex. (27)
Fig. 8. The external network equivalence model using support vector
regression.
The above data-driven models are linear regression models.
To compare cases under different data-driven models, we
also implement the support vector regression (SVR) method
to learn the external network model. SVR has shown high
accuracy in learning power flow models with an appropriate
setting of inputs [39]. The SVR model does not have any
assumed physical circuits for the external network, as shown
in Fig. 8. Hence, the aforementioned physical knowledge (27)
can only be applied in linear regression method rather than
SVR method. For border bus i, we set the input vector as
xi = [vi, vj , sin θij , cos θij ], where j represents all other
border buses. Given m snapshots x1i . . .x
m
i , the SVR model
can learn the active/reactive branch flow from the following
formulation:
hsvri (xi) =
m∑
i=k
(
α+i − α−i
)K (xki ,xi)+ b, (28)
where α+i /α
−
i , b, and K(·) are the dual variables in the
SVR optimization process, the constant term, and the kernel
function, respectively. Note that for simplicity, we only intro-
duce the dual form of the SVR problem. The non-linearity of
the SVR comes from the kernel function K(·). Considering
the formulation of power flow equations, the second order
polynomial kernel has sufficient richness to learn the power
flow model:
K (xki ,xi) = (xki xTi + c)2 , (29)
where c is a constant term. The parameters α+i /α
−
i have two
characteristics: 1) The values are constrained considering the
optimization problem of SVR:
0 ≤ α+i ≤ C 0 ≤ α−i ≤ C, (30)
where the constant term C denotes the weight of loss in
the primal optimization problem. 2) α+i /α
−
i are sparse. α
+
i
is non-zero only when the difference of the real value
and the prediction value are larger than a threshold svr:
yi − hsvri (xi) > svr. Similarly, α+i is non-zero only when
hsvri (xi)− yi > svr. We adopt the big M method to satisfy
the aforementioned two characteristics:
M(u+i − 1) ≤ d+i − svr ≤Mu+i 0 ≤ α+i ≤ Cu+i (31a)
M(u−i − 1) ≤ d−i − svr ≤Mu−i 0 ≤ α−i ≤ Cu−i . (31b)
8B. Experimental Results
The experimental setup is the same as in Section IV.
Hyper parameters only in this Section are set as: C = 0.2,
svr = 0.01, and l = 2. We use the IEEE 39-bus system
in this case study, with external buses: #1-#2, #25-#30, and
#37-#39; border buses: #3, #9, and #17; and internal buses:
#4-#8, #10-#16, #18-#24, and #31-#36. We generate 500
snapshots of training data and test the accuracy on 500 newly
generated snapshots using the least squares method. The errors
of different methods on different border buses are listed in
Table I.
TABLE I
THE MEAN ABSOLUTE ERRORS OF DIFFERENT BORDER BUSES.
Pi, #3 Pi, #9 Pi, #17 Qi, #3 Qi, #9 Qi, #17
Errors 0.0408 0.0283 0.0534 0.0047 0.0352 0.0070
As shown in Table I, the active branch flow of border
bus #17 has the largest testing error. Hence, we evaluate the
generalization bound of the active branch flow of border bus
#17.
Three different methods are compared: 1) LR: The linear
regression model without any physical knowledge. Set (26) as
the hypothesis in (15); 2) LRBox: The linear regression model
with physical knowledge. Set (26) as the hypothesis in (15),
with the maximum and minimum parameter bound constraints
(27) as the physical constraints in (15f); 3) SVR: The SVR
model. Set (28) as the hypothesis in (15), with constraints (31)
added to the problem.
200 400 600 800 1000 1200
Training size
0.1
0.2
0.3
0.4
0.5
Er
ro
rs
 (p
.u
.)
LR: linear regression without any physical knowledge
LRBox: linear regression with box constraints
SVR: the support vector regression
Fig. 9. Comparisons of different models and physical knowledge in the case
of active branch flow of Branch #17. The total generalization bounds of LR,
LRBox, and SVR under different amount of training data are compared.
We bound generalization errors of methods LR, LRBox,
and SVR under different amount of training data, as shown
in Fig.9. An impressive result is that the generalization bound
of the linear regression model LR is larger than that of the
nonlinear SVR model. It is because without the physical
knowledge, the parameters of LR are not constrained. In
contrast, the parameters of SVR are constrained by (31). From
Definition 4, model LR has more richness to fit random noise
than SVR, and thus has larger Rademacher complexity. When
the physical knowledge is added to the linear regression model,
however, the generalization bound is significantly reduced. The
bound of LRBox is the lowest among all the methods. We can
conclude some suggestions that can help the implementation
of the data-driven methods in practice. The physical knowl-
edge has significant effect of improving the generalization
performance when training data size m ≤ 1000. Besides, it is
suggested that when physical knowledge of linear regression
method is not available (e.g., due to information barriers),
SVR has better generalization performance; and when physical
knowledge of linear regression method is available, LRBox
has better generalization performance.
Fig. 10. The boxplot of generalization gap of method LR, LRBox, and
SVR. All the models are trained with dataset Normal and are tested with
dataset Normal, Low, and High. 20 training datasets are generated with each
dataset contains 500 samples. 20 testing datasets are generated to evaluate the
generalization performance. The bound value computed by (24) is shown in
the dashed line.
Then, we use some generated testing scenarios to eval-
uate the bound under different models and different data
distributions. In details, we demonstrate the distribution of
generalization gap L (h) − Lˆx(h) for model LR, LRBox,
and SVR. We also show the result where the training datasets
and the testing datasets are from different distributions. Three
types of datasets are generated: 1) Low: Data are generated
under the load range of [0.85-0.95]; 2) Normal: Data are
generated under the load range of [0.95-1.05]; 3) High: Data
are generated under the load range of [1.05-1.15]. We train
the models with dataset Normal and test the model with
all the datasets. The generalization gap testing results and
the bound value are shown in Fig. 10. From the testing
result, the method with larger theoretical bound has a larger
generalization gap in testing scenarios. This provides evidence
that the theoretical MRC bound can shape the influence of
different models and physical knowledge on generalization
performance. In Fig. 10, the theoretical bound are much larger
than the empirical testing results (the Normal boxplot). One
reason is that the bound implements some inequalities that
is not tight enough, such as the bounded variance inequality
in Theorem 9 and the Jensen’s inequality in (38). Future
work will further improve the tightness by exploring more
concentration properties. Regarding the data distribution, the
proposed MRC bound assumes that the training and the testing
data are drawn from the same underlying distribution, so
that there is no theoretical guarantee the proposed method is
valid under different training and testing distributions. From
the testing results, all the models that use different testing
distributions have larger generalization gap than using the
9same distribution. In the above case, however, our bound is
conservative and can also bound the generalization gap results
from different datasets. Furthermore, the theoretical bound can
also evaluate the relative performance of different models and
physical knowledge when the distributions of testing datasets
and training datasets are different.
VI. CONCLUSION
Our work provides theoretical insights into the error bounds
of data-driven models in power grid analysis, accounting
for the influence of different data-driven models, physical
knowledge, and the amount of training data. We extend the
existing theory and propose a new MRC bound by adopt-
ing a new concentration inequality. Our proposed method
is theoretically tighter on regression problems. Furthermore,
the evaluation of the bound is formulated as a mathematical
programming problem, which can consider the effects of
physical knowledge in power grid analysis. We conduct two
case studies: branch flow linearization and external network
equivalent, to demonstrate how our MRC bound can be used
to evaluate the performance of different data-driven models.
Our work rethinks the design and validation of data-driven
models towards more wide-spread power industry applications.
Further research will focus on expanding the applications of
the proposed MRC bound method, improving the tightness of
the bound, and exploring provable guarantees on unsupervised
and reinforcement learning power system applications.
APPENDIX A
PROOF OF THEOREM 6
A. Proof of inequality (10)
For simplicity, we denote H(m) as H in the Appendix. We
firstly restate a theorem from Section 6.4 of [22].
Theorem 9 (Bounded variance inequality). Given function φ :
Xm → R, let:
ci = |φ (x1, . . . , xi, . . . , xm)− φ (x1, . . . , x′i, . . . , xm)| .
(32)
If φ satisfies:
∑m
i=1 c
2
i ≤ v , then for ∀t ≤ 0:
Pr [φ (x1, . . . , xm)−E [φ (x1, . . . , xm)] ≥ t]≤e−t2/2v. (33)
The bounded variance inequality develops the concentration
property of function φ under a bounded variance assumption.
It is a mild assumption compared with the McDiarmid’s
inequality [22] used in traditional Rademacher complexity
bound. Then we introduce the following Lemma to discover
the relationship between L (h) and Lˆx (h):
Lemma 10. Set φ as the supreme delta value of the general-
ization error and the empirical error:
φ (x1, . . . , xm) = sup
h∈H
(
L (h)− Lˆx (h)
)
(34a)
= sup
h∈H
(
L (h)− 1
m
m∑
i=1
|f(xi)−h(xi)|
)
(34b)
Then, under the assumption in (9), for ∀δ ∈ (0, 1), with
probability at least 1− δ, the following holds:
φ (x1, . . . , xm)≤ E
x∼D
[φ (x1, . . . , xm)]+e
√
(2 log
2
δ
)/m.
(35)
Proof. From the definition of (32) and (34b), we have:
ci = (1/m) |f (xi)− h (xi)| . (36)
From assumption (9), we have:
m∑
i=1
c2i =
1
m2
m∑
i=1
[f (xi)− h (xi)]2 ≤ e
2
m
= v. (37)
Apply Theorem 9 with v = e2/m and t = e
√
2 log(2/δ)/m
and finish the proof.
Then, from the definition of (34), we have:
E
x∼D
[φ (x1, . . . , xm)]= E
x∼D
[
sup
h∈H
(
L(h)− Lˆx(h)
)]
(38a)
= E
x∼D
[
sup
h∈H
(
E
x′∼D
(
Lˆx′ (h)
)
− Lˆx(h)
)]
(38b)
= E
x∼D
[
sup
h∈H
(
E
x′∼D
(
Lˆx′ (h)− Lˆx(h)
))]
(38c)
≤ E
x,x′∼D
[
sup
h∈H
(
Lˆx′ (h)− Lˆx(h)
)]
, (38d)
where (38b) denotes the fact that generalization error is the
expectation of empirical error over x′ ∼ D; (38c) uses the
fact that sample x and x′ are independent; and (38d) holds by
the Jensen’s inequality [40], using the convexity of supremum
function: sup[E(x)] ≤ E[sup(x)].
We build sample set xˆ and xˆ′ from x and x′, by randomly
swapping samples between x and x′ with the probability of
0.5. Denote xi ∈ x and x′i ∈ x′. Recall the definition of
Rademacher variables σ in Definition 4, we have:
Lˆxˆ′ (h)− Lˆxˆ(h) = 1
m
m∑
i=1
σi (l(h, x
′
i)− l(h, xi)) . (39)
Since x, x′, xˆ, and xˆ′ are from same distribution, we have:
E
x,x′∼D
[
sup
h∈H
(
Lˆx′(h)−Lˆx(h)
)]
= E
xˆ,xˆ′∼D
[
sup
h∈H
(
Lˆxˆ′(h)−Lˆxˆ(h)
)]
(40a)
= E
x,x′∼D,σ
[
1
m
sup
h∈H
(
m∑
i=1
σi (l(h, x
′
i)− l(h, xi))
)]
(40b)
≤E
x′∼D,σ
[
1
m
sup
h∈H
m∑
i=1
σil (h, x
′
i)
]
+ E
x∼D,σ
[
1
m
sup
h∈H
m∑
i=1
−σil (h, xi)
]
(40c)
= 2 E
x∼D,σ
[
1
m
sup
h∈H
m∑
i=1
σil (h, xi)
]
= 2R(H), (40d)
where (40b) comes from (39); (40c) holds by the sub-additivity
of supremum function sup(x + y) ≤ sup(x) + sup(y);
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(40d) holds by Definition 4. Finally, the proof is finished by
combining Lemma 10 and (38)-(40):
L (h)− Lˆx (h) ≤ sup
h∈H
(
L (h)− Lˆx (h)
)
(41a)
≤ 2R(H) + e
√
(2 log
2
δ
)/m. (41b)
Eq. (41) denotes the term in (41b) can bound the maximum
generalization gap for h ∈ H. This is the reason that Theo-
rem 6 is valid for all possible training and testing scenarios.
B. Proof of inequality (11)
Apply Theorem 9 with φ (xi . . . xm) = R̂(H). Similar
with (36)-(37), we set
∑m
i=1 c
2
i ≤ v = e2/m. Set t =
e
√
2 log(2/δ)/m and finish the proof.
APPENDIX B
CONFIGURATION OF k IN STEP 3
The factor k is used to update the bound of MSE by
enew ← kL (h), where enew2 is the bound of MSE and
L(h) is the bound of MAE. The enew is used to calculate
the empirical Rademacher complexity R̂′(H(enewcomp)∩P) and
the sample uncertainty 3enewsamp
√
2 log(2/δ)/m. k is different
for the update of enewcomp and e
new
samp.
For the update of enewcomp, k = 1. Because although we
set enewcomp
2 as the bound of MSE, the empirical Rademacher
complexity is calculated under the bound of MAE as we derive
from Proposition 8. Hence, the L(h) of this iteration can be
directly used as enewcomp = L(h) in the next iteration.
For the update of enewsamp, k is determined by the following
inequality, indicating that the square root mean is smaller than
the arithmetic mean times k.(
1
m
m∑
i=1
l(h, xi)
2
)1/2
≤ k
(
1
m
m∑
i=1
l(h, xi)
)
. (42)
In practice, k can be obtained by assuming a certain distribu-
tion of the error and then sampling on this distribution. For
example, we assume the error f(xi)−h(xi) follows a Gaussian
distribution in the case study. Then we sample the ratio of the
square root mean to the arithmetic mean of l(h, xi) and find
that the value of k = 1.4 can bound the ratio under Gaussian
assumption. One can also apply different assumptions on the
error distribution to get the value of k.
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