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Para mi abuelo
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Era com si per fi travesse´s la porta del
rebedor on la seva mare s’havia arrapat
fent aquell plany llarg i discontinu. Havia
travessat la porta i deia que no. I en Jordi
intenta` d’estre`nyer-la ben fort, com abans,
i li va preguntar, e´s que hi ha un altre
home a la teva vida? E´s que l’estimes, e´s
que vols viure amb ell? I l’Agne`s nome´s va
somriure.
Montserrat Roig, L’hora violeta
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Abstract
Nowadays we are moving towards an increasingly digital society. The exponential technological
progress is the main explanation of this phenomenon. Computer science and numerical analysis have
experienced a tremendous growth in a few decades: it was just fifty years ago that the man arrived to
the Moon with a computer several times bigger than a smartphone but with a computational capacity
and memory much more limited.
Despite these impressive breakthroughs, there are many problems in fields so little related as biology,
social dynamics, quantum mechanics or economics that involve a large number of variables -and
therefore are defined in high dimensional spaces- that remain unaffordable. Stochastic techniques
have been traditionally one way of approaching these models; nevertheless, these strategies have their
own challenges.
That is why model order reduction is so important. Model order reduction techniques are used for
solving multidimensional and parametric problems. One of them is the proper generalized decompo-
sition, which makes use of separated representations computed on the fly.
The proper generalized decomposition supplies a setting in which the parameters are treated as extra-
coordinates of the problem and enables the recknoning of a “computational vademecum” in one go.
Taking advantage of these characteristics along with the high performances that hybridization of
discontinuous Galerkin has in comparison with other finite element methods (natural stabilization
of the solution, optimal convergence of the variables, etc.) is the main reason to combine both
formulations and to develop the corresponding numerical implementation.
Keywords: model order reduction techniques, proper generalized decomposition, finite element
method, hybridizable discontinuous Galerkin, parameterized Poisson problem.
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1 Introduction
In 1969 the man arrived to the Moon with a computer several times bigger than a smartphone but
with a computational capacity and memory much more limited. A few years before, in 1965, Gordon
Moore stated that the number of components (transistors) per integrated circuit would double every
two years approximately, and therefore the technological improvement would follow an exponential
growth. This prediction, known as “Moore’s law”, has been confirmed up to today.
It is obvious that this cannot keep progressing at the same rate forever: nowadays the dimensions of
transistors are less than micrometers and approaching the nanometric scale, and hence it is unavoid-
able to undergo quantum mechanical effects. It is true that quantum mechanics is a double-edged
sword, because if ever quantum computing and qubits are a tangible reality, parallel processing -and
consequently the number of operations done per second by a computer- would experiment a tremen-
dous boost. But it is not just a matter of quantity. Physical processess are hugely complex -even
the most simple ones we can think of for sure they have small details that we overlook or we simply
ignore-, and when we are trying to explain them through our language (maths) we need to make
certain hypotheses. So it is also a matter of simplicity properly reasoned.
Hybridization of discontinuous Galerkin has become popular in large part thanks to its high perfor-
mances: supplying a natural stabilization to the solution, providing an optimal convergence of both
the primal and dual variables of the mixed formulation, which allows the possibility to perform a
postprocess in order to get a superconvergent solution, and reducing the total degrees of freedom
-and thus the computational cost- in comparison with other discontinuous Galerkin methods while
preserving some of their advantages.
And it is a matter of affordable generality too. What happens if we want to find the solution of a
parametric problem not only for a particular case but for any possible value of the different parameters
playing a role in it? What if these parameters can be the material properties, the geometry or even
the boundary conditions? It is computationally unattainable to solve one by one all these problems
when the number of parameters governing the equations increases.
The proper generalized decomposition supplies a model order reduction setting in which the param-
eters are treated as extra-coordinates of the problem and enables the reckoning of a computational
vademecum in one go. But reducing the dimensions of the problem does not come for free. If we
consider that the parameters are not really parameters but variables, then we must behave towards
them as what they actually are, modifying adequately the weak forms so as to include them in the new
formulation. There is also the error in the solution, presumably greater than the one we would obtain
if we solved all and each one of the parametric problems with a standard finite element technique.
One can easily find examples of proper generalized decompositions (PGD) developed for finite element
methods such as continuous Galerkin (CG) or classical discontinuous Galerkin (DG), but not in the
case of hybridizable discontinuous Galerkin (HDG); in large part because it was unearthed in the last
decade. Knowing the set of benefits of the two formulations, it seems logical to take the next step
and combine them.
The work is structured in the following sections:
1. An introduction to the hybridizable discontinuous Galerkin method for second order elliptic
problems, defining the functional and interpolation settings, detailing the strong and weak forms,
presenting the corresponding discrete equations, and talking about the convergence of the solu-
tion.
2. A general description of the proper generalized decomposition, explaining its mathematical
structure, the enrichment process and the stopping criteria.
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3. A report of the merge of hybridizable discontinuous Galerkin and the proper generalized decom-
position for parameterized Poisson’s equation, deducing step by step the resulting equations and
itemizing the different numerical implementation strategies.
4. A section devoted to present numerical examples, from lowest to highest degree of difficulty, and
that seeks both checking the good functioning of the code and contrasting the results with the
theoretical aspects.
5. A short section where we spell out which is the future work left by this master’s thesis, in part
corresponding to work developed yet not finished, in part concerning the physical problem that
originally motivated to develop the combination of both formulations: microswimmers.
Out of what is the body of the work there is the appendix. It is the place for all the little details that
are skipped throughout the central part of the written report for briefness but that are necessary to
fully understand the different concepts appearing in the work. These details have to do with the weak
forms and with their implementation technicalities.
Poisson’s equation is an elliptic partial differential equation commonly used in physics to describe
the potential field induced by a given charge or mass distribution. But the fields in which can be
applied are not only gravitation and electrostatics. Its homogeneous form is Laplace’s equation,
which also appears very frequently in physics because it is the equation depicting the steady-state of
heat transfer. And in fluid mechanics, starting from the Navier-Stokes equations for incompressible
fluids and taking the viscous limit -what gives rise to the Stokes equations-, it is direct to recover
Poisson’s equation by considering that the flow is irrotational as well. To assume that the flow comes
from a potential function is not a weird approximation, in fact it is often employed in aerodynamics
to portray the phenomena occuring around the wings of an airplane; it is true, though, that in this
case the departure point are not Stokes equations but Euler ones, that correspond to the non-viscous
limit of the Navier-Stokes equations.
Our world is full of swimming microorganisms: the algae in the oceans, the bacteria that inhabit
our guts, the spermatozoa that fertilize the ovum, etc. We would not be lying if we said that we
are to some extent familiarized with them. But with what we are by no means familiarized is with
the problems of swimming at their scale: the physics governing swimming at the microscopic scale
is radically different from the one prevailing at the macroscopic scale; theirs is a world where the
Reynolds numbers can only be low, what implies that inertia does not exist for them and that the
unique way they have to advance is by exploiting the viscous resistance of the surrounding fluid[1][16].
As we will see, reciprocal motions are not allowed in this context because any forward movement, due
to the linearity and the symmetry under time reversal of the equations, would be exactly cancelled
out by its corresponding backward stroke[1][24]. There are different models trying to reproduce the
dynamics of microswimmers, and they can be labeled according to the number of parameters on which
they depend; when the number of parameters is two we have the pushmepullyou swimmer or the three
linked spheres, among others[4].
The three linked spheres consists in, as its name indicates, three joined spheres performing relative
movements in straight line (approach and removal) in order to find a non-cyclic motion that enables
them to advance. The pushmepullyou swimmer is both more intuitive and efficient than the three
linked spheres[4], and it is conformed by two spheres that can exchange mass in addition to varying
their relative distance.
But why bother trying to understand the physical behaviour of these tiny beings? Simply by knowl-
edge? It is evident that any knowledge is positive in itself, but it is no less true that any technological
advance is based on improvements in the understanding of the reality that surrounds us. Nature is
wise, and getting inspired by or imitate her physical manifestations should be the usual. We need to
learn from her if we want to make our society go forward.
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2 Hybridizable discontinuous Galerkin (HDG) for second or-
der elliptic problems
2.1 Introduction
Discontinuous Galerkin (DG) techniques were introduced by Reed and Hill in 1973 [22]. In the be-
ginning they were mainly used to face problems in electromagnetism and fluid dynamics, but their
capability of providing a natural stabilization to the solution has carried DG methods beyond what
originally were developed for. This natural stabilization has to do with the fluxes imposed on the in-
terfaces between elements; in other words, with the fluxes that look for an inter-element continuity[23].
More recently, hybrid DG methods have gone one step further. Hybridization of discontinuous
Galerkin comes from the mixed methods of Raviart and Thomas (1977)[3][21], where the continu-
ity constraint instead of being imposed in the finite element space is enforced by means of Lagrange
multipliers on the inter-element boundaries. Quoting Ciarlet (2002), a hybrid method is “any finite
element method based on a formulation where one unknown is a function, or some of its derivatives,
on the set Ω, and the other unknown is the trace of some of the derivatives of the same function, or
the trace of the function itself, along the boundaries of the set”[9].
The idea was exploited by Cockburn and Gopalakrishnan to develop the hybridizable discontinuous
Galerkin (HDG) method for second order elliptic problems [10][11][12].
Hybridization of discontinuous Galerkin reduces the globally coupled degrees of freedom in comparison
with other DG methods and have comparable cost (in terms of floating point operations) to continuous
Galerkin (CG) techniques; at the same time it owns some characteristic advantages of DG methods,
such as block structured information and element-by-element operations, which helps in an important
way to enhance its perfomance compared to CG because parallel processing and memory acces are
crucial for the final runtime. Moreover, hybridization of discontinuous Galerkin provides optimal
convergence of both the primal and dual variables of the mixed formulation, which is the essential
fact that allows to get a superconvergent solution if we perform an appropiate postprocess.
All the theory presented in this section is developed more exhaustively in Sevilla, R. and Huerta, A.
(2016)[23].
2.2 Problem statement
Let Ω ∈ Rnsd be an open bounded domain with boundary ∂Ω and nsd the number of spatial dimensions.
The strong form for the second order elliptic problem can be written as
−∇ ·∇u = f in Ω,
u = uD on ΓD,
n ·∇u = t on ΓN ,
(1)
where the whole boundary is formed by the union of the Dirichlet ΓD and Neumann ΓN boundaries
∂Ω = ΓD ∪ΓN (ΓD ∩ΓN = ∅), f ∈ L2(Ω) is the source term, t is the prescribed flux on the Neumann
boundary and uD the corresponding value of the solution on the Dirichlet boundary, and n is the
outward unit normal vector to ∂Ω. Obviously other sorts of boundary conditions can be considered
-i.e. Robin-, but here they will be left aside.
Consider that the domain Ω can be splitted in nel disjoint subdomains Ωi.
Ω =
nel⋃
i=1
Ωi, Ωi ∩ Ωj = ∅ for i 6= j
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We define the internal face Γ as the union of the boundaries of each subdomain ∂Ωi not belonging to
the external boundary ∂Ω.
Γ :=
(
nel⋃
i=1
∂Ωi
)
\∂Ω (2)
Then we can write an equivalent strong form for this problem in the broken computational domain
−∇ ·∇u = f in Ωi, for i = 1, ...,nel
u = uD on ΓD,
n ·∇u = t on ΓN ,JunK = 0 on Γ,Jn ·∇uK = 0 on Γ,
(3)
where J.K represents the operation JK = i +j ,
that is, along each portion of the interface Γ, summing the values from the left and from the right of
Ωi and Ωj . In fact, the last two equations correspond to the imposition of the continuity of both the
original unknown of the problem u and the normal fluxes along the internal interface Γ.
Remark 2.1 The outward unit normal vector n is always required to define properly the fluxes along
the interfaces. The jump operator J.K returns functions in the same space as the argument.
Finally, a new variable depending on the derivatives of the unknown function q = −∇u is introduced
in order to transform the original second order elliptic problem into a first order system of differential
equations. 
∇ · q = f in Ωi, for i = 1, ...,nel,
q +∇u = 0 in Ωi, for i = 1, ...,nel,
u = uD on ΓD,
n · q = −t on ΓN ,JunK = 0 on Γ,Jn · qK = 0 on Γ.
(4)
Remark 2.2 “u” is known as the primal variable and “q” receives the name of dual variable.
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2.3 Functional and interpolation setting
Let (·, ·)D be the L2 scalar product in any subdomain D ⊆ Ω
(u, v)D =
∫
D
u v dΩ and (u,v)D =
∫
D
u · v dΩ
for scalars and vectors respectively.
Let < ·, · >S be the L2 scalar product in any subdomain S ⊆ Γ ∪ ∂Ω
< u, v >S=
∫
S
u v dΓ and < u,v >S=
∫
S
u · v dΓ
for scalars and vectors respectively.
We introduce the following scalar and vector spaces:
W(D) = {w ∈ [H1(D)]nsd , D ⊆ Ω},
V(D) = {v ∈ H1(D), D ⊆ Ω},
M(S) = {vˆ ∈ L2(S), S ⊆ Γ ∪ ∂Ω}.
An their discrete finite element versions:
Wh(Ω) = {w ∈ [L2(Ω)]nsd , w|Ωi ∈ [Pp(Ωi)]nsd ∀Ωi} ⊂W(Ω),
Vh(Ω) = {v ∈ L2(Ω), v|Ωi ∈ Pp(Ωi) ∀Ωi} ⊂ V(Ω),
Mh(S) = {vˆ ∈ L2(S), vˆ|Γi ∈ Pp(Γi) ∀Γi ⊂ S ⊆ Γ ∪ ∂Ω} ⊂ M(S),
where Pp(Ωi) and Pp(Γi) denote the spaces of polynomial functions of degree at most p (p ≥ 1) in Ωi
and Γi respectively.
Remark 2.3 The space Mh is defined over all the mesh skeleton interior Γ and over the Neumann
boundary ΓN .
These spaces give rise to an element-by-element nodal interpolation of the corresponding variables.
q ≈ qh =
nen∑
j=1
Njqj ∈Wh, (5a)
u ≈ uh =
nen∑
j=1
Njuj ∈ Vh, (5b)
uˆ ≈ uˆh =
nfn∑
j=1
N̂j uˆj ∈Mh(Γ ∪ ΓN ) orMh(Γ), (5c)
where qj and uj are the nodal values of the variables q and u respectively, and Nj the polynomial
shape functions of order p in each element, being nen the number of nodes per element. Analogously,
uˆj are the nodal values of uˆ, and N̂j the polynomial shape functions of order p in each element face
(or edge in two dimensions), with nfn the number of nodes per face.
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It is important to remark that the vectors ui and qi are defined for each element i = 1, ...,nel
independently, while uˆ is defined globally over the mesh skeleton (faces). The dimensions of ui and
qi are fixed once the number of elements is chosen and the spatial dimension of the problem is
established, and they are equal to nen and nsdnen respectively; however, the dimension of uˆ depends
on the boundary conditions of the problem because it is directly proportional to the number of nodes
on Γ ∪ ΓN or on Γ.
dim(uˆ) =
nef∑
k=1
nkfn,
where nef is the number of element faces in the mesh skeleton and n
k
fn the number of nodes in the kth
face.
As explained in Cockburn[11], the HDG method solves the problem (4) in two phases: first, a local
element-by-element problem is defined with (q, u) as unknowns, and then a global problem is settled
down to obtain the traces of u on the element boundaries -that is uˆ-. The local problem provides
qi := q|Ωi and ui := u|Ωi for i = 1, ...,nel as functions of the variable uˆ, which is acting as Dirichlet
boundary condition along the interface Γ ∪ ΓN .
There are different options for the implementation, but in our case we are going to focus on the
symmetric local problem one.
2.4 The hybridizable discontinuous Galerkin
2.4.1 The strong forms
Following the classical formulation detailed in Nguyen[19], the problem stated in (4) can be splitted
into two equivalent problems: a local element-by-element problem with Dirichlet boundary conditions,
and a global problem that corresponds to the imposition of the Neumann boundary conditions and
the so-called transmission conditions.
Local element-by-element problem
∇ · qi = f in Ωi for i = 1, ...,nel,
qi +∇ui = 0 in Ωi,
ui = uD on ∂Ωi ∩ ΓD,
ui = uˆ on ∂Ωi\ΓD.
(6)
Some comments on the local problem: in each element Ωi this problem gives rise to an element-by-
element solution qi and ui -which actually can be computed independently element by element- as a
function of the unknown uˆ ∈ L2(Γ ∪ ΓN ), that in turn is assumed given.
Global problem 
JunK = 0 on Γ,Jn · qK = 0 on Γ,
n · q = −t on ΓN .
The transmission conditions are imposed to ensure the inter-element continuity of the variables q and
u when considering the broken domain. The first equation JunK = 0 imposes the continuity of u along
Γ, but u = uˆ on Γ by the local problems (6); therefore, the continuity of the variable u is imposed
automatically because uˆ is the same in adjacent elements JuˆnK ≡ 0.
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So the global problem is reduced to the transmission condition equation associated to q and the
equation imposing the Neumann boundary condition.{Jn · qK = 0 on Γ,
n · q = −t on ΓN .
(7)
Due to the fact that the global problem is computed once all the local problems have been solved,
and consequently both u and q are functions of the variable uˆ, its solution is uˆ itself. And once we
have computed uˆ, it is direct to recover the original local unknowns (q, u) from it.
2.4.2 The weaks forms
The weak forms of both the local and global problems are obtained after multiplying the correspond-
ing equations by a proper test function belonging to the same space of the variable of interest and
integrating over their domain.
Local element-by-element problem
The problem in (6) is totally equivalent to say:
“Given uD on ΓD and uˆ on Γ ∪ ΓN , find (qi, ui) ∈W(Ωi)× V(Ωi) for i = 1, ...,nel that satisfies
−(∇v, qi)Ωi+ < v,ni · q̂i >∂Ωi = (v, f)Ωi ,
−(w, qi)Ωi + (∇ ·w, ui)Ωi =< ni ·w, uD >∂Ωi∩ΓD + < ni ·w, uˆ >∂Ωi\ΓD
∀ (w, v) ∈W(Ωi)× V(Ωi).”
Remark 2.4 Using this formulation we are imposing the Dirichlet boundary conditions in a weak
form. This includes both uD and uˆ, because they both act as Dirichlet boundary conditions for the
local element-by-element problems.
Although the numerical traces of the fluxes are formally ni ·q̂i = ni ·qi, for stability reasons in practice
they are defined element-by-element as
ni · q̂i :=
{
ni · qi + τi(ui − uD) on ∂Ωi ∩ ΓD,
ni · qi + τi(ui − uˆ) on ∂Ωi\ΓD,
(8)
where τi is a stabilization parameter defined in each element that has a significant effect on the
convergence and stability of the method. Such a definition for the numerical traces is mathematically
consistent since ni · q̂i = ni · qi when ui = uD or ui = uˆ. The influence of the stabilization parameter
has been studied extensively by Cockburn and coworkers (see for instante [10][11][12]) and Nguyen
[19].
Considering the above definition of the numerical fluxes, the weak form of the local problem in each
element (i = 1, ...,nel) reads as
< v, τiui >∂Ωi −(∇v, qi)Ωi+ < v,ni · qi >∂Ωi = (v, f)Ωi+ < v, τiuD >∂Ωi∩ΓD + < v, τiuˆ >∂Ωi\ΓD ,
(9a)
−(w, qi)Ωi + (∇ ·w, ui)Ωi =< ni ·w, uD >∂Ωi∩ΓD + < ni ·w, uˆ >∂Ωi\ΓD . (9b)
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Remark 2.5 (Symmetric Dirichlet local problem) There are different ways of symmetrizing the local
problem, but the most common is to integrate by parts the second term of the left-hand-side in (9a)
and apply the divergence theorem to transform the volume integral into a surface integral, thereby
cancelling out the third term on the l.h.s.
And this is the final expression we are going to work with.
< v, τiui >∂Ωi +(v,∇ · qi)Ωi = (v, f)Ωi+ < v, τiuD >∂Ωi∩ΓD + < v, τiuˆ >∂Ωi\ΓD , (10a)
(∇ ·w, ui)Ωi − (w, qi)Ωi =< ni ·w, uD >∂Ωi∩ΓD + < ni ·w, uˆ >∂Ωi\ΓD . (10b)
Global problem
The problem in (7) is completely equivalent to say:
“Find uˆ ∈M(Γ ∪ ΓN ) such that
nel∑
i=1
< vˆ,ni · q̂i >∂Ωi\∂Ω +
nel∑
i=1
< vˆ,ni · q̂i + t >∂Ωi∩ΓN= 0 ∀ vˆ ∈M(Γ ∪ ΓN ).”
Replacing the numerical fluxes in (8) in the last equation we get the final expression of the global
weak problem.
nel∑
i=1
{
< vˆ, τiui >∂Ωi\ΓD + < vˆ,ni · qi >∂Ωi\ΓD − < vˆ, τiuˆ >∂Ω\ΓD
}
= −
nel∑
i=1
< vˆ, t >∂∩ΓN (11)
2.4.3 The discrete forms
The discrete forms of the weak problems are a consequence of taking the unknowns q ∈ W , u ∈ V
and uˆ ∈ M as their approximations in the discrete finite element spaces q ≈ qh ∈Wh, u ≈ uh ∈ Vh
and uˆ ≈ uˆh ∈Mh.
Now the local problems are:
“Find (qhi , u
h
i ) ∈Wh(Ωi)× Vh(Ωi) for i = 1, ...,nel satisfying
< v, τiu
h
i >∂Ωi +(v,∇ · qhi )Ωi = (v, f)Ωi+ < v, τiuD >∂Ωi∩ΓD + < v, τiuˆh >∂Ωi\ΓD , (12a)
(∇ ·w, uhi )Ωi − (w, qhi )Ωi =< ni ·w, uD >∂Ωi∩ΓD + < ni ·w, uˆh >∂Ωi\ΓD (12b)
∀ (w, v) ∈Wh(Ωi)× Vh(Ωi).”
Whereas the global one is:
“Find uˆh ∈Mh(Γ ∪ ΓN ) such that
nel∑
i=1
{
< vˆ, τiu
h
i >∂Ωi\ΓD + < vˆ,ni · qhi >∂Ωi\ΓD − < vˆ, τiuˆh >∂Ω\ΓD
}
= −
nel∑
i=1
< vˆ, t >∂∩ΓN (13)
∀ vˆ ∈Mh(Γ ∪ ΓN ).”
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Theorem 2.1 (Well posedness of the local problem (Cockburn 2009[11])) The local solver defined by
(12) on Ωi for i = 1, ...,nel is well defined if τi > 0 on ∂Ωi and ∇Vh(Ωi) ⊂Wh(Ωi).
Proof. For homogeneous conditions (i.e. uD = 0, uˆ
h = 0 and f = 0) and for (w, v) := (qhi , u
h
i ),
equations (12) read as
< uhi , τiu
h
i >∂Ωi +(u
h
i ,∇ · qhi )Ωi = 0,
(∇ · qhi , uhi )Ωi − (qhi , qhi )Ωi = 0.
Substract both equations
< uhi , τiu
h
i >∂Ωi +(q
h
i , q
h
i ) = 0,
what implies that uhi = 0 on ∂Ωi and q
h
i = 0 in Ωi for τi > 0 on ∂Ωi. If q
h
i = 0 in Ωi, then equation
(12b) becomes
(uhi ,∇ ·w)Ωi = 0 ∀w ∈Wh,
or equivalently
(∇uhi ,w)Ωi = 0 ∀w ∈Wh,
what means that ∇uhi = 0 in Ωi and proves the theorem under these conditions. ♦
The interpolation used in (5) yields the following system of equations for each element Ωi (i =
1, ...,nel), that is the discrete version of (12).[
Auu Auq
ATuq Aqq
]
i
{
ui
qi
}
=
{
fu
fq
}
i
+
[
Auuˆ
Aquˆ
]
i
uˆi (14)
Remark 2.6 Now we can understand why this expression of the local problem is symmetric:
Aqu ≡ ATuq.
Remark 2.7 This system of equations demands inverting a dense matrix of dimension (nsd + 1)
2n2en
for each element i = 1, ...,nel.
The global system of equations produced by the interpolation in (5) is:
nel∑
i=1
{ [
ATuuˆ A
T
quˆ
]
i
{
ui
qi
}
+ [Auˆuˆ]i uˆi
}
=
nel∑
i=1
[fuˆ]i . (15)
Remark 2.8 With this formulation the global problem is also symmetric: Auˆu ≡ ATuuˆ and Auˆq ≡ ATquˆ.
If we replace the solution of the local problem (14) in (15), the global problem becomes simply
K̂uˆ = fˆ, (16)
where
K̂ =
nel
A
i=1
[
ATuuˆ A
T
quˆ
]
i
[
Auu Auq
ATuq Aqq
]−1
i
[
Auuˆ
Aquˆ
]
i
+ [Auˆuˆ]i (17)
and
fˆ =
nel
A
i=1
[fuˆ]i −
[
ATuuˆ A
T
quˆ
]
i
[
Auu Auq
ATuq Aqq
]−1
i
{
fu
fq
}
i
. (18)
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By virtue of Theorem 2.1, the local problems are well posed{
ui
qi
}
=
{
zfu
zfq
}
i
+
[
Zuˆu
Zuˆq
]
i
uˆi
and so it makes sense to define the auxiliar vectors{
zfu
zfq
}
i
=
[
Auu Auq
ATuq Aqq
]−1
i
{
fu
fq
}
i
and the auxiliar matrices [
Zuˆu
Zuˆq
]
i
=
[
Auu Auq
ATuq Aqq
]−1
i
[
Auuˆ
Aquˆ
]
i
.
Then, after replacing these expressions in (16-18), the global problem is reduced to
K̂ =
nel
A
i=1
[
ATuuˆ A
T
quˆ
]
i
[
Zuˆu
Zuˆq
]
i
+ [Auˆuˆ]i and fˆ =
nel
A
i=1
[fuˆ]i −
[
ATuuˆ A
T
quˆ
]
i
{
zfu
zfq
}
i
.
This is done for implementation purposes basically.
Remark 2.9 (More computational aspects) In the appendix there is a detailed description of all the
matrices and vectors appearing in this section.
Figure 1: Coarse mesh of the domain Ω (left) and sketch of the degrees of freedom employed in the
HDG formulation (right). The black points are the element-by-element Ωi nodes where the primal
and dual variables (ui, qi) are defined, and the points on the red lines are the nodes over which the
global variable uˆ is built, that is the internal face Γ and the Neumann boundary ΓN .
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2.5 Convergence and postprocessed solution
It is well known that for the primal variable u the following a priori error estimate holds if a polynomial
approximation of degree p ≥ 0 is considered:
||eu||L2(Ω) ≤ C hp+1|u|Hp+1(Ω),
where h is the characteristic mesh size and || · || and | · | are the norm and semi-norm induced by the
scalar product defined in section 2.3 respectively.
Remark 2.10 See Brenner [5] and Szabo´ [25] to find the exact definition of these norms.
On the other hand, the convergence of the dual variable q depends notably on the definition of the
numerical flux. For some discontinuous Galerkin methods only convergence of order p has been proved,
as noted by Arnold [3]; in fact, the first DG method with optimal convergence for the dual variable
was introduced by Cockburn [11]. If certain conditions are fulfilled (see for instance Sevilla, R. and
Huerta, A. [23]), the following a priori error estimate for the dual variable holds:
||eq||L2(Ω) ≤ C hp+1|q|Hp+1(Ω).
Under these circumstances, the convergence rates of both the primal “u” and dual variables “q” are of
the same order. That is precisely what happens in the hybridizable discontinuous Galerkin method.
Taking advantage of the resemblances between the hybridizable discontinuous Galerkin method and
the Raviart-Thomas and Douglas-Marini mixed methods, it is possible to build a superconvergent
solution u? such that the following a priori error estimate
||eu? ||L2(Ω) ≤ C hp+2|u|Hp+2(Ω)
holds for p ≥ 1 [11][12].
The postprocessed superconvergent solution results from solving the next problem in each element
(i = 1, ...,nel) {
−∇ ·∇u? = −∇ · qh in Ωi,
n ·∇u? = n · qh on ∂Ωi,
(19)
with the additional solvability constraint∫
Ωi
u? dΩ =
∫
Ωi
uh dΩ.
Remark 2.11 The postprocess perfomed in order to get a superconvergent solution is similar to the
classical projection used in the mixed method by Raviart and Thomas [21].
To prove the asymptotic convergence of order p+ 2 (shown by Cockburn) we need to seek the approx-
imation of the postprocessed solution uh? in a richer space Vh? (Ω) that contains Vh(Ω).
Vh? (Ω) =
{
v ∈ L2, v|Ωi ∈ Pp+1(Ωi) ∀Ωi
}
.
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3 The proper generalized decomposition (PGD). A model or-
der reduction technique for solving multidimensional and
parametric problems
3.1 Introduction
Despite the impressive progresses in computational science and numerical analysis achieved during
the last decades, many problems in science and engineering remain unaffordable. Models in fields
so little related as biology, social dynamics, quantum mechanics or economics (just to mention some
examples) involve a large number of variables, and therefore are defined in high dimensional spaces
[8].
For example, if we want to find the solution of a problem of dimension D considering a standard mesh
based discretization technique, where M nodes are employed for discretizing each “space” direction,
the resultant number of nodes grows to MD. With M ∼ 103 (a rude discretization) and D ≈ 30 (a
simple model) this number reaches the order of ∼ 1090.
But it is not even necessary to think in really complex systems to come across some of these obstacles.
When we talk about parametric modeling (i.e. shape optimization, inverse identification, etc. [7]) it
is not enough to solve the problem once but as many times as different values of the parameters we
want to study; then it is obvious that when the number of parameters increases the method becomes
completely inapplicable. So it is clear that the problem must be overcomed another way.
Stochastic techniques have been traditionally one way of approaching these models. However, they
set up their own challenges: developing distribution functions in high dimensional spaces, uncertainty
reduction, etc. This is the reason why model order reduction is so important [8].
There exist various model reduction techniques, but in this work we are going to focus on one that
makes use of separated representations computed on the fly: the proper generalized decomposition
(PGD). The PGD is an efficient multidimensional solver that allows to insert the different parameters
monitoring the problem (boundary conditions, geometrical parameters, material parameters, etc.) as
extra-coordinates. Consequently, by solving only once the multidimensional model we are actually
covering a certain range of parametric solutions, and therefore we have access to a sort of computational
vademecum that can be used in future calculations.
All the theory presented in this section is developed more exhaustively in Chinesta. F., Cueto, E. and
Huerta, A. (2014)[7].
3.2 The proper generalized decomposition structure
Let u(x1, ..., xD) be the unknown field of a problem defined in a space of dimension D. The variables
xi might represent the usual coordinates related to the physical space or any parameter appearing in
the model. We are looking for a solution in (x1, ..., xD) ∈ Ω1 × · · · × ΩD, and the proper generalized
decomposition approximates it in the separated form
u(x1, ..., xD) ≈
N∑
i=1
F 1i (x1) · ... · FDi (xD). (20)
Hence, the PGD approximation is a sum of N functional products, each one of them involving a
number of functions equal to the dimension of the problem F ji (xj), 1 ≤ j ≤ D, 1 ≤ i ≤ N . In other
words, we are approaching the solution by successive enrichments. At a particular enrichment step
n, the functions F ji (xj) are known for i < n from the previous steps, and the goal is to compute the
new D functions F jn(xj) from the information that we already have.
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Consider the model
L(u) = f(x1, ..., xD) (21)
defined in Ω1 × · · · × ΩD and L being a differential operator. Assume that the operator is linear and
accepts the decomposition
L(u) =
D∑
i=1
Gi(x1, ..., xD) · Lxi(u), (22)
where Lxi is the corresponding linear differential operator with respect to the xi coordinate.
3.2.1 Enrichment process
The enrichment step n consists in inserting the separated representation
u(x1, ..., xD) ≈
n−1∑
i=1
F 1i (x1) · ... · FDi (xD) + F 1n(x1) · ... · FDn (xD) (23)
into the weak form associated with equation (21)∫
Ω1×···×ΩD
u∗ · (L(u)− f) dx1 · · · dxD = 0. (24)
Since the resulting computation of the functions F jn(xj) (1 ≤ j ≤ D) is a nonlinear problem, it is
necessary to use a linearization scheme.
An alternated direction fixed point is an iterative algorithm that calculates F jn(xj) assuming that all
the other functions F kn (xk) ∀k 6= j are known. In this case the test function u∗ takes the form
u∗(x1, ..., xD) =
(
F jn
)∗ · D∏
k=1,k 6=j
F kn (xk). (25)
Introducing equations (23) and (25) into (24) and integrating in Ω1 × · · · × Ωj−1 × Ωj+1 × · · · × ΩD,
it results ∫
Ωj
(
F jn
)∗ · (αj · Lxj (F jn(xj)) + βj · F jn + gjn(xj)) dxj = 0, (26)
where αj and βj are constants and gjn is the function obtained from the integration of f(x1, ..., xD)
and L
(∑n−1
i=1 F
1
i (x1) · ... · FDi (xD)
)
.
Remark 3.1 In the next section we will particularize all these theory for Poisson’s equation when
using hybridizable discontinuous Galerkin finite elements.
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3.2.2 Stopping criteria
The implementation of the proper generalized decomposition method requires the introduction of
two stopping criteria. As represented in the figure below, the computation of modes will end once
the solution converges, that corresponds to the moment in which the new modes will not contribute
relevantly in the solution.
But how do we measure the relevance of the modes? How do we do it in practice to know when we
can stop computing new modes? And something else, when reckoning each one of these modes, how
do we guarantee that they have been accurately computed?
First of all, inside the alternated directions algorithm it is necessary to stop iterating when the new
mode -composed of as many functions as separations of variables imposed in the solution- is computed
with a suitable precision. We propose as stopping criteria for the inner nonlinear problem those that
are usually employed in the numerical resolutions of systems of equations. Imagine that we are
interested in finding the zeros of a function for some precision.
f(x) = 0
To say that the solver has effectively converged we need to check not only that the variable increment
is close to zero ∆x → 0 but also that the variation of the function produced by this uncertainty in
the solution is below the desired tolerance ∆f → 0.
Secondly, the computation of new modes must stop when their contribution is going to be completely
irrelevant. There are different possible stopping criteria for the outer enrichment algorithm, but in
general terms all of them consist of the computation of an appropiate norm depending on the number
of modes and the ending of the process when this measure is below a certain tolerance.
1. One stopping criteron could be to measure which is the weight of the last mode computed in
the enrichment process against the whole PGD approximation.
E1(n) = ||F
1
n(x1) · ... · FDn (xD)||
||un(x)|| =
||F 1n(x1) · ... · FDn (xD)||
||∑ni=1 F 1i (x1) · ... · FDi (xD)||
However, depending on the norm used it can introduce a non-negligible computational cost.
2. In order to reduce the amount of calculations, the following measure is the one employed in the
numerical examples.
E2(n) = ||F
1
n(x1) · ... · FDn (xD)||
||F 11 (x1) · ... · FD1 (xD)||
Now the last mode, instead of being weighed against the whole PGD approximation, it is com-
pared only with the first mode.
It is quite common to normalize the computed modes by using a suitable norm.
F˜ ji (xj) =
F ji (xj)
||F ji (xj)||
⇒ u(x) ≈ uN (x) =
N∑
i=1
αi
D∏
j=1
F˜ ji (xj), αi =
D∏
j=1
||F ji (xj)||
Then we can directly use the so-called amplitude of the modes αi as a stopping criterion.
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Figure 2: Flowchart of the PGD algorithm.
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4 Implementation of the proper generalized decomposition
for hybridizable discontinuous Galerkin in Poisson’s equa-
tion
4.1 Parameterized Poisson problem
Let Ω ∈ Rnsd be an open bounded domain with boundary ∂Ω and nsd the number of spatial dimensions.
The strong form for the second-order elliptic problem can be written as
−∇ · (K∇u) = s in Ω,
u = uD on ΓD,
n · (K∇u) = t onΓN ,
(27)
where the whole boundary is formed by the union of the Dirichlet ΓD and Neumann ΓN boundaries
∂Ω = ΓD ∪ΓN (ΓD ∩ΓN = ∅), f ∈ L2(Ω) is the source term, t is the prescribed flux on the Neumann
boundary and uD the corresponding value of the solution on the Dirichlet boundary, n is the outward
unit normal vector to ∂Ω, and K is the conductivity matrix.
In this case the user-prescribed data are, along with the Dirichlet and Neumann boundary conditions,
the computational domain Ω, the body forces s, and the conductivity K. Any of these user-prescribed
data could depend not only on the spatial coordinates x ∈ Rnsd but also on a set of parameters
µ ∈ I ⊂ Rnpa . We can differenciate two cases: those in which the parameters affect the right-hand-
side of the equations (for instance the source term s, the Dirichlet boundary uD or the Neumann
condition t), which are easy to handle; and those affecting the left-hand-side of the equations, or in
other words the differential operator (that is the conductivity matrix K and the domain itself Ω), that
cannot be treated trivially.
Let I ⊂ Rnpa be the admissible range for the parameters µ: I := I1 × I2 · · · × Inpa with µi ∈ Ii
for i = 1, ...,npa. In our case we will consider that the conductivity matrix is the material property
characterized by the parameters K(x,µ). Moreover, this dependence will be assumed to be separable.
K(x,µ) =
nK∑
i=1
ψ1,i(µ1)...ψnpa,i(µnpa)Di(x) =
nK∑
i=1
npa∏
j=1
ψj,i(µj)Di(x). (28)
This approach is equivalent to consider µ as additional independent variables (or parametric coor-
dinates) instead of parameters of the problem. Therefore, the unknown of the problem can be seen
as a function in a larger dimensional space that includes both the physical space and the parametric
space. So we seek for a solution u(x,µ) with (x,µ) ∈ Ω× I.
For the sake of simplification, we will consider that the conductivity matrix accepts a much more
straightforward expression.
K(x,µ) = ψ(µ)D(x)
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4.2 Recalling the hybridizable discontinuous Galerkin weak form
Recalling the formulation introduced in chapter 2, the strong form for the second order elliptic problem
can be stated in the broken computational domain Ωi (i = 1, ...,nel) and transformed into a first-order
system of differential equations.

−∇ · (K∇u) = f in Ωi,
u = uD on ΓD,
n ·K∇u = t on ΓN ,JunK = 0 on Γ,Jn ·K∇uK = 0 on Γ,
→ (q = −∇u) →

∇ · (Kq) = f in Ωi,
q +∇u = 0 in Ωi,
u = uD on ΓD,
n ·Kq = −t on ΓN ,JunK = 0 on Γ,Jn ·KqK = 0 on Γ.
We also saw that this problem could be split into a local element-by-element problem
∇ · (Kqi) = f in Ωi for i = 1, ...,nel,
qi +∇ui = 0 in Ωi,
ui = uD on ∂Ωi ∩ ΓD,
ui = uˆ on ∂Ωi\ΓD,
and a global problem {Jn ·KqK = 0 on Γ,
n ·Kq = −t on ΓN .
Remark 4.1 The only difference now is the presence of the matrix K(x,µ) where before there was
simply an identity.
These strong forms were completely equivalent to find (qi, ui) ∈W(Ωi)× V(Ω) for i = 1, ...,nel such
that
< v, τiui >∂Ωi +(v,∇ · (Kqi))Ωi = (v, f)Ωi+ < v, τiuD >∂Ωi∩ΓD + < v, τiuˆ >∂Ωi\ΓD ,
(∇ ·w, ui)Ωi − (w, qi)Ωi =< ni ·w, uD >∂Ωi∩ΓD + < ni ·w, uˆ >∂Ωi\ΓD
∀ (w, v) ∈W(Ωi)× V(Ωi) (local weak forms)
and uˆ ∈M(Γ ∪ ΓN ) satisfying
nel∑
i=1
{
< vˆ, τiui >∂Ωi\ΓD + < vˆ,ni ·Kqi >∂Ωi\ΓD − < vˆ, τiuˆ >∂Ω\ΓD
}
= −
nel∑
i=1
< vˆ, t >∂∩ΓN
∀ vˆ ∈M(Γ ∪ ΓN ) (global weak form).
Remark 4.2 So, if we were looking for a standard finite element method solution -no parameter
dependence u(x)- for this other problem where the thermal conductivity can be different from the
identity -so the parameters appearing in K acting as genuine parameters-, the changes in the weak
forms would only affect the first local equation and the global one; the second local equation remaining
the same.
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Making use of the notation detailed in the appendix, these equations can be rewritten as
Local problems
auu(v, u) + auq(v, q) = lu(v) + auuˆ(v, uˆ),
aqu(w, u) + aqq(w, q) = lq(w) + aquˆ(w, uˆ)
Global problem
auˆu(vˆ, u) + auˆq(vˆ, q) + auˆuˆ(vˆ, uˆ) = luˆ(vˆ)
The starting point equations for the proper generalized decomposition are obtained after integrating
as well over the parametric dimensions.
Local problems
Auu(v, u) +Auq(v, q) = Lu(v) +Auuˆ(v, uˆ),
Aqu(w, u) +Aqq(w, q) = Lq(w) +Aquˆ(w, uˆ)
(29)
Global problem
Auˆu(vˆ, u) +Auˆq(vˆ, q) +Auˆuˆ(vˆ, uˆ) = Luˆ(vˆ) (30)
Therefore, the solution is going to be an approximation living in the discrete finite element spaces
uˆ ≈ uˆh ∈Mh(Γ ∪ ΓN )⊗ Lh(I1)⊗ · · · ⊗ Lh(Inpa),
u ≈ uh ∈ Vh(Ω)⊗ Lh(I1)⊗ · · · ⊗ Lh(Inpa),
q ≈ qh ∈ [Vh(Ω)⊗ Lh(I1)⊗ · · · ⊗ Lh(Inpa)]nsd ,
where
Lh(I) := {v ∈ L2(I), v|Ie ∈ Pke(Ie) ∀Ie, e = 1, ...,nµel} ,
which means that an hybridizable discontinuous Galerkin structure is adopted for the spatial dimen-
sions and a discontinuous approximation is assumed for the parametric ones.
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4.3 The proper generalized decomposition strategy
If we did not consider to use a proper generalized decomposition strategy we would need to solve: first
of all, a global problem for the unknown uˆ(x,µ), which is a function approximated with nodes on the
skeleton of the spatial mesh (Γ or Γ ∪ ΓN ) and on the mesh for each parameter (Ii for i = 1, ...,npa)
-thereby its dimension equal to nsd × npa-, and for each global problem solve the correspoding local
problems so as to get u(x,µ) and q(x,µ) as functions of uˆ -the nodes of the primal and dual variables
defined in each spatial and parametric elements-; thus the resulting computational cost becoming
unaffordable.
The first mode of the PGD approximation (uˆ0PGD, u
0
PGD, q
0
PGD) is arbitrarily chosen (accounting for
Dirichlet boundary conditions for instance), and then a greedy algorithm is implemented in order to
compute successively the following modes. Recalling the functioning of the enrichment process: we
compute the mode n assuming that all the previous modes i = 1, ..., n− 1 are available.
There are three different approximations that fulfill the separated representation structure imposed
by the model order reduction setting of the proper generalized decomposition: the full parameter
approximation, the scalar parameter approximation, and the single parameter approximation. In what
follows we are going to detail them one by one.
4.3.1 Full parameter approximation
The full parameter approximation is the most general one of the three. This approximation considers
different parametric functions for each variable besides adopting a vectorial parametric function for
the dual variable: L̂n(µ), Lnu(µ) and L
n
q (µ). The spatial functions F̂
n(x), Fnu (x) and F
n
q (x) play now
the same role that uˆ(x), u(x) and q(x) had in the HDG.
uˆ(x,µ) ≈ uˆnPGD(x,µ) = uˆn−1PGD(x,µ) + F̂n(x)L̂n(µ),
u(x,µ) ≈ unPGD(x,µ) = un−1PGD(x,µ) + Fnu (x)Lnu(µ),
q(x,µ) ≈ qnPGD(x,µ) = qn−1PGD (x,µ) + F nq (x) ◦Lnq (µ),
(31)
Remark 4.3 The binary operation ◦ represents the Hadamard product of matrices: “For two matrices
A,B of the same dimensions m × n, the Hadamard product A ◦ B is another matrix of the same
dimensions as the operands with elements
(A ◦B)i,j = (A)i,j (B)i,j .”
The proper generalized decomposition solution must satisfy both the global and local weak forms.
Auˆu (vˆ, u (uˆ
n
PGD)) +Auˆq (vˆ, q (uˆ
n
PGD)) +Auˆuˆ (vˆ, uˆ
n
PGD) = Luˆ(vˆ),
and
Auu(v, u
n
PGD) +Auq(v, q
n
PGD) = Lu(v) +Auuˆ(v, uˆ
n
PGD),
Aqu(w, u
n
PGD) +Aqq(w, q
n
PGD) = Lq(w) +Aquˆ(w, uˆ
n
PGD).
The profile of the global form points out that the local problems must be solved before so as to get
u(uˆnPGD) and q(uˆ
n
PGD) as functions of uˆ
n
PGD. But since the global and local forms induce linear problems,
and given that the greedy algorithm assumes uˆn−1PGD , u
n−1
PGD and q
n−1
PGD known, the next approximation is
taken:
unPGD := u(uˆ
n
PGD) = u
(
uˆn−1PGD + F̂
nL̂n
)
= u(uˆn−1PGD) + [F
n
u L
n
u]
(
F̂nL̂n
)
= un−1PGD + F
n
u L
n
u,
qnPGD := q(uˆ
n
PGD) = q
(
uˆn−1PGD + F̂
nL̂n
)
= q(uˆn−1PGD) +
[
F nq ◦Lnq
] (
F̂nL̂n
)
= qn−1PGD + F
n
q ◦Lnq .
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So, in fact, the local problems are posed in order to get Fnu L
n
u and F
n
q ◦Lq as functions of F̂nL̂n.
The global and local problems for the n-th mode of the PGD are obtained once we impose the above
approximation. We drop the superindex n for simplicity.
Global problem
“Find F̂ ∈Mh(Γ ∪ ΓN ) and L̂ ∈ Lh(Iµ) such that
Auˆu (vˆ, FuLu) +Auˆq (vˆ,Fq ◦Lq) +Auˆuˆ(vˆ, F̂ L̂) = Ruˆ(vˆ, uˆn−1PGD , un−1PGD , qn−1PGD ) (32)
∀ vˆ in the tangent manifold
vˆ = δF̂ L̂+ F̂ δL̂,
where the global residual is defined as
Ruˆ(vˆ, uˆ
n
PGD, u
n
PGD, q
n
PGD) = Luˆ(vˆ)−Auˆu(vˆ, unPGD)−Auˆq(vˆ, qnPGD)−Auˆuˆ(vˆ, uˆnPGD).”
Local element-by-element problem
“Find Fu ∈ Vh(Ω), Lu ∈ Lh(Iµ) and Fq ∈ Wh(Ω),Lq ∈
[Lh(Iµ)]nsd that satisfy
Auu(v, FuLu) +Auq(v,Fq ◦Lq) = Ru(v, uˆn−1PGD , un−1PGD , qn−1PGD ) +Auuˆ(v, F̂ L̂),
Aqu(w, FuLu) +Aqq(w,Fq ◦Lq) = Rq(w, uˆn−1PGD , un−1PGD , qn−1PGD ) +Aquˆ(w, F̂ L̂)
(33)
∀v and ∀w belonging to the tangent manifolds
v = δFuLu + FuδLu,
w = δFq ◦Lq + Fq ◦ δLq,
and where the residuals are defined as
Ru(v, uˆ
n
PGD, u
n
PGD, q
n
PGD) = Lu(v)−Auu(v, unPGD)−Auq(v, qnPGD) +Auuˆ(v, uˆnPGD),
Rq(w, uˆ
n
PGD, u
n
PGD, q
n
PGD) = Lq(w)−Aqu(w, unPGD)−Aqq(w, qnPGD) +Aquˆ(w, uˆnPGD).”
Remark 4.4 The tangent manifolds associated to the global and local problems are characterized by
taking vˆ, v and w as variations of its spatial and parametric components.
The problems in (32) and (33) are nonlinear because the different unknowns multiply each other in
pairs. Throughout the work we have presented how it is solved this obstacle in the framework of the
proper generalized decomposition: iteratively using an alternated directions scheme. Therefore, in
order to solve properly the problem for each one of the dimensions, we need a separated structure in
the equations cited before.
The spatial iteration, as its name indicates, looks for the unknowns depending on the space coordinates
assuming that the parametric functions are known, and hence constant along the iteration. Since there
is no variation in the parametric direction, the tangent manifolds in this iteration are reduced to
vˆ = δF̂ L̂, v = δFuLu, w = δFq ◦Lq.
On the other hand, the parametric iteration looks for the unknowns that depend on the parameters
considering that the spatial functions are known, and thus constant along the iteration, being that
the reason why the tangent manifolds in this iteration are simply
vˆ = F̂ δL̂, v = FuδLu, w = Fq ◦ δLq.
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From here it is direct to separate the spatial and parametric dependence of the equations if the
following variables are taken into account.
Ĝ(x) = F̂ (x) or δF̂ (x), Ĥ(µ) = L̂(µ) or δL̂(µ),
Gu(x) = Fu(x) or δFu(x), Hu(µ) = Lu(µ) or δLu(µ),
Gq(x) = Fq(x) or δFq(x), Hq(µ) = Lq(µ) or δLq(µ).
Global problem
auˆu(Ĝ, Fu)(Ĥ, Lu)I +
nsd∑
k=1
auˆq(Ĝ,Fq ◦ ek)(Ĥ, ψLq · ek)I + auˆuˆ(Ĝ, F̂ )(Ĥ, L̂)I = Ruˆ.
Local element-by-element problem
auu(Gu, Fu)(Hu, Lu)I +
nsd∑
k=1
auq(Gu,Fq ◦ ek)(Hu, ψLq · ek)I = Ru + auuˆ(Gu, F̂ )(Hu, L̂)I ,
nsd∑
k=1
aqu(Gq ◦ ek, Fu)(Hq · ek, Lu)I +
nsd∑
k=1
aqq(Gq ◦ ek,Fq ◦ ek)(Hq · ek,Lq · ek)I = Rq +
nsd∑
k=1
aquˆ(Gq ◦ ek, F̂ )(Hq · ek, L̂)I .
4.3.2 Scalar parameter approximation
The scalar parameter approximation assumes different scalar functions to approximate the parametric
dependence of each variable: L̂n(µ), Lnu(µ) and L
n
q (µ).
uˆnPGD(x,µ) = uˆ
n−1
PGD(x,µ) + F̂
n(x)L̂n(µ),
unPGD(x,µ) = u
n−1
PGD(x,µ) + F
n
u (x)L
n
u(µ),
qnPGD(x,µ) = q
n−1
PGD (x,µ) + F
n
q (x)L
n
q (µ).
(34)
With this approximation the global and local problems are simplified.
Global problem
“Find F̂ ∈Mh(Γ ∪ ΓN ) and L̂ ∈ Lh(Iµ) such that
Auˆu (vˆ, FuLu) +Auˆq (vˆ,FqLq) +Auˆuˆ(vˆ, F̂ L̂) = Ruˆ(vˆ, uˆ
n−1
PGD , u
n−1
PGD , q
n−1
PGD ) (35)
∀ vˆ in the tangent manifold
vˆ = δF̂ L̂+ F̂ δL̂.”
Local element-by-element problem
“Find Fu ∈ Vh(Ω), Lu ∈ Lh(Iµ) and Fq ∈ Wh(Ω), Lq ∈ Lh(Iµ) that satisfy
Auu(v, FuLu) +Auq(v,FqLq) = Ru(v, uˆ
n−1
PGD , u
n−1
PGD , q
n−1
PGD ) +Auuˆ(v, F̂ L̂),
Aqu(w, FuLu) +Aqq(w,FqLq) = Rq(w, uˆ
n−1
PGD , u
n−1
PGD , q
n−1
PGD ) +Aquˆ(w, F̂ L̂)
(36)
∀v and ∀w belonging to the tangent manifolds
v = δFuLu + FuδLu,
w = δFqLq + FqδLq.”
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And the corresponding separated forms as well.
Global problem
auˆu(Ĝ, Fu)(Ĥ, Lu)I + auˆq(Ĝ,Fq)(Ĥ, ψLq)I + auˆuˆ(Ĝ, F̂ )(Ĥ, L̂)I = Ruˆ.
Local element-by-element problem{
auu(Gu, Fu)(Hu, Lu)I + auq(Gu,Fq)(Hu, ψLq)I = Ru + auuˆ(Gu, F̂ )(Hu, L̂)I ,
aqu(Gq, Fu)(Hq, Lu)I + aqq(Gq,Fq)(Hq, Lq)I = Rq + aquˆ(Gq, F̂ )(Hq, L̂)I .
4.3.3 Single parameter approximation
The single parameter approximation considers a unique parameter function in each mode for all the
variables: Ln(µ) := L̂n(µ) = Lnu(µ) = L
n
q,1(µ) = · · · = Lnq,nsd(µ).
uˆnPGD(x,µ) = uˆ
n−1
PGD(x,µ) + F̂
n(x)Ln(µ),
unPGD(x,µ) = u
n−1
PGD(x,µ) + F
n
u (x)L
n(µ),
qnPGD(x,µ) = q
n−1
PGD (x,µ) + F
n
q (x)L
n(µ).
(37)
The equations are simplied even more in this case.
Global problem
“Find F̂ ∈Mh(Γ ∪ ΓN ) and L ∈ Lh(Iµ) such that
Auˆu (vˆ, FuL) +Auˆq (vˆ,FqL) +Auˆuˆ(vˆ, F̂L) = Ruˆ(vˆ, uˆ
n−1
PGD , u
n−1
PGD , q
n−1
PGD ) (38)
∀ vˆ in the tangent manifold
vˆ = δF̂L+ F̂ δL.”
Local element-by-element problem
“Find Fu ∈ Vh(Ω),Fq ∈ Wh(Ω) and L ∈ Lh(Iµ) that satisfy
Auu(v, FuL) +Auq(v,FqL) = Ru(v, uˆ
n−1
PGD , u
n−1
PGD , q
n−1
PGD ) +Auuˆ(v, F̂L),
Aqu(w, FuL) +Aqq(w,FqL) = Rq(w, uˆ
n−1
PGD , u
n−1
PGD , q
n−1
PGD ) +Aquˆ(w, F̂L)
(39)
∀v and ∀w belonging to the tangent manifolds
v = δFuL+ FuδL,
w = δFqL+ FqδL.”
In this case equations (38) and (39) are summed so as to account for a single parametric function
L(µ).
auˆu(Ĝ, Fu)(Ĥ, L)I + auˆq(Ĝ,Fq)(Ĥ, ψL)I + auˆuˆ(Ĝ, F̂ )(Ĥ, L)I+
+ auu(Gu, Fu)(Hu, L)I + auq(Gu,Fq)(Hu, ψL)I − auuˆ(Gu, F̂ )(Hu, L)I+
+ aqu(Gq, Fu)(Hq, L)I + aqq(Gq,Fq)(Hq, L)I − aquˆ(Gq, F̂ )(Hq, L)I = Ruˆ +Ru +Rq.
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4.4 Algorithm for the PGD nonlinear solver
In this section we are going to discuss which are the systems of equations that must be solved in each
iteration (spatial or parametric) of the alternating direction scheme. We will detail the differences be-
tween the full parameter, scalar parameter and single parameter approximations, although in practice
we will only implement the last case.
4.4.1 Spatial iteration
The spatial iteration follows the hybridizable discontinuous Galerkin rationale: it consists in finding
the unknown functions F̂ (x), Fu(x) and Fq(x) assuming that the parametric functions L̂(µ), Lu(µ)
and Lq(µ) are known.
Full parameter approximation
These are the global and local spatial problems that must be solved in the full paramater approxima-
tion.
αuˆuauˆu(δF̂ , Fu) +
nsd∑
k=1
αkuˆqauˆq(δF̂ ,Fq ◦ ek) + αuˆuˆauˆuˆ(δF̂ , F̂ ) = Ruˆ(δF̂ ), (40)
and
αuuauu(δFu, Fu) +
nsd∑
k=1
αkuqauq(δFu,Fq ◦ ek) = Ru(δFu) + αuuˆauuˆ(δFu, F̂ ),
nsd∑
k=1
[
αkquaqu(δFq ◦ ek, Fu) + αkqqaqq(δFq ◦ ek,Fq ◦ ek)
]
=
nsd∑
k=1
[
Rq(δFq ◦ ek) + αkquˆaquˆ(δFq ◦ ek, F̂ )
]
.
(41)
Remark 4.5 In the appendix there is a description of all the coefficients and residuals appearing in
these and upcoming equations.
An element-by-element nodal interpolation for the unknown functions is used to discretize the equa-
tions.
Fq(x) ≈ F hq (x) =
nen∑
j=1
Nj(x)Fq j ∈Wh, (42a)
Fu(x) ≈ Fhu (x) =
nen∑
j=1
Nj(x)Fu j ∈ Vh, (42b)
F̂ (x) ≈ F̂h(x) =
nfn∑
j=1
N̂j(x)F̂j ∈Mh(Γ ∪ ΓN ) orMh(Γ), (42c)
where Fq j and Fu j are the corresponding nodal values of the variables Fq and Fu respectively, and
Nj the polynomial shape functions of order ki in each element, being nen the number of nodes per
element. Analogously, F̂j are the nodal values of F̂ , and N̂j the polynomial shape functions of order
ki in each element face (or edge in two dimensions), with nfn the number of nodes per face.
Then the vectors Fui and F
q
i are defined for each element i = 1, ...,nel, and the vector F̂ globally over
all the mesh skeleton.
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This interpolation gives rise to the following system of equations for each element Ωi (for i = 1, ...,nel)
αuuAuu
nsd∑
k=1
αkuqAuqEk
nsd∑
k=1
αkquEkAqu
nsd∑
k=1
αkqqEkAqqEk

i
{
Fui
Fqi
}
=
{
ru
rq
}
i
+
 αuuˆAuuˆnsd∑
k=1
αkquˆEkAquˆ

i
F̂i, (43)
and to the next global system of equations
nel∑
i=1
{[
αuuˆA
T
uuˆ
nsd∑
k=1
αkuˆqAuˆqEk
]
i
{
Fui
Fqi
}
+ [αuˆuˆAuˆuˆ]i F̂i
}
=
nel∑
i=1
[ruˆ]i . (44)
Remark 4.6 Due to the presence of the conductivity matrix K(x,µ), the equations are not symmetric
anymore:
Aqu 6= ATuq, Auˆq 6= ATquˆ.
If we replace the solution of the local problem (43) in (44), the global problem becomes
K̂F̂ = fˆ,
with
K̂ =
nel
A
i=1
[
αuuˆA
T
uuˆ
nsd∑
k=1
αkuˆqAuˆqEk
]
i

αuuAuu
nsd∑
k=1
αkuqAuqEk
nsd∑
k=1
αkquEkAqu
nsd∑
k=1
αkqqEkAqqEk

−1
i
 αuuˆAuuˆnsd∑
k=1
αkquˆEkAquˆ

i
+[αuˆuˆAuˆuˆ]i
and
fˆ =
nel
A
i=1
[ruˆ]i −
[
αuuˆA
T
uuˆ
nsd∑
k=1
αkuˆqAuˆqEk
]
i

αuuAuu
nsd∑
k=1
αkuqAuqEk
nsd∑
k=1
αkquEkAqu
nsd∑
k=1
αkqqEkAqqEk

−1
i
{
ru
rq
}
i
.
Remark 4.7 In the appendix there is also a description of the discrete versions of the residuals and
coefficients.
Scalar parameter approximation
The global and local problems that must be solved in the scalar parameter approximation are the
following ones:
αuˆuauˆu(δF̂ , Fu) + αuˆqauˆq(δF̂ ,Fq) + αuˆuˆauˆuˆ(δF̂ , F̂ ) = Ruˆ(δF̂ ), (45)
and {
αuuauu(δFu, Fu) + αuqauq(δFu,Fq) = Ru(δFu) + αuuˆauuˆ(δFu, F̂ ),
αquaqu(δFq, Fu) + αqqaqq(δFq,Fq) = Rq(δFq) + αquˆaquˆ(δFq, F̂ ).
(46)
Imposing the same interpolation for the spatial functions than before, the local element-by-element
system of equations [
αuuAuu αuqAuq
αquAqu αqqAqq
]
i
{
Fui
Fqi
}
=
{
ru
rq
}
i
+
[
αuuˆAuuˆ
αquˆAquˆ
]
i
F̂i, (47)
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and the global one
nel∑
i=1
{[
αuuˆA
T
uuˆ αuˆqAuˆq
]
i
{
Fui
Fqi
}
+ [αuˆuˆAuˆuˆ]i F̂i
}
=
nel∑
i=1
[ruˆ]i . (48)
Replacing the solution of the local problem (47) in (48), the global problem reads as
K̂F̂ = fˆ,
with
K̂ =
nel
A
i=1
[
αuuˆA
T
uuˆ αuˆqAuˆq
]
i
[
αuuAuu αuqAuq
αquAqu αqqAqq
]−1
i
[
αuuˆAuuˆ
αquˆAquˆ
]
i
+ [αuˆuˆAuˆuˆ]i
and
fˆ =
nel
A
i=1
[ruˆ]i −
[
αuuˆA
T
uuˆ αuˆqAuˆq
]
i
[
αuuAuu αuqAuq
αquAqu αqqAqq
]−1
i
{
ru
rq
}
i
.
Single parameter approximation
When considering the single parameter approximation the equations are the same than for the scalar
parameter case, the only difference is that the coefficients can be strongly simplified.{
α := αuˆu = αuˆuˆ = αuu = αuuˆ = αqu = αqq = αquˆ,
α := αuˆq = αuq.
Then the final structure is simply:
K̂ =
nel
A
i=1
[
αATuuˆ αAuˆq
]
i
[
αAuu αAuq
αAqu αAqq
]−1
i
[
αAuuˆ
αAquˆ
]
i
+ [αAuˆuˆ]i
and
fˆ =
nel
A
i=1
[ruˆ]i −
[
αATuuˆ αAuˆq
]
i
[
αAuu αAuq
αAqu αAqq
]−1
i
{
ru
rq
}
i
.
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4.4.2 Parametric iteration
The parametric iteration does not follow the hybridizable discontinuous Galerkin rationale anymore:
now there is no distinction between global and local problems, there is only one problem that is formed
by the coupling of the three equations.
This iteration consists in finding the unknown functions L̂(µ), Lu(µ) and Lq(µ) assuming that the
spatial functions F̂ (x), Fu(x) and Fq(x) are known.
Full parameter approximation
The system of equations that must be solved in this case is:
βuˆu(δL̂, L̂)I +
nsd∑
k=1
βkuˆq(δL̂, ψLq · ek)I + βuˆuˆ(δL̂, L̂)I = Ruˆ(δL̂),
βuu(δLu, Lu)I +
nsd∑
k=1
βkuq(δLu, ψLq · ek)I − βuuˆ(δLu, L̂)I = Ru(δLu),
nsd∑
k=1
[
βkqu(δLq · ek, Lu)I + βkqq(δLq · ek,Lq · ek)I − βkquˆ(δLq · ek, L̂)I
]
=
nsd∑
k=1
Rq(δLq · ek).
(49)
A nodal interpolation is defined for the parametric functions. There are other alternatives, but for
simplicity the same interpolation is assumed for all of them.
L̂(µ) ≈ L̂h(µ) =
nµen∑
j=1
Nj(µ)L̂j ∈ Lh(Iµ), (50a)
Lu(µ) ≈ Lhu(µ) =
nµen∑
j=1
Nj(µ)Lu j ∈ Lh(Iµ), (50b)
Lq(µ) ≈ Lhq (µ) =
nµen∑
j=1
Nj(µ)Lq j ∈ Lh(Iµ) (50c)
where L̂j ,Lu j and Lq j are the nodal values, Nj are polynomial shape functions of order ke in each
element of the parametric space, and nµen is the number of nodes per element.
It is important to note that the parametric functions belong to Lh(Iµ). Therefore, the original
global-local structure of the HDG is no longer reproduced in the parametric iteration, discontinuous
approximations are natural (i.e. point-wise approximations can be easily considered), and the vectors
that derive from considering the nodal values described previously L̂,Lue and L
q
e are defined for each
element e = 1, ...,nµel in the parametric space. Their dimensions are n
µ
en and nsdn
µ
en respectively.
For an element-by-element discontinuous approximation of L̂, Lu and Lq, equations (49) imply solving
for each element e = 1, ...,nµel the next system of equations: βuˆuˆMuˆuˆ βuuˆMTuuˆ ∑nsdk=1 βkuˆqMuˆqQk−βuuˆMuuˆ βuuMuu ∑nsdk=1 βkuqMuqQk
−∑nsdk=1 βkquˆQTkMquˆ ∑nsdk=1 βkquQTkMqu ∑nsdk=1 βkqqQTkMqqQk

e

L̂e
Lue
Lqe
 =

buˆ
bu
bq

e
But the equal approximation used in (50) for L̂, Lu and Lq allows to simplify many of these matrices:
Muu = Muuˆ = Mqu = Mqq = Mquˆ = Muˆuˆ := M, which is symmetric and positive definite;
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Muq = Muˆq := Mµ, which is symmetric. βuˆuˆM βuuˆM ∑nsdk=1 βkuˆqMµQk−βuuˆM βuuM ∑nsdk=1 βkuqMµQk
−∑nsdk=1 βkquˆQTkM ∑nsdk=1 βkquQTkM ∑nsdk=1 βkqqQTkMQk

e

L̂e
Lue
Lqe
 =

buˆ
bu
bq

e
(51)
Scalar parameter approximation
The system of equations that must be solved in this case is:
βuˆu(δL̂, L̂)I + βuˆq(δL̂, ψLq)I + βuˆuˆ(δL̂, L̂)I = Ruˆ(δL̂),
βuu(δLu, Lu)I + βuq(δLu, ψLq)I − βuuˆ(δLu, L̂)I = Ru(δLu),
βqu(δLq, Lu)I + βqq(δLq, Lq)I − βquˆ(δLq, L̂)I = Rq(δLq).
(52)
Assuming the same interpolation of the parametric functions, the discrete version becomes βuˆuˆM βuuˆM βuˆqMµ−βuuˆM βuuM βuqMµ
−βquˆM βquM βqqM

e

L̂
Lue
Lqe
 =

buˆ
bu
bq

e
. (53)
Single parameter approximation
For the single parameter approximation we must sum the three equations in order to account for a
single parametric function L(µ).
[βuˆuˆ + βuu + βqu + βqq − βquˆ](δL, L)I + [βuˆq + βuq] (δL, ψL)I = Ruˆ(δL) +Ru(δL) +Rq(δL) = R(δL)
(54)
Its corresponding discrete system of equations is simply:
([βuˆuˆ + βuu + βqu + βqq − βquˆ] M + [βuˆq + βuq] Mµ)e {L}e = {b}e . (55)
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5 Numerical examples
5.1 Error definitions
First of all, it is necessary to present the definitions of the different errors appearing in this section.
1. We have the errors associated to the proper generalized decomposition (PGD) approximation.
EPGDu =

∫
Iµ
∫
Ω
(uPGD(x,µ)− u(x,µ))2dΩdµ∫
Iµ
∫
Ω
u2(x,µ)dΩdµ

1/2
EPGDq =

∫
Iµ
∫
Ω
||qPGD(x,µ)− q(x,µ)||2dΩdµ∫
Iµ
∫
Ω
||q(x,µ)||2dΩdµ

1/2
2. And we have the errors related to the finite element method (FEM) approximation.
EFEMu =

∫
Iµ
∫
Ω
(uFEM(x,µ)− u(x,µ))2dΩdµ∫
Iµ
∫
Ω
u2(x,µ)dΩdµ

1/2
EFEMq =

∫
Iµ
∫
Ω
||qFEM(x,µ)− q(x,µ)||2dΩdµ∫
Iµ
∫
Ω
||q(x,µ)||2dΩdµ

1/2
5.2 Problem statement
The examples presented in this section are three and follow an order of increasing difficulty. The
computational domain for all of them is a square of side equal to one Ω = [0, 1] × [0, 1], and the
boundary conditions are: Dirichlet on the top and lateral faces, and Neumann on the bottom face.
For sake of simplicity, we will assume the conductivity matrix to be diagonal and with terms equal to
the parameters µ1 and µ2.
K =
(
µ1 0
0 µ2
)
We will explore different ranges for each parameter: µ1 ∈ [1, 2] and µ2 ∈ [3, 4].
Remark 5.1 These intervals are not chosen for any physical reason, but doing it like that we guarantee
that none of the cases is equivalent to the original problem with the scalar conductivity.
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Figure 3: Illustration of the computational domain Ω and the corresponding boundary conditions
considered in the examples.
5.3 Example 1. Checking the proper functioning of the code
In this first example we impose the source term and the Neumann and Dirichlet boundary conditions
corresponding to the analytical solution
u(x,µ) ≡ u(x) = x(x− 1)y(y − 1),
q(x,µ) ≡ q(x) =
(
(1− 2x)y(y − 1)
(1− 2y)x(x− 1)
)
.
Although the primal and dual variables do not have a parametric dependence, because the parameters
are present inside the equations, the other variables do have this dependence. This is clearly the case
of the source term or the Neumann boundary condition.
s(x,µ) = 2
(
µ1 y(1− y) + µ2 x(1− x)
)
,
t(x,µ) = nx µ1 (2x− 1)y(y − 1) + ny µ2 (2y − 1)x(x− 1)
Remark 5.2 The Dirichlet boundary conditions corresponding to this analytical example are homo-
geneous.
What we want now is simply to retrace the road and recover the analytical solution from the inputs
that we have. First of all, it is obvious that the parametric functions should be constant and equal to
one in order to not contradict the fact that the original unknowns do not depend on the parameters.
Second, the proper generalized decomposition approximation should (in principle) converge in one
single mode because the solution can be expressed as a sum of only one term; moreover, if the initial
guess for the parametric functions is precisely one -as it is the case-, the number of iterations necessary
for the inner nonlinear problem to converge should be just one.
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Figure 4: Graphics obtained with a spatial mesh of 64 triangular elements and a parametric mesh of
8 elements in each direction. Quadratic finite elements (p=2) are considered both in the spatial and
parametric approximations.
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Figure 5: Spatial mode (plot obtained in the same terms as the previous ones).
All the hypotheses made a priori are in agreement with the numerical results: the parametric func-
tions are constant and equal to one, the proper generalized decomposition approximation converges
effectively in one mode, and the number of iterations employed by the code to solve the inner nonlinear
problem are just one.
This was nothing else than a trivial example computed in order to check the good functioning of the
code.
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5.4 Example 2. The convergence curves of the proper generalized decom-
position against those of the finite element method
In this second example we impose the source term and the Neumann and Dirichlet boundary conditions
that correspond to the analytical solution
u(x,µ) = µ1µ
2
2 x(x− 1)y(y − 1),
q(x,µ) = µ1µ
2
2
(
(1− 2x)y(y − 1)
(1− 2y)x(x− 1)
)
.
Now the primal and dual variables do hold a parametric dependence (linear with respect to µ1 and
quadratic with respect to µ2), and therefore we expect to find these behaviours in the proper gener-
alized decomposition approximation. Along with the Dirichlet boundary condition -which is trivially
deduced from the analytical solution (homogeneous again)-, the other inputs of the problem are the
following ones:
s(x,µ) = 2
(
µ21µ
2
2 y(1− y) + µ1µ32 x(1− x)
)
,
t(x,µ) = nx µ
2
1µ
2
2 (2x− 1)y(y − 1) + ny µ1µ32 (2y − 1)x(x− 1).
5.4.1 One mode approximation
The results in this case are that:
1. The proper generalized decomposition approximation converges in one single mode -as we could
have figured before running the code if we had taken into account the argument about the
decomposition as a sum of the analytical solution- when we demand a tolerance for the outer
problem around 5× 10−5, but it needs more modes when we make this tolerance more rigorous.
We must have in mind that by adopting this technique we are introducing error to the solution
both when discretizing the spatial and parametric dimensions and when imposing a certain
separated representation structure to the approximation. After all, we are making use of a
model order reduction technique.
2. The number of iterations necessary to solve the inner nonlinear problem for the first mode is
not one anymore, what makes sense since now the initial guess for the parametric functions
(constant and equal to one) does not correspond to the solution -unlike what happened in the
first example-, and so it is not possible to converge in one iteration.
3. The parametric functions L1(µ1) and L2(µ2) reproduce the expected linear and quadratic be-
haviours respectively.
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Figure 6: Graphics obtained with a spatial mesh of 256 triangular elements and a parametric mesh
of 16 elements in each direction. Quadratic finite elements (p=2) are considered in both the spatial
and parametric approximations.
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Figure 7: Plot obtained in the same terms as the previous ones.
And what about the errors? Which are the behaviours of the errors corresponding to the primal and
dual variables as long as we refine the discretization or we increase the order of the finite elements?
The theory of hybridizable discontinuous Galerkin states that the convergence rates of both the primal
and dual variables are of the same order. Is this property fulfilled, or otherwise the proper generalized
decomposition framework interferes in a crucial manner?
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38
−1.6 −1.4 −1.2 −1 −0.8 −0.6
−4.5
−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
PGD Error for Quadratic Finite Elements (p=2)
log10(h)
lo
g 1
0(e
rro
r)
 
 
uErrL2, slope=2.87
uErrH1, slope=2.03
qErrL2, slope=2.50
qErrH1, slope=2.00
−1.6 −1.4 −1.2 −1 −0.8 −0.6
−5
−4.5
−4
−3.5
−3
−2.5
log10(h)
lo
g 1
0(e
rro
r)
PGD Error for Cubic Finite Elements (p=3)
 
 
uErrL2, slope=1.37
uErrH1, slope=2.41
qErrL2, slope=0.49
qErrH1, slope=1.46
39
We can say a few things about these results.
1. First of all, we need to distinguish between the L2 and H1 errors. The theory of hybridizable
discontinuous Galerkin states that the convergence rates of both the primal and dual variables
are of order (p+ 1) for the L2 errors
errorL2 ≤ C hp+1 ⇒ log10(errorL2) ∼ (p+ 1) log10(h) + log10(C)
and of order p for the H1 errors
errorH1 ≤ C hp ⇒ log10(errorH1) ∼ p log10(h) + log10(C).
As we can see in the previous plots, this property is totally satisfied in the linear case (p = 1),
accomplished only in part (for the H1 errors) in the quadratic case (p = 2), and completely
unfulfilled in the cubic case (p = 3).
2. Secondly, this breach in the convergence curves of the quadratic and cubic cases is due to the fact
that the proper generalized decomposition approximation has reached the demanded tolerance,
meaning that the error is not going to decrease beyond this value because we are not asking for
a better accuracy.
3. How can we fix this situation? How can we improve these results?
There is one way: refining the approximation by adding more modes. If we ask for a stricter
tolerance the errors will saturate later, and therefore the slopes of the convergence curves will
be those stated by the theory for a longer time.
In the next subsection we are going to focus on the L2 errors when asking for a tolerance some orders
of magnitude smaller.
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5.4.2 More modes approximation
What happens if we compute as many modes as necessary to achieve a tolerance of 5× 10−7?
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The consequence of adding more modes to the approximation is well clear in this case: the curves are
redirected to the “ideal” behaviours, making their corresponding slopes coincide with those stated by
the hybridizable discontinuous Galerkin theory.
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The results speak for themselves:
1. An approximation with one single mode is clearly insufficient because it behaves in accordance
with the theoretical framework of the HDG only in the linear case.
2. We need to reduce the demanded tolerance some orders of magnitude in order the reproduce
the convergence curves stated by the HDG theory for quadratic finite elements as well.
3. Although an approximation with some more modes realigns partially the convergence curves of
both the primal and dual variables corresponding to the cubic case, it is not enough to achieve
the optimal rates. We collide with the error barrier imposed by the tolerance again.
4. It does not appear in the previous graphics, but for higher order finite elements the situation is
even worse.
Therefore, the question that arises here is: if we considered an approximation with more modes every
time, would we be able to overcome this non-ideal behaviour of the convergence curves? This point
is so critical because it is precisely the optimal convergence of both the primal and dual variables of
the mixed formulation what guarantees that the postprocessed solution is superconvergent.
To give a reasoned answer we should repeat these calculations for different number of modes and see
how the curves evolve. We have not done this, so we prefer not to say anything because then we might
be wrong.
Postprocessed solution
In order to present the results obtained from the computation of the postprocessed solution, it is
visually more enlightening to combine the previous (and the upcoming) graphics in order to obtain
the error dependence on both the discretization (spatial and parametric) and the order of the finite
elements (spatial and parametric) in one single plot.
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Figure 8: We leave the fifth order case (p=5) aside because the results are basically the same than
for fourth order (p=4).
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As mentioned before, the convergence rates of both the primal and dual variables fit with those stated
by the HDG theory in the linear and quadratic cases, and do not adjust for higher order finite elements.
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Due to the optimal convergence of both the primal and dual variables of the mixed formulation, the
postprocessed solution of the hybridizable discontinuous Galerkin finite element method is supercon-
vergent.
errStarL2 ≤ C hp+2 ⇒ log10(errStarL2) = (p+ 2)log10(h) + log10(C)
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According to the last plot, we can conclude that:
1. The postprocessed solution resulting from the proper generalized decomposition is (or is close
to be) superconvergent for linear and quadratic finite elements, cases in which exhibits an order
of convergence near (p+ 2).
2. The convergence rates of the postprocessed solution are far from those of the finite element
method for cubic or higher order cases.
We can say then that u?(x,µ) behaves ideally -or at least it is close to do it- when u(x,µ) and q(x,x)
present optimal convergences. It could not have been other way: the postprocess employed is that of
the hybridizable discontinuous Galerkin method, and as such it is performed for each parametric case
separately once the proper generalized decomposition approximation has been computed. In other
words, the postprocess does not care about how we get to the solution -understanding it as u(x,µ)
and q(x,µ)- but the solution itself. Therefore, we should put our efforts in improving the convergence
curves of both the primal and dual variables; the superconvergence of the postprocessed solution will
come as a consequence of that.
5.4.3 Comparison with FEM solution
Lastly, to conclude with this example, we are going to repeat some of the previous computations but
using the standard finite element method instead of the proper generalized decomposition. In this
way we will put in situation many of the things said above.
First of all, the errors for the different finite element orders.
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We can make some comments about these results.
1. The behaviour of the errors for quartic and quintic finite elements is unusual as well as counter-
intuitive: when refining the mesh discretization the errors do not improve, quite the opposite,
they increase; as strange as the fact that now both the L2 and H1 errors of the dual variable are
bigger than those associated to the primal one, when for all other orders it had been the other
way around. This does not make any sense.
The explanation has nothing to due with finite elements. The computation of these errors
requires integrating both in the spatial dimension and in the parametric ones. The HDG code
already has the routines to implement the integrals in space, but it does not care about the
other dimensions because in its formulation the parameters are really parameters and there is
nothing more to integrate. Therefore, in order to perform the remaining integrals, and with
implementation purposes, we need to build an array (vector, matrix, etc.) that contains the
spatial errors -obtained from the HDG routines- for each one of the different parametric problems
to later integrate over these values.
We have used a trapezoidal rule already implemented in Matlab to compute the integrals along
the parametric dimensions. The accuracy of this integrator is not very high, and thus every cal-
culation implies a not negligible accumulation of numerical error; as a consequence, by doubling
the number of elements we are making this computational error bigger, and sooner or later it
will have an impact on the results, especially when the order of the errors in the solution are of
the same order than the noise introduced by the machine.
The same argument holds to explain why the errors of the dual variable are greater than those of
the primal one: quantifying the error of q(x,µ) involves twice the number of operations required
to do it for u(x,µ), because now we have qx(x,µ) and qy(x,µ).
That is why the results obtained for quartic and quintic finite elements are not reliable and must
be ignored in drawing conclusions.
2. Not taking into account the two cases cited above, we see how the L2 and H1 convergence
curves of both the primal and dual variables behave as the theory of hybridizable discontinuous
Galerkin predicts.
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Secondly, the computation of the postprocessed solution and the comparison of the errors between
different finite element orders. We ignore the fourth and fifth order cases because they are not reliable.
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There is nothing new to be said, only to highlight the superconvergent behaviour of the postprocessed
solution in all the cases studied.
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Finally, the comparison between the proper generalized decomposition solution and that resulting
from solving all and each one of the standard finite element problems.
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These three plots underline what we have been saying throughout this example: the proper generalized
decomposition has stunning features when the error margin is not very strict, because it reduces vastly
the computational cost of the process and is able to reproduce the convergence curves of the finite
element method solution; however, its capabilities weaken as long as we ask for a more rigorous
error margin, being every time more difficult to achieve the perfomances provided by the standard
hybridizable discontinuous Galerkin, which stands as the ideal limit.
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5.5 Example 3. A study on the evolution of the proper generalized de-
composition approximation with respect to its number of modes
In this third and last example we impose the source term and the Neumann and Dirichlet boundary
conditions corresponding to the analytical solution
u(x,µ) = µ1 x(x− 1)y(y − 1) + µ2 e−y cos(2pix),
q(x,µ) =
(
µ1 (1− 2x)y(y − 1) + 2pi µ2 e−y sin(2pix)
µ1 (1− 2y)x(x− 1) + µ2 e−y cos(2pix)
)
.
What is interesting about this example is that we cannot capture the spatial part, and therefore
neither the solution, in one single mode, and we are forced to explore more modes in order to build a
suitable proper generalized decomposition approximation.
Along with the Dirichlet boundary condition, the other inputs of the problem are the following:
s(x,µ) = µ21 2y(1− y) + 4pi2 µ1µ2 e−y cos(2pix) + µ1µ2 2x(1− x)− µ22e−y cos(2pix),
t(x,µ) = nx
(
µ21 (2x− 1)y(y − 1)− 2pi µ1µ2 e−y sin(2pix)
)
+ ny
(
µ1µ2 (2y − 1)x(x− 1)− µ2e−y cos(2pix)
)
Remark 5.3 Unlike in the other two examples, the Dirichlet boundary conditions are not homoge-
neous.
5.5.1 Two modes approximation
When asking for a tolerance around ∼ 5 × 10−5, for the different mesh discretizations (spatial and
parametric) and finite element orders (spatial and parametric) considered, two modes have been
sufficient for the PGD to converge. The next plots show the shapes of both these spatial and parametric
modes.
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Figure 9: Both the spatial and parametric modes appearing in these graphics have been normalized.
The coefficients reflecting the order of magnitude of each mode are presented in forthcoming graphics.
51
5.5.2 More modes approximation
If we plot now the residual corresponding to the spatial iteration once has been updated with the
already computed modes, we will see how it decreases as long as we consider a higher number of
modes.
0 1 2 3 4 5 6 7
−8
−6
−4
−2
0
2
4
Number of Modes
lo
g 1
0(R
es
idu
al)
Evolution of the Residual
 
 
Original Residual
Residual
Demanded Tolerance
PGD Converged
Although in general terms the behaviour is the one expected, there is a little stagnation between the
second and fifth mode. We attribute this rare demeanor to the fact that what we are representing in
this graphic is only the spatial residual, when what we actually should plot is a more general one that
embraced the parametric residuals as well.
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Figure 10: The two plots on this page have been obtained with a spatial mesh of 64 triangular elements
and a parametric mesh of 8 elements in each direction. Quadratic finite elements (p=2) have been
considered in both the spatial and parametric approximations.
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And what about the errors? Will they decrease as long as we add new modes to the PGD approxima-
tion? If this is so, is there a mode from which we cannot improve any more the solution, or otherwise
the errors keep going down?
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Figure 11: The three errors above have been computed with a spatial mesh of 64 triangular elements
and a parametric mesh of 8 elements in each direction. Quadratic finite elements (p=2) have been
considered in both the spatial and parametric approximations. The big triangles that appear on
the three plots saying “PGD converged” are referred to the approximation asking for a tolerance of
∼ 5× 10−5.
Here there are some important aspects that must be noted.
1. First of all, the error of the primal variable decreases notably when adding a second term to the
PGD approximation, but from the third mode and forward it saturates. The new modes do not
contribute in improving the solution.
2. Secondly, the error of the dual variable is monotonically decreasing in the range of modes
explored.
3. Thirdly, the error of the postprocessed solution is also monotonically decreasing in the range of
modes explored. This is somehow surprising because the error of the primal variable saturates
in the third mode.
4. Finally, none of the three errors approaches the demanded tolerance of ∼ 5 × 10−5 (∼ −4.3
in logarithmic scale), and in the best case the upgrade in the solution reaches the order of
magnitude.
We may intuit that the third point is due to the second one, because the dual variable is proportional
to the gradient of the primal one q = −∇u, and as such it measures the sensitivity to change of the
primal variable; consequently, its enhancement should have a positive impact in the postprocessed
solution. The question is: would have happened the same if it had been the other way around?
The only plausible hypothesis that we have explaining what is happening in the last point has to
do with how rude are the discretizations (both in the physical and parametric spaces) employed to
compute these errors. If we refine the meshes the errors should decrease, and hopefully then we will
be able to draw a more reliable conclusion.
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In this case we will use a spatial mesh of 256 triangular elements and a parametric mesh of 16 elements
in each direction to compute different errors. The order of the finite elements does not change.
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In view of the results, we can conclude that:
1. The error of the primal variable effectively experience a saturation once the third or fourth mode
is computed.
2. The error of the dual variable decreases more than one order of magnitude when comparing the
PGD approximation with one single mode and that with seven modes.
3. The error of the postprocessed solution behaves similarly to that of the dual variable, and the
difference between considering only one mode and seven grows to almost two orders of magnitude.
4. By doubling the number of elements in both the spatial and parametric meshes we reach an error
of order ∼ 10−4. Therefore, it is plausible to think that refining more and more the discretization
we would get every time closer to the tolerance demanded.
It is remarkable that in both cases the postprocessed solution can overcome the stagnation suffered
by the primal variable u(x,µ). This confirms that our intuition was well-founded, and that the L2
error associated to u?(x,µ) keeps going down as long as we increase the number of modes because
the L2 error corresponding to the dual variable q(x,µ) keeps pushing it in that direction; something
logical in the hybridizable discontinuous Galerkin setting but that had not been found before in the
proper generalized decomposition framework.
And responding to the question raised some pages above, one thing is clear: the error of the postpro-
cessed solution, by definition, cannot be bigger than that of the primal variable, and if it was precisely
u(x,µ) the variable improving its behaviour, and q(x,µ) the one going through an stagnation, then
the error of u?(x,µ) would sink as well; another thing is if the difference between the two errors
corresponding to the primal variable would be significant or not, on what we think that it would not
be important because u does not supply more information than itself, while q provides data about
the tendency to change of the function of interest.
It is also important to identify which are the different factors limiting the improvement of the error.
As we have seen, the number of modes imposed in the approximation is one of them. Adding more
terms to the solution is one way to approach to the demanded tolerance; in fact the number of modes
and the required tolerance are two sides of the same coin, because once we have reached the desired
value we stop computing new modes.
But there is a point at which it does not matter how many more modes we consider, if we do not
refine the mesh discretization the error would not decrease. Example of this is the following graphic.
Increasing the order of the finite elements has a comparable impact to refine the meshes, because
although we are not changing the number of elements, we are adding more nodes to the approximation
-in other words more degrees of freedom-, and thus enhancing the discretization and consequent
description of the problem.
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Why does the solution experience this saturation?
Well, the error is in the end conditioned by the discretizations of the different dimensions of the problem
and by the suitability of the separated representation structure imposed to the approximation. After
all, we are making use of a model order reduction technique. It would be very interesting to compute
the error of the proper generalized decomposition not with respect to the analytical solution but with
respect to the finite element method solution, because then we will be able to answer how close is the
PGD approximation to the FEM one.
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6 Future work
What is the relation between the ideas presented below and the concepts and examples developed
along the previous sections?
Javier Mar´ıas, a Spanish writer, once said: “people maybe consist of both what we are and what we
have not been, both in the comparable and quantifiable and in the uncertain and diffuse; maybe we
are made in equal measure of what has been and what could have been”.
This section talks about the things that have not been part of this master thesis but could have been,
in part because they correspond to work developed yet not finished, in part because they concern the
physical problem that originally motivated the project.
6.1 Implementation of the equations for “scalar parameter” and “full pa-
rameter” approximations
The numerical implementation of the proper generalized decomposition for hybridizable discontinuous
Galerkin in second order elliptic problems has been performed only for the single parameter approxi-
mation. Therefore, the next step should be to extend it for the scalar parameter and full parameter
approximations, taking advantage of the fact that all the required theory and implementation details
about it have been developed in chapter 4 and in the appendix.
It is convenient to recall which are the differences between the three approximations.
1. Full parameter approximation
The parametric functions for uˆ(x,µ), u(x,µ) and q(x,µ) are L̂(µ), Lu(µ) and Lq(µ) respec-
tively.
2. Scalar parameter approximation
The parametric function for q(x,µ) is assumed to be scalar: L̂(µ), Lu(µ) and  Lq(µ).
3. Single parameter approximation
The three parametric functions are the same: Ln(µ) := L̂n(µ) = Lnu(µ) = L
n
q,1(µ) = · · · =
Lnq,nsd(µ).
Well, it is clear that by adopting any of the other two implementation options we have more flexibility
when describing the solution: the parametric functions do not have to be equal anymore and we can
even consider vectorial modes for the parameters. The question, though, is: how much does this really
affect?
Quantifying the impact that would imply using one approximation or other with no results in hand
is vacuous as well as pointless. Anyway, we are enabled to ask ourselves if a greater versatility would
mean to need less modes in order to achieve a same accuracy in the solution; if this would make
the convergence curves of the proper generalized decomposition be more similar to those of finite
element method; if a distinction between the parametric functions corresponding to the primal and
dual variables is justified or not, because after all they are closely related; if, in the end, the additional
computational cost that implementing any of these other two options has provides a set of tangible
benefits; etc.
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6.2 Microswimmers
This master thesis was originally intended to be applied in a particular physical problem: swimming
at low Reynolds numbers. At these regimes physics is governed by Stokes equations, what implies
that for any being embedded in the fluid (microswimmers) inertia does not exist and that the unique
way they have to advance is by exploiting the viscous resistance of the surrounding fluid[1][16]. Con-
sequently, reciprocal motions are not allowed in this context because any forward movement, due to
the linearity and the symmetry under time reversal of the equations, would be exactly cancelled out
by its corresponding backward stroke[1][24].
As can be inferred from the last paragraph, the focus was initially on Stokes equations; however, the
formulation of hybridizable discontinuous Galerkin in this case is too complex to take it as a starting
point. It is much more suitable to assume that the flow is irrotational (potential flow) as well as
incompressible and begin working with what results from considering this hypothesis, that is precisely
Poisson’s equation.
Extending the proper generalized decomposition for hybridizable discontinuous Galerkin to Stokes
equations is one the future aims.
Another important step would be the application of the technique in the problem of the microswim-
mers. There are different models trying to reproduce the dynamics of microswimmers, and they can
be labeled in accordance with the number of parameters on which they depend; when the number of
parameters is two we have the pushmepullyou swimmer or the three linked spheres, among others.
The three linked spheres consists in, as its name indicates, three joined spheres performing relative
movements in straight line (approach and removal) in order to find a non-cyclic motion that enables
them to advance. The pushmepullyou swimmer is both more intuitive and efficient, and it is conformed
by two spheres that can exchange mass in addition to varying their relative distance [4].
Figure 12: Five snapshots of the pushmepullyou swimming strokes (left) and those of the three linked
spheres (right). After a full cycle both swimmers recover their original shape configuration but
displaced to the right.
Focusing on the pushmepullyou swimmer, the two parameters that control its dynamics are the relative
distance between spheres (say d) and the radius of one of them (say r). The radius of the other sphere
is not needed because it is completely determined by r in virtue of the mass continuity equation.
These two parameters, as can be imagined, would be the ones playing a role in the proper generalized
decomposition. Although it has not been developed in this master thesis, we turn to explain very
schematically the ideas behind the implementation of this physical problem.
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Therefore, the first thing that we would need is an appropriate mesh in which we can reproduce the
geometry of this microswimmer.
Figure 13: Computational domain of the pushmepullyou swimmer.
The different shape configurations would be modelled by means of a change of variables.
Figure 14: Mesh distorsion when changing the radial parameter. From top to bottom: reference
configuration and transformed domain.
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Figure 15: Mesh distorsion when changing the relative distance parameter. From top to bottom:
reference configuration and transformed domains.
Finally, to compute the efficiency of a certain stroke we should follow the next steps:
1. Solve the equations for each shape configuration independently, taking advantage of the fact
that the physical problem allows to use a steady-state hypothesis.
2. Use the reciprocal theorem from low Reynolds number hydrodynamics in order to relate the
surface motions to the swimming speed.
3. Make the average of these velocities and determine the effective pace after completing one cycle.
The benefits of employing the proper generalized decomposition in this physical problem would have a
big impact in the first step of this procedure: instead of having to solve a great number of parametric
cases one by one, we could obtain with enough accuracy the solution for all of them at once, thereby
reducing hugely the derived computational cost of the problem and being able to explore a wider
range of swimming paths.
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7 Conclusions
I would like to begin pointing out which was my experience with finite element method (FEM) before
starting this master’s thesis.
The first time I heard about finite elements was some years ago, when I was in the degree, but it was
only as a comment emphasizing that there was life beyond finite differences. So nothing at all. The
first time I was really in touch with them was in the autumn semester of this master, and I recognize
that I was surprised that they had not been taught me before. During those months I learned to
deal with continuous Galerkin (CG) methods, and I was told about discontinuous Galerkin (DG) and
hybridizable discontinuous Galerkin (HDG) too, but again only superficially and without facing the
difficulties of handle them in a physical problem. And with that I got to the project.
Therefore, the first thing I had to do when I began the master’s thesis was getting used to the
hybridizable discontinuous Galerkin formulation, which as we have seen in the written report is quite
different to the classical methods, and to its numerical implementation in Matlab. Then it came the
proper generalized decomposition (PGD) and the union of both techniques.
The results of all this work are reported in the following lines.
The implementation of the proper generalized decomposition for hybridizable discontinuous Galerkin
in second order elliptic problems has been more intrusive than what we initially thought. The inclusion
of the parameters in the formulation does not allow to use the HDG codes directly as a black box: it
is necessary to slightly modify some internal scripts and functions that have to do with the elemental
matrices and vectors.
This fact implies that the adaptation of the code to the different inputs of the problem (source term,
boundary conditions, etc.) is not straightforward, and we must treat each case separately. We have
discussed the performances of the method in three different examples:
1. A trivial example just to check the good functioning of the code.
2. A second example to study the convergence curves of the proper generalized decomposition
against those of the finite element method.
3. And a more sophisticated example to explore the behaviour of the approximation as we increase
its number of modes.
The proper generalized decomposition has stunning features when the error margin is not very strict,
because it reduces vastly the computational cost of the process and is able to reproduce the convergence
curves of the finite element method solution. However, its capabilities weaken as long as we ask for a
more rigorous error margin, being every time more difficult to achieve the perfomances provided by
the standard hybridizable discontinuous Galerkin, which stands as the ideal limit. On one side there
is the affordability; on the other, the accuracy. As in life, everything is a question of balance.
These limitations have a direct impact in the postprocessed solution, that behaves as superconvergent
only when the approximations of both the primal and dual variables of the mixed formulation have
optimal rates of convergence. This result is shared with the hybridizable discontinuous Galerkin
method, and it makes sense that it is so, because the postprocess is perfomed for each parametric case
separately once the PGD approximation has been computed.
Therefore, the postprocess should not worry us because it will work optimally when its inputs do it as
well. In other words, we should put our efforts in improving the convergence curves of both the primal
and dual variables; the superconvergence of the postprocessed solution will come as a consequence of
that.
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This fact allows to find a result completely natural in the hybridizable discontinuous Galerkin setting
but that had not been found before in the proper generalized decomposition framework: a postpro-
cessed solution u?(x,µ) that is able to improve its demeanor as long as we add new modes to the
approximation despite deriving from a primal variable u(x,µ) that comes to a standstill once a certain
mode has been reached. And all due to the favorable features of the dual variable q(x,µ).
Finally say that, once the variables have saturated, we can make the errors smaller either smoothing
the mesh discretizations or increasing the finite elements order; in other words, considering more
degrees of freedom and growing the computational cost. Moreover, the errors can be conditioned by
the suitability of the separated representation structure imposed to the approximation. After all, we
are making use of a model order reduction technique. This is precisely the reason why it would have
been interesting to compute the error of the proper generalized decomposition not with respect to
the analytical solution but with respect to the finite element method solution, because then we would
have been able to answer how close is the PGD approximation to the FEM one.
When we recapitulate or summarize we usually report only what has been performed and what has
effectively happened. We have the tendency to see ourselves, and our developed projects too, as a
compendium of what we have done and what we have achieved, and nevertheless we forget to talk
about our omissions and our wastes, about what we have discarded or we have not reached, and about
the many possibilities that have not come to fruition, as if all that was not part of reality. Nothing
further from the truth. People, as well as their projects, consist of both what they are and what they
have not been, both in the comparable and quantifiable and in the uncertain and diffuse; they are
made in equal measure of what has been and what could have been.
Here is a list of the future work left by this master’s thesis.
The numerical implementation of the proper generalized decomposition for hybridizable discontin-
uous Galerkin in second order elliptic problems has been performed only for the single parameter
approximation. The next step should be to extend it for the scalar parameter and full parameter
approximations. Any of these other two options are more flexible when describing the solution: the
parametric functions do not have to be equal anymore and we can even consider vectorial modes for
the parameters. How much does this really affect is subject of future work.
Anyway, we are now in position to ask ourselves if a greater versatility would mean to need less modes
in order to achieve a same accuracy in the solution; if this would make the convergence curves of the
proper generalized decomposition be more similar to those of the finite element method; etc.
This master’s thesis was originally intended to be applied in a particular physical problem: swimming
at low Reynolds numbers. At these regimes physics is governed by the Stokes equations. Therefore,
extending the proper generalized decomposition for hybridizable discontinuous Galerkin to the Stokes
equations is one of the future aims.
Another important step would be the application of the technique in the problem of the microswim-
mers. Focusing, for example, on the pushmepullyou swimmer, the two parameters that control its
dynamics are the relative distance between spheres and the radius of one of them. These two param-
eters would be the ones playing a role in the parameterized problem.
The idea is that, because in order to compute the efficiency of a certain stroke we would need to solve
the equations for each shape configuration, the application of the proper generalized decomposition
would shrink considerably the associated computational cost of such a problem, and thereby we would
be able to explore a wider range of swimming paths.
The conclusions, though, go beyond what is strictly academic. As in any other line of research,
obstacles appear over and over throughout the work, and ups and downs are constant in time. That
is precisely why the master’s thesis presented in this written report has had little to do with the
originally shaped one. It is somehow inevitable to experience a strong sensation of wandering when
facing a project of these dimensions. As somebody once said: “there is no road, the road is made by
walking”.
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8 Appendix
This appendix is devoted to:
1. Introduce the weak forms of the parameterized second order elliptic problem.
2. Detail the matrices and vectors appearing in the discrete versions of both the global and local
problems induced by the hybridizable discontinuous Galerkin (HDG) method.
3. Present the residuals and coefficients that appear in the global and local equations.
4. Spell out the numerical implementation of these residuals and coefficients by means of the
matrices and vectors exposed in point 2.
8.1 Weak forms
The weak forms of the parameterized second order elliptic problem are:
Auu(v, u) :=
∫
I1
· · ·
∫
Inpa
auu(v, u)dµ1 · · · dµnpa , auu(v, u) :=
nel∑
i=1
< v, τiu >∂Ωi ,
Auq(v, q) :=
∫
I1
· · ·
∫
Inpa
ψ(µ)auq(v, q)dµ1 · · · dµnpa , auq(v, q) := (v,∇ · (Dq))Ωˆ,
Lu(v) :=
∫
I1
· · ·
∫
Inpa
lu(v)dµ1 · · · dµnpa , lu(v) := (v, s)Ωˆ +
nel∑
i=1
< v, τiuD >∂Ωi∩ΓD ,
Auuˆ(v, uˆ) :=
∫
I1
· · ·
∫
Inpa
auuˆ(v, uˆ)dµ1 · · · dµnpa , auuˆ :=
nel∑
i=1
< v, τiuˆ >∂Ωi\ΓD ,
Aqu(w, u) :=
∫
I1
· · ·
∫
Inpa
aqu(w, u)dµ1 · · · dµnpa , aqu(w, u) := (∇ ·w, u)Ωˆ,
Aqq(w, q) :=
∫
I1
· · ·
∫
Inpa
aqq(w, q)dµ1 · · · dµnpa , aqq(w, q) := −(w, q)Ωˆ,
Lq(w) :=
∫
I1
· · ·
∫
Inpa
lq(w)dµ1 · · · dµnpa , lq(w) :=
nel∑
i=1
< ni ·w, ud >∂Ωi∩ΓD ,
Aquˆ(w, uˆ) :=
∫
I1
· · ·
∫
Inpa
aquˆ(w, uˆ)dµ1 · · · dµnpa , aquˆ :=
nel∑
i=1
< ni ·w, uˆ >∂Ωi\ΓD ,
Auˆu(vˆ, u) :=
∫
I1
· · ·
∫
Inpa
auˆu(vˆ, u)dµ1 · · · dµnpa , auˆu :=
nel∑
i=1
< vˆ, τiui >∂Ωi\ΓD ,
Auˆq(vˆ, q) :=
∫
I1
· · ·
∫
Inpa
auˆq(uˆ, q)dµ1 · · · dµnpa , auˆq(vˆ, q) :=
nel∑
i=1
< vˆ,ni ·Dqi >∂Ωi\ΓD ,
Auˆuˆ(vˆ, uˆ) :=
∫
I1
· · ·
∫
Inpa
auˆuˆ(vˆ, uˆ)dµ1 · · · dµnpa , auˆuˆ(vˆ, uˆ) := −
nel∑
i=1
< vˆ, τiuˆ >∂Ωi\ΓD ,
Luˆ(vˆ) :=
∫
I1
· · ·
∫
Inpa
luˆ(vˆ)dµ1 · · · dµnpa , luˆ(vˆ) := −
nel∑
i=1
< vˆ, t >∂Ωi∩ΓN .
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8.2 Implementation details
The interpolation functions in (5), as well as their derivatives, are defined in a reference element
with local coordinates ξ. The isoparametric transformation is used to relate the local and Cartesian
coordinates
x (ξ) =
nen∑
i=1
xiNi (ξ) ,
where xi are the elemental nodal coordinates.
We introduce now the following compact forms of the interpolation functions:
N =
[
N1 N2 ... Nnen
]T
,
N̂ =
[
N̂1 N̂2 ... N̂nfn
]T
,
Nn =
[
N1n
T N2n
T ... Nnenn
T
]T
,
N̂n =
[
N̂1n
T N̂2n
T ... N̂nfnn
T
]T
,
∇N =
[(
J−1∇N1
)T (
J−1∇N2
)T
...
(
J−1∇Nnen
)T ]T ,
Nnsd =
[
N1Insd N2Insd ... NnenInsd
]T
,
Dnen = diag [D,D, ...,D] ,
where n = (n1, ..., nsd) denotes the outward unit normal vector to an edge/face, J is the Jacobian of
the isoparametric transformation, and Insd is the identity matrix of dimension nsd.
The different matrices and vectors appearing in equations (14) and (15), computed for each element
i = 1, ...,nel, can be expressed in terms of the previous compact forms.
[Auu]i =
∑
∂Ωi
τi
nfip∑
g=1
N
(
ξfg
)
NT
(
ξfg
)
wfg,
[Auq]i =
neip∑
g=1
N
(
ξeg
)∇NT (ξeg)Dnen (x(ξeg))weg,
[Auuˆ]i =
∑
∂Ωi\ΓD
τi
nfip∑
g=1
N
(
ξfg
)
N̂
T (
ξfg
)
wfg,
[fu]i =
neip∑
g=1
N
(
ξeg
)
s
(
x(ξeg)
)
weg +
∑
∂Ωi∩ΓD
τi
nfip∑
g=1
N
(
ξfg
)
uD
(
x(ξeg)
)
wfg,
[Aqu]i =
neip∑
g=1
∇N (ξeg)NT (ξeg)weg,
[Aqq]i = −
neip∑
g=1
Nnsd
(
ξeg
)
NTnsd
(
ξeg
)
weg,
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[Aquˆ]i =
∑
∂Ωi\ΓD
nfip∑
g=1
Nn
(
ξfg
)
N̂
T (
ξfg
)
wfg,
[fq]i =
∑
∂Ωi∩ΓD
nfip∑
g=1
Nn
(
ξfg
)
uD
(
x(ξfg)
)
wfg,
[Auˆq]i =
∑
∂Ωi\ΓD
nfip∑
g=1
N̂
(
ξfg
)
NTn
(
ξfg
)
Dnen
(
ξfg
)
wfg,
[Auˆuˆ]i = −
∑
∂Ωi\ΓD
τi
nfip∑
g=1
N̂
(
ξfg
)
N̂
T (
ξfg
)
wfg,
[fuˆ]i = −
∑
∂Ωi∩ΓN
nfip∑
g=1
N
(
ξfg
)
t
(
x(ξfg)
)
wfg.
These expressions are valid both for the standard hybridizable discontinuous Galerkin (HDG) method
and for the proper generalized decomposition (PGD). The different residuals and coefficients that
appear in chapter 4, and that are exclusive of the PGD problem, are left for the two upcoming
subsections of this appendix.
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8.3 Residuals and coefficients
8.3.1 Spatial iteration
Full parameter approximation
The coefficients appearing in equations (40) and (41) are:
αuˆu := (L̂, Lu)I αkuˆq := (L̂, ψLq · ek)I αuˆuˆ := (L̂, L̂)I ,
αuu := (Lu, Lu)I αkuq := (Lu, ψLq · ek)I αuuˆ := αuˆu,
αkqu := (Lq · ek, Lu)I αkqq := (Lq · ek,Lq · ek)I αkquˆ := (Lq · ek, L̂)I .
While the residuals in these same equations correspond to:
Ruˆ(δF̂ ) = γuˆluˆ(δF̂ )−
n−1∑
s=1
[
αsuˆuauˆu(δF̂ , F
s) +
nsd∑
k=1
αs,kuˆq auˆq(δF̂ ,L
s
q ◦ ek) + αsuˆuˆauˆuˆ(δF̂ , F̂ s)
]
,
Ru(δFu) = γulu(δFu)−
n−1∑
s=1
[
αsuuauu(δFu, F
s
u) +
nsd∑
k=1
αs,kuq auq(δFu,F
s
q ◦ ek)− αsuuˆauuˆ(δFu, F̂ s)
]
,
Rq(δFq ◦ ek) = γkq lq(δFq ◦ ek)−
n−1∑
s=1
[
αs,kqu aqu(δFq ◦ ek, F su) + αs,kqq aqq(δF ◦ ek,F sq ◦ ek)− αs,kquˆ aquˆ(δFq ◦ ek, F̂ s)
]
,
where 
αsuˆu := (L̂, L
s
u)I α
s,k
uˆq := (L̂, ψL
s
q · ek)I αsuˆuˆ := (L̂, L̂s)I ,
αsuu := (Lu, L
s
u)I α
s,k
uq := (Lu, ψL
s
q · ek)I αsuuˆ := (Lu, L̂s)I ,
αs,kqu := (Lq · ek, Lsu)I αs,kqq := (Lq · ek,Lsq · ek)I αs,kquˆ := (Lq · ek, L̂s)I ,
γuˆ := (L̂, ϕuˆ(µ))I γu := (Lu, ϕu(µ))I γkq := (Lq · ek, ϕq(µ))I .
Scalar parameter approximation
The coefficients that appear in equations (45) and (46) are:
αuˆu := (L̂, Lu)I αuˆq := (L̂, ψLq)I αuˆuˆ := (L̂, L̂)I ,
αuu := (Lu, Lu)I αuq := (Lu, ψLq)I αuuˆ := αuˆu,
αqu := (Lq, Lu)I αqq := (Lq, Lq)I αquˆ := (Lq, L̂)I .
And the residuals in these same equations correspond to:
Ruˆ = γuˆluˆ(δF̂ )−
n−1∑
s=1
[
αsuˆuauˆu(δF̂ , F
s) + αsuˆqauˆq(δF̂ , F
s
q ) + α
s
uˆuˆauˆuˆ(δF̂ , F̂
s)
]
,
Ru = γulu(δFu)−
n−1∑
s=1
[
αsuuauu(δFu, F
s
u) + α
s
uqauq(δFu, F
s
q )− αsuuˆauuˆ(δFu, F̂ s)
]
,
Rq = γqlq(δFq)−
n−1∑
s=1
[
αsquaqu(δFq, F
s
u) + α
s
qqaqq(δFq,F
s
q )− αsquˆaquˆ(δFq, F̂ s)
]
,
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where 
αsuˆu := (L̂, L
s
u)I α
s
uˆq := (L̂, ψL
s
q)I α
s
uˆuˆ := (L̂, L̂
s)I ,
αsuu := (Lu, L
s
u)I α
s
uq := (Lu, ψL
s
q)I α
s
uuˆ := (Lu, L̂
s)I ,
αsqu := (Lq, L
s
u)I α
s
qq := (Lq, L
s
q)I α
s
quˆ := (Lq, L̂
s)I ,
γuˆ := (L̂, ϕuˆ(µ))I γu := (Lu, ϕu(µ))I , γq := (Lq, ϕq(µ))I .
Single parameter approximation
In this case the coefficients are much more simple.{
αuˆu = αuˆuˆ = αuu = αuuˆ = αqu = αqq = αquˆ := (L,L)I ,
αuˆq = αuq := (L,ψL)I .
The residuals are the same, only that the coefficients can be simplified.
αsuˆu = α
s
uˆuˆ = α
s
uu = α
s
uuˆ = α
s
qu = α
s
qq = α
s
quˆ := (L,L
s)I ,
αsuˆq = α
s
uq := (L,ψL
s)I ,
γuˆ := (L,ϕuˆ(µ))I , γu := (L,ϕu(µ))I , γq := (L,ϕq(µ))I .
8.3.2 Parametric iteration
Full parameter approximation
The coefficients appearing in equation (49) are:
βuˆu := auˆu(F̂ , Fu) β
k
uˆq := auˆq(F̂ ,Fq ◦ ek) βuˆuˆ := auˆuˆ(F̂ , F̂ ),
βuu := auu(Fu, Fu) β
k
uq := auq(Fu,Fq ◦ ek) βuuˆ = βuˆu,
βkqu := aqu(Fq ◦ ek, Fu) βkqq := aqq(Fq ◦ ek,Fq ◦ ek) βkquˆ := aquˆ(Fq ◦ ek, F̂ ).
While the residuals in this same equation correspond to:
Ruˆ(δL̂) = ζuˆ(δL̂, ϕuˆ)I −
n−1∑
s=1
[
βsuˆu(δL̂, L
s
u)I +
nsd∑
k=1
βs,kuˆq (δL̂, ψL
s
q · ek)I + βsuˆuˆ(δL̂, L̂s)I
]
,
Ru(δLu) = ζu(δLu, ϕu)I −
n−1∑
s=1
[
βsuu(δLu, L
s
u) +
nsd∑
k=1
βs,kuq (δLu, ψL
s
q · ek)I − βsuuˆ(δLu, L̂s)I
]
,
Rq(δLq · ek) = ζkq (δLq · ek, ϕq)I −
n−1∑
s=1
(
βs,kqu (δLq · ek, Lsu)I + βs,kqq (δLq · ek,Lsq · ek)I − βs,kquˆ (δLq · ek, L̂s)I
)
,
where
βsuˆu := auˆu(F̂ , F
s
u) β
s,k
uˆq := auˆq(F̂ ,F
s
q ◦ ek) βsuˆuˆ := auˆuˆ(F̂ , F̂ s),
βsuu := auu(Fu, F
s
u) β
s,k
uq := auq(Fu,F
s
q ◦ ek) βsuuˆ := auuˆ(Fu, F̂ s) = auˆu(F̂ s, Fu),
βs,kqu := aqu(Fq ◦ ek, F su) βs,kqq := aqq(Fq ◦ ek,F sq ◦ ek) βs,kquˆ := aquˆ(Fq ◦ ek, F̂ s),
ζuˆ := luˆ(F̂ ) ζu := lu(Fu) ζ
k
q := lq(Fq ◦ ek).
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Scalar parameter approximation
The coefficients that appear in equation (52) are:
βuˆu := auˆu(F̂ , Fu) βuˆq := auˆq(F̂ ,Fq) βuˆuˆ := auˆuˆ(F̂ , F̂ ),
βuu := auu(Fu, Fu) βuq := auq(Fu,Fq) βuuˆ = βuˆu,
βqu := aqu(Fq, Fu) βqq := aqq(Fq,Fq) βquˆ := aquˆ(Fq, F̂ ).
And the residuals in this same equation correspond to:
Ruˆ(δL̂) = ζuˆ(δL̂, ϕuˆ)I −
n−1∑
s=1
[
βsuˆu(δL̂, L
s
u)I + β
s
uˆq(δL̂, ψL
s
q)I + β
s
uˆuˆ(δL̂, L̂
s)I
]
,
Ru(δLu) = ζu(δLu, ϕu)I −
n−1∑
s=1
[
βsuu(δLu, L
s
u) + β
s
uq(δLu, ψL
s
q)I − βsuuˆ(δLu, L̂s)I
]
,
Rq(δLq) = ζq(δLq, ϕq)I −
n−1∑
s=1
[
βsqu(δLq, L
s
u)I + β
s
qq(δLq, L
s
q)I − βsquˆ(δLq, L̂s)I
]
,
where
βsuˆu := auˆu(F̂ , F
s
u) β
s
uˆq := auˆq(F̂ ,F
s
q ) β
s
uˆuˆ := auˆuˆ(F̂ , F̂
s),
βsuu := auu(Fu, F
s
u) β
s
uq := auq(Fu,F
s
q ) β
s
uuˆ := auuˆ(Fu, F̂
s) = auˆu(F̂
s, Fu),
βsqu := aqu(Fq, F
s
u) β
s
qq := aqq(Fq,F
s
q ) β
s
quˆ := aquˆ(Fq, F̂
s),
ζuˆ := luˆ(F̂ ) ζu := lu(Fu) ζq := lq(Fq).
Single parameter approximation
The coefficients do not change, the only difference with respect to the previous case is in the residual.
R(δL) = ζuˆ(δL, ϕuˆ)I + ζu(δL, ϕu)I + ζq(δL, ϕq)I+
−
n−1∑
s=1
[[
βsuˆu + β
s
uˆuˆ + β
s
uu − βsuuˆ + βsqu − βsquˆ
]
(δL, Ls)I +
[
βsuˆq + β
s
uq
]
(δL, ψLs)I
]
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8.4 Implementation of the residuals and coefficients
For implementation purposes, we define the following matrices.
Ek = ek ⊗ ek = ekeTk ∈ Rnsd×nsd ⇒ [Ek]i = diag[Ek,Ek, ...,Ek] ∈ Rnsdnen×nsdnen
for k = 1, ...,nsd and i = 1, ...,nel.
Qk = e
T
k ∈ R1×nsd ⇒ [Qk]e = diag[Qk,Qk, ...,Qk] ∈ Rn
µ
en×nsdnµen
for k = 1, ...,nsd and e = 1, ...,n
µ
el.
8.4.1 Spatial iteration
We present the numerical implementation in the most general case, that is for the full parameter
approximation.
Residuals
[ruˆ]i = γuˆ[fuˆ]i −
n−1∑
s=1
[
αsuˆu[A
T
uuˆ]iF
u,s
i +
nsd∑
k=1
αs,kuˆq [Auˆq]iEkF
q,s
i + α
s
uˆuˆ[Auˆuˆ]iF̂
s
i
]
,
[ru]i = γu[fu]i −
n−1∑
s=1
[
αsuu[Auu]F
u,s
i +
nsd∑
k=1
αs,kuq [Auq]iEkF
q,s
i − αsuuˆ[Auuˆ]iF̂
s
i
]
,
[rq]i =
nsd∑
k=1
[Ek]i
[
γkq [fq]−
n−1∑
s=1
(
αs,kqu [Aqu]iF
u,s
i + α
s,k
qq [Aqq]iEkF
q,s
i − αs,kquˆ [Aquˆ]iF̂
s
i
)]
.
Coefficients
αuu =
nµel∑
e=1
[Lu]
T
e [M]e[Lu]e, α
s
uu =
nµel∑
e=1
[Lu]
T
e [M]e[L
s
u]e,
αkuq =
nµel∑
e=1
[Lu]
T
e [Mµ]e[Qk]e[Lq]e, α
s,k
uq =
nµel∑
e=1
[Lu]
T
e [Mµ]e[Qk]e[L
s
q]e,
αuuˆ =
nµel∑
e=1
[Lu]
T
e [M]e[L̂]e, α
s
uuˆ =
nµel∑
e=1
[Lu]
T
e [M]e[L̂
s
]e,
αkqu =
nµel∑
e=1
[Lq]
T
e [Qk]
T
e [M]e[Lu]e, α
s,k
qu =
nµel∑
e=1
[Lq]
T
e [Qk]
T
e [M]e[L
s
u]e,
αkqq =
nµel∑
e=1
[Lq]
T
e [Qk]
T
e [M]e[Qk]e[Lq]e, α
s,k
qq =
nµel∑
e=1
[Lq]
T
e [Qk]
T
e [M]e[Qk]e[L
s
q]e,
αkquˆ =
nµel∑
e=1
[Lq]
T
e [Qk]
T
e [M]e[L̂]e, α
s,k
quˆ =
nµel∑
e=1
[Lq]
T
e [Qk]
T
e [M]e[L̂
s
]e,
αuˆu ≡ αuuˆ, αsuˆu =
nµel∑
e=1
[L̂]Te [M]e[L
s
u]e,
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αkuˆq =
nµel∑
e=1
[L̂]Te [Mµ]e[Qk]e[Lq]e, α
s,k
uˆq =
nµel∑
e=1
[L̂]Te [Mµ]e[Qk]e[L
s
q]e,
αuˆuˆ =
nµel∑
e=1
[L̂]Te [M]e[L̂]e, α
s
uˆuˆ =
nµel∑
e=1
[L̂]Te [M]e[L̂
s
]e,
γuˆ =
nµel∑
e=1
[L̂]Te [ϕuˆ]e,
γu =
nµel∑
e=1
[Lu]
T
e [ϕu]e,
γkq =
nµel∑
e=1
[Lq]
T
e [Qk]
T
e [ϕq]e.
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8.4.2 Parametric iteration
We present the numerical implementation in the most general case, that is for the full parameter
approximation.
Residuals
[buˆ]e = ζuˆ[ϕuˆ]e −
n−1∑
s=1
[
[M]e(β
s
uˆuL
u,s
e + βuˆuˆL̂
s
e) +
nsd∑
k=1
βs,kuˆq [Mµ]eQkL
q,s
e
]
,
[bu]e = ζu[ϕu]e −
n−1∑
s=1
[
[M]e(βuuL
u,s
e − βuuˆL̂
s
e) +
nsd∑
k=1
βs,kuq [Mµ]eQkL
q,s
e
]
,
[bq]e =
nsd∑
k=1
[Qk]
T
e
(
ζq[ϕq]e −
n−1∑
s=1
[M]e
(
βsquL
u,s
e + β
s
qqQkL
q,s
e − βquˆL̂
s
e
))
.
Coefficients
βuu =
nel∑
i=1
[Fu]
T
i [Auu]i [Fu]i , β
s
uu =
nel∑
i=1
[Fu]
T
i [Auu]i [F
s
u]i ,
βkuq =
nel∑
i=1
[Fu]
T
i [Auq]i [Ek]i [Fq]i , β
s,k
uq =
nel∑
i=1
[Fu]
T
i [Auq]i [Ek]i
[
Fsq
]
i
,
βuuˆ =
nel∑
i=1
[Fu]
T
i [Auuˆ]i [F̂]i, β
s
uuˆ =
nel∑
i=1
[Fu]
T
i [Auuˆ]i [F̂
s
]i,
βkqu =
nel∑
i=1
[Fq]
T
i [Ek]i [Aqu]i [Fu]i , β
s,k
qu =
nel∑
i=1
[Fq]
T
i [Ek]i [Aqu]i [F
s
u]i ,
βkqq =
nel∑
i=1
[Fq]
T
i [Ek]i [Aqq]i [Ek]i [Fq]i , β
s,k
qq =
nel∑
i=1
[Fq]
T
i [Ek]i [Aqq]i [Ek]i
[
Fsq
]
i
,
βkquˆ =
nel∑
i=1
[Fq]
T
i [Ek]i [Aquˆ]i [F̂]i, β
s,k
quˆ =
nel∑
i=1
[Fq]
T
i [Ek]i [Aquˆ]i [F̂
s
]i,
βuˆu ≡ βuuˆ, βsuˆu =
nel∑
i=1
[F̂]Ti [Auuˆ]
T
i [F
s
u]i,
βkuˆq =
nel∑
i=1
[F̂]Ti [Auˆq]i [Ek]i [Fq]i , β
s,k
uˆq =
nel∑
i=1
[F̂]Ti [Auˆq]i [Ek]i
[
Fsq
]
i
,
βuˆuˆ =
nel∑
i=1
[F̂]Ti [Auˆuˆ]i [F̂]i, β
s
uˆuˆ =
nel∑
i=1
[F̂]Ti [Auˆuˆ]i [F̂
s
]i,
ζuˆ =
nel∑
i=1
[F̂]Ti [fuˆ]i,
ζu =
nel∑
i=1
[Fu]
T
i [fu]i,
ζkq =
nel∑
i=1
[Fq]
T
i [Ek]i[fq]i.
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