Abstract-Branch-and-Bound and evolutionary algorithms represent two very different approaches for tackling combinatorial optimization problems. These approaches are not incompatible though. In this paper, we consider a hybrid model that combines these two techniques. To be precise, it is based on the interleaved execution of both approaches, and has a heuristic nature. The multidimensional 0-1 knapsack problem has been chosen as benchmark. As it will be shown, the hybrid algorithm can produce better results at the same computational cost, specially for larger problem instances.
1 Introduction algorithm with some problem-specific technique. In this sense, we here present a model for hybridizing EAs with BnB techniques. The goal is combining synergistically these two different solving approaches, exploiting the capability of BnB for identifying provably good regions of the search space, and the power of EAs for exploring these. Before detailing how this is precisely achieved, let us firstly describe the underlying search techniques that will be combined. This will be done in the context of the multidimensional 0-1 knapsack problem (MKP).
Exact and Evolutionary Approaches to the MKP
Branch-and-bound techniques (BnB) [LW66] constitute a well-known approach for solving combinatorial optimization problems to optimality. Essentially, BnB techniques produce upper and lower bounds that eventually converge to the optimal solution. To this end, an implicit enumeration scheme is used: the algorithm starts with a problem (or node) that represents the whole search space; subsequently, it proceeds iteratively by picking a node, and dividing it into mutually excluding subproblems that represent a partition of the original search space. Upper and lower bounds are computed for these subproblems; then, they are successively divided until they can be trivially solved, or until their upper bound is lower than the best known solution (maximization assumed). Thus, the search performed by the algorithm can be represented as a tree. This tree can be traversed in several ways. The most efficient (in terms of the number of iterations) is best-first, i.e., expanding firstly the most promising -according to the upper bound-nodes. However, the memory requirements can make this strategy unrealistic for large problem instances. The alternative is using a depthfirst traversal. This strategy does not require large amounts of memory, but can expand much more nodes than best-first. On the other hand, evolutionary algorithms (EAs) [Bac96, BFM97] have a completely different philosophy: tentative solutions are iteratively generated, aiming at producing better and better solutions. Their performance is probably, yet not provably, good: near-optimal solutions can be typically found at an acceptable computational cost in many combinatorial optimization problems. It must be noted that -despite the underlying algorithmic template of EAs being fairly the same in these different problems-the need for exploiting problem-knowledge has been repeatedly shown in theory and in practice [CuI98, Dav91, WM97] .
Problem-knowledge can be incorporated to an EA in many ways. A popular option is the hybridization of the The MKP is a generalization of the classical 0-1 knapsack problem, so it is worth describing the latter in the first place. Subsequently, the algorithmic approaches considered for tackling the MKP will be shown. 
A BnB Approach to the MKP
The BnB algorithm considered carries out a standard exploration of the search tree for this kind of problems (see [BM80] ). More precisely, the linear relaxation of each node is solved (i.e., the corresponding subproblem is solved assuming variables can take fractional values in the interval [0,1]) using linear-programming (LP) techniques. If all variables take integral values, the subproblem is solved. This is not generally the case though, and some variables are non-integer in the LP-relaxed solution; in the latter situation, the variable whose value is closest to 0.5 is selected, and two subproblems are generated, fixing this variable to 0 or to 1 respectively. The LP-relaxed value of the node is used as its upper-bound, so that nodes whose value is below the best-known solution can be pruned from the search tree.
The tree can be traversed in different ways as mentioned in Section 1. If a depth-first strategy is used, the memory required grows linearly with the depth of the tree; hence large problems can be considered. However, the timeconsumption can be excessive. On the other hand, a bestfirst strategy minimizes the number of nodes explored, but the size of the search tree (that is, the number of nodes kept for latter expansion) will grow exponentially in general. A third option is using a breadth-first (or level-order) traversal. In principle, this option would have the drawbacks of the previous two strategies, unless a heuristic choice is made: keep at each level just the best k nodes. This implies sacrificing exactness, but provides a very effective heuristic search approach. The name beam search has been coined to denote this strategy. We have precisely used this approach in our hybrid model. Once the heuristic ordering is produced, a two-phase repairing algorithm is applied to each solution (see Figure 1 ). In the first phase, variables are examined in increasing order of pseudo-utility, and changed to 0 while the solution is infeasible. In the second phase, variables are examined in reverse order and changed to 1 as long as feasibility is kept. Therefore, the goal of the first phase is attaining feasibility, while the goal of the second phase is improving the quality of solutions.
Since this EA just explores the feasible portion of the search space, the fitness function can be readily defined as f) = Ej=1pjrj.
Hybrid Models
In this section we present a hybrid model that integrates an EA with a BnB algorithm. Our aim is to combine the advantages of both approaches and, at the same time, reduce their drawbacks working alone. Firstly, in the following subsection, we briefly discuss some related works existing in the literature regarding the hybridization of EA techniques and BnB algorithms.
Related Work
Cotta et al. [CANT95] used a problem-specific BnB approach for the traveling salesman problem based on 1-trees and the Lagrangean relaxation [VJ82] , and made use of an EA to provide bounds in order to guide the BnB search. More specifically, two different approaches for the integration were analyzed. In the first model, the genetic algorithm played the role of master and the BnB was incorporated as a slave. The primary idea was to build a hybrid recombination operator based in the BnB philosophy. More precisely, the BnB was used in order to build the best possible tour within the (Hamiltonian) subgraph defined by the union of edges in the parents. This recombination procedure was costly, but provided better results than blind edge recombination. The second model proposed consisted of executing in parallel the BnB algorithm with a certain number of EAs which generated a number of different high-quality solutions. The diversity provided by the independent EAs contributed to make that edges suitable to be part of the optimal solution were likely included in some individuals, and nonsuitable edges were unlikely taken into account. Despite these approaches showed encouraging results, the work in [CANT95] described only preliminary results.
Another relevant research was developed by Nagar et al. [NHH96] , combining a BnB tree search and an EA which was used to provide bounds for solving flowshop scheduling problems. Later, a hybrid algorithm, combining genetic algorithms and integer programming BnB approaches to solve MAX-SAT problems was described by French et al. [FRWO1] . This hybrid algorithm gathered information during the run of a LP-based BnB algorithm, and used it to build the population of an EA population. The EA was eventually activated, and the best solution found was used to inject new nodes in the BnB search tree. The hybrid algorithm was run until the search tree was exhausted, and hence it is an exact approach. However, in some cases it expands more nodes than the BnB algorithm alone.
More recently, Cotta and Troya [CT03] presented a framework for the hybridization along the lines initially sketched in [CANT95] , i.e., based on using the BnB algorithm as a recombination operator embedded in the EA. This hybrid operator is used for recombination: it intelligently explores the possible children of solutions being recombined, providing the best possible outcome. The resulting hybrid algorithm provided better results than pure EAs in several problems where a full BnB exploration was unpractical on its own.
In [GCF05] , we presented another hybrid algorithm that keeps some similarities with the new one that we describe in Section 3.2. One of the differences with the algorithm presented in this paper is that in [GCF05] we used an EA that enabled the appearance of duplicated individuals in the population. Also, the BnB algorithm in [GCF05] was less sophisticated and did not make use of the linear relaxation of the problem to obtain upper bounds (as we do now). Moreover, the search tree was traversed by expanding firstly the more promising nodes, and node bounds were not employed to guide the search of the EA. Last, but not least, the former approach was intended to be a complete anytime algorithm. However, it may be worth trading completeness for improved accuracy, as it will be shown henceforth.
Our Hybrid Algorithm
One way to do the integration of evolutionary techniques and BnB models is via a direct collaboration that consists of letting both techniques work alone in parallel (i.e., let both processes perform independently), that is, at the same level. By doing so, both processes will share the solution (see Fig. 2 currently considered in the BnB algorithm) that is compatible2 with x*, or 0 in case no node is compatible. Doing so, those EA individuals that belong to the more promising regions will obtain better aptitude value, and as consequence, it is expected that the exploration will probably be focused on those regions. The 1/2 factor in this equation is a mere scale term, adjusted in preliminary experiments.
Upon stabilization of the EA, control is returned to the BnB algorithm. The lower bound for the optimal solution obtained by the EA is then compared to the current incumbent in the BnB, updating the latter if necessary. This may lead to new pruned branches in the BnB search tree. This is repeated until the search tree is exhausted, or a time limit is reached. The whole process is illustrated in Figure 3. 
Experimental Results
We have tested our algorithms with problems available at the OR-library [Bea9O] maintained by Beasley. We took two instances per problem set. Each problem instance is characterized by a number m of constraints (or knapsacks), a number n of items and a tightness ratio, 0 < a < 1. The closer to 0 the tightness ratio the more constrained the instance. To be precise, the capacity of the i-th knapsack is 2A node is compatible with respect to a solution if all bits specified in the node coincide with those in the solution. n bi = aK Ej .
j=l (2)
We solved these problems on a Pentium IV PC (1700MHz and 256MB of main memory) using the EA, three different BnB algorithms -using depth-first, best-first, and beam search (k = 100)-, and the hybrid algorithm (all of them coded in C). A single execution for each instance was performed for the three BnB methods (since these are exact methods) whereas ten independent runs per instance were carried out for the EA and hybrid algorithms. The algorithms were run for 600 seconds in all cases. For the EA and the hybrid algorithm, the size of the population was fixed at 100 individuals that were initialized with random feasible solutions. With the aim of maintaining some diversity in the population, duplicated individuals were not allowed in the population. The crossover probability was set to 0.9, binary tournament selection was used, and standard uniform crossover operator was chosen.
Execution results for BnB algorithms are shown in Tables 1-3. The first three columns indicate the tightness ratio (a), and the sizes (m and n) for a particular instance. The next column reports results for the best solution found as well as the time (in seconds) consumed to find it. Specifically for the EA and hybrid algorithms, in Tables 4 and  5 we also show the mean of the values obtained and standard deviations, and the average time to obtain the best solution. For clarity, the best results obtained globally (excluding ties) are written in bold face. Since the EA and the hybrid algorithm are stochastic techniques, we have considered the mean value for comparisons between them. When comparing to the deterministic BnB algorithms, we have considered the best solution though.
As it can be seen, the hybrid algorithm provides better results for the largest problem instances ({ 10, 30} x 500 and 30 x 250), regardless of the tightness ratio. For the smallest problem instances, the pure EA performs better. This Figure 4 shows the evolution of the best value found by the different algorithms for two specific problem instances. Note that the hybrid algorithm always provides here better results than the original ones, specially in the case of the more constrained instance (a = .25).
Conclusions and Future Work
We have presented a hybridization of an EA with a BnB algorithm. The EA provides lower bounds that the BnB algorithm can use to purge the problem queue, whereas the BnB guides the EA to look into promising regions of the search space.
The resulting hybrid algorithm has been tested on large instances of the MKP problem with encouraging results: the hybrid EA produces better average results than the constituent algorithms on specific instances. This indicates the synergy of this combination, thus supporting the idea that this is a profitable approach for tackling difficult combinatorial problems. In this sense, further work will be directed to confirm these findings on different combinatorial problems, as well as to study alternative models for the hybridization of the BnB with EAs.
Another very interesting line for future developments refers to the parallelization of the hybrid algorithm. Several possibilities can be considered here. On one hand, any of the constituent algorithms can be internally parallelized; for instance, the EA can use an island-based model, or we can distribute the evaluation of nodes in the current level among a number of computers. This can lead to improved results due to the numerical speed-up in the BnB part, and the algorithmic speed-up in the EA component [CPOO] . On the other hand, a fully asynchronous functioning of both components (EA and BnB) with occasional communication is a very appealing option for dealing with large-scale optimization tasks.
