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Abstract
Applications of Gro¨bner bases, such as reverse engineering of gene regulatory
networks and combinatorial encoding of receptive fields, consider data sets
whose ideals of points have unique reduced Gro¨bner bases. The significance
is that uniqueness provides a canonical representation of the input data. In
this work, we identify geometric properties of input data that result in a unique
reduced Gro¨bner basis. We show that if the data form a staircase or a so-called
linear shift of a staircase, the ideal of the points has a unique reduced Gro¨bner
basis. These results serve to minimize computational effort in using Gro¨bner
bases and are a stepping stone for developing algorithms to generate such data
sets.
Keywords: Gro¨bner bases, Ideals of points, Staircases of monomial ideals
1. Introduction
Gro¨bner bases have enjoyed a diverse set of applications since their inception
in 1965 (for example, see [1, 2, 3, 4]). However, some applications have found a
challenge in the fact that a polynomial ideal can have multiple reduced Gro¨bner
bases, thus yielding importance to the question of characterizing ideals of points
with unique reduced Gro¨bner bases.
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For example, in 2004, Gro¨bner bases were applied to the problem of model
selection in systems biology [5]. They were introduced as a tool to select min-
imal models from a set of polynomial dynamical systems that fit discretized
experimental data: for a given set of data points over a finite field, the ideal
of points forms a coset representing the space of polynomial dynamical systems
that fit the data and a minimal model is selected from the space by computing
a reduced Gro¨bner basis of the ideal and taking the normal forms of the model
equations. While this provides an algorithmic solution to model selection, each
choice of monomial order results in a different Gro¨bner basis and thus, likely,
in a different minimal polynomial dynamical system. To remedy this computa-
tional artifact, in [6], the authors proposed a systematic way of adding new data
points to an existing data set to ensure that the ideal of points has a unique
reduced Gro¨bner basis, yielding a unique minimal model. They also gave an
algebraic characterization of the smallest set of points that need to be added.
The method, however, involves solving a large system of polynomial equations
even for small data sets.
More recently, neural ideals were introduced in [7] as an algebraic object that
can be used to better understand the combinatorial structure of neural codes. A
neural ideal has a special generating set, called its canonical form, that encodes
a minimal description of the so-called receptive field structure intrinsic to the
neural code. Also, for a given monomial order, a neural ideal is generated by
its (reduced) Gro¨bner basis with respect to that monomial order. It was shown
in [8] that for small dimensions, Gro¨bner basis computations are faster than
canonical form ones and it is thus desirable to be able to identify neural ideals
whose canonical forms are Gro¨bner bases. They proceeded to show that this is
the case exactly when the neural ideal has a unique Gro¨bner basis. However,
there is still no known condition on the neural codes themselves that guarantees
that the corresponding neural ideal has a unique Gro¨bner basis.
In [9] (Lemma 3.2), it was shown that an ideal of points has a unique reduced
Gro¨bner basis if and only if its generators are factor-closed, i.e. the non-leading
terms of each generating polynomial divide its leading term. Unfortunately,
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this algebraic characterization of the generators does not provide any insight
into the points which would result in an ideal with factor-closed Gro¨bner basis
generators.
To the best of our knowledge, the only result which connects directly the
points in a variety V with the ideal I(V ) is found in [9] (Theorem 4.8(b)),
paraphrased below as Theorem 1: it implies that I(V ) and I(kn\V ) have the
same number of reduced Gro¨bner bases and thus I(V ) has a unique reduced
Gro¨bner basis if and only if I(kn\V ) has a unique reduced Gro¨bner basis.
Theorem 1 ([9]). Let k be a finite field of characteristic p and V ⊆ kn. Con-
sider a monomial order ≺. Then xα is a standard monomial of I(V ) if and only
if xα ∈ LT≺(I(kn \ V )), where α is such that xαxα = xp−11 · · ·xp−1n .
While this result facilitates work with data sets which contain a large portion
of the points thanks to the symmetric properties of its smaller complement, it
does not provide a general method for identifying data sets with unique reduced
Gro¨bner bases.
In this paper, we identify properties of the input data that result in a unique
reduced Gro¨bner basis, that is, an ideal whose Gro¨bner fan consists of a single
cone. We define the concept of a linear shift, originally introduced in [10] for
varieties and extended to rings in [9]. We see that linear shifts are equivalence
relations on data sets in Znp (where Zp is the field of integers modulo p) of
fixed size. In Section 3, we establish a geometric property of the points in
V ⊆ Znp which guarantees that the ideal of the points I(V ) has a unique reduced
Gro¨bner basis, regardless of the monomial order: Corollary 3 to the main result,
Theorem 3. Finally we apply the main result to a Boolean model of the well-
studied lac operon in E. coli.
2. Background
Much of the notation and formalization in this section is due to [11].
Let k be a field and n ∈ N. Let I ⊆ k[x1, . . . , xn] be an ideal and LT≺(I) be
the leading term ideal of I with respect to some monomial order ≺. Recall that
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the quotient ring k[x1, . . . , xn]/I is isomorphic to span{xα|xα 6∈ LT≺(I)} as a
k-vector space. In fact, for each choice of monomial order, {xα|xα 6∈ LT≺(I)}
forms a basis for k[x1, . . . , xn]/I. Such monomials are called standard with
respect to ≺; we denote the set {xα|xα 6∈ LT≺(I)} as SM≺(I). Note that
standard monomials satisfy the following divisibility property: if xα ∈ SM≺(I)
and xβ |xα, then xβ ∈ SM≺(I).
In the current setting, as all ideals are zero-dimensional, the quotient ring
k[x1, . . . , xn]/I is finite dimensional as a vector space. Hence the set SM≺(I)
of standard monomials associated with I is finite and can be represented as
a staircase, which is a set λ ⊆ Nn of nonnegative integer vectors such that if
v ∈ λ and u ≤ v coordinate-wise, then u ∈ λ. Such staircases can be visualized
on an integer lattice where a monomial is depicted via its exponent vector:
(m,n)↔ xmyn; see Figure 1.
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Figure 1: Staircases of the ideal I(V ), where V = {(2, 0), (0, 1)} ⊆ Z23. For a given Gro¨bner
basis, each diagram shows the interface between the standard monomials, which are repre-
sented by black dots, and the leading terms, which are represented by white dots. Here,
SM1(I(V )) = {1, y} and SM2(I(V )) = {1, x}.
Finally, recall that if ≺ is a monomial order and I ⊆ k[x1, . . . , xn] is nonzero,
then a subset G = {g1, . . . , gt} is a Gro¨bner basis for I with respect to ≺ if
〈LT≺(g1), . . . , LT≺(gt)〉 = 〈LT≺(I)〉. Furthermore, a Gro¨bner basis is reduced if
the leading coefficient of each element of the basis is 1 and no monomial in any
element of the basis is in the ideal generated by the leading terms of the other
elements of the basis. Given a fixed monomial order, an ideal I has a unique
reduced Gro¨bner basis.
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3. Geometric properties of data sets whose ideals have unique re-
duced Gro¨bner bases
In this section we give a geometric characterization of V ⊆ Znp such that
I(V ) has a unique reduced Gro¨bner basis, regardless of the monomial order.
Unless otherwise stated, definitions and results in this section are found in [10].
In Section 2, we recalled that exponent vectors of standard monomials of
an ideal I form a staircase since any divisor of a standard monomial is again
a standard monomial. Such a staircase is called initial [12]; for example, the
staircases in Figure 1 are initial. Furthermore, a staircase λ is basic for I if
the congruence classes modulo I of the monomials xv with v ∈ λ form a vector
space basis for the quotient space Zp[x1, . . . , xn]/I [12].
If λ is basic, then the class [f ] = f + I of any f ∈ Zp[x1, . . . , xn] can be
uniquely represented as a linear combination of elements in {xv | v ∈ λ}. For a
given monomial order, any polynomial f ∈ Zp[x1, . . . , xn] has a unique normal
form with respect to I. Hence an initial staircase of an ideal I is basic. As it
will be shown in Theorem 2, we can determine whether a set λ ∈ Znp is basic by
checking the invertibility of the evaluation matrix defined next.
Definition 1. Let λ = {u1, . . . , ur} be an r-subset of Znp and let V = {v1, . . . , vs}
be an s-subset of Znp . The evaluation matrix X(xλ, V ) is the s-by-r matrix whose
element in position (i, j) is xu
j
(vi), the evaluation of xu
j
at vi.
Example 1. Let λ1 = {(0, 0), (1, 0)}, λ2 = {(0, 0), (0, 1)}, and V = {(2, 0), (0, 1)}
be subsets of Z23. Then X(xλ1 , V ) =
 1 2
1 0
 and X(xλ2 , V ) =
 1 0
1 1
.
The following result from [12] illustrates a connection between basic sets and
evaluation matrices, which will be used below.
Theorem 2 ([12]). Let λ and V be subsets of Znp . Then λ is basic for I(V ) if
and only if X(xλ, V ) is invertible.
Example 2. Let λ1 = {(0, 0), (1, 0)}, λ2 = {(0, 0), (0, 1)}, and V = {(0, 0), (1, 0)}
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be subsets of Z23. Then λ1 is basic for I(V ) since X(xλ1 , V ) =
 1 0
1 1
 is in-
vertible; however λ2 is not basic for I(V ) since X(xλ2 , V ) =
 1 0
1 0
 is not
invertible.
Notice that an initial staircase must be basic, while a basic staircase might
not be initial; however, if I(V ) has a unique initial staircase (and thus a unique
reduced Gro¨bner basis), then I(V ) has a unique basic staircase.
Lemma 1. Let xα, xβ be monomials with xα - xβ. There exists a weight vector γ
and monomial order ≺γ such that xβ ≺γ xα.
Proposition 1. An ideal I(V ) has a unique initial staircase if and only if I(V )
has a unique basic staircase.
Proof. Follows directly from Proposition 2.2 in [12] and Lemma 1.
Based on Proposition 1, if we want to find out whether I(V ) has a unique
reduced Gro¨bner basis, we just need to check whether I(V ) has a unique basic
staircase. In other words, we can check if there exist a unique staircase λ ⊆ Znp
such that X(xλ, V ) is invertible.
Next we present a sufficient condition for I(V ) to have a unique reduced
Gro¨bner basis. A construction that will aid in proving this condition is that of
a layer of a staircase.
Definition 2. Given a staircase λ = {(u1, . . . , un) : ui ∈ N}, the ith layer of λ
with respect to the jth coordinate is the subset {u ∈ λ : uj = i} ⊆ λ. Let ` be
the largest integer such that {u ∈ λ : uj = `} 6= ∅. The height of λ in the jth
coordinate is defined to be `+ 1, denoted as hj(λ).
Note that a layer of a staircase in Nn is a staircase in Nn−1.
Proposition 1 prompts the following natural question. If λ ⊆ Znp is a stair-
case, which subsets V ⊆ Znp have λ as their unique basic staircase? Let us
consider the case when V is itself a staircase.
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Theorem 3. Let λ and V be two staircases in Znp . Then λ is basic for I(V ) if
and only if λ = V .
Proof. We will prove this by induction on the number of variables.
Let n = 1. To prove the necessary condition, suppose λ 6= V . Since there is
only one variable, we must have |λ| 6= |V |. Therefore, X(xλ, V ) is not invertible
since it is not a square matrix. By Theorem 2, λ is not basic. For the sufficient
condition, assume λ = V . Then X(xλ, V ) is a square Vandermonde matrix.
Since V is a set of distinct points, X(xλ, V ) is invertible. By Theorem 2, λ is
basic.
Assume the inductive hypothesis holds for n = k and consider n = k + 1.
We will prove the inductive step by induction on the height of the monomial
staircase with respect to the first coordinate.
Consider the base case when h1(λ) = 1; in other words, for all u ∈ λ, we
have u1 = 0. That is to say all monomials of x
λ do not involve x1.
(⇐) Suppose λ = V . Then the first coordinate of any point in V is 0. There-
fore, λ and V are staircases with one fewer variable, x1. Based on our
inductive hypothesis for n = k, we have xλ are basic monomials of I(V ).
(⇒) Suppose λ 6= V . Then we consider three cases.
C1: |λ| 6= |V |. In this case, X(xλ, V ) is not invertible as it is not square.
C2: |λ| = |V | and h1(V ) ≥ 2. In this case, X(xλ, V ) is not invertible as
at least two rows are the same.
C3: |λ| = |V | and h1(V ) = h1(λ) = 1, while λ 6= V . In this case, the
first coordinate of any point in λ and V is 0. In other words, λ and
V are staircases with one fewer variable, x1. Based our inductive
hypothesis for n = k, we have that X(xλ, V ) is not invertible.
In each case, the evaluation matrix is not invertible and so λ is not basic,
concluding the base case of h1(λ) = 1.
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Assume the inductive hypothesis holds for all monomial staircases λ with
1 ≤ h1(λ) ≤ d. Let us consider a staircase λ with h1(λ) = d+ 1.
(⇐) Suppose λ = V . Let λ0 := {u ∈ λ : u1 = 0} denote the 0th layer of λ and
V0 := {v ∈ λ : v1 = 0} denote the 0th layer of V with respect to the first
coordinate. Since λ = V , we have λ0 = V0. By inductive hypothesis, the
evaluation matrix X(xλ0 , V0) is invertible. Now let us consider the eval-
uation matrix X(xλ, V ). We can reorder rows and columns of X(xλ, V ),
so that X(xλ0 , V0) appears as the upper left submatrix of X(xλ, V ). Since
the upper left submatrix of X(xλ, V ) is invertible, after elementary row
and column operations, we can transform X(xλ, V ) into a block matrix of
the form  I 0
0 X(xλ\λ0 , V \V0)
 .
Moreover, x1 divides all monomials in x
λ\λ0 and for any point v ∈ V \V0,
we have v1 6= 0. Therefore, X(xλ\λ0 , V \V0) is invertible if and only if
X(x
λ\λ0
x1
, V \V0) is invertible. Note that xλ\λ0x1 corresponds to a staircase
with height at most d and V \V0 is a linear shift of the same staircase, so
X∗ is invertible by the inductive hypothesis and Theorem 4. Hence the
original evaluation matrix X(xλ, V ) is also invertible; thus λ is basic.
(⇒) Suppose λ 6= V . If |λ| 6= |V |, then X(xλ, V ) is not invertible since it is not
a square matrix.
Assume |λ| = |V |. We can reorder rows and columns so that X(xλ, V )
appears in the form X(xλ0 , V0) 0
A X(xλ\λ0 , V \V0)
 .
Note that the row space of A is a subspace of the row space of X(xλ0 , V0).
Suppose X(xλ0 , V0) is not a square matrix. We then consider two cases.
C1: If X(xλ0 , V0) has more rows than columns, then the rows of [X(xλ0 , V0), 0]
are linearly dependent.
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C2: If X(xλ0 , V0) has more columns than rows, then the columns of [X(xλ0 , V0), A]T
are linearly dependent.
In either case, X(xλ0 , V0) is not invertible.
If X(xλ0 , V0) is a square matrix but λ0 6= V0, then X(xλ0 , V0) is not in-
vertible by the inductive hypothesis. So X(xλ, V ) is not invertible.
If X(xλ0 , V0) is a square matrix and λ0 = V0, then we must have λ\λ0 6=
V \V0. Note that X(xλ\λ0 , V \V0) is invertible if and only if X(xλ\λ0x1 , V \V0)
is invertible. Since λ\λ0 6= V \V0, xλ\λ0x1 corresponds to a staircase with
height at most d, and V \V0 is a linear shift of some other staircase,
X(x
λ\λ0
x1
, V \V0) is not invertible by the inductive hypothesis and Theo-
rem 4. Therefore, X(xλ, V ) is also not invertible.
Since the evaluation matrix is not invertible, λ is basic.
Hence the inductive step holds for h1(λ) = d + 1, thereby concluding the
inductive proof on the height of λ. Completing the nested inductive proof
completes the inductive step for n = k + 1. Therefore, the original statement
holds for all n ∈ N.
Corollary 1. If V ⊆ Znp is a staircase, then I(V ) has a unique reduced Gro¨bner
basis.
Proof. It follows immediately from Theorem 3.
Example 3. The set V = {(0, 0), (0, 1), (1, 0)} is a staircase in Z23. Its corre-
sponding ideal I(V ) has a unique reduced Gro¨bner basis G = {y2−y, xy, x2−x}.
Before we state the main theorem of this section, we introduce an equivalence
relation on the subsets of Znp that is useful in the context of staircases and
Gro¨bner bases.
Definition 3. For V1, V2 ⊆ Znp with |V1| = |V2|, we say that V1 is a linear shift
of V2, denoted V1
L∼ V2, if there exists φ = (φ1, . . . , φn) : Znp → Znp such that
V1 = φ(V2) and φi : Zp → Zp is defined coordinate-wise as φi(xi) = aixi + bi
for some ai ∈ (Zp)× and bi ∈ Zp for i = 1, . . . , n.
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It is straightforward to see that linear shift is a bijection between two point
sets and defines an equivalence relation on subsets of Znp of the same size.
Example 4. Consider V1, V2, V3 ⊆ Z23, where V1 = {(0, 0), (0, 1)}, V2 = {(1, 1), (1, 2)},
and V3 = {(1, 1), (2, 2)}. Then V1 L∼ V2 since V1 = φ(V2), where φ = (x+ 1, x+
1). On the other hand, V1 6L∼ V3 since the first coordinates of the points in V1
are the same while in V3 they are different.
Theorem 4. If V1, V2 ⊆ Znp and V1 L∼ V2, then I(V1) and I(V2) have the
same number of reduced Gro¨bner bases. In particular, when I(V1) has a unique
reduced Gro¨bner basis, I(V2) will also have a unique reduced Gro¨bner basis.
Proof. Let V1
L∼ V2. Then there is a permutation φ(x1, . . . , xn) = (a1x1 +
b1, . . . , anxn+bn) for some ai, bi ∈ Zp with ai 6= 0 for all i, such that φ(V1) = V2.
Observe that
I(V2) = {f : f(v) = 0,∀v ∈ V2}
= {f : f(φ(u)) = (f ◦ φ)(u) = 0,∀u ∈ V1}.
Thus, for any f ∈ I(V2), we have f ◦φ ∈ I(V1). Since V2 is a linear shift of V1 via
φ, (f ◦φ)(x1, . . . , xn) = f(φ(x1, . . . , xn) = f(a1x1+b1, . . . , anxn+bn). So f and
f ◦ φ have the same leading monomial with respect to any monomial order ≺.
Therefore, LT≺(I(V2)) ⊆ LT≺(I(V1)). We can show LT≺(I(V1)) ⊆ LT≺(I(V2))
by replacing φ with φ−1. Hence LT≺(I(V1)) = LT≺(I(V2)) with respect to any
monomial order. Due to the one-to-one correspondence between initial ideals
and reduced Gro¨bner bases, I(V1) and I(V2) have the same number of reduced
Gro¨bner bases.
An immediate consequence of this result is that linear shifts preserve stan-
dard monomial bases.
Corollary 2. If V1, V2 ⊆ Znp and V1 L∼ V2, then I(V1) and I(V2) have the same
leading term ideals and standard monomial bases.
Corollary 3. If V ⊆ Znp is a linear shift of a staircase, then I(V ) has a unique
reduced Gro¨bner basis.
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Proof. This follows from Theorems 3 and 4.
Example 5. Consider subsets V1 = {(0, 0), (0, 1), (1, 0)} and V2 = {(0, 1), (0, 2), (2, 2)}
of Z23. Notice that V1 is a staircase while V2 is not. As V2 = φ(V1), where
φ = (2x, 2x + 2), V1
L∼ V2. We see that I(V2) has a unique reduced Gro¨bner
basis G = {y2 − 1, xy + x, x2 + x}.
A set of points being a linear shift of a staircase is not a necessary condition
for the corresponding ideal of points to have a unique reduced Gro¨bner basis,
as is shown in the following example.
Example 6. The set V = {(0, 0, 0), (1, 0, 0), (1, 1, 0), (1, 1, 1)} is not a linear
shift of a staircase in Z32; however, I(V ) has a unique reduced Gro¨bner basis
G = {z2 + z, yz + z, y2 + y, xz + z, xy + y, x2 + x}.
We conclude this section by noting that V ⊆ Zn2 is a simplicial complex if
and only if it is a staircase. Thus Corollaries 1 and 3 generalize Proposition 4.2
in [8] for an arbitrary finite field and linear shift.
4. Application to a Boolean Network
In this section, we apply the main results to a small Boolean model of the
well-studied lac operon and highlight a possible improvement on the time to
compute many Gro¨bner bases.
The lac operon is a system of genes which control the transport and metabolism
of lactose in many bacteria including E. coli. While there are numerous models
for the lac operon (see, for example, [13, 14, 15, 16]), we consider a Boolean
model proposed in [17]. There the authors reduced the system to a core sub-
network consisting of the following four variables: M representing lac mRNA,
L intercellular lactose, Le extracellular lactose, and Ge extracellular glucose.
The Boolean model for this subnetwork is given by the following Boolean func-
tions, where extraneous variables are introduced to capture intermediate values
(Lm, Lem) of lactose inside and outside of the cell respectively: see Section 4.2.2
in [17] for a full description of the model.
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fM = ¬Ge ∧ (L ∨ Lm)
fL = M ∧ Le ∧ ¬Ge
fLm = ((Lem ∧M) ∨ Le) ∧ ¬Ge
fLe = Le
fGe = Ge
fLem = Lem
For the sake of illustrating the utility of the above results, we reduce this
model to only include the four essential variables. To this end, we replace
Lem with Le and Lm with L, and remove all instances of Lem and Lm via
substitution. Doing so produces
fLm = ((Le ∧M) ∨ Le) ∧ ¬Ge = Le ∧ ¬Ge
which we substitute into the function fM :
fM = ¬Ge ∧ (L ∨ (Le ∧ ¬Ge)) = ¬Ge ∧ (L ∨ Le).
This results in the following Boolean network on four variables, with wiring
diagram depicted in Figure 2:
fM = ¬Ge ∧ (L ∨ Le)
fL = M ∧ Le ∧ ¬Ge
fLe = Le
fGe = Ge.
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Figure 2: Wiring diagram for a simplified Boolean model of the lac operon in E. coli. Directed
edges with pointed ends indicate positive regulation while directed edges with round ends
indicate negative regulation. The variables Ge and Le regulate the operon from outside the
cell, represented by a rectangle around M and L.
Boolean functions can be rewritten as polynomial functions over Z2 using
the following translations: the Boolean expression x ∨ y can be represented as
the polynomial x+ y + xy, x ∧ y as xy, and ¬x as x+ 1. Applying these rules
to the above functions yields the finite dynamical system f : Z42 → Z42 where
f = (fx1 , fx2 , fx3 , fx4) and each fxi is a polynomial in the variables x1 := M ,
x2 := L, x3 := Le and x4 := Ge.
fx1 = x2x3x4 + x2x3 + x2x4 + x3x4 + x2 + x3
fx2 = x1x3x4 + x1x3
fx3 = x3
fx4 = x4
Figure 3: State space graph for the 4-dimensional finite dynamical system given by f . Each
node is a state (M,L,Le, Ge) of the network and a directed edge from state a to state b
indicated that f(a) = b.
Consider the first component of the state space of f in Figure 4:
C1 = {{0, 0, 0, 0}, {0, 1, 0, 0}, {1, 0, 0, 0}, {1, 1, 0, 0}}.
Note that the data points in C1 form a staircase. By Corollary 3, the ideal
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I(C1) has a unique reduced Gro¨bner basis, namely
G1 = {x21 + x1, x22 + x2, x3, x4}.
In particular the dataset C1 has the unique leading term ideal L = 〈x21, x22, x3, x4〉
and standard monomial basis S = {1, x1, x2, x1x2} for any monomial order.
If we label the other components similarly
C2 = {{0, 0, 0, 1}, {0, 1, 0, 1}, {1, 0, 0, 1}, {1, 1, 0, 1}}
C3 = {{0, 0, 1, 0}, {0, 1, 1, 0}, {1, 0, 1, 0}, {1, 1, 1, 0}}
C4 = {{0, 0, 1, 1}, {0, 1, 1, 1}, {1, 0, 1, 1}, {1, 1, 1, 1}}
we find that they are linear shifts of C1, that is, C1
φ12∼ C2, C1 φ13∼ C3, and
C1
φ14∼ C4, where
φ12 = (x1, x2, x3, x4 + 1)
φ13 = (x1, x2, x3 + 1, x4)
φ14 = (x1, x2, x3 + 1, x4 + 1).
According to Corollary 2, the datasets C2, C3, and C4 have the same leading
term ideal and standard monomial basis as C1. So each of C2, C3, and C4 also
has a unique reduced Gro¨bner basis; however all four data sets have different
unique reduced Gro¨bner bases. In this case, we can directly apply the linear
shift functions to produce the generators of the other reduced Gro¨bner bases
explicitly, rather than computing them from the respective ideals.
G2 = GB(I(C2)) = {x21 + x1, x22 + x2, x3, x4 + 1}
G3 = GB(I(C3)) = {x21 + x1, x22 + x2, x3 + 1, x4}
G4 = GB(I(C4)) = {x21 + x1, x22 + x2, x3 + 1, x4 + 1}.
While algorithms (and their corresponding complexities) related to the above
theoretical results are not in the scope of the presented work, we close with a
note about its potential to greatly reduce the time to find multiple Gro¨bner
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fans. The worst-case complexity of computing one Gro¨bner basis of a zero-
dimensional ideal in a general setting is quadratic in the number of variables
n and cubic in the number of points m, that is O(nm3 + n2m2) [18], with
various improvements in specialized settings. Computing a Gro¨bner fan for a
zero-dimensional ideal from a given Go¨bner basis is proved to be “a polynomial-
time algorithm in the size of the output” [19]. In settings where data sets yield
Gro¨bner fans with distinct cones, we can take advantage of linear shifts: from
one data set and its calculated fan (set of reduced Gro¨bner bases), use the
linear shift functions to produce the reduced Gro¨bner bases for the ideals of
the linearly shifted points. We expect that finding linear shifts between data
sets will have smaller complexity than computing multiple Gro¨bner fans; this
analysis will be performed in future work.
5. Discussion and Future Work
We addressed the problem of characterizing data sets which correspond to
ideals with a unique reduced Gro¨bner basis with respect to all monomial orders.
Our results fill in important theoretical gaps in the use of polynomial dynamical
systems as models in systems biology by providing a criterion for determining
whether a set of data will give rise to a unique set of predictions (i.e., a unique
model) without having to compute all reduced Gro¨bner bases associated with
the data. This decreases the computational cost of modeling using polynomial
dynamical systems and has the potential to reduce the financial cost in col-
lecting experimental data by identifying data sets that result in unambiguous
hypotheses for future testing. The results are likely to also benefit other areas
that require Gro¨bner bases such as neural ideals computation.
We note that partitioning the data sets of same size into equivalence classes
under the linear shift equivalence relation leaves many interesting question to
explore. For example, knowing the number and size of equivalence classes as well
as the distribution of the number of Gro¨bner bases across equivalence classes
would provide valuable information for design of experiments and model infer-
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ence.
Finally, while we were able to prove a sufficient condition for a set of points to
have an ideal with a unique reduced Gro¨bner basis (Corollary 3), the condition
is not necessary. A necessary and sufficient condition on the set of points which
guarantees a unique reduced Gro¨bner basis for any monomial order would be of
great value as it could lead to an algorithm for generating all such sets.
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