Introduction
Star-critical Ramsey numbers introduced by Hook and Isaak [5, 4] in 2010 have captured the attention of many authors in the recent years. Literature reveals calcula-tion of Ramsey numbers related to r(C n , K m ) for n ≥ m and m ≤ 7 (see [11, 10] ) and Star-critical Ramsey numbers related to r(C n , K 3 ) for n ≥ 3, r(C n , K 4 ) for n ≥ 4, r(C n , K 5 ) for n ≥ 5 and r(C n , K 6 ) for n ≥ 15. In this paper, we extend the calculation of Star-critical Ramsey numbers to cover r(C n , K m ) for m ≥ 7 and n ≥ (m − 1)(m − 3). In particular, we show that r * (C n , K m ) = (m − 2)(n − 1) + 2 for m ≥ 7 and n ≥ (m − 3)(m − 1).
Notation
For ease of reference, we borrow the notation used in [6, 8, 9] . Given a graph G, we say Y ⊆ V (G) is an independent set if no pair of vertices of Y is adjacent to each other in G. Equivalently, Y forms a clique in G c . The independence number α(G) is defined as the size of the largest independent set. Thus, α(G) = max{|I| : I is an independent set of G}. Given a graph G and a vertex v ∈ V (G), we define the neighbourhood of v in G, Γ(v), as the set of vertices adjacent to v in G. The degree of a vertex v, d (v) , is defined as the cardinality of Γ(v), i.e. d(v) = |Γ(v)|. We writē Γ(v) for Γ(v) ∪ {v}. The minimum degree of a graph G(V, E), denoted by δ(G), is defined as min{d(v)|v ∈ V }. Given a graph G and a non-empty subset S of V , the induced subgraph of S in G denoted by G[S] is defined as the subgraph obtained by deleting all the vertices of S c from G.
. Given a graph G and two disjoint subgraphs H and K of G, we denote the set of edges between H and K by E(H, K) and define G − H as the subgraph of G obtained by deleting all the edges of H from G.
Lemma 3 ([3], Lemma 5)
Suppose G contains the cycle (u 1 , u 2 , ..., u n−1 , u 1 ) of length n−1 but no cycle of length n. Let Y = V (G) \ {u 1 , u 2 , ..., u n−1 }. Then, (a) No vertex x ∈ Y is adjacent to two consecutive vertices on the cycle.
(b) If x ∈ Y is adjacent to u i and u j then u i+1 u j+1 / ∈ E(G).
(c) If x ∈ Y is adjacent to u i and u j then no vertex x ′ ∈ Y is adjacent to both u i+1 and u j+2 .
and {x 1 , x 2 , ..., x m−1 } ⊆ Y is an (m − 1)-element independent set. Then, no member of this set is adjacent to m − 2 or more vertices on the cycle (We have taken the liberty of making a slight correction to the inequality m ≤ The main results of this paper hinges on Lemma 4 that we prove next.
Lemma 4 A C n -free graph, where m ≥ 7 and n ≥ (m−3)(m−1) of order (m−1)(n− 1) with no independent set of order m contains an isomorphic copy of (m − 1)K n−1 .
Proof. We will prove this result using the principle of Mathematical Induction. By Lemma 2, the result is true for m = 6( [7] ). In each of the two cases n ≥ (m − 3)(m − 1) + 2 and n = (m − 3)(m − 1) + 1, we consider G as a graph on (m − 1)(n − 1) vertices satisfying C n ⊆ G and α(G) ≤ m − 1. Since r(C n−1 , K m ) = (m − 1)(n − 2) + 1 ≤ (m − 1)(n − 1) (see [3, 10] ), there exists a cycle C = (u 1 , u 2 , ..., u n−1 , u 1 ) of length n − 1 in G. In consistent with the notation of [3] , define H as the induced subgraph of G not containing the vertices of the cycle C. Then, |V (C)| = n − 1 and
Suppose there exists an independent set Y = {y 1 , y 2 , ...,
), it follows that no vertex of Y is adjacent to m − 2 or more vertices of C. Thus, |E(Y, V (C))| ≤ (m − 1)(m − 3). For ease of reference, we define such a graph structure as the Standard Configuration (n).
Thus, there exists a vertex x ∈ V (C) adjacent to no vertex of Y . This gives, an independent set Y ∪ {x} of size m, a contradiction.
, we get a contradiction as in case 1. Thus, we get
Suppose that x 1 is not adjacent to any vertex of {y 2 , ..., y m−1 } and x ′ 1 is not adjacent to any vertex of {y 1 , y 3 , ..., y m−1 }. Re-order the vertices of the cycle such that y 1 ∈ Y is adjacent to u 1 . In this ordering, let y 1 be also adjacent to u t where 2 ≤ t ≤ (m − 3)(m − 1).
By Lemma 2(a), t = 2. In order to avoid an independent set of size m, induced by {x, u t , y 2 , y 3 , ..., y m−1 }, we get that (x 1 , u t ) ∈ E(G). However, t = i where 3 ≤ i ≤ m − 1, since otherwise t = i and then we get a C n comprising
Thus, any pair of vertices adjacent to y 1 in C cannot be separated by a path of length 1, 2,..., (m − 2) along C. Hence, Γ(
. In this scenario, we use the prerogative that (y 2 , u 2 ) ∈ E(G). Then, by the same argument Γ(
Henceforth, we will get that {u 2 , u m+1 , y 1 , y 3 , y 4 , ..., y m−1 } is an independent set of size m, a contradiction.
This implies that
and no other vertex of {y 1 , y 3 , y 4 , ..., y m−1 } is adjacent to that vertex. 
. Note that any pair of S i 's are disjoint unless they are consecutive S i 's and in such a case there is exactly one element in common. Also any intersection of three or more S i 's will have empty intersection. Under these conditions,
. This gives us m ≤ 2, a contradiction. Hence, (a) is true. b) Suppose that (b) is false. Since the position of the three S i 's do not play a role, without loss of generality, assume that |S 1 | = |S 2 | = |S 3 | = 3. That is, y 1 is adjacent to {u 1 , u 3 , u 5 , u 7 , u i 5 , ..., u i (m−3) }. By the above remark, y 2 is adjacent to exactly one vertex of {u 2 , u 4 , u 6 , u i 4 +1 , ..., u i (m−3) +1 , u i (m−3) +2 }. If y 2 is adjacent to u 2 , we get a C n consisting of (u 1 , y 1 , x 1 , y 2 , u 2 , u 3 , u 5 , u 7 , u 8 , ..., u (m−3)(m−1) , u 1 ) , a contradiction. Similar argument follows when y 2 is adjacent to any vertex of {u 4 , u 6 , u i 4 +1 , ..., u i (m−3) +1 }. Finally, for the remaining possibility that y 2 is adjacent to u i (m−3) +2 , gives a C n consisting of (u 1 , ..., u 5 , u 7 , u 8 , u 9 , ...., u i (m−3) , y 1 , x 1 , y 2 , u i (m−3) +2 , ..., u (m−3)(m−1) , u 1 ), a contradiction. c) and d) The argument used to prove (b) was purely based on the total number of interior points contained in the three S i 's. Since there are a total of three interior points, one from first S i and two from one S i mentioned in part (c) and there are a total of three interior points in the S i mentioned in part (d), the results of (c) and (d) follow through by the same argument used in (b). e) Suppose that for all 1 ≤ q ≤ m − 3, |S q | ≥ 5. and that there exists 1 ≤ q 1 ≤ m − 3 such that 5 ≤ |S q 1 | ≤ m − 1. By the above remark, y 2 is adjacent to exactly one vertex of
If y 2 is adjacent to u i j +1 where i j < q 1 , we get a C n consisting of (u 1 , ..., u i j , y 1 , x m−4 , ..., x 1 , y 2 , u i j +1 , ..., u q 1 , u q 1 +1 , ..., u n−1 , u 1 ), a contradiction. Next if y 2 is adjacent to u i j +1 where q 1 < i j , we get a C n consisting of (u 1 , ..., u q 1 , u q 1 +1 , ..., u i j , y 1 , x m−4 , ..., x 1 , y 2 , u i j +1 , ..., u n−1 , u 1 ), a contradiction. Also if y 2 is adjacent to u i j +2 where q 1 < i j , we get a C n consisting of (u 1 , ..., u q 1 , u q 1 +1 , ..., u i j , y 1 , x m−3 , ..., x 1 , y 2 , u i j +1 , ..., u n−1 , u 1 ), a contradiction. All the remaining possibilities will be similar to one of the three possibilities we have already considered and therefore the result will follow likewise.
Next we continue with the proof of case 2 of Lemma 4. By the claim we get that: |S q | ≥ m whenever 1 ≤ q ≤ m − 3 except if there exists, 1 ≤ q 1 ≤ m − 3 such that |S q 1 | = 3 or else there exists, 1 ≤ q 1 < q 2 ≤ m − 3 such that |S q 1 | = |S q 2 | = 3 or else there exists, 1 ≤ q 1 ≤ m − 3 such that |S q 1 | = 4. However in all these three possibilities all the other S q 's will satisfy |S q | ≥ m. In the first possibility, there exists, 1 ≤ q 1 ≤ m − 3 such that |S q 1 | = 3 and all the other S q 's will satisfy |S q | ≥ m we get that
This gives us m ≤ 3, a contradiction.
In the second possibility, there exists, 1 ≤ q 1 < q 2 ≤ m − 3 such that |S q 1 | = |S q 2 | = 3 and all the other S q 's will satisfy |S q | ≥ m we get that
In the third possibility, there exists, 1 ≤ q 1 ≤ m − 3 such that |S q 1 | = 4 and all the other S q 's will satisfy |S q | ≥ m we get that
This gives us m ≤ 3, a contradiction. Thus we can conclude that |S q | ≥ m whenever 1 ≤ q ≤ m − 3.
Thus, any pair of vertices adjacent to y 1 (or y 2 ) in C cannot be separated by a path of length 1, 2,..., (m−2) along C. We find Γ(y 1 )∩C = {u 1 , u m , u 2m−1 , ...., u 1+(m−4)(m−1) }, as n−1 m−3 = (m − 1). In this scenario, if we consider the possibility that y 2 is adjacent to u 2 , we get a C n consisting of (u 1 , u 2 , y 1 , x 1 , ..., x m−4 , y 2 , u m , ..., u (m−3)(m−1) , u 1 ), a contradiction. Also if we consider the possibility that y 2 is adjacent to u (m−4)(m−1)+3 , we get a C n consisting of (u 1 , u 2 , ..., u (m−4)(m−1)+3 , y 1 , x 1 , ..., x m−5 , y 2 , , u (m−3)(m−1) , u 1 ), a contradiction. All the remaining m − 5 possibilities will be similar to one of the two possibilities we have already considered and therefore the result will follow likewise.
Since this is impossible this concludes the proof of case 2 of Lemma 4.
Having proved that H cannot have an independent set of size m − 1 in both cases n = (m − 3)(m − 1) + 2 and n = (m − 3)(m − 1) + 1, we next continue with the proof of Lemma 4.
Since, H satisfies all conditions of the induction hypothesis, H contains an isomorphic copy of (m − 2)K n−1 .
Next we show that V (C n−1 ) induced a K n−1 . Suppose that there exists two vertices of V (C), say v and w, such that (v, w) ∈ E(G). In order to avoid a C n both v and w will have to be adjacent to at most one vertex of each of the m − 2 copies of K n−1 in H. Moreover, any vertex of any copy of K n−1 in H will have to be adjacent to at most one vertex of another copy of a K n−1 in H. Thus, each copy of a K n−1 will have at most m − 2 vertices adjacent to some vertex outside that of K n−1 , in V (H) ∪ {v, w}. Since (n − 1) − (m − 2) ≥ 1, we can select x 1 in the first K n−1 , x 2 in the second K n−1 , ... and likewise x m−2 in the (m − 2) th K n−1 such that {x 1 , x 2 , ..., x m−2 } is an independent set of size m − 2 and no vertex of {x 1 , x 2 , ..., x m−2 } is adjacent to any vertex of {v, w}. Hence {x 1 , x 2 , , ..., x m−2 , v, w} is an independent set of size m, a contradiction. Therefore, we get that any two pairs of vertices of V (C) are connected by an edge. Hence, G[V (C n−1 )] = K n−1 as required. This K n−1 along with the (m − 2)K n−1 contained in H gives the required (m − 1)K n−1 .
MAIN RESULT
Theorem 1 If m ≥ 7 and n ≥ (m−3)(m−1), then r * (C n , K m ) = (m−2)(n−1) + 2.
Proof. To find a lower bound for r * (C n , K m ), color the graph K (m−1)(n−1)+1 \ K 1,n−2 , such that the red graph consists of a (m − 2)K n−1 ∪ (K n−1 ⊔ K 1,1 ) as illustrated in the following figure. red degree 1 blue degree (m − 2)(n − 1) Figure 3 . A red C n -free coloring of K (m−1)(n−1)+1 − K 1,n−2 with no blue K m .
Hence, K (m−1)(n−1)+1 − K 1,n−2 → (C n , K m ). Therefore, r * (C n , K m ) ≥ (m − 2)(n − 1) + 2.
Next to show that, r * (C n , K 5 ) ≤ (m−2)(n−1)+2, assume that there exists a red C nfree red/blue coloring of a graph G = K (m−1)(n−1)+1 − K 1,n−3 that contains no blue
