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FAKTOR YANG MEMPENGARUHI KADAR KEMATIAN KE ATAS 
PESAKIT AIDS DAN HIV-TB DENGAN MENGGUNAKAN KAEDAH 
MODEL REGRESI NEGATIF BINOMIAL SIFAR MELAMBUNG 
 
Abstrak 
 
Banyak set data mempunyai ciri-ciri sebagai data kiraan dengan jumlah yang terlalu banyak. 
Data sebegini wujud di dalam pelbagai bidang kajian seperti kajian perubatan, kesihatan awam, 
toksikologi, epidemologi, sosiologi, psikologi, kejuruteraan pertanian dan sebagainya. Apabila 
pembolehubah bersandar adalah daripada pembolehubah bukan nilai negative, kebiasaannya 
model regresi Poisson di gunakan untuk menerangkan hubungan antara pembolehubah bersandar 
dan tidak bersandar. Walau bagaimanapun, jika di lihat daripada model Poisson sifar kita telah 
menyarankan model Poisson regresi sifar melambung lebih sesuai daripada model regresi 
Poisson yang sedia ada. Satu masalah yang dihadapi di dalam data ini ialah model sedia ada 
seperti model Poisson dan model Binomial gagal untuk menjelaskan perubahan yang wujud di 
dalam data ini. Selalunya data menunjukkan tambahan serakan yang terlalu banyak. Satu lagi 
komplikasi dalam data ini adalah berbentuk pembahagian data yang kadang-kadang terlalu 
jarang. Dalam kiraan kes Poisson, apa yang berlaku adalah terlalu kecil sama seperti kes model 
regresi Binomial. Jadi ia memerlukan kaedah yang sah untuk mengatasi masalah ini. Oleh itu, 
terdapat peningkatan sifar apabila model regresi Negatif Binomial Sifar Melambung di 
cadangkan kerana wujudnya serakan dan adalah lebih sesuai daripada model regresi Negatif 
Binomial yang sedia ada. Dalam kajian ini, umur adalah subjek bagi kadar kematian berubah-
ubah mengikut kategori yang di buat. Data analisis yang di gunakan adalah data pesakit AIDS 
dan HIV-TB untuk membandingkan antara  model regresi Negative Binomial dan model regresi 
xvii
Negatif Binomial Sifar Melambung yang mana lebih baik unuk menentukan kadar kematian. 
Pemilihan model terbaik adalah berdasarkan model yang memberikan nilai cerapan yang paling 
kecil. Oleh itu, selaras dengan objektif umum untuk membandingkan model mana yang terbaik 
serta mengenal pasti faktor yang mempengaruhi kadar kematian ke atas penyakit tersebut. Ia di 
ikuti dengan menentukan serakan data di dalam model tersebut. Akhir sekali, dapatan yang di 
perolehi daripada analisa ini, model regresi Negatif Binomial Sifar Melambung adalah model 
terbaik serta faktor yang mempengaruhi kadar kematian AIDS adalah terdiri daripada golongan 
lelaki dan dari warganegara Malaysia. Bagi penyakit HIV-TB pesakit dari golongan yang kuat 
merokok menyumbangkan kadar kematian yang paling ramai di Kelantan. 
 
 
xviii
ASSOCIATED FACTOR OF MORTALITY RATE AMONGST PATIENTS 
WITH AIDS AND HIV-TB CO-INFECTIONS USING ZERO INFLATED 
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Abstract 
Many data sets are characterized as count data with a preponderance of zeros. Data in the form 
of counts and proportions arise in many fields such as studies in medicine, public health, 
toxicology, epidemiology, sociology, psychology, engineering, agriculture and soon. When the 
dependent variable is a nonnegative count variable, a Poisson regression model is commonly 
used to explain the relationship between the outcome variable and a set of explanatory variables. 
However, if extra-zero Poisson counts are observed, it has been suggested that a zero-inflated 
Poisson regression model is more appropriate than the classical Poisson regression model. One 
frequently encountered problem in these data is that simple models such as the Poisson and the 
Binomial models failed to explain the variation that exists. Often, data exhibit extra-dispersion 
(over or under dispersion). Another complication in data in the form of counts and proportions is 
that they are sometimes too sparse, that is smaller values have greater tendency to occur. In the 
Poisson case counts that occur are generally small and in the binomial case the binomial 
denominators are often small. Therefore, valid procedures are needed to detect departures from 
the simple models. Hence, when a lot of extra zero exists, zero inflated Negative Binomial has 
been suggested when overdispersion is present. It is more appropriate than the classical Negative 
Binomial regression model. Hence, this thesis follows the general objective,  that is to compare 
Zero-Inflated Negative Binomial and Negative Binomial in identifying associated factors. The 
specific objective is to fit a Zero-Inflated Negative Binomial death rate regression model for 
mortality rate among AIDS/HIV co-infection patients and to compare Zero-Inflated Negative 
Binomial death rate regression with Negative Binomial death rate, which is the best model when 
xix
a data existing zeroes values. It follows by to determine overdispersion in the model. Lastly, to 
investigate the potential confounding factors affecting mortality rate among disease mapping co-
infection patients among HIV-TB and AIDS. In this thesis, mortality rate is a subject of interest 
as dependent variable according to age categories by years. The data are analyzed from AIDS 
patients and HIV-TB mortality cases for comparing between Negative Binomial mortality and 
Zero Inflated Negative Binomial Mortality (ZINBM) which is better. Beyond this substantive 
concern, the choice should be based on the model providing the closest fit between the observed 
and predicted values. Unfortunately, the literature presents anomalous findings in terms of 
model superiority. In addition, the Akaike’s Information Criterion (AIC) and Bayesian 
Information Criterion (BIC) values were used to compare the fit between models. The results 
suggested that the literature are not entirely anomalous. However, the accuracy of the findings 
depended on the proportion of zeros and the distribution for the non zeros. ZINBDR tend to be 
the superior model, than the negative binomial model. The findings suggested there should be 
consideration of the proportion of zeroes and the distribution for the nonzero when selecting a 
model to accommodate zero-inflated data. 
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Chapter 1
Introduction
This chapter introduces motivations behind this thesis and presents a discussion of the
primary aims and applications which are the development of exible and general statistical
models for zero inflated negative binomial instead of zero inflated model. The structure of
subsequent chapters in the thesis is then clearly laid out.
1.1 Motivation
In many areas of interest such as economic fields, agriculture, epediomolgy, ecology the
dependent or response variable of interest (y) is a nonegative integer or count which is
guessed to explain or determine in terms of a set of covariates (x). Unequal the tradi-
tional regression model, the response variable is discrete with a distribution that places
probability mass at nonegative integer values only. In term of regression models for count,
such other limited or discrete dependent variable model as well as the logit and probit,
are linear with many conditions and special features intimately linked to discreteness and
nonlinearity.
Hence, related with count observation Poisson Regression is frequently used to analyze
based on count data as well (Argesti.A, 1996; Stokes.M.E. et al., 2000; YESILOVA.A.
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et al., 2010; Cameron and Trevedi, 1998). In the classical regression model, Poisson
Regression (PR) model explains the relationship between the dependent variable(y) and
based on count independent variable or covariates (x).
Link function between the linear equation of dependent variable in given with the log-
arithmic transformation (Long.J.S, 1997; Lambert.D, 1992; Cameron and Trevedi, 1998).
Assumption of PR requires means and variance which are equal to each other. But, in
application normally it is not often possible to accomplish this assumption. If conditional
variance is greater than conditional mean, it is absence overdispersion while vice-verse,
conditional variance is lower than mean it is existing underdispersion (YESILOVA.A.
et al., 2010; Wang.P. et al., 1996).
Generally in data set, existing overdispersion is seen more often than underdispersion
which rarely happens. Existing overdispersion in PR regression model it might be bi-
ased to parameter estimated.Thus, Negative Binomial Regression (NBR) is appropriate to
replace the PR when absence the overdipersion (Jansakul.N. and Hinde.J.P, 2008; Rid-
out.M., Hinde.J. and Demetrio.B.C.G, 2001; Lawles.J.F, 1987).
In NBR model, the parameter estimated are converged by considering effect that con-
tains from overdispersion. Basically count observation might have excessive zero than
expected. In such case ZIP regression model is appropriate approach to analyze the depen-
dent variable having much zero observation (Lambert.D, 1992; YESILOVA.A. et al., 2010;
Ridout.M., Hinde.J. and Demetrio.B.C.G, 2001; Bohning.D, 1998; Chueng.Y.B, 2002;
Lee.A.H et al., 2001). Zero Inflated Poisson (ZIP) assumes that the population consists
of two different types of observations where by one of them is based on count data con-
sisting Poisson distribution that can have zero value exists (Bohning.D, 1998; Yau.W.K.
et al., 2003). In such cases, when ZIP existing overdispersion and highly accessing zero
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such mentioned above, Zero Inflated Negative Binomial (ZINB) is alternative method that
is used (YESILOVA.A. et al., 2010; Long.J.S, 1997; Jansakul.N. and Hinde.J.P, 2008;
Rose.C.E et al., 2006). According the discrete model such Poisson, NB, ZIP, and ZINB
 
Poisson 
ZIP ZINB 
NB 
Exist 
Overdispersion 
Accessing zeros 
+ Overdispersion 
 
Accessing high zeros 
+ Overdispersion 
Accesing high zeros  
+ no overdispersion 
Figure 1.1: The frequently used models in the count data analysis framework
let us consider some examples from microeconomics, begining with samples indepen-
dent cross-sectional observations, such ferteility study, frequent modeling number or live
births over specified age interval of the mother, in which analyzing its variations in terms
of mother schooling, age, household income, etc.
Other examples are, an accident analysis and model airline safety, where measuring
the number of accidents experienced by an airline over some periods, and association be-
tween airline profitability and measures of the financial health of the airline (Rose.N, 1998;
Winkelmann.R, 1990).Thus, seek to place a value on natural resources such as national
forest by modeling the number of trips to a recreational site, into recreational demand of
studies (Gurmu.S, 1977). Besides, model health demand studies based on the number of
times that individual consumes a health services, such as number of visits to a doctor or
days of stay in hospital in the past year and determine the impact of health status and
health insurance (Cameron and Trevedi, 1998).
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Meanwhile, in time series and panel data such using explanatory variables such as
bank profitability, and bank borrowing from federal reserve bank . Analyzing a panel data
example that has attracted much attention in the industrial organization literature on the
benefit of research and development expenditure is the numbers of pattern received annu-
ally by firms. Refering to some cases as well , such as number of birth, the count is the
variable of ultimate interest. Other cases, such as medical demand and results of research
and development expenditure the variables interest are continous, often expenditure or re-
ceipts measured in dollar, but the best data available are instead a count (Hausman.J.A
et al., 1990).
Hence, ZINB was used for predicting number of involved nodes in breast cancer pa-
tients (Dwivedi.A.K et al., 2010), which is fit and compared various count models to test
model ability to predict the number of involved nodes. Subsequently, type I error rate
also considers the use of count models for outcomes in randomized clinical trial setting
instead of comparison model Poisson, Over-dispersed Poisson, Negative Binomial, ZIP,
and ZINB. These methods in a series of simulation studies in application the ASAP (Ad-
dressing the Spectrum of Alcohol Problem)(Horton.N.J et al., 2007).
Parasites and vectors fields ZINB model is shown to be a useful tool for the analysis
of individual based egg output data to measure is able to account for the disproportion-
ately large number of zero eggs output. The probability of observing a zero egg count
is demonstrated as being negatively associated with both female worm burden and male
mean weight(Walker.M et al., 2009).
Discussing in health and quality of life outcome part of to investigate the association
between oral health literacy (OHL) and oral health related quality of life (OHRQoL) and
explore the racial differences there in among a low-income community based group of
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female participants. The association of OHL with OHRQoL was examined using descrip-
tive and visual methods, and was quantified using Spearmen’s Rho and ZINB modeling
(Divaris.K et al., 2011).
Subsequently, enviromental health ZINB was used to analyze protection from annual
flooding is correlated with increased cholera prevalence in Bangladesh. How residence
within or outside a flood protected area interacts with the probability of cholera preva-
lence (Carrel.M et al., 2010). Identify the mechanisms by which a neighborhood context
affects aging will prepare us better for the coming decades, which will be characterized
by a high urbanization rate and an increased number of people over to years of age. The
component ZINB models that concern independent subjects predicts the probability of
individuals belonging to group as compared with the group some different (Ferreira.F.R
et al., 2009).
Negative binomial modelling in a longitudinal study of gastrointestinal parasit burdens
in Canadian dairy cows. A ZINB model was applied to assess factors that would influence
the fecal eggs counts with identified associations were eggs count were lowest in the win-
ter and the highest in the late spring (Slymen.D.J.et al,2006).
However, in the psychiatry perspective ZINB was used to evaluate the relationship be-
tween depressed mood and receipt of mental health care services. In addition, this method
examines the excess health care utilization due to job strain instead of both males and fe-
males have shown gender in differences of health care utilization(Gleicher.Y et al., 2011;
Azagba.S and Sharaf.M.F, 2011).
In fact, ZINB models were run simultaneously to measure the likelihood of increased
magnitude of disease events and the likelihood zero cholera or shigellolosis events (Car-
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rel.M et al., 2011). Corresponding in this issues, ZINB made compared with other discrete
count model in verbal fluency in Alzheimer’s disease, Parkinson’s disease and major de-
pression part of assessing the sociodemographic and clinical factor associated with the
disease severity (Araujo.N.B et al., 2011).
ZINB was used in the number of day prescriptions of Oral steroids in the year follow-
ing date of statin initiation for the two exposure groups(Lodi.S et al., 2011). Meanwhile,
to identify genomic regions enriched in a veriety of Chi-square and related next generation
sequencing experiments (DNA-seq), calling both broad and narrow modes of enrichment
across a range of signal to noise ratios. Hence, ZINB Alghorithm (ZINBA) was a proposed
model and accounts for factor that co-vary with background and identifies enrichment in
genomes with complex local copy number variations (Rashid.N.U et al., 2011).
Morever, ZINB models were used to predict hospitalization days and emergency room
visits, including covariates of demoghrapic characteristic, employment status, psychiatric
diagnosis, and concurrent substance use disoder. The main predictor variables of inter-
est were receipt of illness management and recovery services, dropout from the program,
and program graduation status (Salyers.M.P and Rollins.A.L, 2011). In journal of sex re-
search, investigation the relationship between condom related protective behavioral strate-
gies and condom use among college students ZINB were used to demonstrating that case
(Lewis.M.A et al., 2011). According to HIV problem, ZINB method also compared part
of modeling count outcomes from HIV risk reduction intervention, which is to analyze
count outcome distributed with excess of zeros and overdispersion instead of appropriate
fit models (Xia.Y et al., 2012).
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1.2 Problem statement
Zero inflation distribution is a familiar statistical approach in a variety of decipline in the
literature. Basically, from previous researchs, the results from both simulated and actual
data sets involved the count distribution for dependent variable (y) and independent vari-
able (x). Lambert (1992) found the that the ZIP model to be superior to the negative
binomial ZIP model. When the data assesses higher zero value, overdisperison may exist.
Hence, the negative binomial model and zero inflated negative binomial are appropriate to
handle this situation.
One striking characteristic of these articles and others is their differences in terms of
the proportion of zeros and the distribution for the non zeros. Bohning.et.al(1999) were
analyzed data in which the proportion of zeros was as low as 0.216 and vice verse, Zorn
(1996) used proprtions as high as 0.958. In fact, the nonzeros varied in terms of their
distributions from highly positively skewed to normal to uniform. All these cases, the co-
variates is a count data.
Thus, in this research does it possible the negative binomial and zero inflation neg-
ative binomial working when the data acessing rate for dependent (y) and count values
for covariates (x). This problem consider whereby the mortality rate among age categor-
ical exists.Hence, to determine rate values can be working with independent count and
zeros variables. Morever in Malaysia, the mortality rate of the disease maping such as
AIDS/HIV, Tubercolosis, is a serious problem and should not be under wined. There are
many reasons that lead to the occurrence of the problem. What are the factors that might
be related or associated with the mortality rate among co- infection patients. There are
several factors that are believed to affect mortality rate on this cases. Its may be used for
the problem in term of mortality rate based on age categorical in other diseases.
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Rate data such as rate of date during a week or a rate date per day. Subsequently, when
an explanatory data are categorical, and occur in the same individual we simply need data
entry process, whereby we make a calculation of the rate and do not distinguish between
person- year follow up in that different individuals. It is possible that the different models
yield different results depending on the proportion of zeros and the distribution for the
nonzeros.
1.3 Rationale of the study
In various decipline studies as well, counts of a behavior or an event in a time interval of
specified lenght are often collected observations, surveys, experiments or other statistical
approach instead data observation. Hence, Cameron and Trivedi (1998) defined an event
count as the number of times an event occurs, which is a realization of a nonnegative
integer-valued random variable. Basically, count data contains excessive numbers of ze-
ros value. In addition, these zeros can be categorized into two quantitative and qualitative
zeros. A classical example involved quantitative and qualitative zeros such is counting the
number of fish caught in a park during a period of time by multiple persons. Thus, some
zeros results from fishing and not catching any fish (quantitaive zeros) and other zeros
results from not fishing at all during that period of time (qualitative zeros). Subsequently,
researchers have given this type count data as zero inflated count data.
Determination the best model is the one that appropriately answers the research ques-
tion. Hence, superior model is one that has close proximity between the observed data and
that predicted by the model. In other hands, a superior model is one with good fit to the
data.
This study compared the fit between the negative binomial and zero inflated negative
8
binomial by age categorical death rate. Each analysis was performed for two different
proportions of zeros value. The intended results would clarify the discrepant findings of
previous research.
1.4 Objectives
The main objectives of this thesis is the development of the predicted statistical models for
zero-inflated negative binomial mortality by age categories which may also have a general
application.
1.4.1 General Objective
To compare between Zero-Inflated Negative Binomial mortality and Negative Binomial
mortality and as well as to identify associated contributing factors.
1.4.2 Specific Objectives
(i) To fit a Zero-Inflated Negative Binomial mortality regression model and to investi-
gate the association factors affecting mortality among AIDS co-infection patients.
(ii) To fit a Zero-Inflated Negative Binomial mortality regression model and to investi-
gate the association factors affecting mortality among HIV-TB co-infection patients.
(iii) To compare Zero-Inflated Negative Binomial mortality regression and Negative Bi-
nomial mortality, which is the better model when a data existing zeroes values.
(iv) To determine overdispersion in the model.
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1.5 Significance of the study
The primary purpose of this study was to determine superiority of fit for various models
mortality disease mapping by categorical age death rate. As such, determination can be
made as to which model has better fit given data with proportion of zeros and a particu-
lar distribution. The superior model is the appropriate model given the research question.
Hence, there are situations in which the appropriate model is unknown or unclear. Fur-
ther, there may be situations in which a simpler model such as the Binomial, Poisson may
be used to subtitute of the more sophisticated zero inflated models. This research pro-
vides results that aid researchers in determining model to use given zero-inflated data.The
significant of the study are;
• The main research might create a model for Zero-Inflated Negative Binomial Death
Rate (ZINBDR) co-infection patients.
• This research is important to organization (hospital) to identify which possible ex-
planatory variable can give effect on disease.
• This research can integrate knowledge for proposed new technique to solve a prob-
lem occur with medical statistic programming in order to create up to date decision
tools for strategic and subsequent operational decision.
1.6 Research Question
This part is explaining a research study according the models distribution were used.
Hence, model comparisons in this research were based on two measures. One is the de-
viance statistic which is measure of the difference in log-likelihood between two models,
permitting a probabilistic decision as to whether one model is adequate or whether an al-
ternative model is superior. This statistic is appropriate when one model is nested within
another model. The other measure is Akaike’s Information Criteria (AIC) and Bayesian
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Information Criteria (BIC).
These two measures of model fit were used to compare results from where each data
set included 945 cases HIV/AIDs and 176 data set cases HIV+TB co-infections patients.
Specifically, the measures of model fit were used to answer the following research ques-
tion;
• Let given one two-level categorical covariate with known values and continous co-
variate with known values, what is difference in the estimated log-likelihood be-
tween the negative binomial vs. zero inflated negative binomial death rate?.
• Assume one two-level categorical covariate with known values and one continuous
covariate with known values, what is the difference in the estimated AIC and BIC
between all the models?.
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Chapter 2
Literature Review
One refers to the particular issues with negative binomial while the other relates to the zero
inflation of methodology. The aim in this chapter is to review associated key literature and
to establish general concepts relevant to subsequent chapters.
2.1 Zeros Model
Group 1 with probability α and is in group 2 with probability 1−α. Here, α is an unknown
parameter that is to be estimated. The first group consists the subjects who always have
zero counts. For example, a scientist who will never publish, perharps because of the
nature of his/her job, would be in this group. On the other hand, a scientist with zero
publications is in the first or the second group. If we did, this could be entered explicitly
in the regression as an independent variable. Hence, the distinction between the two group
is a form of discrete, unobserved heterogeneity (Long.J.S, 1997)
Hence, the second group counts are governed by a PRM or NBRM. Such the Poisson
case;
Pr(yi|xi) = exp(−θi)θ
yi
i
y!
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where θ = exp(xβ). Zero counts occur by chance with probability Pr(y = 0|x) =
exp(−θ). This corresponds to the scientist who tries but fails to publish. Zero counts are
generated by two different processes, depending on the group. The overall probabilities
of 0’s from each group, weighted by the probability of an individual being in that group.
According the equation below;
Pr(yi = 0|xi) = [α× 1] + [(1− α)× exp(−θ)] = α + (1− α) exp(−θi)
Since the Poisson process only applies to 1 − α of the sample, the probability of positive
counts must be adjusted as follows;
Pr(yi|xi) = (1− α)exp(−θi)θ
yi
i
y!
; y > 0
(Prove that
∑
Pr(y|x) = 1).
2.2 Zero Inflated Models
Zero-inflated distribution originated from the work of Rider (1961) and Cohen (1963)
which is the first concept who examined the characteristics of mixed Poisson distribu-
tion. Mixed Poisson distribution are characterized by data that have been mixed with two
Poisson distributions in the proportions α and 1−α, respectively. Let λ1 and λ2 be the pa-
rameters of two Poisson distribution and the probability function of the mixed distribution
as follows;
f(x) = α
λx1e
−λ1
x!
+ (1− α)λ
x
2e
−λ2
x!
, x = 0, 1, 2, ...,
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where without any loss of generality, λ2 > λ1 ( the means of the two distribution) and n is
the observed count data (0, 1, 2, . . . , n). The kth factorial moment of x may be written as;
m(x) = αλ
k
1 + (1− α)λk2 = α(λk1 − λk2) + λk2
Both Rider (1961) and Cohen (1963) have proposed different approaches using the
method of moments for estimating the parameter α. Cohen further described an approach
for estimating the parameter α with zero sample frequency. Johnson and Kotz (1969) were
the first to explicitly define a modified Poisson distribution (known as Poisson with added
zeros) that explicitly accounted for excess zeros in the data. The modified distribution is
the following;
f(x) = α + (1− α)e−λ;n = 0
f(x) = (1− α)e
λλn
n!
;n ≥ 1
Thus, Johnson and Kotz (1969) proposed a similar procedure to the one suggested by
Cohen (1963) for estimating the parameter α. Under this distribution, n = 0, 1, 2, . . . , K
are inflated counts while the rest of the distributionK+1, K+2, . . . , N follows a Poisson
process.
The concept of the mixed Poisson distribution introduced by the previous authors has
been particularly useful to describe data characterized with a preponderence of zeros. For
this type of data, more zeros are observed that would have been predicted by a normal
Poisson or Poisson-gamma process. It is generally believed that data with excess zeros
come from two sources or two distinct distributions, hence the apply-named dual -state
process. The underlying assumption for this system is that excess zeros solely explain the
heterogeneity found in the data and each observation has the same mean λ.
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Two different types of regression or predictive models have been proposed in the lit-
eratures for handaling this types of data. The first type is known as the hurdle model.
The zero-inflated count models (also called zero-altered probability or count models with
added zeros) represent an alternative way to handle data with a preponderance of zeros.
Since their formal introduction by Lambert (1992), they use of these models has grown
almost boundlessly and can be found in numerous fields, such traffic safety, economics,
epidemiology, sociology, trip distribution, and political science among others.
2.3 Zero Inflated Distribution
Zero-inflated distribution can be explained as a distribution, when there are more zeroes
than would be expected for a typical distribution. This can be modeled as a mixture of two
distribution which is one degenerate at zero with probability P and the other one some
count, with probability (1− P ). The general probability model of mixture zero such as;
P (Y = y) =

p+ (1− p)g(0) for y = 0
(1− p)g(y) for yi > 0
(2.1)
where g() is discrete distribution function. Zero inflated distributed has been used to
model count or abundance data from examples such as working by Lambert (1992). All
previous literature there is a large probability at zero but relatively predictable probabilities
elsewhere. The model for a ZINB as folows, where Pzeroes is the probabilty of the zero
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class,x = 0, 1, 2, . . . , n for 0 < p < 1 ;
P (X = 0) = Pzeroes + (1− Pzeroes)(n− 1)pn
P (X = x) = (1− Pzeroes)
(
n+ x− 1
x
)
pn(1− p)x
The frequency of zero counts in the previous literature was much larger than frequency of
any other counts. The model fitted the data very well, and the authors suggested choosing
a model based on dispersion of the non-zero counts. Hence, (Warton, 2005) fit the data
existing a large probabilities at zero with transformed distribution, log-linear distribution,
negative binomial distribution using method of moment estimation (MME) and maximum
likelihood estimation (MLE) ZIP and ZINB. Thus, the large zero counts in abudance data
were move likley to have arisen from a negative binomial distribution with a small mean
than from a ZINB distribution. In addition, (Welsh.A.H et al., 1996) suggested testing
whether the zero inflation term was necessary and importantly that NB distribution gen-
erally abudance modeling data better than other distributions even when there were more
zeros than predicted by the models.
2.4 Zero Inflated Data
As a count data model, that name implies a data from counting process. Thus, part of rate
basically implies that when event of a certain type occur overtime, space, or some other
index of size. Futhermore, the model might describe how the rate depends on explanatory
variables instead of the response values take from of discrete integers(Zorn.C, 1996).
Subsequently, Cohen (1963) concerns over zero-inflation without covariates for count
data, while (Cameron and Trevedi, 1998) had identified many areas in which special model
to analyze count data such as bank failure, occupational injuries and illness, number of pa-
tients and so on. In many application, most of dissertation had been done on frequency of
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event whereby focus on count data. In this dissertation, we use dependent variable (y) as
rate by age categorical death rate of AIDS and HIV- TB in Kelantan area, Malaysia.
An example of rate data variables such as city unemployment rate, median income, and
percentage of residents having completed high school. Thus, modeling rates can model a
proportion with logistic regression and it allow for time at risk (exposure). According a
rate data exposure often measure in person-years whereby model a rate based on incidents
per unit time.
1. There is a rate at which events occur.
2. This rate may depend on covariate
3. Rate must be more than 0.
4. Event are independent
5. Then the number of event observed will follow a discrete distribution.
2.4.1 Zero-Inflation
Normally it is not uncommon for the outcome variable count data distribution to be char-
acterized by propondence of zero. Basically for a count data the outcome variable measure
an amount that must be non negative and may in some causes be zero. The positive val-
ues are generally skewed, often extremly and the distribution of data of this types follow
a common from; there is a spike of discrete problem mass at zero, followed by a bump
describing positive values"(Tooze.J and Jores.R,2002).
To model a cases according a rate function, basically used a count function as a guide-
line to subtitute be a rate. This is a primary such in the case of internal or ratio count data.
Hall and Berenhaut (2002) explained that based on countinous data these distribution have
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a null probability of yeilding a zero.
There is a little motivation for a model such as zero inflation normal, because all ob-
served zeros are unambiguous. Subsequently, they can be analyzed separately from the
non zeros, if continuoses zero are inflated. The null probability of continuous zeros is
evident in measures such as height and age.
Meanwhile, many author have a own ideas to simulate about zero-inflation.The condi-
tion of excess zero is known as zero inflation and gives as a probability mass that clumps
at zero. Hence, Min and Agresti (2004) formally defines zero inflation as ”data for which
a generalized linear model has lack of fit due to disprotionately many zero.There are sim-
ply."
2.4.2 The sources of zero-inflation
Like a count data, in this case the zeros can be classified being either the zeros or sampling
zeros. For a true zeros that shown responses of zeros that are truly null. Let a student at-
tend workshop in the college,"How many students prepared for attending a workshop?”.
In this situation, some of the respondents in the sample have no attention to share about it.
Thus, the number of students attended a workshop may never be greather than zero.
Hence, sampling zero on the other hand, arise as a probability. There are proportion
of student who have not attended a workshop due to possibility that the workshop was not
or is not yet availaible. Other way, some student may fell proposed and have no reason to
participate in a workshop.
The mechanism underlying zero-inflation can arise from one or both of;
• A possibility that no other response is probabilistic or;
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• That the response is within a random sample of potential count or rate response.
The term of sampling zeros as ”false zeros” and included error as a sources of zeros.
Again,they mention Min and Agresti (2005) ,”zero inflation is often the result of a large
number of ’true zero’observation. The term zero inflation can also be applied to data set
with ’false zero’observation because of sampling or observer errors in the data collec-
tion."
2.4.3 Impact of zero-inflation on analysis
Zero inflation is a mostly often in count data modelling. It appears from the recognition
that the use of continous distribution to model integer outcomes might have unwelcome
consequences including inconsistent parameter estimates. However, in a count data scene-
rio, the zero left bound implies heteroscedasticity(Zorn.C, 1996).
While (Tooze.J,K and Jones.R.,2002) the large problem with zero-inflation distribution
beyond this inadequately the analyzing such a skewed and heteroscedastic distribution as
if it were normal and that they yield suprisingly large inefficiency and nonsensicial re-
sults (King.G, 1989). Beside,(G et al., 2005; McCullagh.P. and Nelder.J.A, 1989) explain
that the zero inflation is a special case of overdispersion in which the variance is greather
than mean it should be given a particular distributional shape and measure of central ten-
dency. The impact is biased or inconsistent particular estimates, inflated standard errors
and invalid inferences. To solve a problem according zero-inflated might such as follows;
(a) Deleting zeros
Regarding (Tooze.J,K and Jones.R.,2002) deleted all cases having responses of zero
on the variable of interest is the simplest solution to solve zero inflated. However,
a large proportion of total responses would then the removed from a total data set.
This results in a loss of value able information impacting statistical conclusion va-
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lidity. To analyze sample size, it may also then be too small for analysis of the
non-zero values.
(b) Transforming zero
In count data problem, to control a normal distribution is called transforming the
counting process (Slymen.et.al,2006). Based on count distribution, its often appear
to be positively skewed, one reasonable transformation involves taking the natural
logarithm of the responses to the predictor variables. Beside (King.G, 1989; Zhou.X
and Tu.W, 1999) they assuming the zeros have not been deleted, the transformation
will not work since the natural logarithm of zero is undefined. While, since trans-
formation is linear, this technique has been shown to yield parameter estimates that
differ as a function of the adjustment quantity (King.G, 1989). The undefined log
zero problem has been handle, the original problems (Welsh.A.H et al., 1996) had
state, it is clear for data with many zeros values that such on approach will not be
valid as the underlying distributional assumption such as linearly and homocedastic-
ity. It is be voilated. Lastly in any techniques of problem, transformation sometimes
create a new problem while solving the old one a transform that produces constant
variance may not produce normality (Argesti.A, 1996)(p.73).
2.4.4 Example of zero-inflated data
Example 1: Self-reported counts of specific "high-risk" behaviors in a given time pe-
riod.Heilbron (1994) examined the data on counts of a "high-risk" heterosexual behavior
(anal intercourse) which grossly suggested the addition of zero counts. The data are from
the U.S.A. National AIDS Behavioral Study, for a subset of "Center City" respondents
aged 18 - 49 years old who reported having had heterosexual or bisexual relations during
the last 5 years, and having 2 - 12 sexual partners in the past 12 months, but not reporting
some other risk factors of HIV infection (hemophilia, injection drug use in the last 5 years,
positive HIV antibody test). The response analyzed was the reported count of times the
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respondent had anal intercourse with partners of the opposite sex during the last 6 months.
Two independent variables were considered: gender; and whether or not the respondent
had a "risky" main sexual partner in the last year. "Risky" indicates presence of any of
the risk factors that were excluded in respondents. Among 1244 qualifying respondents in
the sample, 129 excluded as having missing values on one or more of the three variables.
Table 2.2 presents the distribution of the response, within subsets defined by the two inde-
pendent variables. Examination of the fit from log-linear GLM’s confirmed the presence
of added zeros.
Table 2.1: Distribution of the response
  Subset number 
gender risk factor 
  
 1 2 3 4 
Y Male Male Female Female 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
12 
15 
20 
30 
37 
50 
541 
19 
17 
16 
3 
6 
5 
2 
6 
1 
. 
3 
1 
. 
. 
. 
. 
102 
5 
8 
2 
1 
4 
1 
. 
. 
. 
1 
. 
. 
1 
. 
. 
. 
238 
8 
2 
1 
1 
1 
1 
. 
. 
1 
. 
. 
. 
. 
. 
. 
. 
103 
4 
2 
. 
1 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
. 
1 
 620 125 253 117 
N 
2.5 Review of prototype of the models
In this section, I will reconsideration several related statistical models and theories that
will be subsequently extended. Such the Poisson regression model for count data; the zero-
inflated Poisson regression model for zero -inflated count data; beta regression model for
21
fractional data observed on [0,1),(0,1] or [0,1] ; and zero inflated beta regression models.
2.5.1 Poisson Regression Model
We consider now the Poisson regression model (PRM). The Poisson regression model
is the most basic model. With this model the probability of a count is determined by a
Poisson distribution, where the mean of the distribution is a function of the independent
variables. This model has the defining characteristic that the conditional mean of the
outcome is equal to the conditional variance. The Poisson regression model is an example
of GLM in which the distribution of the response Y with covariate vector x is Poisson
with density such equation below. Let y be a random variable indicating the number of
times that an event has occured during an interval time, y has a Poisson distribution with
parameter θ > 0 if (Argesti.A,1996);
Pr(y|θ) = e
−θθy
y!
As θ increases, the mass of the distribution shifts to the right as follows;
E(y) = θ
the parameter θ is known as the rate since it is the expected number of times that an event
has occured per unit of time. θ can also be thought of as the mean or expected count. The
variance equals the mean such;
V ar(y) = E(y) = θ
the equality of the mean and the variance is known as equidispersion. The PRM is a
special case of the generalized linear model with exponential family distribution (Mc-
Cullagh.P. and Nelder.J.A, 1989) and is also a special case of a nonlinear regression
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model. The basic assumption such all events are independent of each other and all events
have a constant arrival rate through the fixed parameter β. Thus, one implication of the
model specification is that both the conditional mean E[yi|xi] and the conditional vari-
ance V [yi|xi] are equivalent to exp(x′iβ) due to the statistical properties of the Poisson
distribution. Hence, count variables often have a variance greater than the mean, which is
called overdispersion. Dealing with over-dispersion or under-dispersion problem, neg-
ative binomial model can be used (Cameron and Trevedi, 1998) because it assumes the
conditional distribution follows a negative binomial distribution.
The development of many models for count data is an attempt to account for overdis-
persion. As θ increases, the probability of 0’s decreases, such as for θ=0.6, the probability
of a 0 is 0.55; for θ=1.5,it is 0.22; for θ=3.0, it is 0.05, and for θ=10.5, the probability is
0.00002. Thus, there are more observed 0’s than predicted by Poisson distribution instead
of count variables.
Poisson distribution can be derived from a simple stochastic process, known as Poisson
process, where the outcome is the number of times that something has happened. A critical
assumption of a Poisson process is that events are independent which is an event occurs
it does not affect the probability of the event occuring in the future.
2.5.2 Zero Inflated Poisson
For handling data with excess zeros, Lambert (1992) introduced the zero-inflated Poisson
(ZIP) model. The ZIP model uses a mixture link function approach with two link func-
tions, a logit link function and a log link function, to capture the statistical features of
the two processes: perfect zero state and Poisson process. Combining the Poisson count
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model and the binary process for the ZIP model as follows;
Pr(yi = 0|xi) = ωi + (1− ωi) exp(−θi);
Pr(yi|xi) = (1− ωi)exp(−θi)θ
yi
i
y!
; yi ≥ 1
Thus shows that;
V ar(yi|xi, zi) = [0× ωi] + [θi × (1− ωi)] = θi − θiωi
The conditional mean of the model has been changed by lowering the expected count by
θω. The conditional variance of ZIP model such as;
V ar(yi|xi, zi) = θi(1− ωi)(1 + θiωi)
Subsequently, in this model the logit link is used to predict the conditional probability, ω
of a subject i to be in the Poisson process. The log link is used to predict the expected
mean θ of event counts for subject i given that the subject is not in the perfect zero state,
but rather in the Poisson process. Thus, β and γ are the associated regression parameters.
As the negative binomial model handles the overdispersion or under dispersion prob-
lem for regular count data, zero inflated negative binomial model (ZINB) with a dispersion
parameter, θ can handle both excess zeros and dispersion problems.
2.5.3 Beta Regression Model
Beta distribution is very flexible and its occur in proportion, fraction and rates modelling.
Its commonly used regression models to analyse that are perceived to be related to other
variables. Subsequently, the authors had extended beta distribution according the prob-
lem was occurred. Its, desire to investigate how certain variables of a continous variable
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