During the past two decades instrumentation in scanning transmission electron microscopy (STEM) has pushed toward higher intensity electron probes to increase the signal-to-noise ratio of recorded images. While this is suitable for robust specimens, biological specimens require a much reduced electron dose for high-resolution imaging. We describe here protocols for low-dose STEM image recording with a conventional field-emission gun STEM, while maintaining the high-resolution capability of the instrument. Our findings show that a combination of reduced pixel dwell time and reduced gun current can achieve radiation doses comparable to lowdose TEM.
Introduction
Over the past two decades, scanning transmission electron microscopy (STEM) has been shown to be extremely powerful in revealing information on materials at the atomic level [1] [2] [3] . To a first approximation, the resolution in the STEM is directly related to the size of the electron probe-a smaller probe corresponds to a higher spatial resolution. However, decreasing the probe size and increasing the spatial resolution has a consequence; it reduces the beam current and thus reduces the signal-to-noise ratio in the image. This creates difficulties in performing high-resolution experiments that are compounded by the fact that the two most popular techniques in STEM, high-angle angular dark-field (HAADF) imaging and electron energy loss spectroscopy (EELS), inherently only collect a fraction of the scattered electrons. Therefore, much of the recent progress in STEM has focused on increasing the beam current in the small probe. In this regard, improvements in field-emission guns (FEGs) and the incorporation of spherical aberration (Cs) correctors have increased the beam current density substantially [4, 5] .
These instrument developments now allow HAADF and EELS spectrum images to be obtained with an impressively high signal-to-noise ratio (SNR) from beam-resistant specimens. However, an unfortunate consequence of the high beam current density is that the techniques are only viable if the specimen can tolerate a very high radiation dose. High radiation dose has devastating consequences for specimens such as zeolites, catalysts and biological samples. Catalysts and zeolites are believed to damage at doses on the order of 100 e − /Å 2 [6] . For biological samples, data collection by transmission electron microscopy (TEM) requires [7] ), if data <1 nm resolution are to be recorded. To bring the benefits of high-resolution STEM imaging to the study of these specimens, the development of low-dose electron techniques is imperative. Much of the development of low-dose microscopy has arisen through the desire to observe beamsensitive biological specimens at high resolution [8] . Low-dose TEM can reduce the total electron dose to 1-10 e/A 2 , while maintaining a resolution of up to 1.6Å [9] . Success of this technique has been demonstrated by high-resolution images of membrane proteins [7, [10] [11] [12] [13] . Low-dose STEM, on the other hand, is routinely used for low-resolution mass measurements of beam-sensitive biological specimens (recently reviewed in [14] ). However, unlike TEM, high-resolution low-dose STEM has not, to date, been successfully developed [15, 16] .
In the field of materials science, STEM is becoming a widely used high-resolution technique due to many of the advantages it has over conventional TEM, such as imaging with chemical sensitivity, higher resolution and relative ease of image interpretability. It would be a great advancement to retain the benefits of STEM while imaging beam-sensitive materials. For example, catalysts typically damage easily under the electron beam and atomic resolution images have only been obtained for the most robust of catalyst systems [3] . The ability to routinely image the position of metal atoms in beam-sensitive catalysts would be a great step forward in understanding these systems. Also, low-dose STEM could be a way for biological EM to take advantage of the improved contrast transfer function of Cs-corrected microscopy, as the defocus could be dynamically re-adjusted to account for the height change for tilted specimens.
Here, we investigate practical ways to develop a high-resolution low-dose STEM technique and discuss some of the issues that need to be resolved to maximize efficiency. Two simple ways to reduce the dosage in the STEM is to decrease the pixel dwell time and to reduce the beam current density, which are parameters that can be adjusted on any STEM instrument. We report preliminary results for lowdose STEM after adjusting these parameters with a SrTiO 3 test specimen. We discuss artifacts that easily arise from low-dose imaging, ideal image acquisition conditions and possibilities for dedicated low-dose instrumentation. Additionally, we discuss previously developed image reconstruction methods that are expected to be useful for obtaining high-resolution spatial information from low-dose STEM images.
Methods
Images were acquired using a JEOL JEM-2100F/Cs STEM/TEM with a retro-fitted CEOS Cs corrector at the University of Tokyo. After Cs correction, the probe diameter was ∼1.0Å. A reading of the electron beam current at normal operating conditions was measured at 50 pA using the ammeter attached to the small phosphorus-viewing screen. For conventional high-dose STEM operation, the JEM-2100F is typically operated with a gun extraction voltage (A1) of 2.8-3.2 kV, and an electrostatic gun lens voltage (A2) between 6.8 and 7.3 kV. To record images with a reduced beam current, A1 and A2 were reduced to 0.9 kV and 6.2 kV, respectively. Images were obtained using an annular dark-field (ADF) detector with an inner cutoff angle of ∼30 mrad, corresponding to low-angle annular dark-field (LAADF) imaging. For all image acquisitions, the accelerating voltage was 200 kV and the ADF detector was the standard JEOL YAG scintillator. This small inner cutoff angle was used in an attempt to increase the SNR in acquired images. The Gatan Digiscan 688 system was used as the scan driver, which was controlled by the Gatan Digital Micrograph software package. The test specimen was a single crystal of SrTiO 3 . Figure 1a shows an image of SrTiO 3 [001] taken under typical high-dose imaging conditions of the C Scorrected STEM. Here, the imaging conditions are a beam current of ∼50 pA, a pixel dwell time of 20 μs/pixel and a pixel size of 0.05Å 2 . These imaging conditions correspond to a radiation dose of ∼1.0 × 10 8 e − /Å 2 . The calculated power spectrum shows clearly visible diffraction spots at 1.4Å resolution, as expected for the C S -corrected JEOL JEM-2100F/Cs. However, the electron dose is ∼10 million times too high for most biological specimens. The most straightforward way to reduce the electron dose during image acquisition in STEM is to reduce the pixel dwell time (i.e. increasing the STEM scanning speed). The Gatan Digiscan system allows the dwell time to be reduced to a minimum of 0.5 μs/pixel. In the STEM, magnification corresponds to changing the pixel size. We chose a magnification to give a pixel size of 0.3Å 2 . Figure 2a shows an image of SrTiO 3 taken with a dwell time of 0.5 μs/pixel with a typical probe current of ∼50 pA. The specimen is exposed to a total radiation dose estimated to be 450 e − /Å 2 . A close inspection of the image, however, reveals a streaking artifact parallel to the scan direction. The power spectrum and Fourier-filtered image are shown in Fig. 2b and c, respectively. Fourier filtering was done by masking the Fourier transform spots, using a mask radius of 15 pixels. Noticeable streaking is observed in the raw image, which influences the anisotropic background noise (see the Discussion section). We believe that the observed streaking artifact is caused by a slow reaction time of the employed photomultiplier or read-out electronics, which lead to an anisotropic smearing out of individual signal peaks. An additional artifact that contributes to the anisotropic background is a random horizontal offset of scan lines (see the Discussion section).
Results
This streaking effect can be significantly reduced by increasing the dwell time, i.e. scanning slower. Using the JEOL JEM-2100F/Cs, the streaking effect was noticeably reduced when images were recorded with a dwell time of 2.0 μs/pixel. However, the 4-fold increase in the dwell time would increase the electron dose from ∼450 e − /Å 2 ( Fig. 2) to ∼1800 e − /Å 2 . Since beam-sensitive specimens often require imaging with much lower electron doses, additional dose reduction is required. We achieve this by decreasing the probe current. Figure 3a shows an image of SrTiO 3 , that was recorded with a dwell time of 2.0 μs/pixel and a pixel size of 0.11Å 2 , while using a probe current of only ∼4% of the current used for the image in Fig. 1 . The new probe current was confirmed by comparing the reduced probe current value with the original probe current at full emission using the ammeter located on the small phosphorusviewing screen. The scan artifacts are noticeably less in both the image and the power spectrum, and the apparent resolution is increased with only a small increase in the total electron dose, estimated to be 220 e − /Å 2 . In the power spectrum ( Fig. 3b) , one can see spots at 1.4Å, which is close to the expected resolution limit of 1.0Å for the C S -corrected JEOL 2100F/Cs.
Next, we reduced the electron dose to ∼15 e − /Å 2 by lowering the probe current further to only ∼2% of the probe current at full emission (corresponding to a current of ∼1 pA) and by decreasing the scan speed to 1.0 μs/pixel and increasing the pixel size to 0.4Å 2 . An example image is shown in Fig. 4a . The SNR of the resulting real-space image is so low that the naked eye does not discern any structural information in this image. Nevertheless, near atomic resolution features can still be documented in the power spectrum and Fourier-filtered image ( Fig. 4b  and c) . Spots at 3.95Å and 2.8Å can be clearly seen in the calculated power spectrum of the non-processed image. On increasing the scan speed to 2.0 μs/pixel (and consequently doubling the dose to ∼30 e − /Å 2 ), the power spectrum of the recorded image showed clearly visible diffraction spots at 2.0Å resolution (data not shown). Lowering the probe current <2% resulted in images that had no discernable features in the power spectrum.
To compare performance with a different machine, STEM images were also recorded with an NION aberration-corrected VG-5 at Lawrence Berkeley National Laboratories (Fig. 5) . The specimen used for these images was a GaAs thin film containing a layer of AlAs. High-speed scans from that microscope also show the streaking artifact describe above, which presumably is caused by a slow reaction of the readout elements. In addition, scans at a pixel dwell time of 0.5 μs show a non-constant scan speed, resulting in a compression of the left edge of the recorded images. The pixel size is ∼0.1Å
2 and the probe current was close to 1 pA, which gives a dosage of ∼30 e − /Å 2 . Computational analysis showed that at the beginning of each scan line, the VG-5 electron probe was up to 30% faster, then decelerated during the first half of the scan line, before attaining constant speed for the second half of the scan lines (Fig. 5d) . This artifact can easily be computationally corrected, as shown in Fig. 5c .
Discussion
The resolution of an acquired image can be measured by one of several methods, which we briefly summarize here. A direct way to estimate the resolution in any image is to visually inspect the realspace image and determine the closest proximity of peaks that are separated by a lower image intensity of 66% of the peak intensity or less. This method, however, fails when the images exhibit a low SNR, as apparently separated peaks might be random noise fluctuations within the same structural peak. For such cases, over the last 30 years a number of methods were developed to extract high-resolution data from noisy low-dose TEM images of biological samples. 'Resolution', in this context, refers to the resolution of the final reconstruction or processed image. In the case of an image with a periodic signal such as that from crystalline specimen, the calculated power spectrum can be inspected for the presence of diffraction peaks. A very simple resolution definition can then be established by searching for peaks in the power spectrum that lie on the expected crystal lattice position and have an intensity of at least a few times the standard deviation of the noise background in that resolution band. Such peaks are likely caused by a true signal, and the image resolution can be defined to be equal to the distance corresponding to the highest order reciprocal lattice point. Since our acquired images were of crystalline specimens, we will use this as our definition of resolution for our discussion.
The goal of low-dose STEM is to image beamsensitive specimens at a resolution comparable to low-dose TEM. Our results of images with a resolution of 2.0Å at a dose of ∼20 e − /Å 2 should be suitable for a large range of beam-sensitive material specimens such as catalysts and zeolites. As many of these specimens contain heavier scatters, the SNR should be similar to the current results for SrTiO 3 , especially for specimens with long-range order. Single-particle image analysis techniques (see below) may prove useful for specimens that do not have such extended order such as nano-particles or defects. For biological specimens, achieving an instrument resolution of 2Å or better at a dose of <10 e − /Å 2 is necessary to be competitive with lowdose TEM.
As can be seen in above images, as the dose in STEM decreases, the noise in the images continues to increase until no high-resolution features can be seen in the raw image. However, the power spectrum shows that structural information is still contained in these images. Thus, high-resolution information is still contained in the images. When a number of repeated units are present in a specimen, the Rose equation, which estimates the image resolution as a function of signal, can be modified to d ≥ 5 C √ f kN, where d is the resolution, C is the contrast, N is the number of electrons/Å 2 , f is the efficiency and k is the number of unit cells [17] .
The modified Rose equation states that the resolution of the information in the image depends on the number of identical unit cells in the image. It is therefore advantageous to acquire images as large as possible in order to increase the number of unit cells that can be averaged into one representative map. We can make a rough comparison of this theoretical limit with the experimental results from our STEM data. We use a value of 0.05 for the contrast C, which is thought to be a good lower bound for the minimum amount of contrast necessary to be discernable [17] . A value of 0.05 was used for the efficiency f, which means we expect at least 5% of the electrons incident upon the specimen to be scattered to angles high enough to reach the DF detector, and for the number of units cells k, we used a value of 9000, which corresponds to the number of unit cells that is present in an image of 4000 × 4000 pixels (comparable to the size of the lose dose images acquired in this paper) with a unit cell width of 4Å (as is the case for SrTiO 3 ) and a pixel width of 0.3Å. With these parameters, we found that a resolution of 1.3Å should be obtainable at a dose of 0.7 e − /Å 2 . The current experimental data required much higher doses than the Rose equation suggests. This does cause one to suspect that there is room to improve the resolution.
The very short dwell time used for the low-dose images may be one cause for the experimental resolution being poorer than expected. As noted earlier, we found a smearing of the low-dose images along individual scan lines. We believe this to arise from the finite detector response time, which is on the order of a microsecond. Thus, short dwell times cause this smearing effect to become significant. As a rough approximation, we can think of the effect of the response function as a decay function adding a tail to the object functions along the scan direction. This would act as a blurring effect and eliminate the highfrequency noise. In turn, this reduces the intensity of the noise at the left and right sides of the power spectrum. Inspecting the images reveals a blurring width of ∼3 pixels for 1 μs/pixel dwell times and ∼5-6 pixels for 0.5 μs/pixel dwell times.
More importantly, high-resolution STEM images almost always have small local shifting of pixels along the scan direction that causes atomic columns to appear 'jittery'. For example, regions of intensity corresponding to the location of an atomic column will often appear as circles that have been sliced along the scan direction and shifted randomly about a mean position. The magnitude of these shifts is rarely more than 2-3 pixels with respected to nearest neighbor scan lines. These shifts often result in the presence of vertical streaks in the power spectrum. Because of the oscillatory nature of the jitter, we believe the likely source to be stray AC fields. STEM images are typically acquired with a large amount of oversampling, so that the resulting pixel sizes are much smaller than the probe size or resolution of the microscope. In the case of high-resolution imaging, the pixel width will be on the order of 0.01 nm or less (a small fraction of the resolution limit). Depending on the source of stray fields and its way to affect the scan electronics, the error corresponding to these local scan line offsets might be proportional to the pixel size and therefore not affect image resolution, which is most likely why this issue is normally ignored. However, in our case, the pixel width is very close to the resolution limit (for example Fig. 4 has pixel widths of 0.7Å), so that local scan line shifts of up to 3 pixels corresponds to relatively large errors. With these shifts present, we cannot expect to achieve a resolution greater than this error, which not only explains why our low-dose images attain a relatively poor resolution, but also demonstrates why the resolution of the image in Fig. 3 with a pixel width of 0.3Å is much higher than the image in Fig. 2 acquired with a pixel width of 0.7Å. To our knowledge, the only way to fix this problem would be to decrease the pixel size, remove the sources of the stray fields (if they can be located) or improve the shielding in the scan system to block these fields.
The simplest approach to reducing the discrepancy between the resolution that we obtained experimentally and the resolution limit given by the modified Rose equation would be decreasing the pixel size and/or increasing the pixel dwell time. However, either of these two remedies will increase the electron dose. Thus, it is necessary to reduce the gun current to achieve the lowest doses. However, lowering the gun current using the gun lenses causes practical difficulties. As the current is lowered, viewing the Ronchigram becomes difficult, if not impossible. Thus, aligning the microscope, or even confirming that the microscope is aligned, is no longer achievable. Due to the low SNR, it is imperative that the microscope is at optimal alignment. As mentioned above, we were unable to obtain images with any features in the power spectrum when the probe current was lowered to less than 2% of the typical current probe current at full emission. Therefore, in order to achieve doses lower than 10-20 e − /Å 2 , it is desirable to find a way to switch between a low gun current mode and a standard mode without affecting the alignment of the gun or any lenses. One way to address this issue may be to develop a beam dimmer that operates in the high-frequency time domain. This could be implemented by using electrostatic plates that rapidly shunt the electron beam between on-and off-axis positions so that the total beam current is reduced. The best method would be shunting the beam synchronously with the dwell time so that the beam is switched on axis for only a fraction of a microsecond per pixel. Another, perhaps easier, method may be to continuously oscillate the beam at a frequency much higher than the pixel repetition rate between the on-and off-axis positions and give the operator control over what fraction of the time the beam is actually on axis. Either of these techniques would allow the operator to perform alignment adjustments with a bright electron beam and then dim the gun back to low-dose mode without any additional alterations to the lenses.
One of the key issues with low-dose imaging is the amount of noise in the images and how this affects the image resolution. Of course the resolution limit due to aberrations or environmental instabilities will not be affected by changes in the electron doses. From the above discussion it is apparent that the Rose equation gives a bound on the spatial frequencies that can contribute to interpretable image contrast. On the other hand, the modified Rose equation suggests that appropriate statistical methods may maximize the amount of extractable information at high resolution. In the case of crystalline specimens, a suitable tool is Fourier filtering combined with correcting any distortions in the image. These distortions may arise from the crystal itself in the case of biological 2D crystals, which often show poor ordering, or from instabilities in the scan system, as demonstrated above and elsewhere [18, 19] . Various groups have developed techniques and software packages to correct or 'unbend' distorted lattices [20] [21] [22] [23] . With smaller images that do not show enough crystal lattice unit cells to produce strong diffraction peaks, the weaker spots in the calculated Fourier transformation could still contain true and valuable signal data, despite being closer to the background noise. Numerical extraction of the values for amplitude and phase of the diffraction peaks then allows comparing them with measurements from other images, or in the case of crystallographic symmetry in the image, these peak values can be compared with those of symmetry-related peaks. A commonly used resolution criterion is then the phase residual during averaging of symmetry or otherwise related peak values.
Specimens containing small clusters of atoms such as catalysts or single molecules or proteins supported by a carbon film can be modeled as identical particles at random locations and orientations. In this case, comparisons can be done between boxed regions from the real-space image containing a single particle of interest. These boxed regions can then be aligned, classified and averaged. The resulting class averages can be compared with other averages from other image locations, other images or symmetryrelated mirrored or rotated copies of themselves. A versatile software package for such analysis is for example found in the SPIDER software [24] . Various mathematical tools are available to evaluate the image resolution. The most commonly used method to measure the resolution of a particle reconstruction that was calculated from a larger number of single-particle images is the Fourier Shell Correlation (FSC) [25] . Other related methods for the resolution determination of a single-particle reconstruction are the spectral signal-to-noise ratio (SSNR) [26, 27] and the Q-factor [28, 29] . Another resolution estimation is calculated by the program RMEASURE, which does an analysis of the final reconstruction by determining the neighbor correlation of pixels in the Fourier transform of the final reconstruction, to provide an estimate of the resolution of the reconstruction. This algorithm is independent of the method by which the reconstruction was obtained [30] .
As a last remark, we note that simultaneous acquisition of bright-field (phase contrast) and dark-field signals can give complementary information [31] and that the combination of these signals could maximize information obtainable in the STEM.
Concluding remarks
We have shown that low-dose STEM is capable of recording high-resolution images. LAADF STEM images at an electron dose of ∼15 e − /Å 2 showed interpretable structure information at a resolution of 2.8Å. At a higher dose of ∼30 e − /Å 2 , we obtained images showing a resolution of 2.0Å. The employed high-speed scanning resulted in the generation of various image artifacts, such as horizontal peak smearing, off-set of individual scan lines and a variable scan speed. Some of these artifacts in the recorded images can be corrected computationally. Nevertheless, our results also show that there are limitations to the scan speed and probe current reduction, if the instrument alignment should still be possible, and image artifacts are to be minimized. We conclude that a device such as a high-speed stroboscopic beam dimmer is needed for routine low-dose STEM operation. Nevertheless, with currently available instrumentation, atomic resolution imaging is possible with doses on the order of 10 2 e − /Å 2 .
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