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Abstract 
The demand for ultra precision machined devices and components is growing at a rapid 
pace in various areas such as the aerospace, energy, optical, electronics and bio-medical 
industries. Because of their outstanding engineering properties such as high refractive 
index, wide energy bandgap and low mass density, there is a continuing requirement for 
developments in manufacturing methods for hard, brittle materials. Accordingly, an 
assessment of the nanometric cutting of the optical materials silicon and silicon carbide 
(SiC), which are ostensibly hard and brittle, has been undertaken.  
 
Using an approach of parallel molecular dynamics simulations with a three-body 
potential energy function combined with experimental characterization, this thesis 
provides a quantitative understanding of the ductile-regime machining of silicon and 
SiC (polytypes: 3C, 4H and 6H SiC), and the mechanism by which a diamond tool 
wears during the process. The distinctive MD algorithm developed in this work 
provides a comprehensive analysis of thermal effects, high pressure phase 
transformation, tool wear (both chemical and abrasive), influence of crystal anisotropy, 
cutting forces and machining stresses (hydrostatic and von Mises), hitherto not done so 
far.  
 
The calculated stress state in the cutting zone during nanometric cutting of single crystal 
silicon indicated Herzfeld–Mott transition (metallization) due to high pressure phase 
transformation (HPPT) of silicon under the influence of deviatoric stress conditions. 
Consequently, the transformation of pristine silicon to β-silicon (Si-II) was found to be 
the likely reason for the observed ductility of bulk silicon during its nanoscale cutting. 
Tribochemical formation of silicon carbide through a solid state single phase reaction 
between the diamond tool and silicon workpiece in tandem with sp
3
-sp
2
 disorder of 
carbon atoms from the diamond tool up to a cutting temperature of 959 K has been 
suggested as the most likely mechanism through which a diamond cutting tool wears 
while cutting silicon.  
 
The recently developed dislocation extraction algorithm (DXA) was employed to detect 
the nucleation of dislocations in the MD simulations of varying cutting orientation and 
cutting direction. Interestingly, despite of being a compound of silicon and carbon, 
silicon carbide (SiC) exhibited characteristics more like diamond, e.g. both SiC 
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workpiece and diamond cutting tool were found to undergo sp
3
-sp
2
 transition during the 
nanometric cutting of single crystal SiC. Also, cleavage was found to be the dominant 
mechanism of material removal on the (111) crystal orientation. Based on the overall 
analysis, it was found that 3C-SiC offers ease of deformation on either (111) <-110>, 
(110) <001> or (100) <100> setups. The simulated orthogonal components of thrust 
force in 3C-SiC showed a variation of up to 45% while the resultant cutting forces 
showed a variation of 37% suggesting that 3C-SiC is anisotropic in its ease of 
deformation. The simulation results for three major polytypes of SiC and for silicon 
indicated that 4H-SiC would produce the best sub-surface integrity followed by 3C-SiC, 
silicon and 6H-SiC.  
 
While, silicon and SiC were found to undergo HPPT which governs the ductility in 
these hard, brittle materials, corresponding evidence of HPPT during the SPDT of 
polycrystalline reaction bonded SiC (RB-SiC) was not observed. It was found that, 
since the grain orientation changes from one crystal to another in polycrystalline SiC, 
the cutting tool experiences work material with different crystallographic orientations 
and directions of cutting. Thus, some of the grain boundaries cause the individual grains 
to slide along the easy cleavage direction. Consequently, the cutting chips in RB-SiC 
are not deformed by plastic mechanisms alone, but rather a combination of phase 
transformation at the grain boundaries and cleavage of the grains both proceed in 
tandem. Also, the specific-cutting energy required to machine polycrystalline SiC was 
found to be lower than that required to machine single crystal SiC. Correspondingly, a 
relatively inferior machined surface finish is expected with a polycrystalline SiC. 
 
Based on the simulation model developed, a novel method has been proposed for the 
quantitative assessment of tool wear from the MD simulations. This model can be 
utilized for the comparison of tool wear for various simulation studies concerning 
graphitization of diamond tools. Finally, based on the theoretical simulation results, a 
novel method of machining is proposed to suppress tool wear and to obtain a better 
quality of the machined surface during machining of difficult-to-machine materials. 
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Chapter 1 - Introduction 
1.1 Background and significance 
 
Due to its relatively low mass density and low cost, single crystal silicon is considered 
to be an ideal optical material for weight sensitive infrared (IR) applications and other 
high added value products such as X-ray optics and X-ray interferometers. On the other 
hand, NASA, USA has recently demonstrated that, due to its superior properties, such 
as chemical inertness, high thermal conductivity, high carrier saturation velocity, high 
specific stiffness (E/ρ) and high-temperature resistance [1], silicon carbide (SiC) is an 
appropriate choice to replace silicon for advanced ultra precision engineering 
applications especially in the electronic industry. Moreover, SiC is also recognized as a 
potential candidate for quantum computing applications as a substitute to diamond [2], 
in space-based laser mirrors [3] and for moulding dies used for hot-press moulding of 
aspherical glass lenses. Further demand is growing in weapons, aerospace, 
microelectronic and bio-medical applications as well as in “big-science” programmes 
such as the European Extremely Large Telescope (E-ELT), the Atacama Large 
Millimeter / submillimeter Array (ALMA) and next generation extreme ultraviolet 
(EUV) lithography steppers.  
While some ultra precision products are becoming larger and larger (the size of a 
finished silicon wafer reached 300 mm at the year 2000), the sizes of many other 
precision components, such as fuel injectors and bearings, have been significantly 
reduced to meet the functional requirements and to reduce manufacturing and product 
costs. The need for tight dimensional tolerances and miniaturisation for such products is 
driven by the global mission to reduce emissions and increase the efficiency of IC-
engines. This is just one example of how environment and sustainability issues are 
increasingly driving ultra precision technologies. Other examples can be found in 
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optical devices and computer chips, where the required tolerances are approaching the 
atomic length scale, thus requiring significant ultra precision manufacturing research in 
the fabrication of hard, brittle materials. Traditional machining methods for producing 
such parts rely on lapping and polishing, but these are not particularly successful for 
manufacturing complex shapes, such as aspheric, diffractive and “hybrid” components 
when judged in terms of quality and cost effectiveness.  
Hard, brittle materials exhibit the so called “ductile-regime” in machining when the chip 
thickness is reduced to a few nanometres, thus permitting optical quality machined 
surfaces. There is no clear distinction between ultra precision engineering and 
nanotechnology. The early vision of Nobel laureate, Richard Feynman, of atom-by-
atom construction, revealed in his much widely cited lecture “There’s plenty of room at 
the bottom” would suggest that the second term is most often associated with additive 
manufacture. It is only more recently that technologies capable of controlling a single 
point diamond turning tool and workpiece have made it feasible to produce a 
deterministic finish on brittle materials with precision envisaged by Feynman. The 
process of material removal at the scale of a few atomic layers using a single point 
diamond cutting tool, single point diamond turning (SPDT), is one of the most efficient 
ultra precision material removal processes. 
SPDT has remained one of the greatest advancements in the field of ultra precision 
engineering and is at the pinnacle of the turning process range in terms of machining 
accuracy and attainable machined surface finish [4]. Currently, with Fast Tool Servo 
(FTS), Slow Tool Servo (STS) or fly cutting techniques, SPDT can be used to machine 
freeform (non-rotationally symmetric) machined surfaces.  
Hard, brittle materials present various technical challenges to manufacture, some of 
which are represented schematically in figure 1-1. From figure 1-1, it can be seen that 
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the ductile-regime machining of brittle materials involves a complex interplay of a 
number of processes at the atomic scale: 
 catastrophic wear of the cutting tool during the process of machining 
 unknown properties and extent of the deformation of the machined surface 
 effect of the process variables and tool geometry on the cutting process in 
governing the tool life 
 state of stress (local) to drive the high pressure phase transformation in the 
cutting zone  
 movement of dislocations in the workpiece near the cutting zone 
 effect of material’s microstructures (both workpiece and cutting tool) on the 
cutting process and influence of crystal anisotropy 
 
Figure 1-1: Various complexities inherent with the nanometric cutting of hard brittle 
materials – adapted [5]  
 
A common consequence of failure to control these processes is the undesirable ductile-
brittle transition or compromised tool life. In recent years, although a level of 
understanding of the chip formation mechanism and high pressure phase transformation 
in the cutting chips has been reached, this is some way short of an overall 
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phenomenological understanding of the complex interplay of all those aspects which 
affect tool wear and their influence on the dynamics of the process insofar as this affects 
the machined surface.  
 
In this regard, this thesis aims to provide an understanding of the high pressure solid 
state physics of the cutting chips; specifically, the influence of microstructure and 
crystal structure of the tool and workpiece materials on sub-surface crystal deformation 
layer depth and on the phenomena involved in the tool wear mechanism. More detailed 
attention is paid to the phenomenology of the wear process in order to suggest measures 
for it suppression. In this way, a holistic view of nanoscale machining is also developed 
for the purposes of optimising tool life and improved machined surface quality. 
 
1.2 Aim and objectives of the research 
 
As discussed in section 1.1, the aim of this work is to provide an atomistic insight into 
the dynamics of nanometric cutting of hard, brittle materials. To accomplish this task, a 
molecular dynamics simulation model was developed to deliver a number of specific 
outputs. Besides the tool wear mechanism, the MD model was aimed at providing 
accurate understanding of the influence of crystal anisotropy, ductile characteristics of 
these brittle materials and sub-surface deformation underneath the machined surface of 
both silicon and silicon carbide. 
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In order to achieve this aim, following five objectives were set: 
 Review of existing literature to develop an understanding of the previously 
published simulation models and identify any shortcomings of these models. 
 Study and identification of the appropriate simulation inputs to simulate a more 
realistic nanometric cutting process using molecular dynamics (MD) simulation. 
 Develop an MD simulation model of the nanometric cutting process considering 
the cutting tool as a deformable body. Analyse the simulation results to develop 
an understanding of the tribo-chemical processes. 
 Perform experimental trials to validate aspects of the simulations. 
 Make generic suggestions for suppressing tool wear. 
 
1.3 Structure of the thesis 
 
This thesis is divided into the following nine chapters: 
Chapter 1 explains the relevance of the research in the current context of 
nanotechnology and describes the major objectives of this work.  
Chapter 2 reviews the various kinds of ultra precision manufacturing process available 
to modern industry, including mechanical, chemical and physical machining processes 
and some of the hybrid machining processes. The chapter explains how the 
identification of “brittle-ductile” transition phenomena helped in the discovery and 
advancement of the single point diamond turning method and highlights the various 
challenges associated with the ductile-regime machining of hard, brittle materials.  
Chapter 3 reviews critically what is known about the major factors which influence the 
ductile-regime machining of hard brittle materials, including both geometrical features 
of the cutting tool and the internal atomic scale geometrical features of the workpiece 
such as its microstructure, variations in the stacking sequence of the atomic planes 
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(polymorphism) and the influence of crystal anisotropy on the mechanism of 
nanometric cutting.  
Chapter 4 describes how the molecular dynamics (MD) simulation was adapted to be 
useful for analysing ultra precision cutting. The basic concept and framework of the MD 
simulation approach is first introduced, followed by a discussion of the importance of 
the potential energy function, something which has not received any attention in 
previous studies. This chapter also provides a detailed description of the tools required 
for pre-processing and post-processing of the MD simulation results. 
Chapter 5 describes the details of the simulation results obtained from the MD 
simulation of nanometric cutting of silicon using a diamond cutting tool. Along with a 
comprehensive discussion on the high pressure phase transformations of the silicon, this 
chapter provides a detailed insight into the likely wear mechanism of the diamond tool 
as indicated by the thermodynamics of the process and Gibb’s free energy calculations. 
Chapter 6 covers detailed aspects of nanometric cutting of silicon carbide arising out of 
the simulations. The ductile response of silicon carbide has remained a controversial 
issue in the literature and this is discussed in the first section. Details of crystal 
anisotropy of 3C-SiC are explained in the second section, while the two subsequent 
sections discuss the variations in the machining response of machining of RB-SiC and 
single crystal SiC. The last section offers a detailed explanation of the wear mechanism 
of the diamond tools and also presents a novel, generic flowchart to quantify tool wear 
from MD simulations.  
Chapter 7 presents experiments on nano-scratching and single point diamond turning of 
single crystal 6H-SiC. The cutting forces and machined surface roughness were 
measured and, as with the theoretical model, evidence of brittle-ductile transition in SiC 
is demonstrated. 
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Chapter 8 presents a novel approach for nanometric cutting of hard, brittle materials 
which is given the name surface defect machining (SDM). Alongside the theoretical 
description and working principle of SDM, this chapter presents some preliminary MD 
simulation results for SDM of 3C-SiC.   
Chapter 9 presents the assessment and conclusion of the whole research. Based on the 
simulations developed in the thesis, some measures to suppress the tool wear are 
highlighted. As well, some recommendations for work that could usefully be done in the 
future are made.  
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Chapter 2 - Literature review  
2.1 Introduction 
 
Machining by mechanical means has undergone prolific development since its 
introduction as metal cutting. One relatively recent development is the hard turning 
(HT) process where IT4 is now achievable with state-of-the-art HT techniques [6] 
compared to the earlier limitations reported by Konig et al. [7] where geometric 
tolerances corresponding to IT6 and the surface qualities of Rtm 2-3 µm were the best 
attainable. Over the past few decades, the emphasis in manufacturing research has 
shifted from macro- through micro- to nano-scale methods. Strenuous efforts are 
currently being made to reduce the scale of material removal down to the atomic level. 
Some ultra precision manufacturing (UPM) processes already involve material removal 
at the micro-/nano- scale and interest is turning towards ultra precision machining. 
Single point diamond turning (SPDT) is one such UPM process capable of removing 
material from the workpiece to the level of several atomic dimensions. This chapter 
presents a review of the various micro-/nano-manufacturing processes and highlights 
the current research status of SPDT of hard, brittle materials. 
 
2.2 Micro-/nano-machining (MNM) processes  
 
Davies et al. [8]  has quoted Fortune’s [9] statement that “Ultra precision 
manufacturing is doing for light what integrated circuits did for electronics” 
highlighting the precision of material removal possible using lasers.   
Since then, several researchers have sought to define ultra precision machining [10], a 
selection of which follows: 
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Taniguchi (1983) [11] :  
“Ultra-precision machining is the process by which the highest possible dimensional 
accuracy is achieved at a given point of time”. 
 
McKeown (1987) [12]:  
“The role of ultra-precision machining in the manufacturing sector is to research, 
design, develop and commercialize processes, sensors, instruments, machines, control 
systems and materials in order to achieve further advances in technology, science and 
wealth creation”. 
 
Corbett et al. (2000) [10] : 
Nano-machining is “the study, development and processing of materials, devices and 
systems in which structure of a dimension of less than 100 nm is essential to obtain the 
required functional performance”. 
 
 
Figure 2-1: Evolution of machining accuracy - Taniguchi’s prediction’s [11] updated 
beyond 2000 to include state-of-the-art manufacturing processes (shown in red box)  
 
During the 1980s, Taniguchi [11, 13] set out a predictive map of development in 
precision machining, figure 2-1, and this still seems to be hold as we approach 2020. 
Recently, Shore et al. [4] suggested that the Taniguchi chart is analogous to Moore’s 
 10 
 
Law, the mid-1960s prediction of microelectronics manufacturing precision for the 
coming 50 years. In either case, a sharp distinction is made in the attainable accuracy 
between macro- and micro- and nano- scale machining. 
 
Although sometimes used synonymously, one major difference between the micro- and 
nano-machining is the size of the attainable chip thickness, e.g. a minimum ratio of the 
chip thickness to the cutting edge radius in micromachining has been estimated to be 
0.293 whereas in nanometric cutting it could be down to 0.1 [14]. Besides this major 
difference, some other significant differences were highlighted by Brinksmeier during a 
talk at the Royal Society in 2011, and summarised in table 2-1. 
 
Table 2-1: Differences between macro, micro and nano level machining processes [15] 
 
 Macro-
Machining 
Micro-machining Nano-machining 
Size of machined area 1 to 10
5
cm
2
 1 to 10
5
mm
2
 1 to10
5μm2 
Volume removal in 
one machining step 
from 10
-3 
to
 
10
2
cm
3
 
from 10
-3 
to 
10
2
mm
3
 
from 10
-3
 to 
10
2μm3 
Material removal rate from 10
-5
 to 1 
cm
3
s
-1
 
from 10
-5  
to 1 
mm
3
s
-1
 
from 10
-5
 to1 
μm3s-1 
Relative figure error from 10
-5 
to 10
-3
 from 10
-7 
to 10
-5
 from 10
-5 
to 10
-3
 
Surface roughness up to 10 micron up to 0.1 micron 0.1 to 10 nm 
 
The 21
st
 century has seen the rapid emergence of a variety of non-conventional micro/-
nano-machining (MNM) processes capable of being applied to a range of engineering 
materials, including metals, ceramics, plastics and composites. Miniaturization of 
various aspects of manufacturing requires improvement in attainable accuracies and 
tolerances to the sub-micron range especially in the fields of optics, electronics, 
medicine, biotechnology, communications, and avionics in applications concerning fuel 
cells, microscale pumps, valves and mixing devices, fluidic microchemical reactors, 
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microfluidic systems, micronozzles for high-temperature jets, microholes for fibre 
optics, micromoulds and deep X-ray lithography masks etc. [14].  
MNM processes can be divided into two broad categories: 
 advanced micro-machining processes (AMMPs) to shape and size a component   
 advanced micro-/nano-finishing processes (AMNFPs) for fine finishing of a 
component to the required tolerances [16] 
As shown in figure 2-2, MNM processes can also be divided into four major categories 
based on whether they involve addition of material, removal of material or no nominal 
change in the amount of material during the process, the last with or without a melt 
stage. The categories involving no gain or loss of material, i.e. micro-thermo forming 
and micro-injection moulding, are most suited to the class of materials exhibiting low 
critical temperature, such as polymers. Micro-thermo forming is achieved by thermally 
softening the part to conform to a mould whereas micro-injection moulding involves the 
material being fed into a heated barrel, mixed, and forced into a mould cavity. 
As shown in figure 2-3, the material removal processes can be classified further into 
mechanical, physical or chemical processes depending on the nature of the mechanism 
of material removal. While physical and chemical machining processes are restricted to 
specific materials and applications, mechanical micro-machining is considered to be 
almost universal in its applicability [15]. 
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Figure 2-2: Classification of ultra precision manufacturing processes 
 
 
AWJM: abrasive water jet machining; MRAFF: magneto-rheological abrasive flow finishing; MFP: 
magnetic float polishing; EEM: elastic emission machining; EBM: electron beam machining; LBM: laser 
beam machining; EDM: electro discharge machining; IBM: ion beam machining; PBM: proton beam 
micromachining; PCMM: photo chemical micro-machining; ECMM: electro chemical micro-machining; 
RIE: Reactive ion etching. 
 
Figure 2-3: Classification of various ultra-precision manufacturing processes 
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Over time, researchers have been able to integrate some of these manufacturing 
processes to harness the combined advantages of each. Such integrated processes are 
known as hybrid micro-/nano machining processes, some of these hybrid processes are 
shown in figure 2-4. Surface defect machining (SDM) is one such hybrid manufacturing 
process, which is particularly relevant to this research and is discussed in detail in 
Chapter 8. 
 
ECSMM: electro chemical spark micro-machining; ECG: electrochemical grinding; EDG: electro 
discharge grinding; ELID: electrolytic in-process dressing; SDM: surface defect machining 
 
Figure 2-4: Hybrid micro-/nano machining processes 
 
 
 
Figure 2-5: Classification of cutting tools 
Mechanical micro-machining can be further subdivided into cutting and abrasive 
machining (figure 2-5) depending on the geometry of the cutting tool used for the 
removal of material i.e. single point cutting, multi point cutting and abrasive machining. 
The basic difference between them is that cutting as such employs a pre-defined and 
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known geometry of cutting tool whereas abrasive machining involves a relatively large 
number of arbitrarily oriented cutting tips and thus the engagement of the cutting tips 
with the workpiece occurs at random. Whereas abrasive machining provides very fine 
finished surfaces in an iterative manner, cutting offers a more efficient rate of material 
removal and deterministic form accuracy. 
 
 
  
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formationsurfaceNew
ndissipatioFrictionaln)dissipatio(Plastic
energyShear
0
cut  toenergyTotal
)cos(
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]sin)sec([))(( RwV
V
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
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

  
 
where R is the specific work of surface formation (fracture toughness), w the width of cut, V is the cutting 
speed, y is the shear yield stress, β the friction angle, α the rake angle, t0 the uncut chip thickness, Fc the 
cutting force, φ the shear plane angle and γ is the shear strain 
 
Figure 2-6: Atkin’s model of distribution of energy in nanoscale cutting [17] 1 
 
Due to the significant consumption of energy to manufacture any material through 
cutting and increasing concerns about energy consumption and CO2 emissions, 
manufacturing research on the assessment of machining energy has attracted lot of 
attention. Atkin has proposed a model (shown in figure 2-6) to calculate the cutting 
energy in a turning operation. He divided the cutting energy into three major 
components; the energy required to shear the material, the energy dissipated due to 
friction between the cutting chips and the rake face of the cutting tool and the energy 
required to create the new surface. Recently, Gutowski et al. [18] presented a 
                                                        
1 Readers are referred to the electronic copy of this thesis to interpret the correct colour legends. 
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thermodynamic analysis through which they highlighted that both ultra precision 
machining and injection moulding require low amounts of energy compared to other 
manufacturing processes, as shown in figure 2-7. 
 
Figure 2-7: Work in the form of electricity used per unit of material processed for 
various manufacturing processes as a function of the rate of material processing [18] 
 
From figure 2-7, it is apparent that the process of oxidation involves highest energy 
consumption. In contrast, ultra precision machining such as single point diamond 
turning (SPDT) involves low energy consumption. SPDT can thus be considered to suit 
to the long term requirement of a manufacturing method that is socially sustainable and 
environmentally green.  
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2.3 Emergence of SPDT to machine brittle materials 
 
At its early stages of development, SPDT was limited to the machining of soft and 
ductile materials such as aluminium and copper. However, advances in optical and 
defence systems required precision manufacturing of hard brittle materials coupled with 
excellent optical properties. The materials used commonly by the optical, 
semiconductor and opto-electronics industries are silicon, silicon carbide and gallium 
arsenide. These materials are capable of transmitting light over a variety of wavelengths 
making them the obvious choice for optical applications over soft materials [19]. This 
requirement drove an extension of SPDT technology to the machining of hard, brittle 
materials. The key discovery was that, with careful selection of the process parameters, 
brittle materials can be machined in the “ductile-regime” where chip removal takes 
place by virtue of plastic deformation rather than by brittle fracture. Early attempts to 
understand the ductile behaviour of these brittle materials through interrupted cutting 
tests are well documented [20-21]. The first mathematical approach for quantifying the 
machining parameters and to make the SPDT operation more deterministic was 
presented by Scattergood and co-workers [22]. They developed mathematical formulas 
to determine the optimum feed rate and highlighted the importance of the critical chip 
thickness [23]. However, the estimated values of maximum feed rate obtained from 
their model were only accurate up to a certain extent, depending on the machining 
conditions [24]. Of late, the ductile-behaviour of brittle materials has been attributed to 
the high-pressure phase transformation (HPPT) [25] of the brittle material being cut. 
HPPT causes structural transformations and associated volume changes of the cutting 
chips. These transformations were not accounted for in earlier models and can 
contribute up to 25% of the prediction error [26] in the model proposed by Scattergood.  
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The mechanism of chip formation, the distribution of the cutting forces, the role of 
material microstructure and crystal anisotropy and the elastic recovery of the machined 
surface all changes through the transition of the scale of machining from the macro to 
the nano level. The foremost of these differences is the mechanism of chip formation 
which shifts from continuous to discrete as the scale goes down. The effect of cutting 
edge radius is also more important in nanometric cutting as there exists an upper bound 
edge radius beyond which an undesirable ductile-brittle transition (DBT) [27] occurs.  
There are a number of other factors which tend to influence the accuracy of SPDT as 
shown in figure 2-8. 
 
Figure 2-8: Factors which influence the attainable accuracy in diamond machining [28] 
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The factors affecting the tangible outcome of an SPDT operation i.e. the attainable 
accuracy can broadly be classified into three categories as follows:  
 Process influences : material, tool and technology 
 Machine tool influences : geometric behaviour, dynamic behaviour, thermal 
behaviour 
 Environmental influences  
Amongst other non-trivial factors shown in figure 2-8, tool wear is an obvious concern 
as it may cause a sudden transition of the material removal from ductile mode to brittle 
mode, thereby making a single point diamond machining process non-deterministic. 
The fracture damage that occurs on the machined surface due to the brittle-regime 
machining is often called pitting [23]. The following section elaborates details of the so 
called “brittle-ductile transition” mechanism often observed during nanometric cutting 
of hard, brittle materials. 
 
2.4 Brittle-ductile transition during SPDT 
 
Unlike most metals, brittle materials exhibit very low fracture toughness which means 
that they normally fracture with little or no plastic deformation, thus making them 
difficult to machine using conventional cutting conditions. It is, however, possible to 
machine such brittle materials using appropriate machining parameters but at a very fine 
scale of the order of several nanometres. Execution of such a machining process on 
brittle materials where the chips are generated through plastic deformation rather than 
fracture is known as ductile-regime machining. The possibility of machining brittle 
materials in the ductile-regime was first acknowledged by King and Tabor [29] as early 
as 1954 as a result of observations on frictional wear of rock salt. They observed that, 
although some cracks and surface fragmentation occurred during heavy abrasive wear, 
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there was some plastic deformation involved. Similarly, Bridgman et al. [30] 
recognized that a brittle material such as glass exhibited ductility under high hydrostatic 
pressure. Subsequently, Lawn and Wilshaw [31] observed the same ductile behaviour of 
glass during the nano-indentation testing which led to the identification of the elastic-
plastic transition as explained in figure 2-9.  
 
Figure 2-9: Elastic-plastic transition during nano-indentation of brittle materials [32] 
 
An elaborated view of figure 2-9 is shown in figure 2-10 which shows schematically 
how ductile behaviour causes the material to expand within a radial core which exerts a 
uniform hydrostatic pressure on its surroundings. This radial core is encased within an 
intermediate “plastic region” which is surrounded by a so-called “elastic matrix”. This 
qualitative identification of the elastic-plastic response of brittle materials during their 
nano-indentation was based on the fact that, under the influence of large hydrostatic 
stresses, almost any material including super-hard substances like diamond can be 
deformed plastically even at low temperatures [33]. In subsequent work, Lawn and 
Marshall [34] proposed empirical relationships between the indentation load, P, and the 
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crack length c and the fracture toughness and hardness of the substrate in an indentation 
test: 
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where λ0 and μ0 are geometrical constants dependent on the indenter shape, P is the 
indentation load, c is the observed crack length, Kc is the fracture toughness (resistance 
to fracture) of the substrate material and H is its hardness, which is a measure of its 
resistance to the plastic flow.  
 
Figure 2-10: Model of elastic-plastic nano-indentation in brittle materials [31, 34] 
 
The fracture toughness of the diamond cubic crystal structure has been suggested to be 
obtainable from the following formula [35]: 
)21(72
42 0


GEa
Kc                                                                                            2-3  
where a0 is a constant, G and E are the bulk and elastic modulus, and υ is Poisson’s 
ratio.  
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Further developments on machining brittle materials in the ductile-regime led to the 
identification of the critical indent size (CIS) [36], expressed as: 
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where μ ∝ E/H. 
In the late 1990s, Blake and Scattergood [22] suggested that, despite the dynamic and 
geometric differences in the material removal mechanism during nano-scratching and a 
nano-indentation, there are essential similarities in both these processes. They identified 
that a critical chip thickness dc separates the regime of plastic deformation from brittle 
fracture material removal. Accordingly, they proposed a new machining model to 
explain the ductile regime machining of brittle materials, shown in figure 2-11 which 
has been validated later experimentally (as shown in figure 2-12). Since it was 
proposed, this theoretical machining model has been used widely as the machining 
mechanism of all brittle materials. 
 
Figure 2-11: Ductile-regime machining model using a round nose cutting tool [22] 
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Figure 2-12: Three dimensional image of the uncut shoulder showing an occurrence of 
brittle-ductile transition in silicon [37] 
 
A schematic cross-sectional view of the brittle-ductile transition is shown in figure 2-13, 
compared with a molecular dynamics (MD) simulation model from the current work for 
nanometric cutting of silicon carbide. 
 
 
 
W: Width of cut, Wd: ductile width of the chip, f: feed rate, R: tool nose radius and yc: critical damage 
depth, a0: Depth of cut 
 
Figure 2-13: Ductile-regime machining (a) analytical model [23] (b) MD model 
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Figure 2-13 illustrates an important dimension, which is the horizontal distance between 
the critical chip thickness and the tool nose centre denoted here by Wd (sometimes 
called Zeff). For an SPDT operation, undesirable fracture damage is assumed to initiate 
at the critical chip thickness (dc) which propagates up to a depth Yc. The critical crack 
length (Yc) is of particular importance as it varies along the nose radius as per the feed 
rate of the tool. As shown schematically in figure 2-14, Yc does not penetrate below the 
subsurface damage at smaller feed rates and hence does not affect the final machined 
surface. However, as the feed is increased, Yc moves toward the machined surface and 
thus cracks begin to propagate into the final cut surface, i.e. the machined surface starts 
showing undesirable brittle fractures and consequent damage to the machined surface. 
 
Figure 2-14: Schematic for diamond turning at (a) low feed rate (b) high feed rate 
 
As long as the fracture damage does not penetrate to the final machined surface, ductile-
regime machining can be executed consistently. It may be noted here that the fractured 
material in the remaining region of uncut shoulder is carried away by the tool in the 
succeeding passes and is therefore of no concern. This phenomenon gives rise to the 
important fact that materials exhibiting short critical crack lengths are more amenable to 
SPDT. Also, the critical chip thickness, dc, represents the condition for any fracture 
initiation whereas Yc is an indicator of the average depth of fracture propagation. Both 
of these parameters are interdependent in a convoluted fashion depending on the local 
state of the stress in the cutting zone. Bifano et al. [21] suggested that, at smaller feed 
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rates, the energy required to propagate a crack is larger than the energy required for 
plastic yielding, so plastic deformation becomes the dominant mechanism of chip 
formation during ductile-regime machining.  
 
2.5 Theoretical models of brittle-ductile transition 
 
Griffith’s criterion suggests that the propagation of brittle fracture involves the balance 
between the absorption of volumetric strain energy and the release of surface energy i.e. 
the energy required for plastic deformation is directly proportional to the volume of the 
material removed whereas the energy for brittle fracture is directly proportional to the 
cracked surface area. Therefore, the process of brittle material machining can be treated 
in terms of the minimum energy [26]. Thus, the BDT transition can be determined as 
the condition at which it will take more specific cutting energy to execute ductile-
regime machining than it takes to execute brittle-fracture dominated machining. In a 
model using this approach [38], the consumption of energy involved during the 
machining of brittle materials was described as a function of the properties of the 
workpiece material, tool geometry and process parameters. Finally, the BDT could be 
identified in terms of a critical undeformed chip thickness. 
Earlier, Nakasuji et al. [39] proposed a model of the brittle-ductile transition (BDT) by 
considering the forces giving rise to slip and cleavage as shown schematically in figure 
2-15. They suggested that plastic deformation occurs in front of the cutting edge when 
the resolved shear stress exceeds a certain critical value in the direction of the shear 
plane, whereas cleavage takes place if the resolved tensile stress exceeds a certain 
critical value in the direction normal to the cleavage plane. 
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Figure 2-15: Slip and cleavage mechanisms of chip removal [39-40] 
 
They also highlighted the importance of the size effect that exists at the nanoscale. They 
claimed that the critical values of stress for plastic deformation and cleavage are also 
governed by the density of lattice defects and dislocations present in the work material, 
a level of which exists in all practically available materials. With smaller uncut chip 
thicknesses, the size of the resulting critical stress field is small enough to avoid 
cleavage initiated at the defects, but, with larger uncut chip thicknesses, the larger 
critical stress field allows for sufficient nuclei for crack propagation, which initiate from 
defects within the material, as shown schematically in figure 2-16. 
 
                (a) small depth of cut                                     (b) large depth of cut 
 
Figure 2-16: Schematic representation of size effect for small-scale chip removal [39] 
 
Conversely, the theory of plasticity suggests that the magnitude of hydrostatic stress 
determines the extent of plastic deformation prior to fracture, which in turn determines 
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material’s ductility. Therefore, when sufficient hydrostatic pressure is generated by the 
tool edge radius in the cutting region, plastic deformation is more likely to occur than 
crack generation even at lower temperature, and therefore, ductile mode cutting of 
brittle materials can be achieved. The above proposition is considered to be the classical 
theory of the brittle to ductile transition in diamond turning. Indeed it has been cited 
[41] as a main reason for the requirement of a cutting edge radius on the diamond 
cutting tools rather than sharp-edged tools as shown in figure 2-17. 
 
 (a) Brittle regime   (b) Ductile regime 
 
Figure 2-17: Schematic illustration of the influence of the edge radius on SPDT [41] 
 
Providing an edge radius on the cutting tool causes two particularly significant 
phenomena: 
 edge roundness decreases the stress concentration and produces a hydrostatic 
stress field in the cutting region. 
 the effective rake angle caused by the small radius becomes large and negative 
and, as a result, material in front of the cutting edge is pushed downward and 
compressive stresses (hydrostatic stress field) become dominant. 
 
A similar effect was also observed during a molecular dynamics (MD) simulation study 
as shown in figure 2-18. 
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Figure 2-18: Chip formation modes (a) ductile (b) brittle [27] 
 
For semiconductors, a strong correlation has been found between their nano-indentation 
hardness and their metallization pressure [42-43]. The metallization pressure         
(Herzfeld-Mott transition [44]) is the value under which brittle semiconducting material 
becomes metallic, i.e. the band gap vanishes because of the closure of valence-
conduction band gap due to overlap of wave functions and hence delocalization of the 
valence electrons. It has been suggested that this process is facilitated by a high pressure 
phase transformation (HPPT) which has been demonstrated to be the outcome of shear 
strain rather than simple hydrostatic strain i.e. predominance of bond-bending over 
bond-stretching. Gilman [42-44] suggested that it is a change in bond angle rather than a 
change in bond length which appears to cause the metallization of semiconductors as 
observed during polishing of diamond [45]. He explained that, in a diamond cubic 
lattice, bond length can only bring about a change in volume, not necessarily shape, 
whereas a change in bond angle can change both shape and volume. Topologically, the 
diamond cubic structure (Si-I) is quite similar to the β-tin structure (Si-II) form of 
silicon. It is shown schematically in figure 2-19 that compressing the Si-I structure on 
the tetragonal axis by 50% will result in the transformation to the Si-II structure or 
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stretching of the Si-II by 200% will provide the Si-I lattice structure of silicon. During 
the process of transformation from Si-I to Si-II structure, the percentage change in bond 
angle can be up to 37% whereas the bond length varies only up to 4.4%.  
 
Figure 2-19: Shear transformation of Si-I (brittle) silicon to Si-II (ductile) silicon [44] 
 
2.6 Simulation-based studies on SPDT   
 
Yan et al. [46] have simulated SPDT of silicon using the FEM method and 
demonstrated two important phenomena as follows: 
 Increase in the cutting edge radius causes a decrease in the cut chip thickness 
and a corresponding increase in the thrust force 
 Lowering the cutting edge radius (below 200 nm) shifts the high temperature 
zone from the tool rake face to the tool flank face resulting in the transition of 
the wear pattern from crater to flank wear 
Similarly, Patten and Jacob [47] have simulated SPDT of single crystal 6H-SiC by 
employing a Drucker-Prager (pressure sensitive) yield criterion in a commercially 
available FEM package. They found that the cutting forces agreed with those 
experimentally measured only under ductile-regime machining conditions and not 
brittle-regime. This limitation was attributed to the criterion used for yielding which 
does not include a fracture criterion or, by implication, a brittle material removal 
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mechanism. While FEM is a useful tool for gaining some insight into the cutting 
pressure under ductile-regime conditions and the effect of cutting edge radius, some of 
the important mechanisms, such as high pressure phase transformation, combined 
influence of the crystal anisotropy and cutting direction, mechanisms of tool wear, 
cannot be studied suitably using standard FEM simulation. For this reason, the 
contribution of molecular dynamics (MD) simulation to the field of SPDT is considered 
to be pivotal. At this time, MD simulation has already been recognized as a powerful 
simulation technique for giving insights into a variety of aspects of the material removal 
process.  
MD simulation originated through the pioneering work of Alder and Wainwright in the 
late 1950s [48] but its adaptation to ultra precision machining took place at LLNL, USA 
during the late 1980s [49]. Belak, Shimada and Ikawa [50] pioneered the concept of 
MD in the framework of nanometric cutting followed by the work of Voter et al. [51]. 
Since then, Shimada and Ikawa [52], Rentsch et al. [53], Komanduri et al. [54],         
Luo et al. [55] and Cai et al. [56] have contributed significantly and have laid a sound 
foundation for the study of nanometric cutting processes using MD simulation.  
In their seminal study, Belak et al. [57] reported the amorphisation of silicon chips and 
raised the possibility of melting of silicon under the influence of heat generated during 
the cutting processes. They also observed that the simulated silicon atoms cling quite 
tightly to the rake and flank faces of the cutting tool. This adherence of workpiece 
atoms to the cutting tool has also been observed by Maekawa et al. [58] for machining 
of copper. Ikawa et al. [50] explored the limits of thickness of cut attainable during the 
process of diamond turning. Combining their simulation work with the experimental 
facilities of LLNL, USA they successfully obtained 1 nm size of cut chip thickness on 
copper and demonstrated the feasibility of nanometric size chip removal through SPDT. 
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By converting an atomistic model into the equivalent continuum model, Inamura et al. 
[40] observed a high compression in the primary shear zone rather than a concentrated 
shear stress. They used the Plandtl-Reuss equations to suggest that the deformation of 
the workpiece in the primary shear zone could be due to shear plastic deformation 
resulted from levels above the yield shear stress. Nozaki et al. [59] used the        
Stillinger-Weber potential energy function to compare the performance of machining 
silicon on different planes to that of machining metals. They found that, unlike metal, 
the plastic deformation in silicon is highly confined resulting in the brittle nature of 
silicon. Interestingly, the machined surface was found to be smoother with increasing 
depth of cut.  
Shimada et al. [60] examined the brittle-ductile transition phenomenon in silicon using 
MD simulation. Underneath, and in the vicinity of, the cutting tool (included angle 90°) 
they observed the movement of voids. They also found elastic and thermal shock waves 
to be generated and propagate in the substrate. However, when the depth of cut was in 
the nanometre range, they found that the potential energy was too small for the shock 
wave to supply the necessary energy to initiate a crack or to propagate a pre-existing 
crack. Komanduri et al. [61] have cited the work of Tanaka and Shimada who used a 
Tersoff potential energy function to simulate the cutting of silicon using MD. They, too, 
found that dislocations were absent in their simulations and consequently suggested that 
inelastic deformation via amorphous phase transformation are energetically more 
favourable mechanisms than plastic deformation involving the generation and 
propagation of dislocations.  
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2.7 Process and environmental variables in SPDT 
 
The process variables of SPDT make it a difficult task to execute ductile-regime 
machining on brittle materials consistently. Some of these factors are discussed below: 
 
2.7.1 Cutting edge radius, undeformed chip thickness, depth of cut and 
feed rate 
 
Arefin et al. [62] have stressed the importance of the tool cutting edge radius and the 
maximum undeformed chip thickness of the workpiece. Based on their experimental 
work on silicon and a molecular dynamics simulation model [56], they suggested that 
the following condition must be satisfied in order to obtain ductile-regime machining of 
silicon: 
807 nm > Cutting edge radius > Maximum undeformed chip thickness 
 
They claimed that, as the tool cutting edge radius increases, the shear stress in the 
workpiece material around the cutting edge decreases down to a lower level, at which 
the shear stress is insufficient to sustain dislocation emission in the chip formation zone, 
and then crack propagation dominates [27]. Consequently, the chip formation mode 
changes from ductile to brittle which adversely affects the tool life.  It may be recalled 
here that a tool with a very sharp edge may wear out quickly because of stress 
concentration and hence a finite edge radius is always preferable. Also, when the uncut 
chip thickness is less than the tool cutting edge radius, the thrust force increases more 
rapidly than the tangential cutting forces [63]. Recently, Patten and co-workers have 
examined the critical depth of cut at which ductile to brittle transition (DBT) occurs in 
single crystal 4H-SiC and single crystal 6H-SiC. They reported that 6H-SiC exhibits a 
DBT depth of only 70 nm [64] against the 4H-SiC where the DBT depth is up to 820 
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nm [65]. Similarly, the DBT depth of CVD 3C-SiC (polycrystalline) was found to be as 
550 nm [66] whereas dc in silicon was experimentally found to be 20-40 nm, depending 
on the crystal orientation [67]. 
Leung et al. [68] proposed that there exists a relationship between the critical depth in 
an indentation test and the critical depth of cut in machining. It must, however, be noted 
that, despite the similarities between the nano-indentation process and the nanometric 
cutting process, there are many differences between the two, some of which are 
summarised in table 2-2. 
Leung et al. [68] also studied the influence of depth of cut during nanometric cutting of 
silicon experimentally. Using varying depths of cut, they observed a sharp transition of 
material removal from ductile deformation to brittle fracture. Based on further 
experimental work, they were able to plot a relation between the depth of cut and feed 
rate to distinguish brittle regime machining from ductile regime machining. 
Accordingly, they proposed a schematic diagram highlighting this regime map, as 
shown in figure 2-20.  
 
 
Figure 2-20 : Influence of depth of cut and feed rate on ductile-brittle transition [68] 
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Table 2-2: Differences between nano-indentation and nanometric cutting 
S.No. Differences Nano-indentation Nanometric cutting 
1 Stress dominance 
Compressive stress 
(Hydrostatic stress) 
Shear stress (Deviatoric 
stress) 
2 
Effect of the 
process 
Induced compressive strain 
which results in the 
pronounced change in the 
bond length 
Induced shear strain 
results in pronounced 
change in the bond angle 
3 
Strain energy 
field 
Dimension of the 
indentation is considered a 
criterion 
Cognate to nano-
indentation, depth of cut is 
normally chosen as a 
criterion 
4 
Contact of the 
tool 
Point contact Line contact 
5 Process outcome 
Pile-up formation (may be 
of irregular shape) 
Both pile up and cutting 
chips (continuous or 
discontinuous type) 
6 Wear of the tool Trivial Non-trivial 
7 Cutting action 
Role of the cutting edge 
radius is dominant during a 
nano-indentation process 
Role of tool rake face is 
more dominant during the 
nanometric cutting 
8 
Direction of 
execution 
On the same cutting plane, 
nano-indentation is usually 
done in the direction normal 
to the plane 
On the same cutting plane, 
cutting is done along the 
direction of the cutting 
plane. 
9 Duration of action 
Indentation depth is usually 
the parameter used to 
specify the duration which 
is usually small in 
magnitude 
Track length is usually 
specified to quantify the 
cutting length which is 
relatively quite large in 
magnitude. 
10 Forces 
Unidirectional loading and 
unloading forces are used to 
characterize the process 
Two forces namely, 
tangential cutting forces 
and thrust forces are used 
to characterize the process. 
11 Toolpath 
The tool enters the substrate 
and retracts along the same 
tool path 
Usually the tool is 
retracted at a different tool 
path otherwise; the 
finished surface may be 
destroyed by the tool. 
12 Application 
To measure the hardness or 
elastic modulus of the 
sample 
To measure specific 
cutting energy and/or 
study the chip flow 
process 
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Komanduri et al. [61] used MD simulation to examine nanometric cutting of silicon. 
They suggested that a decrease in the w/d ratio (i.e. the ratio of width of cut to depth of 
cut) caused an exponential increase in the side flow of the material. Based on the 
simulation results, they suggested that a reduced width of cut will result in a reduced 
deformed layer depth on the machined surface of amorphous silicon. Also, some surface 
damage on the machined surface of silicon was found to be inherent with the 
nanometric cutting process irrespective of the depth of cut, width of cut and rake angle 
used. Based on these observations, they suggested that the difficulty in SPDT of silicon 
is not attributable to high cutting forces or specific cutting energy but to the problems of 
tool wear and subsurface deformation underneath the cutting tool.  
 
2.7.2 Influence of the coolant 
 
A coolant is normally used during any machining operation. Irrespective of the mode to 
supply i.e. mist, spray or as a layered coating, the primary functions of a coolant are: 
 cooling 
 lubrication 
 assisting in chip removal from the cutting zone 
As shown schematically in figure 2-21: cooling reduces the thermal load on the 
workpiece and the cutting tool; lubrication reduces the frictional contact between the 
tool and the workpiece; and viscous drag by the liquid coolant removes chips from the 
cutting zone of the workpiece. There is a variety of coolants used in machining, as 
shown in the bottom panel of figure 2-21. A comparison of water based coolants and oil 
based coolants has shown that water is a superior coolant to kerosene or oil based 
formulations for machining silicon [69]. Similarly, it has also been reported that 
cryogenic environments can significantly improve the life of the diamond tools [70]. 
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Figure 2-21: Role and type of coolants used in machining 
 
Rentsch et al. [53] have studied the influence of cutting fluid using MD simulation. 
They considered a hypothetical cutting fluid around a copper block which was modelled 
using a Lennard-Jones interaction potential energy function. A snapshot from their work 
is shown in figure 2-22, where the effect of coolant on the chip generation process is 
demonstrated. 
 
Figure 2-22: MD simulation of nanometric cutting of copper involving coolant [71] 
 36 
 
Rentsch et al. [53] explained that the stress distribution in the workpiece remained 
unchanged irrespective of the cutting environment, but, conversely, the temperature 
distribution in the machining zone changed, albeit only in the area of local contact 
between the tool and workpiece. Thus, coolant can have a significant influence on the 
process of nanometric cutting. 
 
2.7.3 Tool wear 
 
Paul et al. [72] have presented a dedicated review on the wear of diamond tools during 
SPDT operations. With only a few exceptions, they proposed a hypothesis in which 
rapid chemical wear of the diamond tools was attributed to the presence of unpaired d-
shell electrons in the substrate. They explained that the wear of diamond may be a 
consequence of any, or a combination of the following mechanisms: 
 Adhesion and formation of a built up edge 
 Abrasion, microchipping, fracture and fatigue 
 Tribothermal wear and 
 Tribochemical wear 
Another, similar classification of the wear of cutting tools in general includes the 
following mechanisms [73]: 
 Diffusion wear: Influenced by the chemical affinity between the workpiece and 
the cutting tool 
 Abrasive wear: Influenced by the hardness of the workpiece and the cutting tool 
 Oxidation wear: Influenced by the affinity of the cutting tool to the oxygen 
 Fatigue wear (static or dynamic): Influenced by the thermo-mechanical effect 
and its duration 
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 Adhesion wear: Occurs at relatively low machining temperature when there are 
strong intermolecular attraction between the atoms of the cutting tool and the 
workpiece. 
Wong [74] used around 150 single crystal diamond tools and classified tool wear into 
into six categories: i.e. normal wear, chipping, setting problems, line effects, chip 
dragging and fracture by inclusions in the work material. He noticed that diamond tools 
with shorter tool lives exhibited broader infrared absorption at 1365 cm
-1
. Based on this 
observation, he postulated that the presence of the nitrate bond (N-O) in diamond tools 
induces unfavourable internal strains within the crystal lattice which may shorten the 
tool life. 
Jasinevicius et al. [75] conducted an experiment in which they machined a single crystal 
silicon wafer with a worn diamond tool. Their results indicated that the worn tools can 
generate high stress levels with an increase in the penetration depth. If the compressive 
stresses are high enough and the tensile stresses are low enough, the onset of the phase 
transformation and then plastic deformation takes place prior to cracking.  
Li et al. [76] noted that diamond tool wear starts with the appearance of nanoscale 
grooves on the tool flank, as shown in figure 2-23. These grooves form secondary 
cutting edges which tend to change the cutting mode from ductile to brittle fracture, thus 
further accelerating wear.  
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Figure 2-23: SEM image and schematic of the groove wear observed during SPDT [77] 
 
Khurshudov et al. [78] conducted a nanoscratching experiment on a silicon wafer using 
a diamond AFM tip to measure the wear rate. They suggested that the diffusion rate of 
carbon from the diamond into silicon was quite high, and that this explained the high 
wear rate during the interaction of diamond and silicon. In addition, tool geometry, 
crystal orientation and the quality of the diamond gem have all been found to influence 
tool wear significantly [69, 79-81]. Also, natural mono-crystalline diamonds always 
contain a range of defects such as cracks, inclusions, lattice defects (including twins and 
dislocations) and impurities (including metal atoms, hydrogen, nitrogen or oxygen) 
[82]. Tool flank wear width (Vb) is normally used to quantify the flank wear, which is 
more pronounced during diamond turning of brittle materials. 
  
2.8 Summary  
 
This chapter has presented a critical literature review on the state-of-the-art of MNM 
processes. The survey traces the sharp transition in manufacturing accuracy from 
macro-manufacturing to nano-manufacturing, which occurred during the late 1960s. 
The branch of manufacturing dedicated to achieving nanometre level accuracy in 
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manufacturing is now recognized as ultra precision manufacturing. One key factor in 
this development is that machining by mechanical means, laser assisted machining and 
injection moulding all consumes less electrical energy than any other ultra precision 
manufacturing process. Developments in materials science and the corresponding 
requirements in advanced technology call for cost-effective manufacturing methods and, 
accordingly, the need for ultra precision machining of brittle materials arises. Various 
theories and postulates have been advanced over the last few decades regarding the 
ductile-regime machining of brittle materials and the potential problems of tool wear 
arising from the SPDT of hard brittle materials and these have been thoroughly 
reviewed. 
 
SPDT has been shown to be among the most efficient material removal processes for 
brittle materials. Experiments have proved that samples of silicon machined using 
SPDT exhibit a surface quality corresponding to that achieved by optical polishing, i.e. 
an Ra = 0.6 nm and Peak to valley (PV) i.e. Rmax = 6 nm, better than that obtained 
through grinding i.e. Ra = 7 nm and 64nm < Rmax < 148 nm [83]. This performance is 
advanced further with the fact that SPDT offers flexibility of generated form, better 
step-definition, deterministic form accuracy and economy of fabrication time. Thus, 
SPDT is an obvious choice over other ultra precision manufacturing processes to 
machine hard, brittle materials. It was identified that the machining variables, such as 
critical undeformed chip thickness, feed rate, cutting edge radius and depth of cut, can 
all play an important role in influencing the machining regime but is interrelated in a 
very complex and dynamic manner. It was also recognized that, even when the SPDT 
operation is carried out in a controlled environment while keeping all the above 
variables fixed, the outcome of the process can still vary. Three reasons were identified 
for this; crystal anisotropy of the workpiece, influence of coolant and wear of the 
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cutting tool. Taken with the high tooling cost, short tool life causes undesirable ductile-
brittle transition on the workpiece and consequent deterioration in the quality of the 
machined surface. It has finally been suggested that there is a strong need to understand 
further the wear mechanism of diamond tools during the machining of hard, brittle 
materials. 
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Chapter 3 - Major factors influencing ductile-regime machining  
3.1 Introduction 
 
The mechanism of nanometric cutting of hard, brittle materials is influenced by a 
number of variables such as machine tool performance, machining conditions, materials 
properties, and cutting tool performance (material microstructure and physical geometry 
of the contact). In this chapter, the focus is on how fundamental material properties and 
physical geometry of the cutting tool may alter the machining performance even when 
the SPDT is carried out in a controlled fashion. The purpose of this focus is to establish 
what understanding of machining conditions is required to setup a machining operation 
or simulation.  
This chapter firstly identifies one common thing that all hard, brittle materials share. 
With an emphasis on the fundamental atomic understanding, the subsequent section 
characterizes the hard, brittle materials based on their hardness and Young’s modulus. 
Towards the end, this chapter reviews the considerable body of research concerning the 
influence of crystal anisotropy and the influence of rake angle on the performance of 
nanometric cutting.  
 
3.2 Composition cycle of hard, brittle materials 
 
Principally, ultra-hard materials, materials whose hardness is attributable to covalent 
bonding, can be represented using the “composition cycle” shown in figure 3-1. This 
cycle consists of the four elements i.e. carbon (C), boron (B), silicon (Si) and nitrogen 
(N), the combination of any of which can produce a three-dimensionally covalently 
bonded compound exhibiting ultra-high hardness, e.g. Diamond, Cubic BN, SiC, Si3N4, 
B4C and the recently recognized C3N4.  
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Figure 3-1: Composition cycle of ultra-hard materials (C–N–B–Si) [84] 
 
Under ambient conditions, nitrogen is gaseous with only diatomic covalent bonds while 
boron, silicon and diamond naturally form 3-dimensionally covalent solids [84]. Due to 
its abundance on the earth crust and capability to form stable, solid oxides, silicon is 
very widely used, not least the electronics consumer market (because of its               
semi-conducting properties) [85] while, despite its natural rarity and difficulty to 
synthesis, the industrial use of diamond originates from its exceptional properties, such 
as thermal conductivity, wear resistance and its ability to form extremely sharp cutting 
edges [86]. Both diamond and silicon are classed as hard and brittle [87-88] due to their 
sp
3
-bonded nature. 
Two commercially available materials from the composition cycle, diamond (C) and 
cubic boron nitride (CBN), possess ultra high hardness (attributed both to their sp
3
 
bonding and relatively short bond length) and, for this reason, they are frequently used 
to manufacture cutting tips. While diamond resides in a cubic lattice structure, CBN 
possess a zinc-blende structure having boron atoms arranged in tetrahedra and nitrogen 
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atoms in the centres of these tetrahedra.  Although, the chemical bond between the two 
carbon atoms in diamond is stronger than the corresponding iso-electronic bond 
between nitrogen and boron atoms, it is anticipated that cubic boron nitride “CBN” 
could be an alternative cutting tool material for high-temperature nanotribology 
applications, owing primarily to its superior thermal and chemical stability over 
diamond [89]. This is because of the differences in the surface chemistry of diamond 
and CBN. In the cubic crystal lattice of CBN, boron atoms have only three valence 
electrons on the surface while nitrogen atoms have five. However, two of these five 
electrons of nitrogen can form a stable pair, leaving three valence electrons for bonding 
with boron. Conversely, the diamond cubic lattice has four valence electrons; thereby a 
maximum of three electrons on the surface can have stable bonding between them. 
Consequently, there is the possibility that the remaining one or two electrons of each 
surface atom in diamond can bond with other atoms like iron, nickel and even silicon in 
a tribological environment, leading to chemical wear of the cutting tool. In contrast to 
diamond, CBN has fewer dangling bonds on the surface which makes its more resistant 
to chemical wear.  
Figure 3-2 shows a property map of various hard materials with respect to their 
hardness and elastic modulus. Among the materials being investigated in this thesis, it 
can be seen from figure 3-2 that nanocrystalline diamond exhibits the highest hardness 
and Young’s modulus followed by CBN, silicon carbide and, finally, silicon. 
Whilst elastic modulus and hardness are useful assessing cutting tool material 
performance, their ratio has been highlighted as being of particular importance. For 
example, nano-scratching tests performed on a wide range of materials from polymers 
to metal have revealed that the extent of plastic deformation increases with increasing 
E/H ratio [90]. On the basis of such tests, it has been concluded that E/H provides a 
good criterion to assess the machinability of a material [91]. It has, however, since 
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emerged, that, even when if the E/H ratio along a certain crystal direction is high, this 
may not necessarily provide the plastic response required for good machining [37]. 
 
 
Figure 3-2: Variation in the hardness and Young’s modulus of various materials [92] 
 
 
This directional sensitivity may occur if there is a large difference in the hardness and 
transition pressure along a particular direction which may result in the initiation of 
undesirable fragile cracks. Puttick et al. [93] have noted, that, in such circumstances, 
yielding is expected rather than a crack propagation below a linear dimension Yc. 
Mathematically, this may be expressed as follows: 
2
y
ES
Yc


                                                                                                                3-1 
where E is young’s modulus, y  is the yield stress, S is the specific energy required to 
propagate a crack and α is a numerical parameter which depends on the type of process 
involved such as indentation, compression or scratching. Also, both diamond and CBN 
are capable of cutting silicon and even SiC, although the commercial availability of 
diamond as a cutting tool has promoted its significantly greater usage than               
CBN [89, 94]. Komanduri et al. [95] cited Tabor, who made a recommendation on the 
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selection of the cutting tools that their hardness should be about 5 times that of the 
workpiece. In the case of SiC as a workpiece and diamond as a cutting tool, the ratio is 
only about 4:1, owing to the high micro hardness of SiC (about 28 GPa) compared to 
diamond (100 GPa). Experimentally, this ratio was found to reduce to about 2:1 at 
relatively shallow depths of cut [26]. 
 
Figure 3-3: Cubic crystal structure of single crystal silicon [96] 
 
Figure 3-4: Cubic crystal structure of single crystal diamond [97] 
 
Figures 3-3 and figure 3-4 show the diamond cubic crystal geometry of silicon and 
diamond respectively. The slip system in silicon is <110> (111), but this does not 
involve edge dislocations but is rather due to pure screw dislocations with Burgers 
 46 
 
vectors at 60° to the dislocation line [61]. Besides continuing to be a main electronic 
material even in the 21
st
 century [98] and currently constituting 90% of the total revenue 
of all semiconductor industries combined together [85], silicon exhibits tremendously 
desirable engineering properties such as low mass density, low cost and high refractive 
index which is preferable for weight sensitive infrared (IR) optics.                         
Micro-electro-mechanical system (MEMS) accelerometers in cars, solar cells, 
renewable energy systems, micro-turbines, microfluidic chips and other high added 
value products such as X-ray optics and X-ray interferometers are some of the major 
examples where silicon finds applications outside electronics. Table 3-1 compares 
various properties of silicon with other optical quality materials, where it can be seen 
that silicon exhibit the highest Young’s modulus couple with a relatively low mass 
density giving it an edge over other optical materials for many engineering applications.  
Table 3-1: Physical properties of optical mirror materials [99] 
Material 
Density 
(gm/cm
3
) 
Fracture 
toughness 
(MPa.m
1/2) 
 
Coefficient of 
thermal 
expansion at 
300K (× 10
-6
 /K) 
Young’s 
modulus 
(GPa) 
Poisson’s 
ratio 
Silicon 2.3 0.9 2.6 135 0.27 
Germanium 5.32 0.46 5.9 125 0.26 
Zinc 
sulphide 
4.08 0.8 6.8 75 0.27 
Fused Silica 2.2 0.92 0.4 74.5 0.17 
Zerodur 2.5 0.9 -0.1 91 0.24 
Aluminium 2.7 24 23.4 69 0.33 
Copper 8.9 26 17.6 117 0.36 
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Natural diamond exhibits significant variation in its physical, mechanical and chemical 
properties. Industrial characterization of diamond is usually based on the colour of the 
gem; a more quantitative assessment is possible using more sophisticated optical 
characterization but this is time consuming and costly. There are two broad 
classifications of diamond, the main features of which are shown in table 3-2. 
 
Table 3-2: Classification of diamonds [82] 
 
Type I 
Type II 
(Extremely good heat 
conductors) 
Ia Ib IIa IIb 
Nitrogen 
(ppm) 
~200-2400 ~40 ~8-40 ~5-40 
Boron 
(ppm) 
None None None ~0.5 
Remarks 
Nitrogen exists in 
small 
geometrically 
clustered groups 
Nitrogen exists 
as isolated 
substitution 
atoms 
Chemically 
pure with very 
little nitrogen 
Little nitrogen but 
contains 
substantial boron 
impurities 
 
Unlike type II diamonds, type I diamonds have low dislocation density and a high 
density of platelets [100]. The presence of these platelets hinders the movement of 
dislocations in type I diamond making it even more difficult to cause plastic 
deformation. It has been demonstrated that type Ib diamond exhibits good repeatability 
of the tool life under identical test conditions whereas type IIb diamond is the most wear 
resistant of all categories of diamond. 
 
3.3 Influence of polymorphism in silicon carbide 
 
SiC exhibits one-dimensional polymorphism, all polytypes having the same planar 
arrangement of Si and C atoms but different stacking sequences. About 250 polytypes 
of silicon carbide (SiC) have been recognized by their energetic equivalence 
demonstrated through theoretical thermodynamic calculations [101]. The two major 
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polymorphs are α-SiC and β-SiC with hexagonal and zinc-blende lattice structures, 
respectively. The main engineering properties of β-SiC (3C-SiC) and α-SiC (6H-SiC 
and 4H-SiC) are listed in table 3-3, along with the corresponding values for single 
crystal silicon as a reference material. 
Table 3-3: Engineering properties of various polytypes of SiC and silicon 
 
Parameter 3C-SiC 4H-SiC 6H-SiC Silicon 
Diamond 
[102] 
Lattice Parameter (Å) 
a =  
4.359
[103]
 
a = 3.079
[103]
 
c = 
10.254
[103]
 
a =3.0817
[103]
 
c =15.1183
[103]
 
5.43
[104]
 3.56 
Mechanical Properties 
Bulk Modulus (K) (GPa) 225
[105]
 215
[106]
 215
[106]
 98
[107]
 442 
Shear Modulus (G) 
(GPa) 
124
[108]
 131.4
[108]
 131.4
[108]
 79.9
[75]
 478 
Hardness (H) on (100) 
plane (GPa) 
25-
30
[106]
 
26
[109]
 20-26
[110]
 9.8
[75]
 97 
Poisson’s Ratio (υ) 0.267[108] 0.231[108] 0.231[108] 0.27[75] 0.16-0.29 
Young’s Modulus(E) 
(GPa) 
“ )21(3  KE ” 
314.55 347.01 347.01 135.24 1050 
Fracture Toughness (Kc) 
(MPa.m
1/2
) 
2.02
[111]
 
3.23 for 
CVD 
1.9
[112]
 1.9
[112]
 0.9
[113]
 2-4 
Electronic Properties 
[1, 114-117]
 
Band Gap (eV) 2.3 3.2 3 1.1 5.45 
Hole Mobility (cm
2
 /V.s) 40 115 90 420 1600 
Electron Mobility (cm
2
 
/V.s) 
750 
// c-axis: 800 
┴  c-axis: 
800 
// c-axis: 60 
┴ c-axis: 800 
1200 2200 
Thermal Conductivity 
(W/cm-K) 
4.9 3-5 3-5 1.5 26 
Electron Saturation 
Velocity (cm/s×10
7
) 
2.5 2 2 1 2.7 
Breakdown electric field 
strength (V/cm×10
6
) 
1.8 
// c-axis: 3 
┴  c-axis: 2.5 
// c-axis: 3.2 
┴ c-axis: >1 
0.6 10 
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Figure 3-5: Tetrahedral geometry of SiC 
 
It can be seen that the properties of the individual polytypes of SiC differ significantly 
despite the fact that all share the same tetrahedral geometry of silicon and carbon atoms 
as shown in figure 3-5. The difference in material properties of the various polytypes of 
SiC is fundamentally attributable to the difference in the stacking arrangement of SiC 
bilayers along the c-axis of β-SiC and along the (001) direction of α-SiC [118]. Figure 
3-6 shows the stacking sequence of silicon and carbon atoms in 3-key polytypes of SiC. 
 
Figure 3-6: Stacking sequence of bilayers in three polytypes of SiC [117] 
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It can be seen from figure 3-6 that, if the first Si-C layer is labelled A, a close packed 
structure can be obtained by placing the next layer at either positions B or C. The 
various polytypes of SiC are simple permutations of three such positions. Thus defined, 
the stacking sequence is ABC in 3C-SiC, ABCB in 4H-SiC and ABCACB in 6H-SiC. 
Although SPDT of single crystal 6H-SiC [47, 119], CVD (polycrystalline) 3C-SiC 
[120], RB-SiC [121] and single crystal 4H-SiC [122] has been successfully 
demonstrated, a theoretical study of the machining mechanism at fundamental atomic 
level can answer some key questions which are difficult to observe on-line during 
experiments. For example, it is non-trivial to know if it is possible to generate defect-
free surfaces in all the major polytypes of silicon carbide, and, if so, under what 
machining conditions. Also, it is of interest to know if some polytypes are more 
amenable to SPDT. Hence, it is worthwhile to investigate the SPDT mechanism for all 
polytypes of SiC simultaneously and to characterize the nanometric machinability of 
each material quantitatively in a way that it is indexed to silicon, which is a 
comparatively well-studied material offering a suitable reference.  
Madar [123] has reported that a new process named “repeated a-face growth process 
(RAF)” has shown promise to develop virtually dislocation-free, large size SiC wafers. 
It was thanks to this development that SiC could at last be considered to outperform 
silicon based electronics components in the context of a range of commercial 
opportunities, as summarised in table 3-4 [124]. 
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Table 3-4: Commercial applications of SiC [125] 
S.No. Properties of SiC Applications Realisation 
1 
High sublimation 
temperature 
High temperature 
transducer elements 
High temperature sensor 
diaphragms and resonators 
2 Large band gap 
High temperature 
electronics 
Sensors for smart engines 
On chip signal conditioning 
3 
Low wear and high 
hardness 
Enhanced 
durability/operation 
Coated mechanical contacts 
Microfabricated bearings 
4 Chemically inert 
Stable in harsh 
environments 
Valves/pumps for corrosives 
 
 
3.4 Influence of the microstructure of the workpiece 
 
The size of the grains in most commonly used engineering materials, such as steel, 
aluminum, silicon and even RB-SiC, is in the range of 100 nm to 100 µm which is 
around the feature size of micro-machined components. Therefore, various aspects of 
the workpiece material microstructure will be important in its machinability by SPDT. 
For example, when the depth of cut and the cutting edge radius are of the order of the 
workpiece material grain size, the cutting tool will experience varying resistance from 
different grains and across grain boundaries, which could be critical when it is necessary 
to generate a smooth surface on a polycrystalline material. Vogler et al. [126] 
investigated experimentally the effect of workpiece microstructure on the surface 
generation process in cutting and found that the machined surface roughness values for 
the various phases commonly found in ferrous alloys were larger than that of single-
phase iron. They explained this finding by observing that, the chip-formation process 
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becomes discontinuous at the phase boundaries, causing the chip-formation process to 
become interrupted as the tool exits a phase more than at a homogeneous grain 
boundary. Consequently burrs form at the boundary of each phase in a multiphase 
material and not as much in a single phase material. A similar phenomenon occurs in 
nanoscale machining of polycrystalline materials where there is a dearth of slip systems, 
such as silicon carbide and silicon, as discussed in detail in section 6.6. 
 
3.5 Influence of crystal orientation  
 
Following crystallographic convention, this thesis, will use ( ) and < > notations to 
represent crystallographic plane orientations (direction of plane normals) and 
crystallographic directions, such as cutting and slip, respectively. Under normal 
conditions, natural silicon prefers a diamond cubic lattice structure with the (111) planes 
acting both as slip planes and cleavage planes. The Burgers vector of the diamond cubic 
lattice can be calculated as: b(111)= 1/2a,  b(110)= 1/√2a and b(100) = a  where a is the 
lattice parameter. The angle between the (111) plane and the (100) plane in a diamond 
cubic lattice is 54.74° while the angle between the (110) plane and the (111) plane is 
35.26°. A view to the unit cell of SiC is shown in figure 3-7. 
                   
(a) Orthographic view of β-SiC 
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 (b) View onto (001) plane of α-SiC   (c) View onto (100) plane of α-SiC 
Figure 3-7: Unit cell of SiC 
 
Figure 3-8 shows schematically the changes in symmetry, atomic density and 
relationship to a number of possible cutting directions for three different 
crystallographic planes. As can be seen, the arrangement of atoms and, thereby the 
behaviour of the material under nanoscale cutting conditions, changes with respect to 
change in crystal setup (plane and direction). This is the reason why all the nanoscale 
mechanical properties, including the plastic response of brittle materials, change with 
respect to crystal orientations and direction of applied force. 
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Figure 3-8: Schematic of various crystal orientations and cutting directions [127] 
 
In figure 3-8, 011

 can also be read as <1-10>, these can be followed based on the 
standard notations used in material science or crystallography.  Recent work by      
Wang et al. [35] on the influence of crystal anisotropy of silicon during its ductile-
regime machining showed the (110) crystal orientation to support more dislocation 
movement than the (111) orientation. However, they recalled the findings of Marsh et 
al. [128] in which cleavage fracture occurs in a direction parallel to the (111) crystal 
plane while perpendicular to the (110) plane. Compared with other combinations for the 
same machining parameters, Wang et al. [35] obtained the best machined surface 
roughness of Ra 9.22 nm on silicon while cutting along the 011

 direction on the 
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(111) orientation. This result was consistent with earlier work of Shibata et al. [129] 
where a Schmidt-type slip orientation factor was proposed and the 011

 direction was 
recognized as the preferred cutting direction for silicon either on the (100) or on the 
(111) planes. It must be noted here that, while the (100) orientation permits a larger 
critical undeformed chip thickness, it is the (111) orientation which provides a better 
experimentally observed machined surface roughness during SPDT of silicon.  
One of the most convenient ways of measuring the critical undeformed chip thickness 
of any material is through a fly cutting experiment in which the depth of tool 
engagement varies around the circumference of the tool path. An example of the result 
of one such test, provided by Connor et al. [80], is shown in figure 3-9: 
 
 
Figure 3-9: Scratch made on a silicon workpiece using fly cutting [80] 
 
Using the parameters shown in figure 3-9, the critical undeformed chip thickness, tc, can 
be calculated from: 
   
R
dddddLdL
c
t
8
2
2
2
1
)
212111
(2 

   3-2
 
where R is the flycutter radius 
These diamond flycutting experiments, performed up to a cutting speed of 5.6 m/s, 
showed that the critical chip thickness during ductile regime machining of silicon is at a 
maximum of 120 nm on the (100) planes and a minimum of 40 nm on the (110) planes 
[80]. The value of maximum critical chip thickness is reasonably consistent with the 
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value obtained by applying a simple mathematical formula to the optimised machining 
parameters suggested by Born and Goodman and shown in table 3-5 [130]. 
 
Table 3-5: Modified form of suggested parameters for machining silicon [130] 
Parameter Value 
Feed rate (f) 6.35 μm/rev 
Depth of cut (a0) 1 μm 
Cutting speed (V) 3.81 m/s 
Rake angle of the tool -45° or -30° 
Clearance angle of the tool 10° 
Tool nose radius (R) 5 mm 
nm12322thicknesschipundeformed Critical
2
00
22  aRaffRR  
 
In quantitative (but not qualitative) contrast to the above, Jasinevicius et al. [37] have 
recently reported a maximum critical undeformed chip thickness of 285 nm on the (100) 
planes and a minimum of 115 nm on the (110) surface of silicon during SPDT with a     
-5° rake angle tool at a feed rate of 2.5 μm/rev and a depth of cut of 5 μm.  
Ichida [131] recognized that an increase in the cutting velocity during ductile-regime 
machining of silicon enhances the upper bound of the critical chip thickness. Yan et al. 
[41] provided the quantitative illustration of critical undeformed chip thickness with 
crystallographic direction, shown in figure 3-10 and proposed that, in order to obtain 
homogeneous ductile crystal surfaces, the undeformed chip thickness (dc) must be kept 
below the critical chip thickness for all the crystallographic orientations. Similarly, 
Zhang et al. [132] used large scale MD to simulate the machining of the (010) surface 
of copper along various cutting directions, as shown in figure 3-11. They noted that the 
0° and 90° cutting directions offered least cutting resistance compared to 45°, which 
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offered the highest cutting resistance. However, the 45° cutting direction provided the 
best machined surface finish. 
 
Figure 3-10: Crystallographic direction dependence of minimum undeformed chip 
thickness in silicon [41]  
 
Figure 3-11: Simulated groove profiles on the (010) surface of copper for cutting 
directions: (a) 0° (b) 30° (c) 45° (d) 60° (e) 90° [132] 
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The results discussed above show that, while the critical undeformed chip thickness and 
the cutting edge radius clearly influence the regime of the machining of brittle materials 
[56, 62], substantial research is still needed to ascertain and establish a mathematical 
model.   
Also, there is strong evidence in the literature that the crystal orientation of the cutting 
tool has a non-trivial influence on the tool life and the attainable machined surface 
roughness [82, 133-135]. An improved understanding of how to lap the diamond tools 
was presented by Zong et al.[134-135] using which they succeeded in machining the 
edge radius of a diamond cutting tool to an average surface roughness of 5 nm, a 
significant improvement on the industrial standard of 20-70 nm [54]. Figure 3-12 shows 
a generic scheme for re-lapping of worn diamond tools. 
 
 
Figure 3-12: Procedure for lapping worn diamond tools 
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 Octahedron (111)      Cube (100)        Dodecahedron (110) 
Figure 3-13: Schematic showing (111), (100) and (110) planes of diamond 
 
Diamond tool manufacturers usually select the crystallographic orientations of the tools 
based on the convenience of the polishing process. The three most commonly used 
planes of a diamond crystal are highlighted in figure 3-13. The (110) or (100) 
crystallographic planes are often chosen as the tool rake face with the axis of the tool 
and the tool shank parallel to <110> direction. However, it is possible that the optimum 
orientation for a particular tool may be a few degrees away from these crystallographic 
planes and directions. The crystallographic plane (110) is often used as the rake face 
and flank face of the diamond tools because it is easiest to shape by abrasion.  
Over the years, much research work has been carried out to investigate the effect of 
crystallographic orientation on the performance of diamond tools. In order to obtain the 
best performance, the flank and rake face must be polished as smooth as possible to 
minimize friction and to ensure that the cutting edge remains smooth [136]. Figure 3-14 
shows the two most popular commercially available orientations, cubic and 
dodecahedral. 
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(a) Dodecahedral orientation        (b) Cubic orientation 
Figure 3-14: Popular crystal orientations for diamond tools (Courtesy: Contour Fine 
Tooling Limited, UK) 
 
As long ago as 1975, Bex [137] demonstrated that diamond tools with the flank face 
oriented on the (100) plane had a wear rate of almost one-sixth times to those oriented 
on the (110) plane when used for machining Al-Si alloy. This observation was further 
supported by Casey et al. [138] based on tool wear experiments on LM13 (Al-12%Si), 
where tools with (100) rake face showed a tool life, by a factor of 7 higher compared 
with other orientations. In the same experiments, they further showed that the tool wear 
rate was independent of the cutting speed and that intermittency of cutting did not affect 
tool wear. Hurt et al. [139] investigated the effect of crystallographic orientation on 
wear characteristics of diamond tools during machining of oxygen-free high 
conductivity (OFHC) copper and gold. They found that diamond tools with cubic 
orientation exhibited higher wear resistance than the dodecahedral orientation. Also, 
cleavage fracture in a direction along the (111) crystal plane was responsible for the 
deterioration of the cutting edge of the tool for the dodecahedral orientation.               
Ikawa et al. [140] estimated the fracture strength of the cutting edge of diamond tools 
using a three-dimensional FEM model with crystallographic orientations (100), (110) 
and (111) as the rake faces. Based on the tangential stresses on rake face, they suggested 
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that the (100) crystallographic plane is more suitable as the rake face than the (110) 
plane for resisting chipping. 
On the assumption that the friction between the diamond tool and the work material 
affects shear deformation, tool wear and machined surface quality, Yuan et al. [141] 
first observed the frictional characteristics between diamonds with (100), (110) and 
(111) crystallographic planes, and an aluminium alloy, copper, brass and cast iron. They 
next compared two diamond tools; one with (100) as the rake and the flank faces, the 
other with (110) as the rake and the flank faces. They carried out ultra-precision 
machining trials and found that the diamond tool with (100) as the rake and the flank 
possessed higher wear resistance and provided better machined surface quality than the 
(110) oriented tool. All of the above studies suggest that the cubic orientation gives 
better performance than the dodecahedral for turning of metals.  
The research work reviewed above on the tool wear characteristics and the effect of 
diamond crystal orientation is mainly based on traditional cutting of nonferrous 
metals/alloys such as aluminium, brass and copper, where a diamond tool can last a 
cutting distance of up to a few hundreds of kilometres. For the machining of brittle 
materials, two independent papers have provided experimental evidence suggesting that 
the dodecahedral orientation can sometimes be better than the cubic orientation         
[82, 133]. Although this contradicts the theoretical findings [139, 142], it seems that, for 
a 0° rake angle tool, the dodecahedral orientation offers better wear resistance than the 
cubic orientation. However, evaluation of the relative wear resistance of the two 
orientations becomes rather more complex when the rake angle is negative. Although, 
particular reasons can be advanced for the above contradiction, it has been recognized 
of late that the best orientation of the diamond tool must be judged taking into account 
how the cutting tool is to be used [82].  
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3.6 Influence of the tool geometry  
 
In a nanometric cutting operation, the cutting tool geometry plays a vital role as it 
directly affects the following outcomes [143]:  
 
 Chip control 
 Productivity of machining 
 Tool life 
 The direction and magnitude of the cutting forces and thus its components 
 Quality of finish (surface integrity and residual stresses)  
 
It has been demonstrated that the material removal at extremely fine depths of cut for 
certain atomic layers involves a high coefficient of friction which is dependent on the 
rake angle and independent of the thrust force of the cutting tool [144]. When the uncut 
chip thickness approaches the size of the cutting edge radius during SPDT, the rake 
angle of the cutting tool appears to determine both the direction and the magnitude of 
the resultant cutting force. Lucca et al. [145] demonstrated this phenomenon in SPDT 
trials on OFHC copper, where the cutting tool rake angle dictated the direction of the 
resultant force vector for smaller uncut chip thicknesses. 
A schematic comparison of the cutting process using negative and positive rake tool is 
shown in figure 3-15. The use of a negative rake angle tools for SPDT operations has 
become something of a conventional belief for machining of brittle materials, for 
reasons explained earlier [54, 146]. The tangential force F acts along the wedge of the 
cutting tool so that the normal force acts onto the wedge face. Along these directions, 
the shear stress and compressive stress on the cutting tool vary during the course of 
machining. When positive rake angles are used, the normal force exerts a bending stress 
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on the cutting tip of the tool under which diamond, being highly brittle, may eventually 
chip off. When a negative rake angle cutting tool is used, this bending effect does not 
occur being replaced by compression on the cutting tool. Also, a negative rake angle 
cutting tool is believed to exert a hydrostatic stress state in the workpiece, which 
inhibits crack propagation and hence leads to a ductile response from brittle materials 
during their nanometric cutting [27, 39]. 
 
Figure 3-15: Difference in the force vector and stress distribution due to positive and 
negative rake angles [147] where lc is length of contact between cutting tool and chip  
 
Nakasuji et al. [39] mentioned that the effect of rake angle in cutting is analogous to 
that of apex angle of an indenter, low angles of approach resulting in relatively small 
hydrostatic stress fields which in turn enable ductile regime machining. Negative rakes 
of around -25° to -45° degrees with clearance angles of around 8° to 12° have been 
suggested for better tool life [95]. The reason offered for such a selection is that a high 
clearance angle reduces rubbing while a corresponding increase in rake angle provides 
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mechanical strength to the wedge of the cutting tool [148]. Interestingly, a research 
group at NUS, Singapore has found a 0° rake angle to provide superior performance 
than a +5° or -5° rake angle for machining of electroless nickel plate die material, at a 
fixed clearance angle of 8° [149]. For hard steels, the critical value of the rake angle (the 
dividing line between efficient and inefficient material removal) is 0° [150].  
Table 3-6 summarises the work of the many researchers who have investigated the 
effect of the cutting tool rake and clearance angle. It has been demonstrated that, when 
the depth of cut is smaller than the edge radius, an effective rake angle is presented by 
the tool [151]. In such cases, a 0° rake angle tool already presents some negative rake 
and, indeed, has been found to provide a better finish than -25° or -30° rake angle tools. 
A simple calculation of the effective rake angle can be made with the help of the 
essential geometry shown in figure 3-16. 
 
Figure 3-16: Schematic diagram showing effective rake angle [152] 
 
From figure 3-16: 
R
d
R
dR


 1sin     3-3 
where R is the tool nose radius, d is the depth of cut and γ is the effective rake angle.  
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Table 3-6: Influence of rake angle on the outcome of the SPDT of brittle materials 
 
Work 
material and 
citation  
Rake 
Angle 
Cleara
nce 
angle 
Total 
included 
angle  
Remarks/Observations 
Germanium 
[23] 
-30° 6° 114° 
Better machining conditions (large 
feed rate) was obtained for -30° rake 
tool than -10° and 0° rake angle tool 
Silicon [35] -40° 5° 125° 
Enabled better plastic deformation of 
the workpiece than that of (-25°) rake 
angle tool 
Silicon [129] -40° 10° 120° 
A -40° rake angle tool provided 
purely ductile finished surface than a 
negative -20° angle rake tool 
Silicon [153] 
and SiC 
[119] 
-45° 5° 130° 
With an adjustable arrangement for 
varying rake angle, a  -45° rake angle 
tool was found to provide better 
response of the workpiece for ductile-
regime machining 
Silicon [154] -25° 10° 105° 
Performed better than –15° and -45° 
rake angle tool; however, inferior 
quality of gem was suspected to be the 
reason of poor performance of the 
diamond tool having -45° rake. 
Silicon [68] -25° 10° 105° 
Provided a better machined surface 
finished in comparison to a –15° and 
0° rake angle tool. 
Silicon [151] -30° 7° 113° 
A range of rake angle between 0° and 
60° rake angle was tested keeping 
other parameters unchanged and 30° 
rake was found superior 
Silicon [155] 0° 
Not 
specifie
d 
Not 
specified 
An effective rake angle is presented 
by the tool when the depth of cut is 
smaller than the edge radius. In this 
condition, a 0° rake angle tool already 
presented some negative rake and was 
found to provide better finish than -
25° or -30° rake angle tool however 
0° rake angle tool permits reduced 
critical chip thickness and hence low 
material removal rate (MRR). 
Silicon [156] 
Varying tool 
rake and 
clearance 
84° 
Both tool rake angle and clearance 
angles were varied from −15° to −45° 
and from 21° to 51 ° respectively. A (-
30°) rake angle tool permitted higher 
critical chip thickness while (-45°) 
angle tool enabled to reduce the 
microcracks. 
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Although it is evident from table 3-6 that the rake angle and the clearance angle have a 
significant influence on the critical undeformed chip thickness and the sub-surface 
lattice deformation layer depth, there is no systematic answer or model available yet 
which can be used to determine the best tool geometry for tool longevity.  
Komanduri et al. [157] used molecular dynamics to simulate a wide range of rake 
angles to observe the mechanism of chip formation during nanometric cutting of silicon, 
a snapshot of which is shown in figure 3-17. They compared the chip formation process, 
to extrusion, particularly, for large negative rake angle tools, where the space available 
to accommodate departing chips decreases causing an increase in chip side flow. From 
their simulation results, they were able to explain that an increase in the negative rake 
angle results in a significant increase in the extent of sub-surface deformation.  
 
Figure 3-17: MD simulation of turning of silicon over range of rake angle [157] 
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3.7 Summary   
 
This chapter has presented an extensive review and characterization of hard, brittle 
materials, including their polymorphism, crystal anisotropy and the effect that these 
have on machinability, particularly, the influence of the cutting tool rake angle. It was 
noted that polymorphism plays a key role in influencing the mechanical and physical 
properties of silicon carbide and that, for the various polytypes of silicon carbide an 
effect of this may be expected in nanometric cutting which needs to be investigated. The 
crystal anisotropy of a diamond tool is relatively well documented but the crystal 
anisotropy of silicon carbide during nanometric cutting is not known. 
From the review it was also clear that the tool rake angle has a strong influence on 
ductile-regime machining and a tool rake angle in the range of -25° to -45° appears to 
be most conducive to achieving a ductile response from hard, brittle materials. It also 
appears that the geometry of the cutting tool used in a SPDT operation is analogous to 
the indenter used in an indentation experiment and that this analogue is valid down to 
the atomic level. Thus, ultra precision machining can be considered as an atomic level 
process which can be studied using molecular dynamics simulation.  
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Chapter 4 - Molecular dynamics simulation for nanometric cutting of 
hard, brittle materials  
4.1 Concept, introduction and background 
 
Molecular dynamics (MD) simulation is a combination of three distinct techniques, i.e.  
molecular modelling, computer simulation and statistical mechanics. MD simulation is 
a scientific algorithm through which an assemblage of atoms and/or molecules is given 
prescribed intermolecular interactions for a specified period of time to yield a trajectory 
of their movement. This is shown schematically in figure 4-1 for the example of 
nanometric cutting where the atoms within the workpiece and the cutting tool are at 
certain positions at time t. As the tool moves by a certain distance in time interval Δt, an 
atom i, acted on by the force Fij, changes its position in the time interval t+Δt. 
Consequently, the new position of the atom i can be predicted using classical 
Newtonian mechanics.  
 
Figure 4-1: Principle of molecular dynamics simulation [158] 
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The idea that classical Newtonian mechanics, with a known potential and initial state of 
a system can effectively predict molecular motion is basically an eighteenth century 
concept dating to Rapaport [159] , who quoted Laplace:  
 
“Given for one instance an intelligence which could comprehend all the forces by which 
nature is animated and respective situations of the beings that compose it intelligence 
sufficiently vast to submit these data for analysis it would embrace in the same formula 
the movements of the greatest bodies of the universe and those of the lightest atoms” 
 
The implementation of MD simulation was first developed through the pioneering work 
of Alder and Wainwright in the late 1950s [48] in their study of the interactions of hard 
spheres. The principle of molecular dynamics is that Newton’s second law of motion is 
assumed to be valid even at the atomic level. Newton’s law can be written as follows: 
ni
i
F
dt
i
rd
i
m ,....,2,1
2
2
    4-1 
where mi is the mass of particle i and Fi is the force acting on it. 
This equation can also be obtained from Lagrange’s equation of motion which provides 
a more general framework for deriving equations of motion for systems of particles 
evolving under constraints.   
 
4.2 Advantages and limitations of MD simulation  
 
Unlike quantum mechanics, MD simulation disregards the details of the electronic 
motion and only considers the movement of atomic nuclei, thus permitting the study of 
relatively large systems. While MD offers many other technical advantages, it is 
restricted by the size of the simulation and the time to perform that simulation. A 
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summary of the key advantages and current limitations of MD in the context of 
nanometric cutting are presented in table 4-1. 
 
Table 4-1: Advantages and limitations of molecular dynamics simulation 
 
S.No. Advantages Limitations 
1. 
MD algorithm enables to take into 
consideration a more fundamental unit of 
matter i.e. atom and hence material 
properties are described naturally by their 
interaction potentials. Influence of crystal 
anisotropy, tribochemistry of the process 
and basic mechanisms underlying a wear 
process can thus be suitably studied 
through MD. Also, MD permits to 
investigate the theoretical approachable 
limits. 
MD cannot predict the attainable 
experimental measure of 
machined surface roughness 
which is a prime requirement 
governing the choice of a 
material in an industrial 
application. Even if a theoretical 
value is estimated, it will always 
remain an ideal limit which can 
only be attained under ideal set of 
machining conditions. 
2. 
MD permits online monitoring of the 
machining processes with good temporal 
and spatial resolution in a reversible 
manner. Any time step can simply be 
reversed through a computer programme 
to analyse it at any given point of time. 
Time to finish one simulation is a 
major challenge associated in 
performing a simulation with a 
realistic cutting speed and large 
size specimen. 
3. 
MD simulation avoids the use of 
expensive equipments and apparatus 
which are key requirements to perform 
nanometric cutting experiments. Besides, 
material once consumed will be required 
to reorder whereas MD can perform any 
number of trials with number of varying 
parameters. 
Size of the workpiece and tool 
material cannot be varied to a 
larger (experimental) scale 
because of the current memory 
limitations associated with 
handling a large size data file. 
4. 
MD simulation offers repeatability of the 
process. This is to say that the type of 
workmaterial, cutting tool material, and 
the environmental conditions can all be 
kept intact and maintained at a pre-
decided value. 
Ongoing work on the 
development of potential 
functions is still restrictive to use 
variety of coolants during a 
simulation which is often a 
prerequisite in a real experiment. 
5. 
MD simulation provides flexibility to 
perform the simulation at any place as a 
computer system is mobile whereas an 
ultra precision machine tool (exhibiting 
high stiffness) demands static foundation 
and is thus static. 
An advanced researcher can only 
perform an appropriate MD 
simulation as it requires accurate 
understanding of various 
disciplines whereas a machining 
trial can be performed by a 
relatively inferior knowledge. 
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4.3 Contribution of MD to the field of SPDT 
 
It has been an important precursor to experimental studies of SPDT, which are not only 
expensive but also do not permit direct observation of all the events occurring at the 
atomic scale of time and length. This may be one reason why tool wear experiments 
conducted in the past were perhaps too long to permit any direct observation of the wear 
processes. An accurate understanding of the tribological phenomena occurring at an 
atomic scale requires an insight into the energetic, structural, dynamic and rheological 
aspects of the system [160]. Also, it has now been realized that it is not the atomic scale 
discreteness, but the atomic scale machined surface roughness, which causes the 
dramatic differences between the results obtained for nano-tribological problems using 
continuum mechanics principles [161]. Understanding the relevant atomic level 
phenomena is the key to obtaining full knowledge of the atomistic mechanism of ultra 
precision machining and this can be accomplished efficiently through the use of MD 
simulation [95, 162]. For instance, a recent study [163] has made use of an MD 
simulation to reveal the root cause of anisotropy exhibited by diamond. Also, in the 
absence of a large enough physical specimen of a material such as single crystal 3C-
SiC, MD simulation is a viable option to advance the understanding of tool and 
substrate material selection and development in nanoscale cutting. An example of how 
MD simulation permits in-situ monitoring of all the events occurring within a short time 
range is the occurrence of the brittle-ductile transition in silicon [164] illustrated in 
figure 4-2. 
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(a) Ductile failure via dislocation emission - Crack does not extend, but rather 
the lattice is sheared along the reddish region 
 
(b) Brittle cleavage failure – Crack extends suddenly and rapidly  
 
Figure 4-2: Atomistic model of fracture in silicon [164] 
 
From figure 4-2a, it can be seen that ductile failure results from dislocation emission 
and the material gets sheared along a direction which is energetically more favourable 
than crack propagation. In contrast, during the brittle cleavage fracture, as shown in 
figure 4-2b, the crack extends suddenly and rapidly along its original direction. It is thus 
evident that MD is capable of providing insights into material removal mechanisms in 
ultra precision machining. 
 
4.4 Potential energy function 
 
MD simulation requires a constitutive description of the terms in which the particles in 
a simulation interact. This interaction is governed by a potential energy function which 
approximately accounts for quantum interactions between electron shells and represents 
the physical properties of the atoms being simulated, such as its elastic constants and 
lattice parameters.  
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Potentials used in chemistry are generally called force fields, while those used in 
materials physics are called analytical potentials. Most force fields in chemistry are 
empirical and consist of a summation of forces associated with chemical bonds, bond 
angles, dihedrals, non bonding forces associated with van derWaals forces and 
electrostatic forces. The potential energy function Vp as illustrated schematically in 
figure 4-3 through ball and spring arrangements dictates the accuracy of an MD 
simulation and comprises the van derWaals interaction, electrostatic interaction, bonds, 
angles, and dihedrals/torsion.  
 
Figure 4-3: Potential energy function for molecular dynamics simulation [165] 
 
Balamane et al. [166] have presented a comprehensive review of the potential energy 
functions that have been used for silicon. While the newly developed formalisms are 
providing more accuracy, they are sometimes computationally very expensive as shown 
in figure 4-4 and table 4-2. 
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Table 4-2: List of potential functions with respect to the time of introduction 
 
S.No. Year Name of the potential function Materials suited  
1 1984 EAM: embedded-atom method [167] Cu 
2 1985 Stillinger-Weber potential [168-169] Si 
3 1987 SPC: simple point charge [170] H2O 
 
 
 
4 
 
1988 
1988 
1989 
1990 
1994 
 
BOP:  bond–order potential 
 Tersoff-1 variant for silicon [171] 
 Tersoff-2 for better elastic properties of silicon [172] 
 Tersoff-3 for silicon, germanium and carbon [173-174] 
 Tersoff-4 for silicon and carbon [175] 
 Tersoff-5 for amorphous silicon carbide [176] 
 Refinements in Tersoff potential function [177-178] 
 
Si 
Si 
Si, Ge and C 
Si and C 
SiC 
5 1989 MEAM: modified embedded-atom method [179] Si and Ge 
6 1990 REBO: reactive empirical bond order [180] Carbon  
7 2000 AIREBO:  adaptive intermolecular reactive empirical bond order 
[181] (4 body potential function) 
Hydrocarbons 
and Carbon 
8 2001 ReaxFF: reactive force field [182] (Capable of bond breaking 
and bond-formation during the simulation) 
Universal 
9 2005 ABOP: analytical bond order potential [183] (3 body potential 
function) 
Si and C 
10 2007 COMB:  charge optimized many-body [184] SiO2, Cu, Ti 
11 2008 EIM: Embedded-ion method [185] Ionic e.g. NaCl 
12 2010 GAP: Gaussian approximation potential [186] Universal 
13 1998-
2001 
Other important potential functions relevant in contact loading 
problems [187-189] 
Si, B and N 
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The black line represents a doubling in computational cost every two years, akin to 
Moore’s Law for hardware complexity [190] 
 
Figure 4-4: Single CPU cost in seconds/atom/time step for various potential functions 
 
Table 4-3: Morse potential function for some metallic elements [144] 
 
Element 
Crystal 
structure 
Lattice constant 
(Å) 
D (eV) a (Å
-1
) r0 (Å) 
Lead FCC 4.95 0.2348 1.1836 3.733 
Silver FCC 4.09 0.3323 1.369 3.115 
Nickel FCC 3.52 0.4205 1.4199 2.78 
Iron BCC 2.87 0.4174 1.3885 2.845 
Chromium BCC 2.89 0.4414 1.5721 2.754 
Molybdenum BCC 3.14 0.8032 1.5079 2.976 
Tungsten BCC 3.165 0.9906 1.4116 3.032 
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Chemistry force fields commonly employ preset bonding arrangements (exceptions 
being ab initio dynamics and ReaxFF) and are thus unable to simulate the processes of 
chemical bond breaking and chemical reactions. One such example of a pair potential 
which was frequently used in early research work is the Morse potential function. 
Morse potential parameters for some example materials are shown in table 4-3. 
A nanometric cutting simulation requires an interaction potential between the atoms of 
the cutting tool and the workpiece. For example, from table 4-3 one can describe the 
interactions within the atoms of the workpiece and the cutting tool but a parameter to 
describe an interaction between the atoms of the cutting tool and the workpiece is also 
needed. As an example, nanometric cutting of aluminium or copper using a diamond 
tool can be conducted using the Morse parameters shown in table 4-4. 
 
Table 4-4: Morse potential parameters for nanometric cutting of metals [191] 
Element D (eV) a (Å
-1
) r0 (Å) 
Cu-Cu 0.342 1.3588 2.866 
Al-Al 0.2703 1.1646 3.253 
C-C 3.68 2.2 1.54 
Cu-C 0.087 1.7 2.05 
Al-C 0.28 2.78 2.2 
 
Unlike Morse potential functions, many of the potentials used in physics, such as those 
based on the bond order formalism can describe both bond breaking and bond 
formation. Covalent bonds have a strong directional dependence with some preferred 
angles between the bonds. For instance, the energy of three atoms (i, j and k) will not 
only depend on the inter-atomic distances but also on the angles between them      
(figure 4-5). 
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Figure 4-5: Configuration of three atoms for the development of a three-body potential 
function 
 
The Tersoff or, more appropriately, “Tersoff-Abell” formalism is the most widely used 
bond order potential formalism and has become the basis for a huge number of potential 
functions. The Tersoff is a three-body potential function, while, the AIREBO function is 
a four-body potential function. Tersoff based his potential on an idea presented by Abell 
a few years earlier, a bond order potential (BOP) which has environmental dependence 
and no absolute minimum at the tetrahedral angle. Initially, Tersoff proposed two 
variants for pure Si, in which Si(B) describes well the surface properties of silicon while 
Si(C) describes well the elastic properties [171-172] of silicon. In its earliest form, 
Tersoff proposed the following formalism to describe the covalent bonding of silicon:  
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potential cutoff function as: 












 



DRr
DRrDR
D
Rr
DRr
rfc
0
,
)(
2
sin
2
1
2
1
1
)(

                          4-6
 
nn
ij
n
ijb
2/1)1(  
         
 4-7  
   
33
3
,
)(exp()()( ikijjikik
jik
ij rrgrfc  


    
       4-8 
   ])cos([
1)(
22
2
2
2




hd
c
d
c
g
          4-9
 
   
n
ij
nn
ija
2/1)1(  
          4-10
 
   
])(exp[)( 3
3
3
,
ikijik
jik
ij rrrfc  


         4-11
 
 
Here, the distance between atoms i and j is rij and the angle between bonds ij and ik is 
θjik. Inspection of the terms shows that there is an angular dependence, but, since it is 
embedded inside the bij term, it does not give a fixed minimum angle between the 
bonds. Table 4-5 lists the parameters given by Tersoff according to this formalism. 
Table 4-5: Tersoff potential parameters for silicon [171-172] 
 
 Si(B) Si(C) 
A(eV) 3264.7 1830.8 
B(eV) 95.373 471.18 
λ1(Å
-1
) 3.2394 2.4799 
λ2(Å
-1
) 1.3258 1.7322 
Α 0 0 
Β 0.33675 1.0999×10-6 
N 22.956 0.78734 
C 4.8381 1.0039×10
5
 
D 2.0417 16.218 
H 0 -0.59826 
λ3(Å
-1
) 1.3258 1.7322 
R(Å) 3 2.85 
D(Å) 0.2 0.15 
Remarks Suited for surface properties Suited for elastic properties 
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In subsequent years, Tersoff refined his formalism and proposed a few modifications to 
describe both Si and C along with their alloys. The new formalism took the following 
form: 
1
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where Ei is the site energy-the sub-function, Vij describes the energy between two atoms 
(i and j), (i, j, and k) label the atoms of the system, fR represents a repulsive pair 
potential, fA represents an attractive pair potential, fC represents a smooth cut-off 
function to limit the range of the potential, rij is the length of the i-j bond, bij is the bond 
order term, ζij counts the number of other bonds to atom i besides the i-j bond and θijk is 
the bond angle between the bonds i-j and i-k. Here the indices ij represents the atom 
species. The mixing parameters between the two atomic species can be obtained from 
the mixing rules shown in the following equations: 
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  jiij BBB           4-20
 
  jiij RRR           4-21
 
jiij SSS           4-22
 
 
The parameter χij determines the attractive interactions between two atoms. The 
potential function parameters given by Tersoff for the refined function are tabulated in 
table 4-6. 
 
Table 4-6 : Tersoff potential parameters for silicon and carbon alloys 
 
 Year 1989 [173-174] Year 1990 [175] Year 1994 [176] 
 Si-Si C-C Si-Si C-C Si-Si C-C 
A(eV) 1830.8 1393.6 1830.8 1544.8 1830.8 1544.8 
B(eV) 471.18 346.74 471.18 389.63 471.18 389.63 
λ(Å-1) 2.4799 3.4879 2.4799 3.4653 2.4799 3.4653 
µ(Å
-1
) 1.7322 2.2119 1.7322 2.3064 1.7322 2.3064 
β 1.1×10-6 1.5724×10-7 1.1×10-6 41.612×10-7 1.1×10-6 41.612×10-7 
n 0.78734 0.72751 0.78734 0.99054 0.78734 0.99054 
c 100390 3804.9 100390 19981 100390 19981 
d 16.217 4.3484 16.217 7.034 16.217 7.034 
h -0.59825 -0.57058 -0.59825 -0.33953 -0.59825 -0.33953 
R(Å) 2.7 1.8 2.5 2.5 2.7 1.8 
S(Å) 3 2.1 2.5 2.5 3 2.1 
χC-Si 0.9776 0.9972 1.0086 
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The Tersoff functions gained wide popularity in the 1990s for the purpose of 
simulations. However, one key drawback is that it poorly describes the graphite-to-
diamond transformation. However, simply increasing the parameter S in the potential to 
2.46 Å, improves this aspect [192].  Tersoff potential function does not describe well 
the dimer properties of silicon. To overcome this shortcoming, another potential 
function of almost same formalism which is an analytical bond order potential (ABOP) 
has been proposed [183]. ABOP is of the following form where the total energy can be 
expressed as:  
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where E is the cohesive energy which is the sum of individual bond energies with the 
following repulsive and attractive contributions:  
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where D0 and r0 are the dimer energy and bond length. The cutoff function is given by: 
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where the parameters R and D specify the position and the width of the cutoff region. 
The bond order is given by: 
  211  ijijb           4-27 
   ijkikijik
jik
cij grrrf  )(2exp[
),(
 

      4-28 
 
 82 
 
and the angular function is given by: 
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The parameters of the potential energy function for carbon and silicon and their 
interactions in the ABOP formalism are shown in table 4-7.  
Table 4-7: Potential function parameters of silicon and carbon [193] 
 
 Si-Si C-C Si-C 
D0 (eV) 3.24 6 4.36 
r0 (Å) 2.222 1.4276 1.79 
S 1.57 2.167 1.847 
β (Å-1) 1.476 2.0099 1.6991 
Γ 0.09253 0.11233 0.011877 
C 1.13681 181.910 273987 
D 0.63397 6.28433 180.314 
H 0.335 0.5556 0.68 
2µ (Å
-1
) 0 0 0 
R (Å) 2.9 2 2.4 
D (Å) 0.15 0.15 0.2 
 
Finally, Pastewka et al. [194] have presented a state-of-the-art review, explicitly 
highlighting some of the important considerations needed to use a potential energy 
function to model phenomena such as fracture, wear or plasticity.  
 
4.5 Preparations for the MD simulation 
 
4.5.1 Equilibrium lattice parameter 
 
The lattice parameter, a, of a solid corresponds to the length of the unit cell at the 
equilibrium volume. For simulation purposes, it is obtained by minimising the total 
energy of the cell volume. The lattice energy and hence lattice parameter may vary with 
the individual potential energy function. Using an inappropriate lattice parameter may 
affect the total energy content of the system and thus the specified uncut chip thickness, 
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cutting edge radius and other key measures may all vary during the process of 
equilibration, resulting in the erroneous simulation results. It is therefore important to 
use the equilibrium lattice parameter during the MD simulation. 
The lattice energy Φ and the number density ρ are defined as: 
N
E pot
           4-30 
V
N
           4-31 
where Epot is the potential energy of the lattice and, N is total number of atoms in the 
simulation cell of volume V. The lattice parameter can be determined from the Φ(ρ) 
curve where Φ is minimum, Φ minimum, also known as the cohesive energy (Ecoh, min), 
defined as the minimum energy required for breaking the bonds of the solid to yield 
isolated atomic species. Under ambient conditions, both the silicon and diamond lattices 
prefer a diamond cubic (DC) structure. Accordingly, the cohesive energy (Ecoh) for the 
DC structure of silicon and diamond were found for a range of lattice parameters. A 
fifth order polynomial trendline was fitted to the resulting values of cohesive energy 
(Ecoh) as a function of lattice parameter to calculate the minimum cohesive energy     
(Ecoh, min). For example, the minimum cohesive energy for silicon - 4.629595 eV was 
observed at a lattice parameter a = 5.432 Å, against the experimental lattice parameter 
5.43095 Å [195]. For diamond, the minimum cohesive energy Ecoh,min = - 7.3705142 eV 
was observed at a lattice parameter a = 3.5656 Å again comparing well with the 
experimental value of 3.56683 Å [195]. 
 
4.5.2 Boundary conditions 
 
A schematic diagram of the nanometric cutting simulation model used in this work is 
shown in figure 4-6. Both the nano-crystalline workpiece and the diamond cutting tool 
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were modelled as deformable bodies in order to permit tribological interactions between 
them. The model developed used here fixes the bottom and outer sides of the substrate 
as these have been suggested to be appropriate boundary conditions for nanometric 
cutting [196]. 
 
Figure 4-6: Schematic of MD simulation model 
 
The MD model also incorporates a negative tool rake angle, as this is generally 
recommended for machining hard brittle materials [54, 146]. 
The atoms of the cutting tool and the workpiece were allocated into one of three 
different zones: Newton atoms, thermostatic atoms and boundary atoms. The boundary 
atoms were assumed to remain unaffected during the simulation and were kept fixed in 
their initial lattice positions, serving to reduce the boundary effects and maintain the 
symmetry of the lattice. In conventional machining operations, the energy from plastic 
deformation in the primary shear zone and friction at the tool-chip interface generate 
heat, which is carried away by chips, lubricant and by conduction into the tool and 
workpiece. The nanometric cutting model is, however, extremely small and is not 
capable of dissipating the cutting heat itself. The velocity of the thermostatic atoms is 
therefore re-scaled to a temperature of 300K at each step of the computation to dissipate 
the Joule heat.  
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MD simulations are usually implemented considering a system of N particles in a cubic 
box of length L. Since N is typically of the range of 100 to 10000, very far from the 
thermodynamic limits, it is necessary to use a periodic boundary condition (PBC) in all 
three directions to avoid surface effects. The PBC is the most popular boundary 
condition in MD. To use PBC in a simulation of N atoms confined to a volume Vn, we 
imagine that Vn is only a small portion of the bulk material, called the primary cell, 
where the bulk is considered to be composed of the primary cell surrounded by replicas 
called image cells. The image cells are of the same size and shape as the primary cell, 
each containing N atoms, themselves images of the atoms in the primary cell as 
illustrated schematically in figure 4-7.  
 
Figure 4-7: Periodic boundary condition [197] 
 
An important consideration in using a PBC involving two different lattices with 
periodic boundaries is that the periodic cell dimensions must be chosen such that the 
lattice constants are in integer proportion: Lz = n1×a1 = n2×a2 where Lz is the cell size (in, 
say, the z direction), n1 and n2 are integers and a1 and a2 are the two lattice constants. In 
general, there is no exact solution to this equation, but for large enough system, n1 and 
n2 it can be approximated reasonably well. Similarly, change in crystal orientation also 
requires adjustment in crystal orientation.  
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For example, a workpiece may be oriented on (111) orientation either by writing orient 
(x -2 1 1) orient (y 1 1 1) orient (z 0 1 -1) or by describing orient (x -1 1 0) (y 1 1 1) (z 1 
1 -2) In both cases, the z orientation is different to be fitted in the simulation box. For 
the former case, the equivalent lattice length in z direction must first be calculated by 
multiplying 2 with the lattice length of the crystal in (100) orientation which must then 
be fitted with the tool box z dimension. Similarly for the latter case, the equivalent 
lattice length would be 
2
211 222 
 multiplied by the lattice length of the crystal in 
(100) orientation which has to be than fitted with the periodic box dimension of the tool. 
Similarly, other orientations could be (orient x 1 -1 0) (orient y 1 1 -2) (orient z 1 1 1) 
and (orient x -1 1 -2) (orient y 1 1 0) (orient z 1 -1 -1). In both cases, z orientation is 
(111), i.e. the equivalent lattice length in z direction must first be calculated by 
multiplying 3 with the lattice length of the crystal in (100) orientation followed by 
fitting that dimension with the global box size. 
The initial positions can be randomly assigned avoiding overlaps or, for dense systems, 
the initial configuration can also be constructed by assigning the atoms to coordinate of 
a lattice (figure 4-8a), which can be done by energy minimization. The velocities can be 
assigned using a Maxwell-Boltzmann distribution. 
 
Figure 4-8: Illustration of molecular dynamics simulation procedure (a) The initial 
positions of the molecules are specified (b) Force on each atom due to the other atoms 
in its neighbourhood is calculated. (c) Potential energy function predict the newer 
positions and velocities of the atoms at a specified time [165] 
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After minimization, the velocities of all the atoms need to be scaled to a desired 
temperature. This is achieved by a process of equilibration, during, which the total 
energy is not conserved and the trajectories cannot be used to compute any properties 
(figure 4-8b). Once sufficient time has been given for equilibration, then velocity 
scaling is removed and the system follows NVE dynamics (figure 4-8c). During this 
phase, if the system is far from equilibrium, potential energy will be converted into 
kinetic energy or vice-versa and so, the temperature changes until it becomes stationary. 
The amount of time required for equilibration depends on the system being investigated 
as well as the initial configuration of the system. 
 
4.5.3 Ensembles 
 
An ensemble is an important parameter in a MD simulation and can simply be 
considered as a large number of replications of a cell with a limited number of atoms. 
Those repeating cells will not necessarily be the same, unless they have the same 
thermodynamic properties. It is therefore necessary to use an appropriate ensemble there 
most common of four which are; NVE, NVT, NPT and NPH. 
An isolated system is described by three quantities, the total energy (E), the total 
volume (V) and the number of atoms (N). These are extensive quantities in that they are 
proportional to the size of the system as opposed to intensive quantities, such as 
temperature, which are independent of system size. A system with all these three 
extensive quantities fixed is called micro-canonical (NVE) ensemble. 
In this work, the large scale atomic/molecular massively parallel simulator (LAMMPS) 
[198] was used to perform the MD simulation while Visual molecular dynamics (VMD) 
[199] and the Open visualization tool (OVITO) [200] were used for the visualization of 
the atomic trajectories. In LAMMPS, NVE simply involves an integration with respect 
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to time using Verlet’s algorithm [159]. NVT, on the other hand, does both the time 
integration and also manipulates the acceleration of atoms in such a way that a bulk 
system with a finite number of particles behaves as if it was (homogeneously, i.e. no 
temperature gradient) connected to a (near) infinite heat sink or source. Thus, NVE is 
the microcanonical ensemble in which the total energy of the system is conserved, 
whereas NVT is a canonical ensemble which prescribes the (average) temperature of the 
system and hence the total energy is not conserved here. Newton atoms were allowed to 
follow unchanged Newtonian dynamics to ensure that the deformation process is not 
affected by any artificial dynamics whereas thermostatic atoms were constrained with 
the NVT dynamics. 
 
4.6 Post processing of results 
 
4.6.1 Identification of phase transformation in brittle materials 
 
Mechanical micromachining involves a number of processes occurring simultaneously 
i.e. movement of dislocations, brittle fracture, tribochemistry and phase transformation 
of the material. Of all these mechanisms, the phase transformation of brittle materials 
under high surface pressures is of particular interest in the field of nanometric cutting as 
this opens up the possibility of obtaining a ductile response from brittle materials [201]. 
However, with the notable exceptions of silicon and germanium, brittle materials have 
not been studied much from this point of view [202]. Perhaps the main reason for this 
limited progress is that such a non-trivial scientific problem requires the bringing 
together of at least three disparate disciplines, materials science, micro-mechanics and 
solid state physics. An understanding of high pressure phase transformation is, however, 
necessary so that the deviatoric stress conditions can be controlled in order to drive 
phase transformation in brittle materials and so enable their ductile-regime machining.  
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From the MD simulation point of view, it is challenging to assign a definite phase to the 
material and a combination of several methods may sometimes be needed to understand 
and analyse the material’s phase under a given set of conditions. A state-of-the-art 
review covering the relevance, importance and application of these methods as well as 
some new methods such as Vornoi analysis and Neighbour distance analysis has 
recently been presented by Stukowski [203]. Some of these methods are briefly 
discussed below with an emphasis on their applications as part of an MD simulation of 
nanometric cutting. 
 
4.6.1.1 Coordination number  
 
Cheong et al. [204] showed that the Si-I to Si-II phase transformation in silicon causes a 
change in the inter-atomic distance from 2.35 Å to 2.43 Å and 2.58 Å, respectively. 
Early research has established that this change in inter-atomic distance is associated 
with a change in the coordination number of silicon from 4 to 6 [61] which means that 
the number of nearest neighbour atoms in pure silicon changes from 4 to 6 to signify 
ductile-regime machining. However, it has been pointed out by Gilman [44] that the 
coordination number of Beta-silicon (Si-II) cannot be perfectly 6 because there is 
always a difference of 5.6% between consecutive nearest neighbour atoms. Since, this 
anomaly has persisted for a decade, it was considered more appropriate to assess the 
HPPT state of the material by applying other methods than coordination number.  
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4.6.1.2 Radial distribution function 
 
 
The radial distribution functions (RDF), also called pair distribution functions or pair 
correlation functions, are the primary linkage between macroscopic thermodynamic 
properties and intermolecular interactions.  
As illustrated in figure 4-9, blue colour atom is the central atom from which neighbour 
distance is measured, green colour atoms are the atoms which counts as the first 
neighbour distance atoms and white colour atoms are rest of the atoms in a system. If 
the atoms in a space are distributed homogeneously, then the RDF, g(r), gives the 
probability of finding the centre of an atom in a shell dr at a distance r from the centre 
of an atom chosen as a reference point. The number of atoms dn(r) at a distance 
between r and r + dr from a given atom is expressed as follows: 
drrrg
V
N
rdn 24)()(   4-32 
where N represents total number of atoms, V is the model volume and g(r) is the radial 
distribution function.  
 
 
Figure 4-9: Schematic diagram of radial distribution function [205] 
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4.6.1.3 Angular distribution function and Ackland analysis 
 
Analogous to the radial distribution function is the angular distribution function where 
the inter-atomic distance is replaced by the inter-atomic angle or bond angle. A classic 
example of the usefulness of this function is in distinguishing between the FCC and 
HCP crystal structures, which is tedious using coordination number alone, whereas they 
can easily be distinguished using a bond angle distribution functions. During the 
nanometric cutting of brittle materials, the change in bond angle can be as large as 37% 
in comparison to the corresponding change in bond length (only upto 4%). Therefore, 
because the angular distribution function is a much more robust and sensitive 
measurement than the RDF, an advanced algorithm named “Interactive structure 
analysis of amorphous and crystalline systems” (ISAACS) was used in the current 
work. Alternatively, this could also be accomplished by performing an “Ackland 
analysis” [206], available within the LAMMPS itself. 
 
4.6.1.4 Centro-symmetry parameter  
 
Dislocations play a crucial role in governing the plastic response of brittle materials. 
The thermal vibration of atoms at finite temperatures makes it difficult to observe 
dislocations in changing temperature environments, so the commonly used methods for 
tracing such dislocations and other lattice defects are coordination number, slip vector 
and centro-symmetry parameter (CSP). Although CSP was originally developed for 
BCC and FCC lattice structures but CSP parameter can also be applied to a diamond 
cubic lattice by considering the diamond cubic lattice as two identical FCC lattices. 
Owing to thermal vibration of atoms, CSP has been proposed as the most effective 
measure [207].  
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A CSP can be computed using the following formula: 
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where N nearest neighbours of each atom are identified and Ri and Ri+N/2 are vectors 
from the central atom to a particular pair of nearest neighbours. Thus, the number of 
possible neighbour pairs can be given by 
2
)1(  NN
 [208].  
 
4.6.2 Calculation of cutting forces 
 
Figure 4-10 shows schematically the main parameters affecting the process of 
nanometric cutting of anisotropic brittle materials, including a schematic representation 
of the crystal orientation [163, 209-211]. Regardless of whether the process is 
conventional turning or single point diamond machining, the cutting force remains one 
of the most fundamental parameters characterizing the process performance.  As shown 
in the bottom panel of figure 4-10, two coplanar forces acting on a cutting tool 
fundamentally govern the cutting action of the tool, namely the tangential cutting force 
(Fc) and the thrust force (Ft). The third component shown, thrust force, Fz, acts in the 
direction orthogonal to the X and Y planes and mainly influences surface error as it 
tends to push the tool away from the workpiece. The tangential force causes 
displacements in the direction of cut chip thickness and its variation therefore relates to 
chatter.  
From LAMMPS perspective, the calculation of cutting force for a diatomic pair 
potential is straightforward and can be done using a “compute group/group command”. 
This command, however, cannot normally be used with a many-body potential function 
as it only includes a pair potential portion and not the embedding term. However, this 
task can be accomplished manually by using an “fcm command” in conjunction with a 
“setforce command”. 
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Figure 4-10: Schematic diagram of chip formation during SPDT - adapted from [212] 
 
 
4.6.3 Calculation of machining stresses 
 
The state of stress acting in the machining zone is shown schematically in figure 4-11 
for both 2-D and 3-D stress systems. The stress tensor for an atom i can be calculated 
from equation 4-34. 
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where a and b denote x,y,z to generate the 6 components of the symmetric stress tensor.  
 
The first term in equation 4-34 is the contribution from the kinetic energy of atom i. The 
second term is a pair-wise energy contribution where n loops over the Np neighbours of 
 94 
 
atom i and r1 and r2 are the positions of the two atoms in the pair-wise interaction. F1 
and F2 are the forces on the two atoms resulting from the pair-wise interactions. The 
third term is a bond contribution over the Nb bonds of atom i. In a similar manner, Na 
angle, Nd dihedral, Ni improper interactions and Nf internal constraints of atom i are 
accounted in the subsequent terms while the Kspace term represents long-range 
Coulombic interactions. It must be noted here that the three body potential function 
such as Tersoff potential function and ABOP potential function do not include Kspace 
terms in the stress computation. The above expression is however written only with an 
intention to comprehensively express the mathematical formula to determine the 
stresses at atomic scale. 
 
Figure 4-11: Stresses in the cutting zone 
 
In a material continuum, hydrostatic stress is associated with a change of volume 
leading to classical thermodynamic phase transition, whereas the von Mises stress 
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(corresponding to maximum deviatoric strain energy) measures the deformation due to 
shear that governs the change in shape usually by the activation of a defect transport 
mechanism [213], most commonly dislocation movement. During the simulation run, 
the hydrostatic stress (σhydro) and von Mises stress (σvonmis) were computed using the 
following equations: 
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One fundamental problem in the computation of atomic stress is the fact that the volume 
of an atom does not remain fixed during deformation. To mitigate this problem, an 
elemental atomic volume was considered in the cutting zone for the computation of the 
stress tensor. The total stresses acting on that element were computed and were divided 
by the pre-calculated total volume of that element. In LAMMPS, this can be done using 
a “stress/atom” command followed by a “reduce sum” command. 
 
4.6.4 Calculation of the temperature in the cutting zone 
 
Due to the nature of the statistical mechanics in which an ensemble is defined, the 
instantaneous values for the atoms differ from the bulk property of the substrate. This 
phenomenon is called fluctuation. Temperature is also an ensemble property and so 
measurement of the temperature is not straightforward. The suitability of any method 
used to measure the temperature depends primarily on how many atoms are being 
analysed and how fast the released energy is dissipated by the surroundings. The 
velocity of the atoms is normally used to compute the average temperature of the atoms 
using the relationship between kinetic energy and temperature: 
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where N is the number of atoms, vi represents the velocity of i
th
 atom, kb is the 
Boltzmann constant (1.3806503×10
-23
 J/K) and T represents the atomistic temperature. 
During the process of nanometric cutting, the instantaneous fluctuations in kinetic 
energy per atom could be very high so these are averaged temporally and/or spatially 
over few timesteps and reassigned to each atom at every N steps to be converted into 
equivalent temperature. The movement of the tool will also contribute to the kinetic 
energy so the component of tool displacement should be subtracted beforehand. In 
general, LAMMPS computes the temperature of a group of atoms by using a “compute 
ke/atom” command followed by applying a “fix ave/atom” command. 
 
4.6.5 Quantification of tool wear 
 
The two most common allotropes of carbon, diamond and graphite, have different 
coordination numbers. In diamond, each carbon atom is at the centre of a tetrahedron 
formed by four other carbon atoms, so the coordination number is four. Graphite is 
made of two-dimensional layers in which each carbon atom is covalently bonded to 
three other carbons. Atoms in other layers are further away and are not in the nearest 
neighbour category, so the coordination number of a carbon atom in graphite is 3.  
This information is very helpful not only in verifying the mechanism of tool wear but 
also to quantify the tool wear if the number of carbon bonds in the tool changes from 4 
to 3 during the graphitization process.  
During graphitization, the number of atoms presenting a coordination number of 4 in 
the diamond tool decreases with a corresponding increase in the number with a 
coordination number of 3. A few atoms on the cutting tool would have a coordination 
number of 3 at the start of simulation representing dangling bonds on the rake and flank 
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faces. To eliminate the effect of these dangling bonds on the conclusion, the number at 
the start of simulation can be assumed as the datum and subtracted from the number of 
atoms with 3 fold coordination during the simulation. Thus, a graph can be plotted 
indicating the percentage rate of graphitization or percentage progress of tool wear with 
the progressive advancement of the tool. Such a model can be used to characterize the 
tool wear during MD simulations. The computation of displacement of the tool atoms 
using the “displace/atom” command of the LAMMPS software which computes the 
current displacement of each atom from its original coordinates, including all effects 
due to atoms passing through periodic boundaries, is another useful measure of the 
extent of deformation of tool atoms. Number of atoms separated from the tool can be 
multiplied with the atomic volume of the material to obtain volumetric wear rate.  
 
4.7 Summary   
 
This chapter has provided a detailed description of the molecular dynamics simulation. 
Starting with an introduction to the concept and the background to its development, it 
goes on to provide the basis of the calculations required to perform an MD simulation of 
the nanometric cutting process. The chapter first introduces the advantages and the 
current limitations of MD simulation. This comparison justifies the choice of the 
potential energy function to perform an appropriate simulation. It was recognized that 
most of the previous research is done using a Morse potential function which is more 
appropriate for diatomic molecules than for hard, brittle materials which are covalent. 
The strong need for an appropriate potential function was highlighted and a thorough 
review of this type of formalism has been presented. It is shown that molecular 
dynamics simulations have been used to advance knowledge of the mechanisms of 
nanometric cutting over the past few decades. Taking the example of the brittle-ductile 
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transition, it has also been shown that it was only through molecular dynamics 
simulations that a conceptual understanding of this phenomenon is gathered.  
It is also noted that, in order to replicate simulation results or to perform other 
simulations, the simulation conditions need to be understood very well. Accordingly, 
the preparations required for a simulation and the post-processing tools are also 
comprehensively described, including measurement of cutting forces using the three-
body potential function, use of a periodic boundary condition and measurement of 
stresses during a simulation. A novel method has been described to quantify the tool 
wear from a MD simulation. 
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Chapter 5 - MD simulation results for the nanometric cutting of silicon 
5.1 Introduction  
 
Machining silicon in the ductile regime involves a number of simultaneously occurring 
processes, high pressure phase transformation (HPPT), wear of the cutting tool, 
movement of dislocations, all of which are influenced by the crystallographic structure 
and orientation of both the cutting tool and the workpiece. HPPT in silicon is already 
very well documented, although tool wear has received relatively little attention up to 
now. In the few reported studies so far of wear of diamond tools the results are 
inconsistent, most likely because the experimental conditions were quite different, a 
circumstance often encountered in machining. A good understanding of the wear 
characteristics of single crystal diamond tools during ductile mode cutting of brittle 
materials such as silicon can be used to enhance machining performance as well as to 
prolong tool life. Because of the anisotropy in the mechanical properties of single 
crystal diamond as well as some of the conflicting results of tool wear studies, as seen in 
the literature review, it is crucial to determine the phenomenological cause of tool wear. 
This chapter describes the molecular dynamics simulations aimed at studying crystal 
anisotropy, high pressure phase transformation and tool wear during the ductile-regime 
machining of silicon. 
 
5.2 Influence of the crystal anisotropy  
 
It has been found that the crystallographic directions corresponding to minimum values 
of the effective resolved shear stress are those with maximum hardness [80]. Also, the 
pressure required to drive phase transformation in silicon is sensitive both to the crystal 
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orientation and the cutting direction, i.e. the <001> cutting direction produces better 
metallic response than the <110> cutting direction on the (100) orientation of silicon 
[214] whereas the (111) orientation requires less transformation pressure than the (100) 
orientation [215]. Jasinevicius et al. [37] conducted experimental trials to investigate 
why two different cutting directions on the same orientation gave different machining 
outcomes, particularly that the soft direction i.e. <110> produced worse surfaces than 
the hard direction, <100>, on the same orientation (001). Based on their experimental 
results, they suggested that the difference between the high pressure phase 
transformation pressure of the workpiece and the hardness of the workpiece in the soft 
direction is larger which requires more energy to drive HPPT. Hence, brittle mode 
becomes dominant along the soft direction..  
Table 5-1: Variables used in the MD simulation model 
 
Workpiece 
dimensions 
42.0743 nm ×4.6353 nm × 3.5656 nm 
Cutting edge radius 1.313 nm 
Uncut chip 
thickness / in-feed 
1.313 nm 
Crystal Orientation  Three simulation cases were tested: 
i.  Cubic orientation of tool with cutting direction <-110> 
while workpiece was machined on (111) orientation. 
ii.  Cubic orientation of tool with cutting direction <100> while 
workpiece was machined on (010) orientation. 
iii.  Dodecahedral orientation of tool with cutting direction <-
110> while workpiece was machined on (111) orientation. 
Tool rake and 
clearance angle 
-25° and 10° 
Equilibration 
temperature 
300 Kelvin 
Cutting velocity 100 m/s 
Timestep 0.5 femtoseconds 
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The diamond tool also shows a high degree of crystal anisotropy. Uddin et al. [210] 
have recommended the dodecahedral orientation while Cheng et al. [55] have suggested 
using the cubic orientation, both in the interest of enhancing tool life. Accordingly the 
present work considers three simulation cases with different combinations of crystal 
orientations to investigate their influence on the thrust forces during nanometric cutting 
of silicon. The simulation was performed with the parameters shown in table 5-1.  
The evolution of thrust forces with change in crystal orientation is believed to be a 
useful measure for identifying appropriate crystal orientations for practical purposes. 
Table 5-2 and figure 5-1 show the results obtained for the thrust forces while cutting 
silicon using different combinations of crystal orientations of tool and workpiece. It can 
be seen that the time rate of change and magnitude of thrust force was least while using 
the (111) orientation of the workpiece with cubic orientation of the diamond tool. 
 
Table 5-2: Calculation of cutting forces with different crystal orientation 
 
S.N. Orientation of 
silicon workpiece 
Cutting 
direction  
Orientation of 
diamond tool 
Magnitude of  
thrust forces 
observed: 
1 (111) <-110> cubic minimum 
2 (010) <100> cubic intermediate 
3 (111) <-110> dodecahedral maximum 
 
Figure 5-1: Variation in the thrust forces during nanometric cutting of silicon 
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While the simulation reveals that the cubic orientation of the diamond tool performed 
better, the discussion in section 3.4 indicated that it is actually the magnitude of the 
negative rake angle which dictates whether or not the dodecahedral or cubic orientation 
will perform better. One observation which is clear from the MD simulation is that the 
machining of silicon on the (111) plane along the <-110> cutting direction consumes 
least energy which is in accordance with the majority of published work. 
5.3 Machining stresses  
 
Figure 5-2 shows a schematic representation of the stress tensor in 3D and 2D acting on 
an elemental volume of the silicon workpiece in the cutting zone. The evolution of the 
various stresses acting on this elemental volume of silicon over the simulated period is 
shown in figure 5-3. It is evident that silicon experiences a peak compressive stress of 
up to 18 GPa in the direction of the tangential cutting force, 
xx  and this is the largest 
component of the stress tensor. This is followed by yy at around 16 GPa (also in 
compression) and xy at around 8 GPa. Moreover, silicon encounters a significant 
deviatoric stress, which could bring about shear induced metallisation [44]. Both the 
hydrostatic and the von Mises stresses hover around 14 GPa. The above stress state and 
the indicative magnitude are quite consistent with the values previously reported as 
required to cause the HPPT of silicon from its stable diamond cubic structure to the 
metallic Si-II structure, which is discussed in more detail in section 5.4. 
 103 
 
 
 
Figure 5-2: Stresses acting in the machining zone during nanometric cutting [216] 
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Figure 5-3: Stresses in silicon during its nanometric cutting 
 
Figure 5-4: Stresses acting on the cutting edge of the diamond tool during SPDT of Si 
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Figure 5-4 shows the evolution of the stresses acting on the cutting edge radius of the 
diamond tool over the simulated period. It can be seen that the maximum magnitude of 
both xx  and yy  fluctuates between -30 GPa and -40 GPa indicating a high degree of 
compression of the diamond tool. A similar variation in the magnitude of the hydrostatic 
stress and von Mises stress acting on the diamond tool is also apparent from figure 5-4. 
The shear stress was, however, found to be of the order of 20 GPa which is close to the 
magnitude of the shear stress that acts on diamond during its polishing with another 
diamond [163]. Figure 5-5 shows a prediction [217] of the stresses required to drive a 
metallic-phase transformation in diamond (290 GPa). It can be seen from figure 5-4 that 
the von Mises stress acting on the diamond tool during machining of silicon was well 
below value of 290 GPa, indicating that diamond does not undergo a metallic phase 
transition while machining silicon. Also, it is now known that the minimum shear stress 
required to cause a phase change in carbon from its diamond lattice structure to its 
stable hcp graphite structure is around 80–100 GPa [218-219] which is much higher 
than the cutting stresses observed from figure 5-4. This suggests that perhaps 
tribochemistry is the main mechanism governing the wear of diamond tools during 
nanometric cutting of silicon rather than HPPT of diamond. 
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Figure 5-5: Change in the band gap of diamond due to the stress conditions [44] 
 
 
5.4 High pressure phase transformation of silicon 
 
As explained earlier, it is high pressure phase transformation (HPPT), now known as the 
Herzfeld-Mott transition, which causes metallization of brittle materials during their 
nanometric cutting. Such transformations are classed as metallic because they cause 
closure of the valence-conduction band gap due to overlap of wave functions and hence 
delocalization of the valence electrons [217]. 
Domnich et al. [98, 220] have stated that, under the influence of a hydrostatic pressure 
of 9-16 GPa, bulk silicon experiences a high pressure phase transformation resulting in 
the transformation of the Si-I (cubic diamond structure) into a more dense metallic Si-II 
phase having a β-tin structure [221]. The reverse transformation depends on the mode of 
unloading/release of the pressure. For instance, on slow decompression, Si-II transforms 
to Si-XII or r8 (rhombohedral structure with 8 atoms per unit cell), which corresponds 
to a volume increase of around 8%. On further pressure release, the degree of 
rhombohedral distortion diminishes gradually, producing a mixture of Si-XII and Si-III 
290 GPa 
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or bc8 (body centred cubic structure with 8 atoms per unit cell), with some Si-XII 
persisting to ambient pressure. This cycle is schematically represented in figure 5-6. The 
pressure required to produce a metastable amorphous semiconductor phase upon 
unloading is about 7.5–9.0 GPa [37] and it is the corresponding change in volume from 
Si-II (more dense and low volume) to a-Si (more structural volume) which causes 
expansion and the consequent elastic recovery of the machined surface after the tool 
passes. However, the extent of this elastic recovery reduces with increasing E/H ratio of 
the materials involved [90]. 
 
Figure 5-6: Phase transformations in silicon during its contact loading [222] 
 
The phases involved in the response of silicon during its cutting in the ductile regime 
are  summarised in table 5-3 [223] and their roles explained hereunder. High shear 
stress underneath the cutting tool leads to the metallization of Si-I to Si-II, which can be 
deformed plastically akin to a metal machining process [224]. Si-II phase subsequently 
transforms either into a-Si or a mixture of Si-III and Si-XII, depending on the cutting 
conditions. These back transformations are accompanied by an increase in volume of 
~10% and contribute to the elastic recovery of the machined surface after the tool 
Slow 
unloading 
Loading 
 
 
A
N
N
E
A
L
I
N
G 
Rapid unloading 
Si-IX 
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passes. It is also noteworthy that the geometry of the diamond tool also affects the 
transformations. For example, Gogotsi et al. [225] have used a nano-scratching test to 
demonstrate the influence of the geometry of the indenter in driving the various phases 
during contact loading of silicon on the (111) crystal orientation, the outcome of which 
is shown in table 5-4. 
Table 5-3: HPPT of silicon during its contact loading – adapted [98, 223, 226] 
 
Phase of 
Silicon 
Lattice 
structure 
Pressure (GPa) 
Lattice 
parameter 
(Å) 
Raman 
band (cm
-1
) 
Relative 
volume  
Pristine Si-I 
(brittle) 
Diamond cubic 0-12.5 
a =5.42 
521 1 
Si-II 
(Metallic) 
(Beta-tin) 9-16 
a=4.69 
c=2.578 
137,375 0.78 
Si-XII 
R8, 
Rhombohedral 
12-2 
a=5.609 
γ=110.07 
184, 350, 
375, 397, 
435, 445, 
485 
0.9 
Si-III bc8 (BCC) 
2.1 – 0 
(ambient) 
a=6.64 166, 384, 
415, 433, 
465 
0.92 
Si-IV 
Hexagonal 
diamond  
Martensitic 
transformation 
from Si-I 
a=3.8 
c=6.629 510 ~0.98  
Si-IX 
St12, 
tetragonal 
Upon rapid 
decompression 
from Si-II 
 
Information not available 
yet 
~0.88 
Si-XIII New martensitic phase, Raman peaks at 200, 330, 475 and 497 
a-Si Raman bands at : TA-160, LA-300, TO-390, LO-470 
 
While pristine silicon experiences HPPT, which is responsible for its ductility, this is 
not the case with its nanoparticles. In contrast to bulk silicon, ductility in silicon 
nanoparticles is attributed to dislocation driven plasticity [227-228] rather than HPPT. 
Therefore, processes like high pressure phase transformation, movement of dislocations 
and micro fracture can all coexist and compete with one another during the contact 
loading of silicon and other brittle materials. This research area is now emerging as a 
new field of knowledge and is being referred to as High Pressure Surface Science [202]. 
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Table 5-4: Comparison of the ductile response of silicon with different tools [225] 
 
Category Conical tool 
Pyramidal tool 
(Vicker indenter) 
Spherical tool 
(Rockwell indenter) 
Shape
   
 
Rake angle -45° -68° 
Variable from about -
60° to -90° 
Material 
removal 
Yes Yes No 
Si Phases 
Si-III, Si-XII, 
Si-IV 
and a-Si 
Si-III, Si-XII, Si-IV 
and a-Si 
Si-III, Si-XII and 
a-Si 
Maximum 
stress 
Near the edge Near the edge In the middle 
 
 
Figure 5-7: Change in coordination number of silicon during nanometric cutting of Si 
 
Figure 5-7 shows the variation in the coordination number of silicon during its 
nanometric cutting after the tool has advanced by 1 nm while the workpiece is machined 
on the (010) surface along the <100> cutting direction using the cubic orientation of the 
tool. It can be seen that the bulk of the single crystal silicon has a coordination number 
of 4 which is indicative of a covalently bonded system in a diamond cubic structure. 
Coordination values of 1 and 2 represent termination of bonds (dangling bonds) on the 
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surface of the silicon workpiece. During nanometric cutting, the number of atoms with a 
coordination value of 4 decreases with a corresponding increase in the number of atoms 
with coordination values of 5 and 6. A change in coordination value from 4 to 6 during 
nanometric cutting indicates the formation of the Si-II metallic silicon structure as has 
been observed in the past. Essentially, pristine silicon has an atomic volume of 18.38 Å
3 
with atoms having a bond length of 2.35 Å. The high-pressure (metallic) phase of 
silicon, i.e. Si-II, has an atomic volume of 14.19 Å
3
. Also, Si-II has a bct structure with 
lattice constants a=4.686 Å and c=2.585 Å and (c/a ratio of 0.5516). Therefore, HPPT 
transformation of silicon is accompanied by a reduction in the atomic volume from 
18.38 Å
3
 to 14.19 Å
3
 per atom which means a volumetric reduction of about 22.8% 
where the Si-II structure has four nearest silicon neighbour atoms at 2.43 Å and the two 
next neighbours at a distance of 2.585 Å. 
As discussed earlier, Gilman [46] stated that the value of coordination number of Si-II 
cannot be perfectly 6 because there is always a difference of 5.6% between the 
consecutive nearest neighbour atoms. It is therefore worthwhile confirming the HPPT of 
silicon using a RDF, which is shown in figure 5-8. 
 
Figure 5-8: Radial distribution function of Si-Si during nanometric cutting of Si 
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As can be seen from figure 5-8, the RDF before nanometric cutting has a first sharp 
peak at an inter-atomic distance of 2.35 Å and a second peak at 3.85 Å, which is the 
inter-planar spacing in the tetrahedral geometry of silicon. Once cutting commences, the 
peak widens significantly involving various inter-atomic distances at the expense of the 
number of atoms having an inter-atomic distance of 2.35 Å, reconfirming polymorphic 
transformation induced amorphization of silicon. 
 
Figure 5-9 shows a snapshot taken from the MD simulation corresponding to the same 
parameters of machining for which the measurement of coordination number in figure 
5-7 is shown. It highlights the variation in centro symmetry parameter (CSP) after the 
tool has advanced by 1 nm where a zero value of CSP corresponds to an atom 
surrounded by other atoms on a perfect lattice and a positive value of CSP corresponds 
to lattice disorder including the surface atoms. The higher positive value of CSP in the 
cutting zone is another confirmation of lattice disorder during nanometric cutting of 
silicon. Unlike the coordination number, the value of CSP does not suggest any phase 
change of the material and may take any value, depending on the cutting conditions. 
However, a comparison of figures 5-7 and 5-9 clearly suggests that there is a lot more 
consistency in the colour of surface atoms in the CSP measure than the coordination 
number. This, in turn, confirms that CSP is the more effective measure of lattice 
disorder in a thermally sensitive environment. 
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Figure 5-9: Change in centro-symmetry parameter during nanometric cutting of silicon  
 
To gain further insights into the phase change and tool wear, a snapshot was captured 
from the simulation after a significant cutting length and this is shown in figure 5-10. It 
can be seen from figure 5-10 that, alongside HPPT, a few atoms also show a 
coordination value of 1 or 2 in the cutting zone and on the finished surface which 
signifies the formation of dangling bonds of silicon during cutting. These are highly 
reactive sites which combine chemically with the nascent surface of the diamond tool to 
form a stable compound of diamond and silicon discussed in detail in the next section. 
 
Figure 5-10: Detailed view of change in coordination number during nanometric cutting 
of silicon 
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5.5 Wear mechanism of diamond tools 
 
A good understanding of the wear mechanism is an essential step in the identification of 
the measures needed to suppress wear and so enhance tool life. Much work has been 
done in the past on the characterization of tool wear in SPDT through observations and 
measurements of worn tools following experimental machining trials. An important 
consideration, neglected in the past, is that, at a constant spindle rotation speed, the 
surface cutting speed varies from maximum on the outside of the workpiece to zero at 
the centre. Thus, the obvious differences in wear behaviour due to different cutting 
speeds have not been accounted for hitherto. Early characterization of tool wear has 
used qualitative descriptors, such as; normal wear, chipping, setting problems (not 
related to diamond tools), line effects, chip dragging and fracture [74]. A brief summary 
of past tool wear studies performed using MD simulation and their conclusion is given 
in table 5-5. 
Table 5-5: MD studies of tool wear during SPDT 
 
Potential 
function for 
tool-workpiece 
interaction 
Materia
l  
Author, Year and 
country 
Tool 
consideration 
Conclusion of the 
study concerning 
cause of tool wear 
LJ Silicon 
J. Belak, 1990, 
USA [49, 57] 
Deformable 
SiC asperity was 
observed during 
SPDT of silicon 
Morse Copper 
K.Maekawa, 1995, 
Japan [58] 
Deformable 
Interdiffusion and 
readhesion 
Tersoff Silicon 
R.Komanduri, 
1998, USA [54, 61] 
Rigid - 
MEAM Silicon 
X.Luo, 2003, UK 
[55] 
Deformable 
Thermo-chemical 
mechanism 
Morse Silicon 
M.B. Cai, 2007, 
Singapore [77, 229] 
Deformable 
Formation of 
dynamic hard 
particles 
MEAM Iron 
R. Narulkar, 2008, 
USA [86] 
Deformable 
Graphitization of 
diamond 
Morse Silicon 
Z. Wang, 2010, 
China [230] 
Deformable 
No mechanism has 
been described 
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As is evident from table 5-5, there is considerable disagreement amongst the conclusion 
of these studies concerning tool wear during SPDT of silicon. While Cheng et al. [55] 
have identified a thermo-chemical mechanism as governing wear, Maekawa et al. [58] 
have suggested inter-diffusion and re-adhesion. A theory, in which formation of 
“dynamic hard particles” causes tool wear has also been proposed [77, 229], but it lacks 
experimental evidence. Thus, the MD simulations that have been applied so far have not 
elucidated a convincing mechanism of tool wear during SPDT of silicon. It is also 
pertinent to note that the MD simulations performed by most of the researchers have 
used a Morse potential function to describe tool-workpiece interactions [58, 229-230] 
which is more appropriate for diatomic molecules. A study made by Komanduri et al. 
[61] used a Tersoff potential function but assumed the tool to be a rigid body so tool 
wear could not be studied. The simulation performed in the current work involves the 
use of a three-body potential function and is thus capable of providing a much better 
insight into the wear process. The radial distribution function between the silicon 
workpiece and the diamond tool extracted from the simulation is shown plotted at 
regular intervals in figure 5-11. This plot allows the tracking of the chemical activity 
between the diamond tool and silicon workpiece during cutting.  
 
At timestep 0 in figure 5-11, g(r) is 0 which means there is no chemical bonding 
between Si and C before the physical contact between the tool and the workpiece. With 
tool advancement a first peak at an inter-atomic distance of 1.9 Å and a second peak at 
around 3.08 Å both grow to a relatively constant level of around 0.6. 
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Figure 5-11: Radial distribution function between Si-C during nanometric cutting of Si 
 
It is well known that tetrahedral silicon carbide (SiC) possesses the same bond length 
and interplanar spacing and so this is a clear indication of the formation of silicon 
carbide during the SPDT of silicon. The close contact between the workpiece and tool 
results in a locally high temperature which, in the actual machining environment, is 
supplemented with the presence of ambient oxygen. The highly reactive freshly 
generated dangling bonds of silicon will tend to combine with the atmospheric oxygen 
to form silicon dioxide as the free energy is negative at all temperatures [231]. 
However, the reaction mechanism thereafter may either be through a single phase solid 
state reaction or through a multiphase reaction as shown in table 5-6. 
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Table 5-6: Reaction mechanism for formation of silicon carbide 
Process Chemical Reaction Free energy change for 
the reaction 
Single Phase Reaction 
Formation of 
Silicon 
carbide 
Si (s,l,g) + C     SiC [232] molJTGOT /149499820
 
Multiphase Reaction 
Formation of 
Silicon 
Dioxide 
Si + O2  SiO2 [232] Free energy change in 
negative in all cases 
[231] 
Formation of 
Silicon oxide 
SiO2 + C  SiO + CO [232] 
 
molJTGOT /327670402
 
Formation of 
Silicon carbide 
SiO + 3CO  SiC + 2CO2 [233-234] 
or 
SiO (g) + C (s)  Si (g) + CO (g) [232] 
Si (g) + C (s) → SiC (S) [232] 
 
 
Figure 5-12 shows the free energy change for the two routes as a function of process 
temperature and hence shows the precedence with respect to temperature. It can be seen 
from figure 5-12 that, in either case, the free energy change is positive and hence the 
reaction will not be spontaneous. Also, the solid state single phase reaction between 
silicon and carbon is thermodynamically more favourable up to a temperature of 959 K 
and, beyond a temperature of 959 K, the silicon dioxide path is energetically the more 
favourable route towards the formation of silicon carbide, which implies that the 
presence of oxygen at a temperature above 959 K will accelerate the formation of 
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silicon carbide. It is therefore necessary to know the cutting temperature in order to 
establish the route to the formation of silicon carbide. The temperature distribution on 
atoms obtained from the simulation of nanometric cutting of silicon is shown in figure 
5-13. 
 
Figure 5-12: Gibb’s free energy change for the formation of SiC 
 
Figure 5-13: Temperature distribution on atoms during SPDT of silicon [235] 
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The maximum temperature on the tool tip was observed to be around 380 K while that 
on the workpiece was observed to be in the primary shear zone and on the finished 
surface approaching 750 K at a (high) cutting speed of 100 m/s. Since, the local 
temperature is well below 959 K, even at such a high cutting speed, it is reasonable to 
conclude that the formation of silicon carbide will proceed by single phase solid state 
chemical reaction between dangling bonds of silicon having coordination number 1 or 2 
and highly chemically active nascent surface/dangling bonds on the diamond tool 
during their surface contact, and that this will be stimulated further by the cutting 
stresses. Pastewka [62] has carried out an MD simulation of polishing of a diamond 
crystallite with another diamond crystallite at a sliding speed of 20 m/s. He has similarly 
concluded that the tribochemistry plays a significant role in governing the wear rate of 
diamond, as shown in figure 5-14. 
 
Figure 5-14: Sliding of diamond over another diamond at 20 m/s [194] 
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The various colours used in figure 5-14 indicate whether the atom was initially bound to 
the top or bottom crystallite of diamond while the black line shows the evolution of an 
amorphous interface of carbon atoms during the polishing process. A layer of ‘‘pilot’’ 
atoms that move around on the ordered phase repeatedly attracts the crystalline surface 
atoms. Since, the amorphization of the ‘‘pilot’’ atoms changes over time, the plucking 
forces also change. A surface atom is lifted into the amorphous phase when the pulling 
force becomes larger than the cohesive force holding the carbon atom into the diamond 
crystallite. This layer is subsequently removed by the ambient oxygen [236]. Quite 
similar to this phenomenon is the plucking of surface atoms from the diamond tool to 
form a thin film of SiC on silicon during machining. Jasinevicius et al. [37] have 
reported the formation of an amorphous layer to a depth of 340 nm on the machined 
surface of silicon. An interesting aspect of their research is that the microhardness of the 
diamond-turned silicon was lower than that of the pristine silicon which was attributed 
to the presence of the amorphous layer. This presented an anomaly compared to the 
machining of metals where the outermost layer of the machined surface always becomes 
harder due to work hardening whereas the machined silicon becomes softer. Mechanical 
machining generally introduces a barrier layer, known as a Beilby layer (tribomaterial), 
which exhibits a different refractive index from that of the substrate [83], as shown 
schematically in figure 5-15.   
Thus, SiC can either be formed in the cutting chips or as a thin film on the surface of the 
diamond tool. In either of these cases, it will result in the formation of vacant sites on 
the diamond tool which have been identified as groove wear [76]. Also, the freshly 
formed SiC film will scrape off during continuous frictional and abrasive contact during 
SPDT of silicon. It is also important to note here that, during nano-scale ductile cutting 
of brittle materials, the undeformed chip thickness varies from zero at the centre of the 
tool tip to a maximum value at the top of the uncut shoulder. 
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Figure 5-15: Schematic of a simple system consisting of a harder material ‘A’ sliding on 
a softer material ‘B’. Near to the sliding interface, a Beilby layer of tribomaterial 
develops [237] 
 
Thus, a ‘zero-cutting zone’ exists, within which no chips are produced. In this special 
zone, the tool acts more like a roller than a cutter and continuously slides on and 
burnishes the machined surface. A schematic diagram of this is shown in figure 5-16 
[210].  
 
Figure 5-16: Schematic of the groove wear [238]  
 
Figure 5-16 shows that the cutting edge of the tool continues to recede and the flank 
wear region becomes predominant. This can be represented and understood as a kind of 
stagnation, as shown in figure 5-17, where there exists a point on the cutting edge radius 
where the tangential velocity of the workpiece becomes zero [239]. It is of interest to 
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note that, below the stagnation point, the material gets compressed downwards in the 
wake of the tool, whereas, above the stagnation point, shear of the material is more 
pronounced than compression. Consequently, the sheared material is carried away as 
cutting chips. 
 
(a) MD model [152] 
 
(b) Schematic model  
Figure 5-17: Stagnation point on the cutting tool during SPDT 
 
The flank wear region then causes a reduction in the clearance angle, which gives rise to 
increased frictional resistance. This is the reason for the observation of a relatively high 
temperature at the tool flank compared with the rake face. This phenomenon is in 
contrast to conventional machining where the tool rake face is at a higher temperature 
than the tool flank face. This is because of the large amount of the energy released from 
the cutting chips and the consequent heat dissipated into the tool rake face. In contrast, 
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during SPDT, the effect of frictional heat between the tool flank face and the finished 
surface of the workpiece is more than that on the tool rake face. Due to the high 
temperature on the flank face, the chemical kinetics between silicon and carbon atoms 
become more favourable at the flank face than the rake face. Subsequently, abrasion due 
to continuous frictional contact with the flank face further enhances the wear rate there, 
making the ratio rake wear to flank wear very small. The plucking of surface atoms 
from the diamond tool and subsequent abrasion between a thin layer of SiC and the 
cutting tool gives rise to associated sp
3–sp2 disorder on the diamond tool as shown in 
figure 5-18. 
 
Figure 5-18: Radial distribution function of C-C bonds during SPDT of silicon 
 
Figure 5-18 shows the RDF of the C–C bonds of the diamond tool. It can be seen that 
the peak at the inter-atomic distance of 1.54 Å (the known bond length of diamond) 
decreases during the simulation with a corresponding increase at the bond length of 1.42 
Å, confirming sp
3–sp2 disorder of the diamond. It is therefore reasonable to conclude 
that both processes i.e. formation of SiC and sp
3–sp2 disorder of diamond proceed in 
tandem and which represent the fundamental cycle of wear of diamond tools during 
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SPDT of silicon.  It is worth noting that, although high cutting speed was used in the 
MD simulation, the outcome of the process (i.e. the formation of SiC and sp
2
 carbon) 
are also observed experimentally during machining of single crystal silicon [240] at a 
practical cutting speed.  
 
5.6 Summary 
 
From the literature review, it was recognized that the effect of crystal anisotropy on 
SPDT of silicon is well studied. For example, the <1-10> cutting direction on the (111) 
orientation has been suggested to provide superior quality of the machined surface 
during experimental SPDT studies on silicon and this is consistent with theoretical work 
in which the <1-10> direction was recognized as the preferred cutting direction either 
on the (100) or on the (111) crystal orientation. 
This chapter concentrates on extracting information concerning the stress state and 
mechanism of tool wear during SPDT of silicon by analysing the MD simulations. The 
stress state of the cutting tool suggests that diamond does not undergo any metallic 
phase transformation during SPDT of silicon. However, the stress state of the silicon in 
the machining zone was found to be in the range of reported values of the pressure 
required to cause a Herzfeld–Mott transition (metallisation) of silicon in the cutting 
zone. Tribochemistry (formation of silicon carbide) through a solid state single phase 
reaction up to a cutting temperature of 959 K in tandem with sp
3–sp2 disorder of 
diamond represents the basic wear mechanism of diamond tools against silicon during 
the SPDT process. The increased frictional contact and resulting abrasion between the 
tool flank face and the machined surface was found to be the main reason for higher 
temperatures at the tool flank face than at the tool rake face. This promotes both the 
formation of SiC and abrasion, which explains observations of relatively high flank 
wear compared to rake wear during SPDT of silicon. 
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Chapter 6 - MD simulation results for the nanometric cutting of silicon 
carbide 
6.1 Introduction  
 
Ductile-regime machining of silicon carbide is potentially subject to the same 
complexities as for silicon, i.e. interactions between; high pressure phase transformation 
(HPPT) / movement of dislocations, effect of crystal anisotropy and wear of the cutting 
tool, and process conditions. However, a ductile phase of silicon carbide is not as 
clearly defined as silicon and, furthermore, a very limited amount has been published on 
single point diamond turning of silicon carbide, even less on tool wear.  
This chapter presents the MD simulation results concerning; the ductile response of SiC, 
crystal anisotropy in 3C-SiC, influence of polymorphism in SiC and the mechanism of 
wear of the cutting tool. A new parameter is devised here to index the machinability of 
various polytypes of SiC. Besides quantification of the sub-surface crystal lattice 
deformed layer depth, this chapter also presents the results for the differences in the 
machining of single crystal SiC and polycrystalline silicon carbide. Finally, a novel 
method to quantify the tool wear is presented. 
 
6.2 Ductile characteristics of silicon carbide 
 
Unlike silicon, the ductile response of silicon carbide has not been studied much. In the 
limited amount that has been published so far, there is considerable disagreement on the 
cause of ductility of silicon carbide, as summarised in table 6-1. Early studies on the 
ductility of SiC suggested that SiC undergoes a phase transformation from its stable 
structure to a β-tin structure [241] while others suggested just amorphization of 3C-SiC 
[242-243] or its transformation from its stable zinc-blende lattice structure to a rocksalt 
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structure [105, 244-245]. Similarly, 6H-SiC and 4H-SiC have been reported to 
transform to a polycrystalline phase [246], exhibit no high pressure phase 
transformation [121, 247], or allow dislocation nucleation followed by propagation 
within the zinc-blende phase [248]. One research group [249] has continued to place a 
major emphasis on dislocation driven plasticity in silicon carbide as the reason for its 
ductility during nanoindentation, but there is also a strong claim for high pressure phase 
transformation of silicon carbide during nanometric cutting in the literature [119]. 
 
Table 6-1: Previous studies concerning ductility of SiC 
 
Material 
simulated 
Author, Year  Process studied Conclusions  
3C-SiC Yoshida, 1993 [247] Pressure loading No HPPT 
3C-SiC Tang, 1995 [242] Nano-scratching 
Shear instability 
induced amorphization 
3C-SiC Shimojo, 2000 [105] Pressure loading 
Rocksalt structural 
transformation 
3C-SiC Szlufarska, 2005 [243] 
Nano-
indentation 
Amorphization of SiC 
3C-SiC Noreyan, 2005 [244] Nano-scratching 
Rocksalt structural 
transformation 
3C-SiC Szlufarska, 2009 [248] 
Nano-
indentation 
Dislocation nucleation 
within the zinc-blende 
phase without any 
phase change 
6H-SiC Patten, 2005 [119] 
Single point 
diamond turning  
HPPT 
6H-SiC Yan, 2010 [246] 
Nano-
indentation 
Transformation to 
polycrystalline phase 
 
It is noteworthy that an experimental study revealed that the rocksalt structural 
transformation in 3C-SiC requires a transformation pressure of 100 GPa [247] against 
numerically predicted values of 64.9 GPa [242] and 66 GPa [250]. In contrast, the first 
machining trial on SiC reported a cutting pressure of only 25-35 GPa [47, 119], rather 
lower than the predicted value of 60 GPa based on the Herzfeld’s theory [42]. Although 
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the high pressure phase of SiC was not recognised at that time, indirect evidence from 
the analysis of the cutting chips was indicative of HPPT of SiC during its cutting [119].  
It was noted during the current investigation that, in common with diamond, SiC 
requires less force for bond-bending than bond stretching which is the opposite to other 
semi-conductors such as Si, Ge, Si3N4 or GaAs [45, 251]. Also, it was highlighted 
earlier that compression differs from hydrostatic pressure [252] as it may have a 
component of deviatoric stress which can cause shear induced metallization via changes 
in bond angle [44]. The fact that SiC undergoes amorphization under compression, such 
as in nano-indentation, unlike silicon which undergoes polymorphic phase 
transformation seems to stem from the chemical ordering effect between the silicon and 
carbon atoms within SiC. Moreover, the moving line contact between the tip of the 
cutting tool and the workpiece during nanometric cutting differs from the point/planar 
contact during nano-indentation [253] so nanometric cutting conditions result in an 
increased energy transfer compared with the nano-indentation process. If the propensity 
to a Herzfeld-Mott transition is a function of the nano-indentation hardness of a material 
[42], the question arises as to whether or not 3C-SiC will show a rocksalt transformation 
or any other metallic phase during nanometric cutting. From the MD simulation, the 
magnitude of the peak von Mises stress was found to be around 56 GPa while cutting 
3C-SiC on a specific crystal orientation. This value of transition pressure was found 
reasonably consistent with predictions [42, 106] based on the nano-indentation hardness 
of materials. However, the transition pressure of 3C-SiC was found to be substantially 
lower than 100 GPa, which is the reported minimum pressure required to cause SiC to 
transform from its diamond cubic lattice to the rocksalt structure [247]. This suggests 
that the rocksalt structural transformation does not take place during nanometric cutting 
of SiC, and that it is certainly not responsible for the ductile response of 3C-SiC.  
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The shear stress, τxy, in the workpiece for both silicon and 3C-SiC were also calculated. 
For silicon, τxy was around 6.7 GPa while, in 3C-SiC, it was 32.5 GPa. Interestingly, 
this shear stress in a 3C-SiC workpiece in the cutting zone was significantly higher than 
that (15 GPa) exerted on a diamond grit during polishing with another diamond [163]. 
This observation immediately raises a concern over the stability of the SiC lattice 
structure, since such a shear stress could certainly cause its metallization through a 
change in bond angle [44]. It was therefore relevant to compute the change in bond 
angle during nanometric cutting in order to gain some insights. For a better 
understanding, a comparison of the angular distribution functions of silicon bonds and 
Si-C bonds during nanometric cutting of silicon and silicon carbide before and after 
cutting for both Si and SiC is shown in figure 6-1. 
 
(a) Si-Si-Si  
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(b) Si-C-Si and C-Si-C  
Figure 6-1: Angular distribution functions of silicon and silicon carbide before and after 
nanometric cutting 
 
It is evident from figure 6-1 that, before cutting, there is a sharp peak in the bond angle 
distribution at 109.5° which corresponds to the known bond angle for both silicon and 
silicon carbide. However, after cutting, the bond angle distribution has broadened 
somewhat with angles for silicon appearing in the range of 80° to 140°. This wide range 
in bond angle is consistent with amorphization of silicon during nanometric cutting as 
discussed in the previous chapters. By contrast, the bond angle in 3C-SiC exhibited only 
two values (other than 109.5°), 105° and 120°. This limited number of bond angles in 
3C-SiC is an indication that unlike silicon, SiC does not undergo polymorphic phase 
transformation during its nanometric cutting. Additional confirmation of morphological 
change can be seen in the changes in C-C-C bond angle and in dihedral angle (Si-Si-C-
C) brought about by the nanometric cutting process, shown in figure 6-2 and figure 6-3. 
There is a distinct shift in C-C-C bond angle and Si-Si-C-C dihedral angle towards a 
value of 120° from the original value of 109.5°.  
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Figure 6-2: Angular distribution function of C-C-C after cutting of silicon carbide 
 
 
Figure 6-3: Change in dihedral angle after cutting of silicon carbide 
 
This change in bond angle distribution (109.5°→120°) suggests a transformation from 
sp
3
 to sp
2
 bond in the 3C-SiC [125] which could be brought about by the intense shear 
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stresses. The structure formed during this transition can be understood by the analysis of 
the radial distribution function, g(r), shown in figure 6-4. 
 
Figure 6-4: Radial distribution function of 3C-SiC during nanometric cutting 
 
As can be seen, there is an increase in g(r) for SiC bonds at two interatomic distances,  
1.75 Å, which is the reported length of Si=C double bonds  [88]  and 2.05 Å. The 
analysis of g(r), bond angle and dihedral angle, suggests that the transition of sp
3
-SiC to 
sp
2
-SiC can schematically be represented as shown in figure 6-5a. Carbon atoms are 
smaller than silicon atoms and are more electronegative [254] which causes the 
transformed structure (sp
2
 form of SiC) to be chemically ordered even during its 
reconstruction. The geometry obtained in figure 6-5a is difficult to realize through 
experiments [255], but, the relevant inter-layer spacings have been obtained 
experimentally as 0.38 nm [256] as shown in figure 6-6. 
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(a) sp3-sp2 transformation in 3C-SiC 
 
(b) Single wall SiC nanotubes with chirality (6,6 ordered) having energy of 0.49 eV 
per SiC atomic pair and Si-C bond length between 1.79-1.80 Å [255] 
 
Figure 6-5: Phase transformation in 3C-SiC and relevant chemical structure [257] 
 
Figure 6-6: High-Resolution Transmission Electron micrograph of SiC nanotube with 
inter-layer spacing of 3.8 Å [256] 
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The inter-layer spacing in figure 6-6 is attributed to a π-like bond and can be obtained 
by applying simple trigonometry to the proposed lattice structure as follows: 
Å025.1
90sin
30sin
05.2
0
0
x   => Total inter-layer spacing = 1.75 Å+ 2x = 3.8 Å  
An interesting observation relevant to this phenomenon is the mechanism of 
deformation on either the (111) or the (110) plane which is the natural shear plane 
during nanometric cutting. It is likely that this would have involved in inter-plane 
polarization, the two surfaces having atomic charges at the extremes between silicon 
and carbon. The resulting structure can be stabilized via charge transfer between the 
opposite diameters of silicon and carbon (~0.27|e|
26
) or a phase transition from the 
würtzite to the graphite structure [88]. It is further interesting to note that molecular 
stability calculations [28] have predicted the existence of a SiC graphene tube with a sp
2
 
structure as shown in figure 6-5b. This structure is not entirely planar but is rippled with 
Si atoms in a single plane and C atoms in alternate rows, above and below the Si atoms. 
A chiral vector defined by a pair of integers (n,m) appearing in a translation vector c = 
na+mb, where a and b are  the two vectors defining the primitive cell of graphene, can 
be used to represent such structures. The effect of this chiral vector is that the structure 
will be conductive, i.e. metallic, as long as (n - m) is a multiple of 3. It has also been 
suggested that the chemically ordered SiC nanotubes of “armchair” (6,6) type are 
slightly (by 0.05 eV/SiC atom pair) more stable than (12,0) SiC nanotubes [255] and 
both are conductive as (n - m) is a multiple of 3. Further, the fact that the band gap has 
vanished in this form of sp
2
 SiC satisfies the Herzfeld-Mott transition criterion. Hence 
the sp
3
-sp
2
 transition in 3C-SiC is consistent with a ductile or metallic response of SiC 
during nanometric cutting in contrast to previous studies suggesting the rocksalt 
structural transformation.  
Recent work on the HPPT [258] using UV micro Raman spectra from the machined 
surface of a 6H-SiC wafer has revealed a local sp
2
 environment seen as a dark spot, 
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figure 6-7. In accordance with the MD studies, the Raman spectra suggest sp
3
-sp
2
 
transformation of SiC during its nanometric cutting. A reverse transformation is likely 
to happen upon release of the cutting load. 
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Figure 6-7: UV micro Raman spectra of (a) black line - dark spot found on the 
machined surface (b) red line - compared to the machined surface of a 6H SiC wafer 
[258] 
 
In contrast to the above results, Levitas et al. [259]  have recently identified a new phase 
of 6H-SiC which they have named the high-density amorphous (hda) phase of SiC. 
They used X-ray diffraction to monitor the crystal structures in a rotational diamond 
anvil cell which creates both hydrostatic pressure and shear rotation and found that the 
newly identified phase forms at a pressure of 30 GPa and 2160° of anvil rotation. 
Although, they only observed this phenomenon on 6H-SiC, they have suggested that the 
results would be similar for 3C-SiC on account of the small energy difference.  
 
6.3 Crystal anisotropy in 3C-SiC 
 
3C-SiC is the only polytype (among the 250 recognized so far [260]) of SiC which 
resides in a diamond cubic crystal structure . Early recommendations were to select the 
sp2 SiC 
a 
b 
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cutting tool and the workpiece such that the ratio of their hardnesses is at least 5:1 [26, 
122]. However, in the case of a SiC workpiece and a diamond tool, this ratio is only 
about 4:1, based on the high micro hardness of SiC (about 28 GPa) compared to 
diamond (100 GPa). Experimentally, this ratio has been found to reduce to only about 
2:1 at relatively shallow depths of cut [26]. Hence, nanometric cutting of 3C-SiC by a 
single point cutting tool is expected to be surrounded by many technical challenges. 
One way to resolve this potential problem would be to identify an appropriate 
combination of crystal orientation and cutting direction to cut 3C-SiC. Crystal 
orientation of the workpiece has a significant effect on its cutting behaviour [261] and 
hence a properly selected crystal setup could benefit the tool life and the attainable 
machined surface roughness. Also, nanometric cutting involves significant plastic 
deformation ahead of the cutting tool and elastic recovery of the machined surface 
underneath the clearance face of the tool so the variation in the elastic modulus with 
crystallographic orientation will influence the machined surface finish, sub-surface 
integrity and residual stresses on the finished surface. While knowledge of the extent of 
anisotropy of 3C-SiC during nanometric cutting is important, it is also important to 
know the variation in the Young’s modulus of 3C-SiC along three major 
crystallographic orientations. For this reason, experimentally known elastic constants 
were used to calculate the Young’s modulus on different crystal orientations of 3C-SiC. 
Table 6-2 provides the mathematical formulae and the calculated values of the Young’s 
modulus and Poisson’s ratio. It is evident from table 6-2 that the maximum Young’s 
modulus of 3C-SiC is on the (111) crystal orientation (557 GPa) while the minimum is 
on the (100) crystal orientation (314 GPa). 
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Table 6-2: Directional dependence of elastic properties of single crystal 3C-SiC 
 
3C-SiC properties Reference  Values 
Elastic constant C11  Experimental data [183] 390 GPa 
Elastic constant C12  Experimental data [183] 142 GPa 
Elastic constant C44  Experimental data [183] 256 GPa 
Young’s modulus (E100)  12
1211
12
11 2 C
CC
C
C

  314 GPa 
Young’s modulus (E110)  2
121112
2
111144
44
2
121112
2
11
22
)2(
4
CCCCCC
CCCCC


 467 GPa 
Young’s modulus (E111)  
441211
121144
2
)2(
3
CCC
CCC


 557 GPa 
Poisson’s ratio 
1211
12
CC
C

 0.267 
Crystal anisotropy 
111
100111
E
EE 
 0.436 
 
The values of calculated Young’s modulus shown in table 6-2 are also consistent with 
the experimental values obtained by NASA, USA [262]. Table 6-2 suggests that 3C-SiC 
exhibits a high degree of crystal anisotropy to the extent of 43.6% although it is not 
known how this anisotropy can be translated to favourable combinations of crystal 
orientation and cutting direction in 3C-SiC. To interpret the simulation results it is, of 
course, important to understand the crystal geometry of 3C-SiC. Based on the known 
geometry of the diamond cubic lattice, the lattice structure of 3C-SiC on different 
crystal planes can be schematically represented as in figure 6-8 in which atoms that lie 
on the same crystallographic plane are coloured black for the ease of counting. Based on 
figure 6-8, calculations can be made as shown in table 6-3 highlighting the number of 
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atoms on a crystal plane, atomic density per unit area, minimum distance between the 
two atoms on a plane and distance between the adjacent planes of 3C-SiC.  
 
Figure 6-8: Schematic illustration of various crystal setups in 3C-SiC 
Table 6-3: Properties of 3C-SiC with respect to various crystal orientations 
 
Orientation Number of 
atoms on the 
plane 
Atomic 
projection 
area 
Atomic 
density 
per unit 
area 
Minimum 
distance 
between the 
two atoms 
lying on the 
same plane 
Distance 
between 
two 
adjacent 
planes 
Cube (100) 
21
4
4
   
a×a 
=a
2
 
2/a
2       
=0.1052 
a/2  
 = 2.18 Å 
a  
= 4.36 Å 
Dodecahedron 
(110) 
4
2
2
2
4
4
  
 
√2a×a  
=
`22a  
 
4/√2a2 
=0.1488 
 
a/4  
 = 1.09 Å 
 
1.707a  
= 6.16 Å 
Octahedron 
(111) 
2
2
1
33
6
1

 
 =
`2
2
3
a  
 
4/√3a2 
= 0.1215 
 
√3a/4 
=1.89 Å 
 
0.577a 
 = 2.514 Å 
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It can be seen from table 6-3 that 3C-SiC possesses the highest atomic density and the 
farthest distance between two adjacent planes on the (110) crystal orientation, thus 
making the (110) plane more compliant than the other two crystal planes. Also, the 
minimum distance between two atoms on this plane is the shortest one of the three, 
making it energetically more favourable for deformation to occur on this crystal plane. 
Both 3C-SiC and diamond share this lattice structure in their sp
3
 bonded state. However, 
unlike 3C-SiC, anisotropy of diamond during its machining is well documented [45, 
102, 163, 263]. To investigate the effect of crystal anisotropy in 3C-SiC, two simulation 
trials of nanometric cutting of 3C-SiC were performed using different machining 
parameters.  
 
Table 6-4: Process variables used in the MD simulation of nanometric cutting of 3C-SiC 
 
Details Simulation trial case-1 Simulation trial case-2 
3C-SiC workpiece size 
14.26nm×4.635nm×variable z 
dimension to avoid pbc 
mismatch 
30.1nm×11.13nm× 
variable z dimension to 
avoid pbc mismatch 
Uncut chip thickness (d) 
(nm) 
1.312 1.9634 
Cutting edge radius (r) 
(nm) 
2.297 1.9634 
d/r ratio 0.57 1 
Cutting tool rake angle 
and clearance angle 
-25° and 10° -30° and 10° 
Equilibration temperature 300 Kelvin 
Cutting velocity 10 m/s 4 m/s 
Crystal Setup 
combinations 
Crystal orientation Cutting direction 
Case-1 (111) <-110> 
Case-2 (111) <-211> 
Case-3 (110) <-110> 
Case-4 (110) <001> 
Case-5 (001) <-110> 
Case-6 (001) <100> 
Case-7 (11-2) <1-10> 
Case-8 (110) <-11-2> 
Case-9 (1-20) <210> 
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Table 6-4 shows the details of the workpiece, uncut chip thickness, cutting tool, the nine 
distinct combinations of crystal orientation and cutting direction, d/r ratio and other 
relevant parameters used for the simulation trials. Snapshots from the MD simulation 
for each crystal setup are reproduced in figure 6-9, depicting the chip formation 
mechanism and consequent deformation of the 3C-SiC workpiece. In figure 6-9, green 
and red colours correspond to silicon and carbon atoms constituting the crystalline 3C-
SiC workpiece while dark blue colour represents carbon atoms within the diamond 
cutting tool respectively. Atoms of 3C-SiC which have typically undergone a severe 
structural transformation and have lost their diamond cubic crystal lattice structure are 
coloured in cyan to separate the non-crystalline region with the crystalline region. It is 
evident that the cutting chips started to flow on the rake face of the cutting tool after 
having undergone a severe structural transformation. This transformation in 3C-SiC has 
been attributed to sp
3
-sp
2
 transition which brings Herzfeld-Mott transition [42], 
responsible for the ductility of 3C-SiC during its nanometric cutting. In the following 
sections, characteristics of the cutting chips on three major crystal orientations are 
discussed (figure 6-9a – figure 6-9i). In these figures, atoms are coloured as per the 
following scheme: Green/Red atoms are silicon and carbon atoms forming the 
crystalline 3C-SiC structure, Cyan coloured atoms are the mixture of both Si and C 
atoms which have undergone structural transformation and have lost the pristine 
diamond cubic lattice structure. Dark blue colour atoms belong to the diamond cutting 
tool.  
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(a) Crystal setup 1: Crystal orientation (111) cutting direction<-110> 
 
 
(b) Crystal setup 2: Crystal orientation (111) cutting direction<-211> 
 
 
 
 
 
 
 Cleaved 
crystallite of     
3C-SiC 
Plastic deformation of 3C-
SiC due to structural 
transformation 
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(c) Crystal setup 3: Crystal orientation (110) cutting direction<-110> 
 
 
(d) Crystal setup 4: Crystal orientation (110) cutting direction<001> 
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(e) Crystal setup 5: Crystal orientation (001) cutting direction<-110> (Partial and 
perfect dislocations highlighted) 
 
 
(f) Crystal setup 6: Crystal orientation (001) cutting direction<100> 
 
(i) d/r =1 and cutting velocity of 4 m/s 
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Here atoms having lost their pristine diamond cubic structure are not coloured 
to highlight wear of the cutting tool. 
(ii) d/r =0.57 and cutting velocity of 10 m/s 
 
(g) Crystal setup 7: Crystal orientation (11-2) cutting direction<1-10> 
 
 
 
 
 
Wear debris of 
cutting tool 
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(h) Crystal setup 8: Crystal orientation (110) cutting direction<-11-2> 
 
 
(i) Crystal setup 9: Crystal orientation (1-20) cutting direction<210> 
 
Figure 6-9: Snapshots from the MD simulation of nanometric cutting of 3C-SiC in nine 
different combinations (figure 6-9a – figure 6-9i) of crystal setups. 
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6.3.1 Cutting chips due to cleavage on (111) crystal orientation 
 
Irrespective of the cutting direction, a mechanism of cleavage was observed to occur 
ahead of the cutting tool while cutting 3C-SiC on (111) crystal orientation. An atomic 
structure identification method (neighbour distance analysis [203, 264-265]) has been 
used to identify atoms that form a perfect diamond cubic lattice structure to separate it 
with the non crystalline region (cyan colour atoms). It is evident from figure 6-9 (crystal 
setup 1 and crystal setup 2) that few small crystallites of 3C-SiC in the cutting chips 
have retained their original crystalline lattice structure. The presence of such crystallites 
in the cutting chips without undergoing structural transformation is reminiscent to the 
mechanism of cleavage observed during the polishing of a diamond on (111) orientation 
[102]. With the proven evidences that structural transformation is a necessary 
requirement to generate the ductile response from a single crystal brittle material [201, 
216, 222, 266], the above observation suggest that cleavage is a dominant mechanism of 
material removal on (111) crystal orientation of 3C-SiC during its nanometric cutting. 
Hence, it shows that material removal mechanism on (111) orientation of 3C-SiC, in 
common with diamond, is dominated by cleavage. 
 
6.3.2 Mechanism of material removal on the (110) crystal orientation 
 
Nanometric cutting (figure 6-9) on crystal setup 3, crystal setup 4 and crystal setup 8 
was performed on (110) crystal orientation in different cutting directions i.e. <-110>, 
<001> and <-11-2> respectively. In the first case i.e. case 3, it can be seen that no 
cleavage took place however; an undesirable sub-surface deformation exhibiting a 
typical ‘V-shape’ is apparently evident. In case 4, the cutting mechanism was found to 
be dominated purely by the structural transformation of the cutting chips without 
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showing occurrence of any cleavage. For this reason, minimum or no sub-surface 
deformation was observed in case 4. This can thus be regarded as an amenable 
scratching direction in 3C-SiC. In case 8, alongside structural transformation, some 
remnants of cleavage were observed with apparent crystal sub-surface deformation 
exhibiting a typical ‘V-shape’. 
 
6.3.3 Mechanism of material removal on the (001) crystal orientation 
 
Nanometric cutting (figure 6-9) in case 5 and case 6 was performed on (001) orientation 
and <-110> and <100> cutting directions respectively. In the former case, although the 
dominant mechanism of material removal was structural transformation but one 
stacking fault with one partial dislocation of unidentified Burgers vector was observed 
leading to the appearance of stacking faults. These were observed to extend deep into 
the sub-surface and were also present on the edge of the workpiece where the cutting 
commences. This could lead to the possibility of the chipping of the edge of the 
workpiece and can be regarded as the entry failure of the cutting tool into the 
workpiece. In the later case, i.e. in case 6, an occurrence of the cleavage was observed 
while the cutting was performed at a velocity of 4 m/sec, whereas no cleavage was 
observed on the same configuration while cutting was performed at a cutting velocity of 
10 m/sec. It is further interesting to note that the same crystal setup of 3C-SiC while 
cutting at 100 m/sec showed no characteristics of cleavage. Therefore, it appears that 
the transition of material removal on (001) <100> from structural transformation to the 
cleavage could likely be an outcome of lower cutting velocity or an increase in the d/r 
ratio from 0.57 to 1.  
Table 6-5 summarizes the outcome of the simulation results in all the nine cases and 
also indicate corresponding values of local shear stress in the machining zone obtained 
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from the simulation. It can be seen from table 6-5 that case 4 and case 6 showed lower 
shear stresses required to cut 3C-SiC, suggesting that these are more amenable scratch 
directions in 3C-SiC.   
Table 6-5: Mode of material removal with respect to various crystal setups 
 
Crystal 
setup 
Crystal 
orientation 
Cutting 
direction 
Remarks on material removal 
mechanism 
Shear stress 
in the 
machining 
zone of 3C-
SiC (GPa) 
1 (111) <-110> Cleavage is dominant  38 
2 (111) <-211> Cleavage is dominant  35 
3 (110) <-110> 
Structural transformation with 
visible sub-surface damage 
26 
4 (110) <001> 
Solely due to structural 
transformation with no sub-surface 
damage 
29 
5 (001) <-110> 
Dominated by structural 
transformation with number of 
visible dislocations underneath the 
machined surface 
37 
6 (001) <100> 
At low cutting speed : Remnants 
of cleavage were observed 
At high cutting speed : Structural 
transformation was dominating 
23 
7 (11-2) <1-10> 
Structural transformation with 
minimum visible sub-surface 
damage 
26 
8 (110) <-11-2> 
Both cleavage (small extent) and 
structural transformation visible 
37 
9 (1-20) <210> 
Structural transformation with 
high degree of sub-surface damage 
28 
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6.3.4 Analysis of dislocations  
 
In this work, the DXA algorithm is used to identify dislocation lines and to determine 
their Burgers vectors, which are tabulated in table 6-6. Few cases where major 
dislocations were identified are shown in figure 6-10 in conjunction with figure 6-9. 
These snapshots provide useful information e.g. nature of the deformation of 3C-SiC, 
topography of the machined surface, regions of sub-surface damage, occurrence of 
cleavage through identification of cleaved crystallites and dislocations with quantitative 
details of the Burgers vector. Burgers vector is the most important characteristic feature 
of a dislocation, which defines the nature and magnitude of slip. This could in turn help 
to trace the occurrence of glide/shuffle mechanisms which could help in assessment of 
their contribution in governing the observed ductility in 3C-SiC as has been reported by 
some authors [211, 243, 248]. 
A complex interplay of crystal orientation, cutting speed, uncut chip thickness, cutting 
edge radius are known to influence the machining outcome even when the machining is 
carried out in a controlled environment. Hence, an alteration in these parameters during 
the course of machining may influence the activity of dislocation nucleation, making it 
somewhat a stochastic process in the context of nanometric cutting. This could 
potentially be considered as one of the reasons that the dislocations captured in the 
current work differs from another recent work [267]. However, in its current form, 
dislocation analysis provides substantial amount of information. For example, in case 4 
and case 6 no dislocation event was identified suggesting that the observed ductility in 
3C-SiC during nanometric cutting on these crystal setups was solely due to structural 
transformation of the cutting chips. Similarly, the volume of cleavage on (111) 
orientation was observed to be far higher in comparison to other crystal setups which is 
indicative of the fact that cleavage is dominant in 3C-SiC on this orientation irrespective 
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of the cutting direction. One important information from precision engineering 
perspective is that the machined surface in Case 1, Case 4 and Case 6 appears to be 
smoother compared to other combinations of cutting orientation and cutting directions. 
These setups can thus be classed as amenable cutting setups to cut 3C-SiC. The Burgers 
vector of the observed dislocations in all cases was captured as shown. However, the 
observed dislocations were of sufficiently smaller length to cause any glide or shuffle in 
3C-SiC. Hence, the ductility observed was not on account of these dislocations but was 
an outcome of the structural transformation of 3C-SiC. 
Table 6-6: Identified Burgers vectors 
Crystal 
setup 
Crystal 
orientation 
Cutting 
direction 
Burgers vector 
1 (111) <-110> 
½<110> (in the cleaved crystallite) and not in 
the workpiece 
2 (111) <-211> No dislocations 
3 (110) <-110> ½<110> 
4 (110) <001> No dislocations  
5 (001) <-110> 
A stacking fault and a partial dislocation (with 
unknown Burgers vectors) was observed 
6 (001) <100> No dislocations 
7 (11-2) <1-10> ½<121> 
8 (110) <-11-2> 
½<110> forming junctions with some ½<112> 
and ½<303> dislocation segments 
9 (1-20) <210> <100> 
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(a) Crystal setup 3: Crystal orientation (110) cutting direction<-110> 
 
 
(b) Crystal setup 5: Crystal orientation (001) cutting direction<-110> 
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(c) Crystal setup 8: Crystal orientation (110) cutting direction<-11-2> 
 
(d) Crystal setup 9: Crystal orientation (1-20) cutting direction<210> 
 
Figure 6-10: Output of the DXA algorithm showing dislocations during nanometric 
cutting of 3C-SiC in selected combinations of crystal orientation and cutting directions. 
The geometric boundaries of 3C-SiC and diamond crystallites are shown, while the 
geometric boundaries of the disordered phase are not visible in these visualizations. 
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A quantitative measure of the simulation results such as thrust forces (Fy or Ft), 
tangential cutting forces (Fx or Fc), resultant forces and coefficient of kinetic friction 
(Fc/Ft) are tabulated in table 6-7 which are plotted in figure 6-11 for comparison 
purposes.  
 
(a)       (b) 
 
(c)       (d) 
Figure 6-11: Variation in cutting forces and friction coefficients 
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Table 6-7: Percentage variation in the machining forces and friction coefficient 
 
Crystal 
orientation 
111* 111* 110 110 001 001 11-2 110 1-20 % 
anisotropy 
variation  
Cutting 
direction 
-110 -211 -110 001 -110 100 1-10 -11-2 210 
Average 
thrust 
force (Ft) 
nN 
Set 
1  
1484 1772 2098 1328 1679 1250 1661 2081 1667 40.4% 
Set  
2  
1279 1616 1936 1531 1730 1070 1759 1801 1607 44.73% 
Average 
cutting 
force (Fc) 
nN 
Set 
1  
1114 1176 1223 850 1117 885 1099 1225 1097 30.61% 
Set 
2  
1194 1389 1285 1004 1316 1066 1198 1316 1282 23.71% 
Average 
resultant 
force 
nN 
Set 
1  
1855 2126 2428 1576 2016 1531 1991 2414 1995 36.94% 
Set 
2  
1749 2130 2323 1830 2185 1510 2128 2230 2055 35% 
Coefficient 
of kinetic 
friction 
(Fc/Ft) 
Set 
1  
0.75 0.66 0.58 0.64 0.67 0.7 0.66 0.588 0.658 17.14% 
Set 
2  
0.9 3 0.86 0.65 0.65 0.77 0.996 0.681 0.73 0.79 34.73% 
 
*Mechanism of material removal on (111) plane was cleavage/fracture dominant which is the 
reason that whenever fracture occurs the cutting forces dropped and appears to be lower here. 
Therefore, machining outcomes on (111) crystal orientation were not considered in the 
calculation of anisotropy. 
 
 
Although different d/r ratio, different tool rake angle and different cutting speeds were 
used in the two trials, the trend of the variation and the extent of variation in the plots 
shown in figure 6-11 were eventually found to exhibit the same pattern. As evident, the 
 153 
 
thrust forces were found to be maximum for the crystal setup (110) <-110> while 
minimum for (001) <100>. From these values, the extent of anisotropic variation in the 
thrust forces was observed to be around 45%. Similarly, the tangential cutting forces 
were found to vary by 30% whereas the resultant force showed the extent of anisotropy 
of up to 37%. Contrary to the similar variation of the machining forces in both trials, 
friction coefficient showed significant variation. For example, a small variation in the 
friction anisotropy of upto 17% was noticed for high cutting speed of 10 m/sec and d/r 
ratio of 0.57 in contrast to a variation of friction anisotropy of upto 35% at a low cutting 
speed of 4 m/sec and d/r ratio of 1. The former part of the figure 6-12 shows the 
variation in the peak temperature of the workpiece with respect to the change in crystal 
setup and the latter part of the figure 6-12 shows the variation in the average of the peak 
temperature of the atoms in the cutting edge radius of the tool. It can be seen from a 
comparison of both these figures that the trend of the plot in both simulation trials is 
quite similar. It is further evident from former part of figure 6-12 that the local 
temperature in the workpiece rose upto 2000-2200 K when the cutting was performed 
on (111) crystal orientation. It is noteworthy to refer to the earlier discussions on the 
occurrence of cleavage on (111) crystal orientation. An occurrence of cleavage releases 
a tremendous amount of elastic energy in the form of heat which gets transmitted both 
to the workpiece and to the cutting tool. Consequently, the local temperature of the 
workpiece in this particular case increases to about 2200 K while cutting tool edge 
temperature increases to around 520 K observed while cutting on the (111) orientation. 
Interestingly, strength of materials having large ratio of covalent bonding do not get 
effected at elevated temperatures as much as ionic bonded materials [268]. This is also 
the reason why SiC exhibits lower coefficient of thermal expansion and high thermal 
conductivity. The ratio of covalent to ionic bonding in SiC is about 1:9 which justifies 
that it is the concentrated shear rather than the adiabatic shear which drives ductility in 
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SiC during its nanometric cutting [212]. Along the easy cutting directions, the 
temperature rise in the workpiece was only upto 600K. Also, during cutting on easy 
cutting directions i.e. case 4 and case 6 least temperature on the cutting tool was 
observed whereas case 3, case 5 and case 8 showed a somewhat higher temperature on 
cutting tool and workpiece.   
 
Figure 6-12: Variation in the temperature in the machining zone 
 
 
 
 
Figure 6-13: Variation in the von Mises stresses 
 
* Mechanism of material removal on (111) plane was cleavage/fracture dominant which is the 
reason that the cleavage energy gets transformed to cutting heat and is apparent from the results. 
+
 reflects stress concentration responsible for the occurrence of cleavage 
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Table 6-8: Percentage variation in temperature and stresses while cutting 3C-SiC 
 
Crystal orientation 111* 111* 110 110 001 001 11-2 110 1-20 
Cutting direction -110 -211 -110 001 -110 100 1-10 -11-2 210 
von Mises 
stress in the 
machining 
zone of the 
workpiece 
(GPa) 
Set 
1  
100 112
+
 110 65 78 85 89 110
+
 94 
Set 
2  
110
+
 96 101 58 90 74 62 86 77 
von Mises 
stress on the 
cutting edge 
of the 
diamond tool 
Set 
1  
343 350 380 322 343 300 322 354 355 
Set 
2  
400 419 386 386 412 325 337 380 388 
Average 
temperature in 
the machining 
zone of the 
workpiece 
(Kelvin) 
Set 
1  
1247 2102 962 675 973 648 1277 1127 992 
Set 
2  
2227 1119 715 529 896 553 708 921 699 
Average 
temperature 
on the cutting 
edge of the 
tool (Kelvin) 
Set 
1  
466 526 477 398 471 397 453 494 467 
Set 
2  
529 499 444 389 576 360 415 484 416 
 
 
Figure 6-13 in conjunction with table 6-8 shows the variation in the von Mises stresses 
in the machining zone. A high magnitude of von Mises stress of upto 112 GPa can be 
seen when cutting was performed on (111) orientation unlike case 4 (easy cutting 
direction) where this magnitude was only upto 58 GPa. Thus, it appears that it is the 
high stress concentration that is responsible for the occurrence of cleavage on (111) 
crystal orientation. Knowhow of stress state on the cutting tool is very promising 
information. In this context, machining stresses that acted on the cutting tool during 
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nanometric cutting of 3C-SiC on crystal setups (110) <001> and (001) <100> were 
found minimum and were of similar magnitude. In common with 3C-SiC, these two 
crystal setups are once again known to be soft cutting directions for easy material 
removal in diamond. The automated dislocation algorithm (DXA) showed no sign of 
dislocations while machining on (001) <100> and (110) <001> setups whereas multiple 
number of dislocations were observed on another crystal setups, although they were not 
found responsible to bring ductility in 3C-SiC via glide/shuffle mechanisms. 
 
6.4 MD Simulation of polymorphs of SiC  
Table 6-9: Process variables used for MD simulation model 
 
Workpiece material Number of 
atoms in the 
workpiece 
Number of atoms 
in the diamond 
cutting tool 
3C-SiC ( 14.2624 nm × 4.6353 nm × 4.2787 nm) 28600 21192 
6H-SiC ( 14.2624 nm × 4.6353 nm × 5.1347 nm) 31999 25607 
4H-SiC ( 14.2624 nm × 4.6353 nm × 3.92216 nm) 27360 19426 
Silicon ( 14.2624 nm × 4.6353 nm × 4.2787 nm) 14840 21192 
Equilibrium lattice parameters used for the workpiece(Å)  
a= b=c= 4.321                ; α = β= γ= 90° 3C-SiC 
a= b=3.07; c=14.26    ; α = β= 90°   ;  γ= 120° 6H-SiC 
a= b=3.07; c= 9.856     ; α = β= 90°  ;  γ= 120° 4H-SiC 
a= b=c= 5.432              ; α = β= γ= 90° Silicon 
Crystal orientation of diamond tool Cubic 
Crystal orientation of workpiece (010) 
Cutting direction <100> 
Cutting edge radius (nm) 2.2974  
Uncut chip thickness / in-feed (nm) 1.3128 
Cutting tool rake and clearance angle -25° and 10° 
Equilibration temperature 300 Kelvin 
Cutting velocity 100 m/s 
Timestep 0.5 femtoseconds 
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This section covers observations and discussion of the significance of the MD 
simulations results of major polymorphs of SiC by comparing the cutting forces, cutting 
hardness, chip morphology, workpiece deformation, temperature in the cutting zone 
and, finally, the tool wear. The simulation parameters used for the evaluation of the 
performance of the nanometric cutting of the various polytypes of silicon carbide are 
listed below in table 6-9. Figure 6-14 shows schematically the orientation of the 
components of cutting force acting on the tool. The “tangential cutting force” (Fc) acts 
in the x direction, the “thrust force” (Ft) acts in the y direction and Fz acts in the 
direction orthogonal to the X and Y planes.  
 
Figure 6-14: Cutting forces during nanometric cutting 
 
(a) Evolution of thrust forces 
 158 
 
 
(b) Evolution of tangential cutting forces 
Figure 6-15: Comparison of thrust and tangential cutting forces  
 
A comparison of the main components (thrust and tangential cutting forces) for 6H-SiC, 
4H-SiC, 3C-SiC and silicon is shown in figure 6-15. It can be seen from figure 6-15 that 
the magnitudes of the forces are significantly higher for all polytypes of SiC compared 
to silicon and, as with the thrust force (Fy), the highest in magnitude is for 3C-SiC, 
followed by 4H-SiC and 6H-SiC respectively. The magnitudes of Fx were however, 
found to be in a different order, the highest being for 3C-SiC, followed by 6H-SiC and 
4H-SiC. Figure 6-16 shows an individual comparison of the thrust and cutting force 
development. It seems that in the current configuration, Fc is higher than Ft for 
machining silicon, whereas the reverse is the case for SiC polytypes.  
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(a) 3C-SiC    (c) 4H-SiC 
 
(b) 6H-SiC              (d) Silicon 
Figure 6-16: Comparison of forces on individual material during nanometric cutting 
 
In conventional cutting, the dominance of cutting forces over thrust forces is attributed 
to the large shear plane area which results from a decrease in the shear angle. Patten et 
al. [153] have demonstrated that an increase in the negative tool rake angle increases the 
thrust force compared to the tangential cutting force. It is of further interest to note that 
higher cutting forces were observed while cutting 6H-SiC with a tool having a negative 
rake angle of -45° [119]. However, the cutting tool deployed in that study had a very 
large clearance angle (40°) and hence it experienced lower thrust forces than cutting 
forces. In the current case, neither thrust force nor cutting force seems to be a clear 
criterion to assess the relative machinability of the material. This difficulty in the 
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evaluation of the machinability can, however, be overcome using the “cutting hardness” 
which appears to be a new and novel quantitative indicator of the cutting resistance of a 
material irrespective of the machining parameters, expressed as follows: 
bdl
FcFt 22
removed material of Volume
 forceResultant 
   Hardness Cutting Average

    6-1 
where Ft and Fc are the thrust and tangential cutting forces, respectively, b is the width 
or depth of cut, d is the uncut chip thickness and l is the length of cut. The evolutions of 
cutting hardness for 3C-SiC, 4H-SiC, 6H-SiC are shown in figure 6-17, compared with 
the reference material, silicon. 
 
Figure 6-17: Cutting hardness of various polytypes of SiC compared with silicon [260] 
 
The average values of cutting hardness over the 10 nm tool advancement for silicon, 
3C-SiC, 6H-SiC and 4H-SiC were found as 9.1, 26.4, 19.2 and 25.5 respectively, so 3C-
SiC offered the highest cutting resistance (~2.9 times that of silicon) followed by 4H-
SiC (~2.8 times silicon) and 6H-SiC (~2.1 times silicon). The ratio of transition pressure 
and cutting hardness were found to be 2.25, 2.15, 1.75 and 1.42 for 6H-SiC, 3C-SiC, 
 161 
 
4H-SiC and silicon respectively. A study made during the 1970s reported this ratio in 
carborundum as 1.6952 which looks in reasonable agreement with the value of 1.75 
obtained for 4H-SiC. Figure 6-18 shows the average rise in the temperature of cutting 
edge of the tool and on the workpiece as the tool moves through each of the workpiece 
materials.  
 
Figure 6-18: Comparison of temperature evolutions during nanometric cutting 
 
3C-SiC showed the highest temperatures both on the cutting edge and the workpiece 
followed by 4H-SiC, 6H-SiC and silicon, so that all polytypes of SiC result in higher 
cutting temperatures than single crystal silicon. A high temperature in the cutting zone 
reduces the life of diamond tools [269] as it reduces hardness through graphitization of 
the diamond, a process which is accelerated further in the presence of properly directed 
shear stresses [252]. This mechanism can be supported by the analysis of radial 
distribution function, as discussed in the next section. High temperature is of course 
known to compromise the life of diamond tools, and an appropriate coolant may help to 
ameliorate this and provide improved surface roughness as well [270-271]. 
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6.5 Sub-surface crystal lattice deformed layer depth and residual stresses 
 
The depth of the sub-surface crystal lattice deformed layer is very critical information 
required at each step of the manufacturing process. The machined surface (typically up 
to a depth of 50 nm in silicon) obtained after the diamond turning differs from the 
pristine material due to the effects of the residual stresses and high temperature in the 
localized cutting zone. Severe plastic deformation compounded with high temperature 
and pressure underneath the cutting tool results in alteration of the microstructure in the 
sub-surface of the machined component. Depending upon the characteristics of the sub-
surface, this may influence the component life by its effect on service life, fatigue and 
creep. Therefore, it usually requires a post machining operation such as chemical 
etching or chemo-mechanical polishing process to remove such deformed lattice layer 
depth induced by the mechanical micromachining process [83]. A good combination of 
machining parameters, crystal orientation and cutting direction can help to reduce this 
deformed layer depth and offset the time and the cost associated with such secondary 
post-machining fine finishing processes. 
Monnoye et al. [272] has cited that different experimental methods e.g. Normarski 
observation, transmission electron microscopy, Rutherford backscattering, photon 
backscattering, KOH etching, Raman scattering and even positron annihilation have 
been used to identify the sub-surface deformation layer depth but it is too complicated 
to trace the details of sub-surface deformation using experimental methods. Since all the 
machining parameters in the MD simulation can be maintained at a same level, a 
measure of the sub-surface deformation can provide a useful index. This can help to 
understand if a specific material is apt to undergo large deformations irrespective of the 
machining parameter employed. On an experimental side, Raman peak in the current 
work is also found to be yet another convenient and quick way to measure residual 
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stresses. For example, a freshly polished diamond tool was examined using a digital 
microscope which was then examined using Raman spectroscopy, the results of which 
are shown in figure 6-19 and figure 6-20 respectively. 
 
Figure 6-19: Examination of the cutting edge of a diamond tool using digital 
microscope at 150 X Zoom (Keyence- VHX-500F) 
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Figure 6-20: Raman analysis of a freshly prepared diamond cutting tool  
 
As can be seen from the figure 6-19, the cutting edge of the freshly prepared diamond 
tool was finished smoothly. The corresponding Raman peak for a freshly prepared 
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diamond tool (residual stress free) is accordingly expected to show the peak at          
1332 cm
-1
. However, as shown in figure 6-20, the Raman peak during experimental 
measurement was found to be shifted towards right side i.e. at 1336 cm
-1 
signifying the 
existence of the compressive residual stresses on the edge of the cutting tool. A shift of 
this peak on the left hand side would have meant the existence of tensile residual 
stresses. With this information, a simple mathematical equation may be applied to 
quantify the extent of the residual stresses: 
P43.00   6-2 
P43.013321336   6-3 
where ω is the actual Raman peak obtained from the experiment, ω0 is the ideal Raman 
peak of the stress free diamond and P is the residual stress in kbar in the material being 
analysed from the Raman analysis. Thus, the residual stress in the diamond cutting tool 
was estimated to be about 0.93 GPa. 
Lucca et al. [273] conducted experimental trials to investigate the depth of the 
subsurface damage during ultra precision machining of fine grain copper over the range 
of uncut chip thicknesses 0.01–10 mm. They suggested that the depth of the plastically 
deformed layer is strongly affected by the tool edge radius and was unaffected by the 
uncut chip thickness. In the current simulation, although both SiC and silicon show 
curly chip formation, the extent of this varies and the finished surface and subsurface 
obtained after machining differs significantly. The chip shapes in figure 6-21, 6-22,     
6-23 and 6-24 shows that chip formation has taken place in all four materials by 
deformation rather than fracture, i.e. that ductile-regime machining could be achieved in 
all four materials. 
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Figure 6-21: Sub-surface crystal lattice deformed layer depth and chip morphology of 
4H-SiC 
 
Figure 6-22: Sub-surface crystal lattice deformed layer depth and chip morphology of 
3C-SiC 
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Figure 6-23: Sub-surface crystal lattice deformed layer depth and chip morphology of 
6H-SiC 
 
Figure 6-24: Sub-surface crystal lattice deformed layer depth and chip morphology of 
silicon 
 
These figures also show an estimate of the sub-surface deformation depth below the 
uncut surface directly under the final tool position for all the polytypes of SiC and 
silicon. The quality of the finished surface (indicated by the deformed layer depth) 
appears to be the best on 4H-SiC, followed by 3C-SiC, silicon and, finally, 6H-SiC 
whose sub-surface is heavily distorted. This can be quantified by subtracting the uncut 
chip thickness from the estimated measurement, giving maximum sub-surface deformed 
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layer depths from the finished surface of 0.32 nm, 0.42 nm, 1.54 nm and 1.15 nm 
accounting for about 1.24, 1.32, 2.18 and 1.87 times the uncut chip thickness for 4H-
SiC, 3C-SiC, 6H-SiC and silicon, respectively. Whereas the nanometric cutting and 
nano-indentation differs, the sub-surface deformation measured experimentally during 
nano-indentation on 6H-SiC, found to be 2.5 times of the maximum indentation depth 
[246] provides further evidence that 6H-SiC is apt to undergo large sub-surface 
deformations during contact loading. To further confirm these findings, the critical 
crack length, which is dependent on the fracture toughness and hardness of the SiC 
workpiece has been calculated as shown in table 6-10. 
Table 6-10: Calculation of critical crack length [31, 34] 
 
S.No. Material 
Fracture Toughness 
(MPa.m
1/2
) 
 
Hardness 
(GPa) 
 
Critical crack length (micron)  







2
2
120*
H
K
c c  
1. 3C-SiC 2.02 26.4 0.7025 
2. 4H-SiC 1.9 25.5 0.6667 
3. 6H-SiC 1.9 19.2 1.1751 
4. Silicon 0.9 9.1 1.1737 
 
Amongst the other polytypes, 3C-SiC has the maximum fracture toughness and 
maximum hardness while 6H-SiC has the least hardness and shares the same fracture 
toughness as 4H-SiC. The ductile regime machining model [22] assumes that fracture 
damage starts at a critical chip thickness so that smaller critical crack lengths are 
desirable in order that a crack free machined surface is obtained making 4H-SiC the 
preferred choice over other polytypes for SPDT. Thus, both MD and the ductile regime 
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machining model suggest that 6H-SiC give the poorest and 4H-SiC the best sub-surface 
conditions.  
 
6.6 Difference in machining of single crystal and polycrystalline SiC 
 
Unlike machining single crystal semiconductors, Yan et al. [121] found that the reaction 
bonded SiC (RB-SiC) do not undergo any phase transformation during its SPDT. They 
further highlighted that the machined surface roughness on RB-SiC was significantly 
high. Quite similar to this observation was the outcome of the study of Patten and co 
workers who have observed very high machined surface roughness while machining 
3C-CVD-SiC [120]. Both these materials, i.e. CVD-SiC and RB-SiC share one common 
credential that these are polycrystalline materials while most of the observations stated 
earlier are valid only for single crystal materials. This raises a key question on how the 
mechanism of chip formation changes while machining a polycrystalline material. To 
answer this question, an MD simulation model for the nanometric cutting of 
polycrystalline sample SiC workpiece with a cutting speed of 5 m/s, uncut chip 
thickness of 1.31 nm, negative rake diamond tool having cutting edge radius of 2.3 nm 
and total included angle as 105° was developed [274]. Figure 6-25 and figure 6-26 
shows a comparison of the responses of single crystal (SC) 3C-SiC and polycrystalline 
(PC) 3C-SiC before and during the nanometric cutting process. 
 
 (a) Snapshot of SC-3C-SiC  (b) Snapshot of sample PC-3C-SiC 
Figure 6-25: Snapshot from simulation after equilibration of both the SiC workpiece 
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Figure 6-26: Snapshot from simulation showing response of SiC workpiece during 
cutting 
 
As evident from figure 6-26, the absence of grain boundaries causes tremendous lattice 
distortion which is responsible for the structural transformation of the cutting chips in 
single crystal SiC. Such phase transformations are, however, obstructed by the presence 
of grain boundaries during machining of polycrystalline workpiece such as RB-SiC. In 
an RB-SiC workpiece, the grains of SiC are oriented along different crystal orientations. 
Since grain orientation changes from one crystal to another in polycrystalline SiC, the 
cutting tool experiences work material with different crystallographic orientations and 
directions of cutting. Thus, some of the grain boundaries cause the individual grains to 
slide along the easy cleavage direction. This causes the build-up of stresses at the grain 
boundaries. Consequently, the cutting chips in RB-SiC are not deformed by plastic 
deformation alone rather a combination of the phase transformation at the grain 
boundaries and the slip of the grains both precede in tandem. This is the reason that 
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silicon bonds underwent amorphization while no phase transformation of 6H-SiC grains 
was observed during diamond turning of RB-SiC [121]. 
Since the occurence of cleavage in polycrystalline SiC occurs in a random manner 
depending on the ease of lowest cleavage energy offered by a particular grain, this 
explains the observation of slightly higher surface roughness in a polycrystalline 
material than that in a single crystal material. This has been schematically presented in 
figure 6-27. 
 
Figure 6-27: Effect of grain boundaries on the nanometric cutting of SiC [121] 
 
Also, the average specific cutting energy for both the configurations was computed. 
Specific energy is defined as a ratio of the work performed (cutting force × distance 
travelled) by the cutting tool to the volume of material removed. The value obtained for 
polycrystalline 3C-SiC was found as 115 GPa which is relatively lower than the average 
specific cutting energy for single crystal 3C-SiC i.e. 150 GPa. This is for the fact that 
sliding along the easily cleavable direction in a non-uniform lattice will require least 
energy in comparison to cut a continuous and uniform crystal lattice on a relatively 
harder direction of cut. The above mechanism also explains that why RB-SiC [121] and 
CVD-3C-SiC [120], despite providing high surface roughness, were observed to be 
relatively more machinable than the single crystal SiC in the previous experiments. 
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6.7 Wear mechanism of diamond tools  
 
Wear of diamond tools is an undesirable problem in SPDT not only because of the 
replacement cost but also because of its spurious effects on the attainable machined 
surface finish. In-process degradation of the diamond tool due to wear may alter the 
tool–workpiece contact and hence the machining conditions which can cause a sudden 
transition of material removal mechanism from ductile mode to brittle fracture in the 
cutting region with consequent deterioration to machined surface finish. A good 
understanding of the wear mechanism is an essential step in identifying mitigation 
measures.  
An important explanation of periodic wear during diamond turning of RB-SiC has been 
provided by Zhang et al. [238] as shown in figure 6-28 and 6-29. They have stated that 
the wear marks on one side of the tool looked uniform and symmetrical. The wear lands 
were basically found to be fine microgrooves of uniform pitch and depth which were 
named as “periodical groove wear”. Their careful inspection of the worn tools revealed 
that the width of the microgroove was equal to the feed/revolution signifying that the 
groove wear is an outcome of the replication of the tool feed on the machined surface. 
This mechanism not only prevails in SiC but also on other nominal hard brittle materials 
as the region below the cutting region i.e. plowing region, plastic deformation and more 
specifically the rubbing region continue to undergo tremendous friction resistance with 
the workpiece. During this process, the feed marks of the tool are in resonance with the 
wear marks left on the cutting tool. 
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Figure 6-28: Schematic diagram of flank wear during SPDT [238] 
 
 
(a) New cutting tool         (b) Worn cutting tool with flank wear 
Figure 6-29: Schematic diagram of diamond turning [238] 
 
Despite this explanation, the basic cause of wear process which is vital for phenomenal 
understanding of tool wear is yet to be investigated. Current simulation results were 
used to gain insights on the tool wear during nanometric cutting of SiC. It is widely 
accepted that measurement of the variation in inter-atomic distance during machining 
simulations provides useful insights into the wear mechanism.  
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Figure 6-30: Radial distribution function of diamond tool before and during nanometric 
cutting of various polytypes of SiC 
 
For this purpose, the radial distribution function for diamond tool was plotted before 
and during the nanometric cutting as shown in figure 6-30. It can be seen that before 
cutting, the radial distribution function, g(r), has a peak at 1.54 Å which is the known 
bond length of diamond while a few bonds on the surface (dangling bonds) result in a 
small peak at 1.42 Å. During machining, with the progressive advancement of the tool, 
this small peak continues to grow at the expense of the number of atoms with a bond 
length of 1.54 Å. This observation is common for all the polytypes of SiC but with 
varying magnitude. Thus, g(r) confirms sp
3
-sp
2
 transformation of the diamond tool 
during SPDT of all the major polytypes of SiC. Diamond also undergoes graphitization 
in addition to the formation of silicon carbide while machining silicon. The evolutions 
of the percentage wear of the cutting tools for all the cases are plotted and compared in 
figure 6-31.  
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Figure 6-31: A comparison of the percentage of atoms from the diamond tool deformed 
during nanometric cutting of silicon and various polytypes of SiC 
 
Figure 6-31 suggest that the most rapid wear will occur while cutting 3C-SiC and 4H-
SiC. Interestingly, 6H-SiC will show the least wear among the other polytypes of SiC, 
approaching that of silicon. The increasing order of wear seems reasonably in line with 
the fact that the cutting hardness of 3C-SiC and 4H-SiC were higher than 6H-SiC, 
although there is a significant drop to reach with the cutting hardness of silicon. 
Interestingly, the mechanism by which a diamond tool wears during the SPDT of SiC is 
somewhat similar to how it wears during the process of polishing of diamond with 
another diamond as shown in figure 6-32 [163]. 
 175 
 
  
sp
3
 - sp
2
 transition in SPDT              sp
3
-sp
2
 transition in polishing [163] 
Figure 6-32: Wear of diamond tool [125] 
 
6.8 Summary   
 
This chapter presents the simulation results obtained during the nanometric cutting of 
silicon carbide. A comprehensive list of results for the nanometric cutting of silicon 
carbide can be summarized as follows: 
1. sp3-sp2 transformation and consequent amorphization under the influence of 
high deviatoric stresses appears to be reason for the Herzfeld-Mott transition and 
consequent ductility in 3C-SiC during its ductile-regime machining. Crucially, 
the nature of bonding in nanocrystalline SiC can be altered by introducing non-
hydrostatic stress conditions which was previously thought to require much 
higher hydrostatic pressures. 
2. Experimentally known variations in the Young’s modulus on (100), (110) and 
(111) plane of 3C-SiC revealed anisotropic variation of up to 43.6%. Against this 
experimentally known anisotropy, the simulated thrust forces showed 
anisotropic variation of up to 44.73% while the resultant forces showed a 
variation of 36.94%.  
3. The material removal on (110) <001> crystal setup in 3C-SiC (soft scratching 
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direction of both 3C-SiC and diamond) was dominated by structural 
transformation without any cleavage causing the minimum sub-surface 
deformation comparing with other crystal setup combinations. The automated 
dislocation algorithm (DXA) helped to identify various dislocations and their 
respective Burgers vector. No sign of dislocations were observed while 
machining on (001) <100> and (110) <001> setups. Contrarily, multiple number 
of dislocations were observed on another crystal setups but were not found 
responsible to cause any glide or shuffle mechanism to result in ductility offered 
by 3C-SiC. 
4. Cleavage was observed to be a dominant mechanism of material removal on the 
(111) crystal orientation during nanometric cutting of 3C-SiC. An occurrence of 
cleavage was accompanied by an instant drop in the cutting forces and 
tremendous release of the elastic energy in the form of heat which eventually 
transmits both to the workpiece and the cutting tool. 
5. A reduced cutting velocity from 10 m/s to 4 m/s or an increase in the d/r ratio 
from 0.57 to 1 changed the mode of material removal mechanism from purely 
structural transformation to cleavage dominated during cutting on the 
(001)<100> crystal setup. 
6. A relatively new parameter, “cutting hardness” indicates that 3C-SiC (~2.9 times 
that of silicon) offers the highest cutting resistance followed by 4H-SiC (~2.8 
times that of silicon) and 6H-SiC (~ 2.1 times of silicon). Cutting temperatures 
on the tool and workpiece also indicated that 3C-SiC offered the most cutting 
resistance followed by 4H-SiC, 6H-SiC and silicon.  
7. Deformed chips were generated in all cases which indicate that ductile regime 
machining is possible on all polytypes of SiC. However, there was a significant 
variation in the indicated quality of the machined surfaces and the sub-surface 
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crystal lattice deformed layer depths. The simulations indicated that 4H-SiC 
would produce the best sub-surface integrity followed by 3C-SiC, silicon and 
6H-SiC. Thus, despite showing the lowest cutting resistance, 6H-SiC indicates 
the worst sub-surface integrity of all the polytypes studied. 
8. An overall analysis of the machining stresses, temperature in the machining 
zone and cutting forces obtained from the MD simulation suggested that the 
amenability of 3C-SiC of being cut in particular crystal setups can be tabulated 
as follows: 
Crystallographic 
planes 
Least amenable cutting 
directions 
More amenable cutting 
directions 
Cube (001) <-110> <100> 
Dodecahedron (110) <-11-2> <001> 
Octahedron (111) <-211> <-110> 
 
9. It has been shown that both chemically vapour deposited (CVD) SiC and 
reaction bonded (RB-SiC) are easier to machine than single crystal SiC. Since 
grain orientation changes from one crystal to another in polycrystalline SiC, the 
cutting tool experiences work material with different crystallographic 
orientations and directions of cutting. Thus, some of the grain boundaries cause 
the individual grains to cleave along the easy cleavage direction. This causes the 
build-up of stresses at the grain boundaries. Consequently, the cutting chips in 
RB-SiC are not deformed by plastic deformation alone rather a combination of 
the phase transformation at the grain boundaries and the slip of the grains both 
precede in tandem. Thus, RB-SiC involves a different mechanism of chip 
formation which is the reason why phase transformation of 6H-SiC grains was 
not found evident in a previous experimental study. 
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10. The RDF and coordination number measurement both indicated that the 
diamond cutting tool would graphitize due to abrasion against all the polytypes 
of SiC studied. While 3C-SiC and 4H-SiC indicated a high volume of wear, 6H-
SiC suggests intermediate tool wear but still somewhat higher than silicon. 
11. Considering all the above findings, it is reasonable to conclude that two of the 
polytypes may be suitable for SPDT, 4H-SiC offering the same cutting 
resistance as 3C-SiC but providing a better surface with less tool wear. However, 
6H-SiC offered about half the cutting resistance of 4H-SiC but generated a 
poorer machined surface finish and sub-surface integrity. Thus, the choice 
between 6H-SiC and 4H-SiC would be dictated by the trade-off between 
machined surface quality and cost considerations. 
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Chapter 7 - Experimental studies on the nanometre cutting of SiC 
7.1 Introduction  
 
MD simulation has provided phenomenal information on the atomistic insights on 
several discrete processes of nanometric cutting of hard brittle materials. However, 
there are still some technical problems which were not examined in the current 
investigation through MD. This is because either they are too complex to be 
investigated through MD or it is very time-consuming and costly to cover these 
problems using the MD simulation. Some of these processes yet to be examined are the 
upper-bound of the brittle-ductile transition in silicon carbide, identification of an 
appropriate coolant and practical examination of the attainable machined surface 
roughness on SiC under the given set of practical constraints. This chapter highlights 
some of the mathematical parameters in an attempt to use a scientific approach to 
perform an experimental study of SPDT on SiC. These calculations are non-trivial as 
they are meant to harness the theoretical trade-off between the ductile-regime and 
brittle-regime. Towards the end, using the advanced state-of-the-art experimental 
techniques, novel insights on the influence of the coolant on nanometric cutting 
mechanism and brittle-ductile transition in SiC is presented. Accordingly, following 
experimental trials were carried out to investigate these phenomena’s: 
 
 Nano-scratching trial on single crystal 6H-SiC wafer 
 Single point diamond turning trial on single crystal 6H-SiC wafer 
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7.2 Nanoscratching trials 
 
From the MD simulation, interfacial abrasion between SiC and diamond was found to 
cause the sp
3
-sp
2
 transition of diamond and consequent tool wear. Reduction in friction 
at the tool-workpiece contact could aid to minimize the tool wear. Therefore, four 
coolants were identified which are demonstrated to improve the tribological properties 
of diamond during its frictional contact [275]. Nanoscratching tests were carried out on 
single crystal 6H-SiC workpiece with a Hysitron TriboIndenter [276]. A three-sided 
pyramidal Berkovich Probe having a negative tool rake angle of 65.35°, clearance angle 
of 13° and cutting edge radius of 150 nm was employed. Load control (LC) feedback 
system with a constant normal load of 11,000 μN was used. 6H-SiC wafer with the 
orientation (001) of size 5×5×0.33 mm was used. Coolants used were graphite 
nanoparticles, copper nanoparticles, MoS2 nanoparticles and 3-amino propyl (diethoxyl) 
methyl silane [160]. Further description of the coolants used during the nano-scratching 
test is provided in table 7-1. 
Table 7-1: Details of the coolants (APS: Average particle size) 
 
S.No. Coolant Description Source for procurement 
1. 3-amino propyl (diethoxyl) 
methyl silane 
97% pure www.sigmaaldrich.com 
2 Graphite nanoparticles  99.9% pure,  
APS: 400nm - 1.2 um, 
US Research 
nanomaterials, Inc. 
3. Molybdenum disulphide 
(MoS2) nanoparticles 
99.5% pure,  
APS:1 um, powder 
MTI Corporation, USA 
4 Copper nanoparticles 99.9% pure,  
APS: 400 nm - 1.2 um, 
US Research 
nanomaterials, Inc. 
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Figure 7-1: Evolution of the tangential cutting forces with respect to time in the 
presence of various coolants tested during nanoscratching of 6H-SiC 
 
Since, load control feedback system was used, only tangential cutting force varied 
during the scratch process with respect to individual coolants. A comparison of these 
forces was plotted which is shown in figure 7-1. The plot indicates that the copper 
nanoparticles are the superior coolant on account of overall lower cutting forces and 
least fluctuations, which is in accordance with a recent experimental study, although 
carried out on RB-SiC workpiece [270]. 
 
7.3 Single point diamond turning trials 
 
The commerical realization of SPDT of SiC is still a long way off in reality [202]. 
Nevertheless, attempts to demonstrate technical feasibility and to explore the possibility 
of execution of single point diamond turning of SiC have already been initiated. Some 
of these early attempts are tabulated in table 7-2. 
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Table 7-2: Experimental trials reported so far on nanometric cutting of SiC 
 
S.No. Workpiece Reference Study 
Experimental 
outcome 
Coolant used 
1. RB-SiC Yan et al. [121] 
Ra : 23 nm (at high 
feed rate of 72 
μm/rev) 
Dry cutting 
2. RB-SiC Yan et al. [270] 
Ra: 14 nm; Rz: 300 
nm 
Grease of Cu 
nanoparticles 
3. 
3C-CVD 
SiC 
Ravindra et al. 
[120] 
Ra: 83 nm and Rz: 
530 nm  
 
Masterpolish 2 Final 
polishing suspension 
(contains alumina 
and colloidal silica 
with a pH~9)  
4. 6H-SiC 
Patten et al. [47, 
119, 277] 
Ra : Not specified Dry cutting 
5 6H-SiC Jacob et al. [278] 
Only a scratching test was performed to 
establish DBT depth which was found to be 
about 70 nm for 6H-SiC 
6 4H-SiC 
Ravindra et al. 
[122] 
Only a scratching test was performed to 
establish DBT depth which was found to be 
about 820 nm for 4H-SiC 
7 4H-SiC Shayan et al.[279] 
Laser assisted nano-scratching was done to 
observe the improvement in the 
machinability of SiC. 
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Table 7-2 suggests that 3C-CVD-SiC was machined up to an Ra value of 83 nm while 
using an alumina and silica based specialized coolant. Similarly, using a coolant of the 
copper nanoparticles in the form of a grease, SPDT succeeded to generate a very fine 
machined surface roughness of Ra value 14 nm on RB-SiC. This measure of the 
machined surface roughness however dropped to 23 nm while dry cutting. These 
observation suggests that coolant plays a key role in influencing the machined surface 
roughness during SPDT of SiC. Surprisingly, no surface roughness data has been 
reported while machining a single crystal SiC despite the fact that there are significant 
differences in the nature of bonding, microstructure, extent of plastic deformation and 
the numbers of slip systems between the single crystal and the polycrystalline SiC.  
Although, a polycrystalline SiC is relatively easier to machine than a single crystal SiC, 
but on the account of the differences highlighted above, a better machined surface finish 
on single crystal SiC can be anticipated. Therefore, the SPDT trial in the current work 
was restricted to the single crystal SiC (6H-type). The purpose of the experiment was to 
measure the attainable surface roughness on 6H-SiC in a single machining pass. During 
the trial, distilled water (pH value 7) was used as a preferred coolant as it was the one 
which significantly improved the tribological performance of the diamond during its 
abrasion with another diamond [275].  
 
7.3.1 Experimental setup  
 
SPDT trial was performed on an ultra precision diamond turning machine (Moore 
Nanotech 350 UPL). This machine tool has a liquid cooled air bearing spindle having 
motion error of less than 50 nm while its driving system resolution is up to 0.034 nm 
[197]. A major problem with SiC is its procurement. Table 7-3 provides a list of the 
major vendors across the globe for the procurement of the SiC wafer. 
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Table 7-3: Major manufacturers of SiC wafers/ films 
 
S.No. Manufacturer Contact/ Website Country 
1 Cree Research Inc. www.cree.com USA 
2 MTI Corporation http://mtixtl.com/ USA 
3 POCO Graphite www.poco.com USA 
4 Aymant Technology Inc. www.aymont.com USA 
5 Dow Corning www.dowcorning.com USA 
6 
Technologies and Devices 
International, Inc 
http://www.tdii.com 
USA 
7 
Glenn Research Centre, 
NASA 
http://www.grc.nasa.gov/WWW/Si
C/ 
USA 
8 CoorsTek  www.coorstek.com USA 
9  Boostec  jlavenac@boostec.com USA 
10 
Japan fine ceramics 
company limited 
s_ishii@japan-fc.co.jp 
Japan 
11 Hoya http://www.hoya.co.jp Japan 
12 Nipponsteel www.nsc.co.jp Japan 
13 Semiconductor Wafer Inc.  sales.europe@semiwafer.com Japan 
14 
PAM-Xiamen Power way 
advanced material Co. 
Ltd. 
sales@qualitymaterial.net / 
http://www.powerwaywafer.com China 
15 SiCrystal AG Peter.Sasahara@sicrystal.de Germany 
16 NOVASiC mmarsan@novasic.com France 
17 Norstel http://www.norstel.com Sweden 
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A snapshot of the total experimental assembly is shown in figure 7-2. A three-
component force dynamometer unit (Kistler 9257-B) was used for the measurement of 
the cutting forces. Both white light interferometer (Zygo NewView 5000) and form 
Talysurf surface profilometer (120L) were used to measure the machined surface 
roughness. Cutting tool was examined through a high magnification scanning electron 
microscope (SEM) (FIB- FEI Quanta 3D FEG).  
 
Figure 7-2: Experimental assembly for SPDT of SiC [280] 
 
The workpiece specimen used was N type-6H-SiC wafer of diameter 50 mm and 
thickness 5 mm with the crystal orientation (001). Prior to the SPDT experiment, SiC 
workpiece was examined for its flatness and the as received surface roughness (Ra) 
using a form Talysurf. The polished surface of the as received workpiece showed a flatness 
of 1.9 μm in terms of Peak-to-valley (PV) height while Ra was measured as 4.9 nm as per 
the measurements shown in figure 7-3 and figure 7-4. 
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Figure 7-3: Flatness of the as received wafer (PV = 1.9 μm) through form Talysurf 
 
Figure 7-4: Surface roughness of the as received polished wafer (Ra = 4.9 nm) 
measured through form Talysurf 
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Figure 7-5: SEM image of the freshly procured diamond tool 
 
Normally, round nose cutting tools and low feed rates are preferred while machining 
brittle materials in order to obtain a good machined surface. This experimental study 
also adapted a round nose cutting tool. Single crystal diamond cutting tool (cubic 
orientation) having a negative rake angle of 25°, tool nose radius of 2 mm and clearance 
angle of 10° was used. No wear marks either on the flank or the rake faces of the cutting 
tool were observed on the tool received from Contour Fine Tooling Limited, UK. This 
was confirmed through the SEM examination of the cutting tool before the experiment 
as shown in figure 7-5. The machining parameters used in this study were calculated by 
combining the experimental variables and empirically known relations as shown in table 
7-4 and table 7-5. 
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Table 7-4: Critical properties of 6H-SiC 
S.NO. Material properties Unit of 
measurement  
Values 
 Fracture Toughness (Kc) MPa.m
1/2
 1.9 
 Hardness (H) GPa 22 
 Elastic Modulus (E) GPa 347.01 
1 Critical Crack Length  
2
2
120
H
K
Y cc 
 
µm 0.895 
2 Critical Chip Thickness 
2
15.0 






H
K
H
E
d cc
 
µm 0.01764 
 
Table 7-5: Machining parameters 
S.NO. Parameters Unit of 
measurement  
Values 
1 Tool nose radius of diamond tool (R) µm 2000 
2 Cutting edge radius of the diamond tool nm 57.4 
3 Diameter of workpiece (D) mm 50 
4 Cutting speed (V) m/s 1 
4 Maximum Feed Rate 
)(2
max
cc
c
yd
R
df

   
Note: Value of dc and yc are taken from 
above table (Refer Appendices) 
(µm/rev) 0.61 ~ say 0.65 
5 Maximum critical depth of cut for 6H-
SiC (d) 
nm 70 [278] 
6 Spindle speed 
D
V
N



1000
 
RPM 382  
7 Maximum critical chip thickness  
When 22 dRdf  , where R>>f, 
R>>d and R is in mm. 
R
d
ft
2
max     
 
nm 
 
5.438 
8 Coolant pH value 7 Distilled water 
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7.3.2 Experimental observation of brittle-ductile transition in 6H-SiC  
 
A DXR Raman microscope developed by Thermo Scientific Limited was used to obtain 
an image shown in figure 7-6 taken from an uncut shoulder of 6H-SiC. Figure 7-6 
clearly shows the occurrence of brittle–ductile transition. The measurement results are 
in accordance with the results predicted from the ductile-regime machining model         
(Zeff ~100 μm) in 6H-SiC.  
 
Figure 7-6: Measured uncut shoulder of diamond turned 6H-SiC using a DXR Raman 
microscope 
Similar to other classes of brittle materials i.e. silicon and germanium, the occurrence of 
brittle–ductile transition was thus found to occur in 6H-SiC as well. Scattergood et al. 
[23] derived a mathematical equation to correlate the critical chip thickness with respect 
to the nose radius of the cutting tool and the length of the brittle-ductile transition as: 
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nm
m
m
R
Zeff
dc 25
2000
50



   7-1 
Against, this experimental value of 25 nm, the predicted value of critical undeformed 
chip thickness in 6H-SiC was about 17.64 nm (obtained through the empirical equations 
shown in table 7-4). Both values were found to be in fairly close agreement with each 
other. An interesting fact to be noted here is that the critical depth of cut for 6H-SiC is 
only 70 nm [25] in contrast to the critical depth of cut of another polytype of SiC e.g. 
4H-SiC where this depth was obtained as 820 nm [32]. This observation suggests that 
the material removal rate (MRR) under the same ductile-regime machining conditions 
would be significantly higher in 4H-SiC in comparison to 6H-SiC. However, a trade-off 
among the quality of the finished surface, sub-surface deformation lattice layer depth, 
tool wear and machining efficiency would dictate a better choice between these two 
polytypes of SiC.  
 
7.3.3 Cutting forces and surface roughness measurement 
 
Figure 7-7: Experimental cutting forces measured during SPDT of single crystal 6H-SiC  
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The evolution of the cutting forces over the period of 2 seconds is presented in figure   
7-7. It is evident from the figure 7-7 that the thrust forces were almost 4 times higher 
than the tangential cutting forces. This could be attributed to the use of high negative 
tool rake angle which is central to any SPDT operation of brittle materials. It is of 
interest to note that a MD simulation study reported that the dominance of thrust forces 
over the tangential cutting forces is a necessary requirement to execute ductile-regime 
machining on brittle materials [56]. While this looks in accordance with the current 
experimental trial on single crystal 6H-SiC, this is not the case observed in similar 
nanoscale friction based studies where the cutting forces were found dominant over the 
thrust forces [260, 281]. Therefore, this is an area of investigation yet to be researched. 
Furthermore, in contrast to machining silicon [154], both the tangential cutting forces 
and the thrust forces were found significantly high during SPDT of 6H-SiC. It suggests 
that the cutting resistance of 6H-SiC is significantly higher than silicon [260]. 
Figure 7-8 and figure 7-9 show measured machined surface roughness on 6H-SiC 
during the first kilometre of cutting length. The Ra value obtained through a Form 
Talysurf (120L) was found as 9.2 nm while a white light interferometer (Zygo 
NewView 5000) reveals a surface roughness value of 10 nm. 
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Figure 7-8: A 2D profile of the machined surface of 6H-SiC measured by a Form 
Talysurf (120L) profiler 
 
 
Figure 7-9: A 2D profile of the machined surface of 6H-SiC measured by a white light 
interferometer (Zygo Newview 5000) 
 
Comparing the experimental value of Ra obtained in this work with the previously 
reported Ra values, it confirms that single crystal SiC provides a better measure of Ra 
value than the polycrystalline SiC. It is also now known that wavelengths in the IR 
spectral region are longer than those of the visible region, hence, surface roughness 
specifications are not very stringent for visible components [282]. The surface 
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roughness measurement on 6H-SiC obtained in the current work demonstrates that 
SPDT could be a viable option to generate nano-smooth nano-structured surfaces on 
SiC for the purpose of visible optics. 
 
7.3.4 Tool wear 
 
 
(a) magnified view of the tool before cutting       (b) magnified view after cutting 1 km 
 
Figure 7-10: SEM image of the diamond cutting tool  
 
Magnified 
view 
6H-SiC chip 
debris 
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Unlike silicon, SiC is chemically inert and therefore the influence of tribochemistry to 
influence the wear of the diamond tool becomes negligible. However, abrasive wear is 
apt to occur during the tribological contact of diamond and SiC as seen from the MD 
simulation. Figure 7-10 shows the SEM image of the cutting tool after a cutting length 
of 1 km.  In the comparison, though the SEM snapshots are taken at different scales i.e. 
20 micron and 10 micron but the outcome of the result is not sensitive to these scales. 
To evaluate the performance of the cutting tool on the same scale, a magnified view of 
the fresh tool and the used tool is compared in the bottom part of figure 7-10. It can be 
seen that before cutting, the cutting edge was extremely sharp and both tool flank face 
and tool rake face were prepared very fine without any visible marks on the edge radius 
of the surface of the cutting tool. After 1 km length of cutting, the tool started to show 
wear marks on the flank face. Consequently, the edge radius started to lose its sharpness 
while recession of the cutting edge is also visible in some areas. An interesting 
observation however was that the cutting chips were observed to cling to the tool rake 
face despite of using liquid coolant. The clinging of cutting chips to the rake face of the 
cutting tool suggests the existence of very high stress and high temperature in the 
cutting zone during machining of SiC confirming the observations of the MD 
simulation.  
 
7.4 Summary   
 
This chapter presents the experimental results obtained from the nanometric cutting of 
single crystal silicon carbide. These results can be summarized as follows: 
1. Out of the four coolants i.e. graphite nanoparticles, copper nanoparticles, MoS2 
nanoparticles and 3-amino propyl (diethoxyl) methyl silane, it was found that 
the copper nanoparticles provide superior performance. 
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2. Using the proposed mathematical parameters, single crystal 6H-SiC was 
successfully diamond turned using a specific coolant of distilled water with pH 
value of 7 and an undeformed critical chip thickness of 25 nm was obtained. An 
average value of machined surface roughness 9.2 nm was also obtained, making 
SPDT as a feasible option to generate visible range optics on single crystal SiC 
in a single pass, albeit, for smaller cutting distances. 
3. The occurrence of brittle-ductile transition was captured through a state-of-the-
art DXR Raman microscope. The cutting forces during SPDT of 6H-SiC were 
found significantly higher than silicon i.e. they were almost two and half times 
in the magnitude of cutting forces while machining single crystal silicon. Also, 
the thrust forces were almost four times of the tangential cutting forces which 
are attributed to the use of high negative tool rake angle. 
4. The microscopic measurement results of 6H-SiC workpiece reveals that the 
mechanism for material removal in single crystal 6H-SiC involves ductile 
deformation and brittle fracture, in accordance with the ductile-regime 
machining model proposed long back in 1990s. 
5. Significant wear marks on the tool cutting edge and clinging of the cutting 
chips/debris were observed despite the usage of liquid coolant. 
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Chapter 8 - MD simulation study of a novel approach to machine SiC 
8.1 Introduction  
 
In this chapter a novel approach of machining named “Surface defect machining” 
(SDM) method is explained. Inspired by the MD simulations and experimental studies 
described in the previous chapters, SDM method has been successfully demonstrated on 
the hard turning of steel [283]. The aim of this chapter is to assess the effectiveness of 
the proposed SDM method in order to conduct a preliminary feasibility study to cut SiC 
at the atomic scale and compare this with micro-laser assisted machining (µ-LAM) of 
SiC at 1200 K and normal nanometric cutting at 300 K. In the subsequent sections, this 
chapter provides theoretical and simulation aspects of the SDM method while cutting 
single crystal 3C-SiC. 
 
8.2 Description of the surface defect machining method 
 
In the past, micro-laser assisted machining (µ-LAM) has been proposed as an efficient 
method to improve the machinability of SiC [279]. During µ-LAM, workpiece is 
preferentially heated and thermally softened
 
at
 
the tool-workpiece interface in order to 
reduce the hardness to improve the machinability of the workpiece. Similar to this 
method, various other methods for improved tribological response of the workpiece to 
make them amenable to diamond turning have been suggested over the period of time, a 
glance of which is shown in table 8-1. All these modifications have essentially helped in 
obtaining the longevity of the cutting tool and improved surface finish of the product. 
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Table 8-1: Modified form of measures suggested for improved machinability [284] 
 
No. Modification Theoretical approach Experimental realization 
1 
Process 
Reduction of chemical reaction rate 
between diamond cutting tool and 
workpiece 
Cryogenic turning [70] 
2 Inhibit chemical reactions 
Use of inert gas 
atmospheres [285] 
3 
Reduction of contact time between 
tool and workpiece 
Vibration assisted 
machining [286-288] 
4 
Lowering of temperature rise and 
reducing the duration of chemical 
contact 
Usage of appropriate 
coolant [270, 289] 
5 Rotary Cutting 
Tool swinging method 
[290] 
6 
Tool 
Building a diffusion barrier on the  
cutting tool 
Use of protective coatings 
[291] 
7 Modification of diamond lattice Ion implantation [15] 
8 
By modifying the cutting tool 
geometry 
Straight nose cutting tools 
[41] 
Providing nanogrooves on 
the cutting tool [292-293] 
9 
Use of alternative cutting tool 
material 
CBN [89, 294] 
10 
Workpiece 
Surface layer modification of the 
workpiece 
Ion implantation [295] 
11 
Thermal softening of the workpiece 
during the cutting process  
Micro laser assisted 
machining [279] 
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8.2.1 Working principle of SDM method 
 
From the manufacturing research, it has been realized that the resistance offered by the 
hard materials to the cutting tool can be lowered by any of the following four methods: 
 varying the rake angle of the tool 
 lowering the hardness of the workpiece 
 increasing the hardness of the cutting tool 
 decreasing the shear plane angle 
The newly proposed method named surface defect machining “SDM” is aimed to 
decrease the shear plane angle during the machining of hard materials to realize a better 
machining action for the same amount of cutting energy. 
The proposed SDM process harness the combined advantages of both porosity 
machining method [296] and the pulsed laser pre-treated machining [297] as shown in 
figure 8-1. It is believed that the stresses developed during the machining of the porous 
material pushes the particles of the cutting chips into the vacant pores which causes the 
formation of the layer of a quasi-continuous material on top of the machined surface 
[296]. Also, an increase in porosity causes a decrease in micro hardness and a 
subsequent reduction in the required cutting energy. On the other hand, there is also a 
method patented in 1982, called as pulse laser pre-treated machining [297] which uses a 
pulse laser drilling assisted ultra high power laser ablation method to evaporate the 
material to weaken the material of the uncut chip thickness. 
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Figure 8-1: Development of the surface defect machining method 
 
However, both these methods have their own limitations such as during porosity 
machining, the depth of the discontinuities below the uncut chip thickness can present a 
risk to the tool life due to high impact loads while poor laser power control can cause 
the premature degradation of the cutting tool, accelerated dissolution-diffusion and 
adhesion wear of the tool tip. On the other hand, SDM is developed to overcome all 
these problems. During SDM, a set of surface defects is firstly generated on the 
workpiece at depths less than the uncut chip thickness so as to mitigate the problem of 
high impact loads. Post-surface defect generation, a normal machining operation can be 
carried out. This process provides the intended porosity but in a controlled manner. The 
process of generating surface defects can be carried out either by mechanical means or 
through a focussed ion beam machining process. It is anticipated that the shape of these 
defects must play a significant role in governing the mechanism of deformation in the 
cutting zone of the workpiece. However, being a preliminary investigation, the purpose 
of this investigation is to only highlight the potential advantages of using SDM process. 
The working principle underlying the proposed SDM method is to change the removal 
Porosity machining method  
 Pre-existing uncontrollable 
defects 
 Reduced cutting forces but 
increased  fatigue on the 
cutting tool  
Pulse laser pre-treated machining  
 Pre-drilling of laser holes provides 
efficient reduction in cutting forces 
 Laser heat causes high interfacial 
tool tip temperature 
 Sub-surface damage due to laser 
heating is an undesirable effect. 
Surface defect machining method 
 Controllable sub-surface damage 
 Reduced cutting forces 
 Reduced fatigue load on the cutting tool 
 Reduced tool-workpiece interfacial temperature 
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mechanism of cutting chips from being continuous to being discontinuous in order to 
minimize the problems caused by the continuous cutting chips. The cutting chips in a 
ductile-regime machining operation are usually continuous; therefore, they can collide 
either with the machined surface or with the cutting tool which could damage the 
surface quality of the part being machined. Moreover, surface discontinuities breaks the 
energy barriers associated with the critical deformation load i.e. surface defects allow 
easy shearing of the material as shown schematically in figure 8-2.  
 
 
 
                         Relatively large sub-surface deformation                        Lesser sub-surface deformation 
Figure 8-2: Schematic diagram indicating difference between the mode of deformation 
between a continuous material and a discontinuous material obtained from FEM 
simulation and MD simulation respectively 
 
 
While it looks logical that the SDM process would be quite effective to reduce the 
cutting load during cutting of SiC, a theoretical can be made through a state-of-the-art 
MD simulation analysis. Accordingly, MD simulation of SDM process of 3C-SiC was 
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performed and compared with normal machining at ambient temperature of 300K and 
nanometric cutting at a high temperature of 1200 K, a temperature where SiC has been 
reported to gain significant plasticity [33]. It has remained an important precursor to 
MD simulation studies that they are computationally too expensive. Owing to their 
restrictive speed, use of high cutting speeds is frequent in MD simulation studies e.g. 
500-2500 m/s cutting speed was used by Belak et al. [49, 253] and Komanduri et al. 
[144, 209], 150-400 m/s was used by Wang et al. [230] and Liang et al. [298], 70-100 
m/s was used by Noreyan et al. [244-245], Rentsch et al. [71] and Goel et al. [125, 274, 
299]. Although, these investigations have been successful to capture key insights of the 
cutting process but in the current investigation, high cutting speed could have affected 
the sensitivity of the results particularly when the same configuration of cutting was to 
be compared at 300K and 1200K. Therefore, current simulations were performed at a 
much realistic cutting speed of 10 m/s to suppress the effect of the cutting speed on the 
outcome of the results.  
 
8.2.2 MD simulation of SDM and comparison with μ-LAM 
 
Table 8-2 provides the computational parameters, details of the workpiece, uncut chip 
thickness and other relevant parameters which were used to test the performance of the 
SDM method. A snapshot from the MD simulation of the 3C-SiC workpiece (with and 
without surface defects) after the equilibration process is shown in figure 8-3 and figure 
8-4 where the red and grey colours correspond to silicon and carbon atoms in the 
workpiece and yellow colour represents carbon atoms within the diamond cutting tool 
respectively. 
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Table 8-2: Process variables used for MD simulation 
Workpiece material Number of atoms in 
the workpiece 
Number of atoms 
in the diamond 
cutting tool 
3C-SiC  without holes ( 14.26 nm × 
4.6345 nm × 4.278 nm) 
28170 21192 
3C-SiC  with surface defects (holes) 
14.26 nm × 4.6345 nm × 4.278 nm) 
27782 21192 
Dimension of holes ( 7 number) Diameter = 0.713 nm Depth = 1.426 nm 
Crystal orientation of the workpiece (010)  
Crystal orientation of diamond tool Cubic 
Cutting direction <100> 
Cutting edge radius (nm) 2.297  
Uncut chip thickness / in-feed (nm) 1.3126 
Cutting tool rake and clearance angle -25° and 10° 
Equilibration temperature 300 Kelvin 
High cutting temperature   1200 Kelvin 
Cutting velocity 10 m/s 
Timestep 0.5 femto seconds 
 
 203 
 
 
Figure 8-3: Snapshot from MD simulation for 3C-SiC specimen without surface defects 
 
 
Figure 8-4: Snapshot from MD simulation for 3C-SiC specimen with defects on the top 
 
The following sections cover the observations and discussion of the significance of the 
MD simulation results in terms of the cutting forces, coefficient of friction, chip 
morphology, cutting stresses and surface roughness. The characterization and 
quantification of these parameters from MD simulation testifies that SDM process is 
indeed effective even at the atomic scale.  
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8.2.3 Simulation results  
 
Figure 8-5: Comparison of the evolution of the cutting forces using SDM method 
 
A comparison of the evolution of the cutting forces (Fc and Ft) for all the three cases 
studied is shown in figure 8-5. As evident, indeed an expected reduction in the cutting 
forces was observed while cutting 3C-SiC at elevated temperature of 1200K compared 
to the cutting of the same configuration at 300K. This reduction was however smaller 
than what was obtained using SDM process to cut 3C-SiC at 300K. It shall be noted 
here that the extent of reduction of forces will depend on various parameters such as 
numbers, dimension, the pitch and the shape of holes etc. However, being a preliminary 
simulation investigation, the results obtained here provides promising information. 
Since, the reduction in the cutting forces is of intermittent nature, the cutting forces and 
thus stresses on the cutting tool would be relieved as soon as the holes will be 
encountered by the cutting tool. Table 8-3 summarizes other promising results obtained 
from the simulation i.e. average tangential cutting forces, thrust forces, friction 
coefficient and resultant cutting forces. 
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Table 8-3: Comparison of cutting forces and friction coefficient 
 
Machining 
conditions 
Average 
tangential 
cutting forces 
(Fc) 
Average 
thrust forces 
(Ft) 
Average 
resultant forces 
22 FcFt   
Average 
friction 
coefficient 
(Fc / Ft) 
Normal 
machining (300K) 
835 nN 1185 nN 1449 nN 0.70 
μ-LAM (1200K) 762 nN 1177 nN 1402 nN 0.65 
Surface defect 
machining (300K) 
751 nN 1038 nN 1281 nN 0.72 
 
From table 8-3, it is ostensibly visible that compared to normal machining, μ-LAM 
assisted in the reduction of the resultant cutting force from a value of 1449 nN to 1402 
nN, signifying a reduction in the cutting resistance of 3C-SiC by around 3.24%. 
However, the extent of this reduction is quite significant in SDM process i.e. the 
resultant forces drops to 1281 nN which implies a significant reduction of 11.59%.  
It is very interesting to note here that SDM results in lowering of the cutting forces but 
not the coefficient of friction. During μ-LAM process, the coefficient of friction reduces 
by an extent of 7.14% whereas in SDM, the friction coefficient increases by 2.86%. The 
contradictory increase of the friction coefficient during SDM suggests that a different 
mechanism of chip formation is associated which has been explained further in details. 
At the moment, SDM has been tested on hard turning of AISI 4340 steel (hardened up 
to 69 HRC) and it showed promising results. Besides reduced cutting forces, an 
improved machined surface roughness (Ra) value of 0.227 µm was obtained through 
SDM in comparison to 0.452 µm from conventional machining. An experimental 
comparison of the cutting force is shown in figure 8-6.  
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  (a) normal machining process            (b) SDM induced HT process 
Figure 8-6: Comparison of the experimental cutting forces during hard turning of AISI 
4340 steel [283] 
 
As evident from figure 8-6, the cutting tool experiences intermittent relaxation in the 
cutting load during the process of cutting which causes a steep reduction in the forces 
while the surface defects are encountered by the cutting tool. This intermittent reduction 
is favourable for tool longevity as it aids to reduce the contact temperature at the 
tool/workpiece interface as shown in later section. This trend in the variation of the 
cutting load is more reminiscent to the vibration assisted machining and in this sense; a 
qualitative comparison between these two processes has been made and shown in table 
8-4. 
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Table 8-4: Comparison between surface defects machining and vibration assisted 
machining 
Surface defect machining (SDM) and 
vibration assisted machining (VAM)  
Differences 
Overall cutting load on tool 
In VAM, periodic reduction in cutting load 
occurs at specified amplitude whereas in SDM 
cutting load reduces where dislocations in the 
form of holes are encountered. 
Volume of material removal 
Although, tool is periodically rotated to reduce 
the cutting load, the total material to be 
removed during VAM process remains 
unchanged. In SDM, due to the vacancies 
made in the form of holes, the total volume of 
the material to be removed reduces. 
Tool contact with chips 
During VAM, the cutting tool loses contact 
with the chips on specified amplitude whereas 
in SDM cutting chips remains in continuous 
contact with the tool. 
Operational time 
No cutting action took place while the tool is 
disengaged in VAM whereas in SDM 
continuous cutting takes place. 
Requirement of machine tool 
Additional device is required to execute VAM 
whereas with an addition of independent 
process, no additional device is needed for 
SDM process. 
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Figure 8-7: Superimposed image of the chip morphology of 3C-SiC after the cutting 
tool advances to 8.3 nm 
 
Figure 8-7 shows a superimposed image to highlight the differences in the chip 
morphology of 3C-SiC during its ductile-regime machining in all the three cases 
investigated. On a comparison of high temperature cutting at 1200 K with cutting at 
300K, the curliness of the chip has seemingly increased which is plausible due to the 
increased plasticity of SiC at high temperature. Table 8-5 shows the measurements of 
the ratio of uncut chip thickness to cut chip thickness and the shear plane angle 
measured from the MD simulation snapshots. 
 
Table 8-5: Comparison of chip morphology and shear plane angle under different 
machining conditions 
S.N. 
Machining 
condition 
Ratio of uncut chip thickness to cut chip 
thickness (r) 
Shear plane 
angle(φ) 
1 300 K 0.525 21.28° 
2 μ-LAM at 1200 K 0.525 21.28° 
3 SDM at 300 K 0.505 20.66° 
 
From table 8-5, it was verified using the following classical macroscale equation [212] 
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(assumed to be valid at nanoscale [300]) that the shear plane angle reduces from a value 
of 21.28° to 20.66° while using the SDM process. 



sin1
cos
tan
r
r

   
       8-1
 
where φ is the shear plane angle, α is the tool rake angle and r is the ratio of uncut chip 
thickness and cut chip thickness.  
 
(a) normal machining process at 300 K 
 
(b) SDM process at 300 K 
Figure 8-8: Comparison of the lattice deformation layer depth 
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Figure 8-8a and figure 8-8b shows the measured cut chip thickness and highlights the 
variation in the sub-surface crystal deformation lattice layer depth. It is interesting to 
note that normal machining process shows deeper extent of sub-surface deformation in 
comparison to the SDM process. During SDM, it is anticipated that the pre-generated 
surface defects weaken the material locally which in turn reduces the bonding strength 
of the atoms in the area of uncut chip thickness without disturbing the sub-surface. Also, 
a discontinuity in the material and the consequent lack of resistance to the cutting by the 
material adjacent to the one being cut makes the shearing much easier. Eventually, the 
material removal becomes easier. Furthermore, the chips broke into smaller segmented 
pieces rather than the long continuous chips. This couples with the fact that tool is 
relieved from high cutting forces intermittently and this may be the reason of minimal 
sub-surface damage. 
 
Figure 8-9: Variation in the temperature of the cutting edge of the tool 
 
A comparison of the evolution of temperature in all the three cases over the period of 
9.35 nm of tool advancement is shown in figure 8-9. A relatively higher temperature of 
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480 K on the tool cutting edge is evident during μ-LAM carried out at 1200 K. It is 
obviously for the fact that high temperature nanometric cutting causes transfer of heat 
from the bulk of the workpiece to the cutting tool which may compromise the life of the 
diamond tools. On the contrary, SDM helps to reduce the temperature at the tool cutting 
edge compared to the high temperature cutting and the normal nanometric cutting at 
300K. Consequently, μ-LAM process presents the risk of accelerated graphitization of 
the diamond tools [125, 274] in contrast to the SDM process.  
Of particular importance is to see the stress state of the diamond tool during nanometric 
cutting of SiC at 300 K and to examine the effectiveness of the SDM method. 
Accordingly, figure 8-10 was plotted which shows the evolution of the von Mises stress 
and shear stress acting on the cutting tool over the period of 9.35 nm of tool 
advancement. 
 
Figure 8-10: Variation in the stress acting on the cutting tool (a) von-Mises stress (b) 
shear stress 
 
From figure 8-10, it appears that in all the three cases tested, a very high magnitude of 
von Mises stress (up to 275 GPa) and shear stresses (up to 125 GPa) was found to exert 
on the diamond tool cutting edge during nanometric cutting of 3C-SiC. This is 
attributed to the ultra high hardness of 3C-SiC which offers tremendous cutting 
resistance in comparison to silicon where diamond tool underwent to resist the stresses 
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of only upto 40 GPa (refer earlier figure 5-4). A high magnitude of von Mises stress of 
up to 275 GPa having a component of shear stress to the order of 125 GPa is certainly 
unfavourable for the life of the diamond cutting tools. The ideal strength of shear stress 
for diamond prior to graphitization has been reported to be around 95 GPa [218]. The 
stress state in all the cases suggest that graphitization of diamond tool during 
nanometric cutting of 3C-SiC would be inevitable owing to the high hardness of 3C-
SiC. However, SDM seems to have aided to reduce the stresses on the cutting edge to 
some extent which would provide some relief to the cutting tool. 
 
Figure 8-11: Comparison of surface roughness obtained from the hard turning of steel 
(69 HRC) (a) ordinary machining (b) SDM [283] 
 
From the experimental trial on AISI 4340 steel (69 HRC), a tremendous improvement in 
the machined surface roughness was observed using SDM process (figure 8-11). A MD 
simulation was used to assess the detailed insights of this improvement. Figure 8-12 
presents the MD results at different time intervals comparing the differences in the 
mechanism of SDM method and the normal cutting method.  
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(a) Tool travel = 0 nm 
 
(b) Tool travel = 1.5 nm 
 
(c) Tool travel = 6.72 nm 
  
(d) Tool travel = 11.75 nm 
(a) SDM method    (b) Conventional machining method  
Figure 8-12: MD simulation showing various stages of machining action 
 
As shown in figure 8-12, a few atoms have been coloured red in order to provide some 
key insights on the differences in the cutting mechanism associated with the two cases. 
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In a normal cutting action, these atoms are well separated during the course of machining 
and they cling to the cutting tool. During normal cutting, these red atoms were found to 
remain on the machined surface without contributing to any cutting action on the edge 
radius of the tool. However, in the case of SDM the red coloured atoms are found to be 
concentrated underneath the cutting tool. They were observed to travel with the cutting 
tool rather than sticking onto the machined surface thus suggesting that during the course 
of machining they are serving the purpose of polishing the machined surface. Referring 
to the earlier discussions made on porosity machining, it is likely that the local stresses 
acting on the elevated portion (small) of the workpiece pushes the particles of the cutting 
chips into the vacant defects which causes the formation of the layer of quasi-continuous 
material. Particles of this material stuck right underneath the tool and continue to rub 
with the surface and hence destroy the remains of the feed marks left by the cutting tool. 
This deduction looks to be good agreement with the machined surface roughness shown 
in figure 8-11 where feed marks are seldom seen. Hence, it can be presumed that in 
addition to the cutting process occurring at the rake face, a simultaneous polishing 
mechanism proceed in the wake underneath the cutting tool in the case of SDM. This 
mechanism also suggests that feed marks or the remains of the polishing will be iterative 
and hence, although, an improved surface roughness is obtained, the deterministic 
periodic finish may be difficult to obtain using SDM. 
 
8.3 Summary 
 
A new machining approach named surface defect machining (SDM) to cut 3C-SiC at 
nanoscale has been tested using MD simulation and compared with ductile mode micro 
laser assisted machining at 1200 K and a normal method of cutting at 300 K. The main 
motivation of this newly developed method was the anticipation that the surface defects 
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generated on the workpiece allow easy shearing of the material and also result in the 
simultaneous breaking of the cutting chips into small segments. Indeed this was 
observed true both with the experiments and the simulation. Besides these advantages, 
several other favourable outcomes such as reduced cutting forces and reduced shear 
plane angle were also observed. A reduced shear plane angle provides a better 
machining action for the same amount of energy input. The extent of sub-surface crystal 
deformation lattice layer depth was found minimal in the case of SDM.  
A relatively higher temperature on the tool cutting edge was found as an inherent 
characteristic with the μ-LAM process in contrast to SDM process. Consequently, μ-
LAM process presents the risk of accelerated graphitization of the diamond tools. It is 
obviously for the fact that high temperature nanometric cutting causes transfer of heat 
from the bulk of the workpiece to the cutting tool which may compromise the life of the 
diamond tools. On the contrary, SDM helps to reduce the temperature at the tool cutting 
edge compared to the high temperature cutting and the normal nanometric cutting at 
300K.  
One of the most contrasting features of the proposed SDM method is that both 
combined cutting and rough polishing action proceed in tandem. These two combined 
actions provided an improved machined surface in comparison to the ductile mode 
micro laser assisted machining at 1200 K and a normal method of cutting at 300 K. 
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Chapter 9 - Conclusions and future work 
This chapter is divided into three sections covering, respectively, an overall assessment 
of the contributions made in the thesis, the main conclusions of the work and, finally, 
the recommendations for future related work. 
9.1 Assessment of research contribution 
 
The research was aimed at investigating the atomic scale mechanisms underlying the 
nanometric cutting of ultra-hard, brittle materials such as silicon and silicon carbide. A 
molecular dynamics simulation model using a three-body potential energy function was 
developed for elucidating the atomic level events. Some experimental trials were 
performed to understand the macroscopic behaviour resulting from these atomic scale 
events. With this aim, this thesis has provided further insights into the current state-of-
the-art developments in the field of ultra precision mechanical machining of hard, brittle 
materials. 
The novelty and contribution arising from this research lies in: 
 the development of a state-of-the-art molecular dynamics model to simulate the 
nanometric cutting of hard and brittle materials such as silicon and various 
polytypes of silicon carbide (i.e. 6H-SiC, 3C-SiC and 4H-SiC) using a potential 
energy function which can appropriately describe the covalent interactions of 
silicon and carbon. 
 development of a novel approach for quantifying the tool wear from the MD 
simulation as well as extracting a comprehensive list of other useful measures  
such as cutting stresses, high pressure phase transformation, thermal effects, and 
cutting forces, all from a single model. 
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 development of a machining index (i.e. cutting hardness) which can be used to 
compare the nanometric cutting behaviour of silicon against various polytypes 
of SiC on a single scale. 
 quantification and analysis of the effects of the crystal anisotropy exhibited by 
silicon carbide during its nanometric cutting. 
 classification of the atomistic aspects of the ductile responses of silicon and 
silicon carbide through a novel approach using the angular distribution function. 
 comprehensive investigation and clarification of the mechanism of diamond tool 
wear during nanometric cutting of SiC and silicon that is corroborated by the 
experimental results. 
 
9.2 Conclusions of the research 
 
The overall aim of the research was to develop a phenomenological understanding of 
the ductile characteristics of silicon and silicon carbide and to understand the basic 
mechanisms of nanometric cutting, including the mechanism by which a diamond tool 
wears during the process.   
Using an approach of parallel molecular dynamics simulations with a many-body 
potential energy function combined with experimental characterization, this dissertation 
provides a quantitative understanding of the ductile-regime machining of silicon and 
SiC (polytypes: 3C, 4H and 6H SiC), and the mechanism by which a diamond tool 
wears during the process. The distinct MD algorithm developed in this work provides 
comprehensive results for thermal effects, high pressure phase transformation, tool wear 
(both chemical and abrasive), influence of crystal anisotropy, cutting forces and 
machining stresses (hydrostatic and von Mises), effects not dealt with hitherto.  
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Based on the simulation model developed here, a novel method has been proposed for 
the quantitative assessment of tool wear from the MD simulations. This model can be 
utilized for comparing tool wear between simulation studies on SDPT in which there is 
an interest in graphitization of the diamond tool.  
 
Finally, based on the theoretical simulation results, a novel method of machining is 
proposed to suppress the tool wear to obtain better machined surface roughness when 
machining hard-to-machine materials.  
 
The major findings resulting for the above research objectives can be summarised as 
follows: 
I. Silicon carbide exhibits strong crystal anisotropy, with 3C-silicon carbide 
showing better machined surface roughness either on (111) <-110>, (110) 
<001> or (100) <100> setups. Further, the simulated thrust forces showed 
anisotropic variation of up to 44.73% while the resultant forces showed a 
variation of 36.94% on (100), (110) and (111) planes of 3C-SiC, based on the 
experimentally known anisotropic variations in Young’s modulus of up to 
43.6%.  
II. The recently developed dislocation extraction algorithm (DXA) [264-265] was 
employed to detect the nucleation of dislocations in the MD simulations of 
varying cutting orientation and cutting direction. The analysis revealed that it is 
the mechanism of structural transformation of the cutting chips rather than the 
dislocation nucleation which brings ductility in 3C-SiC. 
III. A relatively new parameter, “cutting hardness” indicates that 3C-SiC (~2.9 times 
that of silicon) offers the highest cutting resistance followed by 4H-SiC (~2.8 
times that of silicon) and 6H-SiC (~2.1 times of silicon). 
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IV. There was a significant variation in the quality of machined surfaces and 
subsurface crystal lattice deformed layer depths between the various polytypes 
of SiC and Si. The simulation results indicated that 4H-SiC would produce the 
best sub-surface integrity followed by 3C-SiC, silicon and 6H-SiC. Thus, despite 
showing the lowest cutting resistance, 6H-SiC indicates the worst sub-surface 
integrity of the polytypes studied. 
V. The radial distribution function and coordination number measurements both 
indicated that the diamond cutting tools would graphitize due to abrasion against 
all the polytypes of SiC studied. While 3C-SiC and 4H-SiC indicated a high 
volume of wear, 6H-SiC showed intermediate tool wear but still somewhat 
higher than silicon. 
VI. Despite being a compound of silicon and carbon, silicon carbide was found to 
exhibit nanometric cutting characteristics more like diamond, e.g. irrespective of 
the cutting direction, 3C-SiC having cleavage as the dominant mechanism of 
material removal on the (111) crystal orientation during and undergoing sp
3
-sp
2
 
transition. 
VII. The stress state of the silicon in the machining zone was found to be in 
accordance with the reported value of pressure required to cause Herzfeld–Mott 
transition (metallisation) of silicon in the cutting zone. This was confirmed 
through the computation of change in inter-atomic distances via the radial 
distribution function and measurement of coordination number. Hence, high 
pressure phase transformation (HPPT) leading to the formation of Si-II metallic 
phase was found to be a necessary requirement for ductile-regime machining of 
silicon. 
VIII. The chip formation mechanism in the case of single crystal SiC and 
polycrystalline SiC (RB-SiC) is significantly different. While it has become 
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apparent over the past decade that structural transformations of brittle materials 
are responsible for their ductile response or ductile regime machining, this is not 
the case with RB-SiC. Since grain orientation changes from one crystal to 
another in polycrystalline SiC (RB-SiC), the cutting tool encounters work 
material with different crystallographic orientations and directions of cutting. 
Thus, some of the grain boundaries cause the individual grains to slide along the 
easy cleavage direction. This causes the build-up of stresses at the grain 
boundaries. Consequently, the cutting chips in RB-SiC are not deformed by 
plastic deformation alone rather a combination of the phase transformation at the 
grain boundaries and the slip of the grains both precede in tandem. 
Consequently, it was found that RB-SiC, unlike single crystal SiC, involved a 
different mechanism of chip formation which was found to be the reason for it 
not exhibiting the phase transformation of 6H-SiC grains. 
IX. Tribochemistry (formation of silicon carbide) through a solid state single phase 
reaction up to a cutting temperature of 959 K in tandem with sp
3
-sp
2
 disorder of 
diamond represents the basic wear mechanism of diamond tools against silicon 
during the single point diamond turning process. This finding is consistent with 
the experimental results obtained by others who have observed, using XPS, a 
mixture of SiC and carbon-like particles on a silicon wafer during the 
nanometric cutting process. 
X. The increased frictional contact and abrasion between the tool flank face and the 
machined surface was found to be the main reason for higher temperatures at the 
flank face than the rake face. This promotes both the formation of SiC and 
abrasion, which explains observations of relatively high flank wear compared to 
rake wear during SPDT of silicon. 
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XI. A novel method has been proposed for quantitative assessment of tool wear from 
MD simulation during SPDT. This model can be used for comparing tool wear 
in simulation studies of SPDT where graphitization of a diamond tool is 
involved, e.g. SiC and ferrous alloys.   
XII. Diamond turning of single crystal 6H-SiC using distilled water as coolant 
yielded a machined surface roughness of 9.2 nm, making SPDT a feasible option 
to generate visible range optics on single crystal SiC in a single pass, albeit for 
small cutting distances. During this operation, the undeformed critical chip 
thickness was measured to be 25 nm. 
XIII. Based on the understanding developed from the simulation process, a generic 
and new methodology is proposed for machining of the hard-to-machine 
materials which has been named surface defect machining (SDM). An initial 
feasibility study to cut SiC using the SDM method using an MD simulation, 
which showed favourable machining outcomes. SDM involves reduced cutting 
forces as well as an improved machined surface roughness. The atomistic 
examination revealed that both cutting and polishing processes proceed in 
tandem with the resulting improvement in the quality of the machined surface. 
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9.3 Recommendations for future work 
 
This work has opened up opportunities for a number of commercial, technological and 
scientific developments, some of which are outlines in the following sections. 
 
9.3.1 Development of enhanced MD software 
 
Currently available MD packages are not dedicated to elucidating nanoscale machining. 
At the moment, not only a great deal of computational power is needed but also the 
potential functions available to describe the materials being simulated are quite limited. 
This is probably the main reason why commercialization of MD tools for manufacturing 
of brittle materials has not been possible thus far. There is a strong need to develop a 
generalized formalism of potential function so that it can describe other useful brittle 
materials such as glass, quartz, tungsten carbide and boron carbide, and commercial 
software able to simulate these engineering materials could be designed and developed 
using the information provided in this thesis. Such a development could include the 
provision of much more flexibility in the size and shape of the workpiece and the 
cutting tool. It could be made user-friendly and also permit the simulation of other 
important cutting tool materials such as steel, CBN, graphene and even C3N4. 
 
9.3.2 Effects of coolant and coatings 
 
Due to the limitations of time and the lack of potential functions, the effect of coolant 
during nanometric cutting of silicon and silicon carbide was not studied in the current 
work. The presence of a coolant will certainly influence the tribo-chemistry of the 
diamond tool and studying its effect will help develop an understanding of the 
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appropriate measures for the mitigation of tool wear. For example, a cryogenic 
environment is already known to improve the tool life. In future work, MD simulations 
could be done taking account of the presence of oxygen, liquid nitrogen or water on the 
nanometric cutting mechanisms.  
 
9.3.3 Comparison of single crystal and polycrystalline diamond tools  
 
It has been demonstrated experimentally that polycrystalline (PCD) diamond tools 
provide more consistent tool life than single crystal diamond tools, particularly in regard 
to chemical wear. All the MD simulation studies carried out so far (including the current 
work) have considered only nanocrystalline diamond tools applied to nanometric 
cutting. Considering a PCD tool in the MD simulation could help to distinguish the 
wear traits of PCD compared with single crystal diamond. Such simulations may also 
help to understand if certain classes of material are more amenable to turning with PCD 
tools and vice-versa. 
 
 
9.3.4 Optimization of tool geometry 
 
It was realized from this study that the rake angle, clearance angle and the cutting edge 
radius of a diamond cutting tool can play an important role in influencing the process 
mechanics of ductile-regime machining. Not only do these variables influence the tool 
life and the attainable machined surface roughness but they also govern the overall cost 
of diamond tooling. Besides these conventional variables, it was also seen that the 
presence of nano-scale textures on the cutting tool can improve its tribological 
characteristics, e.g. textures generated on the rake face of the tool in a direction 
perpendicular to the chip flow direction give better performance than parallel or cross 
patterned textures [292]. There seems to be a complex interplay of all the variables 
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influencing the undeformed critical chip thickness, which has significant implications 
for productivity. A theoretical analysis to optimize these parameters would be too 
complex, but MD simulation analysis would be a convenient method of optimizing tool 
geometry to develop the most efficient cutting tool for a SPDT operation. 
 
9.3.5 On-line metrology and process control   
 
SPDT machine tools are not yet fully developed from the metrology perspective, 
lacking, for example, such key functions as in-process measurement of tool wear or 
online assessment of ductile-brittle transition.  
 
In-process measurement of tool wear is one of the important steps in identifying ways 
of compensating for inconsistent tool wear. One of the usual ways of measuring tool 
wear is to perform a plunge cut which, for a workpiece material as hard as SiC, means 
the loss of a significant portion of the tool life. Furthermore, the plunge-cut workpiece 
needs to be dismounted and taken to a measuring device for the assessment of tool wear 
and re-mounting is bound to introduce measurement errors.  
 
Thus, metrology has yet to liaise with machine tool development to enable online 
instrumentation not only to allow for the precise measurement of the tool wear but also 
to examine the cutting chips during the process itself. For example, online Raman 
spectroscopy could help to ascertain the HPPT state of a brittle material and hence to 
distinguish ductile-regime machining from brittle-regime machining. Similarly, the 
availability of an online infrared camera or temperature sensor could permit monitoring 
of the cutting temperature, which could be used to study the effectiveness of coolants to 
optimize the cutting process. The development of an advanced machine tool having 
these features is a worthwhile future challenge. 
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9.3.6 Optical characterization of natural diamond tools  
 
It is well known that naturally-occurring diamonds show inconsistent wear. Even 
crystals selected from the same lot exhibit different properties. The normal practice for 
the selection of a diamond is based on the colour so, since conventional selection is time 
consuming and costly, an automated optical characterization technique might help to 
identify tools which exhibit longer life. Understanding of the chemistry of such tools 
and their relationship with colour and wear behaviour could help the synthesis of better 
tools than those currently available. 
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Appendices 
A. Derivation of undeformed chip thickness using machining 
parameters of SPDT  
Appendices A is meant to demonstrate the mathematical relations obtained by applying 
the principles of geometry to derive the critical machining parameters during 
nanometric cutting. 
 
Figure A1: Tool-workpiece interface during SPDT with a round nose tool [23] 
 
Applying sine law in Δ abc of figure A1, we can have: 
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Since, α = 90-θ                    => sin α = cos θ and cos α = sin θ 
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Let X = f/R 
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The above equation can be presented in the form of triangle as: 
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Substituting value of sin β and replacing X 
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Applying Taylor’s expansion and by neglecting higher order terms: 
 
since θ is extremely small 
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Expression for Z: 
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Expanding  sincossincos)cos(   and replacing values from Δ 
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Now, f/R < < < 1 and θ is small    
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Figure A2: Geometry to derive transition point 
Since, Yc is the sub-surface damage which is proportional with the feed rate which 
occurs at the distance Zeff where (figure A2), 
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In order to evaluate critical feed rate, the process limits would be such that Zeff=0 
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The maximum undeformed chip thickness, dmax, (effective depth of cut) can be 
calculated according to the cutting tool geometry and cutting conditions as shown in 
figure 3.  
 
(a): Large feed rate faRa  )2(
2
00             (b): Small feed rate faRa  )2(
2
00  
 
Figure A3: Schematic for maximum undeformed chip thickness [301]  
 
Here, a0 is the depth of cut; R is the nose radius; O1 and O2 are the centres of two 
adjacent arc cutting edges, and the distance between O1 and O2 is the feed rate, f. The 
maximum undeformed chip thickness dmax for the two conditions as shown in figure 
A3 can be calculated as follows: 
The maximum undeformed chip thickness for large feed rate while  
 
faRa  )2(
2
00 can be expressed as: 
 
0max ad                                                                                                     
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The maximum undeformed chip thickness for small feed rate while  
 
faRa  )2(
2
00   can be expressed as: 
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Above equation can be finally simplified as: 
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B. Derivation of surface roughness during SPDT  
 
Appendices B is meant to derive an expression of theoretical surface roughness 
attainable during nanometric cutting by applying the principles of geometry. 
 
 
Figure B1: Schematic for model of surface roughness. 
 
Conventionally, Scattergood et al. [22] gave the following empirical relation for the 
measurement of surface roughness (Rt) as shown in figure B1. 
r
t
T
f
R


8
2
 
 
where f = feed rate, Tr = tool radius, and Rt = maximum individual peak to valley 
height. However, this applies only if f/R < 1. A modification in the above equation was 
proposed later [302] to incorporate the asynchronous errors arising from the machine 
spindle as follows: 
 
usasynchrono
r
t AK
T
f
R 


8
2
 
Author of this thesis has attempted to derive a fresh mathematical expression to deduce 
the mathematical expression of surface roughness for an ultra precision engineering 
operation such that of SPDT. Accordingly, figure B2 shows a schematic diagram to 
deduce a modified expression for surface roughness Rt.  
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Figure B2: Proposed schematic to measure surface roughness. 
 
In triangle ABC, using Pythagoras theorem,  
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Solving above equation 
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This is a quadratic equation of a form ax
2
+bx+c=0 with its root 
a
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In the above equation, a = 4; b = -8R; c = f
2
 
Therefore, 
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It shall be noted that since Rt < f < R so, 
4
2
2 fRRRt  may be neglected. 
The final expression after incorporating the asynchronous errors arising from the 
machine spindle reduces to: 
 usasynchronoAK
f
RRRt 
4
2
2
 
where Rt is the surface roughness, R is tool nose radius of the round tool and f is the 
feed rate.  
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C. Some useful experimental techniques 
A list of useful state-of-the-art experimental techniques for studying chemical and 
physical nature of the SPDT process and other ultra precision engineering processes are 
shown in table C1. Table C2 shows the analytical techniques and the applications where 
these techniques are useful. 
 
Table C1: Surface analysis techniques [303] 
Detected 
radiation 
Incident radiations 
Electron 
based 
Ion based 
X-ray photon 
based 
Other photons 
based 
E/M 
field 
Electron 
TEM, SEM, 
STM, AES, 
LEED, 
RHEED, 
THEED 
 XPS   
Ion MS 
FIM, ISS, 
RBS, 
SIMS 
   
X-ray 
photon 
EPMA  
XRF, XRD, 
EDS 
  
Other 
photons 
   
IR, Raman, 
ELL 
 
E/M field     NMR 
 
TEM: Transmission electron microscope,  
SEM: Scanning electron microscope,  
STM: Scanning tunnelling microscope,  
AES: Auger electron spectroscopy,  
LEED: Low energy electron diffraction,  
RHEED or RED: Reflection high energy electron diffraction 
THEED or TED: Transmission high energy electron diffraction 
MS: Mass spectroscopy 
EPMA: Electron probe X-ray micro analyzer 
FIM: Field ion microscope 
ISS: Ion scattering spectroscopy 
RBS: Rutherford backscattering spectroscopy 
SIMS: Secondary ion mass spectroscopy 
XPS: X-ray photoelectron spectroscopy 
XRF: X-ray fluorescence 
XRD: X-ray diffraction 
EDS: Energy dispersive X-ray photo spectroscopy 
IR: Infrared spectroscopy 
ELL: Ellipsometry 
NMR: Nuclear magnetic resonance 
AFM: Atomic force microscope 
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Table C2: Useful analytical techniques and their applications 
 
S.No. Analytical technique Applications 
1. Nanoindentation or Nano-impact test Elastic and plastic properties 
2. SEM, AFM, profilometer or interferometer Surface morphology 
3. Optical microscopy, SEM, TEM Microstructure 
4.  X Ray Diffraction or electron diffraction  Atomic positions/ material 
microstructure 
5. EDS and XPS Chemical composition 
6. XPS, EDS, Raman spectroscopy, IR Chemical bonding property 
7. Fluorescence confocal microscopy, HF 
etching, cross sectional microscopy, micro 
raman spectroscopy, Rutherford 
backscattering, photon backscattering, 
KOH etching, positron annihilation 
Sub-surface damage 
8. While light interferometer or surface 
profilometer 
Surface roughness 
9. DXR Raman microscope, Nomarski 
differential interference contrast 
microscopy, SEM, AFM 
Brittle-ductile transition 
10. Cathodoluminescence, IR, Raman mapping 
analysis 
Characterization of diamond 
tool 
11. Laue back reflection Crystal orientation 
12. Keyence VHX-500F Digital microscope 
(for diamond tool 150x Zoom was found 
good) 
Quantitative examination of Vb 
(tool flank wear length) 
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