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A remaining challenge in protein modeling is to pre-
dict structures for sequences with no sequence sim-
ilarity to any experimentally solved structure. Based
on earlier observations, the library of protein back-
bone supersecondary structure motifs (Smotifs)
saturated about a decade ago. Therefore, it should
be possible to build any structure from a combination
of existing Smotifs with the help of limited experi-
mental data that are sufficient to relate the backbone
conformations of Smotifs between target proteins
and known structures. Here, we present a hybrid
modeling algorithm that relies on an exhaustive Smo-
tif library and on nuclear magnetic resonance chem-
ical shift patterns without any input of primary
sequence information. In a test of 102 proteins, the
algorithm delivered 90 homology-model-quality
models, among them 24 high-quality ones, and a
topologically correct solution for almost all cases.
The current approach opens a venue to address the
modeling of larger protein structures for which chem-
ical shifts are available.
INTRODUCTION
Knowledge of the three-dimensional model of a protein can pro-
vide essential insight into its function. This insight can range from
low-resolution descriptions, such as confirming the fold and
inferring a general functional role (Zhan et al., 2005), to high-res-
olution descriptions, such as understanding ligand specificities
(Schwede et al., 2009). Protein modeling methods that comple-
ment experimental approaches to obtain three-dimensional
models have been extensively developed over the last several
decades (Bonneau et al., 2002b; Martı´-Renom et al., 2000;
Pillardy et al., 2001). The remaining challenges in this area are
to address themodeling of very-high-quality models (refinement)
and modeling those proteins where templates cannot be used
due to the lack of detectable signal on the sequence level.
Despite significant progress in ab initio protein structure predic-
tion, benchmarks indicate that ‘‘template-free’’ techniques stillStructure 21cannot get the overall fold correct for the majority of targets
(Kinch et al., 2011a). This is amajor limitation asmost structurally
related proteins share low sequence identity that is indistinguish-
able from noise (Rost, 1997).
One possible avenue to make significant breakthrough in
structure modeling is to take advantage of the rapid advances
in experimental techniques. The next generation of modeling
approaches should be able to incorporate indirect structural
data from high-throughput experiments (Fiser, 2004). Following
this spirit, a growing number of methods incorporate a variety
of easily obtainable nuclear magnetic resonance (NMR) data
as restraints to guide protein structure modeling or simulation.
Many of these methods focus on backbone NMR chemical shift
(CS) assignments. Obtaining CS is a necessary first step in the
classical NMR structure determination process. Backbone CS
data are easier to obtain in comparison to assigning side-chain
resonances or determining large numbers of interproton dis-
tances (NOEs).
A number of programs exist that use NMR CS data to predict
secondary structure conformations (Hung and Samudrala, 2003;
Shen et al., 2009a; Wishart and Sykes, 1994). Within the frame-
work of developing the TALOS program, it was shown that CS
data can guide the selection of tripeptide segments with similar
conformations and provide preferences/restraints for main-
chain dihedral angles (Cornilescu et al., 1999; Shen et al.,
2009a). Recently, TALOS was extended to specifically address
CS-based dihedral angle predictions in loop segments (Shen
and Bax, 2012). The highly successful Rosetta ab initio frag-
ment-assembly program (Bonneau et al., 2002b) was combined
with chemical-shift data and sparse NOE restraints (approxi-
mately one per residue) to steer the selection and filtering of
three- and nine-residue fragments, besides taking into account
sequence similarity measures of these fragments (Bowers
et al., 2000). In a similar approach by Gong et al. (2007), experi-
mentally determined CS and sequence patterns were used to
search the protein database for consecutively overlapping six-
residue-long backbone fragments, which then were ‘‘stitched’’
together using Monte Carlo simulation (Gong et al., 2007). In
more recent applications, CS-Rosetta was shown to be suc-
cessful in delivering high-quality models when using CS data in
combination with sequence information (Shen et al., 2008,
2009b). Subsequently, the robustness of the approach as a func-
tion of CS assignment completeness was also assessed (Shen
et al., 2009b). The advantage of using CS in structure modeling, 891–899, June 4, 2013 ª2013 Elsevier Ltd All rights reserved 891
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proteins with high sequence identity but exhibiting different folds
(Shen et al., 2010).
The applicability of CS-Rosetta was recently extended for
larger molecules (>12 kDa) through a combined approach that
uses sequence information of short three- and nine-residue seg-
ments, NMR CS, and residual dipolar coupling data (Raman
et al., 2010). Similar ideas are implemented in the CHESHIRE
method, which first predicts secondary structures of three-
and nine-residue fragments using CS data and then combines
these fragments into larger ones bymatching sequence informa-
tion, secondary structures, and CS patterns (Cavalli et al., 2007).
In an elegant approach from the same group, NMRCS data were
converted into forces in molecular dynamics simulations and
were successfully used to fold short polypeptide chains or to
refine partially unfolded structures (Robustelli et al., 2009,
2010). An important advance for that work was the development
of the CamShift method (Kohlhoff et al., 2009) that quickly pre-
dicts CS values from structures, approximating CS with a poly-
nomial function of interatomic distances. This results in a readily
differentiable function with respect to the coordinates of atomic
positions and therefore is suitable to use as restraints in molec-
ular dynamics simulations. Besides CamShift, several other ap-
proaches are available that calculate theoretical CS values for a
given structure, such as SHIFTX2 (Han et al., 2011), SPARTA+
(Shen and Bax, 2010), and PROSHIFT (Meiler, 2003). GENMR
(Berjanskii et al., 2009) is a very fast modeling implementation
that combines homology models with CS and/or NOE data.
The component of GENMR that relies on structure calculation
using CS and sequence information without NOE data is
CS23D (Wishart et al., 2008). CS23D incorporates various other
methods, such as threading, homology modeling, or small-frag-
ment assembly, using the Rosetta program.
Recently, we have explored the limits of applicability of our
previously developed fragment-based loop modeling approach
(Fernandez-Fuentes et al., 2006a, 2006b) and observed that
the protein structure universe seems to have saturated on the
level of supersecondary motifs (Fernandez-Fuentes and Fiser,
2006). We define supersecondary structure motifs (Smotifs) sys-
tematically as two secondary structures with a connecting loop.
We have built a library containing clusters of Smotifs with similar
internal geometry and observed that new folds discovered dur-
ing the last decade did not require the emergence of new Smo-
tifs, but are simply a consequence of novel combinations of
existing Smotifs (Fernandez-Fuentes et al., 2010). This observa-
tion presents a hypothesis according to which it should be
possible to build any new structure of a known or yet-to-be-
discovered fold by combining existing Smotifs from already-
known structures. The library of Smotifs is a backbone-only,
geometrically defined fragment library, which means that for
practical modeling applications, a relation needs to be made
between the target protein and specific fragments in the library.
In this work, this connection ismade via the use of NMRCS data.
We present a computational approach, where the structure of a
protein can be modeled from NMR CS assignments alone,
without any input about sequence information. When tested on
a set of 102 different fold topologies, the method returned a
homology-model-quality solution for about 90% of cases and
at least a topologically correct fold for almost all of them. As892 Structure 21, 891–899, June 4, 2013 ª2013 Elsevier Ltd All rightsthe current approach employs large chunks of supersecondary
structures, it is well suited to model larger proteins.
RESULTS
In NMR structural biology, CSs are mainly used to characterize
regular secondary structures. However, the underlying hypothe-
sis in our approach is that a CS pattern characterizing the
connecting loop region in a Smotif will determine the relative
orientation of flanking secondary structures. The notion for this
hypothesis emerges from the success of an inverse application
in which conformations of loops were successfully modeled by
the fit of the corresponding Smotif, specifically the flanking sec-
ondary structure residues, in the relevant structural environ-
ments in the template and target structures (Fernandez-Fuentes
et al., 2005, 2006a). Here, we introduce a structure-modeling
algorithm (SmotifCS) that does not use any sequence similarity
information at all but takes advantage of the indirect structural
information conveyed by the CSs of loop residues and our
exhaustive Smotif library. The method can be divided into three
stages: selection of candidate Smotifs, sampling Smotif combi-
nations, and scoring these combinations to generate compact
folds (Figure 1) (for details, see Experimental Procedures).
Benchmarking the Algorithm
We implemented our predictionmethod on a data set of 102 pro-
teins obtained from the Biological Magnetic Resonance Data
Bank (BMRB) (Ulrich et al., 2008) database (Table S1 available
online). The test set is currently the largest nonredundant data
set of experimentally known structures for which CS data are
publically available and where all structures represent a different
SCOP fold category (Andreeva et al., 2008). This selection en-
sures that the largest possible varieties of proteins are tested
with respect to secondary structure composition and topologies.
The results are presented as a distribution of GDT_TS scores
(Zemla, 2003) of the superposed backbone atoms for the entire
lengths of the experimental structure and the top-ranked model
(Figure 2). The top-ranked models have GDT_TS scores in the
range of 20%–80%. The number of proteins where the best-
sampled models have GDT_TS R 50%, is 47 (Figure 2). This
means that a high-quality homology model is generated for
about half of the cases and for almost all cases at least a topo-
logically correct fold is produced. The 102 proteins can be
broken down in different SCOP classes, with a slight difference
in terms of performance. The best-performing classes in terms
of median GDT_TS scores are the all-a class (44%) followed
by the a/b class (40%), while the all-b class (37%) and a+b class
(36%) lag behind slightly and the class of small proteins are in the
middle (39%). The only two designed proteins in our set perform
the best, albeit the statistics are very limited.We also employed a
smaller, separate set of ten proteins for exploring some of the
computationally intensive aspects of the method.
We also compared SmotifCS to CS-Rosetta (http://www.
csrosetta.org) for a randomly selected subset of 15 proteins
from our test set (Table S1). This comparison normally would
not be completely relevant since our approach does not use
any sequence information at all: Smotifs are used with their
backbone geometries and we generate backbone-only models,
while Rosetta relies on fragments collected from sequentiallyreserved
Figure 1. Flowchart of the Modeling
Algorithm
Inset: Unit vector presentation of Smotifs. The
largest momentum of inertia is shown in red arrow
and runs for the length of the corresponding
secondary structures, while the normalized unit
vector has a blue cap. See also Figure S5.
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we purged from the Rosetta fragment database all homologous
Protein Data Bank (PDB) templates that were detected for a
target protein using HHblits (Remmert et al., 2012) and Psi-Blast
(Altschul andKoonin, 1998). This eliminated on average 0.82%of
the three-residue fragments and 1.43% of the nine-residue frag-
ments that CS-Rosetta could use in modeling. In a head-to-head
comparison on the randomly picked 15 test cases, the two
methods show competitive performance with an average 52.07
and 55.07 GDT_TS ± 3.08 and 3.16 (SEM) for SmotifCS and
CS-Rosetta, respectively. Figure S1 shows that CS-Rosetta out-
performs SmotifCS in five cases and SmotifCS outperforms
CS-Rosetta in seven cases, with both of them performing
comparably in three cases. In terms of required computational
time, CS-Rosetta takes about a magnitude longer to perform
the calculations for the same proteins, and this difference
increases rapidly with protein size. The fact that SmotifCS, due
to the large chunks of supersecondary structures it uses, does
not scale exponentially with the increasing protein size makes
it a promising approach to model larger proteins for which CS
data can be collected.
Individual Modeling Cases
We explored the modeling of a designed protein (Protein Data
Bank [PDB] code 2KL8; Koga et al., 2012). The advantage of
this case is that it presents no bias with respect to other
already-known experimental structures or topologies for sam-Structure 21, 891–899, June 4, 2013pling Smotifs. For 2KL8, we obtain a
high-quality model with a GDT_TS score
of 50.33 (Figure 3A). By definition, since
2KL8 is a unique fold, all the Smotifs
used to build this model come from
unrelated proteins but, in addition, all
five Smotifs come from five unique folds.
The pairwise superposition of sampled
and the experimental Smotifs range
between 0.66 and 2.55 A˚ root-mean-
square deviation (rmsd), but in the
assembled model the C-terminal motif
flips around the core of the protein and
hence results in a GDT_TS score of
50.33. Designed proteins usually are
intentionally engineered with short loops
and compact structure, which could
have also contributed to the overall
good result.
One of the better performances for a
fold with a mixed composition of b
strands and a helices is observed in the
case of 1KHM (Baber et al., 1999), withan overall GDT_TS score of 68.57 (Figure 3B). Folds with amixed
composition of secondary structure types usually pose a more
difficult challenge. The five Smotifs (with pairwise rmsd accu-
racies in the range of 0.55–2.58 A˚) that the algorithm identified
for this modeling case come from a diverse set of SCOP
superfamilies. The general tendency that Smotifs are typically
sampled from a range of unrelated folds underlines the
algorithmic concept, where large modular building blocks are
identified that are shared between unrelated folds that do not
necessarily show any overall structural homology.
It has been observed in similar studies that proteins with long
loops or disordered segments pose the most difficult challenge
for modeling. We also show that Smotifs with long loops are
less well sampled and, in general, harder to match well when
comparing CS loop ‘‘fingerprints.’’ When modeling 2JYA (Fig-
ure 3C), which has particularly long loops (longest loop length
is 22 residues, and total loop content is 72%), it is clear that while
the core of the protein made of regular secondary structures is
well captured, the two long loops are poorly modeled, resulting
in an overall GDT_TS score of 39.53. If we calculate the rmsd
for the whole model we obtain 9.46 A˚, but if we calculate the
rmsd of the structured core only it is 1.50 A˚.
There are various reasons for the method delivering a medi-
ocre performance for some cases. It could be due to incorrect
Smotif definitions resulting from errors in prediction of dihedral
angles from TALOS, insufficient sampling, rotation or rigid
body shifts of Smotifs during enumeration, or inadequateª2013 Elsevier Ltd All rights reserved 893
Figure 3. Examples of Modeling Cases
Structural superposition of the top-ranked model (in pink) with the solution
structures (in blue) for (A) 2KL8 (B) 1KHM, and (C) 2JYA are shown in the center
with the overall GDT_TS score indicated in brackets. The templates fromwhich
the Smotifs are sampled are shown in gray with the Smotifs themselves
colored according to their secondary structures (helix, red; loop, green; strand,
yellow). The PDB code, chain and residues contributing to the Smotif template,
the SCOP identifier of the template (if available), and the rmsd between the
template and the native Smotif are shown.
Figure 2. Distribution of GDT_TS Scores in a Test Data Set as
a Function of Secondary Structure Assignment Accuracy from
CS Data
The entire data set contains 102 proteins (black columns). This data set is split
into two: in 50 proteins at least one secondary structure is incorrectly assigned
(light gray), while in 52 others all Smotifs are captured correctly (dark gray). See
also Figures S1–S4 and Tables S1–S4.
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model, only to not identify it as the top-scoring one (Table S2).
Sometimes, one incorrect Smotif is sampled and that leads to
a wrong model. This is observed more often in proteins with
Smotifs with long loops (Figure 3C). A 180-degree rotation of a
single Smotif during enumeration is sufficient to drastically lower
the GDT_TS scores, as was described in the case of 2KL8
(Figure 3A).
Accuracy of Sampling Smotifs
We assessed how effectively the CS fingerprint of a loop region
can be used to identify relatively large protein fragments such as
Smotifs. We ran the Smotif identification and CS pattern-match-
ing algorithm on known Smotifs from the fragment library, using
the corresponding SPARTA-generated theoretical CSs as
inputs. In all cases, the query Smotif was eliminated from the
pool of potential matches. For Smotifs with loops less than
nine residues (77% of all Smotifs in the library), the algorithm
identifies candidate Smotifs whose overall backbone rmsd is
within 2 A˚ from the query (Figure 4). For longer loops, the accu-
racy gradually decreases, partly due to the scarcity of Smotifs
with longer loops in the database itself. Even the theoretical
best match (based on overall backbone rmsd) to the query Smo-
tifs has increasingly larger rmsd values as the loops get longer.
However, it was estimated in the past that about 85% of loop
segments are shorter than 12 residues (Fiser et al., 2000), and
this estimate is confirmed by our current test set (Figure S2).
We explored the effect of loop length on the accuracy of the final
models and observed that proteins with Smotifs containing long894 Structure 21, 891–899, June 4, 2013 ª2013 Elsevier Ltd All rightsloops resulted in lower overall model quality and was worse for
proteins containing several long loops (Figures S3A and S3B),
in accordance with observations from other similar studies
(Raman et al., 2010). Although most Smotifs have short loopsreserved
Figure 4. Pattern Recognition of Smotifs
(A) Accuracy of identifying Smotifs from CS data using structural fingerprints. Accuracy of selection (in rmsd) is shown as a function of loop length for the helix-
helix subtype. The best-available Smotifs present in the library (theoretical limit), the best Smotif selected by CSmatching, and the average of the top eight Smotif
selected are shown in green, blue, and red, respectively. SDs are shown.
(B) Illustration of precalculated structural weights for each type of CS. For each residue type, preceding residue type, atom type, the secondary structural
preferences are obtained (helical, strand, and coil in blue, red, and green, respectively). The largest relative frequency is reduced by the second-largest value for
each normalized chemical shift value to obtain a relative weight (in black), which correlates with the information content carried by the normalized chemical shift
value. The example shown here corresponds to the C atom of the Ala-Met dipeptide.
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102 proteins with at least one Smotif with loop length equal or
longer than nine residues. This indicates that although long loops
are indeed rare within the whole Smotif space, they can affect
many different proteins since often only one such long loop
may exist in a given structure. We also analyzed how the contact
order of proteins affects our prediction quality. It has been shown
that lower-contact-order proteins fold faster and are predicted
more accurately by ab initio structure prediction methods (Bon-
neau et al., 2002a). This phenomenon can be observed in the
current application as well (Figure S3D).
Performance of Scoring Functions
We explored other scoring functions to rank the sampled
models, but we did not find a clear advantage over the chosen
one. The number of proteins (out of the 102 in the data set) where
the top-scoring model has GDT_TS R 50 when ranked by our
scoring function SmotifCS, Rosetta (Bonneau et al., 2002b),
Prosa (Sippl, 1993), and Dfire (Yang and Zhou, 2008a, 2008b)
are very similar: 21, 19, 21, and 21, respectively (Figure S4).
Consensus approaches became very popular and powerful in
protein structure prediction methods over the last decade, utiliz-
ing the simple idea of signal-to-noise improvement through aver-
aging (Kurowski and Bujnicki, 2003). Indeed, if we average out
the ranking of models by different scoring functions, we get an
improved performance, ranking 24 proteins with top models
above GDT_TS 50% and 90 above GDT_TS 30% (Figure S4).
The GDT_TS (Zemla, 2003) score-based accuracies of the best
models generated for ten proteins in our smaller testing set
with four alternative energy functions (SmotifCS, Prosa, Dfire,
and Rosetta) are given in Table S2. It emerged in earlier studies
that a practical discriminator between ab initio and homology-
model-quality models is around GDT_TS 30%, while above
50% it signals high-quality homology models (Kinch et al.,Structure 212011b). Although all ten proteins have high homology-quality
models sampled with GDT_TS scores R50 (column 3 in Table
S2), only seven out of ten cases were identified as such by the
SmotifCS energy function (column 4 in Table S2). Similar suc-
cess rates for Prosa, Dfire, and Rosetta are observed (columns
5–7 in Table S2), with a slight edge when using a consensus
scoring. This suggests that scoring functions deliver comparable
performance despite the large differences in their complexity
and style (Deng et al., 2012; Rykunov and Fiser, 2010).
Sampling Full Models
While it appears that we are operating at the edge of perfor-
mance of current leading scoring functions, the prospect of
improving performance on the sampling side turns out to be
more promising. Sampling is designed with practicality in
mind, to generate about a million full models for ranking that
can be built and scored within a reasonable time. We explored
the accuracy of the method if we generate0.5 and1.5 million
conformations and do not change anything else in the modeling
process. The test was run on only ten select proteins due to the
intensity of computation and it shows a tendency that one can
indeed deliver more accurate models with enhanced sampling
with an average GDT_TS score of 50.02, 54.19, and 57.11 for
0.5M, 1.0M, and 1.5M sampled conformations, respectively
(Table S3). This is especially important in the case of larger pro-
teins with more Smotifs, where there is a more limited sampling
per Smotif to generate the same total number of full model
decoys. This trend is clear if one plots the accuracy of models
as a function of the number of Smotifs they are composed of
(Figure S3C).
Another issue is how the availability of Smotifs limits the quality
of the resultingmodels. Out of 455 Smotifs that the algorithm had
to identify for our test set of 102 proteins, we located a Smotif
within 1.0 A˚ of the best-available Smotif in our library for 338, 891–899, June 4, 2013 ª2013 Elsevier Ltd All rights reserved 895
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itself is robust. Only 32 of the 455 Smotifs do not have a template
in the library within 4.0 A˚, and these 32 difficult Smotifs come
from 25 different proteins in the data set. These discrepancies
may be addressed in the future with a successful refinement
method, although this remains a challenging task.
Accuracy of CS-Based Secondary Structure Prediction
While the idea of using Smotif elements to assemble full struc-
tures seems powerful, it is also vulnerable to the accuracy of
definition of secondary structures from CS values. An error in
this first step of the algorithm is hard to correct in subsequent
steps and can lead to low-quality models. We currently use
TALOS+ to determine secondary structure locations within the
query protein sequences, and in 50 out of 102 proteins we get
at least onemajor Smotif definition incorrect in terms of the num-
ber of Smotifs (where we predict more or fewer Smotifs than
what exists in the native structure) or the type of Smotif (where
we predict an incorrect secondary structure and Smotif type,
such as a helix-helix Smotif instead of a strand-helix). If we
include minor discrepancies like Smotif starting position and
the length of secondary structures or loops (within a four-residue
margin), then 64 out of the 102 proteins have at least one incor-
rect Smotif definition. Figure 2 shows the GDT_TS distributions
of cases where we get the major Smotif definitions correct
(52 of the 102 proteins) and incorrect (50 of the 102 proteins).
Incorrect definitions clearly affect the resulting model quality,
with amedian GDT_TS score for the correctly and incorrectly as-
signed proteins of 43% and 33%, respectively. When exploring
alternative approaches, we used a non-CS-based secondary
structure prediction method (PSIPRED [Jones, 1999]) for assign-
ment, and we obtained a slightly worse but statistically indistin-
guishable overall performance.
Effect of Incomplete CS Assignment
Since the algorithm depends entirely on CS information, we
explored how incorrect CS assignments or missing data affect
our results. It has been estimated that more than 20% of the pro-
teins in the BMRB are improperly referenced and that about 1%
of all chemical shifts are misassigned (Wang et al., 2010). During
the selection of our test set, we required that the BMRB and PDB
entries match, and therefore no CS data were missing in the loop
regions that we focus on. We randomly picked 5%–30% of loop
residues and three flanking residues from the bracing secondary
structures and replaced their CS values with a random coil one.
In our algorithm, these positions are disregarded as they will not
show a difference to the reference random coil distribution. The
simulation on ten test proteins shows that accuracy of results do
not change until at least 15% of residues have missing CS data
but beyond 15% the results become proportionately incorrect
(Table S4). This amount of error is unusual in chemical shift
assignments and therefore should not be a bottleneck in our
approach.
Role of Refinement to Identify Near Native Models
We carried out a short refinement with the Rosetta structure pre-
diction program using the top 200 best-scored models obtained
from the set of ten proteins to see if initial models can be
improved (column 8 in Table S2). We also carried out a Monte896 Structure 21, 891–899, June 4, 2013 ª2013 Elsevier Ltd All rightsCarlo refinement of the top five models obtained from SmotifCS
with the goal to further sample the structural space found to exist
within an individual cluster of Smotifs (column 9 in Table S2). We
obtained a similar conclusion in both attempts as no systematic
pattern emerged and model accuracy improved or declined
randomly.
DISCUSSION
Chemical shift data are often the most easily obtainable type of
data from NMR experiments and are a necessary first step in
the classical NMR pipeline. This has prompted several groups
to research ways to incorporate this information in modeling pro-
tein structures. Unlike other forms of NMR data such as residual
dipolar coupling and NOE constraints, chemical shifts only pro-
vide information about local structure, and existing methods
have so far always incorporated sequence information of very
short segments along with the chemical shifts to model protein
structures. In our fragment-based approach, the selection of
building blocks solely depends on the CS patterns of secondary
structure spanning loop regions, without relying on any
sequence similarity information. Here, we have shown that by
taking into account the predicted secondary structure of an
unknown protein, we can sample large fragments of superse-
condary structures (Smotifs). This results in reduced combinato-
rial complexity, and thus complete models can be obtained by
full enumeration, leading to the possibility of tractably modeling
larger proteins. We find that the method works best in proteins
with relatively short loops (less than nine residues). As we ven-
ture into proteins with longer loops, the method becomes less
reliable and requires further improvement so that it can be
applied to a wide variety of protein structures. The success of
this algorithm strengthens the hypothesis that the space of
ordered proteins consists of a limited set of already observed
Smotifs and suggests that the Smotif library is a useful tool for
protein structure prediction as well as other applications such
as protein design.
EXPERIMENTAL PROCEDURES
The structure-modeling algorithm introduced here (SmotifCS) can be divided
into three stages: selection of candidate Smotifs through pattern matching,
sampling Smotif combinations, and scoring these combinations to generate
compact folds (Figure 1). The method requires two databases: one that orga-
nizes Smotif fragments and another precalculated database that contains the
relative weights of structural information conveyed by a given normalized
chemical shift value.
Building the Smotif Database
The Smotif database currently consists of 466,939 Smotifs obtained from
28,012 sequentially nonredundant protein structures (culled using PISCES;
Wang and Dunbrack, 2003; data set is nonredundant at 99% identity; only
X-ray; R factor < 0.3; resolution < 3.0, length = 40–10,000 residues) obtained
from the PDB (Berman et al., 2007). The Smotifs are classified into subtypes
according to their bracing secondary structures; helix-helix, helix-strand,
strand-helix, and strand-strand.Within each subtype, structurally similar Smo-
tifs are clustered based on rmsd measurements. In order to make structural
comparison of Smotifs with different lengths of bracing secondary structures
uniform, a unit vector is used to represent each secondary structure at its
largest moment of inertia, and rmsd is calculated between corresponding
unit vectors (Figure 1). This representation also ensures that otherwise well
superposing but out-of-register helix-loop junction points will not dominatereserved
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chemical shifts are precalculated for all Smotifs in our library using SPARTA+
(Shen and Bax, 2010).
Database of Relative Weights for all Chemical Shift Types
The structure prediction algorithm relies on another precalculated database
that contains the relative weights of structural information conveyed by a given
normalized chemical shift. Predicted CS values aggregated from all library
Smotifs were divided into groups based on atom type, residue type, and pre-
ceding residue type, resulting in 6 3 20 3 20 = 2,400 categories. For each
category, CS values were normalized by subtracting the random coil value.
Since each CS corresponds to a residue in one of three possible structural
subtypes (helical, strand, and ‘‘other’’), the statistical propensity of a given
CS value for each of these structural subtypes (within each of the 2,400
shift-type categories) is calculated. The relative weight of structural informa-
tion conveyed by a given CS (categorized by atom type, residue type, and
preceding residue type) is calculated as the difference between the statistical
propensities of the ‘‘most favored’’ and ‘‘second-most favored’’ secondary
structural conformations (Figure 4).
Test Data Set of Experimentally Known Proteins
Entrieswere extracted from the BMRBdatabase (out of a current total of 7,881)
that had either been deposited simultaneously with a corresponding PDB entry
or which had a corresponding solution NMRPDB entry with a BMRB ‘‘compar-
ison score’’ less than or equal to 9. Entries with identical sequence to the
corresponding PDB file and with complete CS data were retained. In order
to select the widest possible range of protein architectures, all entries were
cross-referenced with SCOP (Andreeva et al., 2008). From the remaining set
we selected 102 proteins, which did not generate errors when running TALOS+
(Table S1). In terms of SCOP class definition, the test set contained 42 all-a,
8 all-b, 3 a/b, 33 a+b, 14 small proteins, and 2 designed proteins, all belonging
to a unique fold category. The length of the proteins ranged between 56 and
130 with a median length of 88 residues, and these proteins are composed
of two to eight Smotifs. Due to the intensity of the computation, the algorithm
itself was parameterized, trained, and developed on a smaller set of ten pro-
teins solved by NMR and disjoint from the above-described 102 member
test set: 2KL8, 2KCl, 2KD1, 2KPO, 2KYS, 2JMO, 2JUA, 2JVE, 2JVF, and 2L2N.
Selection of Smotifs via Pattern Matching
CS ‘‘Fingerprints’’ of Loop Regions
In order to identify encoded information about the relative orientation of regular
secondary structures within each predicted Smotif of the query sequence, we
compared CS patterns of the loop segments and the three flanking secondary
structure residues on each side, between the experimental CS of the query
Smotif and the theoretical CSs of available Smotifs in our library. The goal is
to transfer the structure information from the identified library Smotif to the
local region of the query sequence. The complete CS information of the regular
secondary structures does not carry much information for this purpose.
Further, the TALOS+ predicted F/J angles (also obtained from the experi-
mental CSs) were used to assign each loop residue of the query Smotif in
one of the 11 possible locations within the Ramachandran map (Fernandez-
Fuentes et al., 2006a). The string of Ramachandran map sublocations consti-
tuted the ‘‘fingerprint’’ of loop segments that was compared to similar
fingerprints derived from the Smotifs in our library. The best-matching Smotif
fingerprints were then ranked by their CS match ‘‘score’’ obtained as the sum
of weighted squared differences between the chemical shifts of the query and
library Smotifs, considering only the loop and three flanking residues in each
case.
Algorithmic Steps
Given the predetermined databases of theoretical CSs for each Smotif in our
library and a statistical set of weights for the CS values, potential building block
candidates for modeling a query protein with known experimental CSs are
identified from the Smotif library using the following steps:
(1) Secondary structure of the residues and putative Smotifs in the query
protein are identified with TALOS+ using the experimental CS values
(Shen et al., 2009a). Each loop residue is assigned to one of the 11 pos-
sible structural categories on the Ramachandran map (Fernandez-Structure 21Fuentes et al., 2006a; Fiser et al., 2000), based on their TALOS+
predicted F/J angles, and the loop segment is represented by this
string of conformational categories as structural ‘‘fingerprint.’’
(2) For each Smotif in the query protein, a list of candidates from the Smotif
library is obtained by filtering according to its type (helix-helix, helix-
strand, strand-helix, or strand-strand), loop length (which can tolerate
a one-residue difference), and secondary structure length (which toler-
ates a two-residue difference). Within the set of Smotif candidates,
redundant Smotifs are removed at 100% sequence identity.
(3) The best-matching (largest number of matching residue-level F/J
structural categories) Smotif is found from the library using the Smotif
fingerprints. Then the required number of residue matches with the
query fingerprint (Ns) is relaxed until at least 20 Smotifs are selected.
(4) The chemical shift difference (DCS) between the two Smotifs, consid-
ering the loop and three flanking residues, is calculated as a sum of the
weighted squared difference between the experimental CS values of
the query Smotif and the SPARTA-calculated theoretical CS values
of the library Smotif. The Smotif candidates are then ranked by their
overall chemical shift difference.
DCS=
1
N
X
p
X
a
abs

CSqueryp;a  CSlibp;a

3wdp;a;
where CS is the normalized chemical shift value, p is the residue position, d is
the preceding residue type to position p, a is the atom type compared, N is the
total number of residues compared (loop plus six flanking secondary structure
residues), w is one of the 2,400 precalculated CS weights, specific to the res-
idue type, preceding residue type, and atom type.
(5) Once a list of ranked Smotifs is obtained, we employ two different clus-
tering methods to further refine the Smotif selection procedure:, 891–8(a) Sampling precalculated structural clusters from the Smotif library.
Each of the Smotif candidates obtained from steps (1)–(4) belongs
to a predefined cluster of structurally similar Smotifs in the library.
We sample asmany diverse clusters (between four and ten) among
these as possible, irrespective of the frequency of occurrence of
Smotifs among the top hits. The number of picked motifs is limited
by our computational capacity and therefore will depend on the
size of the protein. For larger proteins with more Smotifs, we pick
smaller number of candidates and vice versa, so that we end up
sampling about a million different combinations overall. The num-
ber of Smotifs chosen from the library varies between ten and
four for query proteins with predicted number of Smotifs varying
from two to eight, respectively. From each cluster, the Smotif
with the lowest DCS is chosen.
(b) Sampling dynamically calculated clusters. The clusters in the
library were generated using the rmsds between the unit vector
representations of the corresponding secondary structures (Fig-
ure 1). Since we ignore the details of the loop regions within the
Smotifs in the previous clustering method, here we use an alter-
nate approach, which takes into consideration the loop residues
of the Smotifs. We start with the top 200 Smotifs selected from
steps (1) and (2) described above, but we skip the highly restrictive
step (3) since it often provides less than 200 Smotifs. We then
calculate all-versus-all backbone atom rmsd, including loop and
secondary structure residues, for all the 200 Smotifs and use Phy-
lip (Retief, 2000) to carry out hierarchical UPGMA clustering at
2.0 A˚ cutoff. We then calculate a score for each Smotif, as a func-
tion of it’s cluster size, as follows: score = (200  current rank) +
cluster size, where current rank is based on DCS as described in
step (4) above and cluster size is the size of the cluster to which
the Smotif belongs. Smotifs are reranked based on this score
and then the top four to ten Smotifs are picked depending the
size of proteins, as before. This approach is expected to facilitate
identifying Smotifs that are structurally similar (including in the
loop region) and hence cluster together, without compromising
on the CS ranking. It also increases the preference of structurally
similar Smotifs that occur more frequently in the top 200 than the
others.99, June 4, 2013 ª2013 Elsevier Ltd All rights reserved 897
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Ways & Means(6) We pool all nonredundant Smotifs fromboth clusteringmethods in step
(5) to obtain a set of 8–20 Smotifs per query.
Sampling and Scoring of Smotif Combinations
After a suitable set of candidates has been selected for each putative Smotif in
the query structure, a full enumeration of the structures is carried out by joining
every possible combination of these Smotifs. Successive motifs are joined by
optimally superposing their overlapping secondary structures. Length of sec-
ondary structures of the sampled Smotifs are extended or shortened to fit the
query sequence. In the process of joining Smotifs, a limited number of steric
clashes (equal to the number of total Smotifs in the structure) are allowed.
The candidate structures resulting from the full enumeration are evaluated
using a two-pass linear scoring function with the following components:
(1) Radius of gyration using Ca carbons
(2) A distance-dependent statistical potential function (Rykunov and Fiser,
2007, 2010; Rykunov et al., 2009)
(3) An implicit solvation potential (Lazaridis and Karplus, 1999)
(4) A knowledge-based long-range backbone hydrogen-bonding poten-
tial (Morozov and Kortemme, 2005)
All components were converted into statistical Z scores before combining
them. The weights for the linear scoring function were optimized on a set of
decoy structures obtained from five proteins of varying sizes and secondary
structure composition (1PTF, 1M7T, 1ZLM, 2LIS, and 2DC3), all of which
were disjoint from the proteins used to test this algorithm. Importantly, the
decoy sets were organized into two subsets, the first of which included only
‘‘distant’’ structures (with >3 A˚ rmsd from the native structures) and generated
the weights for the ‘‘coarse’’ grained scoring function and the second con-
sisted of near-native structures (<3 A˚ rmsd of native structures) and yielded
weights for the ‘‘refined’’ scoring function (Figure S5). All enumerated models
were scored with the coarse scoring function, and then the top 5,000 struc-
tureswere reranked using the refined scoring function. The best 200 structures
from this reranking were relaxed using MODELER (Fiser and Sali, 2003) to
resolve steric clashes and maintain stereochemistry. The dominant compo-
nents in the coarse-grained scoring function turned out to be the radius of
gyration and implicit solvation potential. At this stage, it is expected that these
terms are efficiently selecting compact sampled conformations, with a native-
like proportion of buried/exposed hydrophobic/hydrophilic residues. Mean-
while, in the fine-grained scoring function, the distance-dependent statistical
pair potential and explicit backbone hydrogen bond potential terms dominate.
This makes sense as at this latter stage the selected conformations are all
reasonably compact and have a good solvation profile therefore the quality
of internal contacts and the correct register of the hydrogen bonds is expected
to play a more prominent role. The accuracy of final models were evaluated
using rmsd andGDT_TS scores (Zemla, 2003) with respect to the experimental
solution structure, considering the entire protein. GDT_TS score calculates the
average percentage of structurally equivalent pairs of residues at 1, 2, 4,
and 8 A˚ cutoff values upon optimal superposition of the experimental solution
structure and the computational model.
Refining Near-Native Models
The internal angles of the loop residues of each Smotif in the structure were
allowed to vary randomly within ±30 degrees from the original Smotif configu-
ration with each Monte Carlo step with the condition that no additional steric
clashes can be created. Perturbed structures were accepted using the
Metropolis criterion and the algorithm was run for 3,000 iterations. Alternately,
a short Rosetta refinement was carried out using the top 100models obtained.SUPPLEMENTAL INFORMATION
Supplemental Information contains five figures and four tables and can be
found with this article online at http://dx.doi.org/10.1016/j.str.2013.04.012.
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