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Abstrak 
 Uji alternatif terurut merupakan uji yang ingin mengetahui apakah ukuran nilai 
tengah beberapa kelompok mengikuti urutan tertentu atau tidak. Uji untuk alternatif 
terurut yang paling utama adalah uji Jonckheere-Terpstra (JT). Modifikasi uji JT (MJT) 
diperkenalkan oleh Tryon dan Hettmansperger dan Neuhauser mengatakan uji MJT 
lebih baik dari JT karena distribusinya lebih panjang. Penelitian ini melakukan simulasi 
untuk mengetahui power uji JT dan MJT. Kombinasi dari 9 distribusi, enam urutan nilai 
tengah, dan tiga kombinasi banyak sampel dilakukan untuk pengujian tiga, empat, dan 
lima kelompok. Hasil penelitian menunjukkan bahwa uji MJT tidak lebih baik dari uji JT. 
Kata kunci : alternatif terurut, uji Jonckheere Terpstra, Modifikasi  Jonckheere Terpstra 
 
Pendahuluan 
 Seringkali suatu penelitian ingin mengetahui secara serentak apakah terdapat 
perbedaan letak ukuran  nilai tengah pada beberapa kelompok dibandingkan apakah 
letak ukuran nilai tengah mengikuti suatu ukuran tertentu. Pengujian yang pertama 
merupakan uji yang biasa diselesaikan menggunakan uji analisis ragam (anova) atau uji 
Kruskal Wallis. Pengujian yang kedua disebut uji alternatif data terurut. Pada uji 
alternatif terurut, hipotesis seharusnya dibangun atas dasar bagaimana perlakuan 
diberikan dan bukan berdasarkan pada sampel yang didapatkan [1]. Peneliti tidak 
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seharusnya menetapkan hipotesis setelah data dikumpulkan dan ditelaah tapi 
hipotesis seharusnya ditetapkan dulu baru kemudian data dikumpulkan. 
 Uji untuk alternatif terurut yang paling utama adalah uji Jonckheere-Terpstra 
(JT), yang diperkenalkan oleh Jonckheere dan Terpstra [2][3]. Uji statistik dari uji JT 
adalah penjumlahan uji statistik Mann-Whitney (MW) untuk setiap kombinasi 
pasangan dari k-populasi tersebut, dimana k adalah banyaknya kelompok. Statistik 
MW sendiri seringkali disebut sebagai statistik U yang merupakan statistik untuk 
mengukur apakah dua kelompok berbeda satu sama lain [4]. 
 Bewick dkk [5], menyatakan bahwa uji JT lebih tepat digunakan pada perlakuan 
yang terurut. Dalam artikelnya mereka menunjukkan bahwa uji statistik yang lain 
hanya mampu menunjukkan bahwa data lamanya waktu tinggal diruang ICU pada 
pasien yang mengalami kecelakaan, mempunyai masalah medis, dan pasien yang 
menjalani operasi syaraf adalah berbeda. Namun, tidak bisa diambil kesimpulan 
apakah waktu tinggal mereka dalam ruang ICU bertambah sesuai dengan tingkatan 
resiko yang dihadapi pasien setelah mengalami tiap perlakuan diatas. Pernyataan ini 
juga dikuatkan oleh Mehotcheva [6] yang merekomendasikan uji JT jika alternatif 
hipotesis yang ingin diteliti adalah data terurut.  
 Tyron dan Hettmansperger, pada tahun 1987, mengusulkan sebuah uji yang 
merupakan modifikasi dari uji JT [7]. Usulan mreka adalah menambahkan bobot pada 
setiap statistik-U yang merupakan bagian dari uji JT. Bobot yang mereka usulkan 
adalah beda urutan dari populasi yang diujikan, misal pebandingan antara kelompok 
pada urutan pertama dan kedua mendapat bobot 1, sedangkan kelpompok satu dan 
tiga mendapat bobot 2. Uji ini bisa digambarkan sebagai uji JT dengan bobot. Uji 
modifikasi JT ini dikenal dengan istilah uji Modified Jonckheere Terpstra (MJT). 
Neuhauser [8] menyatakan bahwa uji MJT lebih baik dari uji JT karena mempunyai 
distribusi yang lebih panjang, namun mereka tidak melaporkan bagaimana power MJT 
dibandingkan JT pada berbagai macam jumlah data pada tiap kelompok. Namun, 
perhitungan varians dan rataan sebenarnya pada uji MJT lebih rumit daripada uji JT 
karena varians dan rataannya selalu berbeda ketika kombinasi banyak sampel yang 
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digunakan berbeda. Sebagai contoh, varians dari kombinasi banyak sampel 3,4, dan 5 
pada pengujian untuk tiga kelompok, akan berbeda dengan kombinasi banyak sampel 
4, 3, dan 5. Sedangkan pada uji JT, varians dari kedua kombinasi banyak sampel diatas 
akan sama nilainya. 
 Tujuan dari penelitian ini adalah melakukan simulasi Monte Carlo dengan 
menggunakan perangkat lunak R [9] untuk mengetahui power dari uji JT dan uji MJT. 
Simulasi yang dilakukan akan menggunakan beberapa distribusi, antara lain skew kiri 
dan kanan serta simetri, beberapa jumlah sampel yang berbeda-beda untuk tiap-tiap 
kelompok, serta beberapa tingkatan pertambahan nilai tengah yang berbeda-beda 
juga diteliti. Dengan demikian akan bisa diambil kesimpulan pada situasi yang 
bagaimana uji JT dan MJT lebih unggul satu sama lain. Manfaat yang bisa dipakai 
adalah suatu acuan pada saat yang bagaimana kita harus menggunakan uji JT atau MJT 
berdasarkan power yang didapat dari penelitian. 
 
Metode Penelitian 
 Simulasi yang dilakukan menggunakan sembilan distribusi yaitu tiga distribusi 
yang skew kiri, tiga yang skew kanan, dan tiga distribusi yang simetri. Distribusi-
distribusi tersebut dibangkitakan menggunakan logF distribusi dan memakai kombinasi 
derajad kebebasan 2, 4.5, dan 10. Semakin kecil derajad kebebasan yang dipakai, 
semakin besar ragam (varians) yang terjadi. Distribusi logF yang menggunakan derajad 
kebebasan 4.5 dan 4.5 akan mendekati distribusi standar normal. Gambar 1 dibawah 
adalah illustrasi distribusi-distribusi yang dipakai.  Ketika derajad kebebasan pertama 
lebih dari derajad kebebasan kedua, maka distribusi akan menjadi skew kiri.Distribusi 
akan simetri ketika kedua derajad kebebasannya sama, sedangkan skew kanan ketika 
derajad kebebasan pertama kurang dari yang kedua. 
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 Gambar 1. Illustrasi distribusi-distribusi yang dipakai dalam simulasi. 
  
Perhitungan power akan dilakukan dengan membangkitkan data acak sebanyak 
lima ribu kali untuk setiap kombinasi distribusi dan banyak sampel, serta ukuran-
ukuran nilai tengah, kemudian akan dilakukan uji dengan menggunakan uji-z. 
Pengujian dengan uji-z dilakukan karena distibusi dari uji JT dan MJT adalah simetri dan 
dengan hukum angka besar (Large Law Number) distribusinya akan mendekati standar 
normal jika dikurangi dengan rataan dan dibagi dengan akar positif dari varians 
sebenarnya. Tingkat kesalahan yang dihitung adalah 0.05, sehingga setiap nilai z yang 
didapat akan dibandingkan dengan -1.959964 atau 1.959964 karena kita melakukan uji 
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dua arah. Setiap kali H0 ditolak akan diberi nilai satu, kalau tidak diberi nilai nol. Power 
merupakan penjumlahan berapa kali H0 ditolak dibagi banyaknya simulasi yang 
dilakukan yang dalam penelitian ini sebanyak 5000 kali 
 Rataan dan varians sebenarnya dari uji JT dan MJT bisa didapatkan dengan 
rumus-rumus berikut: 
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Hasil dan Pembahasan 
 Tiga tabel 1, tabel 2, dan tabel 3 menyajikan power dari uji JT dan MJT dari hasil 
simulasi. Power untuk tiga kelompok disajikan di tabel 1, untuk empat kelompok 
disajikan dalam tabel 2, dan tabel tabel 3 menyajikan untuk lima kelompok.   
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 Untuk tiga kelompok, distribusi yang disajikan adalah skew kiri dengan varians 
besar dan kombinasi banyak sampel untuk tiap kelompok adalah 5, 10, dan 10 yang 
artinya banyak data untuk kelompok satu adalah 5, kelompok dua adalah 10, dan 
kelompok tiga adalah 10. Terlihat bahwa power dari kedua uji tidak menunjukkan 
superioritas satu sama lain. Saat perubahan nilai tengah adalah sama, uji MJT tidak 
mampu menunjukkan bahwa power yang dipunyainya lebih besar dari uji JT. Ketika 
pertambahan nilai tengah tidak lagi sama, terlihat uji JT lebih besar powernya.  
Tabel 1. Power untuk tiga kelompok, distribusi skew kiri. 
 
n1, n2, n3 = 5, 10, 10 
1, 2, 3 JT MJT 
0.00 0.50 1.00 0.427 0.430 
0.00 1.00 2.00 0.875 0.870 
0.00 1.25 1.50 0.542 0.572 
0.00 1.00 1.00 0.267 0.289 
0.00 0.00 1.00 0.523 0.499 
0.00 0.25 1.50 0.745 0.721 
 
 Tabel 2 menyajikan power untuk empat kelompok dengan distribusi simetri 
dengan varians kecil dan kombinasi banyak sampel untuk tiap kelompok adalah 5, 10, 
10, dan 15. Terlihat dari tabel ini, power uji MJT sedikit lebih besar dibanding uji JT 
untuk bebagai kombinasi pertambahan nilai tengah untuk tiap kelompok. Pada saat 
pertambahan nilai tengah tidak sama, power uji JT hanya berbeda sangat kecil 
dibanding uji MJT. 
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 Tabel 2. Power untuk empat kelompok, distribusi simetri dengan varians kecil 
 n1, n2, n3, n4 = 5, 10, 10, 15 
1, 2, 3  JT MJT 
0.00 0.50 0.75 1.00 0.875 0.890 
0.00 0.25 0.50 0.75 0.776 0.782 
0.00 0.75 1.00 1.25 0.939 0.957 
0.00 0.25 0.75 1.50 1.000 1.000 
0.00 0.75 1.25 1.50 0.993 0.996 
0.00 0.75 1.00 1.50 0.998 0.999 
 Power dari uji MJT terlihat lebih besar dari uji JT ketika pertambahan nilai 
tengah adalah sama pada lima kelompok dengan distribusi skew kanan dan varians 
kecil dimana kombinasi banyak sampel untuk tiap kelompok adalah 5, 5, 5, 10, dan 10 . 
Namun beberapa power MJT terlihat kalah dari uji JT ketika pertambahan nilai tengah 
berbeda.   
 Tabel 3. Power untuk lima kelompok, distribusi simetri varians kecil. 
 n1, n2, n3, n4, n5  = 5, 5, 5,10, 10 
1, 2, 3,  JT MJT 
0.00 0.25 0.50 0.75 1.00 0.718 0.746 
0.00 0.75 1.00 1.25 1.50 0.900 0.926 
0.00 0.25 0.50 0.75 1.50 0.970 0.957 
0.00 0.75 1.25 1.50 1.75 0.969 0.979 
0.00 0.50 0.75 1.00 1.75 0.987 0.978 
0.00 0.25 1.00 1.50 1.75 0.988 0.993 
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Kesimpulan 
 Uji MJT tidak lebih baik dari uji JT walaupun untuk beberapa kasus terlihat 
bahwa powernya lebih besar dibanding uji JT. Untuk pengujian alternatif data terurut, 
berdasarkan dari penelitian ini, lebih baik digunakan uji JT karena perhitungan rataan 
dan varians sebenarnya yang sederhana dan bersifat universal (sama untuk setiap 
kombinasi banyak sampel tiap kelompok).  
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