Estimation of the parameters of an autoregressive process in the presence of additive white noise by Done, William John
ESTIMATION OF THE PARAMETERS OF AN AUTOREGRESSIVE PROCESS 
IN THE PRESENCE OF A D D IT IV E  WHITE NOISE
by
W i l l i a m  J o h n  Done
D e c e m b e r  19 78
UTEC-CSc-79-021
T h i s  r e s e a r c h  was  s u p p o r t e d  by  t h e  A d v a n c e d  R e s e a r c h  P r o j e c t s  A g e n c y  o f  
t h e  D e p a r t m e n t  o f  D e f e n s e  u n d e r  C o n t r a c t  No .  N0017 3 - 7 7 - C - 0 0 4 1 .
A B S T R A C T
A p p l i c a t i o n s  o f  l i n e a r  p r e d i c t i o n  ( L P )  a l g o r i t h m s  h a v e  
b e e n  s u c c e s s f u l  i n  m o d e l i n g  v a r i o u s  p h y s i c a l  p r o c e s s e s .  I n  
t h e  a r e a  o f  s p e e c h  a n a l y s i s  t h i s  h a s  r e s u l t e d  i n  t h e  
d e v e l o p m e n t  o f  L P  v o c o d e r s ,  d e v i c e s  u s e d  i n  d i g i t a l  s p e e c h  
c o m m u n i c a t i o n  s y s t e m s .  T h e  L P  a l g o r i t h m s  u s e d  i n  s p e e c h  
a n d  o t h e r  a r e a s  a r e  b a s e d  o n  a l l - p o l e  m o d e l s  f o r  t h e  s i g n a l  
b e i n g  c o n s i d e r e d .  W i t h  w h i t e  n o i s e  e x c i t a t i o n  t o  t h e  
m o d e l ,  t h e  a l l - p o l e  L P  m o d e l  i s  e q u i v a l e n t  t o  t h e  
a u t o r e g r e s s i v e  ( A R )  m o d e l .
W i t h  t h e  s u c c e s s  o f  t h i s  m o d e l  f o r  s p e e c h  w e l l  
e s t a b l i s h e d ,  t h e  a p p l i c a t i o n  o f  L P  a l g o r i t h m s  i n  n o i s y  
e n v i r o n m e n t s  i s  b e i n g  c o n s i d e r e d .  E x i s t i n g  L P  a l g o r i t h m s  
p e r f o r m  p o o r l y  i n  t h e s e  c o n d i t i o n s .  A d d i t i v e  w h i t e  n o i s e  
s e v e r e l y  e f f e c t s  t h e  i n t e l l i g i b i l i t y  a n d  q u a l i t y  o f  s p e e c h  
a f t e r  a n a l y s i s  b y  a n  L P  v o c o d e r .
I t  i s  k n o w n  t h a t  t h e  a d d i t i o n  o f  w h i t e  n o i s e  t o  a n  A R  
p r o c e s s  p r o d u c e s  d a t a  t h a t  c a n  b e  d e s c r i b e d  b y  a n  
a u t o r e g r e s s i v e  m o v i n g - a v e r a g e  ( A R M A )  m o d e l .  T h e  A R  
c o e f f i c i e n t s  o f  t h e  A R M A  m o d e l  a r e  i d e n t i c a l  t o  t h e  AR  
c o e f f i c i e n t s  o f  t h e  o r i g i n a l  A R  p r o c e s s .  T h i s  d i s s e r t a t i o n  
i n v e s t i g a t e s  t h e  p r a c t i c a l i t y  o f  t h i s  m o d e l  f o r  e s t i m a t i n g  
t h e  c o e f f i c i e n t s  o f  t h e  o r i g i n a l  A R  p r o c e s s .  T h e
m a t h e m a t i c a l  d e t a i l s  f o r  t h i s  m o d e l  a r e  r e v i e w e d .  T h o s e  
f o r  t h e  a u t o c o r r e l a t i o n  m e t h o d  L P  a l g o r i t h m  a r e  a l s o  
d i s c u s s e d  .
E x p e r i m e n t a l  r e s u l t s  o b t a i n e d  f r o m  s e v e r a l  p a r a m e t e r  
e s t i m a t i o n  t e c h n i q u e s  a r e  p r e s e n t e d .  T h e s e  m e t h o d s  i n c l u d e  
t h e  a u t o c o r r e l a t i o n  m e t h o d  f o r  L P  a n d  a  N e w t o n - R a p h s o n  
a l g o r i t h m  w h i c h  e s t i m a t e s  t h e  A R M A  p a r a m e t e r s  f r o m  t h e  
n o i s y  d a t a .  T h e s e  e s t i m a t i o n  m e t h o d s  a r e  a p p l i e d  t o  
s e v e r a l  A R  p r o c e s s e s  d e g r a d e d  b y  a d d i t i v e  w h i t e  n o i s e .  
R e s u l t s  s h o w  t h a t  u s i n g  a n  a l g o r i t h m  b a s e d  o n  t h e  A R M A  
m o d e l  f o r  t h e  d a t a  i m p r o v e s  t h e  e s t i m a t e s  f o r  t h e  o r i g i n a l  
A R  c o e f f i c i e n t s .
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C H A P T E R  1 
I N T R O D U C T I O N
I n  t h e  a n a l y s i s  o f  p h y s i c a l  p r o c e s s e s ,  o n e  o f  t h e  
f i r s t  s t e p s  t a k e n  i s  t h e  d e v e l o p m e n t  o f  a  m a t h e m a t i c a l  
m o d e l  w h i c h  i s  r e p r e s e n t a t i v e  o f  t h e  p r o c e s s .  S o m e  
e x a m p l e s  o f  s u c c e s s f u l  m o d e l s  f o r  p h y s i c a l  p r o c e s s e s  a r e  
t h o s e  p r e s e n t l y  b e i n g  u s e d  i n  t h e  a n a l y s i s  o f  s p e e c h .  O n e  
e s p e c i a l l y  u s e f u l  m o d e l  i s  t h a t  b a s e d  o n  a l l - p o l e  l i n e a r  
p r e d i c t i o n  ( L P ) . L P  a l g o r i t h m s  a r e  i m p o r t a n t  i n  b o t h  m a j o r  
a r e a s  o f  c o n c e r n  i n  d i g i t a l  s p e e c h  c o m m u n i c a t i o n s :
1 )  h i g h  q u a l i t y  s y n t h e t i c  s p e e c h  a n d
2 )  l o w  b i t  r a t e  c o m m u n i c a t i o n s  s y s t e m s .
U n f o r t u n a t e l y ,  f e w  p h y s i c a l  p r o c e s s e s  c a n  b e  m e a s u r e d  
w i t h o u t  e r r o r .  . I n  m a n y  c a s e s  w h e r e  m e a s u r e m e n t  e r r o r  i s  
i n s i g n i f i c a n t ,  t h e  d e s i r e d  s i g n a l  i s  c o r r u p t e d  b y  s o m e  
o t h e r  n o i s e  s o u r c e .  S i n c e  p a r a m e t e r s  o f  t h e  m o d e l  a r e  t o  
b e  i n f e r r e d  f r o m  t h e  d a t a ,  t h e  e s t i m a t i o n  a l g o r i t h m  m u s t  b e  
r o b u s t  i f  i t  i s  t o  b e  u s e f u l  i n  n o i s y  s i t u a t i o n s .  T h a t  i s ,  
t h e  e s t i m a t i o n  a l g o r i t h m  s h o u l d  p r o d u c e  a c c e p t a b l e  
p a r a m e t e r  e s t i m a t e s  f r o m  d a t a  d e g r a d e d  b y  t h e  t y p e s  o f  
n o i s e  e x p e c t e d  i n  t h e  s y s t e m .  T h i s  s h o u l d  b e  a c c o m p l i s h e d  
o v e r  a  w i d e  r a n g e  o f  s i g n a l - t o - n o i s e  r a t i o s  ( S N R ' s ) .  M o s t  
o f  t h e  e v a l u a t i o n s  o f  L P  a l g o r i t h m s ,  h o w e v e r ,  h a v e  b e e n
p e r f o r m e d  w i t h  h i g h  q u a l i t y  s p e e c h  i n p u t s  h a v i n g  m i n i m a l  
b a c k g r o u n d  n o i s e .  W h e n  n o i s e  i s  a d d e d  t o  a  s p e e c h  s i g n a l  
p r i o r  t o  a n a l y s i s ,  t h e  i n t e l l i g i b i l i t y  a n d  q u a l i t y  o f  t h e  
s y n t h e t i c  s p e e c h  g e n e r a t e d  b y  t h e  L P  s y s t e m  a r e  d e g r a d e d .  
T h e  a d d i t i o n  o f  n o i s e  c a u s e s  p r o b l e m s  i n  f o u r  a r e a s :
1 )  s i l e n c e  d e t e c t i o n ,
2 )  v o i c e d / u n v o i c e d  d e t e r m i n a t i o n ,
3 )  p i t c h  p e r i o d  c a l c u l a t i o n  i f  v o i c e d ,  a n d
4 )  i d e n t i f i c a t i o n  o f  t h e  L P  c o e f f i c i e n t s .
M c A u l a y  [ 2 6 ]  h a s  a d d r e s s e d  t h e  f i r s t  t h r e e  p r o b l e m s .  T h i s  
r e s e a r c h  i s  c o n c e r n e d  w i t h  p r o b l e m  4 ) ,  t h e  i d e n t i f i c a t i o n  
o f  t h e  c o e f f i c i e n t s  o f  t h e  a l l - p o l e  m o d e l  w h e n  t h e  
d e g r a d a t i o n  i s  d u e  t o  a d d i t i v e  w h i t e  n o i s e .
W i t h  w h i t e  n o i s e  e x c i t a t i o n ,  t h e  a l l - p o l e  L P  m o d e l  f o r  
s p e e c h  i s  i d e n t i c a l  t o  t h e  a u t o r e g r e s s i v e  ( A R )  m o d e l  
d i s c u s s e d  i n  m a n y  t e x t s .  T h e  r e s e a r c h  p r e s e n t e d  h e r e  
s p e c i f i c a l l y  d e a l s  w i t h  a  m o d e l  f o r  a n  A R  p r o c e s s  p l u s  
w h i t e  n o i s e .  T h e  d a t a  r e s u l t i n g  f r o m  t h e  a d d i t i o n  o f  w h i t e  
n o i s e  t o  a n  A R  p r o c e s s  i s  a n  a u t o r e g r e s s i v e  m o v i n g - a v e r a g e  
( A R M A )  p r o c e s s .  T h e  m o v i n g - a v e r a g e  (M A )  c o m p o n e n t  o f  t h e  
m o d e l  i s  e q u i v a l e n t  t o  a n  a l l - z e r o  s p e c i f i c a t i o n  f o r  a  
s y s t e m .  I n  t h i s  d i s s e r t a t i o n ,  t h e  m o d e l  f o r  a n  A R  p r o c e s s  
p l u s  w h i t e  n o i s e  w i l l  b e  r e f e r r e d  t o  a s  t h e  A R - t o - A R M A  
t r a n s f o r m a t i o n  m o d e l .  A  d e t a i l e d  d e s c r i p t i o n  o f  t h i s  m o d e l  
i s  p r e s e n t e d  i n  C h a p t e r  3 .  T h e  m o s t  s i g n i f i c a n t  f e a t u r e  o f  
t h i s  m o d e l  e m p h a s i z e d  h e r e  i s  t h e  f o l l o w i n g :  i f  t h e  A R
p r o c e s s  t o  b e  i d e n t i f i e d  i s  d e g r a d e d  b y  a d d i t i v e  w h i t e  
n o i s e ,  t h e  A R  p a r a m e t e r s  o f  t h e  d a t a  a r e  i d e n t i c a l  t o  t h o s e  
o f  t h e  o r i g i n a l  A R  m o d e l .
T h e  a d d i t i o n  o f  t h e  w h i t e  n o i s e  i n t r o d u c e s  MA 
p a r a m e t e r s .  P a r a m e t e r  e s t i m a t i o n  m e t h o d s  m u s t  t a k e  i n t o  
a c c o u n t  t h e  p r e s e n c e  o f  t h e  MA c h a r a c t e r i s t i c s  o f  t h e  d a t a .  
I n t u i t i v e l y ,  a n  a n a l y s i s  s y s t e m  b a s e d  o n  t h e  A R M A  m o d e l  
s h o u l d  b e  m o r e  r o b u s t  i n  w h i t e  n o i s e  e n v i r o n m e n t s  t h a n  
l i n e a r  p r e d i c t i v e  c o d i n g  ( L P C )  s y s t e m s ,  w h i c h  d e a l  o n l y  
w i t h  A R  p a r a m e t e r s .  T h i s  r o b u s t n e s s  a r i s e s  b e c a u s e  t h e  
m o d e l  e x p l i c i t l y  a c c o u n t s  f o r  t h i s  k i n d  o f  n o i s e .  AR M A  
e s t i m a t i o n  p r o c e d u r e s ,  h o w e v e r ,  a r e  m o r e  d i f f i c u l t  t o  
i m p l e m e n t  t h a n  A R  e s t i m a t i o n  m e t h o d s .  T h e  MA p o r t i o n  o f  
t h e  m o d e l  i n t r o d u c e s  n o n l i n e a r  r e l a t i o n s h i p s .  S o l u t i o n s  
u s u a l l y  i n v o l v e  i t e r a t i v e  s c h e m e s .  A l s o ,  u s e  o f  t h e s e  
m e t h o d s  r e q u i r e s  s i g n i f i c a n t  m o d i f i c a t i o n s  o f  t h e  L P  
a n a l y s i s  p r o c e d u r e ,  e v e n  t h o u g h  t h e  A R  p a r a m e t e r s  a r e  t h e  
g o a l  o f  e a c h  m e t h o d .
T h e  p r i m a r y  o b j e c t i v e  o f  t h i s  r e s e a r c h  i s  t o  d e t e r m i n e  
t h e  a p p l i c a b i l i t y  o f  t h e  A R - t o - A R M A  t r a n s f o r m a t i o n  m o d e l  i n  
e s t i m a t i n g  t h e  p a r a m e t e r s  o f  t h e  d e s i r e d  A R  p r o c e s s .  
I n t u i t i v e l y ,  a l g o r i t h m s  b a s e d  o n  t h i s  m o d e l  s h o u l d  p e r f o r m  
b e t t e r  i n  w h i t e  n o i s e  e n v i r o n m e n t s  t h a n  t h e  L P  a l g o r i t h m ,  
w h i c h  i g n o r e s  t h e  MA c o m p o n e n t  o f  t h e  d a t a .  T h e  p o s s i b l e  
b e n e f i t  o f  p a r a m e t e r  e s t i m a t i o n  p r o c e d u r e s  d e r i v e d  f r o m  t h e  
A R - t o - A R M A  t r a n s f o r m a t i o n  i s  i m p r o v e d  o p e r a t i n g
c h a r a c t e r i s t i c s  o f  t h e  s y s t e m  i n  w h i t e  n o i s e  c o n d i t i o n s .  
S p e c i f i c a l l y ,  t h e  o b j e c t i v e s  o f  t h i s  r e s e a r c h  a r e :
1 )  I l l u s t r a t e  t h e  e f f e c t  o f  a d d i t i v e  w h i t e  n o i s e  o n  t h e  A R  
c o e f f i c i e n t  e s t i m a t e s  p r o d u c e d  b y  t h e  a u t o c o r r e l a t i o n  
m e t h o d  o f  L P C .
2 )  T e s t  s e v e r a l  e s t i m a t i o n  p r o c e d u r e s  b a s e d  o n  t h e  
A R - t o - A R M A  t r a n s f o r m a t i o n  o n  d a t a  g e n e r a t e d  f r o m  k n o w n  
A R M A  m o d e l s .
3 )  A p p l y  t h e  m o s t  p r o m i s i n g  m e t h o d s  t o  d a t a  g e n e r a t e d  b y  
a d d i n g  w h i t e  n o i s e  t o  k n o w n  A R  m o d e l s .  T h i s  w i l l  b e  
d o n e  f o r  s e v e r a l  A R  m o d e l s  o v e r  a  w i d e  r a n g e  o f  S N R ' s .
4 )  C o m p a r e  t h e  r e s u l t s  o f  3 )  w i t h  t h o s e  o b t a i n e d  f r o m  L P C .
5 )  I d e n t i f y  a r e a s  f o r  f u t u r e  w o r k .
T h e r e  a r e  s o m e  r e s t r i c t i o n s  p l a c e d  o n  t h e  s c o p e  o f  
t h i s  w o r k .  T h e s e  q u a l i f i c a t i o n s  a r e  m a d e  t o  r e d u c e  t h e  
c o m p l e x i t y  o f  t h e  m o d e l  f o r  t h e  n o i s y  d a t a  a n d  t o  e m p h a s i z e  
t h e  e s t i m a t i o n  o f  t h e  L P  c o e f f i c i e n t s .  F i r s t ,  o n l y  
a d d i t i v e  w h i t e  n o i s e  w i l l  b e  c o n s i d e r e d .  I n  t h a t  c a s e ,  t h e  
A R  c o e f f i c i e n t s  o f  t h e  d a t a  a r e  i d e n t i c a l  t o  t h e  A R  
c o e f f i c i e n t s  o f  t h e  d e s i r e d  A R  s i g n a l .  I f  t h e  n o i s e  i s  
n o n - w h i t e  b u t  c a n  b e  d e s c r i b e d  b y  a n  A R M A  m o d e l ,  t h e  A R  
c o e f f i c i e n t s  o f  t h e  d a t a  a r e  n o  l o n g e r  e q u a l  t o  t h o s e  o f  
t h e  o r i g i n a l  A R  p r o c e s s .  A n  a d d i t i o n a l  e s t i m a t i o n  s t a g e ,  
b a s e d  o n  n o n l i n e a r  r e l a t i o n s h i p s ,  w o u l d  b e  r e q u i r e d  f o r  t h e  
n o n - w h i t e  n o i s e  e n v i r o n m e n t .
S e c o n d ,  i f  t h e  o r i g i n a l  A R  p r o c e s s  i s  o f  o r d e r  q ,  t h a t
i s ,  t h e r e  a r e  q  A R  c o e f f i c i e n t s ,  i t  i s  a s s u m e d  t h a t  q  i s  
k n o w n  f o r  t h i s  A R ( q )  m o d e l .  O t h e r w i s e ,  q  m u s t  b e  e s t i m a t e d  
f r o m  t h e  n o i s y  d a t a  a l o n g  w i t h  t h e  c o e f f i c i e n t s .  T h e  
e m p h a s i s  h e r e  i s  m e a n t  t o  b e  o n  t h e  e s t i m a t i o n  o f  t h e  
c o e f f i c i e n t s .
T h e  t h i r d  r e s t r i c t i o n  i s  t h a t  q  w i l l  b e  l i m i t e d  i n  
v a l u e  t o  f o u r  o r  l e s s  f o r  m o s t  t e s t s .  T h e  p a r a m e t e r  q  i s  
r e s t r i c t e d  t o  t h e s e  s m a l l  v a l u e s  b e c a u s e  t h e  v a r i a n c e  o f  
t h e  p a r a m e t e r  e s t i m a t e s  t e n d s  t o  i n c r e a s e  a s  t h e  n u m b e r  o f  
p a r a m e t e r s  i n  t h e  m o d e l  i n c r e a s e s .  A l s o ,  t h e  c o m p u t a t i o n a l  
r e q u i r e m e n t s  f o r  s o m e  o f  t h e  A R M A  e s t i m a t i o n  a l g o r i t h m s  a r e  
l a r g e ,  r e s u l t i n g  i n  l o n g  e x p e r i m e n t s  o n  t h e  g e n e r a l  p u r p o s e  
c o m p u t e r  u s e d  i n  t h i s  r e s e a r c h .  D e m o n s t r a t i o n  o f  t h e  
p e r f o r m a n c e  o f  e s t i m a t i o n  a l g o r i t h m s  b a s e d  o n  t h e  
t r a n s f o r m a t i o n  m o d e l  f o r  t h e s e  l o w  o r d e r  p r o c e s s e s  s h o u l d  
b e  s u f f i c i e n t  t o  i n d i c a t e  t h e  a d v a n t a g e s  a n d  d i s a d v a n t a g e s  
o f  t h a t  a p p r o a c h .
F i n a l l y ,  a s  s t a t e d  i n  o b j e c t i v e s  2 )  a n d  3 )  a b o v e ,  
t e s t s  a r e  p e r f o r m e d  o n  k n o w n  A R M A  m o d e l s .  T h i s  i m p l i e s  
t h a t  a l l  d a t a  a n a l y z e d  a r e  s y n t h e t i c  i n  t h e  s e n s e  t h a t  a l l  
p r o c e s s e s  a r e  g e n e r a t e d  f r o m  s p e c i f i e d  m o d e l s  u s i n g  
a p p r o x i m a t e l y  w h i t e  n o i s e  s e q u e n c e s  a s  t h e  e x c i t a t i o n .  
T h i s  h a s  d e f i n i t e  a d v a n t a g e s  o v e r  t e s t s  p e r f o r m e d  o n  d a t a  
f r o m  u n k n o w n  A R M A  m o d e l s .  F i r s t ,  t h e r e  i s  t h e  c o n f i d e n c e  
t h a t  t h e  d a t a  a c t u a l l y  c o m e s  f r o m  a n  A R M A  p r o c e s s .  S e c o n d ,  
t h e  p a r a m e t e r  e s t i m a t e s  c a n  b e  c o m p a r e d  d i r e c t l y  w i t h  t h e
p a r a m e t e r s  o f  t h e  g e n e r a t i n g  m o d e l .  T h i r d ,  e x p e r i m e n t a l  
s p e c i f i c a t i o n s  s u c h  a s  S N R ' s  c a n  b e  g i v e n  w i t h  g r e a t e r  
c e r t a i n t y .  A l s o ,  i n  t h o s e  a l g o r i t h m s  r e q u i r i n g  i n i t i a l  
e s t i m a t e s  f o r  t h e  p a r a m e t e r s ,  t h e  p a r a m e t e r  v a l u e s  o f  t h e  
g e n e r a t i n g  m o d e l  c a n  b e  u s e d .  T h i s  r e m o v e s  a n y  
u n c e r t a i n t i e s  d u e  t o  i n i t i a l  e s t i m a t e s  f r o m  t h e  
e x p e r i m e n t s ,  w h i c h  a r e  p r i m a r i l y  c o n c e r n e d  w i t h  i d e n t i f y i n g  
t h e  A R  p a r a m e t e r s  u s i n g  t h e  A R - t o - A R M A  t r a n s f o r m a t i o n  
m o d e l .  I t  m u s t  a l s o  b e  s t a t e d  t h a t  t h e  c o m p u t a t i o n a l  
r e q u i r e m e n t s  o f  v a r i o u s  a l g o r i t h m s  a r e  n o t  c o n s i d e r e d  i n  
t h i s  r e s e a r c h .  N o  a l g o r i t h m  i s  d i s m i s s e d  s i m p l y  b e c a u s e  i t  
r e q u i r e s  a  h i g h e r  c o m p u t a t i o n a l  l o a d  t h a n  a l g o r i t h m s  
a l r e a d y  i n  c o m m o n  u s e .
D a t a  p r e s e n t e d  i n  t h i s  d i s s e r t a t i o n  s h o w  t h e  
d e g r a d a t i o n  i n  t h e  L P C  p a r a m e t e r  e s t i m a t e s  t h a t  r e s u l t s  
f r o m  a d d i n g  i n c r e a s i n g  l e v e l s  o f  w h i t e  n o i s e  t o  a n  e x a m p l e  
f r a m e  o f  s p e e c h .  S e v e r a l  e s t i m a t i o n  p r o c e d u r e s  a r e  t h e n  
a p p l i e d  t o  n o i s y  d a t a  g e n e r a t e d  f r o m  k n o w n  A R  m o d e l s .  T h e  
r e s u l t s  f o r  t h e  A R ( 1 ) ,  A R ( 2 ) ,  a n d  A R ( 4 )  p r o c e s s e s  a n a l y z e d  
s h o w  t h a t  t w o  o f  t h e  e s t i m a t i o n  m e t h o d s  t e s t e d  y i e l d  A R  
p a r a m e t e r  e s t i m a t e s  t h a t  a r e  b e t t e r  t h a n  t h o s e  o b t a i n a b l e  
f r o m  t h e  a u t o c o r r e l a t i o n  m e t h o d  o f  L P C .  T h e  i m p r o v e m e n t  i n  
t h e  e s t i m a t e s  i s  e v i d e n t  a t  S N R ' s  t h r o u g h  0  d B .  O n e  o f  t h e  
m e t h o d s  i s  a  N e w t o n - R a p h s o n  i m p l e m e n t a t i o n  o f  a  c o n d i t i o n a l  
m a x i m u m  l i k e l i h o o d  t e c h n i q u e .  T h i s  p r o c e d u r e
simultaneously estimates both the AR and MA parameters from
t h e  d a t a .  T h e  s e c o n d  m e t h o d  i s  s i m i l a r  t o  L P C  i n  t h e  t y p e  
o f  o p e r a t i o n s  i n v o l v e d ,  b u t  t a k e s  i n t o  a c c o u n t  t h e  MA 
c o m p o n e n t  o f  t h e  d a t a ,  w h e r e  t h e  L P C  m e t h o d  d o e s  n o t .  T h e  
e s t i m a t e s  p r o d u c e d  b y  t h e s e  t w o  a l g o r i t h m s  d e m o n s t r a t e  t h e  
v a l i d i t y  o f  t h e  A R - t o - A R M A  t r a n s f o r m a t i o n  m o d e l .  T h e s e  
a l g o r i t h m s  a r e  l e s s  s u s c e p t i b l e  t o  w h i t e  n o i s e  d e g r a d a t i o n  
t h a n  L P C  a n d  a r e  t h u s  m o r e  r o b u s t  e s t i m a t i o n  p r o c e d u r e s .  
T h e  c o m p a r i s o n s  o f  t h e s e  e s t i m a t i o n  a l g o r i t h m s  a n d  t h e  
d e m o n s t r a t i o n  o f  t h e  p r a c t i c a l i t y  o f  t h e  t r a n s f o r m a t i o n  
m o d e l  a r e  t h e  p r i m a r y  c o n t r i b u t i o n s  o f  t h i s  r e s e a r c h .
C h a p t e r  2 p r e s e n t s  t h e  r e s u l t s  o f  a  l i t e r a t u r e  s e a r c h  
i n t o  t h e  t o p i c  o f  e s t i m a t i n g  t h e  p a r a m e t e r s  o f  A R  p r o c e s s e s  
i n  t h e  p r e s e n c e  o f  n o i s e .  R e f e r e n c e s  f o r  d i s c u s s i o n s  o f  
L P C  a l g o r i t h m s  a n d  t h e  A R - t o - A R M A  t r a n s f o r m a t i o n  m o d e l  a r e  
g i v e n .  S e v e r a l  s o u r c e s  f o r  p a r a m e t e r  e s t i m a t i o n  a l g o r i t h m s  
a r e  a l s o  p r o v i d e d .  T h e  m a t h e m a t i c a l  d e t a i l s  f o r  t h e  A R  
p r o c e s s  p l u s  w h i t e  n o i s e  a r e  g i v e n  i n  C h a p t e r  3 .  T h e  L P C  
e s t i m a t i o n  a l g o r i t h m  i s  d i s c u s s e d ,  a s  a r e  t h o s e  a l g o r i t h m s  
w h i c h  t a k e  a d v a n t a g e  o f  t h e  t r a n s f o r m a t i o n  m o d e l .  
C h a p t e r  4 c o n t a i n s  d e s c r i p t i o n s  o f  t h e  v a r i o u s  e x p e r i m e n t s  
p e r f o r m e d  a n d  t h e  d a t a  o b t a i n e d  f r o m  t h o s e  t e s t s .  A  
s u m m a r y  o f  t h e  w o r k  p e r f o r m e d  a n d  t h e  c o n c l u s i o n s  d e r i v e d  
f r o m  t h i s  r e s e a r c h  a r e  p r e s e n t e d  i n  C h a p t e r  5 .  T h a t  
c h a p t e r  a l s o  l i s t s  a r e a s  f o r  f u t u r e  w o r k .  S e v e r a l  
a p p e n d i x e s  p r o v i d e  d e t a i l e d  e x p l a n a t i o n s  o f  s o m e  o f  t h e  
m a t e r i a l  i n  C h a p t e r  3 .
CHAPTER 2
L I T E R A T U R E  R E V I E W
I n t r o d u c t i o n
T h e  u s e  o f  s t o c h a s t i c  m o d e l s  f o r  t h e  a n a l y s i s  o f  
d i s c r e t e  t i m e  d o m a i n  s e r i e s  i s  i m p o r t a n t  i n  m a n y  a r e a s  o f  
i n t e r e s t .  E x a m p l e s  o f  t h e s e  a p p l i c a t i o n s  i n c l u d e  a n a l y s i s  
o f  e c o n o m i c  t i m e  s e r i e s ,  s e i s m i c  d a t a ,  a n d  m o r e  r e c e n t l y ,  
d i s c r e t e  s p e e c h  w a v e f o r m s .  T h e  r e a d e r  i s  r e f e r r e d  t o  
r e f e r e n c e s  g i v e n  i n  M a k h o u l  [ 2 3 ]  a n d  B o x  a n d  J e n k i n s  [ 1 0 ]  
a s  s o u r c e s  f o r  d i s c u s s i o n s  o n  t h e  t h e o r y  o f  t i m e  s e r i e s  
a n a l y s i s  a n d  p o s s i b l e  a p p l i c a t i o n s .  I n  a  p a p e r  p u b l i s h e d  
i n  1 9 7 1  [ 3 ] ,  A t a l  a n d  H a n a u e r  d e s c r i b e  a  s y s t e m  w h i c h  
m o d e l s  s p e e c h  a s  a n  a u t o r e g r e s s i v e  p r o c e s s .  G e n e r a t i o n  o f  
a  s y n t h e t i c  s p e e c h  s e q u e n c e  f r o m  t h e  A R  p a r a m e t e r s  i s  
p r o p o s e d  i n  t h a t  p a p e r .  T h i s  c a u s e d  m u c h  a c t i v i t y  i n  
a p p l y i n g  t h e  m e t h o d  o f  t i m e  s e r i e s  a n a l y s i s  t o  s p e e c h  a n d  
e v e n t u a l l y  r e s u l t e d  i n  t h e  d e v e l o p m e n t  o f  l i n e a r  p r e d i c t i o n  
v o c o d e r s ,  d e v i c e s  d e s i g n e d  t o  a p p l y  L P  a l g o r i t h m s  t o  t h e  
a n a l y s i s  o f  s p e e c h .  L i n e a r  p r e d i c t i o n ,  t h e  e x p r e s s i o n  m o s t  
c o m m o n l y  u s e d  i n  s p e e c h  a n a l y s i s  t o  d e s c r i b e  A R  m o d e l i n g ,  
i s  q u i t e  s u c c e s s f u l  i n  i t s  a p p l i c a t i o n  t o  d i s c r e t e  s p e e c h  
w a v e f o r m s .  A s  p o i n t e d  o u t  i n  C h a p t e r  1 ,  h o w e v e r ,  t h e  
p r e s e n c e  o f  n o i s e  i n  s i g n a l s  a n a l y z e d  u s i n g  L P  a l g o r i t h m s
h a s  a  d e t r i m e n t a l  e f f e c t  o n  t h e i r  p e r f o r m a n c e .
A b r i e f  d i s c u s s i o n  o f  t h e  L P C  t e c h n i q u e  f o r  s p e e c h  
a n a l y s i s  i s  p r e s e n t e d  t o  d e s c r i b e  p r e v i o u s  e f f o r t s  a t  
i m p r o v i n g  t h e  o p e r a t i o n  o f  l i n e a r  p r e d i c t i o n  w h e n  n o i s y  
s p e e c h  m u s t  b e  u s e d .  G i v e n  a  s e q u e n c e  o f  s p e e c h  s a m p l e s  
s ( k ) ,  k =  0 , . . . ,  N - l ,  e s t i m a t e s  o f  t h e  a u t o c o r r e l a t i o n  
f u n c t i o n  R g s ( k )  o f  s ( k )  a r e  o b t a i n e d  f r o m  
N-  1 - k
R <k) = I  s (i) s(i+k) , . (2.1)
ss i=0
f o r  k =  0 ,  . . . ,  q .  I n  ( 2 . 1 )  q  i s  t h e  o r d e r  o f  t h e  A R  
p r o c e s s  f o r  t h e  s p e e c h  m o d e l e d  b y
q
s (k) = - £ a(i) s(k-i) + e(k) , (2.2)
i=l
w i t h  t h e  { a ( i ) } ^  t h e  A R  p a r a m e t e r s  a n d  £ ( k )  a  w h i t e  n o i s e  
p r o c e s s .  E s t i m a t e s  f o r  t h e  { a ( i ) } ^  a r e  o b t a i n e d  b y  s o l v i n g  
t h e  Y u l e - W a l k e r  e q u a t i o n s
q
I  a (i) R s s (i-k) = - R s s (k) , (2.3)
i=l
k =  1 ,  . . . ,  q .  E x p r e s s i o n  ( 2 . 3 )  r e p r e s e n t s  a  s y s t e m  o f  q  
e q u a t i o n s  w i t h  q  u n k n o w n s .  T h e  e s t i m a t e s  { a ( i ) } ^ — a l o n g  
w i t h  g a i n ,  p i t c h  p e r i o d ,  a n d  v o i c e d / u n v o i c e d  e s t i m a t e s — a r e  
u s e d  t o  c o n s t r u c t  a  s y n t h e t i c  s p e e c h  w a v e f o r m .  T h i s  b r i e f  
d e v e l o p m e n t  i s  b a s e d  o n  w h a t  i s  c o m m o n l y  r e f e r r e d  t o  a s  t h e  
a u t o c o r r e l a t i o n  m e t h o d  o f  L P C  s p e e c h  a n a l y s i s  [ 2 3 ] .  I n  
t h a t  m e t h o d  s ( k )  i s  u s u a l l y  w i n d o w e d  p r i o r  t o  a n a l y s i s .  
T h e  p r i m a r y  a s p e c t  o f  t h i s  p r o c e d u r e  t h a t  s h o u l d  b e  n o t e d
i s  t h e  n e e d  t o  e s t i m a t e  t h e  a u t o c o r r e l a t i o n  f u n c t i o n  R  ( k )
b
f r o m  t h e  d a t a  { s  ( k ) } ^  \
T h e  a b o v e  d i s c u s s i o n  o f  L P C  a n a l y s i s  w i l l  c l a r i f y  t h e  
p r e s e n t a t i o n  o f  s e v e r a l  a p p r o a c h e s  t o  p a r a m e t e r  e s t i m a t i o n  
i n  t h e  p r e s e n c e  o f  n o i s e .  T h e s e  m e t h o d s  a t t e m p t  t o  c o r r e c t  
t h e  a u t o c o r r e l a t i o n  f u n c t i o n  o f  t h e  n o i s y  d a t a  s o  t h a t  
( 2 . 3 )  m i g h t  b e  u s e d  t o  e s t i m a t e  t h e  A R  p a r a m e t e r s .  T h e  
f o l l o w i n g  p a r t  a l s o  c o n t a i n s  s u m m a r i e s  o f  w o r k  t h a t  h a s  
d e s c r i b e d  a n d  q u a n t i f i e d  t h e  d e g r a d a t i o n  c a u s e d  b y  a d d i t i v e  
n o i s e  i n  L P  s y s t e m s .  T h e  r e a d e r  i s  n e x t  r e f e r r e d  t o  
s e v e r a l  s o u r c e s  d e s c r i b i n g  t h e  A R - t o - A R M A  t r a n s f o r m a t i o n  
m o d e l .  U s i n g  a l g o r i t h m s  b a s e d  o n  t h i s  m o d e l  r e q u i r e s  t h e  
i d e n t i f i c a t i o n  o f  t h e  p a r a m e t e r s  o f  a u t o r e g r e s s i v e  
m o v i n g - a v e r a g e  p r o c e s s e s  w i t h  r e s p e c t i v e  o r d e r s  o f  q  a n d  p ,  
A R M A ( q , p ) .  T h i s  d i s s e r t a t i o n  w i l l  d e v e l o p  t h e  i d e a s  
p r e s e n t e d  i n  t h i s  l a t t e r  m o d e l i n g  t e c h n i q u e .  S e v e r a l  
p a p e r s  c o n c e r n i n g  p o s s i b l e  n o n l i n e a r  e s t i m a t i o n  p r o c e d u r e s  
w i l l  b e  r e v i e w e d  i n  a  s e c t i o n  o n  p a r a m e t e r  e s t i m a t i o n .  
T h a t  s e c t i o n  a l s o  l i s t s  a l g o r i t h m s  t h a t  a r e  a p p l i c a b l e  t o  
A R M A  p a r a m e t e r  e s t i m a t i o n .  T h e  r e a d e r  i s  t h e n  r e f e r r e d  t o  
t h r e e  p r e v i o u s  w o r k s  w h i c h  d e a l  w i t h  t h e  e s t i m a t i o n  o f  
p a r a m e t e r s  f r o m  M A ( 1 )  a n d  A R M A ( 1 , 1 )  p r o c e s s e s .  T h e  r e a d e r  
i s  a l s o  r e f e r r e d  t o  s o u r c e s  f o r  d i s c u s s i o n s  o f  t h e  
p r e - f i l t e r i n g  a p p r o a c h  t o  n o i s e  s u p p r e s s i o n .
I n  1 9 7 6  a t  t h e  I E E E  I n t e r n a t i o n a l  C o n f e r e n c e  o n  
A c o u s t i c s ,  S p e e c h ,  a n d  S i g n a l  P r o c e s s i n g ,  Y e g n a n a r a y a n a  
[ 4 2 ]  r e p o r t e d  o n  t h e  e f f e c t s  o f  n o i s e  a n d  d i s t o r t i o n  i n  
p a r a m e t e r  e s t i m a t i o n  i n  s p e e c h  s i g n a l s .  T w o  t o p i c s  f r o m  
t h a t  r e p o r t  i m p o r t a n t  t o  t h i s  r e s e a r c h  c o n c e r n  t h e  p o s s i b l e  
d i s t o r t i o n  i n t r o d u c e d  b y  p r e - f i l t e r i n g  a n d  f o u r  p o s s i b l e  
m e t h o d s  f o r  d e a l i n g  w i t h  a d d i t i v e  n o i s e .  T h e  p r e - f i l t e r i n g  
r e f e r r e d  t o  i s  t h a t  w h i c h  i s  n e c e s s a r y  t o  a v o i d  a l i a s i n g  
p r i o r  t o  d i g i t i z a t i o n  o f  t h e  s p e e c h  s i g n a l .  I f  t h e  
a n t i - a l i a s i n g  f i l t e r  i n t r o d u c e s  a  s h a r p  r o l l - o f f  a t  t h e  
N y q u i s t  f r e q u e n c y ,  t h i s  t e n d s  t o  i n c r e a s e  t h e  p o s s i b i l i t y  
o f  i l l - c o n d i t i o n i n g  i n  t h e  a u t o c o r r e l a t i o n  m a t r i x  u s e d  i n  
t h e  Y u l e - W a l k e r  e q u a t i o n s  ( 2 . 3 ) .  T h i s  a l s o  h o l d s  f o r  
p r e - f i l t e r s  m e a n t  t o  s u p p r e s s  t h e  n o i s e ,  a  d i s a d v a n t a g e  
t h a t  m i g h t  o c c u r  w i t h  a  p r e - f i l t e r i n g  a p p r o a c h  t o  p a r a m e t e r  
e s t i m a t i o n .
T h e  f o u r  p o s s i b l e  p r o c e d u r e s  t o  c o m p e n s a t e  f o r  
a d d i t i v e  n o i s e  g i v e n  ( a n d  c r i t i c i z e d )  b y  Y e g n a n a r a y a n a  a r e  
a s  f o l l o w s :
1 )  C o r r e c t  t h e  s h o r t  t i m e  p o w e r  s p e c t r u m  o f  t h e  o b s e r v e d  
d a t a  x ( k )  b y  s u b t r a c t i n g  t h e  p o w e r  s p e c t r u m  o f  t h e  
n o i s e .  T h e  p r o b l e m  w i t h  t h i s  a p p r o a c h  i s  t h a t  t h e  
s h o r t  t i m e  p o w e r  s p e c t r u m  o f  t h e  n o i s e ,  c o n t a i n i n g  
r a n d o m  v a r i a t i o n s ,  m a y  n o t  b e  c a n c e l l e d  b y  s u b t r a c t i n g  
t h e  a v e r a g e  n o i s e  p o w e r  s p e c t r u m .
Linear Prediction Literature
2 )  W h i t e n  t h e  n o i s e  c o m p o n e n t  b y  p r e - f i l t e r i n g .  T h e  
d i s t o r t i o n s  p o s s i b l e  f r o m  p r e - f i l t e r i n g  h a v e  a l r e a d y  
b e e n  d i s c u s s e d .
3 )  E x t r a c t  t h e  p a r a m e t e r s  b y  a n a l y z i n g  o n l y  t h o s e  s e c t i o n s  
o f  t h e  s p e c t r u m  c o r r e s p o n d i n g  t o  a  h i g h  S N R  ( a s  a  
f u n c t i o n  o f  f r e q u e n c y ) . T h i s  t e c h n i q u e  i n t r o d u c e s  t h e  
m o r e  c o m p l i c a t e d  s e l e c t i v e  l i n e a r  p r e d i c t i o n  a n a l y s i s  
m e t h o d  [ 2 4 ] ,  r e q u i r i n g  m o d i f i c a t i o n  o f  t h e  p a r a m e t e r  
e x t r a c t i o n  s t a g e ,  a n d  f a i l s  t o  u s e  i n f o r m a t i o n  a b o u t  
t h e  A R  p r o c e s s  c o n t a i n e d  i n  t h o s e  f r e q u e n c y  r a n g e s  t h a t  
a r e  i g n o r e d .
4 )  N o i s e  e f f e c t s  c a n  b e  r e d u c e d  b y  u s i n g  a  s e c o n d  o r d e r  
f i l t e r  d i s c u s s e d  i n  [ 1 8 ] .  T h i s  f i l t e r ,  b a s e d  o n  t h e  
f i r s t  t w o  a u t o c o r r e l a t i o n  c o e f f i c i e n t s ,  w o u l d  c o r r e c t  
o n l y  t h e  g r o s s  s p e c t r a l  d i s t o r t i o n s  o f  t h e  n o i s e .
A t  t h e  s a m e  I E E E  c o n f e r e n c e  i n  1 9 7 6 ,  S a m b u r  a n d  J a y a n t  
[ 3 3 ]  p r e s e n t e d  p r e l i m i n a r y  r e s u l t s  o n  t h e  e f f e c t s  o f  w h i t e  
n o i s e  a n d  d i f f e r e n t i a l l y  q u a n t i z e d  s p e e c h  o n  L P C  s y n t h e s i s  
p r o c e d u r e s .  T o  m e a s u r e  t h e  d i s t o r t i o n  c a u s e d  b y  i n a c c u r a t e  
i d e n t i f i c a t i o n  o f  t h e  A R  c o e f f i c i e n t s ,  t h e  a u t h o r s  u s e d  a  
d i s t a n c e  m e a s u r e  p r o p o s e d  b y  I t a k u r a  [ 1 8 ] .  T h i s  m e t r i c  i s  
s a i d  t o  i n d i c a t e  w h e r e  s p e c t r a l  m a t c h i n g  e r r o r s ,  w h i c h  
o c c u r  b e c a u s e  o f  f a i l u r e  t o  i d e n t i f y  t h e  A R  p a r a m e t e r s ,  
b e g i n  t o  b e  s t a t i s t i c a l l y  o r  p e r c e p t u a l l y  s i g n i f i c a n t .  I n  
[ 3 3 ]  a n d  [ 3 4 ] ,  S a m b u r  a n d  J a y a n t  i n d i c a t e  t h a t  t h e  
d e g r a d a t i o n  r e s u l t i n g  f r o m  w h i t e  n o i s e  i s  m o r e  s e v e r e  t h a n
t h a t  r e s u l t i n g  f r o m  t h e  t w o  t y p e s  o f  d i f f e r e n t i a l l y  
q u a n t i z e d  s p e e c h .  T h e i r  r e s u l t s  f o r  w h i t e  n o i s e  
d e g r a d a t i o n  a l s o  i l l u s t r a t e  t h a t  p e r c e p t u a l l y  s i g n i f i c a n t  
v a r i a t i o n s  o c c u r  a t  a  s i g n a l - t o - n o i s e  r a t i o  o f  a b o u t  2 8  d B .  
T h e  s i g n a l - t o - n o i s e  r a t i o  i s  d e f i n e d  a s  £  s ^ ( k ) /  £  n ^ ( k ) ,  
t h e  s u m m a t i o n  b e i n g  o v e r  t h e  e n t i r e  d u r a t i o n  o f  t h e  s p e e c h  
i n p u t .
T h e  b r i e f  d e v e l o p m e n t  o f  L P C  g i v e n  i n  t h e  i n t r o d u c t i o n  
t o  t h i s  s e c t i o n  i n d i c a t e s  t h e  p o s s i b l e  a p p r o a c h  o f  
c o r r e c t i n g  t h e  a u t o c o r r e l a t i o n  f u n c t i o n  o f  t h e  i n p u t  d a t a  
s o  t h a t  i t  m a t c h e s  R g s ( k ) , t h e  a u t o c o r r e l a t i o n  f u n c t i o n  o f  
t h e  s i g n a l  s ( k ) .  I f  t h e  n o i s y  d a t a  x ( k )  i s  g i v e n  b y
x ( k )  =  s ( k )  + n ( k )  , ( 2 . 4 )
t h e n  t h e  a u t o c o r r e l a t i o n s  o f  s ( k )  a n d  x ( k )  a r e  r e l a t e d  b y
R ( k )  =  R ( k )  + R ( k )  -  R ( k )  -  R ( k )  ( 2 . 5 )
s s  x x  n n  x n  n x
=  R  ( k )  -  R  ( k )  -  R  ( k )  - R  ( k )  • ( 2 . 6 )
x x  n n  s n  n s
T h e n  i f  e s t i m a t e s  f o r  t h e  n o i s e  a u t o c o r r e l a t i o n  a n d
s i g n a l - n o i s e  c r o s s - c o r r e l a t i o n  a r e  a v a i l a b l e ,  t h e
a u t o c o r r e l a t i o n  R  ( k )  o f  t h e  o r i g i n a l  s i g n a l  m a y  b e
s s
e s t i m a t e d .  T h i s  a p p r o a c h  i s  a p p e a l i n g ,  s i n c e  t h e  s t a n d a r d
L P C  a l g o r i t h m s  c a n  b e  u s e d  o n c e  R  ( k )  h a s  b e e n  o b t a i n e d  b y
s s
s o m e  a d d i t i o n a l  o p e r a t i o n s .
I n  t h e  d e v e l o p m e n t  o f  a  w o r d  s p o t t i n g  s y s t e m  b a s e d  o n  
t h e  c a l c u l a t i o n  o f  L P C  p a r a m e t e r s ,  C h r i s t i a n s e n  [ 1 1 ]  
p r o p o s e d  t h e  f o l l o w i n g  a p p r o a c h  a s  o n e  p o s s i b l e  m e t h o d  o f
d e a l i n g  w i t h  n o i s y  s p e e c h .  I f  R  ( k )  i n d i c a t e s  t h e
s s
a p p r o x i m a t i o n  f o r  R  ( k )  t h a t  w i l l  b e  u s e d  i n  ( 2 . 3 )  t o
s s
o b t a i n  t h e  A R  c o e f f i c i e n t s ,  a  r e a s o n a b l e  e x p r e s s i o n  f o r
ft ( k )  m i g h t  b e  
s s
R  ( k )  =  R  ( k )  -  R  ( k )  . ( 2 . 7 )
s s  x x  n n  . -
E q u a t i o n  ( 2 . 7 )  d e r i v e s  f r o m  ( 2 . 6 )  w i t h  t h e  f o l l o w i n g  
a s s u m p t i o n s :
1 )  R  ( k )  i s  o b t a i n e d  b y  a v e r a g i n g  t h e  a u t o c o r r e l a t i o n
n n
f u n c t i o n  o v e r  i n t e r v a l s  c o n t a i n i n g  n o  s p e e c h  a c t i v i t y ;
2 )  s ( k )  a n d  n ( k )  a r e  u n c o r r e l a t e d ,  t h a t  i s ,  R s n ^ )  =
R  ( k )  =  0  f o r  a l l  k . 
n s
T h i s  a p p r o a c h  d i d  n o t  w o r k  i n  t h e  w o r d  s p o t t i n g  s y s t e m  o f  
[ 1 1 ] .  R e s u l t s  i n d i c a t e  t h a t  t h e  L P C  a l g o r i t h m s  f a i l e d ,  d u e  
t o  v i o l a t i o n  o f  a s s u m p t i o n s  1 )  a n d  2 )  a b o v e .  T h e  e f f e c t  o f  
t h e s e  a s s u m p t i o n s  i s  i l l u s t r a t e d  i n  C h a p t e r  4 .
A t a s h r o o  [ 4 ]  p r o p o s e d  a  s y s t e m  f o r  h a n d l i n g  n o i s y  
s p e e c h  t h a t  c o m b i n e s  t h e  p r e - f i l t e r i n g  a n d  m o d e l i n g  
a p p r o a c h e s .  U s i n g  a  n o n c a u s a l  f o r m u l a t i o n ,  t h e  t r a n s f e r  
f u n c t i o n  f o r  t h e  W i e n e r  f i l t e r  H ( w ) i s
$ ( w )  $ (0))
u t  \ s x  s s  '
H ( oj) =
$ ( U) ) $ ( OJ) + $ (w )
x x  s s  n n
$ (0) )
=  1 -  r W '  ( 2 - 8 )
x x
w h e r e  $ ( cj) i n d i c a t e s  t h e  p o w e r  s p e c t r u m  o f  t h e  s u b s c r i p t e d  
q u a n t i t y .  T h e  p o w e r  s p e c t r u m  o f  t h e  o u t p u t ,  $ s s  (<»>), i s
~ 2 
£  ( oj) =  O ( to) I H ( u )  I =  0 ( (jj)
S S  X X  1 1 X X
$> ( cj ) 





$ (co) i s  e s t i m a t e d  b y  a v e r a g i n g  t h e  s p e c t r a  o f  s h o r t
X X
o v e r l a p p i n g  s e g m e n t s  o f  d a t a .  e s t i m a t e d  i n  l i k e
m a n n e r  f r o m  s p e e c h l e s s  i n t e r v a l s .  O n c e  $ ( w )  i s  c o m p u t e d
s  s
f r o m  ( 2 . 9 ) ,  i t s  i n v e r s e  F o u r i e r  t r a n s f o r m  w i l l  y i e l d
R ( k ) , w h i c h  c a n  b e  u s e d  i n  ( 2 . 3 )  t o  o b t a i n  e s t i m a t e s  f o r  
s s
t h e  A R  p a r a m e t e r s .  N o t e  t h a t  ( 2 . 8 )  i s  o b t a i n e d  b y  a s s u m i n g  
s ( k )  a n d  n ( k )  a r e  u n c o r r e l a t e d .  A t a s h r o o  d o e s  n o t  q u a n t i f y  
t h e  i m p r o v e m e n t  p o s s i b l e  w i t h  t h i s  m e t h o d .
C o m m o n  t o  t h e  t w o  p r e v i o u s  t e c h n i q u e s  i s  t h e  
a s s u m p t i o n  t h a t  s ( k )  a n d  n ( k )  a r e  u n c o r r e l a t e d .  B o l l ,  i n  a  
s y s t e m  r e f e r r e d  t o  a s  P r e d i c t i v e  N o i s e  C a n c e l l a t i o n  ( P N C )  
[ 9 ] ,  d e s c r i b e s  a  s y s t e m  d e s i g n e d  t o  a p p r o x i m a t e  R s s ( k ) b y  
e s t i m a t i n g  a l l  o f  t h e  t e r m s  o n  t h e  r i g h t  h a n d  s i d e  o f  
( 2 . 5 ) .  PNC  a t t e m p t s  t o  e s t i m a t e  t h e s e  a u t o -  a n d  
c r o s s - c o r r e l a t i o n  t e r m s  b y  f i l t e r i n g  a  s e c o n d a r y  n o i s e  
c h a n n e l ,  n ( k ) .  T h e  i n p u t  f o r  t h i s  c h a n n e l  i s  d e r i v e d  b y  
a v e r a g i n g  t h e  c h a r a c t e r i s t i c s  o f  t h e  n o i s e  w h e n  t h e r e  i s  n o  
s p e e c h  a c t i v i t y .  T h e  f i l t e r  H ( z )  i s  d e s i g n e d  t o  m i n i m i z e  
t h e  e r r o r  b e t w e e n  i t s  o u t p u t  u ( k )  a n d  x ( k ) , t h e  n o i s y  d a t a .  
T h e  m e t h o d  c a n  b e  s u m m a r i z e d  i n  f o u r  s t a t e m e n t s :
1 )  E s t i m a t e  t h e  b a c k g r o u n d  n o i s e  n ( k )  a n d  t h e  n o i s e  
c h a r a c t e r i s t i c s  d u r i n g  s p e e c h l e s s  i n t e r v a l s .
2 )  E s t i m a t e  t h e  n o i s e - s i g n a l  c o r r e l a t i o n  f i l t e r  H ( z ) .
3 )  M o d i f y  t h e  n o i i s y  s p e e c h  a u t o c o r r e l a t i o n  f u n c t i o n  R x x ( k )
, 1 6
t o  o b t a i n  ft ( k )  .
s s
4 )  C a l c u l a t e  t h e  f i n a l  A R  p a r a m e t e r s  u s i n g  e q u a t i o n  ( 2 . 3 )
w i t h  R  ( k )  r e p l a c i n g  R  ( k )  . 
s s  s s
B o l l  c l a i m s  a n  i m p r o v e m e n t  i n  S N R  o f  1 0  d B  w i t h  t h i s  
a p p r o a c h .  T h e  s i m i l a r i t y  o f  t h e  PNC s y s t e m  t o  a d a p t i v e  
n o i s e  c a n c e l l i n g  ( A N C )  s y s t e m s  s h o u l d  b e  n o t e d  [ 4 1 ] .
I n  a  r e c e n t  p a p e r  [ 2 2 ] ,  L i m  a n d  O p p e n h e i m  p r e s e n t  f o u r  
m e t h o d s  f o r  e s t i m a t i n g  t h e  p a r a m e t e r s  o f  a n  a l l - p o l e  ( A R )  
s y s t e m  d e g r a d e d  b y  a d d i t i v e  w h i t e  n o i s e .  T h e  m e t h o d s  
d i f f e r  i n  t h e  a s s u m p t i o n s  m a d e  a b o u t  i n i t i a l  c o n d i t i o n s  f o r  
t h e  p a r a m e t e r s ,  d a t a ,  a n d  g a i n .  T w o  o f  t h e  m e t h o d s  a r e  
s h o w n  t o  b e  e q u i v a l e n t  t o  t h e  c o v a r i a n c e  a n d  
a u t o c o r r e l a t i o n  m e t h o d s  o f  L P C  w h e n  t h e r e  i s  n o  a d d i t i v e  
n o i s e .  W h e n  c o n s i d e r i n g  t h e  n o i s e l e s s  c a s e ,  t h r e e  o f  t h e  
f o u r  m e t h o d s  r e s u l t  i n  l i n e a r  o p e r a t i o n s  i n  t h e  e s t i m a t i o n  
p r o c e d u r e ,  w h i l e  t h e  f o u r t h  m e t h o d  i n v o l v e s  n o n l i n e a r  
r e l a t i o n s h i p s .  W h e n  w h i t e  n o i s e  i s  a d d e d  t o  t h e  d e s i r e d  
s i g n a l ,  a l l  o f  t h e  p r o c e d u r e s  r e q u i r e  t h e  s o l u t i o n  o f  
n o n l i n e a r  e q u a t i o n s  i n  t h e  e s t i m a t i o n  s t a g e .  T h e  a u t h o r s  
p r o p o s e  t w o  s u b o p t i m a l  m e t h o d s  i n v o l v i n g  o n l y  l i n e a r  
o p e r a t i o n s .  B o t h  m e t h o d s  a r e  i t e r a t i v e  a n d  i n v o l v e  
f i l t e r i n g  t h e  d a t a  t o  e s t i m a t e  t h e  o r i g i n a l  a l l - p o l e  
s i g n a l .  T h i s  i s  f o l l o w e d  b y  a n  L P C  e s t i m a t i o n  s t e p  t o  
p r o v i d e  n e w  e s t i m a t e s  f o r  t h e  m o d e l  p a r a m e t e r s .  T h e  
f i l t e r i n g — L P C  p r o c e s s  i s  r e p e a t e d  f o r  e a c h  i t e r a t i o n .  I n  
o n e  m e t h o d ,  t h e  f i l t e r  u s e d  i s  a  n o n c a u s a l  W i e n e r  f i l t e r .
R e s u l t s  f o r  s y n t h e t i c  d a t a  a n d  s p e e c h  d a t a ,  a t  s e v e r a l  
S N R ' s ,  a r e  p r e s e n t e d .
A R M A  M o d e l  L i t e r a t u r e
T h e  p r e c e d i n g  d i s c u s s i o n s  c o v e r  f o u r  p o s s i b l e
a p p r o a c h e s  t o  e x t r a c t i n g  t h e  A R  p a r a m e t e r s  o f  a  s i g n a l
c o r r u p t e d  b y  n o i s e .  T h e  t h r e e  a u t o c o r r e l a t i o n  m o d i f i c a t i o n
t e c h n i q u e s  q u a l i f y  a s  m o d e l i n g  a p p r o a c h e s  i n  t h e  s e n s e  t h a t
t h e  r e l a t i o n s h i p s  o f  ( 2 . 5 )  a n d  ( 2 . 6 )  a r e  u s e d  t o  o b t a i n  a n
e s t i m a t e  o f  R  ( k ) . T h e  f o u r t h  t e c h n i q u e ,  t h e  i t e r a t i v e  
s  s
a p p r o a c h  p r o p o s e d  b y  L i m  a n d  O p p e n h e i m ,  i s  r e p r e s e n t a t i v e  
o f  t h e  f i l t e r i n g  a p p r o a c h  t o  n o i s e  r e m o v a l .  I f  t h e  
a d d i t i v e  n o i s e  i s  w h i t e ,  i t  i s  p o s s i b l e  t o  u s e  a n o t h e r  
m o d e l  d e s c r i p t i o n .  W a l k e r  [ 3 9 ]  p r e s e n t s  a  d i s c u s s i o n  o f  
t h e  c o n s e q u e n c e s  o f  a d d i t i v e  n o i s e  w h e n  a n a l y z i n g  t i m e  
s e r i e s .  He  p o i n t s  o u t  t h a t  i f  s ( k )  i s  a n  A R ( q )  p r o c e s s
q
£  a ( i )  s ( k - i )  =  e ( k )  , ( 2 . 1 0 )
i = 0
a ( 0 )  =  1 . 0 ,  a n d  x ( k )  =  s ( k )  + n ( k )  i s  t h e  c o r r e s p o n d i n g  
n o i s y  p r o c e s s ,  t h e  c o m b i n a t i o n  o f  t h e s e  t w o  e q u a t i o n s  g i v e s
q q
I  a  ( i ) x ( k - i )  =  £  a  ( i ) n ( k - i )  + e ( k )  
i = 0  i = 0
=  y  ( k )  . ( 2 . 1 1 )
T h e  a u t o c o r r e l a t i o n  f u n c t i o n  o f  y ( k )  i s  n o w  a  f u n c t i o n  o f
b o t h  t h e  { a ( i ) } ^  a n d  t h e  a d d i t i v e  n o i s e ,  c o m p l i c a t i n g  t h e
t a s k  o f  e s t i m a t i n g  t h e  d e s i r e d  p a r a m e t e r s  o f  t h e  s y s t e m ,
t h e  { a ( i ) } j [ .  I t  i s  W a l k e r ' s  b e l i e f  t h a t  t h e  l a b o r i o u s  a n d
u n i n t e r e s t i n g  c a l c u l a t i o n s  i n v o l v e d  m a y  b e  t h e  r e a s o n  f o r  
t h e  n e g l e c t  o f  t h i s  a p p r o a c h  i n  t i m e  s e r i e s  a n a l y s i s .
I n  t h e i r  t e x t  o n  t i m e  s e r i e s  a n a l y s i s  [ 1 0 ] ,  B o x  a n d  
J e n k i n s  b r i e f l y  d i s c u s s  t h e  e f f e c t s  o f  n o i s e  a d d e d  t o  a  
g e n e r a l  A R M A ( q , p )  p r o c e s s .  I f  w h i t e ,  t h e  n o i s e  w i l l  c h a n g e  
t h e  MA p a r a m e t e r s  o n l y ,  l e a v i n g  t h e  A R  p a r a m e t e r s  
u n c h a n g e d .  T h e  n e w  t i m e  s e r i e s  i s  A R M A ( q , r ) ,  w h e r e  
r  =  m a x ( p , q ) . T h u s ,  i f  t h e  o r i g i n a l  p r o c e s s  i s  A R ( q ) , t h a t  
i s  p  =  0 ,  t h e n  t h e  n e w  p r o c e s s  c r e a t e d  b y  a d d i n g  w h i t e  
n o i s e  i s  A R M A ( q , q ) . B o x  a n d  J e n k i n s  a l s o  d i s c u s s  t h e  
e f f e c t s  o f  n o n - w h i t e  a d d i t i v e  n o i s e .  I n  t h a t  c a s e  t h e  A R  
p a r a m e t e r s  a r e  a l s o  c h a n g e d .
T h e  m o s t  e x t e n s i v e  d i s c u s s i o n  t o  d a t e  o n  t h e  
d e v e l o p m e n t  o f  t h i s  t y p e  o f  n o i s e  m o d e l  f o r  A R  p r o c e s s e s  i s  
d u e  t o  P a g a n o  [ 3 0 ] .  H e  p r e s e n t s  t h e  e x t e n s i o n  o f  a n  A R ( q )  
p r o c e s s  t o  a n  A R M A ( q , q )  p r o c e s s  a s  a  r e s u l t  o f  t h e  a d d i t i v e  
w h i t e  n o i s e .  He a l s o  s h o w s  t h a t  t h e  n e w  p r o c e s s  i s  
a c t u a l l y  a n  A R M A ( q , q )  p r o c e s s ,  n o t  o n e  i n  w h i c h  t h e  o r d e r s  
a r e  l e s s  t h a n  q  a s  a  r e s u l t  o f  c a n c e l l a t i o n  o f  f a c t o r s  f r o m  
t h e  A R  a n d  MA o p e r a t o r s .  P a g a n o  t h e n  d e v e l o p s  t h e  
n o n l i n e a r  r e l a t i o n s h i p s ,  m e n t i o n e d  b y  W a l k e r  [ 3 9 ] ,  b e t w e e n  
t h e  { a ( i ) } ^ f ,  t h e  S N R ,  a n d  R  ( k )  , t h e  a u t o c o r r e l a t i o n
]_ y y
f u n c t i o n  o f  t h e  s e q u e n c e  y ( k )  d e f i n e d  b y  W a l k e r  i n  ( 2 . 1 1 ) .  
F i n a l l y ,  h e  p r o p o s e s  a  n o n l i n e a r  r e g r e s s i o n  t e c h n i q u e  
t h r o u g h  w h i c h  e s t i m a t e s  o f  t h e  { a ( i ) } j f  c a n  b e  o b t a i n e d  b y  
t a k i n g  a d v a n t a g e  o f  t h e  n o n l i n e a r  r e l a t i o n s h i p s  d i s c u s s e d
I n  a  p a p e r  r e v i e w i n g  t h e  a p p l i c a t i o n s  o f  t i m e  s e r i e s  
a n a l y s i s  [ 3 1 ] ,  P a r z e n  p o i n t s  o u t  t h e  n e c e s s a r y  s t e p s  i n  
a p p l y i n g  t h e  t e c h n i q u e s  a v a i l a b l e  i n  t i m e  s e r i e s  a n a l y s i s .  
O n e  o f  t h e  f i r s t  s t e p s  i s  m o d e l  c o n c e p t i o n ,  t h a t  i s ,  
s e l e c t i n g  t h e  m o d e l  w h i c h  i s  a p p r o p r i a t e  t o  t h e  d a t a  b e i n g  
o b s e r v e d .  A s  a n  e x a m p l e  o f  t h i s  s t e p ,  P a r z e n  p o i n t s  o u t  
t h e  p o s s i b l e  u s e  o f  t h e  A R M A  m o d e l  f o r  a n  A R  p r o c e s s  
d e g r a d e d  b y  a d d i t i v e  w h i t e  n o i s e ,  d i s c u s s e d  b y  P a g a n o .
T o n g  [ 3 7 ]  m a k e s  u s e  o f  t h e  e x t e n s i o n  o f  a n  A R ( q )  m o d e l  
t o  a n  A R M A ( q , q )  m o d e l  w h e n  w h i t e  n o i s e  i s  a d d e d  i n  a  
p r o c e d u r e  d e v i s e d  t o  a i d  i n  d e t e r m i n i n g  t h e  o r d e r  o f  a n  A R  
p r o c e s s  c o r r u p t e d  b y  n o i s e .  He e x t e n d s  t h o s e  r e s u l t s  i n  a  
l a t e r  p a p e r  [ 3 8 ]  t o  s p e c i a l  c a s e s  o f  a d d i t i v e  n o i s e  t h a t  i s  
c o r r e l a t e d  t o  t h e  s i g n a l  r e p r e s e n t e d  b y  t h e  A R  m o d e l .
P a r a m e t e r  E s t i m a t i o n  L i t e r a t u r e
T h e  p r o c e d u r e s  p r o p o s e d  b y  t h e  a b o v e  s o u r c e s  a n d  
p r e s e n t e d  i n  d e t a i l  b y  P a g a n o  [ 3 0 ]  a t  s o m e  p o i n t  r e q u i r e  
t h e  e s t i m a t i o n  o f  t h e  p a r a m e t e r s  o f  a n  A R M A  p r o c e s s ,  w h i c h  
i s  i n h e r e n t l y  m o r e  d i f f i c u l t  t h a n  t h e  e s t i m a t i o n  o f  A R  
c o e f f i c i e n t s .  H o w e v e r ,  m u c h  w o r k  h a s  b e e n  d o n e  o n  
t e c h n i q u e s  f o r  e x t r a c t i n g  A R M A  p a r a m e t e r s  f r o m  t i m e  s e r i e s .  
T h e  t e c h n i q u e s  a v a i l a b l e  i n c l u d e  m e t h o d s  b a s e d  o n  n o n l i n e a r  
o p e r a t i o n s  a n d  m e t h o d s  c o m p r i s e d  o f  o n l y  l i n e a r  o p e r a t i o n s .  
T h e  f i r s t  h a l f  o f  t h i s  s e c t i o n  s u m m a r i z e s  s e v e r a l  p a p e r s  
w h i c h  p r e s e n t  a l g o r i t h m s  f o r  e s t i m a t i n g  t h e  p a r a m e t e r s  o f
by W a l k e r .
a n  ARMA p r o c e s s .  T h e  s e c o n d  h a l f  o f  t h i s  s e c t i o n  d e a l s  
w i t h  p a r a m e t e r  e s t i m a t i o n  t e c h n i q u e s  ( n o t  n e c e s s a r i l y  
l i m i t e d  t o  A R M A  p r o c e s s e s )  a n d  m o d i f i c a t i o n s  m a d e  t o  
e s t i m a t i o n  p r o c e d u r e s  t o  i m p r o v e  c o n v e r g e n c e .
A  p r e s e n t a t i o n  b y  A n d e r s o n  [ 2 ]  o f  A R M A  p a r a m e t e r  
e s t i m a t i o n  a l g o r i t h m s  b a s e d  o n  t h e  c o n d i t i o n a l  m a x i m u m  
l i k e l i h o o d  o p t i m i z a t i o n  o f  t h e  n o r m a l  l i k e l i h o o d  f u n c t i o n  
i s  o n e  o f  t h e  m o s t  t h o r o u g h  t r e a t m e n t s  o f  t h e  s u b j e c t .  
A n d e r s o n  d e v e l o p s  a  m a t r i x  n o t a t i o n  w h i c h  f a c i l i t a t e s  
w r i t i n g  t h e  e q u a t i o n s  i n v o l v e d  i n  t h e  e s t i m a t i o n .  
A l g o r i t h m s  a r e  t h e n  d e v e l o p e d  a l o n g  t h e s e  d i v i s i o n s :
1 )  t i m e  d o m a i n  v e r s u s  f r e q u e n c y  d o m a i n ;
2 )  N e w t o n - R a p h s o n  m e t h o d  v e r s u s  t h e  m e t h o d  o f  s c o r i n g  
( G a u s s - N e w t o n  m e t h o d )  ;
3 )  p a r a m e t e r  s e t  1 ( A R  c o e f f i c i e n t s ,  M A  c o e f f i c i e n t s ,  a n d  
e x c i t a t i o n  s e q u e n c e  v a r i a n c e )  v e r s u s  p a r a m e t e r  s e t  2 
( A R  c o e f f i c i e n t s  a n d  MA c o v a r i a n c e s ) .
A f t e r  p r e s e n t i n g  t h e  a l g o r i t h m s  b a s e d  o n  t h e s e  e i g h t  
p o s s i b i l i t i e s ,  A n d e r s o n  t h e n  b r i e f l y  c o m p a r e s  t h e  m e t h o d s  
a n d  d i s c u s s e s  s o m e  r e s u l t s  f o u n d  f r o m  M o n t e  C a r l o  s t u d i e s  
p e r f o r m e d  b y  o t h e r  r e s e a r c h e r s .  T h e  c o n t e n t s  o f  t h i s  p a p e r  
a r e  p a r t i c u l a r l y  u s e f u l  i n  i n t e r p r e t i n g  t h e  m a t r i x  
f o r m u l a t i o n s  f o r  t h e s e  a l g o r i t h m s  c o m m o n  i n  t h e  s t a t i s t i c a l  
l i t e r a t u r e  .
H a n n a n  [ 1 5 ]  p r e s e n t s  a  t h r e e  s t e p  p r o c e d u r e  f o r  
e s t i m a t i n g  t h e  p a r a m e t e r s  o f  a n  A R M A  p r o c e s s .  S p e c t r a l
f a c t o r i z a t i o n  m a y  b e  u s e d  i n  t h e  e s t i m a t i o n  o f  t h e  MA 
p a r a m e t e r s ,  b u t  i f  t h e  r e q u i r e m e n t s  n e e d e d  f o r  
f a c t o r i z a t i o n  a r e  n o t  p r e s e n t ,  a n  a l t e r n a t i v e  p r o c e d u r e  i s  
g i v e n .  H a n n a n ' s  t e c h n i q u e ,  e v e n  t h o u g h  i t  p r o d u c e s  
a s y m p t o t i c a l l y  e f f i c i e n t  e s t i m a t e s  o f  t h e  A R M A  p a r a m e t e r s ,  
c a n  b e  f u r t h e r  m o d i f i e d  t o  f o r m  a n  i t e r a t i v e  p r o c e d u r e  f o r  
i m p r o v i n g  t h e  e s t i m a t e s  o f  t h e  A R M A  p a r a m e t e r s .  A k a i k e  [ 1] 
p o i n t s  o u t  t h a t  H a n n a n ' s  m e t h o d  i s  e q u i v a l e n t  t o  a  o n e - s t e p  
Ne  w t o n - R a p h s o n  i t e r a t i v e  p r o c e d u r e  f o r  m o d i f y i n g  t h e  
i n i t i a l  e s t i m a t e s  t o  m a x i m i z e  t h e  G a u s s i a n  l i k e l i h o o d  
f u n c t i o n .  T h e  m a i n  l i m i t a t i o n  o f  t h e  p r o c e d u r e ,  i n  
A k a i k e ' s  o p i n i o n ,  i s  t h e  p o s s i b l e  f a i l u r e  o f  t h e  t e c h n i q u e  
t o  i m p r o v e  t h e  e s t i m a t e s  b e c a u s e  o f  p o o r  i n i t i a l  e s t i m a t e s .
A n o t h e r  p r o c e d u r e  f o r  e s t i m a t i n g  A R M A  p a r a m e t e r s  f r o m  
a  t i m e  s e r i e s  i s  g i v e n  b y  G r a u p e ,  K r a u s e ,  a n d  M o o r e  [ 1 3 ] ,  
w h i c h  r e q u i r e s  t h r e e  s t e p s  i n v o l v i n g  o n l y  t h e  s o l u t i o n  o f  
l i n e a r  e q u a t i o n s .  T h e  p r o c e d u r e  i s  i n i t i a t e d  b y  
i d e n t i f y i n g  t h e  p a r a m e t e r s  o f  a n  e q u i v a l e n t  A R ( ° ° )  p r o c e s s .  
E v e n  t h o u g h  a n  i n f i n i t e  n u m b e r  o f  A R  p a r a m e t e r s  i s  r e q u i r e d  
t o  r e p r e s e n t  a n  A R M A ( q , p )  p r o c e s s  i n  g e n e r a l ,  i t  i s  c l a i m e d  
t h a t  o n l y  a  s m a l l  n u m b e r  o f  t h e s e  a r e  n e c e s s a r y  f o r  t h e  
c o m p u t a t i o n .  F r o m  t h e s e  i n i t i a l  A R ( « ° )  p a r a m e t e r s ,  t w o  
s t e p s  i n v o l v i n g  l i n e a r  o p e r a t i o n s  a r e  r e q u i r e d  t o  o b t a i n  
f i r s t  t h e  MA a n d  t h e n  t h e  A R  p a r a m e t e r s .
A  f o u r t h  p o s s i b i l i t y  f o r  e s t i m a t i n g  t h e  p a r a m e t e r s  o f  
a n  A R M A  p r o c e s s  i s  r e p r e s e n t e d  i n  t h e  a p p r o a c h  g i v e n  b y
S t e i g l i t z  i n  [ 3 5 ] .  P r e s e n t e d  a s  a  m e t h o d  f o r  e s t i m a t i n g  
t h e  p o l e s  a n d  z e r o s  o f  t h e  v o c a l  t r a c t ,  t h e  p r o c e d u r e  u s e s  
a n  a l g o r i t h m  d e v e l o p e d  f o r  l i n e a r  s y s t e m  i d e n t i f i c a t i o n  
[ 3 6 ] .  T h i s  m e t h o d  r e q u i r e s  k n o w l e d g e  o f  t h e  i n p u t  a n d  
o u t p u t  ( p o s s i b l y  n o i s y )  o f  t h e  s y s t e m .  A n  i t e r a t i v e  
t e c h n i q u e ,  u s i n g  o n l y  l i n e a r  o p e r a t i o n s ,  s i m u l t a n e o u s l y  
e s t i m a t e s  t h e  c o e f f i c i e n t s  o f  t h e  p o l e  a n d  z e r o  f i l t e r s .  
T h i s  c a n  b e  u s e d  d i r e c t l y  o n  t h e  s i g n a l ,  o r  o n  a  m i n i m u m  
p h a s e  r e p r e s e n t a t i o n  o f  t h e  s i g n a l ,  o b t a i n e d  f r o m  
h o m o m o r p h i c  f i l t e r i n g .
K a s h y a p  a n d  N a s b u r g  [ 2 1 ]  r e v i e w  s e v e r a l  m e t h o d s  f o r  
e s t i m a t i n g  t h e  p a r a m e t e r s  o f  m u l t i v a r i a t e  a u t o r e g r e s s i v e  
m o v i n g - a v e r a g e  p r o c e s s e s ,  i n c l u d i n g  d i s c u s s i o n s  o f  l e a s t  
s q u a r e s  m e t h o d s  a n d  m a x i m u m  l i k e l i h o o d  m e t h o d s .  T h e  
a u t h o r s  a l s o  d i s c u s s  n u m e r i c a l  m e t h o d s  t h a t  m i g h t  b e  u s e d  
t o  o b t a i n  t h e  p a r a m e t e r  e s t i m a t e s .  T h e  N e w t o n - R a p h s o n  ( N R )  
m e t h o d  i s  d i s c u s s e d ,  b u t  c o n v e r g e n c e  p r o b l e m s  t h a t  m i g h t  b e  
a s s o c i a t e d  w i t h  t h i s  p r o c e d u r e  a r e  h a n d l e d  b y  u s i n g  
d i f f e r e n t  i n i t i a l  g u e s s e s  t o  s t a r t  t h e  a l g o r i t h m .  I n  t h i s  
s a m e  p a p e r  K a s h y a p  a n d  N a s b u r g  a l s o  r e v i e w  t h e  a l g o r i t h m s  
d e v e l o p e d  b y  D u r b i n  [ 1 2 ]  a n d  W a l k e r  [ 4 0 ] .  I t  i s  s t a t e d  
t h a t  t h e s e  m e t h o d s  a r e  a p p l i c a b l e  i n  t h e  u n i v a r i a t e  c a s e ,  
b u t  m a y  p r o d u c e  p a r a m e t e r  e s t i m a t e s  o f  q u e s t i o n a b l e  
e f f i c i e n c y .  N u m e r i c a l  r e s u l t s  f o r  v a r i o u s  e s t i m a t o r s  a r e  
p r o v i d e d  f o r  o n e  M A ( 1 )  p r o c e s s  a n d  o n e  A R M A ( 1 , 1 )  p r o c e s s .
Using a state vector formulation, Gupta and Mehra [14]
discuss the numerical aspects of maximum likelihood 
estimates. Use of the NR method is discouraged, primarily 
because of convergence problems and computational 
drawbacks. The Gauss-Newton (GN) method (method of 
scoring) is stated to have somewhat better convergence 
properties. Several other numerical methods for parameter 
estimation are given, including a modified GN procedure and 
some suggestions for reducing the computational load.
Comparisons of several gradient methods for obtaining 
estimates of parameters involving nonlinear relationships 
are presented by Bard [5]. Gradient methods are of the 
form
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0 . - p‘. R. "" g . . (2. 12)
— l l — i ^-l
In (2.12) e. and e. , are the values of the parameter 
-i -i+1 ^
vector at the ith and i+lth iterations, respectively, with
6. known. The vector g_^  is the gradient of the cost
function (e.g., likelihood, least squares), evaluated at
6.. R. is a matrix and p. is a scalar, each evaluated at 
— l — 1 i
— i
.. The various gradient methods are characterized by the
form of the matrix R^ and the strategy by which is
chosen. If Q(0^) is the value of the cost function Q(6_) at 
th
the i iterate, then the estimation procedure seeks to
find 0.,, such that 
— l + l
Q(®i+1> > Q (ii> ' (2.13)
if it is desired to maximize the cost function. As pointed
(2.13) holds for g. ^ 0 and p. > 0. Also, R. is usually an
— i i  — i
approximation to , the Hessian of Q(0) evaluated at
0 = 0^. The Hessian of Q(0_) is defined as the matrix of
second partial derivatives of Q(^) with respect to the
elements of 0. If R. = H. and p. = 1, then one has the 
—  — l — i i
Newton-Raphson method. After evaluating g(6) and R(0^ at
0 = 0 . ,  p. is selected so that (2.13) is true. Bard then 
—  — i i
proceeds to describe several estimation procedures based on
different choices for R. and p.. Using several of the most
— l i 3
successful techniques, the author demonstrates their 
application to typical estimation problems and discusses 
the capabilities of the methods.
In his text on nonlinear parameter estimation [6], 
Bard describes various algorithms used to optimize some 
cost function of the parameters. He points out that the 
Newton-Raphson method is the only method which will reach 
the extremum in one iteration when the cost function is 
quadratic. Based on the one step convergence of the NR 
method for a quadratic function, Bard gives convergence 
rate efficiency factors for the various methods [6, p. 89]. 
For the NR method this factor is one, but the method may 
suffer from convergence problems. Bard also discusses 
methods for terminating estimation algorithms [6, p. 114].
Another survey of numerical techniques for optimizing 
a cost function is presented by Powell [32]. He discusses
o u t  b y  B a r d ,  s h o u l d  b e  p o s i t i v e  d e f i n i t e  t o  e n s u r e
steepest descent, direct search, and conjugate direction 
methods. Included in his discussion is a presentation of 
the NR method, which he states is still useful in many 
applications. Powell mentions that the most serious 
disadvantage of the NR method to many users is the need to 
evaluate the second derivatives of the cost function. Many 
of the techniques described by Powell have been developed 
to achieve fast convergence without explicitly evaluating 
the second derivatives. Powell gives recommendations for 
selecting an algorithm to optimize a given cost function. 
The suggestions are roughly based on the number of 
parameters, the availability of derivatives of the cost 
function, and whether or not the user wishes to evaluate 
the derivatives.
One of the techniques discussed in most of the 
preceding sources is attributed to Marquardt [25], A 
disadvantage of the GN and NR methods is that the 
algorithms may fail to converge to the optimal solution if 
the initial guess does not fall into a small enough 
neighborhood of that solution. A criticism of some 
gradient methods is that, while the region of convergence 
is larger than that of the NR or GN methods, the rate of 
convergence is slower. Marquardt1s method claims to 
combine the faster convergence of the GN method (when near 
the optimal solution) with the larger region of convergence 
for the gradient methods. If the iterative step in the GN
0. = 0 - R- 1 (0•) a(0.) , (2.14)
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then Marquardt's method is given by
0 .in = 0. - [R(0.) + X. I]_1g (0.) . (2.15)
— i + l  — i —  — l i — 1 — i
The scalar X^ is automatically selected by the algorithm to
ensure that Q(£^+ )^ > Q(£^) when maximizing Q (0_) . In
(2.15) g(£) is again the gradient of Q(£), R(£) is a matrix
and _I is the identity matrix. As 0_^  approaches the optimal
solution X. tends toward zero and the algorithm behaves 
i
like the GN method. However, if 0^ is far from the optimal
solution, X. will tend to be larger. When the X. I term 
' i ^ i —
dominates, then
£i+l a ii " ^  3.<£i> » (2.16)
which is the simplest expression for the gradient method. 
Marquardt's method is often recommended for nonlinear 
estimation problems [5], [32]. A disadvantage of this 
method is the increase in computations incurred by 
enclosing the iterative Marquardt method inside the 
iterative GN method.
Two useful texts on nonlinear parameter estimation are 
Ortega and Rheinboldt [29] and Beck and Arnold [7], The 
text by Ortega and Rheinboldt provides extensive coverage 
of iterative methods for solving nonlinear parameter 
estimation methods, including the NR and GN methods, 
conjugate-direction methods, and gradient methods.
m e t h o d  i s  g i v e n  b y
Convergence properties for the various techniques are 
discussed .
In Chapter 7 of their text, Beck and Arnold [7] 
describe several methods that might be used in parameter 
estimation. After presenting the GN method, the authors 
discuss several modifications of the GN method. These 
include Marquardt's method and the Box-Kanemasu 
interpolation method. The latter method is an algorithm 
which uses quadratic interpolation to select the parameter 
in (2.12) such that (2.13) holds (if maximizing). Beck 
and Arnold present examples of some of the methods and 
compare their findings to those of Bard [5], [6].
A collection of papers on numerical techniques for 
unconstrained optimization, edited by Murray, is available 
in [27]. The papers contributed for this book cover in 
depth parameter estimation techniques that include direct 
search, conjugate-direction, quasi-Newton, and second 
derivative methods. Included in the topics is one paper on 
the problems related to optimization. There is also a 
discussion of the failures that can occur with any of the 
methods presented, causes of these failures, and what can 
be done to correct them.
The last three papers to be reviewed in this section 
on parameter estimation are all discussions of the 
Gauss-Newton and modified GN method of solving for the 
parameters to optimize a nonlinear function. Hartley [16]
and Hartley and Booker [17] discuss the optimization of the 
cost function Q (0_) ,
M  ?
Q(9) = I [z, - f, (9)] • (2•17)
i=l
28
9 is the parameter vector, the zr are the known data
values, and the (0_) , i = 1, M, are M known functions
mapping from the 0^ parameter space to the observed data,
z . These papers are useful in light of the formulation
i
used by Pagano [30] to derive the nonlinear relationship 
between the AR model and the ARMA model resulting from the 
addition of white noise to the AR process. Jennrich [19] 
describes a modification of the GN method that may be 
useful in this type of work. The details for the GN and 
modified GN methods are included in Appendix B.
Previous Work on ARMA Estimation
This section presents several sources that provide 
information about the practical aspects of ARMA parameter 
estimation. In all cases, the work has been performed on 
small order processes, usually no more than second order. 
Box and Jenkins [10] provide the researcher with a thorough 
background in time series analysis as applied to ARMA 
modeling. Especially useful are the developments for the 
variances of parameter estimates.
There are two papers in which MA(1) and ARMA(1,1) 
models have been studied. Nelson [28] uses Monte Carlo 
methods to test several types of estimators on MA(1)
processes. The M A (1) process has a single MA parameter, b. 
Nelson's work considered the operation of the selected 
estimators for processes where b = +0.2, +0.5, and +0.8. 
One of Nelson's most interesting findings is the tendency 
for the maximum likelihood methods to perform best for the 
MA(1) processes with b of moderate magnitude, that is, b 
close to 0.5 in magnitude. Kashyap and Nasburg [21] use 
one MA(1) process and one ARMA(1,1) process to demonstrate 
some of the techniques presented in their paper on 
estimation methods. Anderson [2] discusses the findings of 
Nelson [28] and Kashyap and Nasburg [21]. The results of 
Nelson's work will be reviewed in more detail in Chapter 4.
For the benefit of the reader, two references to 
alternative techniques for extracting the parameters of a 
model from noisy data are given. Widrow, et. al., discuss 
the method of adaptive noise canceling [41], and Kailath 
[20] presents an overview of linear filtering theory. The 
bibliography of the latter is extensive and gives many 
references to topics in Wiener filtering and recursive 
Wiener and Kalman filtering. The approach taken when using 
noise suppression methods in conjunction with these two 
classes of estimation procedures is to restore the signal 
prior to estimating the parameters. The algorithms of the 
parameter estimation stage are then likely be unchanged 
from the algorithms used in the noiseless case.
CHAPTER 3 
THEORY
In this chapter the details of pertinent theory are 
presented. A review of linear prediction is given. 
Included in the review is a development showing the effects 
of white noise on the LP parameters determined by the 
linear prediction algorithm. Presented in a matrix 
formulation, the LPC algorithm discussed is that commonly 
referred to as the autocorrelation method. The LPC 
discussion is followed by the details of the AR-to-ARMA 
transformation model. In that section the generation of an 
A R M A (q ,q ) process from the addition of white noise to an 
AR(q) process is demonstrated, followed by a section on the 
first order AR process corrupted by white noise. This 
section is valuable because the low order of the model 
allows one to examine in detail the effects of adding the 
white noise to the AR(1) process. Many of the results in 
the next chapter are based on the analysis of this first 
order case. Succeeding sections discuss five parameter 
estimation methods that are considered as means to extract 
estimates of the AR parameters from the data. Following 
that is a discussion of the noncausal formulation for the
I n t r o d  u c t i o n
regression algorithm suggested by Pagano [30] is then 
given. The last section presents details on the noise 
sequences used in this work as the excitation sequences for 
the ARMA models and the additive noise sequence.
Linear Predictive Coding
If s(k) is a time series which can be modeled as a 
q ^ - o r d e r  autoregressive process, AR (q) , then we have
q
s (k) = - £ a-|(i) s(k-i) + e (k) , (3.1)
i=l
a^(0) = 1.0. The {a^(i)}^ are the AR parameters and e(k)
is a zero mean white noise process. The formulation of the
th
AR(q) process in (3.1) is identical to the q -order 
all-pole LP model. In the autocorrelation method of LPC 
analysis, the equations are much more compact if matrix 
notation is used. Refer to Makhoul [23] for additional 
background and a list of references for LPC development. 
The development of a notational convention for LPC using a 
matrix formulation can be found in Boll [8].
Using the autocorrelation method, the sequence s(k) 
has infinite extent but is nonzero only for 0 < k _< N-l, 
where N is the size of the analysis window. Form the 
(N+q) x 1 vector s, where s is given by
(N+q) x 1 vector with the sequence s(O) ... s(N-l)
j_  -L.
beginning at the (i+1) position. The superscript i can 
take on the values 1, . .., q. For example,
D 1s = [0 s (0) s (1) ••• s(N-l) 0 ••• 0]T ,
D 2s = [0 0 s (0) s(l) ••• s(N-l) 0 ••• 0]T , and
Dq s = [0 0 0 s (0) s(l) ••• s(N-l)]T .
Form the (N+q) x q matrix by including as columns the 
D s , l “ 1, «.., q f
H = [D^s D 2s D^s ••• D^s] . (3.3)_ 3  l _  _  _  — J
If an error sequence £  is defined as
e =  [ e (0) e (1) ••• e(N-l) ••• e(N+q-l)]T , (3.4)
then (3.1) can be written as
s = -H a.. + e . (3.5)
—  — s — 1 —
T
The vector a 1 = [a^(l) a 1 (2) ... a 1 (q)] is formed from 
the prediction coefficients and the index k in (3.1) is 
confined to the interval 0 < k _< N+q-1. The subscript 1 
indicates that these coefficients come from the application
q
of the LP algorithm to s(k). The coefficients (a 2 (k)}^ 
which follow come from the application of the LP algorithm 
to x(k) .
In LPC, the optimal distance measure is the minimum of
the sum of squares of the elements of e_, as a function of
the {a (i)}q . If the loss function L is defined as 
1 1  e
be found. Using vector calculus, we have
3L „ m  m  3e
e 3 r T „ T -
_ [ e e J = 2 e
t h e n  t h e  m i n i m u m  o f  L £ w i t h  r e s p e c t  t o  t h e  { a ^ ( i ) } ^  i s  t o
8fL! 3 a 1 L-  - J -  3 a ^  *
The minimum of is obtained by setting this expression 
equal to zero:
T
-  ° *
T
From (3.5), 3e/3a, = H and £  H = 0 ,  or
J. s s
HT e = 0 . (3.7)
— s —
Substituting (3.5) into (3.7) gives
T T .
H s + H H a., = 0 
— s —  — s — s — 1
HT H a, = -HT s . (3.8)
— s — s — 1 — s —
T TNote that the matrix H H and the vector H s are defined by
— s— s — s—  1
R (k) is given by 
ss
N - 1 - |k|
R (k) = ][ s(i) s(i+|k|) . (3.10)
ss i=0
Equation (3.8) is a matrix equation representation for the 
Yule-Walker expressions
q
I a (i) R ss (i-k) = -Rs s (k) , (3.11)
i=l
for k = 1, ...f q.
If the sequence s(k) is contaminated by additive noise 
to produce the series
x(k) = s(k) + n(k) , (3.12)
and an AR(q) model is forced on the noisy data, similar 
results are obtained. The AR model forced on the noisy 
data is
q
x(k) = - E a„(i) x(k-i) + e(k) , (3.13)
i=l ^
a 2(0) = 1.0. The {a2(i)}^ are the prediction coefficients 
and e(k) is the resulting error sequence. If the matrix H 
and the vector x are formed from the data x(0), ..., x(N-l) 
in a manner similar to Hs and s, then the loss function 
for the noisy data is
N + q - 1  ,  rp
L = I <L (k) = e. e , (3.14)
e k=0
with 2. = [e(0) e(l) ... e(N+q-l)]T . Minimizing L with
2.
respect to the {a (i)}j| results in
HT H a„ = -HT x (3.15)
— x  — x  — 2 — x  —
as the expression defining the least squares estimate for
the {a2 (i)}q defined in (3.13). The elements of the matrix
HTH and the vector HTx are formed from the autocorrelation 
— x— x — x—
function of x(k) as in (3.10) with x(k) replacing s(k).
The {a^(i)}q represent the LPC coefficients determined from
the undegraded signal, while the {a2 (i)}q are the LPC
parameters obtained from noisy data, with no attempt made
to eliminate the effects of additive noise.
Constructing the matrix H and the vector n from the 
^ — n  —
additive noise sequence n(k), the following relationships 
hold:
H = H + H , (3.16)
—x —s —n
HT H = HT H + HT H + HT H + HT H . (3.17)
—x —x — s — s —n —n — s —n —n — s
T
The H H term is a matrix formed of the autocorrelation 
— n— n
T T
terms of n(k) , and the terms H H and H H contain the— s— n — n— s
cross-correlation terms between n(k) and s(k). If it can 
be assumed that s(k) and n(k) are uncorrelated, (3.17) 
becomes
HT H = HT H + HT H . (3.18)
— x —x —s — s —n —n
W i t h  ( 3 . 1 2 ) ,  ( 3 . 1 6 ) ,  a n d  ( 3 . 1 8 )  s u b s t i t u t e d  i n t o  ( 3 . 1 5 ) ,  w e
[HT H + HT H ] a„ = - [H + H ]T (s + n) (3.19a)
L— s — s — n  — n  — 2 — s — n J —  —
= - [HT s + HT n] , (3. 19b)
L— s —  — n  — J
where the assumption of uncorrelated signal and noise is 
used to reduce the right hand side of (3.19b) from (3.19a). 
Solving equations (3.8) and (3.19b) for a^ and a^, 
respectively, we obtain
a, = -[HT H ]-1 HT s (3.20)
— 1 — s — s J — s —
and
a = - [H^ H + H ]- 1 [h T s + n] (3.21)
— 2 — s — s — n  — n  — s —  — n  —
as the least squares estimates for and a^ . The vector
a2 can be related to a^ by pre-multiplying (3.19b) by
[HT H ]- ^ to give 
— s— s
m  _ 1 rp ^ rP — I T
H n S n ] a 2 = - [ ^  H j  ^  s
- [HT H ]-1 HT n 
L— s — s — n  —
~ t  — I t
= a n - [H H ] H n. (3.22) 
— 1 L— s — s J — n  —
h a v e
Solving (3.22) for a gives
m  m  _  1 rn  ^
a_ = [H H + H H ] H H a,
— 2 L— s — s — n  — n J — s — s — 1
- [HT H + HT H ]-1 HT n . (3.23)
L— s — s — n  — n J — n  —
From (3.23) it is apparent that the addition of n(k)
has degraded the a_^  in two ways:
T T - 1  T
1) a bias term [H H + H H ] H n has been subtracted;
— s— s — n— n J — n —
2) the relative magnitudes of the {a^(i)}^ have been
changed due to the matrix multiplying effect of the
expression [HT H + HT H ] .
r — s — s — n — n  — s — s
The results of equations (3.19b) through (3.23) are
valuable in showing the distortion possible when noise is
added to a sequence that is to be the input to an LPC
system. These results are based on the explicit assumption
that s(k) and n(k) are uncorrelated and fail to account for
T
non-zero cross-correlation terms (the terms HSHR / etc.). 
It is this effect that is the primary hindrance in using 
the technique mentioned by Christiansen [11]. Results 
showing the distortion introduced by n(k) on the inverse 
spectrum derived from the {a (i)}jf and the effects of 
assuming that n(k) and s(k) are uncorrelated will be shown 
in Chapter 4.
ARMA Model Approach
Presented in this section are the details of the ARMA 
process which results from adding white noise to an AR 
process. The effects of additive white noise upon an AR(q) 
process are discussed in [10], [30], and [39]. The 
potential advantage of this approach is that it includes 
the noise effects explicitly in a more general model than 
the original AR(q) process. The model is developed on the 
following assumptions:
1) s(k) is a proper AR(q) sequence described by
2) s(k) is contaminated by n(k) to form the observable 
where s(k) and n(k) are independent and n(k) is an 
data available for analysis to determine estimates of these
s e e n  t o  b e  s t a t i o n a r y .  C o m b i n i n g  t h i s  w i t h  t h e  p r o p e r t y
r (q) = a a(q) ^ 0, by the hypothesis under assumption 1)
yy n
above. As a result, y(k) is an MA(q) process, and there 
exists a sequence of random variables v(k), i.i.d. N(0,a2)
3 9
and constants {b(i)}q such that
q
y(k) = I b (j) v(k-j) , (3.29)
j=0
b(0) = 1.0. Combining (3.27) and (3.29) gives
q q
I a(i) x(k-i) = I b (j) v(k-j) . (3.30)
i=0 j=0
Thus, the sequence x(k) can be viewed as an ARMA(q,q)
process. While the original model has q+2
parameters— {a(i)}?, a , and a ■— the new model has 2q+l
l e n
3, {b(i)}^, and a2 .parameters— {a(i) }*? ?»  From (3.29), we have
2 9 “lk
R (k) = I b(i) b(i+k) , (3.31)
YY i=0
so the expanded parameter set could equivalently be 
expressed as {a(i)}q and {R^^(i)}^.
Using the definition for y(k) in (3.28),
7 2 q ~ I k l
R (k) = a S(k) + a > a(i) a(i+k) /
yy e n i=0
1, k = 0
where S(k) = { is the Kronecker delta function.
0, k jt 0
It is also possible to develop an expression for Ryy(k) 





I I a(i) a (j) R (k+i-j) 
i=0 j=0 XX
(3.32b)
ct2 6 (k) + a 
e
a(i) a(i+k) . (3.32c)
Thus, the addition of n(k) to s(k) produces the following 
relationships between the parameters:
1) equation (3.32a) gives the autocorrelation function
and R (k), the autocorrelation function of the data 
xx '
x(k), and is a valid expression for any MA 
autocorrelation function, given that the a(i) can be 
zero, i > 0, if x(k) is itself an MA process;
3) another definition for R^^(k) given in (3.32c) arises
as a result of the noise model defined by (3.24) and
(3.25);
x(k) are related through the autocorrelation function 
R (k) , the relationship being expressed by (3.32a) and 
(3.32c).
A comparison of the ARMA model approach just described 
with a forced LPC fit of the data, represented by the 
solution of (3.21), shows two interesting facts. First, 
the forced LPC model, from a spectral point of view, must 
match the spectral characteristics of the data x(k) as
Ryy(k) for any MA(q) process;
2) in (3.32b) Ryy(k) terms of the AR coefficients
4) the ARMA parameters {a(i)}q and {b(i)}j* for the process
closely as possible. This spectral match includes those 
characteristics introduced by the noise. The flattening 
effect exhibited by forcing an all-pole LPC fit on a signal 
degraded by additive white noise will be illustrated in the 
next chapter. The second observation involves the 
assumption of the model form. If the original sequence 
s(k) is AR(q), then the addition of white noise results in 
an ARMA(q,q) process, x(k). This process is equivalently 
an AR(°°) process. The forced LPC fit is actually 
representative of the first step in the process discussed 
in [13] for estimating ARMA parameters, that is, 
underfitting the AR(°°) process. Using the technique given 
in [13], the ARMA model approach can then be viewed as a 
procedure by which the AR(q) and MA(q) parameters are 
estimated from the AR(°°) parameters.
With the development of the AR-to-ARMA transformation 
model complete, the processing steps required to use this 
algorithm for extracting the q AR parameters from noisy 
data are summarized:
1) because most ARMA estimation procedures require initial 
guesses for the parameters, a procedure that provides 
initial estimates for the parameters might be needed;
2) an algorithm suitable for estimating the AR and MA 
coefficients from a time series must be selected;
3) if it is desired to make use of the nonlinear 
regression stage to improve the AR parameter estimates,
as suggested by Pagano [30], the algorithm is 
terminated by that nonlinear regression procedure.
Of these three steps, the effort in this project has been 
directed toward the second step, the estimation of the ARMA 
parameters, concentrating on low order processes, 
especially the ARMA(1,1) model.
As will be pointed out in the next chapter, in testing 
the ARMA estimation algorithms and the feasibility of this 
model, synthetic data are used in all tests. These data 
are generated from a known AR or ARMA model with an 
approximately white noise excitation process. To avoid 
introducing the problems encountered in obtaining suitable 
initial parameter estimates into the ARMA parameter 
estimation stage, the coefficients used to generate the 
process are often used as the initial guesses. Thus, they 
represent the best possible guesses for the parameter 
values. Performing the experiments in this manner 
emphasizes the accuracy of the AR coefficient estimates. 
Where just AR or MA coefficients are being estimated, using 
zeros for all initial estimates yields good results. This 
is not possible where both AR and MA parameters are being 
estimated. Using zeros as initial estimates for the ARMA 
parameters leads to a singular matrix in the estimation 
algorithm. While using the model parameters as initial 
estimates is an unrealistic approach, it does place the 
emphasis on the validity of the transformation model and
the estimation algorithm being tested. A small number of 
tests using initial estimates arrived at through 
experimental methods showed that the primary difference in 
the experiment was the number of iterations required for 
the algorithm to converge to a final solution, not the 
final solution itself. Chapter 4 contains the results 
achieved using the transformation model to estimate the 
parameters of an ARMA process.
The AR (1) Process PI us Whi te Noise
From the preceding section, if an AR(1) process is
corrupted by additive white noise, the resulting data can
be modeled as an ARMA(1,1) process. The AR(i) process s(k) 
is given by
s(k) + a s(k-l) = e(k) , (3.33)
where a is the single AR parameter. If n(k) is the
additive white noise corrupting the AR process as in
(3.25), after combining (3.25) and (3.33) we have
[x(k) - n(k)] + a [x(k-l) - n(k-l)] = e(k)
x(k) + a x(k-l) = n(k) + a n(k-l) + e (k) . (3.34)
As before, define the sequence y(k) to be
y(k) = v(k) + b v(k-l) (3.35a)
= x(k) + a x(k-l) (3.35b)
= n (k) + a n(k-l) + e(k) , (3.35c)
where (3.35a) is the expression for an M A (1) sequence. In 
(3.35a), b is the single MA parameter and v(k) is an i.i.d.
4 4
N(0,o ) white noise process that is the excitation sequence 
for the MA process y(k). The process v(k) is also the 
excitation sequence defined for the ARMA model resulting 
from adding n(k) to s(k), as described in the previous 
section. From (3.34) and (3.35a) we have
x(k) + a x(k-l) = v(k) + b v(k-l) , (3.36)
the description for the ARMA(1,1) process x(k).
The equations in (3.35) give three ways of defining 
the sequence y(k). For each of the three expressions for 
y(k) there is the corresponding equation for the 








= 1 1  a(i) a(j) R (k+i-j) 
i=0 j=0 XX







for k = 0 and 1, and a(0) = b(0) = 1. As pointed out in 
the discussion of (3.32), equation (3.37c) is unique to the 
ARMA model formed by adding n(k) to an AR(1) process.
Using (3.37a) and (3.37c), the generation of the MA 
coefficient by the addition of n(k) to s(k) is demonstrated 
for various signal-to-noise ratios. From (3.37c),
r  (o) = a2 + a2 (1 + a2 ) , (3.38a)
y y  e n
R (1) = a2 a , (3.38b)
y y  n
4 5
R (k) = 0 , k > 2 ,
YY —
with a(l) = a the single AR parameter,
using (3.37a) with b(l) = b,




R (1) = a b , 
yy v
R y y ( k )  =  o , IkI > 2 .
(3.39b) 
(3.39c)
Equating the terms for ^yy(O) an<  ^ **yy ^  ^ from (3.38) and
(3.39) gives
2 , 2 r, , 2 2  r-i , ,2-, a £ + ctr  [1 + a ] = av [1 + b ] ,
2 2 , 
a a = a b . 
n v
2
Solving these expressions for b and a , we obtain
b =
h --- ^ CTe + CTn (1 + a 2 )  ^ -
2 a a n
[ [cr^  + (1 + a 2)]2 - 4 aZ ]X/^) (3.40)
4 2 , 1 / 2 -
and
2 2 a 
a =  a r- . v n b
(3.41)
Note there are two possible values for the MA coefficient
b. If the minus sign is used in (3.40), b will be used to 
symbolize the value of b. If the plus sign is used, b + 
will be written.
2
It is important that the parameters b and ctv  possess 
certain properties. Appendix C shows the derivation of the
1) b is real;
2) b+ = l/b_, | b j  < 1;
3) a j  > 0;
„ N 2  K 2  2
) °v+ = b- av-*
2
The minus and plus subscripts on the av term in 4) indicate
2
whether b_ or b+ is used to compute a in (3.41). Property
2) establishes that b = b corresponds to a root inside the 
unit circle in the Z-domain. To demonstrate this, if
B(z) = 1 + b z ,
then B (z) = 0 when z = -b. If the series generated by 
expanding B'^fz) is
B~1 (z ) = --------- T = 1 - b z-1 + b 2 z-2 - + ••• ,
1 + b z
then the weights of the z-1 terms converge iff |b| < 1 .  
Thus, b = b corresponds to the convergent root. This is 
the invertibility property discussed by Box and Jenkins 
[10]. In designing an ARMA process it is appropriate to 
choose the MA parameters so that the MA operator satisfies 
the invertibility condition, that is, the roots of the MA
operator polynomial lie inside the unit circle. For the
2
M A (1) process, b and a are the appropriate choices.
2 'Given expressions for b and in (3.40) and (3.41),
the effect of various SNR's on these parameters will be
2
demonstrated. If a is the variance of s ( k) , the AR(q)
2
p r o p e r t i e s  l i s t e d  h e r e :
p r o c e s s ,  t h e n  i s  g i v e n  b y
where p(i) = R (i)/R (0). For a = 1.0 and q = 1, the
ss s s e




S N R  = ---y ~ = — 2 ---- ----- 2 —  • (3.4 3)
a a (1 - a )
n n
Consider now the extreme cases where SNR -> ° and SNR -> 0.
2 2
This can also be expressed as an -> 0 and <Jn '>00'
2
respectively. The results for the behavior of b _ , b+ , av_» 
2
and a , as SNR 0 or » are summarized in Table 3-1. 
v+
Using (3.40) and (3.41) to compute the MA(1) 
2
parameters b and a , the effect of a changing SNR on these 
parameters is found in Tables 3-2, 3-3, and 3-4. For all
.  9 .  .  .
of this data, <j is arbitrarily set at 1.0. In Table 3-2
e
the results are computed using 0.1 as the single AR 
parameter a. In Tables 3-3 and 3-4, a is 0.5 and 0.9, 
respectively. From the data in these tables, it is clear
that as S N R -> oo, the observed data x(k) approaches the
2 2
desired AR(1) process since a -> a = 1 and b -> 0. When
v- e -
S N R -> 0, however, the observed data begins to resemble the 
additive white noise n(k). This is true because b -> a and 
(3.36) becomes
x(k) + a x(k-l) = v(k) + a v(k-l) (3.44)
In the Z-domain this can be written as
2
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[1 + a z"1 ] X (z) = [1 + a z"1 ] V (z) (3.45)
Cancelling the common factor [1 + az-'*'] , (3.45) becomes
X (z) = V(z) , (3.46a)
x(k) = v(k) , (3.46b)
tnd the data x(k) is now a white noise sequence since v(k) 
is the white noise excitation sequence for the equivalent 
£RMA model. To show that x(k) = n(k) as SNR-»-0, we examine 
13.35c) and (3.36), which give
x(k) + a x(k-l) = n(k) + a n(k-l) + e (k) (3.47)
vhen combined. In the Z-domain (3.47) becomes
[1 + a z 1] X(z) = [1 + a z 1 ] N(z) + E(z) . (3.48)
2 — 1 
£s SNR-»-0, a -*■ «° and the [1 + az ]N(z) term dominates the 
n
right side of (3.48). Consequently, the left side of 
(3.48) can be approximated as
[1 + a z ■*"] X(z) = [1 + a z ■*■] N(z) . (3.49)
Cancelling the common factor as before, we have
X(z) - N(z) , (3.50a)
x(k) - n(k) . (3.50b)
This result is intuitively appealing since it shows that 
the data x(k) becomes more like the additive noise n(k) as 
the SNR becomes poorer.
The ideas generated in this section are important to 
tne work done in evaluating the ARMA noise model because 
much of the data found in Chapter 4 is based on the 
aialysis of the AR (1)-to-ARMA (1,1) transformation model.
As will be seen in Chapter 4, two approaches are taken in 
analyzing the this model:
1) simulate the s(k) + n(k) degradation by computing the
2
MA(1) parameters b_ and and generating directly the
resulting ARMA(1,1) process using a noise sequence v(k) 
as the excitation;
2) generate the AR(1) process s(k) and add the white noise 
n(k) to obtain the equivalent ARMA(1,1) process x(k).
More details on this are given in Chapter 4.
When generating estimates of parameters from data, it 
is important to know the variances associated with those 
estimates. If a large number of estimates are available, 
sample statistics for the parameter estimates can be 
obtained. For low order ARMA processes, however, it is 
possible to obtain equations describing the variance of the 
parameter estimates. In Chapter 7 of [10], Box and Jenkins 
discuss model estimation procedures and develop the 
variance expressions for ARMA processes. Specifically, the 
variance of the parameter estimates is of interest in the 
following cases:
1) the estimate for a(l) in an AR(1) process;
2) the estimate for b(l) in an M A (1) process;
3) the estimates for a(l) and b(l) in an ARMA(1,1) 
process.
For the first order cases analyzed in Chapter 4, the sample 
variance of the parameters estimates are compared to the
theoretical values.
If N is the number of points in each frame of data, 
the variance o£ a = a(l) for the AR(1) process is
var [a] = (1 - a ) . (3.51)
Likewise, the variance ior b = b(l) for an MA(1) process is
var [b] = ^  (1 - b ) • (3.52)
For the parameter estimates of an ARMA(1,1) process, we 
have
var [a] = i  — ------W  (1 ~ a ) / (3.53a)
N (a - b ) z
2
v a r [ b ]  =  — ----------- ^~2 ( 1  ~ b ) , ( 3 . 5  3b)
N (a - b ) Z
cov[a,b] = - ^  U  " abj- (1 " ^  - b 2 > • (3.53c)
N (a - b ) 4
The expressions found in (3.51), (3.52), and (3.53) are for 
maximum likelihood estimates. Details for the derivations 
0 f these expressions are found in [10], Chapter 7.
Steigl itz Mode 1_ Estimation Method
The estimation of ARMA parameters comprises the major 
effort of this dissertation. The following sections 
present five procedures that have been used in this work to 
estimate parameters. Details for the nonlinear regression 
algorithm suggested by Pagano for improving the AR 
estimates are also presented.
O n e  p o s s i b l e  p r o c e d u r e  f o r  e s t i m a t i n g  t h e  p a r a m e t e r s
of an autoregressive moving-average process is the mode 1 
iterative method by Steiglitz and McBride [36]. The 
approach is: given input and output sequences for an 
unknown system, determine the filter which approximates the 
unknown system. In the Z-domain the model for the filter 
is the ratio of two rational polynomials A(z) and B(z) . 
Graphically, the problem is illustrated in Figure 3-1. The 
polynomials A(z) and B(z) are given by
q
A(z) = I a(i) z 
i=0
a (0) = 1.0, and 
P




Note that in this method, b(0) does not necessarily equal 
one. The resulting parameter set is {a(i)}q and {b(i) }q . 
The variance of the excitation sequence is not estimated 
explicitly. It is, however, related to b(0). The 
coefficients a(i) and b(i) in A(z) and B(z) , respectively, 
are selected to minimize E(z) in some sense. The model's 
response, U (z ) , is
U(z) = V (z) (3.54)
A (z ) U(z) = B (z) V ( z) . (3.55)
Also, from Figure 3.1, the error is given by
E(z) = U(z) - X(z) . (3.56)
Steiglitz and McBride then perform a "quasi-1 inearization"

on (3.55), using previous iterations to form approximations 
to the derivatives,
A i (z) U±(z) + [Ai + 1 (z) - A i (z)] U±(z) +
A i (z) [Ui+]_(z) - U± (z) ]
= Bi + 1 (z) V (z) . (3.57)
The subscript indicates the iteration number. Replacing
U (z) with X(z) in (3.57) and simplifying gives
i
A±(z) U i + 1 (z) = [A±(z) - A i + 1 (z)] X (z) +
B±+1(z) V (z ) . (3.58)
Solving for *^+ ^(z) an<^  using that expression for U(z) in
(3.56) gives
Ei + 1 ^  = u i+i ^
B i (z) A i + l (z)
=  - V ( Z )  - ‘X T T z ) —  X  (z) * ( 3 - 59)
It is the form of (3.59) that suggests the mode 1 technique
presented in [36]. Noting that both V(z) and X(z) are
t h
recursively filtered through the i iteration of A(z), 
define V(z) = V(z)/A^(z) and X(z) = X(z)/A^(z). With these 
definitions, the time domain representation for (3.59) is 
p „ q - 
e(k) = I b(i) v(k-i) - £ a(j) x(k-j) . (3.60)
i=0 j=0
The iteration notation has been dropped for clarity. The 
coefficients {a(i)}q and {b(i)}P are selected to minimize
composed of those correlations. £  is the solution vector 
containing the desired a(i) and b(i) coefficients. Use of 
this method thus requires the solution of a set of P+q+1 
linear simultaneous equations.
For application to the estimation of the coefficients 
of an ARMA process as proposed by Steiglitz in [35], this 
technique must be modified slightly. When only the output 
of the system is known, v(k) is assumed to be the Kronecker 
delta function. Also, the system output x(k) may be 
modified so that it more closely resembles an impulse 
response, as the assumption for v(k) implies. Steiglitz 
proposes several operations that might improve the quality 
of the parameter estimates. These procedures, applied to 
the observed data x(k), include:
1) pre-emphasis;
2) windowing;
3) generation of a minimum phase signal xmp(k) , which has 
the same log magnitude spectrum as x(k);
4) removal of periodicity.
Steps 3) and 4) involve cepstral domain operations. 
Results from tests on the mode 1 iterative method are
presented in Chapter 4 for an ARMA(10,2) process excited by 
an impulse, an impulse train, and a white noise sequence.
Anderson1s Time Domain Max imum 
Li kelihood Methods
Anderson presents the details for ARMA parameter
estimation procedures based on the optimization of the
Gaussian likelihood equation [2]. As reviewed in
Chapter 2, the methods are characterized along the
following divisions:
1) time domain versus frequency domain;
2) Newton-Raphson method versus the method of scoring 
(Gauss-Newton method);
3) parameter set 1 (AR coefficients, MA coefficients, and 
excitation sequence variance) versus parameter set 2 
(AR coefficients and MA covariances).
The development of these methods by Anderson is based on a 
matrix formulation, useful for compact presentation of the 
equations. This compactness, however, tends to obscure the 
meaning of the operations. This section presents the time 
domain Newton-Raphson and Gauss-Newton methods for 
estimating the AR and MA coefficients and the variance of 
the excitation sequence. Included in this review of 
Anderson's methods is an elaboration on the matrix 
notation. The equivalent scalar notation is also 
d isc ussed .
T h e  d e s c r i p t i o n  o f  t h e  A R M A ( q , p )  p r o c e s s  x ( k )  i s
q p
I a(i) x(k-i) = I b (j ) v(k-j) , 
i=0 j=0
with a(0) = b(0) = 1. Using the matrix notation of [2], 
this becomes
A x = B v .  (3.62)
The N x N lower triangular matrices A and B are given by
A = £ a(i) , (3.6 3a)
i=0
B = £ b (j ) L-^  , (3.6 3b)
j=0
_  ip  
and x = [x(0) ... x(N-l)] and v = [v(0) ... v(N-l)] are
2 .
N x 1 vectors. As before, v(k) is an i.i.d. N(0,av ) noise 
sequence. In (3.63) the matrix _L is the N x N matrix lag 
operator defined by Anderson. If _I^  is the (N-k) x (N-k) 
identity matrix, then
0 01
IxT 1, 0 —N-k
(3.64)
and Lkx = [0 ... 0 x(0) ... x(N-l-k)] . Thus the effect of
i th
pre-multiplying a vector by the matrix L to the k power 
is to introduce zeros in the first k positions of the 
vector, shifting the elements of the vector down by k 
places, imposing zero initial conditions on the problem. 
Details for the development of the matrix model formulation 
in (3.62) and the use of the matrix lag operator L are 
given in Appendix D.
With the model now defined, the Gaussian likelihood
6 1
f u n c t i o n  t o  b e  m a x i m i z e d  i s
f ( x | B , A /av ) =
ro -j N/2 | T | 1/2 
[2tt] 7 |x x | '
- 1
• exp
1 T T T  -1
I-- ^  X A  B B A  x] .
2 a v
Taking the logarithm of this function gives
log[f] = - j  log(2iT) - h  log | x x1
1 T T T ~ 1 -1 _





In (3.65) the term -(1/2) log |x x | can be simplified by 
using the relationship
x = A 1 B v , (3.66)
derived from (3.62). Using (3.66) we have
|x xT | = IA_1 B v vT BT A _1 I
, - 1  „ 2 „ T  - 1  
= | A B ov B A
, 2» N I_ 1— 2 iD I 2 
=  (°v > IA | | B|
With this, (3.65) becomes
log [f ] = log (2tt) - j  log(a^) + log|A.| - log|B|
.-1
1 T ,.T T -1 ,




Equation (3.67) is the modified likelihood function. It is
modified in the sense that the probability density function 
for x is conditioned on the initial values assumed for 
In the case where the matrix lag operator L is used, the 
assumed values for the initial data points 
x(l-q), •••/ x(-l) are all zero. This also applies to 
v(k): v(l-p), ..., v(-l) are zero.
Since the function in (3.67) is to be maximized, we 
begin by taking the partial derivative of log[f] with 
respect to the parameters a(l), ..., a(q), b(l), ..., b(p),
6 2
and a2 : 
v
8 log [f] = -tr[B_1 L1 ] +
3b.
l




log [f ] = -tr [A-1 L j ] -
-^ 2 -T -T -T -_1 -  ' (3.68b)
a v
log [f ] = — xT A T BT B-1 A x . (3.68c) 
3°v 2°v 2Gv
for i = 1, ..., p and j = 1, ..., q. Setting the 
expressions in (3.68) equal to zero and solving for the 
{a(i)}j*, {b(i)}P, and a2 that satisfy that condition will 
maximize the function log[f]. Unfortunately, the 
relationships in (3.68) are nonlinear. This requires an
iterative procedure to solve for the maximizing parameters, 
since an explicit solution is unlikely.
Two iterative parameter estimation procedures are 
considered here:
1) the Newton-Raphson method;
2) the Gauss-Newton method.
Refer to Appendix A for the details on what these two
methods involve for the general optimization problem.
T T
Defining ja = [a(l) ... a(q)] and b = [b(l) ... b(p)] , the
application of either the NR or GN method requires the
solution of the matrix equation
5 i  [£i + i - i i ]  =  2 i  ' <3 - 6 9 >
where 0 = [a'
, j
2. = [ w
T T
b is the parameter vector,
R =
T T
u ] is the gradient vector, and
is the coefficient matrix appropriate to the NR or GN 
methods. The subscripts i and i+1 indicate the iteration 
number. R. and g. indicate those quantities are evaluated 
at 9 = 6., the present estimate for the parameter vector.
Using the partitioned forms for 0_, g_, and R, (3.69) 
can be written as
ii [b1+i - bj.] + SLi [S-i+1 - Eil =
ft. [b. - b.] + V . [a. , - a.] = u. .
— i  — l + l  — i J — l — l + l  — i J — l
parameter vector. In order to compute the next estimate of 
9 , the following must be computed:
1) the matrices and of R;
2) the vectors w and u of the gradient vector g.
The w and u components of g are the same for the NR and GN 
methods. The form of the and components of F*
differ in the NR and GN methods. The expressions for the 
NR method are developed first.
The gradient vector g is formed from the p x 1 vector 
w and the q x 1 vector u. The element of w and the




W i  t h
r _ -i 1  T  _ T  _ m - 1  . _ 0 .
[n] . -----Tr v B L L A v (3.73a)
3m  a 2 "  "  _  _  _  _  
v
1 T _,T 1 T T 3 T m  -1  ,0 ,
= --^ X  §. Ii ii®. X '  (3.7 3b)
a
v
[V] = vT A T LT Ln A 1 v (3.74a)
L J ran 2 —  —  —  —  — —
a
v
= XT BT LT Ln B-1 x , (3.74b)
a
v
/ k — ••• § p cincl n 1 / •••/ q •
Now define the sequences
£  = B v , (3. 75a)
^ = A ^ v = B ^ x .  (3.75b)
these definitions, (3.70) to (3.74) become
[w] . = (L° S_)T (Lj £) , (3.76a)
3 a v
[u] = (L° v)T (Lm jJ , (3.76b)
m 2. —  —  —
av
[<J>]ik = "T (- j ^ )T (-k &  ' (3.76c)
av
[n] jm = — T  C)T (Lm y ) , (3. 76d)
av
[Y]mn = 4  ^ )T X ) * (3. 76e)
av
A  a n d  B  e v a l u a t e d  u s i n g  t h e  p r e s e n t  p a r a m e t e r
estimates, the nature of the expressions in (3.76) suggests 
the following procedure:
1) compute y_ =
2) compute v = B ‘'"Ax = AB x^_ = A y ;
3) compute _£ = B~"'"v;
4) evaluate the elements of w, u, £, £, and
We must now determine what matrix operations such as 
B-1v and Ay imply in scalar equations. If is the vector 
of the MA sequence y(k) , k = 0, ..., N-l, then given
Y_ = B v . (3.77)
The scalar expression for y(k) , an MA(p) process, is given 
in (3.29), with q = p. Imposing the initial conditions of 
v(k) = 0, k = 1-p, ..., -1, y(k) can be written as
y (0) = v (0) , (3.78a)
y(k) = v(k) + I b(i) v(k-i), k = 1, 
i=l
, p-1, (3.78b)
y(k) = v(k) + £ b(i) v(k-i) , k = p, •••, N-l. (3.78c) 
i=l
In this formulation the zero initial conditions are 
implicitly applied by the equations of (3.78). Since the 
matrix model (3.77) imposes the same zero initial 
conditions for v(k), (3.77) is equivalent to the scalar 
representation of (3.78).
S o l v i n g  f o r  v ( k )  i n  ( 3 . 7 8 ) ,  w e  h a v e
kv(k) = y(k) - I b(i) v(k-i), k = 1, •••, p-1, (3.79b) 
i=l
k
v(k) = y(k) - £ b(i) v(k-i), k = p, ••*, N-l. (3.79c) 
i=l
Since this is equivalent to
v = B 1 y_ > (3.80)
we see that operating on a vector by the inverse of a 
matrix of the form of B is equivalent to the scalar 
operations in (3.79). The expressions in (3.78) and (3.79) 
are recursive in nature and imply zero initial conditions 
on the vector multiplied in the equivalent matrix 
formulations. The results of (3.78) and (3.79) can be 
applied to such expressions as occur in (3.75), with 
appropriate changes in notation.
Once the sequences v(k), y ( M »  and C(k), 
k = 0, ..., N-l, have been determined using the procedures 
illustrated in (3.78) and (3.79), it is possible to 
determine the contents of R and q_ using (3.76). Noting 
that the equations of (3.76) are all of the same form, we 
will develop the scalar equation implied from these 
expressions by examining (3.76d) in detail. From previous 
discussions of the matrix lag operator L, it can be seen 
that
Ip ^ = [0 ••• 0 c(0) ••• £(N-l-j)]T
and
v (0) =  y ( 0 )  , ( 3 . 7 9 a )
Lm y  = [0 • • • 0 Y (0) • • ■ Y (N-l-m) ]T . 
where L? % and _Lm Y are both N x 1 vectors. The product 
(L^s)T (Lm y ) is a scalar which will be indicated by 
R (j,m) . Assuming that j > m, R (j,m) is given by
N - 1-j
R (j,m) = I C(i) Y(i+|j- m |) • (3.81a)
i=0
If j _< m, the expression for R^(j,m) is
N-l-m
R (j ,m) = I y (i ) c(i+|j-m|) . (3.81b)
i=0
Using the appropriate sequences in the example relationship 
given in (3.81), the elements of R and c[ can be calculated. 
The iterative step is now made using (3.69). For details 
on the NR method, refer to Appendix A.
The preceding discussion developed the expressions for 
the matrix R and the vector q_ based on the NR method. In 
considering the GN method, we observe that g_ is identical 
to that obtained for the NR method. The elements of the 
matrices $, n, and y of R, however, are given by
[*]jk = tr[(Lj B- 1 )T (Lk B- 1 )] , (3.82a)
[n]jm = ~tr[(Lj B- 1 )T (Lm A - 1 )] , (3.82b)
[¥] = tr[(Lm A - 1)T (Ln A - 1 )] , (3.82c)
L Jm n  L —  —  —  —
for j, k = 1, ..., p and m, n = 1, ..., q. In (3.82) the 
matrix L operates on the N x N matrices A ^ and B- '*'. The 
result, prior to taking the trace, is an N x N matrix. Two
facts, however, allow considerable savings in computation:
1) because of the form of A and B, A ^ and B ^ are lower 
triangular with equal elements along each diagonal (see 
Appendix D);
2) only the main diagonal elements of the final matrix,
1 “ 1 T m “ 1 •(LJB ) (L A ), for example, need be computed since
the trace operator uses only those elements.
Fact 1) above establishes that A- -*- and B- -*- are
characterized by the elements of their first column. If
T  — 1
a = [a(0) ... a(N-l)] is the first column of A , then the
a(k) are given by
a (0) = 1 , ' (3.83a)
k
a(k) = - ][ a(i) a(k-i), k = 1, •••, q-1# (3.83b)
i=l 
q
a(k) = - I a(i) a(k-i), k = q, ••*, N-l. (3.83c)
i=l
Likewise, the elements of the first column of B ^ are given
3(0) = 1 , (3.84a)
k
3(k) = - 'I b(i) B(k-i), k = 1, ••*, p-1, (3.84b)
i=l
P
3(k) = - 'I b(i) 3(k-i), k = p, •••, N-l. (3.84c)
i=l
Using (3.82b) to illustrate the meaning of the matrix 
operations, we need consider only the cases where the nth 
row of (L-^B '*')T multiplies the nfc^  column of (LmA— ) . The
th i -1 T
n row of ( L B  ) is the 1 x N row vector
[0 ... 0 3(0) ... 3(N-n-j)], and the nth column of (L^A 1 )
is the N x 1 column vector [0 ... 0 a(0) , 
Their product is the scalar c(n,n), given by
I
N-n-j
c (n, n) = I 3 (i) a(i+|j-m|) , j >_ m , 
i=0
N-n-m
c(n,n) = £ a(i) 3(i+|j-m|) , 
i = 0
t h
From (3.82b) the jm element of & is
m > j




[ft] . = I c (n , n) , 
n=lD m
(3.86)
where k = max(j,m). Additional computational savings can 
be achieved by combining (3.85) and (3.86). If j ^ m, we 
have
N-j N-n-j
= I I e(i) a(i+|j-m|) 
n=l i=0
N-l-j
= I (N-j-i) 3 (i) a(i+|j-m|) 
i=0
For m _> j , the result is 
N-l-m




The elements of R are thus weighted correlations of the 
appropriate sequences.
Summarizing the operations required for the GN method, 
the sequences y(k), v(k), and c ( M ,  k = 0, ..., N-l, must 
be computed. The elements of the gradient vector g are
determined from correlations of these sequences, with 
(3.81) illustrating the form of this correlation. The GN 
method then requires the generation of the a(k) and $(k) 
sequences using (3.83) and (3.84), respectively. Note that 
these sequences are not required in the NR method. From 
these two sequences, the elements of R are determined using 
the weighted correlation illustrated by (3.87).
The final step in each iteration for both the NR and 
GN methods is the estimation of the variance of v(k). In 
both methods this estimate is obtained using
where v(k) is the sequence generated in the GN and NR 
methods. It is an estimate of the unknown excitation
Following the development in Box and Jenkins [10], the 
unconditional sum of squares procedure is presented here. 
Combined with a direct search of the parameter space for 
the optimal solution, this technique is used in this work 
to check the operation of the NR and GN methods for the 
A RM A (1,1) process. The description of the unconditional 
sum of squares approach presented here will be based on the
The ARMA(1,1) model, with a(l) = a the AR coefficient 
and b(l). = b the MA coefficient, is represented by (3.36).
For a given set of estimates a and b, the conditional sum 
of squares (CSSQ) is computed using
S*(a,b) I v 2  (k) , (3.88)
N k = 0
where v(k) is the estimate of the white noise excitation 
sequence v(k). This estimate is generated according to 
v(k) = x(k) + a x(k-l) - b v(k-l) , 
for k = 0, . .., N-l. In certain cases, however, the 
transient effect imposed by the assumption of zero initial 
conditions for v(k) and x(k), k < 0 , can have a strong
A ^
effect on the value obtained for S*(a,b). An example of 
this is when the AR singularity lies close to the unit 
circle. To avoid or lessen the effects of this transient, 
the unconditional sum of squares (USSQ) is recommended.
The basis of the USSQ is the estimation of v(k) over 
the range k = 0, N-l and the prediction of v(k) for a
few points outside that range. For example, v(k) might be 
0 stimated over the range k — — 10, ..., N+10. Using an 
iterative algorithm, v(k) is re-estimated until the USSQ
S(i,b) =  b  v 2 (k) . (3.89)
k = 0
computed for each estimate of v(k), is stable. Details for 
implementing the USSQ are found in [10].
As mentioned previously, the USSQ is used to check the 
validity of the solution found by the NR or GN algorithm 
discussed in the preceding section. For the ARMA(1,1)
model , the acceptable range for the AR parameter a is 
-1.0 < a < 1.0. That for the MA parameter b is also 
-1.0 < b < 1.0. To verify the operation of the other 
estimation procedures, the USSQ is computed for each pair 
of (a,b) values as a and b go from -1.0 to 1.0 by some 
fixed increment. A useful result of scanning the ARMA(1,1) 
parameter space and generating the USSQ at each point is 
the generation of the sum of squares cost function surface 
for each process and set of data analyzed. The shape of 
the cost function surface can provide information that can 
aid in predicting the behavior of the more efficient 
estimation routines. Note that this procedure is practical 
only in a parameter space of small dimensions.
"Shifted" Yule-Walker AR Estimates
If y(k) is the MA(p) portion of an ARMA(q,p) process, 
then R (k) = 0 for IkI > p. This moving-average process
yy
is the weighted sum of the present and p previous random 
shocks. When the lag in the autocorrelation of y(k) 
exceeds p, there is no longer any overlap in the random 
shocks summed. The result is a zero autocorrelation value 
at that lag. This property is used in an ARMA process to 
estimate the AR parameters. If k p+1, the 




- R  (k) = y a ( i ) R (k-i) . (3.90)
X X  X X
By allowing k to run from p+1 to q+p, we obtain the set of 
equations :
- R x x (p+1) = a(1) R x x (p) + ’** + a(q) R x x (p+1“q)
(3.91)
- R x x (p +q ) = a ( D  R x x (p+q-1) + * ” + a(q) R x x (p)
This system of q equations is linear in the q unknowns 
a(l), .../ a(q). With estimates for R (k), the 
autocorrelation function of the data x(k), (3.91) can be 
used to estimate the {a(i)}q .
This approach is often proposed as a method for 
obtaining the initial estimates for the AR parameters in an 
ARMA estimation procedure. Hannan, for example, uses
(3.91) as the first step in his estimation procedure [15], 
In Chapter 4, the estimates obtained by this technique are 
compared to the estimates obtained from the NR method. 
This estimate is referred to as the "shifted" Yule-Walker 
estimate (SYW).
Noncausal Wiener Filter
In the next chapter, one of the estimation procedures 
used is the application of LPC to the data after it has 
been filtered to suppress the noise. The filter used is 
based on the noncausal formulation of the Wiener filter. 
If the additive noise to be suppressed is white, the 




$ (w) +  a 
ss n
a (oj) is the power spectrum of the AR process and a is 
ss n
the variance of the additive white noise. In computing
H(u))/ $ (oj) is calculated using the parameters of the AR 
ss
model. Hence, $ (w) is not an estimate. The impulse
s s
response of H(u>) is obtained and is then used to filter the 
data. The autocorrelation method of LPC is applied to the 
resulting sequence to estimate the AR parameters. This 
procedure is used in tests on the AR(1) process in 
Chapter 4.
Nonlinear Regression Algorithm to 
Improve thi~AR Estimates
It has been shown that the addition of white noise to
an AR(q) process produces a data sequence x(k) that is
described by the ARMA(q,q) model. Use of this model
requires an ARMA parameter estimation procedure, producing
estimates of the AR parameters {a(i)}^, estimates of the MA
cr 2
parameters {b(i)}^, and an estimate of the variance of
the ARMA model excitation sequence. As suggested by
Pagano, these parameters are converted to the parameter set
q
comprised of the AR coefficient estimates {a(i)}-L and the
MA autocorrelation estimates {R^^(k)}Q. A nonlinear
regression can then be used to improve the estimates of the
{a(i)}?, a i and a , the parameters of the original AR 
l e n  J
model. .In this section is a brief presentation of the
development is found in Appendix B.
Letting z = [a(l) ... a(q) Ry y (°) ••• Ry y (q)]T and
0 = [a(l) ... a(q) a2 a2 ]T , then the 2q+l equations
—  e n
relating the two parameter sets z and 0 can be written as
z . = f . ( 0 ) + e . ,  (3.92)
l l —  l
for i = 1, ..., 2q+l. The metric [16] for evaluating the
effectiveness of 0_ in minimizing the sum of squares of the
e^ is given by
2q+l ~
Q(0) = I [z - f ( 0 ) T  (3.93)
i=l 1 1
Using (3.32c) to define the f (©_) i = 1/ •••/ 2q+l, gives 
the following set of equations:
a(i) = a(i) + , (3.94a)
6y y (0> = °l + ~°l J 0i2(1) + ®q+l ' (3.94b)
fty y (k) = “n 9j 0 - (1) » (i+k) + eq+k+l ’ (3.94c)
~ ~ cr 2
for i, k = 1, ..., q a n d  a(0) = 1. The {a(i)}^, a £ , and
~ 2
an are chosen to minimize Q () , given in (3.93). Because
of the nonlinear nature of the functions f^ (£) in (3.94),
an iterative procedure based on the GN method or modified 
GN method is used. The Gauss-Newton method is based on the
linearization of the nonlinear functions f^ (£) about 0_. 
• * _
This will yield a solution 6^ to (3.92) having the property
n o n l i n e a r  r e g r e s s i o n  t e c h n i q u e .  A  m o r e  d e t a i l e d
o f  c o n v e r g e n c e  f o r
7 7
f i n i t e  n u m b e r  o f  f u n c t i o n a l
relationships f^ (£) • The 0_ will 
efficient [17].
be asymptotically
Characteri zation of the Noise Sequences
Some of the most important assumptions made about the 
AR-to-ARMA transformation model concern the statistical 
properties of the white noise sequences e(k), v ( k ) , and 
n(k). In defining any ARMA(q,p) process it is customary to
use an i.i.d. N(0,crv ) excitation sequence. This implies
the "whiteness" of the sequence. It has been pointed out 
that the data used in this work to test the validity of the 
model and the operation of the algorithms are generated 
from known AR(q) models. The excitation sequences for the 
AR(q) processes and the ARMA(q,q) simulations, e(k) and 
v(k), respectively, must be reasonable approximations to 
ideal white noise sequences.
This is also true for the sequence n(k), the additive 
white noise. Addition of white noise to an AR(q) process 
theoretically results in an ARMA(q,q) process with the AR 
parameters unchanged. If the additive noise n(k) is 
non-white, however, the resulting data, while still an ARMA 
process, will no longer have the same AR parameters. If 
n(k) is non-white, further processing must be performed on 
the AR parameter estimates to retrieve the original AR(q) 
parameters. This problem is beyond the scope of this work.
T w o  a p p r o a c h e s  f o r  g e n e r a t i n g  t h e  r e q u i r e d  n o i s e  f i l e s
have been used. In the early stages of algorithm 
development, the noise obtained by digitizing the output of 
an analog noise generator is used for the three noise 
sequences. For small sequences and for use in algorithm 
development, this approach is adequate. Unfortunately, 
these noise files have a sample power spectrum that decays 
slightly near the folding frequency, defined as one half of 
the sampling frequency. This is due to the anti-aliasing 
filter used prior to digitization. Some of the data in the 
following chapter is based on ARMA processes generated 
using this digitized analog noise. The noise used in these 
tests has been modified to reduce the effects of the 
anti-aliasing pre-filter. In effect, the signal is 
"resampled" at a lower frequency, below the pre-filter 
cutoff frequency, by using every other sample in the 
sequence.
Most of the parameter estimation statistics reported 
in the next chapter are taken from data sequences 
synthesized using noise samples derived from the FORTRAN 
software random number generator RAN. This number 
generator provides samples from a uniform distribution on 
the range [0,1], i.e., U[0,1]. Since samples of a random 
variable (r.v.) with a normal distribution are desired, the 
samples taken from RAN must be manipulated to achieve the 
correct distribution. By summing several samples taken 
from RAN and scaling appropriately, the resulting sample
normal distribution. A value of 10 is used for n in this
work. The constants c and d in (3.95) scale and shift the
2
sum to achieve the desired mean y and variance a .  Thesew w
constants are given by
r, 2 , 1 / 2  
° = “w  - [3now' ■
. 2 2 , 1 / 2  
d = —  [3na 1 ' . 
n L w J
The desired noise sequences e(k), v(k), and n(k) are formed 
by appending large numbers of the w generated by (3.95).
As will be seen in data reported in the next chapter, 
the noise sequences generated in this manner do not exhibit 
the decay at the folding frequency in the sample power 
spectrum. There may, however, be problems associated with 
software generated random numbers. One of the most serious 
defects as it affects this work would be periodic behavior 
in the samples generated by RAN. A large number of samples 
are needed for the tests in Chapter 4, with each sample
w h e r e  n  i s  t h e  n u m b e r  o f  s a m p l e s  s u m m e d  t o  a p p r o x i m a t e  a
8 0
behavior in the noise sequences would effectively reduce 
the size of the tests. Verification tests performed on the 
noise sequences generated from RAN are reported in the next 
chapter .
In using the noise files generated according to (3.95) 
it is necessary to scale the noise sequences to achieve the 
appropriate sample variance needed in the test. This is 
especially true for the sequences n(k) and v(k). The 
estimator for the variance of the sequence n(k), for 
example, is given by
M in (3.96) and (3.97) is the number of samples in the 
entire noise sequence, not the number of samples in a frame 
of data .
After scaling, the sequences are used to synthesize 
ARMA processes. The sample variance of these processes is 
also calculated and compared to the theoretical value for 
that process. Because of the importance of the sample 
variance estimator in checking the validity of a process, 
measures of its reliability are needed. The measures used
are the mean and variance of the estimator in (3.96). If
2 * 2 ^2 
estimating a , for example, E[ a ] and var[ a ] are the3 n n n J
M




where n is the sample mean
k=l
(3.97)
desirec reliability statistics. These statistics are now 
developed for the estimator given in (3.96)
Taking the expected value of (3.96) gives 
M
E[°n] = k  I E [n2 (k) ] 
n k=l
since n(k) is a zero mean process and E[n(k)] = 0. Thus,
- 2 2 a as defined in (3.96) is an unbiased estimator of a . 
n n
Using the property that the n(k) are i.i.d., we have
M M
E[(52)2 ] = ^  E[ I I n 2 (k) n 2 (j)] 
m k=l j=l
= 4  ! E [n4 (k) ] + ^  a4 . (3.98)
NT  k = l
4
E[n (k)], the fourth moment of the normal r.v. n(k), is 
given by
E[n4 (k)] = 3 a 4 ,
as developed in Appendix £. Equation (3.98) becomes

C H A P T E R  4
E X P E R I M E N T A L  R E S U L T S
In this chapter the data from various experiments will 
be presented. The theoretical basis for these experiments 
is discussed in the preceding chapter. The first section 
presents results obtained from the autocorrelation method 
of LPC as applied to one frame of voiced speech. For a 
variety of signal-to-noise ratios, the sample spectrum 
determined from the LPC coefficient estimates illustrates 
the degrading effects of additive white noise. That 
section also shows the effects of using the simple 
autocorrelation correction method discussed in Chapter 2. 
The implications of the uncorrelated signal and noise
Because several noise sequences are required in 
testing the parameter estimation methods, a section on the 
characteristics of the noise files used is included. 
Sample power spectra and time domain amplitude histograms 
are shown. The sample variance required for a noise 
sequence in a given test is listed in the section
T h e  n e x t  s e c t i o n  p r e s e n t s  d a t a  o b t a i n e d  u s i n g
Steiglitz's mode 1 .algorithm. Desirable because of the 
simple nature of the algorithm, parameter estimates for the
10 pole, 2 zero model used by Steiglitz in [35] are 
obtained for three cases. The three cases are 





For each case, the spectrum of the estimated model is 
compared to the spectrum of the original model. Results 
are excellent for cases 1) and 2). For the white noise 
excitation of case 3), however, the results are 
disappointing. Unfortunately, it is the white noise 
excitation that is most important to this research.
In Chapter 3, details for the A R (1)-to-ARMA(1,1) 
transformation model are given. After the section 
demonstrating Steiglitz's mode 1 algorithm, there follows a 
comparison of the mode 1 and NR methods as applied to an 
AR(1) process. Data are then obtained for various AR(1) 
and M A (1) processes. The validity of the AR-to-ARMA 
transformation model for the first order process is then 
tested using several estimators.
The last two sections present parameter estimation 
data obtained by using the NR method on two higher order 
processes, where q = 2 and 4. These estimates are compared
with estimates computed using the shifted Yule-Walker and 
LPC procedures. Using distance measures which combine the 
errors between the coefficient estimates and the actual 
coefficients, significant improvement is shown in the 
estimates from the NR algorithm when compared to the LPC 
estimator.
LPC Analys is
One of the objectives of this research is to 
characterize the effects of additive white noise on LPC 
analysis systems. The following data illustrate the 
degradation caused by additive noise. Results are 
presented for a frame of voiced speech at varying levels of 
noise. Figure 4-1 shows the speech frame used as the 
example in this section. The time waveform is shown in 
Figure 4-la). Sampled at 6667 Hz, this frame of 128 
samples corresponds to about 19 msec. of speech. This 
frame represents a portion of the schwa vowel /a /, as in 
the word "rust". This particular vowel was selected 
because of the nearly uniform distribution of formants. 
Also, on a dB scale the formants drop in peak magnitude at 
a nearly constant rate as frequency increases. Figure 
4-lb) shows the sample spectrum of this frame of speech, 
after windowing with a Hamming window. On the dB scale, 
the nearly uniform formant structure of the schwa vowel is 
apparent. Superimposed on Figure 4-lb) is the spectrum 
corresponding to a 10 pole LPC fit of this frame. The LPC

spectrum is smoother and matches the formant peaks well.
Figures 4-2, a)-e), show the effects of additive white
noise with progressively smaller signal-to-noise ratios:
40, 30, 20, 10, and 0 dB. The SNR is found by averaging
the energy in the speech and the noise sequences over
several seconds. The ratio of these energies is then used
2 2
to determine the SNR, defined as SNR = £ s (k)/£ n (k). 
Superimposed on each spectral plot is the corresponding lo 
pole LPC fit. All spectral graphs in Figures 4-1 and 4-2 
are on the same scale and can be compared directly. The 
following noise effects are noted:
1) with decreasing SNR, the noise "floor" rises, obscuring 
more of the formant structure of the speech;
2) the formants identified by LPC analysis in increasingly 
poorer SNR's tend to be wider in bandwidth and have 
their peaks at slightly higher frequencies;
3) the formant structure identified by LPC is badly 
degraded for SNR's below about 20 dB.
The importance of the assumption of uncorrelated
signal and noise is demonstrated in the next set of data.
This assumption is primary to the autocorrelation
correction methods of parameter estimation, some of which
are discussed in Chapter 2. Figure 4-3a) shows Rs s (k)f the
autocorrelation function for the frame of speech being
discussed. Plotted in Figure 4-3b) are R (k) , the noise
nn
autocorrelation function, and R (k), one of the
sn
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Figure 4-2: e) 0 dB SNR
and b) starts at lag k = 0 and is followed by 50 lags for
k = 1, •••/ 50. The last 50 points are the negative lags
in the order k = -50, ..., -1. The noise used for Figure
4-3 corresponds to a 10 dB SNR. Noting that Rs n (k) in
Figure 4-3b) is that curve with the larger magnitude, it is
obvious that R (k) ^ 0, based on the estimation of R^f k) sn sn ' '
from
N-l-k
R (k) = Y s (i) n (i+k) 
sn i=0
In fact, R (k) for this frame is of the same order of 
sn
magnitude as Rss (k) in Figure 4-3a) . The spectral 
implications of this are shown in Figure 4-3c) , which shows 
four spectral curves determined from LPC coefficients 
calculated from the four autocorrelations:
i) R s s (k),
R ss<k> = R xx<k> - Rnn<k> " Rsn (k) " Rns (k) '
iii) R (k) = R (k) - R (k) ,' ss ' x x 1 ' n n v ' '
iv) R (k) .' xx' '
Note that i) and ii) result in the same spectral plot. The 
explicit assumption of uncorrelated signal and noise is 
used in iii), while iv) corresponds to LPC coefficients 
determined from noisy data, with no correction attempted. 
Figure 4-3c) , curve iii, shows the inadequacy of the 
uncorrelated assumption for the autocorrelation correction 
modeling approach. Even though curve iii appears superior
91
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i: Comparison of autocorrelation and cross­
correlation sequences for the sample frame 
of speech at a 10 dB SNR
a) R (k )ss
b )  R (k )  and R (k)nn sn
c) 10 pole LPC spectra based on auto­
correlations i-iv discussed in text
to iv, in a large percentage of frames the LPC algorithms 
will fail, producing unstable inverse filters. An 
autocorrelation matrix which is not positive definite 
causes this problem.
Noise Sequence Characteristics
As mentioned in Chapter 3, several noise files are 
needed for excitation and additive noise sequences. The 
noise files used in this work come from three sources: 1) 
digitized analog noise, 2) "resampled" digitized analog 
noise, and 3) software generated random numbers. In this 
section the methods of generation of these noise sequences 
are discussed. The sample power spectra and amplitude 
histograms for the noise files are also given.
The first approach to generating noise files is 
digitizing the output of an analog noise generator. The 
procedure for creating the noise files is summarized as 
follows :
1) set the General Radio Company Random Noise Generator, 
type 1390-B, No. SGL-78, at the 20 KC range;
2) adjust the generator output controls and audio panel 
gain adjustments for a noise envelope that is 
approximately 8 volts peak-to-peak;
3) with a 3.2 KHz anti-aliasing pre-filter, sample the 
amplified generator output at 6667 Hz;
4) rescale the digitized noise sequences for a variance of 
about 1.0 and store in unpacked format on disk.
Two noise files obtained by this procedure are used in 
tests in the following sections. The upper plot in Figure 
4-4 shows the sample power spectrum in dB of one frame of 
noise from one of these files. The lower plot in Figure 
4-4 is the histogram of the time series amplitude for the 
example frame. For this figure and the rest of the figures 
in this section, the frame size is 1000 points, the DFT 
order is 11, and 40 cells are used to form the histogram. 
From Figure 4-4, note the near flat character of the sample 
spectrum. However, at frequencies near the folding 
frequency of 3333 Hz there is a noticeable roll-off in the 
spectrum. This is due to the anti-aliasing pre-filter used 
prior to digitization.
The second approach for generating the noise sequences 
is to "resample" the noise files obtained by the first 
method. This resampling is accomplished by taking as a new 
time series all noise samples with an even time index. 
Another sequence can be formed by taking the samples with 
an odd time index. The upper plot in Figure 4-5 
illustrates the sample power spectrum for one frame of 
noise generated in this manner. The amplitude histogram is 
shown in the lower plot. There is less tendency for 
roll-off at the folding frequency for the noise generated 
by this method. The effect of resampling in this case is 
similar to pre-filtering at 3333 Hz and sampling at 
3333 Hz. This causes aliasing and eliminates the spectral
Figure 4-4
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5: Noise generated by resampling digitized 
analog noise.
The last method used to generate noise files involves
the use of the FORTRAN uniform random number generator RAN.
. . 2 
A r.v. with the appropriate normal distribution N(0,a ) is
obtained by summing n uniform r.v.'s. The uniform r.v.
samples are scaled and shifted to achieve the correct mean
and variance in the normal r.v. A value of 10 is used for
n for the noise sequences generated for this work. Details
on the creation of normal noise samples from the RAN
function are found in Chapter 3. Most of the data in the
following sections is based on processes synthesized and
degraded using noise sequences obtained in this fashion.
The characteristics of three noise files generated 
with this method are given in Figure 4-6 a)-c). Part a) of 
Figure 4-6 is the sample power spectrum and amplitude 
histogram of noise file one. Abbreviated NF1, this file is 
used exclusively to generate the AR(q) process s(k) that is 
to be identified. The characteristics of the second file 
NF2 are given in Figure 4-6b) . NF2 is used only as the 
additive white noise. The third sequence N F3 is used to 
generate the equivalent ARMA(1,1) process created by adding 
white noise to an AR(1) process. Its characteristics are 
shown in Figure 4-6c) .
One further test required for the noise sequences 
generated from RAN is the verification that no cycles occur 
in the numbers generated by RAN. The function RAN has one
96
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integer argument. This integer sets the starting value for 
the random number generator. If that argument is zero, a 
standard starting point is used. For the tests in the 
following sections, approximately 500 frames of data are 
required. With 256 points/frame and three noise sequences, 
3.84 x 10^ noise samples are needed. Since each sample 
requires ten values from RAN, there are 3.84 x 10^ samples 
from a uniform r.v. To compensate for data values found at 
the start of each frame, 4300800 RAN samples are used. 
This yields three sequences of 143360 points each. In 
analysis, this provides 518 frames of data. With this 
large number of values required from RAN, it is important 
that no cycles occur in the sequence produced by RAN. If 
this happens, the effective length of the sequence is 
reduced, degrading the quality of the sample statistics for
The validity of the RAN sequence is checked in two
1) determine if the standard integer starting value for 
RAN reoccurs within 4300800 samples;
2) after 4000000 values, record the integer argument of 
RAN and determine if that value occurs again in the
The sequence produced by RAN does not repeat from the 
starting value at any point in the 4300800 samples. 
Neither does it enter a cycle of less than 300800 points at
a later point in the sequence. It is felt the noise 
sequences generated in this manner are suitable 
approximations to Gaussian white noise sequences. Table 
4-1 lists the beginning and ending values for the integer 
argument of RAN for the three noise files. All three 
sequences are designed to be zero mean processes with a 
variance of 1.0. The sample values for these two 
parameters are also given in Table 4-1.
Steiql itz Mode 1_ Iterative Procedure
The mode 1 technique by Steiglitz and McBride [36] 
described in Chapter 3 is basically a system identification 
method in which it is assumed the input v(k) and output 
x(k) of the system are known. For application to the 
estimation of the coefficients of an ARMA process, this 
technique must be modified. When only the output of the 
system is known, v(k) is assumed to be the Kronecker delta 
function. Also, the system output x(k) may be modified so 
that it more closely resembles an impulse response, as the 
assumption for v(k) implies. Suggested modifications for 
the signal include windowing, pre-emphasis, and cepstral 
processing. To test Steiglitz's mode 1 method, the 
following procedure is used:
1) From a known model, which is the system to be 
identified, generate an output sequence x(k).
2) The input to the "unknown" system is one of: impulse, 




Generation of Noise Sequences Using RAN
Noise Starting Ending Sample
File_____Integer Integer___________Mean__________
NFl 0 50312698 -1.69150 x 10_3
NF2 50312698 1254307719 -8.71251 x 10_4






3) Use the mode 1 method to compute estimates for the 
parameters of the "unknown" system.
4) Compare the parameter estimates to the design 
parameters.
The results for one 10 pole, 2 zero model system are
now presented. This model is identical to that used by
Steiglitz in [35]. In [35] Steiglitz arbitrarily sets the
sampling frequency at 15 KHz and enters the pole locations
by specifying the center frequency and bandwidth for the
poles in the upper half of the Z-plane. The location of a
pole in the Z-plane in polar coordinates is determined from
R = 1 - BW/2 and 0 = 2 f /f , where R and 0 are the radiusc s
and radian angle of the pole. The terms f and BW are the 
center frequency and bandwidth of the pole. The sampling 
frequency is fg .
Since the work reported here began with speech sampled 
at 6667 Hz, the pole locations are specified according to a 
sampling frequency of 6667 Hz. However, because the 
assignment of the sampling frequency is arbitrary for this 
type of test, either specification of pole locations yields 
the same set of coefficients. Table 4-2 gives the upper 
Z-plane pole locations for the example system. Both 
specifications are provided for the reader's convenience. 
Table 4-3 lists the 10 coefficients resulting from the pole 
locations listed in Table 4-2. As discussed in Chapter 3, 
the coefficients in Table 4-3 correspond to the AR
1 0 2
f = 15000 Hz f = 6667 Hz
s s
T a b l e  4-2





270 60 120 26. 7
2290 100 1018 44.4
3010 120 1338 53.3
3500 175 1556 77.8
4500 281 2000 125.
Table 4-3
Denominator Coefficients for 10 Pole Model
k________ a (k) k________ a (k)
1 -3.300959 6 13.53270
2 7.222431 7 -9.888342
3 -11.62311 8 5.741208
4 14.69756 9 -2.461647
5 -15.58842 10 0.7301360
coefficients of the model, with a(0) = 1. By solving the 
polynomial equation p(z) = ][ a(i) z 1 = 0, one obtains the 
locations of the singularities in the Z-plane. These 
locations are identical to those determined from Table 4-2. 
Figure 4-7 shows the model spectrum to be identified. Note 
that the zeros are a complex conjugate pair located on the 
unit circle. The numerator coefficients, corresponding to 
the MA portion of the model, are: b(0) = 1.0, 
b(l) = -1.414214, and b(2) = 1.0.
Figure 4-8 is the output of this model when excited by 
an impulse. Figure 4-8a) is the time sequence and Figure 
4-8b) is the sample spectrum of that sequence in dB, as are 
all spectral plots in this section. The estimate for the 
model spectrum produced by one iteration of this method is 
shown in Figure 4-9b) . The model spectrum is repeated in 
Figure 4-9a) for ease of comparison.
The time sequence produced by exciting the model with 
an impulse train is shown in Figure 4-10a) . The period for 
this example is 100 samples. In Figure 4-10b) is the 
estimate of the spectrum of this process. The data x(k) is 
multiplied by a Hamming window prior to computing the 
sample spectrum. In using the mode 1 technique for this 
type of time sequence, it is desirable to pre-process x(k) 
to make it more like an impulse response* Figure 4-lla) 
shows the real part of the complex cepstrum of the windowed 
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4-8: Impulse Excitation
a) Output of model
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b) Estimate of Model Spectrum after 1 iteration
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Figure 4-10: Impulse Train Excitation 
. a) Output of model
b) Spectrum of part a)
tW5 things are accomplished. First, by eliminating the 
ceastral spikes resulting from the pitch harmonics in the 
frequency domain, apparent in Figure 4-lla) , the periodic 
naiure of x(k) can be suppressed. The second step is to 
force this cepstral representation of x(k) to be causal. 
Upon returning to the time domain, if appropriate scaling 
has been done in the cepstrum, the resulting time series 
will be minimum phase. Figure 4-llb) shows the cepstrum 
af:er windowing and scaling. Figure 4-12b) contains the 
nev minimum phase time sequence, while Figure 4-12a) 
contains the output of the impulse excited model for 
conparison. Figures 4-13a) and 4-13b) are, respectively, 
the spectral estimates of x(k) and modified
version of x(k). Note in Figure 4-12 that *mp ( k) is quite 
sinilar to x(k) from the impulse excited case. Figure 4-13 
shows the suppression of the harmonic structure on the 
spectrum of x(k) caused by the periodic nature of x(k). 
The mode 1 technique is now applied to xmp ( k)* Figure 
4-L4b) shows the estimated spectrum for the impulse train 
excited case after two iterations. The original model 
spectrum is repeated in Figure 4-14a).
The last case to be considered is when the model is 
excited by a noise sequence. The resulting output sequence 
and spectral estimate are shown in Figures 4-15a) and 
4-L5b), respectively. Superimposed on the spectrum of the 
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Figure 4-11: Impulse Train Excitation
a) Real part of the Complex Cepstrum of x(k)
b) Part a) after Cepstral Windowing
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Figure 4-12: Impulse Train Excitation
a) Output of model with an impulse input
b) Modified system output after cepstral 
modifications to remove periodicity and 
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Figure 4-13: Impulse Train Excitation
a) Spectrum of x(k)
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Figure 4-14: Impulse Train Excitation
a) Model spectrum
b) Estimate of model spectrum after 2 iterations

the random variations from that ideal spectrum resulting 
from the deviation of the excitation sequence from an ideal 
white noise process. Figures 4-16b) and 4-17b), 
respectively, show the spectral estimates produced by this 
technique after the first and second iterations. Further 
iterations fail to improve the estimate, which is poor.
The results presented above for the three types of 
input represent the best possible spectral estimates 
obtained through the appropriate choice of modifications to 
x(k) prior to analysis. For the impulse excited model, no 
intermediate processing steps such as windowing are 
performed on x(k) before applying the mode 1 estimation 
algorithm. In fact, use of any of the suggested operations 
(windowing, pre-emphasis, or cepstral processing) degrades 
the parameter estimates. In the impulse train excitation 
case, the use of cepstral processing considerably improves 
the estimates. Adding pre-emphasis degrades the estimate 
somewhat. The initial step of windowing x(k) is necessary. 
If x(k) is not windowed, the estimated filter becomes 
unstable within a few iterations. No modifications are 
made to x(k) in the noise excited case. None of the 
options given provide any improvement in this case.
From the sample spectra in Figures 4-9b) and 4-14b) , 
it is apparent that this technique does well in estimating 
the model for impulse and impulse train excitation. The 
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Figure 4-16: Noise Excitation
a) Model spectrum
b) Estimate of model spectrum after 1 
iteration
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F i g u r e  4 -17 : Noise Excitation
a) Model spectrum
b) Estimate of model spectrum after 
iterations
That for the impulse train excitation is well within 
acceptable limits. In the noise excited case, however, the 
error is unacceptable. The estimates obtained for noise 
excited processes were consistently poor, often converging 
to unstable filter estimates. In addition, the mode 1 
method is strongly dependent upon double precision 
arithmetic to achieve success, even in the impulse and 
impulse train excited cases. Because of the results for 
the noise excited case, this method has been discarded. 
However, the mode 1 estimate for the single AR parameter of 
the processes in the next section will be compared to the 
estimate obtained from other methods. This is done to 
ensure that the large value of 10 for the AR order in this 
example is not the dominant factor.
The First Order Model
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In this section parameter estimation data from a 
variety of first order models are presented. First, the 
mode 1 scheme by Steiglitz and the NR method by Anderson 
are compared. An AR(1) process is used for testing these 
algorithms. In the second set of tests, the NR method is 
applied to several AR(1) and MA(1) processes. The tests on 
the AR(1) processes also produce LPC estimates for 
comparison. The data obtained from the MA(1) tests is used 
to check the NR algorithm's performance against previous 
work. The third set of experimental results deals with an 
A R (1) process plus white noise. The resulting data is
modeled as an ARMA(1,1) process. Several parameter 
estimation procedures are applied to data of this type.
The data base for the tests in this section is 
composed of various AR(1), MA(1), and ARMA(1,1) processes. 
The excitation sequences for these processes are derived 
from noise files generated by the three methods discussed 
earlier in this chapter. All three types of noise are 
used. The method of generation is noted in the discussion 
of each test.
In the following tests, parameter estimation data are 
presented for seven estimators. The mathematical 
development for these estimation procedures is given in 
Chapter 3. Three methods provide estimates for the AR 
parameters and excitation sequence variance, only. These 
are: the autocorrelation LPC method, the "shifted" 
Yule-Walker LPC technique, and Wiener filtering followed by 
the autocorrelation LPC method. Abbreviated as LPC, SYW, 
and W-LPC, respectively, these three methods do not require 
initial guesses for the parameters.
Four estimation methods considered provide estimates 
of the AR and MA parameters and the excitation sequence 
variance. These methods are the mode 1 procedure of 
Steiglitz, the Newton-Raphson and Gauss-Newton time domain 
methods from Anderson, and the unconditional sum of squares 
method by Box and Jenkins. The abbreviations for these 
techniques are mode 1, NR, GN, and USSQ, respectively. The
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first three procedures require initial guesses for the 
parameters being estimated. In the USSQ method, the entire 
parameter space is scanned.
For tests on ARMA(1,1) sequences the initial values 
for the parameter estimates are the actual AR and MA 
coefficients of the ARMA(1,1) model that describes the 
data. Using these parameters as the initial guesses 
removes all uncertainty due to inaccurate initial guesses 
from the experiment. Tests performed on AR(1) and MA(1) 
processes sometimes use other initial values for the 
parameter estimates, especially all zeros. The type of 
initial guess used is noted in each experiment.
Comparisons of the parameter estimates generated by 
the preceding methods are made using the mean, variance, 
and standard deviation sample statistics. The expressions 
for these statistics are given by
V = m I  '
W i=l
M
"2 1 v "2 ,.« -2
0 = m I  C ( l )  -  P , 
i=l
- r * 2 , 1 /  2a = [ a  ] ,
a . . • th where c(i) is the estimate of parameter c at the i frame
and M is the number of frames. These statistics are
computed for each AR and MA coefficient estimate and for
the estimate of the excitation sequence variance. For the
first order processes tested, these statistical measures
are sufficient. In higher order processes, however, it is 
desirable to use a combined measure for the AR coefficients 
or the MA coefficients. Two distance measures will be 
defined in the sections dealing with the second and fourth 
order AR models.
The mode 1 procedure is the first estimation method to 
be examined. In the section that discusses this algorithm, 
found earlier in this chapter, it is apparent that the mode
1 method does not do well when the excitation for the model 
is white noise. The results in that section are based on 
the analysis of a 10 pole, 2 zero system. Part of the 
reason for the failure of this method in that case could be 
due to the high order of the AR part of the model. To 
examine this, the mode 1 and NR methods are applied to data 
generated from an AR(1) model with a(l) = 0.5. No noise is 
added to the AR sequence. The excitation for the process 
is from NF1. The initial parameter estimate for both 
methods is a(l) = 0.5, the parameter used to generate the 
data. Table 4-4 lists the estimates for a(l) from these 
two methods for two frames. Ten iterations are given. 
Note the estimate for a(l) generated by the NR procedure 
does not change in the five most significant figures after 
the first iteration. For these example frames, it is 
apparent that the mode 1 method is inadequate. While the 
NR estimate is accurate and stable, the mode 1 estimate 





Comparison of the Mode 1 and NR Estimates 
for a(l) of an AR(1) Process
Frame 1 Frame 2
Iteration Mode 1 NR Mode 1 NR
1 . 20713 .52667 -.05109 .49538
2 .27195 X 101 .52667 1.4135 .49538
3 -.12183 X
1—
1 orH . 52667 -1.2294 .49538
4 .12604 .52667 -5.5827 .49538
5 -.15914 X io1 .52667 -.24169 .49538
6 -.10244 X IO"6 .52667 .89261 .49538
7 -.90959 .52667 .97296 .49538
8 -.77367 .52667 .99496 .49538
9 -.49257 .52667 .99732 .49538
10 .83789 .52667 .99728 .49538
mode 1 estimate does converge in frame 2, but to a value 
that indicates the singularity is close to the unit circle 
in the Z-domain. Hence, the estimated model will tend to 
have marginally stable behavior. It is also important to 
note that all mode 1 computations are performed in double 
precision, while those for the NR method are done in single 
precision. Because of these results and those of the 
earlier section, the mode 1 technique will not be 
considered in any further tests.
Before examining the A R (1)-to-ARMA(1,1) transformation 
model, the NR procedure is applied to three AR(1) processes 
(a = 0.1, 0.5, and 0.9) and three MA(1) processes (b = 0.1, 
0.5, 0.9). For the AR(1) processes, an LPC estimate for
a(l) is also calculated. The processes in these tests are
- 2
excited by NF1 scaled for a = 1.0. Table 4-5 lists the
e
theoretical variances for these processes, based on 
2
a = 1.0 This table also lists the sample variances
e
determined from the data sequences generated using NF1.
* 2
Using (3.99) to calculate var[asl» the variance of the
sample variance estimate, the theoretical and sample
variances are compared by observing how close these
- 2
quantities are in value. Taking the square root of var[as]
-2
as the standard deviation, as lies within d standard
2
deviations of as , the true variance of the process. The
value for d is given in Table 4-5 under the column labeled
 ^2
" L i m i t " .  Th i s  assumes t h a t  the d i s t r i b u t i o n  f o r  a s i s
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Table 4-5
Theoretical and Sample Variances for the 
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Gaussian with a mean of a . The initial guess for a(l) and
s
b(l) required by the NR method is zero in all cases. The 
number of frames analyzed is 518. There are 256 points per 
frame. Convergence for the iterative NR procedure is
achieved when both of the following conditions hold:
^ 2  A o A 2
1) | < 0.0001, where is the estimate of the
t h
variance of the excitation sequence at the i 
iteration;
2) |c. - c. -I < 0.0001 (c. . + 0.001), where c. is the '  1 i  l - l 1 l - l  l
th
estimate of either a(l) or b(l) at the i iteration.
If both of these conditions are satisfied, the NR procedure 
is terminated. However, a limit is placed on the maximum 
number of iterations allowed per frame. Designated ITMAX, 
this limit is usually set at 30 iterations. Convergence 
test 2) is suggested by Bard [6].
The results of the AR(1) tests are found in Table 4-6. 
Those for the MA(1) tests are listed in Table 4-7. In both 
tables note that the sample variance of the NR estimate 
decreases as the magnitude of the coefficient increases. 
In Chapter 3, equation (3.51) gives the theoretical 
variance of the conditional maximum likelihood (CML) 
estimate for a(l) of an AR(1) process. The variance of the 
estimate for b(l) of an MA(1) process is given in (3.52). 
Noting that the expressions are of the same form, Table 4-8 
lists the variance and standard deviation for a, b = 0.1, 




Vfor A R (1) Processes
Sample Sample 
a (1)_____ Estimator_______Mean_________ Variance______Convergence
T a b l e  4-6
2
NR and LPC E s t im a te s  o f  a ( l )  and NR Es t i m a te  o f  a
o.l NR a ( 1) .967 x O
1
4. 09 X 10‘3





NR a 2 .993 7. 54 X IQ'3
0.5 NR a (1) . 492 3.26 X 10-3
LPC a (1) .492 5. 35 X lO’3
NR a 2 v .995 7.54 X lO’3
0.9 NR a (1) . 891 9. 33 X io~4
LPC a (1) . 886 1. 78 X 1 0 - 3
NR a2 
v .101 x 101 8. 44 X 1 0 - 3
Table 4-7 
2
NR Estimate of b(l) and a f o r  MA(1) Processes
Sample Sample 
b(l) Estimator_______Mean________ Variance______Convergence
0.1 NR b (1) .103 4.42 x 10_3 9
NR a2 .993 7.54 x 10_3 9
0.5 NR b (1) .505 3.46 x 10~3 7
NR a2 .994 7.53 x 10~3 7
0.9 NR b (1) .891 1.38 x 10~3 16
NR a2 .101 x 101 8.67 x 10_3 16
this data. As seen from this table, the variance of the 
estimate improves as the magnitude of the parameter 
approaches 1.0. Comparing Tables 4-6 and 4-7 with Table 
4-8, one finds close agreement between the sample variances 
and the theoretical variance of the parameter estimate. In 
Table 4-6 note that the average LPC estimate for a(l) is 
superior to the NR estimate only for a(l) = 0.1. The 
variance of the NR estimate for a(l) is smaller than the
variance of the LPC estimate in all three cases.
2
The entry "NR av " in both tables is the estimate of
the excitation sequence variance. In this case, with no
~ 2
additive noise, the excitation is e(k), with = 1.0. The 
poorest estimate (occurring when a = 0.9 or b = 0.9) is in 
error by 1%. The last column in both tables is the 
iteration at which convergence occurs for the first frame 
of data. The MA(1) processes all require more iterations. 
The AR(1) processes require three iterations to satisfy the 
convergence criteria. However, there is usually no change 
in the five most significant figures after the first 
iteration in the AR(1) cases.
In a study of MA(1) processes with coefficients of 
0.2, 0.5, and 0.9, Nelson [28] presents results similar to 
those in Table 4-7. Although his investigation uses 
smaller frame sizes, the variance of his CML estimate for 
b(l) exhibits the same improvement as b(l) increases in 
magnitude. Nelson compares several estimators in his work.
L 2 2

In his studies, Nelson finds that the CML and ML (maximum 
likelihood) estimators perform best on sequences generated 
from models with the MA parameter in the range of 0.5 to 
0.9 in magnitude. The CML method mentioned is most like 
the NR method used in this work.
In Chapter 3 it is shown that the addition of white 
noise to an AR(1) process introduces an MA parameter b and 
an excitation sequence v(k). The resulting data is
described by the ARMA(1,1) model. Tables 3-2, 3-3, and 3-4
2
illustrate how b and a , the variance of v(k), are affected 
by varying levels of n(k), the additive noise. These 
tables are based on AR(1) processes with a(l) = 0.1, 0.5, 
and 0.9, respectively. Equations (3.53) a)-c) give the 
variance and co-variance of the estimates for a(l) and b(l) 
of an ARMA(1,1) process. Tables 4-9, 4-10, and 4-11 list 
the variance for the a(l) estimate of an ARMA(1,1) process. 
The values of a(l) assumed for these tables are 0.1, 0.5, 
and 0.9, respectively. The MA coefficient b(l) is computed 
according to the SNR's specified in the tables. The 
coefficient b(l) and the theoretical variance of b(l) are 
also given. From these tables several trends are noted:
1) For a fixed SNR, as a(l) increases in magnitude, the 
variance of the estimate decreases.
2) If a(l) is held constant, the variance of the estimate 
worsens as the SNR decreases.
3) The introduction of even the relatively small MA
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Variance of Parameter Estimates of the ARMA(1,1) Process 
for Various SNR's and a(l) = 0.1
SNR (dB)____________ b______________ var [a]___________ var [b]_____
T a b l e  4-9
30 .10091 X 10-3
-3
. 387 . 391
20 .99990 X 10
- 2
. 394 . 398






0 .50126 X 10 .154 x 10 .155 x 10
-10 .90917 X M O
1 I-
1
.460 x 102 .461 x io2
Table 4-10
Variance of Parameter Estimates of the ARMA(1,1) Process 
for Various SNR's and a(l) = 0.5
SNR (dB)____________ b____________ var [a]___________ var [b]_____



































10 .45573 . 891 .942
parameter at 30 dB noticeably degrades the variance of 
the estimate when compared to the data in Table 4-8 for 
an A R (1) process.
In the experiments that follow, two approaches are 
used to test the validity of the model for an AR(1) process 
plus white noise:
2
1) Given an AR(1) process with a = 0.5 and o£ = 1.0,
2
compute the parameters b and av that result from adding
■ 2 
white noise. The parameters a, b, and ov define an
ARM A (1,1) model. The data used for analysis is
obtained by exciting this ARMA(1,1) model with a noise
sequence v ( k) .
2) Given an AR(1) model with a = 0.5, excite this process 
with a noise sequence e(k). To the resulting sequence 
s(k) add the white noise sequence n(k), scaled to 
achieve the appropriate SNR. The time series obtained 
is x(k), the data available for analysis.
The test described in 1) is a simulation of the noise 
model. That is, the ARMA(1,1) model that results from 
adding white noise to an AR(1) process is generated 
directly. Tests of this type will be referred to as 
simulations of the AR-to-ARMA transformation model. For 
brevity, these are called ARMA tests. Experiments of the 
type in item 2) above represent the situation that occurs 
in practice: a signal described by the AR model is 
corrupted by the actual addition of white noise. In the
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discussion that follows, type 2) experiments are referred 
to as AR+N tests.
The ARMA and AR+N tests offer two methods for checking 
the validity of the noise model and the usefulness of the 
estimation algorithms. The former type of test, with data 
generated from a known ARMA(1,1) model, is used to test the 
capability of the parameter estimation procedure. The 
latter category of tests then determines the 
appropriateness of the ARMA noise model. Since the data in 
both tests is theoretically an ARMA process, a given 
estimation procedure should produce similar results in the 
analysis of each type of data. This is supported by the 
results presented in this section.
The behavior of the AR(1) process in the presence of 
white noise is now considered. Parameter estimation data 
is obtained from processes with a (1) = 0.5 as the single AR
coefficient. Using the equations from Chapter 3 for b_ and
2 ! 
o ^ _ , but henceforth omitting the minus subscript, Table
4-12 gives the parameter values for this process corrupted
by noise at the SNR's shown. The numerical values in this
2
table are derived assuming = 1.0. From Table 4-12, one 
observes that the parameter b approaches a in value as the 
noise level worsens. The data listed in Tables 4-10 and 
4-12 is used in the following tests to compare the sample 
statistics with their theoretical values.
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The f i r s t  expe r iment  i s  an ARMA t e s t  s i m u l a t i o n  o f  the
Variance of Parameter Estimates of the A R M A (1,1) Process 
for Various SNR's and a(l) = 0.9
SNR (dB)_______________b______________ var [a]______  var[b]
30 .46922 x 10~2 .918 x 10~3 .483 x 10_2
20 .43330 x 10-1 .934 x 10_3 .491 x 10~2
10 .25884 .106 x 10_2 .522 x 10_2
0 .62679 .189 x 10~2 .604 x 10~2
-10 .83588 .111 x 10-1 .176 x 10-1
Table 4-12
A R (1) Process Corrupted by Additive Noise
2 ’
T a b l e  4 -11
AR(1) process with a 0 dB SNR noise level. From Table 
4-12, the parameters of the resulting ARMA(1,1) process 
are: a(l) = 0.5, b(l) = 0. 26795, and a2 = 2. 4880. This 
ARMA model is excited by digitized analog noise (DAN) in 
one case and "resampled" digitized noise (RDAN) in the 
second case. The excitation noise sequences are scaled for 
a sample variance of 2. 4880. The parameter estimates from 
two procedures are considered: USSQ and NR. Five frames, 
256 points each, are analyzed by each procedure. No mean 
correction is performed. The initial parameter estimates 
for the NR method are the actual model parameters. The 
USSQ method initially scans the parameter space for values 
of a and b from -1.0 to 1.0 in steps of 0.02. When the 
minimum of the surface generated in this manner is found, 
another scan takes place in a small neighborhood of the 
minimum in increments of 0.001 for both parameters.
The purpose of this test is to verify that the 
iterative NR procedure produces a solution which minimizes 
the energy in the residual generated by that solution. The 
USSQ method generates the surface corresponding to a large 
number of solutions. The minimum obtained by the two 
methods should agree and be in the vicinity of the true 
model parameters: a = 0.5 and b = 0. 26795. The
theoretical value of the minimum is 2.4880.
The parameter estimates from these two methods are 
given in Tables 4-13 and 4-14. The DAN excitation sequence
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is used for the experiment summarized in Table 4-13. The
results for RDAN excitation are in Table 4-14. In most
2
cases the estimates agree, especially for a . Only in two
frames do the results differ greatly. These are frames 3
and 4 of Table 4-14. The most likely explanation is that
the NR method occasionally oscillates between two
solutions. The termination procedure for this algorithm
does not account for this kind of problem at present. As a
result, the procedure may be terminated at the wrong
solution. Figure 4-18a) is an isometric plot of the
surface generated by the USSQ method for frame 5 of Table
4-14. Cross-sections taken through the minimum are shown
in Figure 4-18b) . These plots illustrate the quadratic
nature of the surface. Estimation methods based on least
squares seek to find the minimum of this surface.
The next comparison to be made is between the NR and
GN methods. Both procedures are used in an ARMA test at a
simulated 0 dB SNR. The conditions for the experiment
are: 518 frames analyzed, 256 points per frame, no mean
correction, and true parameter values for initial
estimates. The excitation sequence is NF3 scaled for a
sample variance of 2.4880. The results, listed in Table
4-15, show the GN method produces parameter estimates
somewhat closer to the true values of a(l) = 0.5,
2
b(l) = 0.26795, and av = 2.4880. However, the sample
variance of the GN method is larger, indicating a wider
1 3 0
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NR and USSQ Analysis of 0 dB ARMA Test 
with DAN Excitation Sequence
NR USSQ 
Frame_______ Parameter_______ Estimate_______ Estimate
1 a .384 .381
b • .104 .100
a2 2.321 2.321













a 2 2.210 2.208v
T a b l e  4-14
NR and USSQ Analysis of 0 dB ARMA Test 
with RDAN Excitation Sequence
NR USSQ 
Frame_______ Parameter_______ Estimate_______ Estimate
















a 2 2.216 2.215v
F i g u r e
a)
2 .  2 1 8 E + 0
b) 2 . 2 1 5 E  + 0  
2 . 2 1 7 E + 0 CONSTANT AR PARAMETER
2 . 2 1 5 E  + 0
2 . 6 5 0 E - 1
-18: USSQ parameter estimation method applied to 
an A R M A (1,1) process
a) Quadratic surface in neighborhood of 
solution
b) Cross-sections through minimum
CONSTANT MA PARAMETER 
4 J S 0 E -1
Table 4-15 
NR and GN Analysis of 0 dB ARMA Test
Sample Sample 
Method_______ Parameter________ Mean____________Variance
NR a (1) .46881 6. 2832 x 10~2
GN a (1) .47317 6.9737 x lo"2
NR b (1) ' .23245 7.3184 x 10_2
GN b (1) .23619 7.8825 x 10_2
NR a2 2.467 4.011 x 10_2v
GN a2 2.475 4.328 x 10“2
spread in the estimates. But the differences do not appear 
to be striking, especially when the test is a 0 dB SNR 
simulation.
Recalling from Chapter 3 that the GN method requires 
the generation of two additional sequences in each 
iteration, that method requires a higher computational load 
per iteration. This is not compensated for by a decrease 
in the number of iterations per frame required to achieve 
convergence. Observations on a small number of frames 
indicate that neither method has an advantage in rate of 
convergence. Because of the computational savings of the 
NR method, it is used in all upcoming tests. This is 
especially important in the higher order models to be 
discussed. In the fourth order model, for example, the 
time required to process 518 frames of data is about three 
hours on a general purpose computer (DEC PDP-10).
The last two sets of experiments demonstrate the 
behavior of four estimators in the analysis of ARMA and 
AR+N tests based on the AR(1) process. Each of the 
estimators (NR, LPC, SYW, and W-LPC) is applied to 
sequences representing SNR's of <=°, 30, 20, 10, 0, and 
-10 dB. For each test 518 frames of data are available, 
with 256 points per frame. No mean correction is performed 
on the data. The Wiener filter used in the W-LPC method 
has a 21 point impulse response. It is generated as 
described in Chapter 3. The excitation sequence v(k) in
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the ARMA tests is taken from NF3. NF3 is scaled for the
- 2
proper sample variance o , the value of which is determined 
from Table 4-12. In the AR+N tests the AR(1) process 
(a (1) = 0.5) is synthesized using NF1 as the excitation
*
e(k) . NF1 is first scaled for a sample variance of 
a2 = 1.0. The additive noise required for the AR+N tests
E
is generated by scaling NF2 appropriately. The results for 
the ARMA tests are presented first, followed by those for 
the AR+N tests.
Data obtained from the ARMA tests at the various 
simulated SNR's is listed in Table 4-16, 4-17, and 4-18. 
The estimates for a(l) are found in Table 4-16. Those for
b(l) (NR method, only) are given in Table 4-17. The
2
estimates for a from the NR and LPC methods are listed in 
Table 4-18. In these tables and those describing the AR+N 
tests, the data listed under "Mean" are the sample means of 
the parameter estimates. The sample variances are 
tabulated under "Variance". The number of frames analyzed 
is listed under "Frames". The synthesized data provides 
for a maximum of 518 frames. With the NR method it is 
possible for the Gauss elimination routine to detect a 
singular coefficient matrix. If that occurs, an error flag 
is set and the results for that frame are not included in 
the sample statistics for the estimates. The number of 
frames successfully analyzed by the NR method provides 
information about the stability of the estimation procedure
136
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Estimates of a(l) = 0.5 for ARMA Tests 
of the A R (1) Process
T a b l e  4-16
SNR Method Mean Variance Frames
00 NR .48312 1. 35 X 10~2 518
SYW .48810 3.28 x io~3 518
LPC .48958 5.48 x io-3 518
W-LPC .48958 5.48 x io-3 518
30 NR . 49 519 1. 36 x IO"2 518
SYW . 49250 1. 36 x IO"2 518
LPC .49474 5. 20 x io"3 518
W-LPC .49597 5.23 x io-3 518
20 NR . 49505 1. 39 x io-2 518
SYW .49252 1. 38 x 10~2 518
LPC . 49034 5. 26 x 10~3 518
W-LPC .50032 5.17 x 10“3 518
10 NR .49 355 1.67 x io-2 518
SYW .49279 1.67 x io-2 518
LPC .45039 5.75 x 10~3 518
W-LPC .53679 4.68 x 10“3 518
0 NR .46881 6.28 x 10~2 513
SYW .50986 8. 74 x io"2 518
LPC .24955 7. 29 x io-3 518
W-LPC .67112 2.96 x io-3 518
10 NR .24537 2.85 x io-1 221
SYW -3.3153 3.54 x 10 3 518
LPC .04897 7.05 x 10-3 518
• W-LPC .77210 1. 80 x 10" 3 518
T a b l e  4-17
NR Estimates of b(l) for ARMA Tests 
of the AR(1) Process
SNR True Value Mean Variance Frames
00 0 -.88433 X 10"
2
1.68 X io"2 518




1.96 X io"2 518




2.00 X io~2 518
10 .57331 x 10“
1
.48995 X 10"
1 2. 37 X io"2 518
0 . 26795 .23245 7 . 32 X io"2 513









T a b l e  4-18
NR and LPC Estimates of o for ARMAv
True
Value
Tests of the AR(1) Process 

































































1) The estimates for a(l) are good for all methods at 
SNR's at and above 20 dB.
2) The LPC estimate for a(l) is noticeably degraded for 
SNR's below 20 dB.
3) Decreasing the SNR causes an increase in the sample 
variance of all estimates.
4) The increasing sample variance is strongest in the NR 
and SYW methods, which have sample variances greater 
than that for the LPC estimate in all cases.
5) While the LPC estimate for a(l) tends toward zero as 
the noise level worsens, the W-LPC estimate is 
inc reasing.
6) In terms of the sample mean, the NR and SYW estimates 
are superior to the other methods at SNR's of 0 and 
10 dB. All methods perform badly at -10 dB.
7) At 0 dB the NR method fails in 5 frames. The method is 
successful in only 221 frames at -10 dB.
2
8) At all SNR's, the average NR estimate for <?v lies below 
the average LPC estimate for that parameter, indicating 
that the NR method is doing a better job of finding the 
minimum of the quadratic surface.
Figure 4-19 is a plot of the sample mean data for the a(l)
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at  v a r y i n g  n o i s e  l e v e l s .
These t r e n d s  a r e  noted from T a b l e s  4 -16 ,  4 -17 ,  and
e s t i m a t e s  from T a b l e  4 - 16 .  Th i s  c l e a r l y  i n d i c a t e s  the
degradation in the LPC and W-LPC estimates below 20 dB. At 
0 dB the NR estimate has the same error as the LPC estimate 
at approximately 14 dB. The SYW estimate provides an even 
greater improvement with much lower computational 
requirements. However, it degrades radically between 0 and 
-10 dB.
The curves plotted in Figure 4-19 show a definite 
advantage in the NR and SYW estimates at 0 and 10 dB SNR's 
when compared to the LPC estimate. There is another aspect 
to these estimates that must be emphasized, however. 
Figure 4-20 shows a plot of the NR and LPC estimates from 
Figure 4-19. Also shown in the plot are vertical lines 
indicating one sample standard deviation interval away from 
the sample mean. The standard deviation is obtained by 
taking the square root of the sample variance of the 
estimator listed in Table 4-16. For SNR's above 10 dB the 
spread of the two estimates is comparable. At 10 dB the 
bias in the LPC estimate is evident, though the spread of 
the estimate stays about the same. At SNR's below 20 dB, 
the sample deviation for the NR estimate grows quickly. 
Even though the interval covered by the +a limits for the 
NR estimate always includes the desired value of 0.5, the 
large spread in the estimate at the poorer SNR's indicates 
that a single NR estimate can have a large error when 
compared to the true parameter value. Only in the average 
does the estimate approximate the true value well. The
141
SNR, dB
Figure 4-19: Comparison of four estimators of a(l) in 
ARMA tests

The upper plots in Figure 4-21 a)-d) show the time 
series generated by appending the estimates from each type 
of estimator for the 0 dB case. Parts a)-d) of this figure 
correspond to the NR, SYW, LPC, and W-LPC estimators, 
respectively. The lower plot in each part of the figure is 
an amplitude histogram obtained from the data in the upper 
plot. The histogram is divided into 40 cells. A solid 
line in each plot indicates the location of the sample 
mean. The dashed lines in the plots mark intervals around 
the sample mean of 2a. Of the four estimates, the NR 
estimate has a somewhat asymmetrical distribution about the 
sample mean. The other estimators are more symmetrically 
distributed. The asymmetry of the NR estimate is in a 
direction that tends to favor the estimate. That is, the 
bulk of the distribution is shifted toward the true value 
of the parameter. This alleviates the larger spread of 
this estimator somewhat, though that is still a serious 
problem.
The experiments performed on the ARMA simulations just 
described are repeated in AR+N tests. The approach is to 
generate the AR(1) process, add noise to achieve the 
desired SNR, and apply the four estimation algorithms. The 
details for these experiments are described with those for 
the ARMA test. Table 4-19 lists the data for estimates of 
a(l). The NR estimates for b(l) are given in Table 4-20.
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r e s u l t s  f o r  the SYW e s t i m a t e  a r e  q u i t e  s i m i l a r .
0 DB SNR S IM ULAT ION
1 0 0 0 E + 0




2 139E+0 Ml) ESTIMATE
S I MUL AT I ON
b)
-6 724E-1 
1.924E+0 SH Y-U All) ESTIMATE
F i g u r e  4 -21 : Time series and histograms of estimates of 
a(l) in ARMA tests
a) NR estimate
b) SYW estimate
5  6 S J E + 0  LPC A ( l )  ESTIM ATE
0 000E+0 -6 668E-J 5 91 IE-1
The NR and LPC e s t i m a t e s  f o r  av a r e  l i s t e d  in T a b l e  4 -21 .  
The comments made f o r  the co r r e s p o n d i n g  t a b l e s  in  the ARMA 
t e s t s  ho ld  f o r  th ese  r e s u l t s .  The most important  a s p e c t s  
o f  t h i s  d a t a  a r e  summarized as f o l l o w s :
13 the v a r i a n c e  o f  the  e s t i m a t e s  i n c r e a s e s  wi th  h i g h e r  
l e v e l s  o f  n o i s e ;
2)  based on a v e r a g e  s t a t i s t i c s ,  the  NR and SYW a r e  
s u p e r i o r  to LPC a t  SNR'S b e l o w  20 dB;
3)  the v a r i a n c e  o f  the  NR and SYW e s t i m a t e s  i s  l a r g e r  than  
th a t  f o r  the LPC e s t i m a t e s .
F i g u r e  4-22 p r e s e n t s  the sample means o f  the f o u r  a ( l )  
e s t i m a t e s  v e r s u s  SNR. The NR e s t i m a t e  a t  0 dB i s  about  the  
same as the LPC e r r o r  a t  14 dB. I n t e r p o l a t i n g  the SYW 
e s t i m a t e  at  -1  dB, the  same e r r o r  o c c u r s  as  w i th  LPC a t
14 dB, an e x t e n s i o n  o f  15 dB. However,  the  SYW e s t i m a t e  
a g a i n  d e g r a d e s  more r a p i d l y  b e l o w  0 dB than the NR method,  
though not a s  b a d l y  a s  in the ARMA t e s t s .  The NR and LPC 
e s t i m a t e s  a re  shown a g a i n  in F i g u r e  4-23 w i t h  the +a  l i m i t s  
i n d i c a t e d .  The comments made conc e r n i ng  the ARMA t e s t  
r e s u l t s  in F i g u r e  4-20 a l s o  a p p l y  to  F i gu r e  4 - 23 .  The 
adva nt ag e  o f  the  NR e s t i m a t e  a p p l i e s  o n l y  in  the a v e r a g e .  
The l a r g e  sample s t a n da rd  d e v i a t i o n  we ighs  a g a i n s t  the use 
o f  i n d i v i d u a l  e s t i m a t e s .
The a ( l )  t ime s e r i e s  and h i s t o g ra m s  f o r  the AR+N t e s t s  
a t  0 dB a r e  shown in  F i g u r e  4-24 a ) - d ) .  The dashed l i n e s  




E s t i m a te s  o f  a ( l )  = 0 .5  f o r  AR+N T e s t s  
o f  the AR(1 )  P r o c e s s
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518
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1 4 9
T a b l e  4-20
NR E s t i m a te s  o f  b ( l )  f o r  AR+N T e s t s  
o f  the  A R (1)  P r o c e s s
SNR True V a l u e  Mean V a r i a n c e  Frames
CO 0 - . 88 43 3 X 1 0 - 2 1.68 X 1 0 - 2 518
30 .66556 x 1 0 - 3 - .79 15 6 X IQ’ 2 1.68 X lO "  2 518
20 .65577 x 1 0 - 2 - .19 04 6 X l O " 2 1.70 X lO ’ 2 518
10 .57331 x 1 0 - 1 .47712 X 1 0 " 1 2.10 X l O ' 2 518
0 . 26795 .23168 6. 22 X H f 2 515









T a b l e  4 - 2 1
NR and LPC E s t i m a te s  o f  a f o r  AR+Nv
True
Va l u e
T e s t s  o f  the  AR (1 )  P r o c e s s  
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j u r e  4 - 2 2 :  C o m p a r i s o n  o f  f o u r  e s t i m a t o r s  o f  a ( l )
a(1)
F i g u r e  4 - 23 :  NR and LPC e s t i m a t e s  o f  a ( l )  i n  AR+N t e s t s ,  
shown w i th  + a l i m i t s
0  D B  SNR S ( K ) ♦  N <K )
1 0 00 E L * 0
I 1 5 7 E + 0
5 150E+2
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a) - 6  9 4 0 E - 1  
2  8 1  I E  + 0  A ( l )  E S T I M A T E
b)
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1 7 0 5 E + 0  SH  Y - W  A t 1 )  E S T I M A T E
0  . 0 0 0 E  + 0
F i g u r e  4 - 2 4 : Time s e r i e s  and h i s t og r am s  o f  e s t i m a t e s  o f  
a ( l )  i n  AR+N t e s t s
a)  NR e s t i m a t e
b)  SYW e s t i m a t e
8 J7JE-1
Z 7 3 7 E + 0  UI E N E R  — L P C  A f l )  E S T I M A T E
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F i g u r e  4 - 2 4 :  c ) L P C  e s t i m a t e
m u l t i p l e s  o f  2a. The sample mean i s  i n d i c a t e d  by the s o l i d  
l i n e .  These p l o t s  a r e  q u i t e  s i m i l a r  to those  f o r  the ARMA 
t e s t s .  The asymmetry o f  the NR e s t i m a t e  i s  ap pa re n t  in  the 
AR+N t e s t s ,  as w e l l .
Th i s  c o n c l u d e s  the p r e s e n t a t i o n  o f  the d a t a  on v a r i o u s  
f i r s t  o r d e r  mode l s .  The AR(1)  and MA(1)  p r o c e s s e s  a r e  
ana lyzed  to de te rmine  the b e h a v i o r  o f  the NR e s t i m a t o r  in  
n o i s e l e s s  s i t u a t i o n s .  S e v e r a l  e s t i m a t o r s  a r e  then a p p l i e d  
to the AR (1)  p lu s  wh i te  n o i s e  mode l .  These t e s t s  a re  
per formed as ARMA s i m u l a t i o n s  o f  the model  and AR+N a c t u a l  
t e s t s  o f  the mode l .  The r e s u l t s  f o r  the two approaches  
a g r e e ,  e s t a b l i s h i n g  c o n f i d e n c e  in the a l g o r i t h m s  and mode l .
The Second Order Model
In the p re ce d i ng  s e c t i o n ,  the  r e s u l t s  from the  
a n a l y s i s  o f  an AR(1)  p r o c e s s  a t  s e v e r a l  SNR' s  a r e  
p r e s e n t e d .  In t h i s  s e c t i o n  a s i n g l e  AR(2)  p r o c e s s  i s  
c o n s i d e r e d .  The AR model s e l e c t e d  f o r  t h i s  exper iment  has  
a c o m p le x - c o n j u g a t e  p o l e - p a i r  l o c a t e d  a t  a r a d i u s  o f  0 .9  
and a c e n t e r  f r eq u en c y  o f  +1000 Hz, r e f e r e n c e d  to a 
sampl ing  f r eq u en c y  o f  6667 Hz.  Th i s  model  r e s u l t s  in  two 
AR c o e f f i c i e n t s :  a ( l )  = - 1 .0 58 08  and a ( 2 )  = 0 .81000.  
F i g u r e  4-25 p r e s e n t s  the  i n v e r s e  spectrum o f  t h i s  AR(2)  
o p e r a t o r .  Th i s  spectrum shows on a dB s c a l e  the s i n g l e  
r e sona nt  peak r e s u l t i n g  from the c o n j u g a t e  p o l e - p a i r .  The 
A R (2)  p ro ces s  s ( k )  i s  o b t a i n e d  by e x c i t i n g  the AR(2)  model  
with NF1, which i s  f i r s t  s c a l e d  f o r  a sample v a r i a n c e  o f
1 5 5
A R ( 2 )  M O D E L  S P E C T R U M
0  0 0 0 E + 0  J  3 3 3 E + 3
- 1  0 0 0 E + 1
F i g u r e  4 -25 :  I n v e r s e  Spectrum o f  AR(2)  model
v a r i a n c e  o f  t h i s  AR(2)  model i s  4. 41735. The sample  
v a r i a n c e  o f  the AR(2)  p r o c e s s  g e n e r a t e d  by us i ng  the s c a l e d  
NF1 n o i s e  as  the  e x c i t a t i o n  sequence i s  4 .43889.  W i th  256 
p o i n t s  per f r ame ,  518 f r ames  o f  d a t a  a r e  a v a i l a b l e  f o r  
a n a l y s i s .  The d a t a  in each f rame i s  c o r r e c t e d  f o r  a ze ro
sample mean p r i o r  to a n a l y s i s  by  any method.  The i n i t i a l
r
es t i m a t e s  f o r  the pa rame te r s  o f  the ARMA(2,2)  model in the  
NR method a r e :
1) f o r  the two AR p a r a m e t e r s ,  the  a c t u a l  model  
c o e f f i c i e n t s  a r e  used;
2) f o r  the two MA p a r a m e t e r s ,  z e r o s  a r e  used as  the  
i n i t i a l  g u e s s e s .
These t e s t s  a r e  s i m i l a r  to the AR+N t e s t s  o f  the  p r e c e d i n g  
s e c t i o n ,  but  in  t h i s  ca s e  the MA p a ra m e te r s  in  the  
e q u i v a l e n t  ARMA(2,2)  model a r e  unknown. Hence,  the  i n i t i a l  
g u e s s e s  f o r  the MA c o e f f i c i e n t s  a r e  z e r o .
Using the NR, LPC, and SYW a l g o r i t h m s ,  the  e s t i m a t i o n  
data  f o r  the a ( l )  and a ( 2 )  pa rame te r s  i s  l i s t e d  in T a b l e s  
4-22 and 4 - 23 ,  r e s p e c t i v e l y .  Two d i s t a n c e  measures  which  
combine the e r r o r  f o r  each c o e f f i c i e n t  e s t i m a t e  in to  one 
parameter  a re  now d e f i n e d :
1 5 8
E s t i m a te s  f o r  a ( l )  = - 1 .0 58 08  o f  the AR(2 )  P r o c e s s
Sample Sample
SNR Method Mean V a r i a n c e  Frames
T a b l e  4 - 2 2
00 NR -1 .0 5 4 7 2.76 X 1 0 - 3 518
SYW -1 . 0 4 4 1 1.60 X 1 0 - 3 518
LPC -1 . 0 4 9 1 2.58 X 1 0 - 3 518
30 NR - 1 .0 54 7 2. 75 X l O " 3 518
SYW -1 .0 50 0 2. 79 X i o -3 518
LPC -1 .0 4 6 8 2.61 X 1 0 - 3 518
20 NR -1 .0 54 7 2.77 X i o - 3 518
SYW -1 .049 9 2.79 X i o " 3 518
LPC -1 .0 2 5 8 2.92 X i o - 3 518
10 NR -1 .0 54 5 3. 16 X i o - 3 518
SYW - 1 .0500 3.17 X i o - 3 518
LPC - . 85 83 7 6.27 X i o - 3 518
0 NR - 1 .0 50 5 8. 78 X i o - 3 499
SYW - 1 .0 5 0 5 2.62 X i o - 2 518
LPC - . 34856 9.76 X i o " 3 518
-10 NR - . 6 9 6 8 5 4.23 X i o - 1 183
SYW - 4 .0 37 6 2.66 X 10 3 518
LPC - . 0 5 3 3 5 7.00 X i o - 3 518
Sample Sample
SNR Method Mean V a r i a n c e  Frames
T a b l e  4 - 2 3
E s t i m a t e s  f o r  a ( 2 )  =  0 . 8 1 0 0 0  o f  t h e  A R ( 2 )  P r o c e s s
oo NR .80474 1.66 X 1 0 - 3 518
SYW .79584 1.55 X 1 0 - 3 518
LPC . 80199 2.32 X 1 0 - 3 518
30 NR .80471 1.66 X l o ' 3 518
SYW .79822 1. 74 X l o " 3 518
LPC .79988 2. 36 X l o " 3 518
20 NR . 80478 1.70 X l o " 3 518
SYW .79820 1.79 X l o " 3 518
LPC .78061 2.82 X l o " 3 518
10 NR .80538 2.10 X l o " 3 518
SYW . 79894 2.73 X l o " 3 518
LPC .62791 6.67 X l o " 3 518
0 NR .78657 1.81 X l o " 2 499
SYW .81823 6. 25 X l o " 2 518
LPC . 20474 8.00 X l o " 3 518
■10 NR . 45245 2. 56 X 10- 1 183
SYW .42323 1.08 X 10 2 518
LPC .03104 6.13 X 1 0 - 3 518
q ~ .
%L [ a ( k ) ]  = |  f ^ [1 -  f { x f ] 2 • ( 4 . 1 b )
A CT -In ( 4 . 1 )  the { a ( i ) } ^  arie e s t i m a t e s  o f  the pa ramete r s  
{ a ( i ) } q . L [ * ]  and %L [ * ]  a r e  shown in  ( 4 . 1 )  in terms o f  the  
AR pa r a m e t e r s .  With  a p p r o p r i a t e  s u b s t i t u t i o n s ,  thes e  
e x p r e s s i o n s  can a l s o  be  used to c a l c u l a t e  d i s t a n c e  measures  
between the MA c o e f f i c i e n t s ,  when known, and t h e i r  
e s t i m a t e s .  The measures  a r e  computed a t  each f rame o f  
d a t a .  The e x p r e s s i o n  in ( 4 . 1 a )  i s  the  sum o f  s q u a r e s  o f  
the e r r o r  between the p a rame te r s  and t h e i r  e s t i m a t e s .  Th i s  
type o f  e r r o r  c r i t e r i o n  t ends  to  g i v e  more we ight  to  e r r o r s  
in pa rame te r s  w ith  a l a r g e r  magn i tude .  The measure in 
( 4 . 1 b )  i s  de s i g ne d  to c o u n t e r a c t  t h a t  t endency .  The e r r o r  
c r i t e r i o n  o f  ( 4 . 1 b )  computes the d i f f e r e n c e  between the  
pa ramete r s  and t h e i r  e s t i m a t e s  r e l a t i v e  to  the t r ue  v a l u e  
o f  the p a rame te r .
The sample s t a t i s t i c s  o b t a i n e d  by a v e r a g i n g  the  
d i s t a n c e  measures  computed a t  each f rame f o r  the t h r e e  s e t s  
o f  AR e s t i m a t e s  a r e  l i s t e d  in T a b l e s  4-24 and 4 -25 .  
L [ a ( k ) ]  i s  g i v e n  in the f o rme r ,  % L [ a ( k ) ]  in the l a t t e r .  As 
seen from the d i s t a n c e  measure d a t a ,  the  NR and SYW methods  
perform b e t t e r  than the LPC method at  a l l  SN R ' s .  The 
v a r i a n c e  o f  thes e  e s t i m a t e s  i s  a lway s  s m a l l e r  than tha t  o f  
the LPC e s t i m a t e s  e x c e p t  a t  a SNR o f  - 10  dB.  The SYW 
method pe r fo rms  b e t t e r  than the NR method a t  a SNR o f  
i n f i n i t y .  However,  the  NR method i s  f o r c e d  to e s t i m a t e  two 




T a b l e  4 - 2 4
L [ a ( k ) ]  D i s t a n c e  M e a s u r e  f o r









2. 23 X i o -3 1.01 X i o " 5
1. 77 X l o ' 3 6.26 X i o -6




2.23 X i o " 3 1.01 X i o - 5
2.36 X i o - 3 1. 34 X i o " 5




2.26 X i o ' 3 1.04 X i o ' 5
2.39 X i o " 3 1.38 X I O " 5




2.65 X 10 3 1.77 X I O " 5
3.04 X i o " 3 2.07 X I O " 5




1. 37 X i o -2 2. 28 X i o -3
4.44 X 10 "  2 1.29 X i o “ 2
4.44 X i o ’ 1 1.36 X i o ’ 2
- 1 0 NR
SYW
LPC
4.69 X i o - 1 5.08 X i o - 1
1. 39 X i o 3 4. 82 X 10 8










Method Mean V a r i a n c e
T a b l e  4 - 2 5
% L [ a ( k ) ]  D i s t a n c e  M e a s u r e  f o r
t h e  A R ( 2 )  P r o c e s s
NR 2.53 X i o - 3 1.30 X o
1 U1
SYW 2. 14 X i o - 3 9.18 X i o - 6
LPC 3.00 X i o - 3 1.48 X i o -5
NR 2.52 X i o ' 3 1. 30 X i o - 5
SYW 2. 70 X i o " 3 1.75 X i o ' 5
LPC 3. 10 X i o ' 3 1.67 X i o ' 5
NR 2. 56 X i o " 3 1. 35 X i o ' 5
SYW 2. 74 X i o " 3 1. 83 X i o ' 5
LPC 4.58 X i o " 3 4.41 X i o “ 5
NR 3.04 X i o " 3 2.25 X i o ' 5
SYW 3.62 X i o " 3 3.08 X i o - 5
LPC 5.10 X i o " 2 1.64 X i o - 3
NR 1. 82 X i o ’ 2 4.64 X i o - 3
SYW 5.94 X i o " 2 2.78 X i o - 2
LPC 5.14 X i o " 1 1. 87 X i o - 2
NR 5.40 X i o - 1 5. 88 X i o - 1
SYW 1.27 X 10 3 3.87 X 10 8
LPC 9.21 X i o - 1 1.59 X i o - 2
ze ro  p a ramet e r s  i n t r o d u c e s  more u n c e r t a i n t y  in to  the AR 
e s t i m a t e s .  The SYW a g a i n  f a i l s  b a d l y  a t  - 10  dB SNR.
F i g u r e  4 -26a )  p l o t s  the sample mean o f  L [ a ( k ) ]  v e r su s  
the SNR. %L [ a ( k ) ] i s  p l o t t e d  in F i gu re  4 -26b )  . From these  
Pi o t s  i t  i s  e v i d e n t  t h a t  the NR and SYW methods do extend  
the range  over  which the AR pa ra m e te r s  can be e s t imated  in 
the p resence  o f  wh i te  n o i s e .  At 0 dB,  the  NR e s t i m a t e  has  
the same e r r o r  as  the  LPC e s t i m a t e  a t  14 dB. For the SYW 
e s t i m a t e ,  the improvement i s  10 dB,  r e f e r e n c e d  to the e r r o r  
a t  0 dB f o r  the SYW e s t i m a t e .  From T a b l e  4 - 22 ,  i t  i s  a g a i n  
noted tha t  the NR method f a i l s  to s u c c e s s f u l l y  e s t i m a te  
pa ramete r s  in some f rames  a t  SNR' s  o f  0 and - 1 0  dB.
The Fourth Order  Model
The t e s t s  o f  the  p re ce d i ng  s e c t i o n  on the AR(2)  model  
a re  now per fo rmed  on an AR(4)  model .  The AR c o e f f i c i e n t s  
a r e :  a ( l )  = - 0 . 4 9 3 3 6 ,  a ( 2 )  = 0 .45804,  a ( 3 )  = - 0 . 2 8 4 8 1 ,  and 
a ( 4 )  = 0 .58523.  The AR o p e r a t o r  wi th these  c o e f f i c i e n t s  
has two Z -p l an e  s i n g u l a r i t i e s  w i th  a r a d i u s  o f  0 .9  at  
+800 Hz. The o th e r  two s i n g u l a r i t i e s  have  a r a d i u s  o f  0.85  
at  +2200 Hz. The c e n t e r  f r e q u e n c i e s  a r e  r e f e r e n c e d  to a 
samp l ing  f r eq ue nc y  o f  6667 Hz. The i n v e r s e  spectrum o f  
t h i s  AR model  i s  shown in  F i gu r e  4-27 in dB.  E x c i t a t i o n  
f o r  the p r o c e s s  i s  NF1 s c a l e d  f o r  a sample v a r i a n c e  o f  1 .0.  
Each frame o f  d a t a  i s  c o r r e c t e d  f o r  a ze ro  sample mean 
b e f o r e  a n a l y s i s  w i th  the  NR, SYW, and LPC methods .  The 
i n i t i a l  e s t i m a t e s  in the NR method f o r  the AR p a r am e te r s
L [ a ( k ) ]
10  3 1-------------------1-------------------1 i-------------------1-------------------1—
- 1 0  0  1 0  2 0  3 0  o o
S N R ,  d B
F i g u r e  4 - 26 :  D i s t a n c e  measures  f o r  t h r e e  e s t i m a t e s  o f  the  
AR(2)  model  c o e f f i c i e n t s  
a)  L f a ( k )  I
are  the a c t u a l  model  c o e f f i c i e n t s .  Those f o r  the f ou r  MA 
c o e f f i c i e n t s  o f  the e q u i v a l e n t  ARMA(4,4)  model a re  z e r o .
T a b l e s  4 -26 ,  4 -27 ,  4 -28 ,  and 4 -29  l i s t  the e s t i m a t e s  
f o r  a ( l ) ,  a ( 2 ) ,  a ( 3 ) ,  and a ( 4 ) ,  r e s p e c t i v e l y .  The 
s t a t i s t i c s  f o r  the two d i s t a n c e  measure ,  o b t a i n e d  by  
a v e r a g i n g  the d i s t a n c e  measure f o r  each f rame a n a l y z e d ,  a r e  
g i v e n  in T a b l e s  4-30 and 4 -31 .  Note from t h i s  d a t a  tha t  
the LPC e s t i m a t e s  have the s m a l l e s t  e r r o r  except  a t  a SNR 
o f  i n f i n i t y .  At th a t  SNR, the SYW e s t i m a t e s  a r e  s l i g h t l y  
b e t t e r .  The improvement seen in the f i r s t  and second o rde r  
ca s e s  i s  not  e v i d e n t .  I t  must be r e a l i z e d ,  however ,  th a t  
the two d i s t a n c e  measures  used combine the e r r o r s  f o r  the  
i n d i v i d u a l  c o e f f i c i e n t s  i n t o  one pa rame te r .  Smoothing o f  
the c o e f f i c i e n t  e r r o r s  o c c u r s  and i s  more s i g n i f i c a n t  f o r  
the AR(4)  c a s e .
Taking another  ap pr oac h ,  the two d i s t a n c e  measures  a r e  
computed f o r  each type o f  e s t i m a t o r  us ing  the sample means 
f o r  the AR c o e f f i c i e n t  e s t i m a t e s  l i s t e d  in T a b l e s  4-26  
through 4 -29 .  As noted in the r e s u l t s  f o r  the f i r s t  o r d e r  
mode l ,  the v a l u e  o f  the AR e s t i m a t e s  based on the  
t r a n s f o r m a t i o n  model and the NR e s t i m a t i o n  p rocedure  l i e s  
m a in ly  in the a v e r a g e  o f  a l a r g e  number o f  e s t i m a t e s .  Th i s  
i s  because  o f  the l a r g e r  v a r i a n c e  o f  the NR e s t i m a t e s  as  
compared to the LPC e s t i m a t e s .  The d i s t a n c e  measures  
d e f i n e d  in ( 4 . 1 )  are  a p p l i e d  to the a v e r a g e  v a l u e s  o f  the  
parameter  e s t i m a t e s  to  de te rmine  whether or  not  the
° / o L [ a ( k ) ]
S N R ,  d B
F i g u r e  4 - 2 6 :  b )  % L [ a ( k ) ]
1 6 8
Es t i m a te s  f o r  a ( l )  = - 0 .49336  o f  the AR (4 )  P r o c e s s
Sample Sample
SNR Method Mean V a r i a n c e  Frames
T a b l e  4 - 2 6
CO NR - . 48 41 7 1.40 X i o - 2 518
SYW - . 48 72 7 2.66 X I-* o
1 u> 518
LPC - . 48870 4. 58 X I-* o
1 u> 518
30 NR - . 4 8 2 6 5 1.40 X i o " 2 518
SYW - . 48200 1.15 X i o " 2 518
LPC - . 4 8 7 9 3 4.62 X i o ~ 3 518
20 NR - . 48266 1. 55 X i o " 2 518
SYW - . 4 8 0 2 8 1. 23 X i o " 2 518
LPC - . 4 7 9 3 5 4. 73 X 10“ 3 518
10 NR - . 4 7 2 3 1 2. 37 X i o - 2 517
SYW - . 47559 2.02 X i o - 2 518
LPC - . 4 0 8 7 7 5. 34 X i o " 3 518
0 NR - . 4 8 7 4 2 2. 15 X i o " 1 469
SYW - . 41230 5.96 X i o " 1 518
LPC - . 1 8 9 1 3 6.55 X i o " 3 518
1 6 9
E s t i m a te s  f o r  a (2)  = 0.45804 o f  the AR(4)  P r o c e s s
Sample Sample
SNR Method Mean V a r i a n c e  . Frames
T a b l e  4 - 2 7
oo NR .44983 1.82 X i o - 2 518
SYW .45059 3.43 x i o - 3 518
LPC .45964 5.71 x i o " 3 518
30 NR .44888 1.84 x i o " 2 518
SYW .44778 1.54 x i o ’ 2 518
LPC .45865 5. 70 x i o " 3 518
20 NR .45029 1.95 x i o - 2 518
SYW .44724 1.60 x i o - 2 518
LPC .44662 5. 82 x i o - 3 518
10 NR .44611 3.09 x i o - 2 517
SYW .44789 2.21 x i o - 2 518
LPC . 349 74 6. 87 x i o - 3 518
0 NR .48444 3.07 x 1 0 - 1 469
SYW .52888 1. 25 518
LPC .10894 7.05 x 1 0 -3 518

T a b l e  4 - 2 9
E s t i m a t e s  f o r  a ( 4 )  =  0 . 5 8 5 2 3  o f  t h e  A R ( 4 )  P r o c e s s
Sample
SNR_______ Method_________Mean
















V a r i a n c e  Frames
6. 76 X i o -3
2.69 X i o - 3
4.32 X i o ' 3
6.69 X i o ' 3
6.10 X 1 0 - 3
4. 36 X i o ' 3
7.45 X i o ’ 3
6.45 X i o ’ 3
4. 56 X i o ’ 3
1.20 X i o * 2
1.17 X i o ' 2
5 .68 X i o ' 3
1. 25 X i o ' 1
5.34 X i o ’ 1
7. 25 X i o ’ 3
1 7 2
SNR
T a b l e  4 - 3 0
L [ a ( k ) ]  D i s t a n c e  M e a s u r e  f o r









1.28 X I O ' 2
-3
2. 76 X 10 4 
- 63. 16 X 10
-3
9.98 X 10 b 
- 5




1. 29 X i o - 2 2.83 X 10 4
1.09 X i o ' 2 1.60 X i o -4




1. 37 X i o - 2 3.29 X i o “ 4
1.14 X i o ’ 2 1.78 X i o -4




2.14 X i o - 2 1.61 X i o " 3
1.69 X i o ’ 2 5.24 X i o " 4








2. 88 X O
1
9. 37 X i o ' 1 9.47 X 101
1.11 X I-1 O
1 H
1 .26 X i o " 3
T a b l e  4 - 3 1
SNR
% L [ a ( k ) ]  D i s t a n c e  M e a s u r e  f o r









7. 83 X i o - 2
-2




1 .98 x 10 5.61 X 10
3.19 x O





7. 89 x i o - 2 1. 23 X
<N1o1—1
6 .70 x H O
1 N) 7 . 21 X i o " 3




8.19 x i o - 2
-2
1. 26 X i o - 2
- 3








1. 28 x O
1
6. 51 X i o - 2
9.60 x O















improvement seen in the l ower  o r d e r  c a s e s  f o r  the NR 
e s t i m a t e s  becomes a p pa r e n t  when the a v e r a g e  s t a t i s t i c s  a r e
 ^ S\
used .  D e s i g n a t i n g  these  measures  as  L [ a ( k ) ]  and % L [ a ( k ) ] ,  
the r e s u l t s  a r e  l i s t e d  in T a b l e  4 -32 .  F i g u r e  4 -28a )  i s  a 
p l o t  o f  the L [ a ( k ) ]  da ta  in T a b l e  4-32 v e r su s  SNR. The 
% L [ a ( k ) ]  data in T a b l e  4-32 i s  p l o t t e d  in F i g u r e  4 -28b )  . 
The f o l l o w i n g  p o i n t s  a r e  no ted :
1) The LPC e s t i m a t e s  have  the s m a l l e s t  e r r o r  a t  «> and 
30 dB SNR ' s .
2) For SNR' s  b e l ow  30 dB,  the NR e s t i m a t e s  have the  
s m a l l e s t  e r r o r .
3) The NR e s t i m a t e s  a r e  s u p e r i o r  to the SYW e s t i m a t e s  
ex ce pt  a t  10 dB.
Data at  - 10  dB SNR i s  no t  p resen ted  because  o f  the l e n g t h y  
computat ion t ime f o r  the NR method f o r  the AR(4)  p r o c e s s .  
As seen in the f i r s t  and second o r d e r  c a s e s ,  a l l  methods do 
p o o r l y  a t  - 10  dB SNR. From F i g u r e  4 -28 ,  i t  i s  e v i d e n t  th a t  
the NR and SYW methods a g a i n  p r o v i d e  an e x t e n s i o n  o f  the  
s u c c e s s f u l  o p e r a t i n g  range  when e s t i m a t i n g  AR pa rame te r s  in  
whi te  n o i s e .  Using the d i s t a n c e  measure c u r v e s  in  F i g u r e s  
4-28 a)  and b ) , the  NR e s t i m a t e  e r r o r  a t  0 dB i s  equa l  to 
the LPC e s t i m a t e  e r r o r  a t  a p p r o x i m a t e l y  22 dB. The 
e s t i m a t e s  from the SYW method p r o v i d e  a 10 dB improvement.  
The SYW e s t i m a t e s  a t  0 dB a r e  s i g n i f i c a n t l y  p o o r e r  than the  
NR e s t i m a t e s ,  however .  The r e s u l t s  ach ieve d  by a p p l y in g  
the d i s t a n c e  measures  to  the a v e r a g e  v a l u e s  o f  the
1 7 5
T a b l e  4 - 3 2
L [ a ( k ) ]  a n d  % L [ a ( k ) ]  D i s t a n c e  M e a s u r e s
f o r  t h e  A R ( 4 )  P r o c e s s
SNR Method__________ L [ a  (k)  ]___________ % L [ a ( k )  1
oo NR 6. 29 X i o -5 4.49 X I-1 o
1 4^
SYW 1.19 X i o -4 6. 72 X 10~4
LPC 6. 18 X 10-5 2.66 X i o - 4
30 NR 7.51 X I O " 5 5.18 X i o - 4
SYW 1.20 X i o -4 6. 82 X i o -4
LPC 7. 33 X i o -5 3. 33 X i o ' 4
20 NR 6. 48 X i o " 5 4.46 X i o " 4
SYW 1. 24 X i o " 4 7.04 X 10~4
LPC 3.08 X i o - 4 1.80 X i o - 3
10 NR 1. 66 X i o ' 4 7.69 X i o " 4
SYW 1. 23 X i o -4 6. 12 X i o -4
LPC 9.97 X i o - 3 6. 31 X i o - 2
0 NR 2.05 X i o -4 1.13 X i o - 3
SYW 8. 34 X i o -3 5.98 X IO-2
LPC 2.15 X i o - 1 1.96

L [ a ( k ) ]
SNR, dB
F i g u r e  4 -28 :  D i s t a n c e  measures  f o r  t h r e e  e s t i m a t e s  o f  the  
AR(4 )  model  c o e f f i c i e n t s
a)  L [ a ( k )  ]

c o e f f i c i e n t  e s t i m a t e s  a g a i n  p o i n t  out  the need to use the  




The f i r s t  e x p e r i m e n t a l  r e s u l t s  in  the p r e c e d i n g  
ch ap te r  i l l u s t r a t e  the e f f e c t s  o f  a d d i t i v e  wh i te  n o i s e  on 
the sample spectrum o f  a f rame o f  v o i c e d  spe ech .  These  
d a t a ,  shown in F i g u r e s  4-2 a ) - e ) ,  a l s o  show the 10 p o l e  LPC 
f i t  to the sample spectrum.  The r e s u l t s  f o r  t h i s  f r ame o f  
speech a re  g i v e n  f o r  s e v e r a l  SN R ' s .  Using the same f rame  
o f  s pe ec h ,  F i gu re  4-3 p r e s e n t s  the a u t o -  and 
c r o s s - c o r r e l a t i o n s  o b t a i n e d  from the d a t a  and f ou r  10 p o l e  
LPC s p e c t r a ,  i n c l u d i n g  the LPC spectrum a r r i v e d  a t  by  
assuming the s i g n a l  and n o i s e  a r e  u n c o r r e l a t e d .  The d a t a  
p l o t t e d  in F i g u r e  4-3  demonstra te  the r i s k  a s s o c i a t e d  w i th  
assuming independence  between the s i g n a l  and n o i s e .
The ne x t  s e t  o f  ex pe r i men ts  t e s t s  the a p p l i c a b i l i t y  o f  
the mode 1 e s t i m a t i o n  p roce dur e  due to S t e i g l i t z  [ 3 5 ] .  
That a l g o r i t h m  is  used to e s t i m a t e  the p a rame te r s  o f  a 10 
p o l e ,  2 ze ro  model  from da ta  g e n e r a t e d  us ing  th re e  
d i f f e r e n t  i n p u t s .  The input  sequen ces  used to d r i v e  the  
model a r e :  1) an impu l se ,  2) an impul se  t r a i n ,  and 3)  a 
whi te  no i se  s equ en ce .  The r e s u l t s ,  p l o t t e d  in F i g u r e s  4-7  
through 4 -17 ,  show t h i s  method i s  u s e f u l  f o r  impul se  and
impul se  t r a i n  e x c i t a t i o n .  However,  the pe r fo rmance  i s  poor  
f o r  the n o i s e  e x c i t e d  c a s e .  I t  i s  the n o i s e  e x c i t e d  c a s e ,  
u n f o r t u n a t e l y ,  which i s  most impor tant  in  t h i s  r e s e a r c h .
. In the f o l l o w i n g  s e t  o f  e x p e r i m e n t s ,  s e v e r a l  
e s t i m a t i o n  a l g o r i t h m s  a r e  a p p l i e d  to d a t a  g e n e r a t e d  from an 
AR(1 )  p r o c e s s ,  w i th  the s i n g l e  AR c o e f f i c i e n t  a ( l )  = 0 . 5 ,  
t h a t  i s  de g r a de d  by a d d i t i v e  whi te  n o i s e  a t  v a r i o u s  SNR ' s .  
These ex p e r im en t s  t e s t  the v a l i d i t y  o f  the AR-to-ARMA  
t r a n s f o r m a t i o n  model f o r  the f i r s t  o r d e r  c a s e .  R e s u l t s  
from these  t e s t s  c l e a r l y  show the  na tu re  o f  the e s t i m a t i o n  
problem to be  the m in im iz a t i o n  o f  a two d im en s i on a l  
q u a d r a t i c  s u r f a c e .  The e s t i m a t e  f o r  a ( l )  o b t a i n e d  from the  
a u t o c o r r e l a t i o n  method o f  LPC has  the s m a l l e s t  v a r i a n c e  o f  
the e s t i m a t o r s  t e s t e d ,  but  a t  SNR' s  b e l ow  20 dB a s e v e r e  
b i a s  i s  in t r o d u c e d  in the  e s t i m a t e .  An e s t i m a t e  o b t a i n e d  
from a Newton-Raphson implementa t ion  o f  a c o n d i t i o n a l  
maximum l i k e l i h o o d  f o r m u l a t i o n  p r o v i d e s  a s u p e r i o r  e s t i m a te  
a t  SNR' s  th rough  0 dB,  based  on the a v e r a g e  o f  the  
e s t i m a t e s  f o r  a ( l ) .  The v a r i a n c e  o f  the NR e s t i m a t e  i s  
l a r g e r ,  however .  An e s t i m a t o r  r e f e r r e d  to as  the " s h i f t e d "  
Y u l e - W a l k e r  e s t i m a t o r  y i e l d s  r e s u l t s  s i m i l a r  to the NR 
e s t i m a t e .  Th i s  e s t i m a t o r  r e q u i r e s  o p e r a t i o n s  s i m i l a r  to 
LPC and o n l y  p r o v i d e s  e s t i m a t e s  f o r  the AR c o e f f i c i e n t s .  
The SYW e s t i m a t e  do e s  t ake  in to  account  the  MA component o f  
the t r a n s f o r m a t i o n  mode l ,  where the LPC method does  n o t .  
A l l  e s t i m a t e s  pe r fo rm p o o r l y  a t  a - 1 0  dB SNR.
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The l a s t  two s e t s  o f  exp e r i me nt s  a p p l y  the NR, LPC,  
and SYW e s t i m a t o r s  to an AR(2)  p ro c e s s  and an AR(4)  
p r o c e s s ,  each deg r a de d  by v a r y i n g  l e v e l s  o f  a d d i t i v e  whi te  
n o i s e .  A g a i n ,  the  NR and SYW e s t i m a t e s  a r e  s u p e r i o r  to the 
LPC e s t i m a t e  in the 0 dB to 30 dB SNR r a n g e .  In the AR(4)  
t e s t ,  however ,  t h i s  improvement i s  ap pa re n t  o n l y  when the  
d i s t a n c e  measure used i s  a p p l i e d  to the a v e r a g e  v a l u e s  o f  
the e s t i m a t e s .  Th i s  a g a i n  emphas izes  the importance  o f  
a v e r a g i n g  the e s t i m a t e s  in the NR method.
C o n t r i b u t i o n s
Thi s  r e s e a r c h  i l l u s t r a t e s  the e f f e c t  o f  a d d i t i v e  wh i te  
no i s e  on speech .  I t  a l s o  p o i n t s  out  the r i s k s  o f  the  
assumpt ion o f  u n c o r r e l a t e d  s i g n a l  and n o i s e .  Th i s  
assumpt ion i s  o f t e n  made in what the au tho r  c a l l s  
a u t o c o r r e l a t i o n  c o r r e c t i o n  methods f o r  n o i s e  s u p p r e s s i o n  in 
LP a l g o r i t h m s .
The major  c o n t r i b u t i o n  o f  t h i s  work i s  the  
e x p e r i m e n t a l  v e r i f i c a t i o n  o f  the  AR-to-ARMA t r a n s f o r m a t i o n  
mode l .  Th i s  model  s t a t e s  t h a t  the a d d i t i o n  o f  wh i te  n o i s e  
to an AR p r o c e s s  p roduces  a d a t a  sequence  which i s  an ARMA 
p r o c e s s .  Tes t  r e s u l t s  f o r  t h i s  mode l ,  p re s e n t e d  in Chapter
4, show t h a t  e s t i m a t e s  f o r  the AR c o e f f i c i e n t s  o b t a i n e d  
from a l g o r i t h m s  based  on the t r a n s f o r m a t i o n  model a re  
s u p e r i o r  to those  o b t a i n e d  us ing the a u t o c o r r e l a t i o n  method 
LP a l g o r i t h m .  Th i s  s u p e r i o r i t y ,  however ,  i s  ac h ie ved  by 
a v e r a g i n g  a l a r g e  number o f  e s t i m a t e s .  The v a r i a n c e  o f  the
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t r a n s f o r m a t i o n  model e s t i m a t o r s  t e s t e d  i s  l a r g e  a t  the  
p oo re r  SN R ' s .  Th i s  p l a c e s  the v a l u e  o f  AR e s t i m a t e s  
produced by t h e s e  methods from a s i n g l e  f rame o f  d a t a  in  
q u e s t i o n .
P i r e c t i o n s  f o r  Future  Research
G u i d e l i n e s  f o r  e x t e n s i o n s  o f  t h i s  r e s e a r c h  a r e  l i m i t e d  
to the AR-to-ARMA t r a n s f o r m a t i o n  mode l .  The e x p e r im en t a l  
data  show the v a l u e  o f  the  model  f o r  AR(q)  models  with  
q = 1, 2, and 4. T e s t s  on h i g h e r  o r d e r  mode ls  shou ld  be  
un de r t a k en .  A l s o ,  d i f f e r e n t  k inds  o f  AR mode ls  co u l d  be  
s t u d i e d .  For examp le ,  the  AR(2)  model might have two r e a l  
r o o t s ,  or the complex r o o t s  can be s h i f t e d  f a r t h e r  from the  
un i t  c i r c l e .  I f  the  a n a l y s i s  o f  h i g h e r  o r d e r  mode l s ,  
q = 10, f o r  example,  i s  s u c c e s s f u l  and i f  the problem o f  
the l a r g e  v a r i a n c e  o f  the e s t i m a t o r s  can be a l l e v i a t e d ,  
t h i s  t e chn iqu e  might  then be a p p l i e d  to the a n a l y s i s  o f  
speech  s i g n a l s .
A n d e r s o n ' s  pape r  [ 2 ]  p ro p o s e s  s e v e r a l  e s t i m a t i o n  
t e c h n i qu e s  based  on the NR and GN methods .  Those us ing  the  
f r e q u e n c y  domain approach  a r e  no t  used in t h i s  work.  In 
t h e i r  most u s e f u l  form,  t h e s e  methods e s t i m a t e  the AR 
c o e f f i c i e n t s  and the MA c o v a r i a n c e s .  I f  t h e r e  i s  no r e ason  
to e x p l i c i t l y  e s t i m a t e  the MA c o e f f i c i e n t s ,  as  was d e s i r e d  
f o r  t h i s  r e s e a r c h ,  the  f r eq u en c y  domain methods a r e  
p r o b a b l y  o f  more v a l u e  i f  the  n o n l i n e a r  r e g r e s s i o n  on the  
AR c o e f f i c i e n t s  i s  to  be used .  That o p e r a t i o n  i s  based  on
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the n o n l i n e a r  r e l a t i o n s h i p  between the MA c o v a r i a n c e s  and 
the AR c o e f f i c i e n t s  t h a t  r e s u l t s  from the n o i s e  mode l .  
There cou ld  be an adva nt ag e  in e s t i m a t i n g  the MA 
c o v a r i a n c e s  d i r e c t l y .  The n o n l i n e a r  r e g r e s s i o n  sugg es t ed  
by Pagano [ 30 ]  should  be t e s t e d  to see  i f  i t  improves  the  
AR pa rameter  e s t i m a t e s .
A l s o ,  a r t i f i c i a l  r e s t r i c t i o n s  were p l a ce d  on the  
natur e  o f  the ex p e r im en t s  in t h i s  r e s e a r c h .  I t  was assumed 
in a l l  t e s t s  t h a t  the o r d e r s  o f  the  ARMA p r o c e s s  a r e  known.  
In a d d i t i o n ,  the  p a ramet e r s  o f  the t rue  model  were o f t e n  
used as the i n i t i a l  pa rameter  e s t i m a t e s .  These a ssumpt ions  
were made to c o n c e n t r a t e  the expe r iment  on the p r a c t i c a l i t y  
o f  the t r a n s f o r m a t i o n  model  and the e s t i m a t i o n  a l g o r i t h m ' s  
a b i l i t y  to produce  a c c u r a t e  pa rameter  e s t i m a t e s  based  on 
th a t  mode l .  These r e s t r i c t i o n s  must be removed in a 
p r a c t i c a l  a n a l y s i s  system.  The p robl ems  o f  e s t i m a t i n g  the 
p ro c e s s  o r d e r  and i n i t i a l  parameter  e s t i m a t e s  have  been  
d e a l t  w i th  e x t e n s i v e l y  in the l i t e r a t u r e  [ 1 ] ,  [ 1 0 ] ,  [ 1 5 ] ,
[ 2 7 ] ,  [ 2 9 ] ,  [ 3 7 ] ,  and [ 3 8 ] .  The as sumpt ion  t h a t  the  
a d d i t i v e  n o i s e  i s  wh i t e  i s  a l s o  r e s t r i c t i v e .  The e x t e n s i o n  
o f  the model  to a l l o w  n (k )  to be n o n - w h i t e  i n t r o d u c e s  the  
need f o r  a d d i t i o n a l  n o n l i n e a r  a n a l y s i s  once e s t i m a t e s  f o r  
the AR p a r a m e t e r s  f o r  the d a t a  a r e  f ound .  The r e ad e r  i s  
r e f e r r e d  to [10 ]  f o r  a d i s c u s s i o n  o f  t h i s  p rob l e m .
One o f  the  e x p e r i m e n t a l  pa ram et e r s  noted in t e s t s  o f  
the NR method i s  the  number o f  f r ames  s u c c e s s f u l l y  a n a ly ze d
not the Gauss e l i m i n a t i o n  p ro ce d ur e  f a i l s  in  s o l v i n g  f o r  
the ARMA p a ra m e te r s .  At SNR' s  o f  0 and - 1 0  dB,  more f r ames  
r e s u l t  in f a i l u r e  o f  the Gauss e l i m i n a t i o n  method.  T h i s  
i n d i c a t e s  i n c r e a s i n g  i n s t a b i l i t y  i n  the NR a l g o r i t h m .  Some 
o f  the e s t i m a t i o n  p ro c e d u r e s  d i s c u s s e d  in Chapter  2 co u l d  
can ce l  t h i s  t r e n d .
F i n a l l y ,  the  NR a l g o r i t h m  r e q u i r e s  much more  
computa t ion than the LPC o r  SYW methods .  T h i s  r e s e a r c h  
does  not c o n s i d e r  the d e t a i l e d  com put a t ion a l  r e qu i r e m e n t s  
o f  the a l g o r i t h m s .  Fu r th e r  work shou ld  t ake  t h i s  in to  
a c c ou nt .  E f f i c i e n t  FORTRAN co d in g  i s  used in the programs  
which implement the a l g o r i t h m s  d i s c u s s e d ,  but  programming  
in a s semb ly  l a n g u a g e  cou ld  produce  c o n s i d e r a b l e  
comp uta t iona l  s a v i n g s ,  a s  would use o f  an a r r a y  p r o c e s s o r .
APPENDIX A
In C ha p te r s  2 and 3, ment ion i s  made o f  the  
Newton-Raphson and Gauss-Newton methods f o r  n o n l i n e a r  
parameter  e s t i m a t i o n .  Thi s  appendix  d i s c u s s e s  the  
g e n e r a l i z e d  f o r m u l a t i o n  o f  these  methods .  I f  0_ i s  the  
n x 1 pa ramete r  v e c t o r  and Q(£)  i s  the s c a l a r  c o s t  
f u n c t i o n ,  then one seeks  the  a p p r o p r i a t e  c h o i c e  f o r  £  which  
w i l l  op t im iz e  Q ( 0 ) .  D e f i n i n g  g ( 6 )  as the n x 1 g r a d i e n t
v e c t o r , the i th e l ement  o f  g ( ^ )  i s  g j e )  = 9Q(£ )/3  0^.
Except f o r  the case  where Q ( e )  i s  l i n e a r  in g ( ^ )  w i l l
. *  
a l s o  be a f u n c t i o n  o f  0.  The optimum s o l u t i o n  e i s  found
*
by s o l v i n g  the n e q u a t i o n s  g . (0 ) = 0 ,  i = 1, . . . ,  n.
The NR method p ro ceeds  by l i n e a r i z i n g  about  0_ the  
v e c t o r  form o f  the  f o l l o w i n g  e q u a t i o n :
g ( £  ) = 2_( 0_) + g ' (0 )  (Q_ -  0_) .
S e t t i n g  t h i s  e q u a t i o n  equa l  to zero  y i e l d s
g ( £ )  +  a '  < ! )  ( ! *  "  £ )  =  0 •
S o l v i n g  f o r  0^ g i v e s
i *  = i  -  ta '  ] _1 a < i )  • (A.  1)
The term g ' ( 0 )  in ( A . l )  i s  the  d e r i v a t i v e  o f  the v e c t o r  
g ( 9 ) w i th r e s p e c t  to 0^ and i s  an n x n m a t r i x .  Th i s  term 
i s  a l s o  the second d e r i v a t i v e  o f  Q(0)  w i th  r e s p e c t  to 0 and
i s  d e s i g n a t e d  H (£)  , the Hess i an  o f  Q ( 0 j .  The i j  e lement  
o f  H (9^ ) i s
h . . ( 6 ) = 32(3
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Us ing  the d e f i n i t i o n  f o r  H (Q ) , ( A . 1) becomes
£* = £  ~ H- 1  ( 6_) g_(£> . (A. 2)
Th i s  i s  the usua l  f o r m u l a t i o n  f o r  the NR method.  An 
i n i t i a l  g u e s s  Q_ i s  r e q u i r e d ,  and the g r a d i e n t  g_(£) and the  
Hess i an  H(0 )  a re  e v a l u a t e d  a t  t h a t  i n i t i a l  p o i n t .  Equat ion
*
( A . 2) i s  then used to g e n e r a t e  a new e s t i m a t e  0 f o r  the  
parameter  v e c t o r .  These s t e p s  a r e  u s u a l l y  r e p ea te d  to form 
an i t e r a t i v e  p r o c e d u r e .
Development o f  the  GN method i s  based  on the  
assumption  t h a t  the  c o s t  f u n c t i o n  Q(0)  can be w r i t t e n  in  
q u a d r a t i c  form:
Q(0_) = FT (0.) F (ji) , (A.  3)
where 0 i s  the n x 1  pa ram ete r  v e c t o r  and F (£ )  i s  an m x 1  
v e c t o r  o f  n o n l i n e a r  f u n c t i o n s ,  where m n.  In t h i s  c a s e  
the n x 1  v e c t o r  g r a d i e n t  o f  Q(£)  i s
2.<£)  =  =  2 K '  ( £ )  E . ( £ )  '  ( A - 4 )
where J ? ' ( 0 ) i s  the  n x m m at r i x  o f  p a r t i a l  d e r i v a t i v e s  o f
» r..
F ( 0 ) w i th  r e s p e c t  to  0. The i j  e lement o f  F'  (£)  i s
3F. ( 0 ) 
f ! - ( 0 ) = — i
i D  -  3 0 ±
J .  T_
w h e r e  F ^ ( 0 )  i s  t h e  j  e l e m e n t  o f  t h e  v e c t o r  F ( 0 _ )  .  T h e
cos t  f u n c t i o n  Q(£)  i s  op t im iz ed  by s e t t i n g  ( A . 4) equa l  to 
z e r o .  Thi s  g i v e s
F '  ( 0 * )  F { 0_*) = 0 (A.  5)
*
as the e q u a t i o n  from which the op t ima l  s o l u t i o n  0 i s
*d e te r m in e d .  L i n e a r i z i n g  J?(£ ) about  £  y i e l d s
F (0 * )  = F (£)  + F , T (£)  (£*  -  £) . ( A . 6)
*
S u b s t i t u t i n g  ( A . 6) into  ( A . 5) f o r  F ( £  ) g i v e s
F 1 (£ * )  [ F ( £ )  + F , T (£)  ( £ * - £ ) ]  = 0  . ( A . 7)
*  *I f  £  i s  c l o s e  enough to  £  , then F ' ( £  ) in ( A . 7) can be  
approx imated  by F ' (£)  and ( A . 7) becomes
F'  (£)  [F (£)  + F ,T (£)  ( £ * - £ ) ]  = 0  .
*
S o l v i n g  t h i s  f o r  £  , one o b t a i n s
£* = £  — [F ' (£)  F ,T (£)  ] _1  F '  (£)  F (£)  (A.  8)
as the co m put a t ion a l  p roced ure  r e q u i r e d  in the GN method.
*
A g a i n ,  an i n i t i a l  g u es s  f o r  £  i s  r e q u i r e d  b e f o r e  £  can be  
computed.  Equat ion  ( A . 8) i s  u s u a l l y  implemented as  an 
i t e r a t i v e  a l g o r i t h m .
APPENDIX B
In the l i t e r a t u r e  r e v i e w  p r e s e n t e d  in Chapter  2, th r e e  
s our c es  on the Gauss-Newton and m o d i f i e d  GN methods a r e  
g i v e n  [ 1 6 ] ,  [ 1 7 ] ,  [ 1 9 ] .  The GN f o r m u l a t i o n  p res ent ed  in 
these  s o u r c e s  i s  recommended f o r  pe r fo rm ing  the n o n l i n e a r  
r e g r e s s i o n  on the ARMA e s t i m a t e s  a s  s ug g es te d  by Pagano  
[ 3 0 ] .  The n o n l i n e a r  r e g r e s s i o n  (NLR) t echnique  needed f o r  
the ARMA model approach  to parameter  e s t i m a t i o n  a t tempts  to  
f i n d  the v e c t o r  0^ which min imizes  e in
= £ ( 0_) + e . (B. 1)
I f  the m in im iz a t i o n  i s  accompl i shed  in the l e a s t  s q u a r e s  
s e n s e ,  the l o s s  f u n c t i o n  measur ing  the pe r formance  o f  a 
p a r t i c u l a r  6 i s  g i v e n  by
2q+ l
Q(Q)  = I  [z, -  f, (£)  ] , 
k = l  K K
(B. 2)
where the f ^ ( £ )  # k = 1, . . . ,  2q+l  a r e  the n o n l i n e a r  
r e l a t i o n s h i p s  which map from the q+2 p a r am e te r s  o f  6_ to the  
2q+l  pa rame te r s  o f  z .  The l i n e a r  terms o f  the T a y l o r
exp an s io n  f o r  fi,(JL ) about  Q_ a r e
<3+2 *
I .
j  =  l  D
f k (0  * f k ( !> + -  V  f k j ) (6)  f
k = 1, . . . ,  2 q + l . In ( B . 3 )  f ^ ^  (0)  i n d i c a t e s  the p a r t i a l  
d e r i v a t i v e  o f  f  (0)  w i th  r e s p e c t  to the j  ^  component o f  j ).
.K.
(B. 3)
i*"*1 pa rameter  o f  £  a s  (£)  ,
/ • \ 2q+1 / • \
Q U ) (0)  = - 2  I  [ z  -  f k ( £ ) ]  fjJ } (£)  » (B .4 )
k = l
i = 1, . . . ,  q+2.  The l e a s t  s q u a r e s  e q u a t i o n s  a r e  o b t a i n e d  
by  s e t t i n g  Q ^ (£)  = 0,  f o r  i = 1, . . . ,  q+2,  and s o l v i n g
*f o r  the s o l u t i o n  , as  in
2q+1  ^ / • \ ^
£ [ zk "  f k ( -^ ) ]  f k ( i  ) = o • ( B * 5)
k = l
S u b s t i t u t i n g  ( B . 3 )  in to  ( B . 5 )  f o r  f ^ ( £ * )  g i v e s ,  f o r  i = 1, 
. . . ,  q+2,
2q+ l
I  [ z k -  f k (£)  
k = l  K K
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D e n o t i n g  t h e  p a r t i a l  d e r i v a t i v e  o f  Q ( £ )  w i t h  r e s p e c t  t o  t h e
2 *  H I  ( i )  *
-  I  ( 0  -  0 ) f £ "  ( £ )  ] f ^  ( £  ) =  
j  = l  J J
(B. 6)
or
2 q + l  / ■ \ *
k y z k  -  f k ( i > ]  f k < i } =
2q| l q i 2 ( 0i -  0 -> ^ j ) <£> • ( B - 7) 
k = l  j = i  3 D x
'fc
D ef in e  D = 0 . - 0 .  and ( B . 7 ) ,  a f t e r  chang ing  the o r d e r  o f  
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summation,  becomes  
q+2 2q + l  . . .
. I  d I  f k <°> f k <i> =3 = 1 J k = l
I  [ z k -  £k < !> ]  £]! <0) • <B - 8>
k = l
i = 1, . . . /  q+2.  In d e r i v i n g  ( B . 8 )  from ( B . 7 ) ,  a l l  terms  
( i }  *f ' (0 ) a r e  e v a l u a t e d  a t  £ .  By us ing  ( B . 8 )  and the
.K
*r e l a t i o n s h i p  £  = £  + D , the  p roc edur e  f o r  o b t a i n i n g  the  
new e s t i m a t e  o f  £  i s  d e f i n e d .  The p r o c e s s  i s  made
*i t e r a t i v e  by l e t t i n g  £  = £  and r e p e a t i n g  the p ro ce s s  
d e s c r i b e d  by ( B . 8 ) .  The p r o c e s s  d e s c r i b e d  above i s  the  
Gauss -Newton method f o r  p e r fo r m in g  a n o n l i n e a r  r e g r e s s i o n .
The m o d i f i e d  Gauss -Newton  te chn iqu e  can a l s o  be used
[ 1 9 ] ,  [ 2 9 ] .  I f  J ( £ )  i s  d e f i n e d  as  the  J a co b ia n  m a t r i x ,  
where the i j  e l ement  o f  J ( £ )  i s  g i v e n  by
J = 3 f ^ ( e _ ) / 3 0 j ,  then ( B . 8 )  can be  w r i t t e n  in  m at r i x  form
J T  (£ )  J ( £ )  D = JT (£)  [z -  £ ( £ )  ] • (B .9 )
With t h i s  n o t a t i o n  e s t a b l i s h e d ,  the  m o d i f i e d  Gauss-Newton  
method f o r  NLR can be  w r i t t e n  as
u> [JT (£)  J ( £ )  + X I ]  D = JT (£)  [ z -  f ( £ ) ]  • (B .10 )
The pa rameter  w in (B .1 0 )  i s  chosen to ensure  th a t
*
Q(£  ) _< Q (£)  • The pa rameter  X i s  s e l e c t e d  to g u a r a n t e e  the
i n v e r t i b i l  i t y  o f  [ JT (£)  J ( £ )  + X IJ .
For the g e n e r a l  Gauss -Newton  method d e s c r i b e d  above ,
knowledge o f  the n o n l i n e a r  f u n c t i o n s  f ^ ( £ )  and the p a r t i a l
d e r i v a t i v e s  f ^ ^  (£)  i s  r e q u i r e d .  In the s p e c i f i c  case  o f
an AR p r o c e s s  obs cur ed  by a d d i t i v e  wh i te  n o i s e ,  the
f u n c t i o n s  f, (0)  a r e  d e r i v e d  from k —
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2 2 q ; kR (k)  = a 6 ( k )  + a I  a ( i )  a ( i + k )  , (B.  11)
y y  e n i = o
where <5(k) i s  the  Kronecker  d e l t a  f u n c t i o n  and a ( 0 )  = 1 . 0 .  
The p a r t i a l  d e r i v a t i v e s  o f  f  ( 0) a r e  taken wi th r e s p e c t  to
.K
2 2the e l ements  o f  0: a ( l ) ,  . . . ,  a ( q ) ,  a , and a . The f v (£)
g n
are  g i v e n  by
f  j  (£)  = a ( j  ) ,
£q + l (—1 = a l  + °n  J 0a 2 ( 1 )  '
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£, + l + j  W  = °n  X a ( i >  a ( i + j >  '
f o r  j  = 1, . . . /  q .  I f  3 f , ( 0 j / 3 0 .  = f ^ ^ ( 0 )  and 0. = a ( i ) ,
.K 1 .K 1
i = 1, . . . ,  q ,  0g+1 = a2^ , and 0q+2 = a * ,  then the f ]^ l )  (0J
a re
(0)  = S ( k - i )  ;
= 2 °n  a ( i> 
<i» = 1 <
£ i ? t 2 ) <i> = I  a 2 ( j )  i 
4 j =0
f q + l + k ( - ) = °n <S(k-^ ) + °n ( < a ( j + k ) > + < a ( j - k ) > ) ,
<a (m)>  =
a (m) , m = 1, • • • , q
0, o t h e r w i s e
f  (Q) = o •
q + l + k  — U '
£q + l + k < i >  =  ^ 0 3 < 1 )  3 < 1 + k )  !
f o r  j ,  k = 1, . . . ,  q and i = 1, . . . ,  q+2 .  Assemb l ing  the  
fj"*"^ (9.) i n to  a m at r i x  J ( e ) ,  w i t h  the j i tJl e l ement  o f  J ( e )  
be ing  J . .  = f f ^ ( e ) f g i v e s  the J a co b i an  m a t r i x .
APPENDIX C
In Chapter  3, the  AR ( 1 ) - t o -A R M A ( 1 , 1 )  t r a n s f o r m a t i o n  
model i s  d i s c u s s e d  in d e t a i l ,  w i th  numer i ca l  r e s u l t s  f o r  
that  model p re sen ted  in Chapter  4. Equat ions  ( 3 . 4 0 )  and 
( 3 . 4 1 )  o f  Chapter  3 g i v e  the e x p r e s s i o n s  f o r  the pa ramete r s
n o i s e  to an AR(1)  p r o c e s s ,  w i t h  a ( l )  = a the s i n g l e  AR 
p a r a m e t e r .  Those e q u a t i o n s  a r e  r e pea ted  he re  as  ( C . l )  and
The pa rameter s  b and a p os s es s  c e r t a i n  p r o p e r t i e s .  For
example ,  i t  must be  shown t h a t  b = b_ or  b = b+ i s  r e a l .
2
The parameter  a i s  the v a r i a n c e  o f  the ARMA e x c i t a t i o n  
sequence v ( k )  and must be  a r e a l ,  p o s i t i v e  s c a l a r .
F i r s t ,  the  p r o p e r t i e s  o f  the MA c o e f f i c i e n t  b are  
examined.  I f  c i s  d e f i n e d  as the argument o f  the r a d i c a l  
in ( C . l ) ,  c becomes
2
b and a o f  the ARMA(1,1)  p ro c e s s  o b t a i n e d  by add ing  whi te
( C . 2) :
b
2 a 2 a n
1 ( [ a 2 +  a 2 (1 + a2) ]  +  
^ L e n J -
rr 2 . 2 . 2 , n2 . 4 2-,l/2> , ,
[ [ ° e  °n } ] °n  ^ J' (C* 1)
2
a v
c 2 . 2 /1 , 2. 2 . 4 2 c = [ a  + a  ( l + a ) l  - 4 a  a L e n J n
c = a4 + 2 a 2 + a 2 (1 + a 2 ) + a4 (1 + a 2 ) 2 -  4 a 4 a 2 . e e n n n
S i m p l i f y i n g  t h i s  e x p r e s s i o n  g i v e s
c = a 4 + 2 a 2 a 2 (1 + a 2 ) + a 4 (1 -  a 2 ) 2 . (C .3 )e e n n
2 2 By d e f i n i t i o n ,  i s  p o s i t i v e ,  an i s  n o n - n e g a t i v e ,  and a i s
a r e a l  number.  In a d d i t i o n ,  to s a t i s f y  the  s t a t i o n a r i t y
requ i remen t  [ 1 0 ] ,  |a| < 1 . 0 .  Wi th  t h e s e  p r o p e r t i e s  f o r  a ,  
2 2a , and a , one s e e s  t h a t  c i s  r e a l  and c > 0.  Th i s  
e n
e s t a b l i s h e s  the  f i r s t  p r o p e r t y  g i v e n  in Chapter  3: b i s  
r e a l  ( e i t h e r  b o r  b + ) .
D e f i n i n g  ' ■
b _  = ----- ( [ a 2 + a 2 (1 + a 2 ) ]  -  [ c ] 1/2)
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and
2 " n  a
b +  =  ----- O 2 + o 2 ( 1  +  a 2 ) ]  +  [ c ] 1 / 2 )  ,
2 o a• n . •
note that
b .  b + =  - ^ — 2 +  ° n  11 +  a 2 ) l 2 -
4 a a n
[4 a 4 a 2 ] = 1. 4 2 1 n 4 a a  
n
and b + = l / b _ .  Because they  a r e  r e c i p r o c a l s  and r e a l ,  b _  
and b + must have  the  same s i g n .  One can thus deduce  from 
(C.  1) that  the s i g n  o f  the  numerator  in ( C . l )  i s  the same 
f o r  b _  and b + . Th i s  e s t a b l i s h e s  two f a c t s :
1) the s i g n  o f  b e q u a l s  the  s i g n  o f  a ;
2) |b_| < |b+ | ( f o r  c > 0 ) .
Using  2) and the f a c t  t h a t  b+ = 1/b , one deduces  t h a t  
|b | < 1 . 0 .  Th i s  com p le te s  the d e r i v a t i o n  o f  p r o p e r t y  2) 
in Chapter  3.
2
Knowing t h a t  a > 0 in  ( C . 2 )  and us ing  f a c t  1) above ,
2 2 2 we can s t a t e  t h a t  a > 0  and a i s  r e a l  ( s i n c e  a ,  b ,  and av — v n
a r e  r e a l ) ,  p r o p e r t y  3) o f  Chapter  3. D e f i n i n g
a 2 , = a 2 a/b^ and a 2 =  a 2 a/b , then  v+ n + v -  n -  ,
' 2 v : . .0 ct a 2 n
av+ ~ b + :
■ ' 2 . . . ■ ' ' ■ ;= a a b
'• ' n  “  : ■ . ■"■■■■ ■ ■
■ . .■ ' 2 ■ ' a a
. 1 9 5
-  b-  ( - S - )
b 2 ( C . 4 )-  v -
e s t a b l i s h e s  the l a s t  p r o p e r t y  r e q u i r e d  f o r  the development
in Chapter  3. ,
Having deve lo p ed  the p r o p e r t i e s  f o r  b , b+ , av  '  an<^
a + r we p roceed  to i l l u s t r a t e  how t h e s e  pa rame te r s  behave
f o r  ext remes  in  SNR. R e c a l l  from Chapter  3 t h a t  the
2 2 2v a r i a n c e  o f  an AR(1)  p r o c e s s  i s  ct = a / ( I  -  a ) .  I f
. S £
2 2SNR = ct / ct , we a r e  conce rned  about  the  b e h a v i o r  o f  the MA 
s n
2 2 pa ram et e r s  a s  SNR-v «> (ct ->-0) and SNR ■+ 0 (ct -*■ « )  . The 
r  n v n '
c h a r a c t e r i s t i c s  o f  th es e  p a rame te r s  w i l l  be d e ve l op ed  by
2 2 l o o k i n g  a t  b_  and ctv_ . The p a ramete r s  b + and ctv+ can then
be c h a r a c t e r i z e d  by us i ng  the p r o p e r t i e s  d e ve l op ed  above .
D e f i n i n g  N a s  t h e  n u m e r a t o r  o f  ( C . l ) ,  u s i n g  t h e  m i n u s
2Case _I: SNR -* 00, an -* 0 
For b _ , c o n s i d e r
1 1 ■* Nl im b = l im  =-
2 ~ 2 a ->0 o -+0n n
l im  N ' 
a 2+0
=  T n r ^ =  =  0 ■
a 2+ 0 n
2 2 where N'  = dN/dan and D' = dD/dan a re  r e q u i r e d  in the use
2
o f  L ' H o s p i t a l ' s  r u l e .  The b e h a v i o r  o f  av _  i s  g i v e n  by
1 9 6
s i g n ,  a n d  D a s  t h e  d e n o m i n a t o r  o f  ( C . l ) ,  b _  =  N / D .
2 „
2 a nl im  a = a l im  — =—
2 v _  2 
a +  0 0n n
a l im  F"
a 2-* 0 n
“  l im  N"
a 2-* 0 n
4 a 2
a  , „ 2 /  2.  ° e  '(4 a /a )
where N" = d2N / d ( a 2 ) 2 and F" = d2 ( a 2 D ) / d ( a 2 ) 2 . Inn n n
2 2summary, as the SNR approac he s  i n f i n i t y ,  b -* 0 and av '> a e *
2 2From b = 1/b and a = b a , we see  tha t  b -* °° and 
+ -  v+ -  v -  +
a2 +  0. v+
Case I I :  SNR- *0 ,  a2 -> <®--------  —  n
As the l e v e l  o f  n o i s e  i n c r e a s e s ,  b approaches  a in v a l u e :
197
l im  b _  = Lim ~
2 20 -yoo fj ->-oo
n n
N/cr2 
= l im  n
2 2 aO "►°CIn •
-  =  a
“ 2 a  a  '
2
The b e h a v io r  o f  the v a r i a n c e  a i s  g i v e n  by
v­
, . 2 , , 2 a - ’ ' l im  ct = l im  a , .2 v- n b_
CT "► « 0  -*■“
n. n ■
2 2 For b and a , we have  b -+ 1/a and a ■+ ® as  SNR -+■ 0 + v+ + v+
r e s u l t s  f o r  the b e h a v i o r  o£ t h e s e  pa ramete r s  from 




A nd ers on ,  in h i s  p r e s e n t a t i o n  o f  e s t i m a t i o n  p ro c e d u r e s  
f o r  ARMA models  [ 2 ] ,  u s es  a m at r i x  n o t a t i o n  to s i m p l i f y  the  
e q u a t i o n s  i n v o l v e d .  For the t ime domain approach a m at r i x  
o p e r a t o r  i s  r e q u i r e d  which w i l l  impose the as sumption  o f  
zero  i n i t i a l  c o n d i t i o n s  on the ARMA p r o c e s s  x ( k )  and the  
e x c i t a t i o n  sequence  v ( k ) .  I f  x ( 0 ) ,  . . . ,  x ( N - l )  a r e  the  
obse rv ed  d a t a ,  the  o p e r a t o r  i s  the N x N m at r i x  L ,  g i v e n  by
0 o'
L =
^ - 1  0
where _I^ i s  the ( N - l )  x ( N - l )  i d e n t i t y  m a t r i x . I f  N = 5,












2For t h i s  N = 5 c a s e ,  L i s  found to be
In g e n e r a l , L i s
0 0
^ N - i
0
The e f f e c t  o f  p r e - m u l t i p i y i n g v e c t o r  by L i s  now
exam i n e d . Forming the d a t a  v e c t o r x = [ x (0)
x ( N - 1 ) ] T , we have L^x = [0 . . .  0 x ( 0 )  . . .  x ( N - l - i ) ] T . The 
m u l t i p l i c a t i o n  by L1 s h i f t s  the  e l ements  o f  the  v e c t o r  x 
down i p l a c e s ,  i n t r o d u c i n g  z e ro s  in  the f i r s t  i p o s i t i o n s .  
In s c a l a r  form the ARMA(q,p)  p r o c e s s  x ( k )  i s  g i v e n  by
q p
I  a ( i )  x ( k - i )  =  I  b ( j ) v ( k - j )  , 
i = 0  j = 0
( D . l )
w i th  a ( 0 )  = b ( 0 )  = 1 and x ( k )  = v ( k )  = 0 f o r  k < 0.. No t ing
tha t  L = l_N , the  mat r i x  f o r m u l a t i o n  f o r  ( D . l )  i s  
q . P .
I  a  ( i ) L 1 x  =  I  b ( j )  L ?  v  . 
i = 0  j = 0
(D. 2)
D e f i n i n g  the m a t r i c e s  A and B as
A x = B v  . ( D . 3) 
To see what form A and B h av e ,  c o n s i d e r  the ca s e  where  
p = 2 and N = 5. For t h i s  example the m at r i x  B i s
( D . 2 )  b e c o m e s
1 0 0 0 0
b (1) 1 0 0 0
b (2) b (1) 1 0 0
0 b (2) b (1) 1 0
0 0 b (2) b (1) 1
As seen in t h i s  examp le ,  the e l ements  a l o ng  each d i a g o n a l  
a re  equa l  and the m at r i x  i s  l ower  t r i a n g u l a r .  The m at r i x  A 
has the same form.
As d e s c r i b e d  in Chapter  3, the  parameter  e s t i m a t i o n  
p roc edur e  r e q u i r e s  the g e n e r a t i o n  o f  n x 1 v e c t o r s  o f  the  
form y = B Given the m at r i x  B as  d e s c r i b e d  abo ve ,  we
a te  i n t e r e s t e d  in the s t r u c t u r e  o f  B S ince  B i s  l ower
t r i a n g u l a r ,  B ^ w i l l  a l s o  be l ower  t r i a n g u l a r .  A l s o ,  the  
e l ements  a l ong  the d i a g o n a l s  o f  B ^ a r e  e q u a l .  D e s i g n a t i n g  
the f i r s t  column o f  B ^ as  the v e c t o r
3_ = [ 3 ( 0 )  3 (1 )  • • •  3 ( N - 1 ) ] T , we have BJ3 = [ 1 0  . . .  0 ] T . 
Equat ing  the e l ements  o f  the l e f t  and r i g h t  hand s i d e s  o f
2 0 1
B ( k ) = - £ b { i ) M k - i ) ,  k = p r 
i = l
N - l
- 1For the p = 2 r N = 5 example used above ,  B i s  o f  the form
B
- 1
1 0 0 0 0
6(1) 1 0 0 0
6(2) S ( l ) 1 0 0
6(3) P(2) e c i ) 1 0
6 (4) 0 (3 ) a (2 > 3 (1 )  1
r 1 i s formed in the same_  nner a s  B ^ and has
the same p r o p e r t i e s :  l ower  t r i a n g u l a r  and equa l  e lements  
along  the d i a g o n a l s .  .
APPENDIX E
In Chapter  3 an e x p r e s s i o n  f o r  the e s t i m a t o r  o f  the  
v a r i a n c e  o f  a n o i s e  sequence  i s  d e v e l o p e d .  Two measures  o f  
the u s e f u l n e s s  o f  t h i s  e s t i m a t o r  a re  i t s  sample mean and 
v a r i a n c e .  The development  o f  the sample v a r i a n c e  o f  the  
e s t i m a t o r  r e q u i r e s  knowledge o f  the f o u r th  moment o f  a 
normal  random v a r i a b l e .
2
I f  n i s  a r . v .  w i th  d i s t r i b u t i o n  N ( p , a  ) ,  then the  
moment g e n e r a t i n g  f u n c t i o n  o f  n i s
M ( t )  = e x p { p t  + i  t 2 a 2 } . ( E . l )n ^
D i f f e r e n t i a t i n g  ( E . l )  w i th r e s p e c t  to t  g i v e s
( t )  = -^7 M_ ( t )  = (u + t a 2 ) M ( t )  . n a t  n n
j_r_
The i d e r i v a t i v e  o f  Mn ( fc) w i th  r e s p e c t  to t  i s
M ( l )  ( t )  = -^-=- M ( t )  n dfci  n
= (y + t a 2 ) ( t )
+ ( i  -  1) M ( l - 2 )  ( t )  . (E.  2)n
Equat ion ( E . 2 )  i s  v a l i d  f o r  i  >_ 2.
The i fc^  moment o f  n i s  found by e v a l u a t i n g  M ^ ^ ( t )  at  
t = 0.  Thus,  the  f o u r t h  moment o f  n i s
Mn4) (0)  = M4 + 6 m2 a2 + 3 a4 .
I f  E[n]  = p = 0 as  in  Chapter  3, the  f o u r t h  moment o f  n i s  
g i v e n  by
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