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RÉSUMÉ 
Cette étude propose d 'appliquer la méthode de télescopage de grille (aussi appelée 
grilles imbriquées ou cascade) à la Se génération du Modèle Régional Canadien du 
Climat (MRCCS) afin d'effectuer un test de faisabilité de ce modèle climatique à très 
haute résolution. La réduction d 'échelle dynamique est appliquée autant de fois que 
nécessaire afin d 'obtenir la résolution horizontale souhaitée, en terme d 'espacement 
entre deux points de grille : de 1' ordre de 1 km. Chaque intégration est pilotée par les 
résultats de la simulation précédente obtenue avec un maillage plus grossier. Il sera 
démontré que, théoriquement, le coût de calcul de chacune des simulations de la 
cascade peut être maintenu dans des limites acceptables en réduisant successivement 
la taille du domaine à aire limitée et en choisissant d 'effectuer des simulations 
épisodiques plutôt que des intégrations continues. En utili sant cette approche, la 
résolution peut alors être fortement augmentée sans engendrer un coût de calcul trop 
excessif. 
La cascade de cette étude consiste . en une suite de cinq simulations ayant des 
maillages horizontaux de 0.81 °, 0.27°, 0.09°, 0.03° et 0.01 °. Le domaine d' intérêt 
couvre essentiellement la vallée du Saint-Laurent, la vallée du Lac Champlain et les 
reliefs montagneux entourant ces deux vallées (les Appalaches, les Montagnes 
Vertes, les Montagnes Blanches, les Adirondacks et les Laurentides). La nécessité et 
la possibilité de simuler les phénomènes météorologiques de petites échelles associés 
aux reliefs précédents motivent cette étude et ce, dans le but d'éventuellement évaluer 
leurs impacts sur le climat passé, présent et dans le cadre des changements 
climatiques. 
ne étude des spectres de variance d' énergie cinétique a été effectuée afin d'évaluer 
le comportement et le développement dynamique des simulations. Les résultats ont 
montré que les temps d'ajustements des spectres après l'initiation des simulations 
étaient de moins de 12 heures et que cette durée diminuait au fur et à mesure que la 
résolution devenait fine. Ce temps d 'ajustement des spectres a passé de 12 heures 
pour la simulation de maillage grossier (0.81 °) à 50 minutes pour la simulation de 
maillage fin (0.0 1 °). Les résolutions effectives, qui représentent la longueur d'onde 
en dessous de laquelle les spectres sont dynamiquement suspects, ont été 
approximativement calculées à sept fois 1' espacement entre deux points de grille (en 
kilomètres) pour les simulations de la cascade. La distribution verticale de l'énergie 
cinétique horizontale donnée par les spectres a montré que l'énergie associée aux 
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petites (grandes) longueurs d'ondes se situait dans les bas (hauts) niveaux de 
l'atmosphère. La contribution du raffinement des grilles durant la cascade était 
surtout perceptible dans les champs de précipitation et de vent, ainsi que par leurs 
distributions d' intensités. Les champs de précipitation ont montré une augmentation 
de l'intensité des forts taux de précipitation lorsque la grille était raffinée, une 
conséquence d'un confinement en bande du champ, d'une diminution de la bruine et 
d'une augmentation de l'effet de la meilleure définition de la topographie dans le 
modèle. L ' effet de canalisation, qui induit des vents provenant du nord-est durant 
l'hiver dans la vallée du Saint-Laurent, était de plus en plus perceptible dans les 
simulations aux fines résolutions horizontales (0.09° et 0.03°, respectivement), alors 
qu' il était non simulé par les intégrations aux maillages grossiers (0.81 ° et 0.27°, 
respectivement). D 'ailleurs, une augmentation des fréquences et des intensités des 
vents près de la surface orientés le long de l'axe de la vallée du Saint-Laurent a été 
observée par les roses des vents du point de grille le plus près de la ville de Québec 
pour les simulations avec 0.09° et 0.03° de résolutions horizontales. 
Les résultats de cette étude ont non seulement montré la faisabilité de l'application de 
la cascade au MRCC5, mais aussi des résultats encourageants face à la simulation 
d'évènements climatiques de grandes importances à l'échelle locale . Cette étude est 
un premier pas dans la préparation de la prochaine génération de modèles climatiques 
à très haute résolution. 
MOTS-CLÉS : Modélisation Régionale du Climat, Très Haute Résolution, 
Cascade, Télescopage, Modèle Régional Canadien du Climat 
CHAPITRE! 
INTRODUCTION 
Les Modèles de Circulation Générale (MCGs), aussi connus sous le nom de Modèles 
du Climat Global, sont les outils les plus fondamentaux en ce qui concerne la 
modélisation du climat passé, présent et futur à l'échell e globale. Ces modèles 
mathématiques sont basés sur le système d'équations différentielles couplées de 
Navier-Stokes découlant de la physique du mouvement des fluid es atmosphériques de 
petites et grandes échelles. Depuis le milieu du 20e siècle, plusieurs centres de 
recherche sur le climat, de partout dans le monde, ont bâti leur propre MCG. Parmi 
ces nombreux centres, plusieurs se situent aux Etats-Unis : le National Center for 
Atmospheric Research (NCAR), le National Oceanic and Atmospheric 
Administration 1 Geophysical Fluid Dynamics Laboratory (NOAA/GFDL), le 
National Center for Environmental Prediction (NCEP), le Center for Ocean-Land-
Atmosphere studies (COLA) et le Goddard lnstitute for Space Studies (GTSS) de la 
National Aeronautics and Space Administration (NASA). D 'autres sont localisés en 
Europe, par exemple en France, il. y a l' Institut Pierre Simon Laplace (IPSL) à Paris et 
le Centre National de Recherches Météorologiques (CNRM) de Météo-France à 
Toulouse. En Norvège, il y a le Bjerknes Centre for Climate Research (BCCR), en 
Allemagne, le Max Planck Institute for Meteorology (MPI), en Italie, le Centra Euro-
Mediterraneo per i Cambiamenti Climatici (CMCC), en Russie, 1 'Instjtute for 
Numerical Mathematics (INM), et, au Royaume-Uni, le Hadley Centre for Climate 
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Prediction and Research (UKMO). Les quatre centres suivants se situent en Chine : 
le Beijing Climate Center (BCC), le National Key Laboratory of Numerical Mode ling 
for Atmospheric Sciences and Geophysical Fluid Dynamics (LASG), le First Institute 
of Oceanography (FIO) et le College of Global Change and Earth System Science 
(GCESS). Pour le Japon, il y a le Meteorological Research Institute (MRl) et le 
Center for Climate System Research de l'Université de Tokyo (CCSR). En Australie, 
il existe le Commonwealth Scientific and lndustrial Research Organisation 
Atmospheric Research (CSIRO) et, au Canada, il y a le Canadian Centre for Climate 
Modelling and Analysis (CCCma). La plupart de ces centres ont également une 
division qui se consacre à la Prévision Numérique du Temps (PNT) et les modèles de 
climat sont souvent basés sur les modèles de prévisions météorologiques. 
C'est le couplage des processus océaniques et atmosphériques qui a donné naissance 
aux premiers Modèles de Circulation Générale proposés par Manabe et Bryan (1969) 
du GFDL afin de permettre les premières simulations du climat. La composante 
océanique (OMCG) des MCGs modélise la circulation océanique ainsi que les 
processus d'échanges entre l'océan et l'atmosphère par le calcul de flux 
atmosphériques. Les OMCGs contiennent aussi une composante représentant la glace 
de mer qui intervient de nombreuses façons dans les processus de rétroaction 
impliquant la radiation atmosphérique et l'albédo de surface. La composante 
atmosphérique (AMCG) des MCGs consiste, d'une part, en un noyau dynamique qui 
intègre les équations décrivant l'écoulement atmosphérique et, d'autre part, en un 
noyau physique qui représente, explicitement ou implicitement, les processus 
physiques de sous-échelles. Le cœur dynamique des AMCGs résout de manière 
pronostique la pression de surface, la température, l'humidité (sous forme de vapeur 
d'eau et parfois d'hydrométéores) et les composantes du vent horizontal pour chaque 
point de grille à 1 'horizontale et pour chaque couche à la verticale. 
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Le tableau 1.1 montre plusieurs MCGs (2e colonne: sauf ceux en bleu), leur centre de 
recherche respectif (1re colonne), 1 ' évolution des maillages horizontaux (en terme de 
degré de latitude par degré de longitude) à travers les différentes versions des MCGs 
(3e colonne) et les références respectives à chaque version (4e colonne). Il est 
important de faire la différence entre la résolution du modèle et l' espacement entre 
deux points de la grille. Ces deux termes réfèrent à deux différentes longueurs 
d'échelles qui caractérisent la configuration de la grille d' un modèle numérique 
(Grasso, 2000). La résolution indique les échelles pouvant être résolues par le 
modèle, tandis que l'espacement entre deux points de grille représente la distance 
moyenne entre des points de grille adjacents pour une même variable (Pielke, 1991 ). 
Dans cette étude, l'espacement horizontal entre deux points de grille sera exprimé en 
kilomètres et parfois en degrés (0 ) lorsque le tenne « résolution horizontale » sera 
employé. 
Au fil du temps et avec un travail continuel de la part des modélisateurs, 
l' augmentation des ressources computationnelles n ' a pas seulement conduit à des 
meilleures résolutions horizontales, comme le montre la 3e colonne du tableau 1.1 , 
mais aussi à d'autres améliorations, notamment au niveau des différents schémas de 
paramétrisation inclus dans les AMCGs. Les schémas de paramétrisation sont 
incorporés dans la physique des AMCGs et servent à représenter de façon implicite 
les processus qui surviennent à des échelles spatiales de plus petites tailles que la 
distance entre deux points de grille du modèle (processus de sous-échelles). Les 
processus physiques non-résolus par les MCGs sont les transferts radiatifs, les 
interactions avec la surface terrestre, la formation des nuages et la convection. Les 
schémas radiatifs servent à décrire la représentation du rayonnement solaire d'ondes 
courtes et de la radiation terrestre d'ondes longues. Les schémas de surface calculent, 
sous forme de flux, les transferts de chaleur, d'humidité et de quantité de mouvement 
qui existent entre le sol (et les couches en dessous) et les couches atmosphériques 
près de la surface. La paramétrisation des nuages est une tâche difficile pour les 
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modélisateurs, car il existe plusieurs types de nuages dont les processus de formation 
et de couverture nécessitent des schémas implicites de représentation distincts. 
Premièrement, il y a les nuages de la couche limite tels que les stratocumulus et les 
stratus. Deuxièmement, il y a les nuages marqués par la discontinuité entre la couche 
limite et l'atmosphère libre, comme les petits cumulus non précipitants qui sont 
induits de la convection peu profonde. Troisièmement, il y a les nuages stratiformes 
non-convectifs (les stratus, les altostratus et les cirrus) de grandes dimensions 
spatiales. Finalement, il y a les nuages à grand déploiement vertical provenant de la 
convection humide profonde : les cumulonimbus et les nimbostratus. 
Malgré les complexités associées aux schémas de paramétrisation, comme le calcul 
des processus physiques ou le couplage des schémas entre eux et avec le modèle, les 
MCGs ont prouvé leur fiabilité quant à la reproduction du climat passé et présent aux 
échelles planétaires et continentales. Ils constituent le seul outil pour l'évaluation des 
conséquences des différents scénarios d'émissions de gaz à effet de serre associés aux 
changements climatiques tel que démontré dans les récents rapports du Groupe 
d'experts Intergouvernemental sur l'Évolution du Climat (GIEC). Le GIEC a pour 
mission d ' évaluer toutes les facettes (scientifiques, techniques, socioéconomiques et 
stratégies d'adaptation) associées aux conséquences des changements climatiques 
d' origine anthropique sur notre Système Terre (ST). Il existe quatre rapports: le 
premier était en 1990, le deuxième, en 1995, le troisième, en 2001 et le quatrième, en 
2007. Un cinquième rapport (ARS) sera publié en janvier 2014. Pour plus 
d' informations sur le GIEC consultez le site internet suivant : http://www.ipcc.ch/. 
C'est avec le couplage des différentes composantes de notre ST (atmosphère, 
hydrosphère, cryosphère, lithosphère et biosphère) que, depuis les dix dernières 
années, une nouvelle génération de modèles émerge : les Modèles du Système Terre 
ou les Earth System Models (ESMs; par ex. Hill et al., 2004). À titre d'exemple, les 
ESMs de certains centres de recherche sont identifiés dans le tableau 1.1 par la 
couleur bleue. Ces modèles se distinguent des MCGs par 1 ' incorporation de 
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composantes visant à coupler davantage de processus importants non seulement pour 
le climat, mais aussi pour l'ensemble du ST. Les ESMs incluent la chimie de 
l'atmosphère, les processus biogéochimiques des surfaces terrestre et océanique, et 
une description quantitative des cycles du carbone et de nitrates. Les scientifiques 
visent à inclure d'autres facettes du ST, comme les interactions avec la terre solide: 
les mouvements tectoniques, les changements géomorphologiques, les tremblements 
de terre et les éruptions volcaniques. La figure 1.1 montre les différentes composantes 
des ESMs (en noir et bleu), les composantes des MCGs (en noir) et les aspects qui ne 
sont pas encore incorporés dans les ES Ms (en vert). Le tableau 1.2 montre les 
différents modèles (MCGs et ES Ms) du tableau 1.1 utilisés pour 1' élaboration d'ARS. 
Pour plus d'information sur AR5 consultez le site internet suivant: http://cmip-
pcmdi.llnl.gov/. 
Les changements climatiques ont non seulement conduit à un réchauffement mondial, 
mais aussi à des effets sous-adjacents d'échelles plus locales. Par exemple, il y a les 
différences régionales occasionnées par les changements de la pression 
atmosphérique et des vents causés par l'augmentation du niveau moyen des mers. 
Cette augmentation étant fortement expliquée par la fusion et le retrait des glaciers, la 
fonte du pergélisol, le rétrécissement des lacs, la diminution de 1 'écoulement fluvial 
ainsi qu'une augmentation de la fréquence des coulées de débris et de glissements de 
terrain. Une intensification de la désertification et une augmentation de la fréquence 
et de l'intensité des conditions climatiques et météorologiques extrêmes (sècheresse, 
fortes pluies, grêle, foudre, tempêtes et températures élevées) ont également été 
observées comme conséquences régionales des changements climatiques (par ex. 
Wang et al., 2009). Les climatologues ont compris qu'avec les ressources 
computationnelles restreintes, les MCGs étaient impuissants face à la résolution de la 
circulation atmosphérique associée à des échelles spatiales locales (par ex. Alexandru 
et al. , 2007; Laprise et al., 2008). En effet, la distance moyenne entre deux points de 
grille des MCGs varie de 100 à 250 km (soit de 1° à 2.5°) alors que plusieurs 
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processus régionaux se produisent à des échelles spatiales de 50 km et moins. Il serait 
certes possible de simuler le climat avec des MCGs de fines résolutions horizontales 
( ~ 10 km ou 0.1 °), toutefois le coût informatique associé à de telles intégrations serait 
déraisonnable. 
C'est ainsi que, dans les années 1980, une alternative aux MCGs, qui avaient alors 
des maillages horizontaux de 3° à 5° (espacement entre deux points de grille de 300 à 
500 km), a été proposée. Cette alternative se base sur le concept de la mise à l ' échelle 
dynamique, il s ' agit des Modèles Régionaux du Climat (MRCs; Dickinson et al., 
1989; Giorgi et Bates, 1989) qui découlent directement des Modèles à Aire Limitée 
(LAMs) utilisés en PNT. Les domaines des MRCs sont restreints à des zones ciblées 
et leurs frontières latérales sont contrôlées par des variables de pilotage provenant 
d 'un MCG, d'un autre MRC ou de réanalyses ayant des maillages horizontaux plus 
grossiers . La technique de la mise à l ' échelle dynamique stipule qu ' au fur et à mesure 
que les variables de résolutions grossières des Conditions aux Frontières Latérales 
(CFLs) entrent dans le domaine du LAM, ce dernier est apte à développer les 
phénomènes de plus petites échelles associés à la meilleure résolution de la grille du 
LAM (Giorgi et Bates, 1989). L 'ensemble de base des CFLs contient la température, 
1 'humidité spécifique, la pression de surface et les vents horizontaux. Ces variables 
sont ensuite interpolées à l'horizontale et à la verticale sur la grille du LAM afin de 
guider la solution à l' intérieur du domaine. Une zone d'ajustement de quelques points 
de grille autour du LAM est nécessaire afin de réduire au maximum les artéfacts 
numériques créés par les CFLs (Davies, 1976). Il est souvent observé que les erreurs 
contenues dans les données pilotes (CFLs) sont transférées dans la solution du LAM 
toutefois, l ' utilisation d 'une même base physique et dynamique entre le modèle pilote 
et le LAM semble réduire l'effet du transport de l'erreur en limitant les apports qui 
viennent des différentes configurations des deux modèles (par ex. Diaconescu et al. , 
2007). La taille du domaine est aussi une caractéristique importante durant la mise à 
l 'échelle dynamique : elle doit être assez petite afin de ne pas diverger du pilotage et 
~~--------· --- ---- - - - - ----------- ----- -- --------------
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assez grande pour permettre le développement des fines échelles du modèle (Jones et 
al., 1995; Leduc et Laprise, 2009). La résolution horizontale des MRCs utilisée 
jusqu'à récemment se situe autour de 50 km. Le tableau 1.3 montre les MRCs (1re 
colonne) des différents centres de recherches (2e colonne) et certaines de leurs 
caractéristiques générales telles que l' espacement entre deux points de grille 
horizontaux (3e colonne), le nombre de niveaux à la verticale (4e colonne) et le 
nombre de points de grille dans la zone d'ajustement des CFLs (Se colonne). Plusieurs 
de ces modèles ont l' implantation du mode non-hydrostatique (6e colonne, ceux 
marqués d'un « oui ») et permettent ainsi des simulations avec des résolutions 
horizontales très raffinées ( < 0.1 °). Le mode non-hydrostatique consiste en 1' abandon 
de l' approximation hydrostatique qui négligait le terme de l'accélération verticale 
dans les équations qui régissent le modèle. Plus de détails concernant cette technique 
et ces conséquences sur les équations du modèle sont présentés dans 1' article de Y eh 
et al. (2002) qui est concentré sur l' implantation du mode non-hydrostatique au 
Global Environmental Multiscale Mode/ (GEM; Côté et al. , 1998a, 1998b ). 
Bien que par l'augmentation de la résolution horizontale, les MRCs améliorent la 
représentation de plusieurs aspects climatologiques régionaux importants (définition 
des montagnes, des lacs et des estuaires), la présence de schémas de paramétrisation 
est toujours requise. Le tableau 1.4 montre les différentes configurations des schémas 
de paramétrisation (surface, couche limite, radiation et convection, présentés dans les 
2e, 3e, 4e, et 5e colonnes, respectivement) pour les mêmes MRCs du tableau 1.3 . Avec 
la variété de schémas illustrée dans le tableau 1.4, il arrive que plusieurs possibilités 
de configuration (couplage de schémas) soient disponibles pour un même MRC. Par 
le fait même, des changements significatifs dans la paramétrisation physique entre les 
différentes versions d'un même modèle peuvent survenir, comme le montre les 
rangées 11 et 12 des tableaux 1.3 et 1.4 pour les différentes configurations entre la 4e 
et la se génération du Modèle Régional Canadien du Climat (MRCC). Les MRCs sont 
devenus des outils sophistiqués pour la simulation du climat présent et les projections 
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à long terme du climat futur sur des domaines limités et avec des maillages 
horizontaux variant entre 0.25° et 0.5°. Par exemple, le principal objectif du projet 
PRUDENCE (Christensen et Christensen, 2007) était de fournir, par une étude 
d'ensemble de MRCs, différents scénarios des changements climatiques sur l'Europe 
pour la fm du 21 e siècle. Les MRCs ont d'abord subit une première mise à l 'échelle 
dynamique de 0.5° de résolution horizontale et quelques modèles ont également 
effectué une deuxième mise à l'échelle de 0.2°. D' autres projets évoluent en parallèle 
en employant différents MRCs afin de fournir des informations semblables sur les 
différents scénarios des changements climatiques pour d'autres régions du globe. Par 
exemple, il y a NARCCAP (Meams et al. , 2009) sur 1 'Amérique du Nord, ARCMIP 
(Curry et Lynch, 2002) sur l' Arctique, CLARIS (Marengo et Ambrizzi, 2006) sur 
l'Amérique du Sud et RMIP (Fu et al., 2005) sur l'Asie. Le projet ENSEMBLES 
(Hewitt, 2005) est principalement concentré sur l'Europe et le projet CORDEX 
(Jones et al. , 2011) sur plusieurs régions du monde avec l' Afrique comme région 
focale. Les MRCs du tableau 1.3 utilisés lors de ces différents projets sont marqués 
d' un« X» dans le tableau 1.5 (voir liste des acronymes pour les noms des projets). 
Même avec des résolutions horizontales beaucoup plus fines que les MCGs, certains 
problèmes persistent et plusieurs processus physiques tels que le cycle hydrologique 
et les évènements extrêmes du climat (la précipitation intense, les différents types de 
précipitation et la convection) ne sont toujours pas résolus explicitement par les 
MRCs. Avec l'implantation du mode non-hydrostatique dans certains MRCs, des 
intégrations climatiques de très haute résolution ( < 0.1 °) deviennent possibles. 
Toutefois, à cause des ressources computationnelles restreintes, de telles intégrations 
nécessitent le développement de méthodes particulières par le biais de certains 
compromis. L'utilisation d'un MRC à des résolutions horizontales plus fines que 
0.15° (~ 15 km) est encore relativement rare. 
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C'est dans le but de préparer la nouvelle génération de MRCs à très haute résolution 
que cette étude propose d'appliquer la méthode de télescopage (aussi appelée cascade 
ou grilies imbriquées; cf. Hill, 1968) à la 5e génération du Modèle Régional Canadien 
du Climat (MRCC5; Hemandez-Diaz et al. , 2012). Le MRCC5 a été développé au 
Centre ESCER (Centre pour l'Étude et la Simulation du Climat à l'Échelle 
Régionale) de l 'Université du Québec à Montréal (UQAM). La méthode de cascade 
est fréquemment employée dans le cadre des PNTs de très courte durée et s'appuie 
sur le concept d'une série de mise à l'échelle dynamique de simulations imbriquées. 
Une première simulation de résolution grossière sert de CFLs pour la simulation 
suivante ayant un domaine imbriqué dans celui de la première simulation et avec une 
résolution horizontale plus fine. Cette deuxième simulation sert, à son tour, de 
pilotage pour une troisième imbrication de résolution encore plus fine et ainsi de 
suite, jusqu'à atteindre la fine résolution horizontale souhaitée. Dans cette étude, un 
maillage de 0.01 ° sera atteint, soit d 'environ 1 km. 
Les besoins et les possibilités d'augmenter la précision des simulations climatiques · 
par le biais de résolutions horizontales de plus en plus fines motivent cette étude. En 
effet, une fine résolution implique une meilleure définition de la topographie dans le 
modèle et, par le fait même, une meilleure simulation directe de tous les phénomènes 
se rattachant aux effets de surface. Par exemple, la très fine résolution pennettrait 
d' envisager la simulation des conditions météorologiques nécessaires à la formation 
et à la persistance de la pluie verglaÇante. Certaines études suggèrent que la 
combinaison de vents de surface du nord-est dans la vallée du Saint-Laurent et de 
vents du sud en altitude serait nécessaire à la formation et à la persistance de la pluie 
verglaçante (Laflamme et Périard, 1998; Stuart et Isaac, 1999; Cortinas, 2000; 
Cortinas Jr. et al. , 2004). Ainsi, pour permettre une étude de l'occurrence des pluies 
verglaçantes dans la vallée du Saint-Laurent, les modèles climatiques doivent avoir 
une résolution assez fine pour permettre la simulation des vents de canalisation qui 
sont causés par la topographie r~gionale . 
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Organisation du mémoire 
Suite à cette introduction, un article rédigé en anglais correspondra au chapitre II de 
ce mémoire. Cet article comprendra tout d 'abord l'Introduction (Section 2.1) dans 
laquelle une revue de la littérature et le contexte scientifique du sujet de cette étude 
seront présentés. Puis, il y aura la Méthodologie (Section 2.2) qui décrira 
1 ' implication et la configuration de l'application de la méthode de cascade au 
MRCC5 . Suivi de la présentation des Résultats (Section 2.3) qui sera concentrée sur 
l'analyse de deux champs dynamiques (vents horizontaux et énergie cinétique) et 
d'un champ physique (la précipitation). Finalement, un résumé et les conclusions de 
cet article seront formulés dans la Section 2.4. Le chapitre Ill correspondra aux 
conclusions de ce mémoire et le chapitre IV, aux références. 
CHAPITRE II 
MÉTHODE DE TÉLESCOPAGE APPLIQUÉE AU MODÈLE RÉGIONAL 
CANADIEN DU CUMA T (MRCC5) POUR UNE ÉTUDE DE FAISABILITÉ DE 
CE MODÈLE À TRÈS HAUTE RÉSOLUTION 
Comme mentionné plus haut, ce chapitre est présenté sous forme d 'un article 
scientifique rédigé en anglais. Les parties Introduction et Methodology présenteront 
les motivations et la description de la méthode de cascade. La troisième partie 
(Results) correspondra à l'élaboration et la discussion des résultats obtenus lors de 
l'étude et la dernière partie (Conclusions) sera une brève conclusion des points 
essentiels soulevés dans cet article. 
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Abstract 
Nested Regional Climate Models have become sophisticated tools for climate 
simulations. With grid spacing generally around 25 to 50 km, many physical 
processes can be explicitly resolved compared to coarser General Circulation Models 
using grid spacing between 100 to 250 km. Then, Regional Climate Models lead to 
better representation of sorne high-impact weather phenomena such as intense 
precipitation and orographie effects. Y et several climate impact applications cali for 
much higher resolution. 
This study proposes to apply the grid telescoping method (or cascade) to the fifth 
generation Canadian Regional Climate Model for a feasibility study of achieving very 
high-resolution climate simulations on grid mesh of the order of 1 km . The cascade 
consists in a suite of five one-way nested simulations with grid spacing varying 
roughly from 81 km successively to 27, 9, 3 and finally 1 km (spatial resolutions of 
0.81 °, 0.27°, 0.09°, 0.03° and 0.01 °, respectively). To maintain reasonable 
computational resources requirements, the length of the integrations are successive! y 
reduced by the same factor of three as the grid spacing decreases. 
The results are analysed in terms of precipitation and wind intensity/frequency 
distributions, showing a definite advantage of using very high-resolution meshes. 
Kinetic energy spectra are also computed to study the spin-up times and the effective 
resolutions as a function of the various simulations ' grid spacing. The results of this 
study tend to support the fact that very high-resolution climate simulations could soon 
become operationally feasible. 
Keywords: Regional Climate Modelling - Very High Resolution- Cascade -
Grid Telescoping- Canadian Regional Climate Model 
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2.1 Introduction 
Vilhelm Bjerknes was the first to consider weather forecasting as the principal 
objective for meteorological researchers. He suggested that weather forecasting 
should be considered as an initial value problem of mathematical physics: starting 
from observed initial state of the atmosphere, forecasts could be canied out by 
integrating the governing equations forward in time. Even with the trust of the 
emerging computers accessibility, the Jack of suitable computing facilities at that ti me 
(in 1895) did not allow solving such calculations as envisioned 
(http://earthobservatory.nasa.gov/Features/Bjerknes/bjerknes 2.php). 
The first computer models to be able to solve the atmospht:ric flow based on the 
quasi-geostrophic vorticity equation came with the pioneering work of Charney and 
Phillips (1953). The atmospheric simulations have since evolved with increasing the 
model ' s performance and the numerical solutions while using the best of the 
computational resources available. In 1965, Manabe's pioneers group, from the 
United States Weather Bureau (renamed the Geophysical Fluid Dynamics Laboratory 
in 1963), assembled a reasonably complete three-dimensional global model that 
solved the so-called primitive equations for an atmosphere divided into nine vertical 
levels (Manabe et al., 1965). They were the first to couple the oceanic and the 
atmospheric components (Manabe and Bryan, 1969) to evaluate the effects of 
doubling the atmospheric C02 concentration on the future climate (Manabe and 
Wetherald, 1975) while using a General Circulation Model (GCM). Today's GCMs, 
also known has Global Climate Models, couple atmospheric, oceanic and land-
surface components, and sometimes biogeochemistry processes. The GCMs have 
proved their reliability to reproduce the past and present climates, and constitute the 
primary tools for making projections of future climate as a result of anthropogenic 
effects (Intergovernmental Panel on Climate Change; Parry et al. , 2007). Owing to 
their tantamount computational cost resulting from their complex formulations, the 
need to carry multi-century long to achieve dynamic equilibrium and the need to 
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obtain statistical significance with ensemble simulations, GCMs employ coarse 
resolutions, too coarse for most regional climate-change impacts studies (Grotch, 
1988; Mearns et al., 1990; Giorgi and Coppola, 2010). Operational GCMs employ 
meshes with grid spacing varying between 100 and 250 km thus precluding the 
resolution of mesoscale processes. Reducing the grid spacing of GCMs is still too 
prohibitive because of insufficient available computational resources for most 
research centres. 
An alternative approach was proposed in the late 1 980s: nested Regional Climate 
Models (RCMs; Dickinson et al. , 1989; Giorgi , 1990), also known in Numerical 
Weather Prediction (NWP) as Limited-Area Models (LAMs). Based on the concept 
of dynamical downscaling, the LAM domain is restricted to a study region (typically 
the size of a continent) and the lateral boundary conditions (LBCs) are provided by 
coarser resolution model. Over the past two decades, RCMs have become 
sophisticated tools for the present-day simulations and long-term projections of future 
climate. Many regional processes can be well resolved with typical RCMs ' grid 
spacing around 25 to 50 km. However, the horizontal resolution still too coarse for 
proper representation of important weather and climate features that may have direct 
impacts on human society and ecosystems. With the need to produce higher spatial 
resolution climate integrations, a very recent method has been employed in NWP and 
is called the grid telescoping or cascade (Hill , 1968; Chen and Miyakoda, 1974; Hart 
et al. , 2005; Lean et al., 2008; Rife et al. , 2009; Mailhot et al. , 20 12). The cascade is 
based on a suite of dynamical downscaling nested grid sim ulations with larger 
domain simulation using com·se spatial resolution and smaller domain simulations 
successively employing finer horizontal resolution. Each new domain of the cascade 
uses LBCs provided by the closest coarser spatial resolution simulation' s outputs. 
This method is permitted with the implementation of the non-hydrostatic mode in 
certain RCMs and allows very high-resolution climate integrations (grid spacing < 10 
km). 
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Recent projects have been developed to apply the grid telescoping method to climate 
models. For example, Trapp et al. (2007) have tested two telescoping methods 
investigating the possible changes in the frequency, the intensity and the geographical 
distribution of severe historical extreme convective precipitating storms. For the first 
cascade, the National Centers for Environmental Prediction and the National Center 
for Atmospheric Research (NCEP-NCAR) Reanalysis Project (NNRP; Kalnay et al. , 
1996), data available at 2.5° of latitude/longitude resolution, is used to drive the 55-
km grid spacing hydrostatic International Centre for Theoretical Physics Regional 
(ICTP) Climate Model, version 3 (RegCM3 ; Pal et al. , 2007). The 55-km RegCM3 
results are then used to drive the 27-km grid spacing Weather Research and 
Forecasting model (WRF; Skamarock and Klemp, 2008). To fini sh the first 
telescoping, the 27-km WRF provides LBCs for the 9-km WRF, which in tmn drives 
the 3-krn convection-permitting WRF for two different periods of 30 homs. The 
second telescoping method uses the 27-km WRF, directly driven by the NNRP data, 
for the same following cascade to 9-km WRF and to 3-km convection-pe1mitting 
WRF. The domain of RegCM3 covers the entire United State continent and is 
reduced successively to cover approximately the width of a single state (Indiana and 
North Texas States) in the 3-krn WRF. The solutions of the first method were inferior 
to_ those from the second method, due to the large sensitivity of the WRF location 
within the RegCM3 domain. This study showed the ability of the two telescoping 
methods (especially the second one) to investigate convective precipitation storms. 
The success seems to reside in the good representation of the large-scale feature 
provided by LBCs and in the skill to develop finer scales. 
A very recent study at the Institute for Atmospheric and Climate Science (Swiss 
Federal Institute of Technology of Zurich) uses the non-hydrostatic version of the 
Consortium for Small-scale Modeling Climate Limited-area Model (COSMO-CLM 
version 4.14; Doms et al. , 2005) to evaluate a ten-year (1998-2007) cloud-resolving 
climate integration. The Interim reanalysis (ERA-Interim; Simmons et al. , 2007), 
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developed at the European Centre for Medium-Range Weather Forecasts (ECMWF), 
are used to drive the 12-km grid spacing COSMO-CLM. Next, the 12-km COSMO-
CLM provides LBCs for the 2.2-km COSMO-CLM cloud-resolving model. 
Differences in temperature and precipitation fields ' biases between the 12-km and the 
2.2-km simulations are found to be comparatively small for both summer and winter 
seasons. However, the 2.2-km integration improves the simulation of the timing 
summer convection and captures quite well the extreme precipitation, while the 12-
km simulation underestimates the frequency and the intensity of extreme precipitation 
(Ban et al. , 2013 ). 
Another cascade method is employed in the NCAR Nested Regional Climate Model 
project (NRCM; Done et al. , 2012). NRCM combines the dynamic of the WRF 
model and the subgrid-scale parameterizations of the Community Climate System 
Mode] (CCSM; Collins et al., 2005). The 36-km hori zontal grid spacing NRCM, 
driven by the NNRP data, provides LBCs to the 12-km NRCM. The simulations are 
performed over the North Atlantic to study the tropical cyclones climate variability 
and changes over two future periods (2020-2030 and 2045-2055). The results showed 
that the 36-km simulation cannot resolved weil intense hurricanes, while the 12-km 
simulation is more accurate for the representation of the observed number of storms ' 
tracks (27 observed storms, 28 simulated stonns for 12-km and 18 simulated storms 
for 36-km). The third step of the cascade is a 4-km NRCM simulation driven by the 
1 2-km simulation outputs; however the analysis of the 4-km results is not yet 
available at the ti me of writing (Do ne et al. , 20 12). 
Finally, the Wegener Center of the University of Graz in Austria coordinated the 
Local Climate Model Intercomparison Project (LocMIP; Prein et al., 20 11) for a very 
high-resolution RCMs intercomparison study. The grid telescoping is applied to four 
different climate models: two versions of the COSMO-CLM (4.0 and 4.8), the WRF 
climate mode] version 2.2.1 (Skamarock et al., 2005) and the fifth-generation 
18 
Pennsylvania State University/NCAR Mesoscale Madel version 3.7.4 (MM5; Greil et 
al. , 1994). Climate cascades were performed with these four models for two periods 
(June-July-August 2007 and December-January-February 2007-2008) in the Austrian 
Alps region. The Integrated Forecasting System (IFS; Gregory et al. , 2000) analyses 
of 25-km grid mesh (provided by ECMWF) furnish LBCs to the three 10-km grid 
spacing models. The 10-km models ' outputs were then used to drive the .non-
hydrostatic 3-km simulations, which in tum, drave the non-hydrostatic 1-km 
simulations. Two domains are evaluated in the Alps region, one in a mountainous 
orography and the other in a valley region. This group benefited from the lntegrated 
Nowcasting through Comprehensive Ana1ysis (INCA; Haiden et al. , 2011) on 1-km 
mesh consisting in a combination ofNWP and observations from the Central Institute 
for Meteorology and Geodynamics to compare their very high-resolution simulations 
with. They evaluated principally four variables (temperature, relative hwnidity, 
precipitation and global radiation) in three different ways (mean climate, spatial and 
temporal features) . In general , they noted an overestimation in the mountainous 
regions and an underestimation in the valley regions of the precipitation fi eld with the 
increasing spatial resolution. They also observed an increase of the mean 
precipitation biases due to the explicitly resolved convection at 3-km and 1-km grid 
spacing. They conclude that there are larger differences between the different models 
than between the resolutions ' steps of each madel cascade. 
The results of these last studies are encouraging for very high-resolution climate 
models using telescoping method. However, the climate modelling at horizontal grid 
spacing between 1 km and 10 km is far from being established and no systematic 
intercomparison or evaluation of non-hydrostatic RCMs has been conducted so far 
( except for LocMIP). The overall goal of this study is to apply the cascade method to 
the fifth generation non-hydrostatic version of the Canadian Regional Climate Model 
(CRCM5; Zadra et al. , 2008; Hemândez-Diaz et al. , 2012) to make a feasibility study 
of this very high-resolution mode!. It may be a preparation for the next generation of 
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very fine-scale resolving climate integrations. Climate simulations at fine-resolving 
scales have the main advantage to resolve the topography and the surface fields more 
accurately than coarser RCMs. In fact, in NWP, cloud-resolving integrations have 
already proven to yield a more realistic precipitation pattern and especially over an 
orographically complex areas (Mass et al. , 2002). For example, the very fine 
resolution simulation would consider the simulation of the needed meteorological 
conditions for the formation and the duration of freezing rain. The freezing rain in a 
valley region is almost caused by the channelling effect caused by the detailed 
topography. Thereby, climate occurrence studies of such high-impact weather 
phenomena should be permitted with very high-resolution simulations. However, 
significant obstacles exist with high-resolution regional climate simulations. Indeed, 
there exists no adequate evaluation dataset due to poor availability of suitable 
observations. There are also the restricting factors associated with the limited 
computational resources and storage capacity. The major obstacle is the complexity 
of the parameterization of the ensemble effect of subgrid-scale physical processes. In 
fact, the parameterizations used by climate models are typically built for grid spacing 
coarser than 25 km and the spatial resolution at which sorne schemes have to be 
modified ( e.g. tumed off) is not clear y et. It may be somewhat premature now to 
launch long-term simulations of past and future climates at local scales, but there is 
belief that in some near future, long-term climate integrations at grid spacing less 
than 4 km might become a standard. 
This paper is organised as follows. The methodology (Section 2.2) presents the 
CRCM5 cascade pragmatic consideration (sub-Section 2.2.1) and configuration (grids 
description, time characteristics, parameterizations and lateral boundary conditions; 
sub-Section 2.2.2). Results are presented in Section 2.3 and separated in three sub-
Sections. The first one (sub-Section 2.3.1) is the dynamical wind fie lds' analysis with 
intensity/frequency/direction diagrams. The second part (sub-Section 2.3.2) of the 
results is the computation and the dynamical evaluation of the kinetic energy variance 
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spectra using spin-up times and effective resolutions. The last results' sub-Section 
(2.3 .3) is concentrated on the physical analysis of the cascade precipitation fields and 
their related intensity distributions. Finally a summary of the findings and 
conclusions are presented in Section 2.4. 
2.2 Methodology 
Professor René Laprise at the University of Québec in Montréal initiated the 
development of the first-generation Canadian Regional Climate Model (CRCM; 
Laprise et al. , 1997). The fifth-generation CRCM (CRCM5; Hernandez-Diaz et al. , 
2012) is based on the Canada Global Environment Multiscale (GEM; Côté et al. , 
1998a, 1998b) mode! in its LAM version (Zadra et al. , 2008). The mode! GEM uses a 
two-time-level implicit semi-Lagrangian marching scheme with a horizontal 
discretization based on an Arakawa staggered C-grid and a terrain-following 
hydrostatic-pressure vertical coordinate (Laprise, 1992). Yeh et al. (2002) 
implemented a fully elastic non-hydrostatic option in the LAM mode of the CRCM5. 
Dropping the hydrostatic approximation allows proper consideration of the vertical 
acceleration terms in the equations that govem the mode!. Most CRCMS subgrid-
scale physical parameterizations (radiation scheme, surface scheme, convection 
schemes and condensation scheme) have been taken from a combination of Meso-
Global and Regional (15-km grid spacing) modules. The cascade of this study 
consists in a suite of five one-way nested CRCMS simulations with horizontal mesh 
of 0.81 °, 0.27°, 0.09°, 0.03° and 0.01 ° (roughly grid spacing of8 1 km, 27 km, 9 km, 
3 km and 1 km, respectively). Before describing the CRCM5 cascade configuration, 
pragmatic consideration associated with the grid telescoping method will be 
discussed. 
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2.2.1 A Pragmatic Consideration: the Cascade Computational Cost 
The main objective of the grid telescoping is to obtain very high-resolution climate 
integrations while maintaining reasonable computational resomces requirements. 
Let's start with the GCM computing time, which can be expressed as: 
(2.1) 
where CccM is the computing time (hereinafter simply referred to as the cost), K is the 
average cost per grid point, Nx and Ny are the numbers of grid points along the 
horizontal x- and y-axis, respective! y, Nz is the number of vertical levels and N1 is the 
number of time steps required to complete the simulation. K is a complex function of 
the hardware, software and complexity of the model. Hardware considerations, such 
as processor's speed, architecture and degree of parallelism, are of paramount 
importance to establish the cost. The software, such as the optimisation of the code 
for a given architectme and the choice of the numerical algorith:ms to discretize the 
equations (e.g. explicit Vs implicit, Eulerian Vs semi-Lagrangian) can significantly 
influence the cost. The complexities of the model , such as whether the model fully 
couples the atmosphere to the ocean, the details of the land-surface representation and 
the parameterization of the subgrid-scale processes can also considerably affect the 
cost of the model. The time needed for reading the inputs variables and for writing 
the archives of the simulated climate variables is another important factor in the 
computing cost. 
The numbers of grid points Nx and Ny are directly linked to the horizontal grid spacing 
(L1x and L1y) and to the horizontal dimensions of the domain (Lx and Ly). Similarly, Nz 
is associated to the vertical grid spacing (L1z) via the height of the computational 
domain (Lz), and finally N1 is connected to the time step (L1 t) and the length of the 
simulation (L1) . The relation ofthese associations is: 
22 
L· A . l Lll =-
Ni 
(2.2) 
where i = {x,y,z,t}. Uniform horizontal grid spacing is assumed subsequent! y for 
simplicity (Llx = Lly) and hence the cost of a GCM can be expressed as: 
(2.3) 
Once Llx is fixed, there are physical and numerical constraints on .Jz and Llt. Lindzen 
and Fox-Rabinowitz (1989) have shown that consistency is necessary between Llx and 
Llz. At synoptic scales, the following condition should be respected: 
Llz 
Llx 
f 
n 
(2.4) 
where f and ll are respectively the Coriolis parameter and the Brunt-Vaisala 
frequency. At convective scales, isotropy of the mesh is desirable: 
Llz 
Llx 1 (2.5) 
In the following, we will take for generality Llz = r.Jx, in which r = 1 for convective 
scales and r =Jill for synoptic scales. Often however, these constraints are not 
respected in practice, especially at synoptic scales. The time step must respect 
constraints as weiL The Courant-Friedrichs-Lewy non-dimensional number is defined 
as: 
u Llt 
CFL = Llx (2.6) 
In explicit Eulerian schemes, U is the sum of the maximum wind speed and the phase 
speed of the fastest waves, while in implicit Eulerian schemes, U is the maximum 
wind speed only. In Eulerian time marching schemes, numerical stability requires that 
---------------------- ---------- -----------------------------., 
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CFL :S 1, while semi-Lagrangian transport schemes can greatly relax this condition to 
C FL :S 5 (Robert, 1981 ). In the following, we will consider for generality that the ti me 
step is L1t = CFL L1x 1 U, where CFL is a quantity of an order of 1. Replacing the 
constraints on L1z and L1t in the cost equation (2 .3), we obtain: 
(2.7) 
For given software, computer hardware and meteorological regime, parameters K, r 
and CFL are not under the direct control of the user. For a GCM, the horizontal 
domain (Lx x Ly) covers the entire globe, Lz is heavily constrained to cover the 
troposphere and at least the lower stratosphere, and the length of simulation is an 
order of severa! decades for statistical significance of the simulated results. Hence, 
the cost is inversely proportional to the fowth power of the horizontal grid spacing. 
As mentioned before, the condition on L1z is not al ways respected, in that case, Nz and 
L1z can be fixed arbitrarily and the cost becomes an inverse function of the third 
power of the grid spacing: 
(2 .8) 
The above considerations pertain to a GCM. Considering now the LAM cascade case, 
the choice of the domain size (Lx and Ly) becomes under the control of the user and if 
on chooses to maintain the same number of horizontal grid points (Nx = Ny) between 
each simulation ( accept to reducing the domain size as the grid spacing becomes 
finer) , then the cost of one integration in the cascade becomes inversely proportional 
to the first power of the grid spacing: 
(2.9) 
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Under the above assumptions, the cost of an RCM simulation varies only due to the 
changing parameters L, and .dx. If furthermore the period of integration is diminished 
by the same factor as the grid spacing, the ratio L/ .dx remains constant: 
CLAM= Q (2.10) 
with, 
Q = KU NzLtNi (2. 11 ) CFL tu 
Obviously, the costs of the intermediate integrations contribute to the total cost of the 
cascade: 
Ccascade = TJ Q (2.12) 
where TJ is the total number of steps during the telescoping. It is important to recall 
that equation (2.12) is obtained under the assumption that K, U and CFL are invariant 
as a function of resolution, and with the constraint that Nz, Ny, N, and ratio L/ .dx are 
kept the same for all simulations of the cascade, i.e. reducing the domain sizes and 
the integration periods by the same factor as the grid spacing is decreasing. 
Statistical significance is, of course, an important issue when the length of 
simulations is involved. For example, considering a 30-years period as a canonicat 
minimal period for a general circulation in the atmosphere and assuming that one 
were to make cascade of simulations ranging from 81 km to 1 km by steps of three 
(five simulations). Maintaining a constant ratio of L/.dx would imply that the 1-km 
simulation period should be 135 days long. If one accepts to only activate the 1-km 
simulation for episodes of interests ( e.g. frontal passages) of one-day period at a time 
(i.e. L, (.dx = 1 km) =1 day), this means that 135 such episodes could be simulated at 
very high resolution. Given that the episodes could be chosen to be associated to a 
diversity of synoptic conditions and would be independent of one another, 135 would 
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appear a reasonable nurnber to obtain statistical significance of the simulated high-
impact weather event of interest. 
2.2.2 The CRCMS Cascade Configuration 
All information described in Section 2.2.2 is summarized in the table 2.1 , where the 
colurnns correspond to the five simulations of the cascade and the rows are the 
different types of configuration, which correspond to the di:tierent sub-Sections 
(2.2.2.1 to 2.2.2.4) in the text. 
2.2.2.1 Grids Description 
As mentioned before, a suite of CRCMS simulations is performed with horizontal 
grid mesh of0.81 °, 0.27°, 0.09°, 0.03° and 0.01 ° (hereinafter referred to as d81 , d27, 
d9, d3 and dl , respectively). The domains are square and centred on Montréal, 
Canada (45°30'N, 73°35'W), as shown the figure 2.1. The d81 simulation has 200 x 
200 grid points in the horizontal and the four other simulations ( d27, d9, d3 and d 1) 
have roughly the same number of horizontal grid points: 225 x 225. The sponge zone 
(Davies, 1976) is 10 points around the perimeter of the domains and all simulations 
use 56 levels in the vertical. 
As the resolution is becoming finer, the representation of the topography in the model 
is more complex (as shown the grey ton es in figure 2.1) and the surface can exerts a 
larger influence on the atmospheric flow. Severa! climatological fields can be 
influenced thermally or dynamically by the presence of mountains or valleys and the 
representation of orography in the model becomes very important. Figure 2.2 shows 
that the d3 's region is essentially covering the St-Lawrence River Valley (SLRV) 
with the Laurentian Mountains to the northwest and the Appalachians to the 
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southeast. The d3 domain also covers a pmi of the Lake Chmnplain Valley (LCV) 
with the Adirondacks on the west side and the Green Mountains on the east side. 
More specifically, the SLRV is a southwest-northeast oriented valley starting from 
Lake Ontario, passing through Montréal City (red point in figure 2.2), Québec City 
(blue point in figure 2.2) and ending in the St-Lawrence Gulf. The LCV is a noiih-
south valley extending from the border of New York State to the Hudson River 
Valley. The mean width of SLRV is 50 km, ranging from 3 km near Québec City to 
90 km nem· Montréal, while the mean width ofLCV is roughly 30 km. 
2.2.2.2 Time Characteristics 
The model's time steps are 30 min, 10 min, 200 s, 60s and 20 s for d8l , d27, d9, d3 
and dl , respectively, corresponding to roughly the same CFL numbers (assuming U is 
roughly the same for the five simulations). The lengths of the integrations are 6 
months, 4 months, 3 months, 1 mon th and 15 continuo us da ys fo r d81 , d27, d9, d3 
and d 1, respective! y. The respective dates are identified in table 2.1 and the 15 da ys 
of the common period are from 0000 UTC 12 February to 0000 UTC 1 March 2002. 
Clearly statistical significance will not be achieved with such shmt simulation period 
and it does not correspond to a constant L/iJx ratio. The mean reason is because this 
study aims at demonstrating the feasibility of the proposed approach rather than the 
validation of the simulated results and technique experimentation is desired. Winter 
period is chosen to reduce potential issues related to deep convection, as deep 
convection is less active in winter period over the study domain. The archivai time 
intervals are modified from a simulation to another to be consistent with the required 
intervals of the LBCs (to be discussed later); the archivai time intervals are 3 h for 
d81 and d27, 1 h for d9, 20 min for d3 and 5 min for dl. 
27 
2.2.2.3 Parameterizations 
Parameterizations are used to represent the average effect of the subgrid-scale 
processes such as turbulence, cloud, microphysics and convection, in tenns of the 
model prognostic variables. In principle, a refinement of the model resolution should 
be accompanied by certain adaptations of the parameterization schemes and their 
parameters. In practice however, some components of the parameterizations are less 
sensitive than others and do not require changes over a wide range of scales. For 
exarnple, the representation of the heat, moisture and momentum fluxes between the 
land surface and the atmosphere is robust over a very wide range of resolutions, then 
the CRCM5 uses the Canadian Land Surface Scheme version 3.5 (CLASS3 .5; 
Verseghy, 2000, 2008) for all simulations of the cascade. The terrestrial and solar 
radiation transfers are fonnulated in terms of correlated-K radiation scheme (CKRS; 
Li and Barker, 2005) for all simulations. Also, there exist four distinct schemes to 
represent four different types of clouds in the CRCM5. The first scheme is 
MOISTKE (Tiedtke, 1989; Benoit et al. , 1989), this scheme is used to represent the 
boundary-layer clouds including stratocumulus and stratus. The second cloud scheme 
represents the top of the atmospheric boundary layer (small cumulus, altocumulus 
and altostratus), which corresponds to an unresolved discontinuity in climate models 
and hence, the uplift of the rnixed-layer humidity has to be parameterized by a 
shallow-convection cloud scheme (KSCCS; Kuo, 1965; Bélair et al. , 2005). Ail these 
last parameterization components (CLASS3.5, CKRS, MOISTKE and KSCCS) 
remain unchanged during each simulation of the cascade. 
However, as the grid spacing diminishes, there are sorne processes that become 
explicitly resolved and it is not necessary to parameteri ze them anymore. The 
hydrostatic d81 , d27 and d9 simulations use the diagnostic condensation scheme 
(CONSUN; Sundqvist et al. , 1989) that represents the third type of clouds (stratiform 
or non-convective clouds) for large-scales precipitation. As opposite, the d3 and dl 
are non-hydrostatic simulations and use the double-moment bulk microphysics 
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scheme (MYDM; Milbrandt and Yau, 2005a, 2005b). The prognostic condensation 
scheme (MYDM) is responsible for the release of latent heat associated with the 
cloud and precipitation formation. The Milbrandt and Yau microphysics scheme 
provides detailed information on the different types of precipitation (snow, rain, 
graupel and hail), while in the Sundqvist scheme, the precipitation type is diagnosed 
via an empirical algorithm (bourge 3D) developed by Bourgouin (2000). Deep moist 
convection gives rise to the fourth type of clouds, an important issue with high-
resolution modelling. In fact, using convective parameterization schemes at fine 
scales can violate sorne hypotheses and assumptions that are at the base of those 
schemes (Arakawa and Chen, 1987; Molinari and Dudek, 1992). Convective 
parameterization is used to predict the collective effects of many convective clouds 
(cumulonimbus and nimbostratus) that may exist in the grid as a function of large-
scale processes and, conversely, the predicted convective precipitation consists in a 
direct feedback to the large-scale processes. Convection processes have large effects 
on the generation, destruction and redistribution of the heat and moisture in the 
atmosphere. The resulting clouds play an important role in the surface heating, the 
atmospheric radiation and the vertical stability. In his NWP study, Gérard (2007) 
defined a "grey-zone" for grid meshes between 1 km and 10 km where deep 
convection is partly resolved and partly a subgrid-scale process. lt is not clear yet 
where in this grey-zone the use of the convection parameterization is necessary 
(Gérard et al. , 2009; Piriou et al. , 2007; Bengtsson et al. , 201 3). Yu and Lee (2010) 
used the MM5 version 3.7.0 (Dudhia, 2005) to do sorne tests about convective 
parameterization in the grey-zone using 9-, 6- and 3-km grid meshes simulations. 
They found that the 3-km simulation is sufficient to resolve the convection band 
considered in their study so that convective parameterization may not be necessary. 
On the other hand, the 9-km simulation is not sufficient to reproduce the deep 
convection and such parameterization tends to suppress the development of the 
reso1ved convective band. Sorne studies find that grid meshes finer than 1 km are 
required to explicitly resolve convective clouds (Arakawa and Chen, 1987; Molinari 
---------------------
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and Dudek, 1992; Petch et al. , 2002; Bryan et al., 2003; Craig and Dornbrack, 2008), 
while other" studies find that coarser meshes (such as 4 km) appears to be sufficient to 
explicitly resolve convection (Weisman et al., 1997; Deng and Stauffer, 2006). 
Clearly this calls for further investigation to extend the generality of these 
conclusions; furthermore such tests have not yet been made with climate models . In 
our study, the deep convection was turned off and the explicit cloud microphysics 
turned on for simulations with 3-km and 1-km meshes. For coarser grid spacing (d81 , 
d27 and d9) simulations, the deep convection was parameterized with the KFC 
scheme (Kain and Fritsch, 1990). Finally, for simulations with grid meshes of 9 km 
and coarser, a gravity-wave drag (GWD86: McFarlane, 1987) is used to parameterize 
the drag exerted on the large-scale flow due to the ensemble effect of non-resolved 
mountain-induced gravity waves, as well as low-level orographie blocking (Zadra et 
al., 2003 ). With fin er grid spacing ( d3 and d 1 simulations), the better representation 
of the topography renders unnecessary these parameterizations. 
In summary, sorne parameterization schemes have to be changed during the cascade 
as a direct effect of changing resolution. These schemes are the large-scale 
condensation or cloud microphysics schemes, the empirical diagnostic vs. prognostic 
precipitation algorithms, the deep convection scheme and the gravity-wave drag for 
low-level orographie blocking. On the other band, there did not appear to be any need 
to adjust other schemes such as the land-surface scheme, the radiation scheme, the 
shallow-convection scheme and the boundary-layer scheme. 
2.2.2.4 Lateral Boundary Conditions 
The key for the cascade's success is the control exerted by the coarser resolution 
LBCs upon the finer resolution integrations. The d81 simulation is driven, at 6-hourly 
intervals, by the ERA-Interim data, availab1e tous on a 2° mesh. The d81 results are 
then archived and used to drive the d27 at 3-hour1y intervals. The d27 provides the 
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LBCs at hourly intervals for two sets of d9 simulations (named d9 and d9 _pilots). As 
mentioned before, the 9-km mesh marks the transition between hydrostatic and non-
hydrostatic simulations, and the corresponding changes in the parameterizations. Two 
sets of9-km mesh simulations are perfonned with hydrostatic dynamics, but one uses 
large-scale parameterizations (denoted d9) and the other (denoted d9 _pilots) uses the 
prognostic cloud and precipitation microphysics scheme of Milbrandt et Y au (2005a, 
2005b ). Then, the d9 simulation is the one presented in the results analysis, while 
d9 _pilots is only used to provide all variables required for the d3 simulation. The 
d9 _pilots LBCs include new hydrometeors ' masses (Qc, Qr, Qn, Qi, Qg, Qh) and new 
hydrometeors ' concentrations (Ne, Nr, Nn, N, Ng, Nh) where, c stands for cloud, r for 
rain, n for snow, i for ice, g for graupel and h for hail. The cyan words in table 2.1 
represent the configuration differences between d9 and d9 _pilots, and the purple 
words are those between d9 _pilots and d3 . Then, the d9 _pilots simulation provides 
driving data for d3 at 20-min intervals and the last simulation of the cascade ( d 1) is 
driven by d3 's data every 5 min. 
A central issue with the cascade technique is the choice of the grid mesh and the 
domain size. Indeed, the domain should be large enough to allow the development of 
the small scales features, but small enough to ensure control by the driving data as 
weil as limit computational cost (Jones et al. , 1995; Leduc and Laprise, 2009). Hence 
a compromise should be achieved between the domain size and the grid mesh and 
what constitutes the optimal resolution jump between the regional model and the 
driving data is not universally accepted. ln their cloud-resolving simulations, Clark 
and Farley (1984) showed that the maximum acceptable resolution jump was about a 
factor of three. Other studies found that much larger resolution steps were acceptable 
(e.g. Beek et al., 2004; Suklitsch et al., 2008) and for NWP applications, the 
resolutionjump is often smaller than three (e.g. Mailhot et al. , 2012). For their 45-km 
mesh simulations, Denis et al. (2003) showed that a factor of ten appears acceptable 
for regional climate modell~ng. The RCM domain size have to be a large enough and 
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a rule-of-thurnb seems to be that the domain should be larger than 10 grid points of 
the driving data (0. Christensen, DMI, persona! communication). However, the 
resolution jump of three between the driven data and the finer LAM simulation seems 
appropriate for this study. 
2.3 Results 
The Section 2.3 is dedicated to the analysis of the cascade results . The results are 
divided in three sub-Sections, the first part will talk about the analysis of the dynamic 
wind fields (2.3.1), the second partis the kinetic energy spectra analysis (2.3.2) and 
the last pmi is the physical interpretation of the precipitation field (2 .3 .3). 
2.3 .1 Dynamical Analysis of Wind Fields 
2.3 .1.1 High-Resolution SLRV Channelling Effect 
Low-level winds are important variables that are directly affected by the topography. 
The phenomenon of channelling refers to the tendency of the winds to blow more or 
less parallel to the valley axis for a variety of wind directions above the valley 
(Eckman, 1998; Weber and Kaufmann, 1998; Kossmann and Sturman, 2003 ; Nawri 
and Stewart, 2006). The surface winds from northeast direction observed in the 
SLRV during winter at Montréal city (red point in figure 2.2) and during throughout 
the year at Québec city (blue point in figure 2.2) are, most of the time, due to the 
pressure-driven channelling concept associated with the SLRV presence (e.g. 
Roebber and Gyakum, 2003; Carrera et al. , 2009). The synoptic flow in the free 
atmosphere is essentially in geostrophic balance, while in the low levels, the fl ow 
interacts with the valley and an imbalance is induced in the equations of motion: the 
Coriolis force is no longer balancing the pressme gradient force. The inertial terms 
and the friction force introduce smface-wind channelling along the valley. Figure 2.3 
~~~-~~---------------------------, 
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shows different types of winds induced by the pressure-driven channelling in the 
SLRV, the northeast winds are represented in (a) and southwest winds in (b). In 
~ situation of low roughness and stable atmospheric conditions, the valley winds can 
become very strong with the direction along the valley from high to low synoptic 
pressure. 
Figure 2.4 shows typical northeast SLRV winter winds of the cascade simulation as 
theoretically schematized by figure 2.3 (a). The figure represents the weather 
situation ofthe 1200 UTC 26 February 2002 time step for d81 (a), d27 (b), d9 (c) and 
d3 ( d) simulations. The background co lors and the black arrows show the speeds 
[m/s] and the directions of the 1000 hPa horizontal wind, respectively. The black 
lines are the mean sea level pressure in hPa. The geostrophic winds above the valley 
(not shown) are parallel to the pressure field and blow from southeast to northwest 
(perpendicula:r to the SLRV). In the low-levels, the valley winds blow parallel to the 
SLRV axis from high to low pressme (northeast to southwest). Others topographie 
effects, such as the Lake Ontario, the East Coast and the LCV (especially for d3) are 
observed and almost amplified as the horizontal resolution is becoming finer. Figure 
2.5 shows that the southwest winter winds case, theoretically illustrated by figme 2.3 
(b ), is also observed in the results. 
2.3.1.2 Intensity/Frequency/Direction Wind Diagrams 
Wind rose diagrams are very useful tools to study at the same times the frequencies, 
the directions and the intensities of wind fields. Figure 2.6 shows the 1 000-hPa wind 
rose diagrams for d81 (a), d27 (b ), d9 ( c) and d3 ( d) at the closest grid point to 
Québec City (blue point in figure 2.2) and averaged over the common period (0000 
UTC 13 Februa:ry to 0000 UTC 1 March 2002). The diagrams represent the 
frequencies ( circles) distributions of each wind intensities (co lors) and directions 
(bands) pair contribution to the total wind. For example, northwest winds with 
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intensities between 4 and 6 m/s occur 11.8 % of the time during the period in the d81 
simulation, while 7.5 % ofthe winds come from the same direction but with weaker 
strength (2 to 4 m/s). An increase of the intensity and the frequency of the wind 
blowing along the SLRV axis (essentially absent of d81 ) is noted with the refinement 
of the grid mesh. The channelling is definitely more present and more intense with 
the finer topography definition of the high-resolution climate simulations (d9 and d3), 
consistent with figures 2.4 and 2.5 . Figure 2.7 shows wind rose diagrams of the 
nearest Québec city grid point of d3 wind simulation for the 1000 hPa (a), 900 hPa 
(b ), 800 hP a ( c) and 700 hP a ( d) levels. The Ekman spiral (Ekman, 1905) observed in 
the figure 2.7 shows a shift from northeast to north wind directions and an increase in 
the intensities when gradually passing from the low to high levels of the atmosphere. 
2.3.2 Dynarnical Analysis ofKinetic Energy Spectra 
A useful vari able to study the dynamical behaviour of the climate mode! atmosphere 
is the variance spectra that permit to quantify how much power there is in the 
different spatial scales of a field. lt is well known that the stationary component of the 
Kinetic Energy (KE) dominates the dynarnical flow at larges scales and the transient 
component is gradually dominates the flow at synoptic scales (Boer, 1994; Lilly et 
al. , 1998). Several techniques exist in order to compute variance spectra. For global 
data on the sphere, horizontal fields can be decomposed in their spectral coefficients 
of spherical harmonies, made of product of Fourier series along latitude circles and 
associated Legendre polynomials in latitude. Over a limited-area domain, a Discrete 
Fourier Transform (DFT; Ahmed et al., 1974) can be computed; artefacts however 
often appear in the spectrum as a result of the non-periodic nature of the fields (Denis 
et al., 2002). Three methods have been proposed to circumvent this issue. The first 
one consists in rearranging the field, making it periodic by removing a linear trend 
before the application of the DFT (detrending-DFT; Errico, 1985). Although this 
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process seems to 1mprove the small-scale portion of the spectrum, it usually 
contaminates the large-scale gradient that exists in the domain and thus affects the 
large-scale portion of the spectrum. The second method is the application of a 
weighting function on the physical field before the DFT calculation; this method is 
called windowing-DFT (Turner, 1994; Salvador et al., 1999). This technique 
improves the computed spectrum by avoiding the distortion of the spectrum's tai! 
(high wavenumbers). Nonetheless, it seems appropriate for only large-dimension 
domains, which is usually not the case for a LAM. To compute the KE variance 
spectra over a limited-area domain, the Discrete Cosine Transform (DCT; Denis et 
al., 2002) will be used to decompose the two-dimensional horizontal wind fields as a 
function of the spatial scales present in the domain. The DCT is a simplification of 
the DFT by removing their sine component giving by the symmetrisation of the 
regional field . Letfu(x,y), the horizontal wind component discrete field defined on Nx 
x Ny horizontal grid points, the direct and inverse DCTs are expressed as: 
x=Nx - 1 y=Ny-1 
Fu(m, n) = ~(m)~(n) L L fu(x,y) 
x =O y=O (2.13) 
[rrm (x + 1/2)] [rrn (y + 1/2)] x cos cos -----Nx Ny 
and, 
m=Nx-1 n=Ny-1 
fu(x,y) = L L ~(m)~(n)Fu(m, n) (2. 14) 
m=O n=O 
[rrm (x + 1/2)] [rrn (y + 1/2)] x cos N cos N 
x y 
with, 
{3(m) = 
and, 
{3(n) = 
If. form = 0 
Jr form ~ [1,Nx -1] 
Jf, forn = 0 
~' for n = [1,Ny -1] 
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(2.15) 
(2.] 6) 
where (x,y) are the coordinates on the horizontal plan and Fu(m,n) is the matrix of the 
spectral coefficients of the direct DCT corresponding to (m,n) dimensionless 
wavenumbers (k = .../n2 + m 2). The spectral- coefficients of V component, Fv(m,n) , 
can also be computed the same way. The variances of U and V are determined by the 
spectral coefficients of the direct DCT: 
Nx - 1 Ny-1 
2 _ ~ ~ FJ(m,n) 
Œu(k) - L.. L.. N N 
m=O n = O x Y 
(2.17) 
and, 
(2.18) 
for (m, n) * (O,O). The total variance ofKE is calculated as: 
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(2.19) 
Finally, if desired, the vertical average of the variance ((JRE(k)) over the pressure 
levels can be done followed by the temporal average over the selected period. 
Because of the mirror effect of the DCT, for a square domain Nx = Ny = N, the 
highest and the lowest wavelengths computed in the variance spectra conespond to: 
Amax = 2 N !::,x 
N 
Amin = 2 !::,x N - 1 
where Lix is the grid spacing in km. 
(2.20) 
(2.21) 
At synoptic scales, where quasi-geostrophic balance prevails, the KE spectrum as a 
function of horizontal wavenumbers follows a k-3 power law. This result is consistent 
with two-dimensional quasi-geostrophic turbulence theory (Charney, 1971 ; Boer and 
Shepherd, 1983). Indeed Kraichnan (1967) showed that the synoptic part of the 
spectrum conesponds to a nonlinear enstrophy (vorticity square) cascade form large 
to small scales. The analysis of aircraft observations by Nastrom and Gage (1985) 
and Gage and Nastrom (1986) showed a spectral slope of k-513 at mesoscales. Y et, the 
theories explaining this part of the spectrum are not weil understood. Dewan (1979) 
and VanZandt (1982) proposed that the k-513 spectral behaviour could be explained by 
internai gravity waves, with long waves interactions to generate shorter waves and 
conesponding to a positive energy flux. This explanation agrees with the three-
dimensional turbulence theory of Kolmogorov (1941) developed for very small scales 
(~cm). On the other hand, as the mesoscale flow is not three-dimensional , Gage 
(1979) and Lilly (1983) proposed that the k-513 slope arises from the two-dimensional 
turbulence theory of Kraichnan ( 1967). The latter theory is characterised by a 
negative energy flux from sm ali scales (convection, surface forcing) to mesoscales. In 
37 
any case, observations and theories are consistent to give a k-3 spectral slope for large 
scales and a k-513 slope at small scales, with sorne transition between these two slopes 
at sorne scale that differs depending upon theories. 
The ability of a model to reproduce the two spectral slopes discussed before is not 
universal. Sorne models represent well the observed spectral slopes and others show 
slopes rather different due to the formulation of the numerical schemes and physical 
parameterizations. Global GCMs seem to well reproduce the k-3 dependence at large 
scales. Koshyk and Hamilton (200 1) even showed a transition to k-513 at 
approximately 30-km wavelength, but problems with mode! 's dissipation bring a 
strong overtumed tail. Cloud-resolving models that explicitly resolve convection with 
grid spacing less than 1 km succeed in the representation of the k-513 relation (Vallis et 
al. , 1997). Lilly et al. (1998) showed that KE in such mode! is dominated by the 
divergent modes comparatively to the rotational modes at large scales. Conceming 
the RCMs and the mesoscale models, the examination of the spectra is more difficult 
for three reasons. The first one is related to the aperiodic nature of the fields, the 
. second one is that a long time series seem to be required to obtain a representative 
spectrum and finally there is very little data to compare with. 
2.3.2.1 Spin-up ofKE Spectra 
Starting from and driven by coarse-mesh data, a high-resolution mode! can develop 
fine-scale KE variance in different ways. First, there is the direct forcing of the flow 
with the topography, as the terrain possesses structures at all spatial scales and the 
associated spectral slope is k-2 (Balmino, 1993). Next, there exist the two energy 
cascades mentioned before. The theories predict that energy from larger scales 
(present in the LBCs) should quickly fill the mesoscale part of the spectrum (Yuan 
and Hamilton, 1994). The second cascade is an input of mesoscale energy from the 
small-scale phenomena such as convection and surface forcing (Lilly et al. , 1998). 
- ---------------------- ---------------------------, 
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Skamarock (2004) evaluated the ability of the regional WRF madel in terms of the 
KE spectra statistics. The forecasts were initialized, over the United States of 
America, on 0000 UTC 1, 2 and 3 June 2003, using 22-, 10- and 4-km grid spacing, 
respectively. First, it has been shawn that long-term series is not really required for 
computing spectra and that it is possible to compute stable spectra for diurnal cycles. 
Second, the spin-up times required to completely fill the mesoscale part of the KE 
spectra of the WRF madel have been found between 6 and 12 h for the three grid 
spacing tested. Figure 2.8 shows the KE spectra of the initial states of the CRCM5 
cascade simulations: d81 (a), d27 (b), d9 (c), d3 (d) and dl (e). The abscissas are the 
horizontal wavenumbers k = 2n/À, where À is the wavelengths in kilometers 
represented by the upper x-axis. The ordinates correspond to the spatial variance, 
expressed in J/m2, vertically averaged from 700 to 200 hP a. To rem ove the effects 
induced by the lateral boundaries, the spectra were computed over 50 x 50 inner 
horizontal grid points. The different line colors correspond to the time step after the 
initialization as identified by the legends of each panel. The longest wave represented 
in the spectrum is roughly two times the number of grid points multiplied by the grid 
spacing in kilometers (2*50*~) and the shortest wave is approximately two times 
the grid spacing in kilometers (2* 6.x) corresponding roughly to the equations 2.20 
and 2.21 . Because the main contribution of KE variance is located in the large scales, 
the spectra are presented in logarithm graphs to better distinguish the small scales 
portion. So the KE variance spectra spin-up times are seen to be roughly 12 h for d81 
and d27, lü h for d9, 1 h for d3 and 50 min for dl . 
Other variables (temperature, geopotential height and specifie humidity) show 
approximately the same spectra spin-up times (not shawn, see figures A.l to A.3 in 
Annexe A). 
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2.3.2.2 Effective Resolutions 
The model's resolved scales are related to the grid size; the longest permitted scale is 
limited by the domain size, while the shortest permitted scale is simply equal to the 
grid spacing. It is important to distinguish the mesh size and the resolution of a 
model. The KE variance spectra provide a first measure of the necessary condition to 
be fulfilled for declaring a scale as resolved; the actual simulation skill is a further 
condition. KE spectra near the upper wavenumber limit of a model provide useful 
information on the influence of a model 's domain size, numerical techniques and 
dissipation mechanisms. The role of dissipation in particular is to remove small-scale 
energy to avoid aliasing that would misrepresent the physical interactions. While 
excessive dissipation may cause damping of the spectrum' s tail , insufficient 
dissipation on the other hand can result in raised tail (Koshyk and Hamilton, 2001). A 
pragmatic definition of the effective resolution is the wavelength at which a spectrum 
begins to exhibit decay compared to sorne reference spectrum obtained from either an 
observational dataset or from a higher resolution model ' s simulation. The length 
scales shorter than the effective resolution have to be considered as dynamically 
suspects. It would be preferable to use reference spectrum from observations but 
these spectra are not always available at the desired resolution. The use of spectra 
computed from higher resolution rnodel must however be done with care as they can 
lead to false interpretations when the domain sizes are different or because regions 
are climatologically non-equivalent (such as continents Vs. ocean or mountainous Vs. 
valleys). Skamarock (2004) found an effective resolution equal to seven times the 
grid spacing (7Lix in km) for the three grid meshes (22, 10 and 4 km) of his study and 
attribute these results to the fi lters used in the WRF model. This resolution is also 
close to the limit of the abi1ity of the low-order finite differences; in general, the 
effective resolution is considered to lie between 6Lix and 1 OLix (Skamarock, 2004; 
Durran, 2010). 
-- ---------- -----------
40 
Figure 2.9 shows KE spectra of the five simulations, averaged vertically from 700 to 
200 hPa and temporally on the common period from 0000 UTC 13 February to 0000 
UTC 1 March 2002, excluding the first 24 hours. The black line represents d81 , the 
blue lines are d27, the red lines are d9, the green lines are d3 and the pink one is dl. 
The solid lines are the spectra computed on 44 x 44 inner horizontal grid points and 
the dashed lines are the spectra computed over 134 x 134 inner horizontal grid points. 
The dashed lines are used to fmd the effective resolution of the nearest coarser 
resolution spectrum because there are computed on the same region. The effective 
resolutions of d81 , d27, d9 and d3 can be determined by comparing the spectra as 
follows: d81 (solid black curve) with d27 (blue dashed curve), d27 (solid blue curve) 
with d9 (red dashed curve), d9 (solid red curve) with d3 (green dashed curve) and d3 
(solid green curve) with dl (pink dashed curve), respectively. The dl effective 
resolution cannot be found because of the absence of a higher resolution simulation. 
The effective wavenumbers (coloured arrows) are approximately 0.011 , 0.033, 0.1 
and 0.3 rad/km for d81 , d27, d9 and d3 , respectively. This corresponds to effective 
wavelengths of roughly 571 , 190, 63 and 21 km, respectively and then giving 
effective resolutions of seven times the grid spacing (11Xeff= 3.5*2L1x) , consistent with 
the study of Skamarock (2004). There is also an observed shift in the spectral slopes 
from k-3 at large scales to k-513 at small scales noted in dl at wavelength of 20 km, 
which is relatively close to the same effective resolution. Clearly as the grid mesh 
becomes fmer, more small scales are resolved and for the comparative wavenumbers, 
the variance of KE is increasing (we have no explanation for this last result but we 
are inclined to believe that appears due to an artefact of the spectral algorithm). 
2.3 .2.3 Vertical Distribution of Horizontal KE 
It is informative to look at the vertical distribution of the horizontal KE spectra. One 
expects that energy in large scales must be greater in upper troposphere because of 
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the existence of synoptic and planetary waves, and that the low levels will have more 
energy in small scales than at higher levels. Figure 2.10 shows logarithmic 
representation of KE variance spectra calculated over 50 x 50 inner grid points for the 
five simulations of the cascade and vertically averaged over five different layers 
(colours shown by the legend). The line styles are changed to better distinguish the 
five simulations identified in the figure. The spectra are time-averaged over the 
complete period of the respective dates of integrations, excluding the ir first 24 hours. 
The spectra should not be compared directly between themselves because the spectra 
are computed over different regions and periods. The behaviour of each layer follows 
well our expectations; the lower levels contain more small-scale energy and the 
higher levels contain most of the large-scale energy. 
2.3.3 Physical Analysis of Precipitation Fields 
The precipitation field is a useful variable to analyse the added value of the cascade 
method. One expects that precipitation simulated by nested LAM, while constrained 
to follow the general spatial and temporal behaviour imposed by the coarser 
resolution LBCs, will develop their own fine-scale structures permitted by the high 
spatial resolution. Over the analysis domain, the winter precipitation is essentially 
govemed by the uplift of the humidity associated with mid-latitude depressions, 
which condenses over fairly large scales and leading to a predominance of stratiform 
precipitation. The precipitation intensity distribution allows comparing the effect of 
increased resolution in the cascade. The precipitation intensity distribution stati stics 
of the different simulations are compared over common preselected domain and 
period. At each grid point and for each archivai time, three-hourly precipitation is 
binned and accumulated into preselected ranges of intensity. The mean of ali grid 
points is made over each bin and the percentage contribution of each bin is calculated 
dividing by the total precipitation. 
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2.3 .3 .1 d81/d27 /d9 Intensitiy Distributions 
Figure 2.11 shows the distributions, by ranges of intensity, of the contributions to the 
three-hourly precipitation amounts of d81 (black bars), d27 (blue bars) and d9 (red 
bars) simulations for the common period ofthree months (from 0300 UTC 1 January 
to 0000 UTC 1 April 2002). The common domain of analysis is shown by the orange 
square in figure 2.11 , corresponding to 153 x 153 horizontal grid points for d9, 51 x 
51 for d27 and 17 x 17 for d81. The abscissa represents the intensity bins in mm/day 
and the ordinate is the percentage of the bin 's contribution to the three-hourly mean 
total precipitation. The average and the maximum of each simulation are identified on 
figure 2.11 top left. It can be noted that, for example, 20.2% of the three-hourly mean 
total precipitation cornes from the bin 16-32 mm/day for d81 , while for the same 
range, a lesser contribution is noted in d27 and d9: 18.3 % and 18 %, respectively. In 
contrast, there is an increase of the 128-256 mm/day range contribution when passing 
from 0.81 o to 0.27° and to 0.09°: 0.7 %, 3.7 % and 5.9 %, respectively. The three-
hourly intensity precipitation distribution is shifted from weaker to higher intensity 
bins as the mesh is refined. This fact is in good agreement with our understanding of 
the finer resolution effect. 
Figure 2.12 is the mean precipitation of the 0300 UTC 13 February 2002 time step for 
d81 (a), d27 (b) and d9 ( c ). The drizzle (mean precipitation dimension < 1 mm/day) 
present in the d81 simulation is diminishing and a better definition of the intense 
precipitation bands for both d27 and d9 simulations appears, consistent with the 
information provided by the three-hourly mean precipitation intensity distribution. 
2.3.3.2 d81/d27/d9/d3 Intensity Distributions 
Figure 2.13 repeats a similar analysis as figure 2.11 , but adding the d3 finer spatial 
resolution (green bars) with shorter temporal coverage (from 0300 UTC 4 February to 
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0000 UTC 7 March 2002) and smaller spatial coverage (shown by the orange square). 
CoiTesponding to large difference in the representation of the clouds and precipitation 
microphysics (hydrostatic Vs. non-hydrostatic), the passage from d9 to d3 is very 
important for the analysis of the precipitation field. The results caused by the 
different microphysics scheme show significant differences between each bin of d9 
and d3 in the distribution. Same changes as figure 2.11 are noted, the weaker 
precipitation intensities are decreasing and the highest precipitation ranges are 
increasing, in term of percent of the three-hourly total precipitation, as the grid mesh 
is refined from d81 to d3 . 
2.3.3 .3 d81/d27/d9/d3/dl Intensity Distributions 
Figure 2.14 shows the three-hourly precipitation intensity distribution of the d81 
(black bars), d27 (blue bars), d9 (red bars), d3 (green bars) and dl (pink bars) 
simulations, over the common domain corresponding to the d 1 analysis region (163 x 
163 horizontal grid points) and for the lesser common period (0300 UTC 13 February 
to 0000 UTC 1 March 2002). The distributions show no obvious changes from d 1 
compared to d3 , suggesting that the statistics of the finer domain ( d 1) precipitation 
field is very similar to those of d3. For example, the larger percentage differences 
between d3 and d9 are approximately -10.6% for the 1-2.5 mm/day bin and +15.8% 
for the 10-25 mm/day bin, comparatively to differences of about -0.3 % and +0.1 % 
of dl Vs. d3 for the same bins (1-2.5 mm/day and 10-25 mm/day, respectively). 
Figure 2.15 shows the two-dimensional three-hourly mean precipitation of the 0000 
UTC 17 February 2002 time step for d9 (a), d3 (b) and dl (c) . The general pattern of 
d9 is well reproduced by d3 , but with an overall increase of the precipitation values. 
The dl field is similar to d3 but with finer scale details, especially over the Green 
Mountains (black circle). 
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2.4 Conclusions 
High-resolution modelling has a big potential for improving the accuracy of the 
climate simulations on regional and local scales. This is due to a better representation 
of the surface forcing such as topography and to the explicit resolution of mesoscale 
circulations such as deep convection and cloud microphysical properties (including 
precipitation types). In this study, a general methodology was proposed to obtain very 
high-resolution climate simulations at a reasonable computational cost. In our 
experiments, it consisted in a series of five one-way nested simulations with grid 
mesh ranging from 0.81 o to 0.01 o by steps of three. It was shown that if one accepts 
to make sorne compromises, such as reducing the domain size and the length of 
integration as the mesh gets finer, the computational cost could be kept roughly 
constant between ali simulations. In practice, however, the cost increases somewhat 
because explicit cloud microphysics parameterization is twned on with the finer 
resolution (d3 and dl). Fifteen days in the February 2002 month were run 
successfully with the CRCM5 at 0.01 ° horizontal resolution (roughly 1-lqn grid 
spacing). Although the evaluation of the resulting simulations is difficult because of 
the lack of high-density observations, the results are encomaging for high-resolution 
climate simulations, thus paving the way for futme climate projections usable for 
impact studies. 
To evaluate the simulations obtained with the cascade method, a diagnostic study was 
performed using KE variance spectra. It was found hat simulations ini ialised and 
driven by three times coarser data exhibited development of fme scales, visible in the 
KE spectra, with spin-up times ofroughly 9 to 12 h for d81 , d27 and d9 simulations, 
and roughly 1 h for d3 and dl simulations. The KE spectra also showed that the 
effective resolution, defined as the shortest wavelength not exhibiting an 
overdamping of the KE amplitudes, is roughly seven times the grid spacing for ail the 
simulations, in agreement with the findings of Skamarock (2004) using the WRF 
model. The shift in the spectral slope form k-3 (large scales) to k-513 (small scales), 
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expected from many theories and observations, is seen in the dl simulation to occur 
around the 20-km wavelength. The results are in good agreement with the 
understanding and the theoretical expectations of the atmospheric dynamical 
behaviour from a KE spectra point ofview. 
To complete this feasibility study, sorne variables such as the precipitation field and 
the low-level winds, which greatly depend on the details of the topography and 
consequently are dependent of the resolution of the model, have been examined. The 
domain of analysis is influenced by the presence of orographie features that affect the 
local climate of the region: two valleys (the St-Lawrence River and the Lake 
Champlain Valleys) and three major mountainous regions (the Appalachians, the 
Adirondacks and the Green Mountains). The same general patterns of precipitation 
are reproduced in the d81 , d9 and d27 simulations, indicating a strong control by the 
LBCs. One notes however a tendency for concentrating the precipitation in nanow 
bands at higher resolution. The transition from d9 to d3 simulations is very important 
because of the changing microphysics ' parameterizations from diagnostic to 
prognostic (CONSUN to MYDM) with a noteworthy repercussion on the 
precipitation fields. The better definition of the topography at 0.03° and 0.01 ° seems 
to bring significant changes for the precipitation. The general features of d9 
precipitation are weil reproduced by d3 and dl , but the finer topography results in 
substantial differences in intensity. The dl precipitation is rather similar to d3 , with a 
small but detectable amplification of the orographie effects . The simulated three-
hourly precipitation intensity distributions exhibit systematic changes as a function of 
resolutions: weaker precipitation intensities become less frequent and higher 
precipitation intensities become more frequent with the finer grid spacing, in 
agreement with expectations of grid refinement. Finally, the influence of the St-
Lawrence River Valley on the winter wind fields becomes increasingly felt with the 
re finement of the resolution, as it shawn by wind roses and map for the north east and 
southwest winds induced by the pressure-driven channelling. 
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Future work is needed to evaluate the quality of simulations with sorne high-density 
observations (e.g. radar data) and to quantify the added value afforded by the cascade 
method. Other studies can be done to extend the potential of very high-resolution 
climate simulations such as choosing different period (e.g. summer instead ofwinter) 
and domain ( e.g. high mountainous region). In conclusion, results of this feasibility 
study are encouraging as first step in the development of the next generation of very 
high-resolution CRCM5, with mesh of the arder of one kilometer. 
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CHAPITRE III 
CONCLUSION 
L'objectif de cette étude était d 'appliquer la méthode de grilles télescopiques (aussi 
dite de cascade) à la 5e génération du Modèle Régional Canadien du Climat pour 
effectuer une étude de faisabilité de ce modèle à très haute résolution. La nécessité 
d'une telle étude se résume par la volonté des climatologues à fournir des simulations 
climatiques pour des échelles de plus en plus régionales, voire même locales. Les 
conséquences des changements climatiques perturbent la société et les écosystèmes 
notamment par Je biais d'une augmentation dans la fréquence des évènements 
climatologiques intenses associés à des phénomènes de petites échelles. Dans cette 
étude, il a été montré que la méthode de cascade, déjà employée de façon courante en 
PNT, peut aussi s'appliquer en mode climat et ce, en respectant les limites 
raisonnables des ressources computationnelles disponibles. 
La simulation climatique à très haute résolution permet une meilleure définition des 
forçages topographiques dans le modèle. La topographie exerce une grande infl uence 
sur la circulation synoptique, sur 1 'écoulement de plus petites échelles et sur les 
rétroactions qu'exercent ces deux types d'écoulement l'un sur l'autre. Les modèles du 
climat à très haute résolution sont des sujets très peu traités, mais tout de même 
d'actualité, et les récentes ouvertures concernant la possibilité de simuler le climat à 
des fines résolutions (de 1' ordre du kilomètre) est en plein essor. Plusieurs effets 
découlant des changements climatiques pourraient être mieux évaluées, surtout en ce 
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qui concerne les évènements climatologiques extrêmes comme les fortes 
précipitations, les vents violents, les inondations et les dégâts associés aux différents 
types de précipitation (verglas, grésil et grêle). 
C'est par le biais de nouvelles méthodes (comme celle de la cascade) que la 
simulation climatique de très haute résolution pourrait s 'effectuer. La cascade 
consiste en une suite de simulations dans laquelle les grilles sont imbriquées les unes 
dans les autres. Une première simulation de résolution trop grossière pour des fins 
régionales sert à piloter une deuxième intégration de résolution plus fine et dont le 
domaine est restreint à une zone imbriquée dans le domaine de la première 
simulation. Un troisième domaine de maillage encore plus fin et imbriqué dans la 
deuxième intégration est ensuite simulé et contrôlé aux frontières latérales par la 
deuxième intégration. Ce processus peut alors être répété autant de foi s que 
nécessaire afin d' atteindre la fine résolution souhaitée. Dans cette étude, la cascade 
était constituée de cinq simulations, la première ayant un espacement entre deux 
points de grille d 'environ 81 km, la deuxième, de 27 km, la troisième, de 9 km, la 
quatrième, de 3 km et la dernière, de 1 km. Les domaines sont centrés sur Montréal, 
Québec, Canada et le domaine commun d'analyse couvre essentiellement la vallée du 
Saint-Laurent (vallée d' orientation sud-ouest/nord-est), la vallée du Lac Champlain 
(vallée d' orientation nord/sud) et plusieurs chaines de montagnes telles que les 
Laurentides, les Appalaches, les Adirondacks, les Montagnes Vertes et les Montagnes 
Blanches. 
Il a été démontré que pour des nombres de points de grille et de pas de temps 
constants entre les simulations (Nx * Ny * Nz * Ne = constant), et pour un même 
facteur de saut de résolution et de pas de temps entre chaque simulation (ces sauts 
sont d'un facteur trois), le coût informatique théorique restait le même pour toutes les 
intégrations. Bien qu ' il s' agisse d'une considération pragmatique théorique 
importante associée à l' application de la cascade climatique, en pratique, le coût 
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computationnel était difficilement maintenu constant et ce dû aux changements 
apportés dans les schémas de paramétrisation (abandon de l'approximation 
hydrostatique dans les fines résolutions) . Dans cette étude, les trois premières 
simulations (81 km, 27 km et 9 km) étaient hydrostatiques et les deux dernières (3 km 
et 1 km) étaient non-hydrostatiques. Le passage de la simulation de 9 km à la 
simulation de 3 km était donc très important et plusieurs différences existaient entre 
ces deux simulations, notamment au niveau des schémas du modèle (condensation et 
convection) ainsi qu'au niveau de leurs paramètres associés (détennination des types 
de précipitation et coefficients de traînée engendrés par les ondes de gravité internes 
de sous échelles). 
Les résultats étaient divisés en deux principales analyses. La première était l'étude du 
changement du compûliement dynamique des simulations lorsque la résolution était 
raffinée par le biais des champs de vents horizontaux et d' énergie cinétique 
horizontale. La deuxième analyse était concentrée sur le champ de précipitation. 
L 'analyse des vents était principalement axée sur des exemples d'effets 
topographiques sur l'écoulement horizontal. Les deux premiers effets ont été associés 
à la présence du Lac Ontario et de la côte est Nord-Américaine, où était notée une 
intensification des vents lorsque le maillage de la grille du LAM était raffiné. Le 
troisième effet était un vent typique du nord-est, résultant de 1 'effet de canalisation dû 
à la présence de la vallée du Saint-Laurent. En effet, lorsque les conditions étaient 
propices (gradient de pression parallèle à 1 'axe de la vallée et vents au dessus de la 
vallée parallèles aux isobares), les vents à 1 000 hP a s 'accentuaient et s' intensifiaient, 
soufflant de la haute pression vers la basse pression le long de l'axe de la vallée. En 
général, les vents associés à l' effet de la vallée du Saint-Laurent augmentaient en 
fréquence et en intensité lorsque la résolution devenait fine, tel que démontré par les 
roses des vents du point de grille à l'entrée nord-est de la vallée du Saint-Laurent. 
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L'analyse spectrale a montré, en premier lieu, que l'équilibre dynamique de l' énergie 
cinétique dans les petites longueurs d'ondes a été atteint en moins de 12 h pour les 
cinq simulations de la cascade. Ce temps d'ajustement diminuait lorsque la résolution 
était raffinée, passant de 12 h pour la simulation grossière (81 km) à 50 min pour la 
simulation fine (1 km). En deuxième lieu, la résolution effective, qui est définie 
comme la longueur d'onde à laquelle une chute dans les amplitudes de petites 
échelles des spectres est observée, était d 'environ sept fois la résolution horizontale 
(en kilomètres) pour les quatre premières simulations de la cascade (d81 , d27, d9 et 
d3). Ainsi, pour des longueurs d 'ondes plus petites que cette résolution effective, les 
spectres ont été considérés dynamiquement suspects (limite de résolution). En 
troisième lieu, l'analyse de la distribution verticale de l' énergie cinétique par les 
spectres de variance a montré que l'énergie cinétique horizontale des petites échelles 
est smiout importante dans les bas niveaux de 1 'atmosphère (1 000-850 hP a) et que 
l ' énergie cinétique des grandes échelles est plus importante dans les hauts niveaux de 
l'atmosphère (200-50 hPa). L 'analyse spectrale de la cascade, de par ces trois 
résultats, est en accord avec notre compréhension de la dynamique de l' énergie 
cinétique de l'atmosphère. 
Les distributions d'intensités du champ de précipitation archivé aux trois heures ont 
montré une augmentation des forts taux de précipitation compensée par une 
diminution des faibles taux de précipitation, et ce, au fur et à mesure que la résolution 
se raffinait. D 'autre part, un changement significativement plus intense entre la 
simulation hydrostatique (9 km) . et la simulation non-hydrostatique (3 km) a été 
constaté par l 'effet accentué des chaînes de montagne. Finalement, une faible 
intensification des taux de précipitation a été notée lors de la comparaison entre les 
deux simulations non-hydrostatiques (3 km et 1 km). 
En conclusion, cette étude a bien démontré la faisabilité de l'application de la 
méthode de la cascade au MRCC5 tout en démontrant l'existence d'une valeur 
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ajoutée par les très hautes résolutions. Cette étude fût le premier pas vers la 
simulation du climat de très haute résolution effectuée par le MRCC5. Bien que les 
résultats aient été concluants quant à la faisabilité de l' application de la cascade, 
d'autres études sont nécessaires afin de valider la méthode. Tout d' abord, même si 
ces données ne sont pas encore totalement disponibles pour de telles résolutions, la 
validation des résultats avec des données d 'observations est requise. Il serait possible, 
par exemple, · de considérer 1 'interpolation des 351 stations météorologiques du 
Ministère du Développement durable, de 1 'Environnement de la Faune et des Parcs 
(MDDEP), principalement concentrées dans la vallée du Saint-Laurent, pour permette 
la validation de certains champs de surface de la cascade. L 'utilisation des données 
radars pourrait également permettre la validation des champs de précipitation de 
haute résolution. La présente étude, principalement concentrée sur une période 
hivernale de 15 jours, gagnerait à être élargie à une période estivale pour laquelle la 
convection deviendrait importante et ayant ainsi des effets accentués sur le champ de 
précipitation. Par le même raisonnement, l'analyse d' un domaine d' orographie plus 
marquée, où l'influence topographique ·sur l'écoulement serait plus forte, devrait 
aussi être envisagée. Ces dernières suggestions seraient directement liées à une 
évaluation plus précise de la « zone grise » (Gérard, 2007) et du saut de résolution 
optimal à l'efficacité du changement de paramétrisation dans le cas du MRCC5. 
Finalement, une période de 15 jours est certes intéressante pour une étude de 
faisabilité, mais insuffi sante pour fournir une robustesse climatique statistique. C'est 
ainsi que l' application de cascades pour une série d'évèn ments climatiques xtrêmes 
de mêmes espèces (fronts, vents de canalisation, évènements convectifs) permettrait 
d'obtenir une étude climatologique statistiquement significative. 
Figure 1.1 
Figure 2.1 
Figure 2.2 
Figure 2.3 
Figure 2.4 
Figure 2.5 
Figure 2.6 
Figure 2.7 
Figure 2.8 
Figure 2.9 
Figure 2.10 
Figure 2.11 
Figure 2.12 
Figure 2.13 
Figure 2.14 
Figure 2.15 
FIGURES 
FIGURE DU CHAPITRE I: FIGURE 1.1 
FIGURES DU CHAPITRE II : FIGURES 2.1 À 2.15 
CHAPITRE 1: INTRODUCTION 
Sub-Section 2.2.2.1: Grids Description 
Sub-Section 2.2.2.1: Grids Description 
Sub-Section 2.3.1.1: High-Resolution SLRV Channelling Effect 
Sub-Section 2.3.1.1: High-Resolution SLRV Channelling Effect 
Sub-Section 2.3 .1.1: High-Resolution SLRV Channel! ing Effect 
Sub-Section 2.3 .1.2: Intensity/Frequency/Direction Wind Diagrams 
Sub-Section 2.3 .1.2: Intensity/Frequency/Direction Wind Diagrams 
Sub-Section 2.3.2.1: Spin-up ofKE Spectra 
Sub-Section 2.3.2.2: Effective Resolutions 
Sub-Section 2.3.2 .3: Vertical Distribution of-Horizontal KE 
Sub-Section 2.3 .3 .1: d81/d27/d9 Intensity Distribution 
Sub-Section 2.3.3.1: d81/d27/d9 Intensity Distribution 
Sub-Section 2.3 .3.2: d81 /d27/d9/d3 Intensity Distribution 
Sub-Section 2.3 .3.3: d81 /d27/d9/d3/d1 Jntensity Distribution 
Sub-Section 2.3.3 .3: d8 1/d27/d9/d3/d1 Intensity Distributi on 
1 ATMOSPHÈRE 
Circul ation 
- Radiation 
- Chimie 
Cycle Nitrate 
- Cycle Carbone 
- Aérosol s 
1 TERRE ~ ( --------~)1 OCÉAN 1 
- Interactions surface 
- Hydrologie 
- Bio-géochimie surface terre 
- Écologie plantes 
- Mouvement Tectonique 
- Tremblements de terre 
- Éruptions volcaniques 
Circu lation 
- Glace de mer 
Bio-géochimie 
surface océan 
- Écologie océan 
54 
Figure 1.1 Composantes des ESMs (en bleu et noir), composantes des MCGs 
(en noir) et composantes à inclure (en vert) dans les ESMs. 
55 
Figure 2.1 The CRCM5 cascade domains: d81 (black), d27 (blue), d9 (red), d3 
(green) and dl (pink). The domains are square and centred on Montréal, Québec, 
Canada ( 45°30'N, 73°35'W). The grey tones represent the topography definition of 
the CRCM5. 
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Figure 2.2 Topography input map [m] of the d3 's domain. The red and blue 
points show the locations of Montréal and Québec cities, respectively. Some specifie 
regions are identified such as the SLRV, the LCV, the Laurentian Mountains, the 
Lake Ontario, the Appalachians, the Adirondacks, the Green Mountains and the 
White Mountains. 
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Figure 2.3 The pressure-driven channelling concept inducing winds blowing 
along the valley axis from high to low synoptic pressure for typical northeast winds 
(a) and typical southwest winds (b). The black lines are the SLRV axis, the black 
arrow represent the winds blowing along the valley (close to the surface), the green 
!ines are the mean sea leve! pressure and the blue arrows are the geostrophic surface 
winds above the valley blowing parallel to the pressure !ines. 
(a) 
[mis] 
5 
4 
3 
2 
0 
58 
Figure 2.4 This figure shows typical northeast winter wind channelling in the 
SLRV of the d81 (a), d27 (b), d9 (c) and d3 (d) simulations for the 1200 UTC 26 
February 2002 time step. The background colours and the black arrows show the 
speeds [mis] and the directions of the 1000 hPa horizontal wind, respectively. The 
black lines are the mean sea level pressure in hPa. 
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Figure 2.5 This figure shows typical southwest wind channelling in the SLRV 
of the d81 (a), d27 (b), d9 (c) and d3 (d) simulations for the 1800 UTC 16 February 
2002 time step. The background col ours and the black arrows show the speeds [ rnls] 
and the directions of the 1000 hPa horizontal wind, respectively. The black lines are 
the mean sea level pressure in hPa. 
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Figure 2.6 Wind rose diagrams of the 1000 hP a horizontal wind for the d81 
(a), d27 (b), d9 (c) and d3 (d) simulations over the common period (from 0000 UTC 
13 February to 0000 UTC 1 March 2002) and for the nearest Québec City grid point 
(blue point in figure 2.2). The colours represent the wind inten ities [m/s] and the 
circles ar th fr quencies [%] of each int nsity/dir ction pair 's contribution to the 
total wind. 
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Figure 2.7 The Ekman spiral effect shown by d3 ' s wind-rose diagrams of the 
nearest Québec City grid point (blue point in figure 2.2). Four levels are shown: 1000 
hPa (a), 900 hPa (b), 800 hPa (c) and 700 hPa (d). Each level wind field is averaged 
over the common period (from 0000 UTC 13 February to 0000 UTC 1 March 2002). 
The col ours represent the wind intensities [ m/s] and the circles are the frequencies 
[%] of each intensity/direction pair 's contribution to the total wind. 
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Figure 2.8 Logarithmic representation of the spatial variance spectra of horizontal KE vertically 
averaged from 700 to 200 hPa over 50 x 50 inner horizontal grid points of the initial states of each simulation: d81 
(a), d27 (b), d9 (c), d3 (d) and dl (e). The different line colors correspond to the time step identified by the legend 
of each panel. The abscissas represent the wavenum bers [rad/km] , the upper abscissas are the wavelengths (km] 
and the ordinates are the spatial variance of horizontal KE [J/m2] vertically averaged . 
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Figure 2.9 Logarithmic representation of the spatial variance spectra of horizontal 
KE for the d81 (black), d27 (blue), d9 (red), d3 (green) and dl (pink) simulations. The 
abscissa represents the wavenumbers [rad/km] and the ordinate is the spatial variance of 
horizontal KE [J/m2] vertically averaged from 700 to 200 hPa and temporally averaged over 
the common period (from 0000 UTC 13 February to 0000 UTC 1 March 2002). The solid 
!ines correspond to a spatial coverage of 44 x 44 inner horizontal grid points and the dashed 
!ines correspond to a spatial coverage of 134 x 134 inner horizontal grid points. The arrows 
show the effective wavenumber of each simulation. To determine the effective resolution of 
d3, d9, d27 and d81: the d3 (solid green line) is compared to d l (pink dashed tine), the d9 
(solid red line) is compared to d3 (green dashed line), the d27 (solid blue line) is compared to 
d9 (red dashed line) and d81 (solid black line) is compared to d27 (blue dashed line), 
respectively. The grey and orange !ines are the k-3 and k 513 spectral slopes, respectively. The 
effective resolutions of d81 , d27, d9 and d3 correspond to approximately seven times the 
respective grid spacing in km (11xeff= 711x). 
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Figure 2.10 Logarithmic representation of the spatial variance spectra of 
horizontal KE vertically averaged over five different lay ers (col ours shown by the 
legend) and computed over 50 x 50 inner horizontal grid points. The spectra are also 
temporally averaged over the complete period of each respective simulation (see table 
2.1 for periods, excluding the first 24 hours). The abscissa represents the 
wavenumbers [rad/km] and the ordinate is the spatial variance of horizontal KE 
vertically averaged in J/m2_ The five simulations are identified in the figure with 
alternating line styles to better distinguish them. The grey and orange lines are the k-3 
and k-513 spectral slopes, respectively. 
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Figure 2.11 Three-hourly prec1p1tation intensity distributions of d81 (black), 
'd27 (blue) and d9 (red) simulations over a period from 0300 UTC 1 January to 0000 
UTC 1 April 2002 and for a spatial coverage shown by the orange square. The 
abscissa represents the different bins of intensity [mm/day] and the ordinate is each 
bin/simulation pair 's contribution [%] to the three-hourly mean total precipitation. 
The average and the maximum [mm/day] of each simulation are written top left. 
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Figure 2.12 Three-hourly mean precipitation [mm/day] of the 0300 UTC 13 
February 2002 time step for d81 (a), d27 (b) and d9 (c) simulations over the d9 
common domain. · 
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Figure 2.13 Three-hourly precipitation intensity distributions of d81 (black), 
d27 (blue), d9 (red) and d3 (green) simulations over a period from 0300 UTC 4 
February to 0000 UTC 7 March 2002 and for a spatial coverage shown by the orange 
square. The abscissa represents the different bins of intensity [mm/day] and the 
ordinate is each bin/simulation pair' s contribution [%] to the three-hourly mean total 
precipitation. The average and the maximum [mm/day] of each simulation are written 
top left. 
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Figure 2.14 Three-hourly precipitation intensity distributions of d81 (black), 
d27 (blue), d9 (red), d3 (green) and dl (pink) simulations over a period from 0300 
UTC 13 February to 0000 UTC 1 March 2002 and for a spatial coverage shown by 
the orange square. The abscissa represents the different bins of intensity [mm/day] 
and the ordinate is each bin/simulation pair ' s contribution [%] to the three-hourly 
mean total precipitation. The average and the maximum [mm/day] of each simulation 
are written top left. 
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Figure 2.15 Three-hourly mean precipitation [mm/day] of the 0000 UTC 17 
February 2002 time step for d9 (a), d3 (b) and dl (c) simulations over the dl common 
domain. The black circle in panel ( c) represents the amplified effect of the Green 
Mountains. 
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Tableau 1.1 Institutions (1 re colonne), MCGs, (2e colonne) évolution des 
résolutions [degré de latitude x degré de longitude] à travers les différentes versions 
(3e colonne) et les références respectives à chaque version ( 4 e colonne). 
CENTRES/Pays MCGs Ver. : Hor iz. Rés. Références 
NCAR/Etats-Unis Community Climate System CCSMI: 2.9° x 2.9° Boville and Gent (1 998) 
Mode! (CCSM) CCSM3: 2.9° x 2.9° Kiehl and Gent (2004) 
Community Earth System CCSM3: 2° x 2.5° Collins et a l. (2005) 
Model (CESM) CCSM4 : 1.25° x 0.9° Gent et al. (2011) 
C ESM 1: 1.25° x 0.9° Meehl et al . (2013) 
GFDL/États-Unis Climate Model (CM) CM2: 2° x 2.5° Del worth et al. (2006) 
Global High Resolution CM3: 1.875° x 2° Griffies et a l. (20 11 ) 
Atmospheri c Mode! IDRAM: 0.5° x 0.5° Zhao et al. (2009) 
(IDRAM) ESM (2M, 2G): 2° x 2.5° Dunne et al . (20 13) 
Earth System Model (ESM) 
GISS!États-Unis Atmosphere-Ocean Mode! AOMI: 4° x 5° Russell et a l. ( 199 5) 
(AOM) AOM2: 3° x 4° Russell et a l. (2005) 
ModelE2 E2-R & E2-H : 2° x 2.5° Schmidt et al. (2006) 
COLA/Etats-Unis Coupled Global Climate CGCM: 2.8° x 2.8° DeWi tt & Schneider (1999) 
Mode! (CGCM) CFSvl: 2.1 o x 2.1° Saba et al . (2006) 
Climate Forecast System CFSv2: 0.9° x 0.9° Saha et al. (20 13) 
(CFS) 
CNRM/France Action de Recherche Petite ARPEGE: 5.6° x 5.6° Déqué et a l. ( 1994) Échelle Grande Échelle CM2: 1.9° x 1.9° Douville et al. (2002) 
(ARPEGE) CM3: 1.9° x 1.9° Salas-Mélia et al. (2005) 
Global Coupled Climate C M5: 1.4° x 1.4° Vol doire et al. (2013) 
Model (CM) 
IPSL/France Global Coupled Climate CM1: 4° x 5.6° Braconnot et al. (1999) 
Mode! (CM) CM2: 4° x 5° Khodri et al. (200 1) 
CM3: 4° x 5° Li and Con il (2003) 
CM4: 2.5° x 3.75° Hourdi n et al. (2006) 
CM5 ESM: 1.25° x 2.5° Du fresne et al. (20 12) 
CM CC/Italie Climate Model (CM) CM: 0.75° x 0.75° Scoccimarro et al. (20 11 ) 
Carbon Earth System Mode! CESM/CMCC: 3.75° x F ogli et al. (2009) 
(CE SM/CM CC) 3.75° 
BCCR/Norvège Bergen Climate Mode! BCM1 : 2.4° x 2.4° Furevik et al. (2003) 
(BCM) BCM2 : 1.9° x 1.9° Otterâ et a l. (2009) 
Norwegian Earth System NorESM 1-M: 2° x 2° Bentsen et al. (20 12) 
Model (NorESM) Not·ESM1 -ME: 2° x 2° Tjiputra et al. (20 13) 
INM/Russie Global Coupled Climate CM3: 4° x 5° Dianskii and Volodin (2002) 
Mode! (CM) CM4: 1.5° x 2° Volodin et al. (20 10) 
ESM: 1.5° x 2° Dianskii et al. (20 1 0) 
MPI/ Allemagne Atmospheric General ECHAM I: 5.6° x 5.6° von Storch e t al. ( 1997) 
Circulation mode! (E HAM) E HAM2: 4.3° x 4.3° Lunkeit et al. ( 1996) 
Ea1th System Model (ESM): ECHAM3: 5.6° x 5.6° Roeckner et al. ( 1992) 
LR=low resolution ECHAM4: 2.8° x 2.8° Roeckner ( 1 996) 
MR=mixed resolution ECHAM5: 1.9° x 1.9° Roeckner (2003) 
P=paleo mode LR ECHAM6: 1.875° x 1.875° Stevens et al . (20 13) 
ESM (LR, MR, P): 1.9" x 1.9" Giorgetta et al. (20 12) 
UKMO/Royaume- Hadley Centre Coupled HadCM l : 2.5° x 3.75° Murphy (1995) 
Uni Mode! (HadCM) HadCM2 : 2.5° x 3.75° Johns et a l. (1997) Hadley Centre Global HadCM3 : 2.5° x 3.75° Co ll ins et al. (2001 ) 
EnvironmentaJ Model HadCM4 : 2.5° x 3.75° Webb et al . (2001 ) 
(HadGEM) HadGEM1: 1.25° x 1.875° Johns et a l. (2006) 
HadGEM2 : 1.25° x 1.875° Collins et al. (2008) 
HadGEM3: 1.25° x 1.875° Hewitt et al. (20 11 ) 
-----·-----------------
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Tableau 1.1 Suite ... 
CENTRES/Pays MCGs Ver.: Horiz. Rés. Références 
BCC/Chine Global Coupled Climate CMl: 1.875° x 1.875° Dong (2001) 
Mode! (CM) CM2: 2.8° x 2.8° Wu et al. (2010) 
Climate System Mode! CSMI.O: 2.8° x 2.8° Zhang et al. (20 1 1) 
(CSM) CSMl.l: 1.9° x 1.9° Zhang and Wu (20 12) 
CSMI.l(m) : 0.25° x 0.25° Xin et al. (2012a) 
LASG/Chine Flexible Global Ocean- FGOALS-gl : 2.8° x 2.8° Yu et al. (2004) 
Atmosphere-Land System FGOALS-s2: 1.66° x 2.8° Bao et al. (201 3) 
Mode! (FGOALS) FGOALS-o2 : 2.8° x 2.8° Wang et al . (20 13) 
FIO/Chine Earth System Mode! (ESM) ESM: 0.64° x 1.28° Bao et al. (201 2) 
GCESS/Chine Beijing Nonnal University- BNU-ESM: 2.8° x 2.8° Wang (20 11 ) 
Earth System Mode! (BNU-
ESM) 
MRI/Japon Coupled General Circulation CGCMI : 4° x 5° Tokioka et al. ( 1995) 
Mode! (CGCM) CGCM2 : 2.8° x 2.8° Yukimoto et al. (2001 ) 
CGCM3/ESMI : 1.1° x 1.1° Yukimoto et al. (2012) 
CC SR/Japon Mode! for Interdisciplinary MIROC3m: 2.8° x 2.8° Nozawa et al . (2007) 
Research On Climate MIRC04h: 0.56° x 0.56° Sakamoto et al. (201 2) 
(MIR OC) MIROC5 : 1.4° x 1.4° Watanabe et al . (20 10) 
Earth System Mode! MIROC-ESM : 2.8° x 2.8° Watanabe et al. (20 Il ) 
(MIROC-ESM) 
CSIRO/ Australie Climate System Mode! (Mk) Mk2 .0: 3.2° x 5.6° Gordon and O'Farre ll (1997) 
Australian Community Mk3.0: 1.9° x 1.9° Gordon et al. (2002a) 
Climate and Earth System Mk3.5: 1.9° x 1.9° Gordon et al. (20 1 0) 
Simulator (ACCESS) Mk3.6: 1.875 x 1.875° Collier et al. (20 11 ) 
A CCESS 1: 1.25° x 1.87 5° Bi et al . (201 2) 
CCCma/Canada Canadian Global Coupled CGCMJ : 3.8° x 3.8° Flato et al. (2000) 
Mode! (CGCM) CGCM2: 3.8° x 3.8° Flato and Boer (200 1) 
Canadian Earth System CGCM3: 2.8° x 2.8° McFarlane et al. (2005) 
Mode! (CanESM) CGCM4 :1.9° x 1.9° Scinocca et al. (2008) 
Can ESMI: 3.75° x 3.75° Chri sti an et al. (20 1 0) 
CanESM2 : 2.8 1° x 2.8 1° Chylek et al. (2011 ) 
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Tableau 1.2 Liste des modèles du tableau 1.1 utilisés pour le Se rapport du GIEC 
(2e colonne) et leur centre de recherche respectif (1 re colonne). 
Centres de Recherche MCGs ou ESMs 
(Pays) 
NCAR (États-Unis) CCSM4 
CES Ml 
GFDL (États-Unis) CM3 
ESM2G 
ESM2M 
HIRAM-Cl80 
HIRAM-C360 
GISS (Etats-Unis) E2-R 
E2-H 
COLA (États-Unis) CFSv2 
CNRM (France) CM5 
IPSL (France) CM5 ESM 
CMCC (Italie) CM 
CESM/CMCC 
BCCR (Norvège) NorESMl-M 
NorESMl-ME 
INM (Russie) CM4 
MPI (Allemagne) ESM-LR 
ESM-MR 
ESM-P 
UKMO (Royaume-Uni) HadCM3 
HadGEM2 
BCC (Chine) CSMl.l(m) 
LASG (Chine) FGOALS-g2 
FIO (Chine) ESM 
GCESS (Chine) BNU-ESM 
MRI (Japon) CGCM3 
ESMI 
CCSR (Japon) MIROC5 
CSIRO (Australie) Mk3.6 
ACCESSl.O 
ACCESS1.3 
CCCma (Canada) CanCM4 
CanESM2 
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Tableau 1.3 MRCs (1re colonne), institutions (2e colonne), résolutions 
horizontales [km] (3e colonne), nombre de niveaux verticaux (4e colonne), nombre de 
points de grille pour la zone des CFLs (5e colonne), l' implantation ou non du mode 
non-hydrostatique ( 6e colonne) et schémas de microphysique (7e colonne). Voir liste 
des acronymes pour les noms des schémas et des modèles. 
MRCs Institutions Hor. # #of Option Microphysique 
Rés. vertical CFLs Non-
levels hydro? 
CMM5 NCAR 30 km 23 14 Oui GSFC: 
Liang et al. Tao and Simpson ( 1989) 
(2004) 
MM5 NCAR 45 km 23 10 Oui Dudhia scheme: 
Greil et al. Hong et al. (2004) 
(1994) R2: 
Reisner et al. (1998) 
RM3 GISS 50 km 28 10 Non CLWS: 
Druyan et al. Del Genio et al. (1996) 
(2006) 
ALADIN CNRM 50 km 31 8 Oui Mod MY: 
Farda et al. Ricard and Royer (1993) 
(2010) 
CWRF NCAR 30 km 36 14 Oui GSFC-GCE: 
Liang et al. BCCR Tao et al. (2003) 
(2006) 
WRF NCAR 30 km 36 14 Oui WSM6 
Skarnarock and Hong and Lim (2006) 
Klemp (2008) 
REMO MPI 55 km 20 8 Non Kessler: 
Jacob and Kess1er (1969) 
Podzun (1997) 
HadRM3 UKMO 50 km 19 8 Non ss 
Pope et al. (2000) Smith (1990) 
CanRCM4 CCC ma 50 km 32 10 Non PCI: 
von Sa1zen et al. Lohmann and Roeckner 
(20 13) (1996) 
CRCM4 OURANOS 45 km 56 10 Oui CG CM 2 
Music and Caya F1ato and Boer (200 1) 
(2007) 
CRCM5 ESCER- 45 km 56 10 Oui CONS UN : 
Hemândez-Diaz (UQAM) Sundqvist et al. (1989) 
et al . (201 2) MYDM: 
Milbrandt and Y au 
(2005a b) 
COSMO- DWD-CMCC 55 km 20 8 Oui Kessler: 
CLM Kessler (1969) 
Bohm et al. SB : 
(2006) Seifert and Beheng (2001 ) 
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Tableau 1.3 Suite . .. 
MRCs Institutions Hor. # #of Option Microphysique 
Rés. vertical CFLs Non-
levels Hydro? 
RCAO SMHI 50 km 24 8 Oui K-scheme: 
Doscher et al. Rasch and Kristjansson 
(2002) (1998) 
HIRHAM5 DMI 50 km 19 10 Non CONS UN: 
Chri sten sen et al. Sundqvist et al. ( 1989) 
(2006) 
RegCM3 ICTP-DHMZ- 50 km 16 Il Non SUBEX 
Pal et al. (2007) BCC Pal et al. (2000) 
PRO MES UCM 50 km 28 10 Non PCP: 
Castro et al. Hsie et al. (1984) 
(1993) 
CHRM GSMS 55 km 20 8 Non Kessler: 
Vidale et al. Kessler ( 1969) 
(2003) 
RACM02 KNMI 50 km 31 8 Non MOJSTKE 
Lenderink et al. Tiedtke ( 1 989) 
(2003) 
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Tableau 1.4 MRCs du tableau 1.3 (1re colonne), schémas de surface (2e 
colonne), schémas de couche limite (3e colonne), schémas de radiation (4e colonne) et 
schémas de convection (5e colonne). Voir liste des acronymes pour les noms des 
schémas et des modèles. 
MRCs Surface Couche Radiation Convection 
Limite 
CMMS Noah: MRF: CCM2: GR: 
Chen and Dudhia Hong and Pan Hack et al. (1993) Greil ( 1993) 
(200 1) (1996) 
MMS Noah: MRF: DudhiaSW: KFC2: 
Chen and Dudhia Hong and Pan Dudhia (1989) Kain (2004) 
(2001) (1996) RRTMLW: 
Mlawer et al . (1997) 
RM3 LS: K-scheme: GLAS/UCLA GISS scheme: 
Rosenzweig and • Rasch and LW: Del Genio and Yao (1993) 
Abramopoulos Kri stjansson Harshvardhan et al . 
(1997) (1998) (1987) 
SW rad: 
Davies (1987) 
ALADIN ISBA: MY2 .0: FMR: ARPEGE: 
Noilhan and Mellor and Morcrette (1 989) Bougeault (1985) 
Planton (1989) Yarnada ( 1982) 
CWRF CSSP: CAM3: GSFC: ECP mod G3: 
Choi et al. (2007) Holtslag and 
Bovi ll e ( 1993) 
Chou et al. (200 1) Qiao and Liang (20 12) 
WRF Noah: Y SU: CAM3: G3: new GD: 
Ek et al . (2003) Hong et al . (2006) Collins et al. (2004) Greil and Dévényi (2002) 
REMO ARNO: MY2.0: CRS: MoisTKE: 
Todini (1996) Meil or and Ritter and Geleyn Tiedtke ( 1989) 
Y am a da ( 1982) (1992) 
HadRM3 MOSES2: SS : Mod-FMR: GRCS: 
Essery et al. Smith (1993) Gregory et al . Gregory and Rown tree ( 1990) 
(2003) (2000) 
CanRCM4 CLASS2.7: VSMF: CKRS: ZMFS: 
Verseghy (1991) von Salzen and Li and Barker Zhang and McFarl ane ( 1995) 
McFarlane (2002) (2005) 
CRCM4 CLASS2.7: NBLMS: GCM3: BFK: 
Verseghy ( 199 1) Jiao and Caya Puckrin et al. (2004) Bechtold et al. (200 1) 
(2006) 
CRCMS CLASS3.5: MOISTKE: CKRS: KFC: 
Verseghy (2000) Tiedtke ( 1989) Li and Barker Kain and Fritsch ( 1990) 
(2005) KSCCS: 
K uo (1965) 
COSMO- TERRA LM: MY2.0: CRS: MOISTKE: 
CLM Doms et al. Mellorand Ri tter and Geleyn Tiedtke ( 1989) 
(2005) Yam ada (1982) ( 1992) KFC: 
Kain and Fristch ( 1990) 
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Tableau 1.4 Suite ... 
MRCs Surface Couche Radiation Convection 
Limite 
RCAO LSS: CBR: FRPS: KFC: 
Se li ers et al . Cuxart et al. Savijarvi (1990) Kain and Fritsch (1990) 
(1997) (2000) 
HIRHAM5 ARNO: Moist CBR: FRPS: MOISTKE: 
Todini (1996) Tijm and Savijarvi (1990) Tiedtke (1989) 
Lenderink (2003) 
RegCM3 BATS le: CAM3: CCM3: GR: 
Dickinson et al. Holstlag and Keihl et al. (1996) Greil (1993) 
(1993) Boville (I 993) MIT: 
Emanuel (1991) 
PRO MES SE CHIBA: CBR: RPEWC: KFC: 
Ducoudré et al . Cuxart et al. Stephens (1978) Kain and Fritsch (1990) 
(I 993) (2000) 
CHRM BATS: MY2.0: CRS: MOISTKE: 
Dickinson et al. Mellorand Ritter and Geleyn Tiedtke ( 1989) 
(I 993) Yamada (1982) (1992) 
RACM02 TESSEL: Dua!M-TKE: FMR: MOISTKE: 
White (2001 ) Lenderink et al. Morcrette (1989) Tiedtke ( 1989) 
(2005) 
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Tableau 1.5 Identification des MRCs du tableau 1.3 (1re colonne) dans les 
différents projets (colonnes 2 à 8) utilisant un ensemble de MRCs. Les MRCs en 
rouge sont absents du tableau 1.3 . Voir liste des acronymes pour les noms des projets 
et des modèles. 
MRCs 1 Projets PRUDENCE NARCCAP RMIP ENSEMBLES CO RD EX ARCMIP CLARIS 
CRCM x x x 
ALADIN x x x 
WRF x x x 
MMS x x x x 
HadRM x x x 
RCAO x x x x 
HIRHAM x x x x 
REMO x x x x x 
COS MO- x x x 
CLM 
RegCM x x x x x 
PRO MES x x x 
CHRM x 
CanRCM4 x 
RACMO x x x 
PRECIS x 
REIMS x 
MRI x 
CSIRO x 
SNU-RCM x 
COAMPS x 
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Table 2.1 The CRCMS cascade specifications: d81 (2nd column), d27 (31h 
column), d9 and d9 _pilots (4th and 51h columns, respectively), d3 (6th column), and dl 
(ih column). The first row represents the grids description, the second row is the time 
characteristics, the third row is the parameterization schemes and the fomih row is the 
LB Cs' specifications. 
d81 d27 d9 d9 _pilots d3 dl 
Grids description 
Grid spacing [ o] 0.81 0.27 0.09 0.09 0.03 0.0 1 
Grid spacing [km] - 81 - 27 - 9 - 9 - 3 - 1 
Grid size CNx x Ny) 200 x 200 225 x 225 225 x 225 225 x 225 225 x 225 225 x 225 
# vertical levels (Nz) 56 56 56 56 56 56 
Time characteristics 
Mode! ti me step 30 min JO min 200 s 200 s 1 min 20 s 
Output time step 3 h 3h 1 h 1 h 20 min 5 min 
Length of sim . 6 months 4 months 3 months 3 months 1 month 15 days 
Period Oct. l " 2001 Dec. l " 200 1 Jan. l" to Jan . 1" to Apr. Feb. 4'" to Feb. 12'" to 
toApr. l " toApr. l " Apr. l" 2002 l" 2002 Mar. 7'" 2002 Mar. l" 2002 
2002 2002 
Parameterizations 
Surface CLASS3.5 CLASS3.5 CLASS3 .5 CLASS3 .5 CLASS 3.5 CLASS3.5 
Radiation CKRS CKRS CKRS CKRS CKRS CKRS 
Shallow convection KSCCS KSCCS KSCCS KSCCS KSCCS KSCCS 
Boundary clouds MOISTKE MOISTKE MOISTKE MOISTKE MOISTKE MOISTKE 
Condensation CONS UN CONS UN CONS LN :\IYD'\1 MYDM MYDM 
Precipitation types bourge 3D bourge 3D bourge 3D nil nil nil 
Convection KFC KFC KFC KFC nil nil 
Gravity wave drag GWD86 GWD86 GWD86 GWD86 nil nil 
Hydrostatic? y es y es y es y cs no no 
Boundary conditions 
Driving data ERAinterim d81 d27 d27 d9 pilo1s d3 
Driving ti me interval 6h 3h lh lh 20 min 5 min 
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Figure A.l Logarithmic representation of the geopotential height spatial variance spectra vertically 
averaged from 700 to 200 hPa over 50 x 50 inner horizontal grid points of the initial states of each simulation: d81 
(a), d27 (b), d9 (c), d3 (d) and dl (e). The different line colors correspond to the time step identifiee! by the legend 
of each panel. The abscissas represent the wavenumbers [rad/lan ], the upper abscissas are the wavelengths [km] 
and the ord inates are the spatial var iance of geopotential height [kg] vertically averaged. 
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Figure A.2 Logarithmic representation of the temperature spatial variance spectra vertically averaged 
from 700 to 200 hPa over 50 x 50 inner horizontal grid points of the initial states of each simulation: d81 (a), d27 
(b), d9 (c), d3 (d) and d 1 (e). The different line colors correspond to the time step identified by the legend of each 
panel. The abscissas represent the wavenumbers [rad/km] , the upper abscissas are the wavelengths [km] and the 
ordinates are the spatial variance of temperature WC2)*(kg/m2)] vertically averaged. 
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Figure A.3 Logarithmic representation of the specifie humidity spatial variance spectra vertically 
averaged from 700 to 200 hPa over 50 x 50 inn er horizontal grid points of the initial states of each simulation: d81 
(a), d27 (b), d9 (c), d3 (d) and dl (e). The different line colors correspond to the time step identified by the legend 
of each panel. The abscissas represent the wavenumbers [rad/km], the upper abscissas are the wavelengths [km] 
and the ordinates are the spatial variance of specifie humidi ty [(glkg)2*(kg/m2) ] vertically averaged. 
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