ABSTRACT The purpose of this paper is to propose a new hybrid metaheuristic to solve the problem of feature selection. Feature selection problem is the process of finding the most relevant subset based on some criteria. A hybrid metaheuristic is a new trend in the development of optimization algorithms. In this paper, two different hybrid models are designed based on spotted hyena optimization (SHO) for feature selection problem. The SHO algorithm can find the optimal or nearly optimal feature subset in the feature space to minimize the given fitness function. In the first model, the simulated annealing algorithm (SA) is embedded in the SHO algorithm (called SHOSA-1) to enhance the optimal solution found by the SHO algorithm after each iteration. In the second model, SA enhances the final solution obtained by the SHO algorithm (called SHOSA-2). The performance of these methods is evaluated in 20 datasets in the UCI repository. The experiments show that SHOSA-1 performs better than the native algorithm and SHOSA-2. And then, SHOSA-1 is compared with six state-of-the-art optimization algorithms. The experimental results confirm that SHOSA-1 improves the classification accuracy and reduces the number of selected features compared with other wrapper-based optimization algorithms. That proves the excellent performance of SHOSA-1 in spatial search and feature attribute selection.
I. INTRODUCTION
As a part of data mining, data preprocessing can significantly improve the performance of data mining [1] . Feature selection is a key step in data preprocessing, which can reduce processing time, process too many features and improve the accuracy of machine learning [2] . The precision of the classifier and the reduction of the number of features are the criteria for evaluating feature selection techniques [3] . Generally speaking, feature selection is divided into four steps: subset generation, subset evaluation, stop criteria, and result verification [4] . Feature selection can be broadly divided into two categories: filters and wrappers. Filters can get results faster, while wrappers can significantly improve accuracy. So wrappers are more suitable for mining algorithms [5] . Wrappers have three main factors: search techniques for
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finding the best combination of features, evaluation criteria for feature subsets, and classifiers [6] .
For the past decade, meta-heuristic algorithms have been one of the first choices for solving data mining and machine learning problems. The exact search generates all the solutions. If a dataset have N characteristics, an accurate search yields 2 × N solutions [7] . Random search is much less computationally intensive than exact search. Random search randomly select the next set of random features [8] . Meta-heuristic algorithm is superior to precise search and random search. Although the meta-heuristic algorithm does not necessarily find the optimal solution when it runs every time, it will generate an acceptable solution within a specified time [9] . Recently, many meta-heuristic algorithms have been applied to feature selection, such as: particle swarm optimization (PSO) [10] , genetic algorithm (GA) [11] , flower pollination algorithm (FPA) [12] , ant lion optimization (ALO) [13] , butterfly optimization algorithm (BOA) [14] , bat algorithm (BA) [15] , memetic algorithm (MA) [16] , ant colony optimization (ACO) [17] , bee colony optimization (BCO) [18] , salp swarm algorithm (SSA) [19] , whale optimization algorithm (WOA) [20] , grey wolf optimization (GWO) [21] , dragonfly algorithm (DA) [22] , biogeography based optimization (BBO) [23] .
When using meta-heuristic algorithm, two points must be considered: high spatial search rate and better solution [24] . Therefore, meta-heuristic algorithms are divided into two categories: exploration-oriented population algorithm and development-oriented search algorithm. There is a hybrid model called hybrid meta-heuristic that improves the performance of each algorithm [25] . The first kind of model, local search as a global search operator is used for search; In the second model, first algorithm does the search and the other algorithm strengthens the solution that the first algorithm gets.
The spotted hyena optimization (SHO) proposed by G. Dhiman and V. Kumar which is a new optimization algorithm [26] , which simulates the hunting behavior of spotted hyenas. Spotted hyenas hunt prey through networks of trusted friends and the ability to recognize prey. This hunting method can find a better solution in a shorter time. SHO is similar to GWO, and GWO has received a lot of attention for its unique way of updating its three leaders [21] . SHO improved the three leaders into N leaders based on GWO, which greatly enhanced the self-adaptation of algorithm. In addition, SHO can be extended to higher dimensions. SHO tests on the dataset and compares it with several recently developed meta-heuristics by G. Dhiman. Then the algorithm is applied to the constrained engineering design problem to verify the applicability of the algorithm in practical problems. Experimental results show that the algorithm has better performance [27] , [28] . SHO is proven to be superior to other optimization algorithms in optical buffer design and airfoil design problems [29] . SHO is better than other optimization algorithms in solving economic load power scheduling problem [30] .
Simulated annealing algorithm (SA) is a meta-heuristic algorithm proposed by Kirkpatrick et al. [31] . The simulated annealing algorithm starts from a high temperature and search the global optimal solution of the target function in the space with the continuous decrease of temperature and the combination of probability function. SA has strong local search capability [32] . And SA has the ability to enhance the local optimal solution in the hybrid algorithm [33] .
This paper presents a wrapper selection method for hybrid SHO and SA algorithms. This method is proposed to improve the utilization rate of SHO algorithm. In the first hybrid model, SA algorithm is employed as part of SHO algorithm, and SHO algorithm and SA algorithm are run once for each iteration. The second hybrid method first uses SHO algorithm to search for the optimal solution, and then uses SA algorithm to search for the current optimal solution.
The rest parts of this paper are described as follows: the second section introduces the related work of hybrid algorithm, the third section introduces the basic principles of SHO algorithm and SA algorithm, and the fourth section introduces two methods of mixed model. In section 5, experimental results are given and discussed in detail. Finally, the conclusion is given in section 6.
II. RELATED WORK
In recent years, hybrid meta-heuristic algorithms have been gradually used in the field of optimization. O. C. Martin and S. W. Otto proposed a hybrid algorithm of Markov chain and simulated annealing in 1996 [34] . The algorithm is able to solve large instances to optimality, improving upon local search methods very significantly. The hybrid meta-heuristic algorithm was proposed by I. S. Oh et al. in 2004 , in which local search algorithm was embedded into genetic search to solve the problem. The hybrid GA showed better convergence properties compared to the classical GA [35] . A hybrid simulated annealing and genetic algorithm is proposed by P. Vasant to find the global optimal solution of nonlinear objective function and to search for the best feasible solutions to the decision variables [36] . A hybrid simulated annealing and genetic algorithm applied to signal optimization model is proposed by Z. Li and P. Schonfeld. The hybrid algorithm can quickly generate optimal or near-optimal signal timings [37] . In addition, two hybrid simulated annealing and genetic algorithm models were also applied in Location-InventoryRouting problem and building optimization problem [32] , [38] . A GA-GSA hybrid algorithm was proposed to improve system performance by using uncertain data [39] . A hybrid GSA-GA algorithm and a hybrid PSO-GA algorithm were proposed H. Garg to solve the constrained optimization problem [40] , [41] . The results showed that the hybrid model algorithm has better performance. Some hybrid meta-heuristic algorithms have been proposed for feature selection.
J. Wu et al. introduced simulated annealing algorithm into the crossover operator of genetic algorithm, is used to simultaneously optimize the input feature subset selection, the type of kernel function and the kernel parameter setting of SVR [42] . A hybrid ant colony algorithm and genetic algorithm was applied in the categorization of text documents by Basiri and Nemati [43] . J. B. Jona and N. Nagaveni proposed a hybrid ant colony algorithm and cuckoo algorithm that applied in detect the breast cancer [44] . A hybrid whale optimization algorithm with simulated annealing algorithm was proposed by M. M. Mafarja and S. Mirjalili is applied to feature selection and significantly improves the classification accuracy [33] . These algorithms all have varying degrees of improvement over native algorithms.
Despite the advantages of the above algorithms for feature selection, there is a theorem in optimization that there is No-Free-Lunch (NFL): there is no algorithm that solves all optimization problems. In other words, in the field of feature selection, there are always better algorithms that can better solve the problem of new feature selection. This prompted us to try to propose a new method for feature selection in this study.
III. THE PROPOSED ALGORITHM A. SPOTTED HYENA OPTIMIZER (SHO)
Spotted hyenas are large carnivorous canines that live in a variety of open or dry environments. Large and medium-sized herbivores such as zebras, wildebeests, and impala are preyed upon by swarms of spotted hyenas [45] . Spotted hyenas are very intelligent social animals. Relatives and other individuals are identified by them using multiple senses. They also ranked the relationships of the same race. Individuals of high status in a population are given priority for trust [46] . Spotted hyenas have a very high success rate in group hunting because of this nature.
1) ENCIRCLING PREY
Spotted hyenas can know where their prey is and surround them. We consider the current best candidate is the spotted hyena closest to the target or prey because of search space not known a priori. The locations of other search agents are updated after the best search solution is defined. The mathematical model of this behavior is described by the following equations:
where − → D h define the distance between spotted hyenas and their prey, X indicates the current iteration, − → B and − → E indicates co-efficient vectors, − → P p indicates the position vector of prey, − → P indicates the position vector of spotted hyena.
|| and · is the absolute value and multiplication with vectors respectively. The vectors B and E are computed as follows: (1) and (2) . This concept can also be extended to n-dimensional Spaces.
2) HUNTING
Spotted hyenas typically hunt in packs, rely on a network of trusted friends and have the ability to spot prey. In order to mathematically define spotted hyena behavior, assume that the best search agents, whichever is optimum, know the location of the prey. Other search agents towards the best search agent and according to the best solution to update their location. The following equations are proposed in this mechanism:
where − → P h indicates the position of first best spotted hyena, − → P k defines the position of other spotted hyenas. Here, N defines the number of spotted hyenas which is computed as follows:
where − → M is a random vector with a value of [0.5, 1], nos defines the number of solutions and count all candidate solutions, after addition with − → M , which are far similar to the best optimal solution in search space, and − → C h is a group or cluster of N number of optimal solutions.
3) ATTACKING PREY (EXPLOITATION)
The value of the vector − → h is reduced in order to mathematically model for attacking the prey. The variation in vector − → E is also decreased to change the value in vector − → h which can decrease from 5 to 0 over the course of iterations. The group of Spotted hyenas attack prey when |E| < 1. The mathematical formulation for attacking the prey is as follows: where − → P (x + 1) updates the positions of other search agents according to the position of the best search agent and save the best solution. The SHO algorithm allows its search agents to update their positions and attack towards the prey.
4) SEARCH FOR PREY (EXPLORATION)
Spotted hyenas mainly search for prey according to the location of spotted hyena group in vector − → C h . They stay away from each other to find and attack for prey. It's good for spotted hyenas to leave their prey when |E| > 1. This mechanism allows SHO to perform global searches. Another component of SHO is − → B , which makes exploration possible. In Eq.(3), the random value that provides the random weight of the prey is contained in − → B vector. We assume that vector − → B > 1 takes precedence over vector − → B < 1 to show the randomness of the SHO algorithm. This will help global search and avoid local optimization. Random values are provided from − → B vector for not only the initial iteration, but also the final iteration. This mechanism is very helpful to avoid local optimization problems especially in the final iteration. Finally, the algorithm is terminated when the termination condition is satisfied.
Here are some points to note:
• The optimal solution is saved in the iteration by the proposed algorithm.
• The proposed enveloping mechanism defines a circular solution that can be extended to higher dimensions as a hypersphere.
• The random vectors − → B and − → E can make the candidate solutions random.
• The proposed search method allows candidate solutions to locate possible prey locations.
• The values of the vectors − → E and − → h are adjusted to allow SHO to explore (|E| ≥ 1) or exploit(|E| ≤ 1).
5) ALGORITHM OF SHO

B. SIMULATED ANNEALING (SA)
Simulated annealing is an algorithm based on solid annealing principle proposed by Kirkpatrick et al. Simulated annealing algorithm accepts a solution worse than the current solution with a certain probability, so it is possible to jump out of the local optimal solution and reach the global optimal solution. The algorithm starts from the randomly generated initial solution, generates the best neighborhood solution so far in each Update the group C h w.r.t P h 20
end while 22 return P h 23 end procedure iteration according to the predefined neighborhood structure, and evaluates it with the fitness function. The improving move (the neighbor is fitter than the original solution) is always accepted, whilst worse neighbor is accepted with a certain probability determined by the Boltzmann probability, P = e −θ/T where θ is the difference between the fitness of the best solution (BestSol) and the generated neighbor (TrialSol). In addition, T is a parameter (called temperature) that is periodically decreased during the search according to some cooling plan. In this work, the initial temperature is set as 2 * |N |, where |N | represents the number of attributes of each dataset, and the cooling time is calculated by T = 0.93 * T [33] . Algorithm 2 gives the pseudocode of SA algorithm.
IV. THE PROPOSED APPROACH A. BINARY VERSION AND FITNESS FUNCTION
The essence of feature selection is binary optimization problem, whose solution is limited to binary {0,1} values. A binary version needs to be developed for the SHO algorithm used in feature selection problems. In this work, one solution is represented by a one-dimensional vector whose length is the number of attributes in the original dataset. Each value in the solution is represented by a ''1'' or ''0''. The value ''1'' indicates that the property is selected, and the value ''0'' indicates that the property is not selected.
Feature selection can also be regarded as a multiobjective optimization problem, in which two objectives 
Calculate |TrialSol| and |BestSol|
else // accepting the worse solution 21
Calculate
Generate a random number,
end if 28 T = 0.93 * T // update temperature 29 end while 30 Output BestSol are contradictory: The fewer features selected, the higher the classification accuracy. When the number of features in the solution is less and the classification accuracy is higher, the solution is better. According to the classification accuracy of the solution obtained by KNN classifier [47] and the number of features selected in the solution, a fitness function is proposed in Eq. (11) .
where γ R (D) represents the given classification error rate. In addition, |R| and |N | are the cardinality of the selected subset and the total number of feature datasets, respectively. The parameters α and β correspond to the accuracy of classification and the importance of the number of selected features. Each solution is evaluated by the fitness function during the iteration. Both SHO and SA algorithms use this fitness function to evaluate the search agents in order to balance the higher classification accuracy and the minimum number of selected features in each solution, α ∈ [0, 1] and β = (1 − α) [13] .
B. HYBRID SHO-SA METHODS
SHO algorithm is an optimization algorithm that has achieved good results in many optimization problems in recent years. We regard the solution obtained by SHO algorithm as the initial state, and then use SA algorithm to optimize the solution. Two hybrid models of the two algorithms are considered in this method. On one hand, SA algorithm is embedded in SHO algorithm to find the best solution and replace the original solution in the neighborhood of the randomly selected solution and the known optimal solution. In this method, SA algorithm is the operator of SHO algorithm. This method is called SHOSA-1. On the other hand, SA algorithm enhances the final solution found by SHO algorithm. This method is called SHOSA-2. The flowchart of the SHO, SHOSA-1 and SHOSA-2 is summarized in fig.3 .
C. COMPUTATIONAL COMPLEXITY 1) TIME COMPLEXITY
In the population initialization phase, SHO has the computational complexity O (N ). For the main iteration loop, the computational complexity is O (dim). The update process terminates within the maximum number of iterations, so the total computational complexity of SHO is O (N · dim · Maxiter).
In SHOSA-1, SA is nested in each iteration of SHO. The computational complexity of SHOSA-1 is
where O(SA) represents the Computational complexity of SA.
In SHOSA-2, SA algorithm enhances the final solution found by SHO algorithm. The computational complexity of SHOSA-2 is O(N · dim · Maxiter) .
2) SPACE COMPLEXITY
The space complexity of SHO algorithm is the maximum amount of space used at any one time which is considered during its initialization process. Thus, the total space complexity of SHO, SHOSA-1 and SHOSA-2 is O(n · dim) .
V. EXPERIMENTS A. DATASETS
In this section, the implementation of the proposed three algorithms is done using MATLAB. In order to evaluate the performance of the proposed algorithms, the proposed algorithms are implemented on twenty FS benchmark datasets from the UCI data repository [48] . The number of attributes and instances of each datasets are presented in Table1. These datasets contain many attributes and instances that can be effectively tested against the proposed binary approach.
B. PARAMETER SETTINGS
In preliminary experiment, the population size and the maximum number of iterations were selected by testing the first four datasets. For this experiments, the population size is selected as 10, 30 and 50, and the maximum number of iterations is selected as 50, 100 and 150. SHO, SHOSA-1 and SHOSA-2 are selected as the test algorithm in the initial experiment. Table 2 shows groups of the population size and the maximum number of iterations. VOLUME 7, 2019 Table 3 shows the fitness of different algorithms on different datasets. Table 4 shows the running times of different algorithms in different datasets. From Table 3 and Table 4 , the fifth group of parameters can achieve a relatively ideal fitness without taking much time. Therefore, the population size is 30 and the maximum number of iterations is 100. In addition, the exit condition of SA algorithm is the number of iterations. The particle number of SA is 10, and the maximum iteration number is 30.
Since the results obtained by running the optimization algorithm are accidental, we run all the algorithms separately for 30 times. In addition, each algorithm runs on an i5 machine with a 3GHz CPU and 4GB of RAM.
In order to evaluate the effectiveness of the algorithm, each dataset is divided by cross-validation. The KNN classifier based on Euclidean distance matrix (where K = 5 [13] ) is used to generate the best reduction. In the k-fold crossvalidation, the k-1 fold is used for training and validation, and the remaining fold is used for testing. This process is repeated M times. Each optimization algorithm was evaluated K · M times for each dataset. The datasets are divided into training datas, verification datas and test datas. The training datas are used to train the classifier in the optimization process, and the validation datas are used to evaluate the performance of the classifier in the optimization process. The test datas are used to evaluate the selected feature data of the classifier. In addition, some classical or latest optimization algorithms are selected for comparison with the proposed algorithm. The parameters of ant colony optimization (ACO), salp swarm algorithm (SSA), flower pollination algorithm (FPA), particle swarm optimization(PSO), sine cosine algorithm (SCA) and cuckoo search (CS) were set in table 5 according to the references [49] - [56] . The reason for choosing these optimization algorithms are they are all applied to feature selection and both are tested on UCI similar datasets [12] , [57] - [61] .
C. EVALUATION CRITERIA
The following criteria are used to evaluate each optimization algorithm when it is run: Average classification accuracy: the index of average classifier accuracy of selected feature set is described. The classification accuracy in this study is calculated as:
where M is the number of times and Accuracy(i) is classification accuracy in the optimization algorithm i th run. Average selection size: represents the average value of selected features for M times. Shown by the following:
where Size(i) represents the number of features are selected in the optimization algorithm i th run, M is represents the number of algorithm runs.
Best fitness: Represents the best fitness obtained by running the M times optimization algorithm.
Worst fitness: Represents the worst fitness obtained by running the M times optimization algorithm.
Average fitness: Represents the fitness average value of the solution obtained after M computations of the optimization algorithm, which can be expressed as:
where Fitness(i) represents fitness in the optimization algorithm i th run, M is represents the number of algorithm runs.
Statistical standard deviation (std):
Represents the variation of the optimal solution obtained after M times of execution of the optimization algorithm, represent as:
where Fitness(i) represents the fitness in the i th run, M is represents the number of algorithm runs. Average running time: represents the average time of each run of the algorithm in seconds. Calculate the following:
where Runtime(i) represents the time in the i th run. M is represents the number of algorithm runs. Sensitivity and specificity: Sensitivity represents the proportion of the paired pairs in all positive examples, which measures the ability of the classifier to identify positive examples. Specificity represents the proportion of pairs in all negative examples, which measures the ability of the classifier to Wilcoxon rank sum test: It's a nonparametric test. It is a test in which the sample rank is substituted for the sample value. This statistical test returns a p-value parameter to verify that the difference between the two algorithms is significant [62] . obvious that SHOSA-1 can be classified more accurately in more datasets (eleven out of twenty datasets). In addition, the proposed SHOSA-1 and SHOSA-2 algorithms are more accurate than the original algorithm SHO in most datasets. In selecting feature number size, the SHOSA-1 method can select fewer features on more datasets (thirteen out of twenty datasets). The method SHOSA-1 is in competition with the native algorithm SHO. In terms of classification accuracy and the number of selected features, SHOSA-1 shows the best effect on the average of 20 datasets. This proves that the proposed method is effective. In addition, the accuracy of the three proposed algorithms on the STEELPF dataset reach 1, which shows the excellent performance of the proposed algorithms.
Method SHOSA-1 also performs better in fitness (best, worst, mean and standard deviation) than the native algorithm SHO and method SHOSA-2 in more datasets which are shown in Tables 7-8 . It is shown as follows: SHOSA-1 performs well in 15 datasets and 13 datasets in the best and worst fitness; SHOSA-1 performs well in 12 datasets in the mean fitness; SHOSA-1 performs well in 13 datasets in the standard deviation measure. The method SHOSA-2 competes with the native algorithm SHO. It is obvious that method SHOSA-1 has better effect and higher stability than method SHOSA-2 and the native algorithm SHO. Table 9 shows the average running time of the different methods. The native algorithm SHO and the method SHOSA-2 run at approximately the same time, but the method SHOSA-1 takes more time to run. This is due to the SA algorithm and fitness function run times.
E. COMPARISON WITH THE DIFFERENT OPTIMIZATION ALGORITHM
In the last section, SHOSA-1 method is superior to other proposed methods in classification accuracy and average selection size. In this section, the best performing method, the SHOSA-1 method, is compared with various approaches to solving the feature selection problem. Table 10 shows the classification accuracy of ACO, CS, FPA, PSO, SCA, SSA and SHOSA-1. According to the results in Table 7 , the classification accuracy of SHOSA-1 is far superior to all other algorithms on almost all datasets. On the dataset Glass, FPA is slightly better than SHOSA-1. Both SSA and SHOSA-1 achieve the highest accuracy on the dataset SteelPF. Table 11 shows the average value of selected features of SHOSA-1 and other algorithms. On fourteen datasets, SHOSA-1 solutions can choose fewer features. In addition, ACO algorithm can choose fewer features on five datasets. Table 12 -15 shows the fitness(best, worst, mean and standard deviation) obtained by running different algorithms. SHOSA-1 have better and more stable fitness than other algorithms. In addition, the fitness of PSO is better than other algorithms. FPA algorithm have relatively stable performance in standard deviation fitness measure. Table 16 shows the convergence curves of different algorithms. From the results, we can see that SHOSA-1 has good convergence results in most data sets, but not the fastest convergence.
Sensitivity and specificity are statistical measures, which are suitable for binary classification test. Therefore, sensitivity and specificity were analyzed only on 9 binary classification datasets. Table 17 and Table 18 show the sensitivity and specificity of SHOSA-1 and the comparison algorithm. Obviously, SHOSA-1 showed the highest sensitivity and the highest specificity in the eight datasets. Table 19 shows the average running time of SHOSA-1 and other algorithms. The algorithm with the shortest time is SCA, followed by FPA. SHOSA-1 takes more time in computing speed than other algorithms. However, the proposed SHOSA-1 has demonstrated highly competitive classification accuracy and the number of selected features. Therefore, SHOSA-1 performs well overall compared to other algorithms. Table 20 shows the standard deviation of the running time of the proposed SHOSA-1 algorithm and other algorithms. The results show that the FPA takes the most stable time to run in seven datasets and the CS takes the most stable time to run in six datasets. SHOSA-1 algorithm runs long time and unstable on Drug_consumption, Spambase, and SteelPF datasets, so SHOSA-1 is not recommended for large datasets. Table 21 shows the three large data sets were compared with the running results of the truncated version. The results show that the truncated data set can still maintain better accuracy, selected feature number and fitness. This proves the good performance of SHOSA-1. Table 22 is Wilcoxon test of the proposed SHOSA-1 with other algorithms that shows the results of the Wilcoxon's rank sum test evaluated by P values. When P value is less than 0.05, there is a significant difference between the two algorithms in processing the same dataset. The results show that the proposed algorithm SHOSA-1 is significantly different from the comparison algorithm.
To sum up, the experiments in this section show the excellent ability of SHOSA-1 in terms of accuracy and number of selected features. This shows that SHOSA-1 algorithm has better search ability than other algorithms in global search and local search.
VI. CONCLUSIONS, LIMITATIONS AND FUTURE WORK
In this paper, a hybrid SHO and SA is proposed to solve the problem of feature selection in packaging mode. Embedding SA in SHO and adding SA after SHO are two hybrid methods for machine learning feature selection. A fitness function is used to evaluate the feature selection problem, including the classification accuracy and the number of features. The performance of these algorithms are evaluated on 20 standard datasets in UCI repository. The evaluated performance includes classification accuracy, average number of features, best and worst and mean fitness measure, standard deviation measure and average computational time. The proposed SHOSA-1 algorithm is applied to these datasets and compared with other algorithms including ACO, FPA, PSO, SSA, CS, SCA. The results show that the average accuracy of the SHOSA-1 algorithm on these 20 data sets is increased by 9.82%, the average reduction of 4.64 features and the average fitness improvement of 9.22%. The SHOSA-1 is significantly different from other algorithms by Wilcoxon's rank sum test. SHOSA-1 is not recommended for large datasets due to its long running time.
For future studies, SHOSA-1 can be applied to various other public datasets, real-world problems and it can also be employed with more classifiers like artificial neural networks and support vector machines to extend the current approach. In addition, SHO algorithm should be combined with other meta-heuristic algorithms. For example, hybrid SHO algorithm and GA algorithm are used to solve optimization problems. SHOSA-1 algorithm also can be extended to higher dimensions and be applied in practical fields such as medicine in future work. SHOSA-1 will help optimize the feature selection process of high-dimensional biomedical data, better mine the function of biological data set in the field of disease diagnosis, and improve the efficiency of disease diagnosis.
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