We present a novel approach to weakly supervised object detection. Instead of annotated images, our method only requires two short videos to learn to detect a new object: 1) a video of a moving object and 2) one or more "negative" videos of the scene without the object. The key idea of our algorithm is to train the object detector to produce physically plausible object motion when applied to the first video and to not detect anything in the second video. With this approach, our method learns to locate objects without any object location annotations. Once the model is trained, it performs object detection on single images. We evaluate our method in three robotics settings that afford learning objects from motion: observing moving objects, watching demonstrations of object manipulation, and physically interacting with objects (see a video summary at https:// youtu.be/BH0Hv3zZG_4).
I. INTRODUCTION
A major bottleneck for object detection in robotics is the need for time-consuming image annotation. We take a step towards overcoming this problem by learning object detection from short videos with minimal supervision. To learn a new object, our approach only requires two short videos, one that shows the object in motion and one that shows the scene without the object. These videos do not need to be synchronized in any way and are therefore easy and fast to generate -e.g. through human demonstrations or physical interaction of a robot -which makes this approach very promising for robotics.
The underlying assumption that our method is based on is that an object is a collection of matter that moves as a unit. We leverage this fact and use motion as a cue for learning object detection. Given a video of a moving object, our approach learns an object detector by optimizing its output to describe physically plausible motion. We additionally collect a negative video of the scene without the object and train the object detector to not respond to it, which allows the approach to ignore camera motion and other moving objects. Finally, we use the fact that objects are spatially local through a spatial encoder architecture that estimates the object's location based on the strongest local activations, which restricts the receptive field and induces robustness to non-local distractions.
Our contribution is a novel approach to weakly supervised learning of object detection, NEMO, that uses negative examples and motion. NEMO trains a spatial encoder network by optimizing consistency with object motion. It only requires short videos of moving objects that are easy to collect and it does not rely on any pretraining or supervision beyond marking these videos as positive and negative. At inference, the learned model can detect objects regardless of whether they are moving or not because the model works on single images. Note that, although we are evaluating our model on video frames, it does not perform tracking but per frame detection as shown in Figure 1 .
II. RELATED WORK
This work is related to physics-based representation learning, where a latent representation is learned by optimizing consistency with physics. Steward and Ermon [1] learn to map images to latent representations by optimizing consistency with a known dynamics model. Jonschkowski and Brock [2] and Jonschkowski et al. [3] make more general assumptions about physical interactions and define them as learning objectives. A number of approaches combine physical assumptions with image reconstruction to learn latent representations [4] , [5] , [6] . Gao et al. [7] learn to embed object regions in an image using spatio-temporal consistency. Jang et al. [8] learn object embeddings from self-supervised interactions based on object permanence. Jayamaran and Grauman [9] learn representations that are equivariant to known ego motion. Sermanet et al. [10] learn latent representations from multiple synchronous videos of motion. While these approaches are similar to ours in spirit, they learn image embeddings, while we learn to estimate object location in the image. This more constrained object-based representation makes the presented approach particularly robust and efficient. This paper is also influenced by the idea of active perception [11] , where action is used to facilitate perception. Motion has been used for a long time to identify and track objects [12] , to segment them [13] , to understand their articulation [14] , and so on. Recently, this idea has been combined with learning in order to generalize beyond the observed motion, e.g. to learn object segmentation from videos of moving objects [15] and from videos generated by robot interactions [16] . This paper goes in the same direction for learning object detection by introducing ideas from representation learning and by leveraging negative examples.
Labeling training videos as positive and negative examples can also be viewed as weakly supervised learning, which deals with learning from labels that are only partially informative. Weakly supervised object detection relies on image-wide labels to learn to localize the corresponding objects in the image [17] , [18] . While these approaches use image-wide labels to replace object location labels, which are more difficult to obtain, this paper goes a step further and only uses per-video labels and compensates this reduction of supervision by adding motion as a cue for learning object detection. Similarly, Tokmakov et al. [19] learn semantic segmentation by combining weak labels and motion cues from videos, in their case using optical flow, and Hong et al. [20] also learn to segment objects use weak semantic labels together with object-ness priors. These works and others in the field of weakly supervised learning leverage large datasets of online videos. Our paper, in contrast, focuses on enabling a robot to learn object detection from its own observations, which means the training data is much more relevant for the immediate tasks of the robot but it also requires our method to be particularly data-efficient.
III. OBJECT DETECTION FROM NEGATIVE EXAMPLES AND MOTION (NEMO)
The key idea of NEMO is to learn how to detect an object from two videos, a positive video that shows the target object in motion and a negative video of the same scene without that object. These videos are used to optimize two objectives: 1) Learn to detect "something that moves in a physically plausible way" in the positive video, such that its location varies over time without having instantaneous jumps, which is defined below as a combination of a variation loss and a slowness loss. 2) Learn to detect "something that is present in the positive video but not in the negative video", which is defined as a presence loss. These objectives are used to train a spatial encoder network, which estimates the object location based on the strongest activation after a stack of convolutions. Optimization is done by gradient descent. We will now look in detail into each of these components.
A. Network Architecture: Spatial Encoder
NEMO's network architecture is an extension of the encoder component of a deep spatial autoencoder [6] and therefore called a spatial encoder. The spatial encoder is a stack of convolutional layers [21] without striding or pooling. It uses residual connections [22] , batch normalization [23] , and ReLU nonlinearities [24] . All experiments in this paper use 8 residual blocks with 32 channels and kernel size 3, which are applied to images scaled to 120 × 160 or 90 × 160. The output has a single channel, followed by a spatial softmax, which produces a probability distribution over the object's location in the image. We obtain a location estimate by taking the mean of that distribution (the spatial softargmax) and estimate the confidence in the network's prediction based on the maximum pre-softmax activation.
Since the main application of this work is to enable learning new objects rapidly and continually when they are encountered, we train a separate model for each object in all of our experiments. However, the spatial encoder can be extended to handle k objects by having k channels in the output layer and training those detectors jointly. Note that our model does not perform any kind of tracking or inference over time because it only takes a single image as input. Video data is only required during training, not during inference.
B. Losses: Variation, Slowness, & Presence
The spatial encoder is trained by minimizing a combination of three losses-variation, slowness, and presence (see Figure 2 ), which are defined here. Let us denote the input image at time t as I (t) ∈ R h×w where h and w are the height and width of the image. We will refer to the spatial encoder as f with parameters θ, and the output of f before the spatial softmax as
. By applying the spatial softmax across image coordinates i and j, we get a probability image P (t) ∈ R h×w and its mean
The first two losses, variation and slowness, operate on the mean z in positive frames. Together, they measure whether the detected object location z (t) moves in a physically plausible way by comparing pairs of z (t) for different t.
The variation loss encodes the assumption that the target object does not stay still in the video by enforcing that z t+d is different from z t for d in some range [d min , d max ]. The variation loss measures proximity using e −distance , which is 1 if z t = z t+d and goes to 0 with increasing distance [3] .
where β scales how far z t and z t+d need to be apart and d min and d max define for which time differences variation is enforced. All experiments use β = 10, d min = 50, and d max = 100.
The slowness loss encodes the assumption that objects move with relatively low velocities, i.e., that their locations at time t and t + 1 are typically close to each other. Consequently, this loss measures the squared distance between z in consecutive time steps t and t + 1, which favors smooth over erratic object trajectories [25] , [2] .
The presence loss encodes the assumption that the object is present in the positive video but not in the negative one. Taking a positive frame t and a negative frame t − , we can compute the probability q (t,t − ) of the object being in the positive frame by computing the spatial softmax jointly over both frames and summing over all pixels. The loss is then defined as negative log probability.
The losses defined above are combined in a weighted sum,
where the weights were chosen such that all gradients have the same order of magnitude. All experiments use w v = 2, w s = 10, and w p = 1.
C. Optimization
The losses are optimized from minibatches of size b, such that each minibatch includes b samples of consecutive frames {(I (t) , I (t+1) )} t and b samples of frames d ∈ [d min , d max ] steps apart {(I (t) , I (t+d) )} t,d , which are used to compute the variation and slowness losses. The presence loss uses all combinations of the positive frames in {(I (t) , I (t+d) )} t,d with b negative frames {I (t − ) } t − resulting in 2b 2 pairs to average over. All experiments use b = 10. For numerical stability of the gradient computation, Gaussian noise ∼ N (µ = 0, σ = 10 −5 ) is added to z t . The loss L(θ) is optimized using the adaptive gradient descent method Adam [26] with default parameters and m = 50 random restarts. Our implementation is based on TensorFlow [27] and Keras [28] .
IV. EXPERIMENTS
We evaluated NEMO in three settings that afford object detection from motion:
1) Learning to detect moving objects by observing them (see Figure 3 In all settings, our method was trained on short (less than five minutes) positive and negative videos and then tested on individual frames from another video. Note that NEMO does not perform tracking. All results show per frame detection.
Sections IV-A to IV-C demonstrate the versatility and wide applicability of our method. A comparison to across all three settings in Section IV-D quantifies the accuracy of NEMO relative to existing methods. The key results of our experiments are: a) Our method is able to discover objects without any image level annotations from a few short videos of moving objects. b) Our method is robust to distracting motion of the camera, the arm, and other moving objects as well as to substantial occlusions during training and testing. c) In a comparison to other methods, NEMO outperforms supervised object detection trained on COCO [29] , template matching, and tracking methods, even though it is the only method among these that does not require any image annotations. A video summarizing the results can be found here: https://youtu.be/BH0Hv3zZG_4
A. Learning from Observation
The first setting that we evaluate is about learning to detect moving objects (such as vehicles, humans, other robots, etc.) from observing them with a moving camera. The main difficulty of object detection in this scenario is disambiguating object motion and camera motion.
Each object detector was learned from a positive and a negative video of about two minutes and evaluated in frames of a test video. The results show that NEMO can discover moving objects despite camera motion for a variety of different scenes and objects. Figure 3 shows representative object detections for different moving objects. The quantitative evaluation for this setting can be found in Figure 9a and will be discussed in Section IV-D.
B. Learning from Demonstration
Most objects do not move on their own, but objects relevant for robot manipulation typically can be moved in order to generate the necessary motion cues for learning them. To Fig. 7 : Learning object detection from interaction. Top: Image sequence from a multi-object test video after training on single object interactions. Bottom: Image crops centered at the detected object locations. Our method learned objects 1 (blue ball), 2 (green bottle), 3 (blue bowl), and 5 (purple bowl), but failed to learn object 4 (purple cup).
Vis ible
Oc c lude d 2 Fig. 8 : Detailed results for learning from interaction. Left: Maximum pre-softmax activation in the encoder is a good estimate for whether the object is present in the scene (error bars show standard deviations). Right: Results per object with standard errors and minimum and maximum show that the method has the most difficulty learning object 4 (purple cup).
illustrate this idea, we had a human move a pen in spirals across a table to provide a positive example and move their hand without the pen for a negative example, each for about one minute. We applied our method on these videos and tested the trained object detector on new videos of writing "hello" and "world". The results show per frame object detections that are very stable over time and thereby allow NEMO to accurately trace the objects trajectory (see Figure 4 ).
The setting of having a human move objects combines well with learning from demonstration in robotics, where a teacher shows a new task to a robot. Before demonstrating the task, the teacher can move the relevant objects to train object detection. The learned objects can then serve as a high level representation for interpreting the demonstration and extracting the goal of the task. We investigate this scenario by having a human move different objects on a table. More specifically, the training data for this task are five videos each about two minutes long of five different objects moved across a table. We use this data to train five object detectors, one per object. For each detector, the positive example is one of the object videos and the negative example is a concatenation of the four other videos not containing the object in the positive video. These resulting detectors are tested in a video in which all five objects are being randomly rearranged on the table (see Figure 5 ). The results show correct detections even under heavy occlusions by the hand and other objects and generalization to a different viewpoint. We quantitatively evaluate this setting in Figure 9b and Section IV-D.
After training the object detectors as described, we investigate if they could be used for learning from demonstration. By applying the object detectors to demonstrations of pickand-place tasks and comparing object locations in the first and last frame of a demonstration, we can find out which objects were moved to which locations. Simple statistics over the final object locations across all demonstrations of a task describe the task in a way that could be used as the goal for a planning algorithm or as reward for reinforcement learning (see Figure 6 ).
C. Learning from Interaction
In this setting, we test whether our method can learn to detect objects from a robot interacting with them. Ultimately, we envision a robot learning about the objects around it testing hypotheses about potential objects by pushing and pulling on things in the environment. For now, we have a robot execute a simple open-loop trajectory that moves its arm in a circular sweeping motion through a bin containing objects. What makes this setting more challenging than using human demonstrations is that the objects move less and are occluded by the robot arm for significant periods in the training videos.
The training data was collected by putting one object at a time into a bin and having the robot interact with it for five minutes. Based on these videos, NEMO was applied to learn an object detector for each object using the other videos as negative examples. The learned object detectors were tested in a setting where all objects were placed in the bin and again randomly moved by the robot (see Figure 7 ). In the bottom of the figure, from left to right, we can see that the method learned to track the ball (purple), the bottle (orange), the small bowl (blue), that it failed to learn the purple cup (green), and that it successfully learned the large bowl (red). A comparison to other methods is shown in Figure 9c . Figure 8 shows that the activation of the object detector can be used to estimate whether an object is currently visible or not. It also confirms that our method indeed struggled with object 4, the purple cup. Inspection of the training video showed that the robot gripper often moved over the purple cup instead of pushing it, which apparently did not produce enough motion to learn the object. The other four objects were learned despite substantial occlusions during training, which shows the feasibility of learning object detection from interaction using NEMO. For a video of the interaction, see https://youtu.be/BH0Hv3zZG_4?t=213.
D. Comparison to Other Methods
Comparison to other methods is complicated by the fact that most other techniques require more supervision than NEMO and have not been designed to leverage the object information latent in positive and negative video examples. Therefore, to perform a fair quantitative comparison, we selected other related methods and gave them the additional supervision that they need in order to apply them to our data.
We include a range of template matching and tracking methods in our comparison because they need relatively little supervision. For those methods, we provided a bounding box of the target object in the first frame of the test video. The exact methods we are comparing to are template matching using normalized and unnormalized cross-correlation, cross-coefficient, and squared distance scores [30] and the following tracking methods-OLB [31] , MIL [32] , KCF [33] , TLD [34] , Medianflow [35] , MOSSE [36]-using their OpenCV [37] implementations.
We also compare to supervised object detection in the form of the region proposal network FasterRCNN [38] trained on the COCO dataset [29] . Following other approaches in the literature [39] , we use this model as an "objectness detector" and disregard the predicted object class. For computing the error of this model, we select the nearest predicted bounding box to the target object, allowing the same bounding box to count as prediction for multiple objects.
We compare our results in all of the above settings to these methods. For our comparison, we labeled object positions in 50 frames in each test video for all three settings and compare the methods based on mean squared error (MSE) normalized by the image diagonal. Figure 9 shows that NEMO (green) performs well in this comparison. While TLD and MIL tracking (purple) work well in the first setting, they fail in the other settings due to phases where the object gets occluded. FasterRCNN (red) works better in those settings but has a higher error in the first setting. Other tracking and template matching methods perform significantly worse. NEMO consistently achieves low errors across all three settings. But more importantly, it does so despite being the only method that does not require any image annotations. These results show the advantage of adapting to the given set of objects using weakly supervised learning and hint at the potential of future work on object detection from motion.
V. CONCLUSION
We have proposed a novel approach for learning object detection that is simple, data-efficient, and requires minimal supervision. We have demonstrated the versatility of this approach that could enable robots to learn object detection without image level annotations from only a few minutes of video. Future work could improve transfer to new scenes, learn from a continuous video stream, and produce more expressive representations such as bounding boxes, object segments, key points, or poses. We believe that this is a promising research direction that could ultimately facilitate robotic manipulation by enabling robots to rapidly learn new objects with minimal supervision.
