Abstract. We give the formula for multiplying a Schubert class on an odd orthogonal or symplectic ag manifold by a special Schubert class pulled back from a Grassmannian of maximal isotropic subspaces. This is also the formula for multiplying a type B (respectively, type C) Schubert polynomial by the Schur P -polynomial p m (respectively, the Schur Q-polynomial q m ). Geometric constructions and intermediate results allow us to ultimately deduce this from formulas for the classical ag manifold. These intermediate results are concerned with the Bruhat order of the Coxeter group B 1 , identities of the structure constants for the Schubert basis of cohomology, and intersections of Schubert varieties. We show these identities follow from the Pieri-type formula, except some`hidden symmetries' of the structure constants. Our analysis leads to a new partial order on the Coxeter group B 1 and formulas for many of these structure constants.
The cohomology of a ag manifold G=B has an integral basis of Schubert classes S w indexed by elements w of the Weyl group of G. The algebraic structure of these rings is known 9] with respect to a monomial basis, and there are methods (Schubert polynomials) for expressing the S w in terms of this basis 6, 7, 12, 17, 19, 25, 29] .
Moreover, their multiplicative structure with respect to the Schubert basis is determined by Chevalley These c w u v are non-negative as they count the ags in a suitable triple intersection of Schubert varieties. They are expected to be related to the enumeration of chains in the Bruhat order of the Weyl group (see 3] and the references therein).
Of particular interest are Pieri-type formulas which describe the constants c w u v when S v is a special Schubert class pulled back from a Grassmannian projection (G=P , P maximal parabolic), as these determine the ring structure for the cohomology of G=P when P is any parabolic subgroup. When G is SL n C , a Pieri-type formula for multiplication by a special Schubert class was described 25] in terms of the Weyl group element wu ?1 . A formula in terms of chains in the Bruhat order was conjectured 1] and given a geometric proof 31]. Our main results are the analogous formulas when G is Sp 2n C or So 2n+1 C and S v is a special Schubert class pulled back from a Grassmannian of maximal isotropic subspaces. These are common generalizations of the Pieri-type formulas for SL n C , Chevalley's formula, and Pieri-type formulas for Grassmannians of maximal isotropic subspaces 8].
Our proof uses results on the Bruhat order, identities of these structure constants, a decomposition of intersections of Schubert varieties, and formulas in the cohomology of the SL n C -ag manifold to explicitly determine a triple intersection of Schubert varieties. This shows the coe cients in the Pieri-type formula are the intersection number of a linear space with a collection of quadrics. Some intermediate results, including a fundamental identity and some additional`hidden symmetries' of the structure constants, are deduced from constructions on SL n C -ag manifolds 3]. This analysis leads to other results, including a new partial order on the in nite Coxeter group B 1 and a monoid for chains in this order as in 4] . We show how the Pieri-type formula implies our fundamental identity, use the identities to express many structure constants in terms of the Littlewood-Richardson coe cients for the multiplication of Schur P{ (or Q{) functions 33] , and apply the hidden symmetries to the enumeration of chains in the Bruhat order.
Statement of results
Schubert classes in the cohomology of the ag manifolds So 2n+1 C =B and Sp 2n C =B form integral bases indexed by elements of the Weyl group B n . We represent B n as the group of permutations w of f?n; : : : ; ?2; ?1; 1; : : : ; ng satisfying w(?a) = ?w(a) for 1 a n. Let (u ?1 w)C w ; (1) where (u ?1 w) is the number of transpositions in the re ection u ?1 w.
We enrich the 0-Bruhat order in two complementary ways. Write the two types of covers in the 0-Bruhat order as u l 0 ( ; )u and u l 0 ( ; )( ; )u where 0 < < n. The labeled 0-Bruhat r eseau is a labeled directed multigraph with vertex set B n and labeled edges between covers in the 0-Bruhat order given by the following rule: If u l 0 ( ; )u, then a single edge is drawn with label . If u l 0 ( ; )( ; )u, then two edges are drawn with respective labels and . Thus if u l 0 w, then (u ?1 w) counts the edges from u to w in this 0-Bruhat r eseau. The labeled 0-Bruhat order is obtained from this r eseau by removing edges with negative integer labels. Given a (saturated) chain in either of these structures, let end( ) denote the endpoint of . A peak in a chain is an index i 2 f2; : : : ; m?1g with a i?1 < a i > a i+1 , where a 1 ; a 2 ; : : : ; a m is the sequence of edge labels in . A descent is an index i < m with a i > a i+1 and an ascent is an index i < m with a i < a i+1 .
Theorem A. This generalizes Chevalley's formula and the Pieri-type formulas for SL n C =B, which are expressed in 31] as a sum of certain labeled chains in the Bruhat order on the symmetric group S n with no ascents/no descents. The duality of these two formulas, one in terms of peaks for an order, and the other in terms of descents/ascents for an enriched structure on that order has connections with other dualities in combinatorics. These include Fomin's duality of graded graphs 15, 16 ] and Stembridge's theory of enriched P-partitions 34], where peak and descent sets play a complementary role. These relations are explored in 2], which extends the theory developed in 5] to the ordered structures of this manuscript. Every chain in Figure 1 with increasing labels may be paired with a chain with decreasing labels having the same underlying permutations, and this pairing exhausts Formulas for products of these P-and Q-classes are known 33] as these classes are specializations of Schur P-and Q-functions 21, 28] . Our proof of Theorem A uses identities among the structure constants b w u and c w u de ned by the following formulas. Iterating Chevalley's formula (1) shows that if either of b w u or c w u is non-zero, then u < 0 w and`(w) ?`(u) equals j j, the sum of the parts of . In fact the constant b w u determines and is determined by the constant c w u : Let s(w) count the sign changes (fi j i > 0 > w(i)g) in w. Then the map C w 7 ! 2 s(w) B w embeds H Sp 2n C =B into H So 2n+1 C =B and induces an isomorphism of their rational cohomology rings. Thus it su ces to work in H Sp 2n C =B. This is fortunate, as a key geometric result, Theorem 3.4(2), holds only for Sp 2n C =B. Let Theorem A and Proposition 1.3 show a close connection between chains in the 0-Bruhat order/r eseau and the structure constants b w u and c w u . This justi es an elucidation of the basic properties of the 0-Bruhat order and r eseau, which we do in Sections 2 and 6. These structures have a remarkable property and there are related fundamental identities among the structure constants. (2) For any strict partition , b w u = b z x and c w u = c z x : We prove Theorem B(1) in Section 2.1 using combinatorial methods. Theorem B(2) is a consequence of a geometric result (Theorem 3.3) proven in Section 4. Both parts of Theorem B are key to our proof of the Pieri-type formula. Interestingly, the Pieri-type formula and Theorem B(1) together imply Theorem B(2):
For any composition = ( 1 ; : : : ; s ) with each i 0, let p := p 1 p s , q := q 1 q s , and I( ) := f 1 ; 1 + 2 ; : : : ; 1 + + s?1 g. The peak set of a (maximal) chain in a labeled order is the set of indices of peaks in the chain. Given a chain in a labeled r eseau, its descent set (respectively ascent set) is the set of indices of descents (respectively ascents) in the chain. Corollary 1.4. Let u; w; x; z 2 B n .
(1) Let be any composition. Then the coe cient of B w in the product B u p is the number of chains in the interval u; w] 0 in the labeled 0-Bruhat order with peak set contained in I( ).
(2) Let be any composition. Then the coe cient of C w in the product C u q is the number of chains in the interval u; w] 0 in the labeled 0-Bruhat r eseau with descent set contained in I( ). This is also the number with ascent set contained in I( ). Moreover, the numbers in 1 and 2 depend only upon the multiset f 1 ; : : : ; s g. Parts 1 and 2 follow from Theorem A. For 3, note that the Schur P-polynomials (respectively Q-polynomials) are linear combinations of the p (respectively the q ) 27, III. 8.6 ]. This linear combination gives a formula for b w u (respectively c w u ) in terms of chains with given peak sets (respectively, given ascent/descent sets).
Let 2 B n . By Theorem B(1), we may de ne if there is a u 2 B n with u 0 u 0 u and L( ) :=`( u) ?`(u) whenever u 0 u. Then (B n ; ) is a graded partial order with rank function L( ). By the identity of Theorem B(2), we may de ne b := b u u and c := c u u for any u 2 B n with u 0 u and j j = L( ).
These coe cients satisfy one obvious identity, c = c ?1 , as c w u v = c ! 0 w ! 0 u v where ! 0 2 B n is the longest element. They also satisfy two others, which we call hidden symmetries. Let 2 B n be the permutation de ned by (i) = i ? 1 ? n for 1 i n.
Then is the element with largest rank in (B n ; ). Let 2 B n be de ned by (1) = 2; (2) = 3; : : : ; (n) = 1, so that = (1; 2; : : : ; n)(1; 2; : : : ; n).
Theorem C. For any 2 B n , We prove a strengthening of Theorem B, relaxing the condition of equality of wu ?1 and zx ?1 to that of shape equivalence. Permutations ; 2 B n are shape equivalent if there exist sets I : 0 < i 1 < < i s n and J : 0 < j 1 < < j s n such that acts as the identity on f1; : : : ; ng n I, acts as the identity on f1; : : : ; ng n J, and (i k ) = i l if and only if (j k ) = j l . Theorems B (the stronger version) and C allow us to determine many of the constants b w u and c w u , showing they equal certain Littlewood-Richardson coe cients b and c for Schur P-and Q-functions. These are de ned by the identities P P = X b P and Q Q = X c Q :
A combinatorial formula for these coe cients was given by Stembridge 33] .
De nition 1. We call the partial order the Lagrangian order and transfer the labeling from the 0-Bruhat order to obtain the labeled Lagrangian order. In the same fashion, we may transfer the labeling and multiple edges of the 0-Bruhat r eseau to (B n ; ), obtaining the (labeled) Lagrangian r eseau. By Corollary 1.4(3), Theorem C has a purely enumerative corollary. Corollary 1.7. For any 2 B n , We represented B n S n] , the group of permutations of f?n; : : : ; ?1; 1; : : : ; ng. We also have S n , ! B n , and the image consists of those with a (a) > 0 for every a: For 2 S n , let 2 S ? n] be the permutation such that (?i) = ? (i). Then 2 B n . For 2 B n , de ne ( ) = 1 if is in the image of S n , and ( ) = 0 otherwise.
In Section 6.1 we establish the following result. Lemma 1.8. Let As permutations in B 3 , the rst has 2 irreducible factors, for these we have ( (12)(1 2) This paper is organized as follows: Section 2 contains basic combinatorial de nitions and properties of the Bruhat order on B 1 analogous to those of the symmetric group established in 3, 4] . Section 3 contains the basic geometric de nitions. In Section 4, we use geometry to establish the main identity, Theorem B(2). In Section 5, we establish additional geometric results and prove Theorem C. In Section 6, we establish further combinatorial properties of the Lagrangian order and r eseau needed for the proof of the Pieri-type formula, which is given in Section 7.
2. Orders on B 1 We derive the basic properties of the 0-Bruhat order on B 1 analogous to properties of the k-Bruhat order on S 1 . Further properties are developed in Section 6.
Let #S be the cardinality of a nite set S. For an integer j, its absolute value is jjj and let | := ?j. Likewise, for a set P of integers, de ne P := f| j j 2 Pg and P := P P. Set n] := f1; : : : ; ng and let S n] be the group of permutations of n]. Let e be the identity permutation in S n] and ! 0 the longest element in S n] : ! 0 (i) = {. Then B n is the subgroup of S n] for which ! 0 w! 0 = w and ! 0 2 B n . We also have B n S n;n] , the symmetric group on n; n] := n] f0g. We refer to elements of these groups as permutations. Permutations w 2 B n are often represented t i j with i k < j; or t j with k < j; or t { j with k < j:
For example, Figure 2 shows all covers w 2 B 4 of u = 2 4 3 1, the re ection u ?1 w, and for which k this is a cover in the k-Bruhat order. For (ii), consider the di erence`( u) ?`(u). The length of u is the rst sum, plus the number of inversions of the form 0 < i n < j with u(i) > u(j) = u(j). In the construction of u, each of these is also an inversion in u involving positions 0 < i n < j, and so are canceled in the di erence. The second term counts the remaining inversions of this type in u, the third term counts the inversions with 0 < i < j n in u, and the fourth term is Corollary 2.9.
(1) (B 1 ; ) is an induced suborder of (S 1 ; ) ). case, is an irreducible factor of (as an element of B 1 ), and in the second, is an irreducible factor of .
The main result concerning this disjointness is the following: This factorization into irreducibles suggests de ning a type B non-crossing partition to be a non-crossing partition whose blocks are either stable under ! 0 ( = ), or else ; are distinct, with one consisting solely of positive integers. These di er from the non-crossing partitions of type B introduced by Reiner 30] , which form a graded lattice. Figure 4 shows the partitions of 2] de ned here. We summarize some properties of (B 1 ; ). We call the elements of R( ) the -reduced decompositions of .
Isotropic flag manifolds and maximal Grassmannians
Let V denote either C 2n+1 equipped with non-degenerate symmetric bilinear form or C 2n equipped with a non-degenerate alternating bilinear form. In the rst case, V an odd orthogonal (vector) space, and in the second, a symplectic (vector) space. A linear subspace K of V is isotropic if the restriction of the form to K is identically zero. Isotropic subspaces have dimension at most n. An isotropic ag in V is a sequence Eq of isotropic subspaces:
Eq : E n E n?1 E 1 ;
where dim E { = n + 1 ? i. Let K ? be the annihilator of a subset K of V . Given an isotropic ag Eq in V , we obtain a canonical complete ag in V (also written Eq) by de ning E i := E ? i+1 for i = 1; : : : ; n, and in the odd orthogonal case, E 0 := E ? 1 . Henceforth, ags will always be complete, although we may only specify E n ; : : : ; E 1 .
The group G of linear transformations of V which preserve the given form acts transitively on the set of isotropic ags in V . Since the stabilizer of an isotropic ag is a Borel subgroup B of G, this exhibits the set of isotropic ags as the homogeneous space G=B. Here, G is either So 2n+1 C (odd orthogonal) or Sp 2n C (symplectic). Similarly, G acts transitively on the set of maximal isotropic subspaces of V , exhibiting it as the homogeneous space G=P 0 . Here P 0 is the stabilizer of a maximal isotropic subspace, a maximal parabolic subgroup associated to the simple root of exceptional length. Let : G=B G=P 0 be the projection map. The rational cohomology rings 9] of G=B for both the symplectic and odd-orthogonal ag manifolds are isomorphic to Q If now Eq 2 F`(V ) and w 2 S n;n] (S n] in the symplectic case), then the Schubert variety X w Eq of F`(V ) is the collection of ags Fq 2 F`(V ) satisfying 3) for all n i; j n (i; j 6 = 0 in the symplectic case). It su ces to establish identities and formulas for Sp 2n C =B. We do this, because a crucial geometric result (Theorem 3.4(2)) does not hold for So 2n+1 C =B. Similarly, Theorem C(2) follows from part (4). We remark that part (2) is true only for the symplectic case, while (1), (3), and (4) hold also for the odd orthogonal ag manifold. Statements (2), (3), and (4) are proven in Section 5.
4. Identities of structure constants We establish Theorem 3.3 which implies Theorem B(2). As in Section 2, many results and methods are similar to those of 3] for analogous results about SL n C =B. Our discussions are therefore brief. The results here hold for both So 2n+1 C =B and Sp 2n C =B, with nearly identical proofs. We only provide justi cation for Sp 2n C =B. Let Proof. It is straightforward to check that the ags are opposite. Moreover, by Proposition 4.1, p Y w Eq is a subset of either intersection, as Y e = Sp 2n C =B. Sincè (" p;n+1 (w)) =`(w) + n + p;`(" p;n+1 (w)) =`(w) + n + 1 ? p; and dim Sp 2n C =B = n 2 , Proposition 3.1 implies that all three cycles are irreducible with the same dimension, proving their equality. Corollary 4.3. For any w 2 B n and 1 p n, we have ( p ) C w = C " p;n+1 (w) C " p;n+1 (e) = C " p;n+1 (w) C " p;n+1 (e) : Remark 4.4. As in Section 4.2 of 3], the Schubert classes C " p;n+1 (e) and C " p;n+1 (e) are certain special Schubert classes from Grassmannian projections. Were the corresponding Pieri-type formulas known, we could deduce formulas for ( p ) C w . Only one of these classes is a special Schubert class from G=P 0 :
B " 1;n+1 (e) = p n+1 and C " 1;n+1 (e) = q n+1 : We deduce formulas for ( 1 ) B w and ( 1 ) C w from this.
Recall that H Sp 2n C =B is generated by x 1 ; : : : ; x n . These classes are Chern classes of certain line bundles on Sp 2n C =B: Let Eq ! Sp 2n C =B be the ag of bundles whose bre at Eq is Eq. Then x i = ?c 1 (E i+1 =E { ). Thus p (x i ) = Since " 1;n+1 (! 0 y) = ! 0 (" 1;n+1 (y)) and`(" 1;n+1 (y)) =`(y) + n + 1, the result follows by the Pieri-type formula (Theorem D).
Lemma 4.6. Suppose u < 0 w in B n+1 and u(p) = w(p) = q for some 1 p n + 1.
Then
(1) u= p < 0 w= p and`(w) ?`(u) =`(w= p ) ?`(u= p ). Proof. This is a consequence of Lemma 5.2.1 of 3], the analogous fact for the classical ag manifold and Grassmannian. Restricting that result to the symplectic ag manifold and Grassmannian of maximal isotropic subspaces proves the theorem.
Remark. This does not hold for the odd orthogonal case. In fact, even the map cannot be de ned: If V; W are odd-orthogonal spaces, then V W is an evendimensional space. satisfying dim E a \ F b = #fb l j w(l) + a n + 1g:
We determine the image of Schubert varieties of F`(L) under these maps ' k . De ne k : S n ! B n by
Note that 0 w = (w). (8) is dim(' n Eq) i \ F k + dim(' n Eq) i \ F ? k+j?1 : (9) If i < 0, then (' n Eq) i L and only the rst term of (9) Proof. Lemma 5.9 gives the inclusion and it is easy to see that ' n Eq; ' 0 E 0 q are opposite. By Lemma 5.7, both sides have the same dimension, proving equality. Example 5.12. Let = (1; 2; 4; 3). Then = ( ) = h1; 2; 4; 3i and = h1; 4; 2; 3i.
The labeled intervals e; ] ) and e; ] are isomorphic. Consider the intervals e; ] and e; ] in the labeled Lagrangian r eseau displayed in Figure 7 . While they are not isomorphic, they have the same rank, the same number of maximal chains, 16, and the underlying orders each have 2 maximal chains. Moreover, they each have a peakless chain and one with peak set f2g. The r eseaux each have 2 increasing chains, 2 decreasing chains, 6 with descent set f1g, and 6 with descent set f2g. (S 1 ; ) ), labeling such a cover with the greater of ; . By Theorem 3.2.3 of 3], the map 7 ! ?1 induces an order-reversing isomorphism between e; ] ) and e; ?1 ] ) , preserving the edge labels. Also, if P = fp 1 ; p 2 ; : : : g N and " P : S P , ! S 1 is the map induced by the inclusion P , ! N (these maps induce shape equivalence), then " P induces an isomorphism e; ] ) ?! e; " P ( )] ) , preserving the relative order of the edge labels. Speci cally, an edge label i of e; ] ) is mapped to the label p i of e; " P ( )] ) . Lastly, we remark that Algorithm 2.12 restricted to S 1 , and with t a b replaced by the transposition (a; b), gives a chain in the ) -order on S 1 from e to . Lemma 6.7. Let 2 S 1 and suppose that x is maximal subject to x 6 = (x). Then, for any (1) ( ; x) ) =) ?1 (x) (x) = .
(2) ( ; x) ) =) ?1 (x) (x) = .
Proof. For 1, let := ( ; x) ) and set a = ?1 (x) and b = ?1 ( ). Note that a 6 = b and (b) = x. We claim that b = x and a < , which will establish 1.
Suppose b 6 = x = (b). Then, by the maximality of x, b < (b) and so the de nition of ) implies (b) (b) = . Since < x, this implies x < x, a contradiction. Suppose now that a > = (a). By the de nition of ) , this implies that (a) (a) = x, and so a > x, contradicting the maximality of x.
The second assertion follows from the rst by applying the anti-isomorphism 7 ! Proof. We argue by induction on jj jj, which we assume is at least 2, as the case jj jj = 1 is immediate. Replacing by a shape equivalent permutation if necessary, we may assume that supp( ) = n], so that jj jj = m = n ? 1.
Replacing by ?1 would only reverse such a chain, so we may assume that a := ?1 (n) < b := (n). We claim that (b; n) = (a; n) ) . Given this, the conclusion of the lemma follows. Indeed, let := (b; n) . Since (n) = n, this is an irreducible minimal permutation in S n?1 . By the inductive hypothesis, e; ] ) has a unique chain with labels 1 > > k < < n?2 , and each i < n. The unique extension of this to a chain in e; ] ) has n?2 < n?1 = n. This is the unique such chain in e; ] ) as ) is the unique terminal cover in e; ] ) with edge label n, by Lemma 6.7. Also note that unless n = 2, 1 a < b, which proves the second part of 1.
By Algorithm 2.12, if y is chosen minimal so that y (n) = b < (y), then (y; n) ) . We show that y = a, which will establish the claim and complete the proof.
Suppose y 6 = a. Since a < b < n = (a), the minimality of y implies that y < a.
But then (y; n) consists of two cycles and 0 and we have (a) = n and 0 (y) = b. Since y < a < b < n, these cycles are not disjoint, so we have n ? 2 Proof. Suppose by way of contradiction that 2 B 1 is irreducible and not minimal, but ( ) 6 = 0. We may further assume that among all such permutations, has minimal rank, and that supp( ) = n]. Let 1 > > k < < m be the labels in a peakless chain in e; ] . Replacing by ?1 if necessary (which merely reverses the chain), we may assume that m = n and so 1 6 = n, by Lemma 6.7 and Theorem 2.2. Let be the penultimate member of this chain. Then ( ) 6 = 0, as the initial segment of this chain gives a peakless chain in e; ] . Thus is a minimal permutation, by our assumption on , and so j j #supp( ) ? ( ) 
as is not minimal and so ( ) ( ). Therefore the weak inequalities must be equalities, so that supp( ) = n]. Since 1 > > k < < m?1 are the labels of a chain in e; ] and m?1 < n, we must have 1 = n, as supp( ) = n]. But this contradicts our earlier observation about 1 .
We relate the two formulations of the Pieri formula in the odd-orthogonal case. ?! . We obtain the labeled Lagrangian order from this r eseau by erasing those edges whose negative labels.
In the Grassmann-Bruhat order on S 1 , there are two conventions for labeling a cover ) : This cover gives a transposition ( ; ) := ?1 with < , and we may choose either or . For want of a better term, we call the consistent choice of the lower convention, and the consistent choice of the upper convention. We make use of the following fact.
Proposition 6.14. Let 2 S 1 . If there is a chain in e; ] ) with decreasing labels in the lower convention, then there is a chain in e; ] ) with decreasing labels in the upper convention, and these chains are unique. The same is true for chains with increasing labels, and in either case is minimal.
A chain with increasing labels is an increasing chain and one with decreasing labels is a decreasing chain. To see this, if ( ) = 0, then by Lemma 6.9, the label k corresponds to the only cover whose re ection is not in (S 1 ), and so ( k?1 ) = 1.
The pullback of the initial segment of this chain to e; ?! k gives a second increasing chain in the r eseau. To see this, rst note that k?1 = b is impossible as these are consecutive covers in the Lagrangian order (see relation (iv) of Equation (2) (11), (13) coincide: The nal segments agree, by the uniqueness of (12), as do their initial segments, by Proposition 6.14.
If ( ) = 0, then the minimal label in the peakless chain (12) (either k?1 or k ) corresponds to the cover whose re ection has the form t a . As ( k?1 ) = 1, this must be k and so k = k 0 and the chain (11) is the unique increasing chain in the r eseau e; ] .
Suppose now that ( ) = 1 and k < k 0 . Since i = 0 i for i < k, i = 0 i for i k 0 , and 1 > > k?1 and k < < m , we must have k 0 = k + 1. But then i = 0 i for i < k and also i = 0 i for i k, and so the two chains (11) and (13) agree except for the label of the cover k?1 k . Thus there are at most 2 increasing chains in the r eseau e; ] and their underlying permutations coincide.
Example 6.17. Suppose = (1; 2; 5; 3; 4) is a permutation in S 5 . Consider = h1; 2; 5; 3; 4i = , a permutation in B 5 . Figure 8 shows the r eseau e; ] . In this which is deg(S w S ! 0 w k S (n?k;1 k?1 ) ), the product in H F`L. By n + 1 + k ? j i n : (17) We claim that w C k w. Since supp( ) = n], we cannot have both w C k w and w C k?1 w. Since u < 0 ( )u, condition (1) of Proposition 2.1 is satis ed. For condition (2) , as u is a Grassmannian permutation, w(1) > > w(k ? 1) and w(k + 1) > > w(n); so we only need show i < k with w(i) < w(k) = implies w(i) < w(k). Let l = n+1?i > n+1?j. Then w(i) = ( )u(l) < ( )u(n + 1 ?j) = , which implies u(l) < u(n + 1 ? j) and hence w(i) < w(k), as u < 0 ( )u. Example 7.9. Let = h1; 2; 3; 5; 7; 6; 4] 2 B 7 . Then = 4 and t 4 = h1; 2; 3; 5; 7; 6; 4i so that = (1; 2; 3; 5; 7; 6; 4) 2 S 7 . Here, k = 3. If we set u = 5 362 147, then u = 7 5 4 3 216 is a Grassmannian permutation and u < 0 u. We see that j = 5 3 = k and w = 746 5321 so that w = 614 7532 and w C 3 w. We do a useful calculation before we nish the proof of Lemma 7.10. Since w(k + 1) > > w(n) and w(k + i) = u(i), this equals #fk + i > l j w(l) > w(k + i)g = n ? w(k + i) = n + u(i);
which shows E n+ u(i) F k+i?1 . Since F k F k+i?1 , this completes the proof.
We complete the proof of Lemma 7. 
