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SUMMARY
A porous medium is a material that contains regions filled with fluid embedded
in a solid matrix. These fluid filled regions are called pores or voids. Suspensions
are fluids with small particles called fines. As a suspension flows through a porous
material, some fines are trapped within the material while others that were trapped
may be released.
Filters are an example of porous media. We model filters as networks of channels.
As a suspension flows across the filter, particles clog channels. We assume that there
is no flow through clogged channels. In the first part of this thesis, we compute a
sharp upper bound on the number of channels that can clog before fluid can no longer
flow through the filter.
Soil mass is another example of porous media. Fluid in porous media flows through
tortuous paths. This tortuosity and inertial effects cause fines to collide with pore
walls. After each collision, a particle looses momentum and needs to be accelerated
again by hydrodynamic forces. As a result, the average velocity of fines is smaller
than that of the fluid. This retardation of the fines with respect to the fluid may lead
to an increase of the concentration of fines in certain regions which may eventually
result in the plugging of the porous medium. This effect is of importance in flows
near wells where the flow has circular symmetry and thus, it is not macroscopically
homogeneous. In the second part of this thesis we develop and analyze a mathematical
model to study the physical effect described above.
In the third and last part of this thesis we study particle migration and clogging
as suspension flows through filters by means of numerical simulations and elementary
analysis. We model filters as networks of channels. Each channel is either open or
xi
clogged. There is no flow through clogged channels. Each particle and each channel
is assigned a width. Particles flow with the fluid while inside a wider channel. When
reaching an intersection of channels, a particle flows into a new channel. If this new
channel is thinner than the particle, the particle is trapped and the channel clogged.
We explore the effect that network geometry, probability distribution of the width of





A porous medium is a material that contains spaces filled with fluid embedded in a
solid matrix. These fluid filled spaces are called pores or voids. A porous material
is said to be permeable if fluid can flow from one region of the material to another
through its voids. Suspensions are fluids with small particles. According to their size
and properties, these particles are called fines or colloids. As suspension flows through
a permeable porous material, some fines are trapped within the material while others
that were trapped may be released due to hydrodynamic or other forces.
1.1 Filters. The number of channels that can clog in a
network
Filters are examples of porous materials. In fact, our study in chapter 2 is motivated
by filters whose function is to clean fluids by capturing most particles bigger than a
certain size.
The removal of particles from fluids is of importance in a wide range of industrial
and technological applications such as waste water treatment [27], refining of liquid
aluminum, catalysis, liquid chromatography, oil recovery [8, 59] among many others.
Our studies are motivated by the filters used in the process known as deep bed filtra-
tion. As suspension flows through a filter composed of granular or fibrous materials,
fines or colloidal particles penetrate the filter and deposit at various depths [60]. As
a result, the fluid is cleaner after it exits the filter.
Theoretical models to study transport in porous media can be classified in either
macro-scale [9, 22, 35, 37, 38, 44, 60] or pore-scale models [13, 31, 46]. Within the later
group, the class of network models, in which the pore space is modeled as a network
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of channels, is very popular. Network models provide flexibility to model different
geometries of pore space while keeping the computational cost not very high. Our
work in chapter 2 belongs to this class of models.
Network models to study flow in porous media were introduced by Fatt in 1956 [15,
16, 17]. Donaldson, in 1977 [12], was the first one to use networks to study particle
transport within porous media. The clogging of particles has been studied in networks
with different geometries including bundle of parallel tubes [12], square networks [21,
23, 33], triangular networks [7, 43], cubic networks [6, 24, 56], bubble models [10, 32],
and the so called three-dimensional physically representative networks [5, 58].
Consider a filter that is a network of channels. As suspension flows through
the filter, particles clog channels. Assume suspension can not flow through clogged
channels. Note that there can only be flow through channels that are part of a
percolating path of un-clogged channels, i.e. a path of channels that are un-clogged
connecting one side of the filter with the opposite side. As channels clog, some
percolating paths of not clogged channels are broken. Thus, suspension stops flowing
not only through the clogged channels, but also through other channels, i.e. those
that are no longer part of a percolating path of not clogged channels. Thus, the filter
will stop being permeable when not all, but only a number of its channels clog. In
chapter 2 we find an upper bound of this number. Our upper bound is a function
of the geometry of the network. In particular, we are able to identify the filter’s
geometries for which the largest fraction of channels may be clogged before the filter
ceases to be permeable, suggesting that filters with these geometries may have longer
lives than others.
Our work is novel. Most of the work that can be found in the literature consists of
simulations of the suspension dynamics within the medium. Our work is an analysis
that is independent of the dynamics, it depends only on the topology of the network.
On the other hand, our work has connections, but also key differences, with the theory
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of bond percolation [19, 45]. In particular, we are able to use graph theory techniques
that are also used in percolation theory. However, in percolation theory, channels or
edges are removed randomly and independently of each other. For us, channels clog,
but not randomly nor independently of each other: It is important the order in which
they clog.
1.2 Plugging of porous media near wells
Soil mass is an other example of porous media. The particles that hold the soil
together form the solid matrix that in this case of soils is known as the load carrying
skeleton. Fines are small particles that do not form part of this skeleton and may be
carried by the flow and be trapped at other locations or exit the porous medium. The
sites that trap fines are usually pore constrictions or pore throats, i.e. the thinner
regions of the voids. For example, if several migrating particles reach a small pore
throat simultaneously, the particles may bridge across and clog the pore throat. The
clogging of pore throats decreases the overall flow in the medium which may eventually
become plugged, i.e. the medium is no longer permeable. The physics that determine
the dynamics of fines and the plugging of porous media is complex. More detailed
discussions can be found in [3, 4, 20, 26, 31, 39, 40, 41, 48, 50, 53, 52, 62].
In chapter 3, as explained next, we study only a partial set of effects that may
lead to the plugging of porous media. Fluid in porous media flows through tortuous
paths, i.e. paths that are not straight. This tortuosity and inertial effects cause fines
to collide with pore walls. After each collision, a particle losses momentum and needs
to be accelerated again by the fluid through hydrodynamic forces. As a result, the
average velocity of fines is smaller than that of the fluid.
To simplify the discussion that will follow, we now introduce some notation. We
will denote by v what we call the macroscopic fluid velocity, i.e. v is the average
of the fluid velocity in regions much larger than the pores but much smaller than
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the material. Note that, in principle, v is a function of the spatial position x and
time t, i.e. v = v(x, t). We denote by u the macroscopic fines velocity, i.e. u is the
average of the velocities of the fines in regions much larger than the pores but much
smaller than the material. Note that, according with the discussion of the above
paragraph, ‖u(x, t)‖ ≤ ‖v(x, t)‖, where ‖u(x, t)‖ denotes the euclidean norm of the
vector u(x, t).
If the macroscopic fluid velocity is spatially homogeneous, i.e. v is independent of
x, the macroscopic fines velocity u will also be independent of x. Thus, the location
of the maximum concentration of fines in space will travel at velocity u but the
concentration value will not change. On the other hand, if v is not independent of
x, u will not be independent of x either. As a consequence, both the location and
the value of the maximum concentration of fines in space will change with time. In
particular, the concentration of fines may exceed some critical value that leads to the
clogging of pore throats and eventually the plugging of the medium. Motivated by the
clogging that is sometimes observed in petroleum and water wells, we will consider
two-dimensional macroscopic flows with circular symmetry. Clearly, the macroscopic
fluid velocity is not spatially homogeneous in this case, it decays with the distance to
the well.
Our studies are also motivated by a series of laboratory experiments conducted by
Santamarina and Valdes [62]. In fact, they propose that the physical effects we model
in this thesis are important factors in the plugging of porous media around wells.
They use a circular sheet of emery sandpaper as a two-dimensional porous medium.
A heavy plane plate is placed on top of the rough side of the sandpaper that rests over
a foam layer on a plane surface. The purpose of the foam is to maximize the contact
between the plate and the sandpaper and to distribute this contact evenly. The center
of the sandpaper has a circular orifice. The outer edge of the porous medium is placed
in contact with a suspension reservoir (fluid with fines). An imposed pressure at the
4
Figure 1: Illustration of Santamarina and Valdes experiment [62]. The gray area
is the two-dimensional porous medium. The arrows in the left figure indicate the
average direction of the flow. The middle figure shows a microscopic look at the
material. The dark region is the solid matrix. Suspension can only flow through the
white region. The right figure shows a plugged medium. The region clogged is in
dark.
outer edge, higher than the pressure at the orifice, creates a suspension flow in the
space enclosed between the sandpaper and the plate. The suspension flows from the
outer edge toward the orifice in the center of the sandpaper where it exits the device
(see figure 1).
Both clogging and not clogging were observed. Whether clogging occurs or not,
depends on the parameter regime of the experiment (i.e. particle size and concen-
tration, applied pressure, etc). Whenever the medium clogged, they always observed
that the pore throats clogged were not evenly distributed throughout the medium.
Instead, they were concentrated at a certain distance from the orifice, forming an
easily observable ring of trapped particles (see figure 1).
Our approach can be considered to be a multi-scale one. As a first step we
develop a pore-scale mathematical model that allows us to obtain the macroscopic
fines velocity u as a function of the macroscopic fluid velocity v. This pore-scale
model results from assuming that any given particle follows a tortuous path that
consist of a sequence of straight channels of length L and that, each time that a
particle reaches the end of a channel, it collides with the pore wall and losses all its
momentum. Thus, each time the particle enters a new channel, it starts traveling
through the channel with an initial velocity equal to zero and it accelerates due to
5
hydrodynamic forces.
As a second step we introduce a macro-scale mathematical model that describes
the time evolution of concentration of fines. This model results from the fact that
the concentration of fines is convected with velocity u. We also propose that regions
of the medium plug if and when the concentrations of fines in those regions exceed a
certain critical value. The model in this second step belongs to the class of macro-
scopic models, i.e. models that keep track of the concentration of particles at the
macroscopic-scale, i.e. in regions in space much smaller than the medium size but
much larger than particle and pore sizes.
While there exists a large number of macroscopic mathematical models of migra-
tion of fines and clogging, some of the most popular ones include [64, 42, 36, 22, 28,
20, 55, 46, 47, 37, 1], our model is truly novel. Our modeling efforts focus on physical
effects that, to the best of our knowledge, have not been modeled before. Our goal
is to develop a simple model that captures the main features of the physical effects
previously described that, in our opinion, play a fundamental role in the plugging
of porous media near wells. We believe we accomplish our goal in the present work
and this work will serve as a step toward more comprehensive modeling of plugging
of porous media and it will also suggest experiments to test hypothesis to eventually
provide a better understanding of the physics involved in this complex but techno-
logically important process.
1.3 The effect of the micro-geometry on the performance
of filters
In chapter 4 we study particle migration and clogging as suspension flows through
filters by means of numerical simulations and elementary analysis. We model filters as
networks of channels. Each channel is either open or clogged. There is no flow through
clogged channels. Each particle and each channel is assigned a width. Particles flow
with the fluid while inside a wider channel. When reaching an intersection of channels,
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a particle flows into a new channel. If this new channel is thinner than the particle,
the particle is trapped and the channel clogged.
The geometries of the networks we study in this chapter are regular: one-dimensional
network and two-dimensional square and hexagonal networks. We study the case
when the widths of the channels and of the particles are independent random vari-
ables. We select a probability distribution for the width of the channels and a second
one for the width of the particles. Among other questions, in this chapter we seek to
answer the following questions in terms of the geometry of the network, the probabil-
ity distribution of the width of the channels and the probability distribution of the
width of the particles:
1. What is the proportion of particles that are trapped?
2. What is the proportion of channels clogged when the filter ceases to be effective?
3. How does the filter permeability decreases during its life time?
We also study some deterministic filters, i.e. the width of the channels and particles
are not random, that are optimal in some sense.
There exists a large list of works emphasizing empirical considerations for improv-
ing filter performances [57, 25, 29, 61]. While needed, the mathematical modeling of
the general behavior of filters is still limited. Some important models are [54, 10, 51,
30, 34, 63, 18].
Our work is novel. We use asymptotic techniques that allow us to draw general
conclusions. On the other hand, in chapter 2 we suggest a filter design, which is
subject to particular comparisons in the simulations of chapter 4.
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CHAPTER II
FILTERS. THE NUMBER OF CHANNELS THAT CAN
CLOG IN A NETWORK
Consider a filter that is a network of channels. As suspension flows through the filter,
particles clog channels. Assume suspension can not flow through clogged channels.
Note that there can only be flow through channels that are part of a percolating path
of not clogged channels, i.e. a path of channels that are not clogged connecting one
side of the filter with the opposite side. As channels clog, some percolating paths of
un-clogged channels are broken. Thus, suspension stops flowing not only through the
clogged channels, but also through other channels, i.e. those that are no longer part of
a percolating path of un-clogged channels. Thus, the filter will stop being permeable
after not all, but only some of its channels clog. As previewed in the introduction,
in this chapter we find an upper bound of the number of channels that clog. Our
upper bound is a function of the geometry of the network. In particular, we are able
to identify the filter’s geometries for which the largest fraction of channels may be
clogged before the filter ceases to be permeable, suggesting that filters with these
geometries may have longer lives than others.
This chapter is organized as follows. In section 2.1, we describe the filters as
networks. In section 2.2, we review the basics of graph theory needed in the rest of
this chapter. In section 2.3, we obtain our upper bound. In section 2.4, we show
that our upper bound is sharp. In section 2.5, we consider large filters and obtain an
alternative description of our bound in terms of the average degree of the network.
In section 2.6, we consider a special class of filters for which our bound is realized. In





Figure 2: Network of channels. The solid material is in gray. The white spaces are
the channels. The arrows indicate the direction of the flow in the channels next to
the top and the bottom boundary.
2.1 The model
We model filters as two-dimensional networks of channels as we illustrate in figure 2.
The voids are the interior of the channels. Our filters have a bottom boundary at
y = yb and a top boundary at y = yt.
In our model, channels are either open or clogged. Suspension can only flow
through open channels. There is no flow through clogged channels. Within an open
channel, suspension flows from the end with higher pressure to the opposite end. If
both ends are at the same pressure, there is no flow within the channel.
We assume that suspension can only flow into the filter through the bottom bound-
ary, and can flow out of the filter only through the top boundary. Both fluid and
particles are incompressible and thus, volume of suspension enters the filter through
the bottom boundary at the same rate it exits the filter through the top boundary.
We assume that the bottom boundary is held at constant pressure p = pb and
the top boundary at p = pt, where pb > pt. Note that the filter is permeable if and
only if there is a path of open channels connecting the bottom boundary with the top
boundary. Due to the difference in pressure between the top and bottom boundaries,
there is flow through the filter if and only if it is permeable.
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We assume that initially all the channels are open. As suspension flows through
the filter, particles are trapped causing channels to clog, i.e. channels change from
open to clogged. Eventually, the filter is no longer permeable. Note that an open
channel can only clog if there is flow through it. For any given filter, we will find an
upper bound on the number of channels that may clog under the assumption that
different channels do not clog at the same time.
Assumptions 2.1.1. For future reference, we list here the key assumptions of our
model.
1. Channels are either open or clogged.
2. There is no flow through clogged channels.
3. Suspension can only flow into the filter through the bottom boundary and out of
the filter through the top boundary.
4. Fluid and particles are incompressible.
5. Initially all the channels are open.
6. An open channel may clog if there is flow through it.
7. An open channel does not clog if there is no flow through it.
8. Different channels do not clog at the same time.
2.2 Review of concepts in graph theory
In this section we review concepts of graph theory that we need in the rest of the
chapter. More details on graph theory can be found in [11].
A graph G consists of a non-empty set of elements, called vertices or nodes, and a
list of unordered pairs of these elements, called edges. It is convenient and a common
practice to draw graphs in the plane. Each node is a different point and each edge a
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line joining its two nodes without intersecting any other node. If e is an edge joining
the two nodes a and b, we say that a and b are the end points of e and that e connects
a and b. For convenience we take e (the drawing of e really) to be a closed set, i.e.
e includes its end points. If a = b, i.e. the end points of an edge e are the same, we
say that e is a loop. In a graph, two different edges do not have the same pair of end
points. We have a multigraph when this restriction is removed, i.e. in a multigraph,
two different edges can have the same end points.
We say that two nodes a and b are connected if there exist a sequence of nodes
n0, n1, . . . , nk such that a = n0, b = nk and for each 1 ≤ i ≤ k there exists an edge ei
that connects ni−1 and ni. In this case, the alternating sequence of nodes and edges
n0, e1, n1, e2, n2, · · · , ek, nk forms a walk between a and b or simply a walk. We say
that a = n0 and b = nk are the end points of the walk. If ni 6= nj for all i 6= j, we say
that the walk is a path. If n0 = nk and ni 6= nj for i < j except when (i, j) = (0, k),
we say that the walk is a cycle. We will identify each walk with the curve in the plane
formed by its edges.
Let G be a multigraph. S is a submultigraph of G if S is a multigraph and S is
included in G, i.e. every node of S is also a node of G and every edge of S is also an
edge of G.
A multigraph is connected if there is a walk between any pair of nodes, and dis-
connected otherwise. Every disconnected multigraph is the union of connected sub-
multigraphs where each node of the multigraph belongs exactly to one submultigraph.
Each of these submultigraphs is called a connected component of the multigraph.
A multigraph is planar if it can be drawn in the plane in such a way that any
two different edges may only intersect at one or two of their end points. Any such
drawing is a plane drawing of the multigraph. In this chapter we will only need to
consider planar multigraphs. We identify each planar multigraph with one of its plane
drawings. In the rest of this chapter, any multigraph that we mention or consider is
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a planar multigraph.
A multigraph divides the plane into regions called faces. In other words, the
faces are the connected components of what is left from the plane once we remove
the multigraph. Note that the faces are open sets. Any finite multigraph has an
unbounded face surrounding it, called the infinity face.
The boundary of a bounded face contains a cycle. Thus, a connected multigraph
with no cycles has only one face, the infinity face.
Let G be a multigraph. We denote by nG its number of nodes, by eG its number
of edges, by fG its number of faces and by `G its number of connected components.
The well known Euler formula states that
nG + fG = eG + `G + 1. (1)
The degree of a node n, that we denote by dn, is the number of edges that have n
as end point, where the loops are counted twice. The average degree of a multigraph










where eG is the number of edges of G. An example of a multigraph, that is actually
a graph, is shown in figure 3.
2.3 Upper bound on the number of clogged channels
2.3.1 Microstructure of the filters
To each filter we associate a multigraph in a natural way. The edges are the channels
and the nodes the end points of the edges.
Recall that the bottom and top boundaries of the filter are located at y = yb and
y = yt respectively. Thus, the multigraph is included in yb ≤ y ≤ yt. Note that











































































































































Figure 3: Multigraph G. The black small circles are the nodes of the multigraph G
and the solid lines its edges.
edges in y = yb connecting the nodes in the bottom boundary. In other words, there
is a path of edges in y = yb connecting the left most node in the bottom boundary
with the right most node in that boundary. Analogously, we include edges in y = yt
so that there is a path of edges in y = yt connecting the left most node in the top
boundary with the right most node in that boundary.
We consider filters with a finite number of channels, thus our multigraphs are finite
multigraphs, i.e. they contain a finite number of nodes and edges. As an example, in
figure 3 we show the multigraph G associated with the filter of figure 2.
Definition 1. We say that a node is an exterior node if it is located at y = yb or
y = yt. Otherwise, we say that the node is an interior node.
We also say that an edge is an exterior edge if it is included in {y = yb}∪{y = yt}.
Otherwise, we say that the edge is an interior edge.
Note that, by construction, each exterior node is the end point of a least one
interior edge.
2.3.2 Clogged edges
Suspension enters the network through exterior nodes at y = yb and exits the network
through exterior nodes at y = yt.
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We say that an edge is clogged if the corresponding channel is clogged. Note
that the exterior edges were included for convenience, they do not correspond to any
channel. Thus, we assume that there is no flow within them and that they never clog,
i.e. they are always open.
As we said in section 2.1, we assume that initially all the edges were open and
that, as suspension flowed through the filter, edges clogged but different edges did
not clog simultaneously.
We study our filter at a fixed time. In other words, when we say that an edge is
clogged, we mean that the edge is clogged at that fixed time. Analogously, when we
say that an edge is open, we mean open at that fixed time.
2.3.3 Mass conservation
In this subsection we introduce a definition and an observation that we will need later
in the chapter. This observation is a consequence of the law of mass conservation.
Here, as in the rest of this section, G is a fixed multigraph that corresponds to one
of our filters, such as the one in figure 3.
Definition 2. Let Ω be an open bounded set of R2 such that Ω̄, the closure of Ω, does
not intersect any exterior edge of G, and ∂Ω, the boundary of Ω, does not contain
any node of G. We define:
EΩ = {edges in G with exactly one end point in Ω}, (3)
E inΩ = {e ∈ EΩ : suspension flows through e into Ω} (4)
and
EoutΩ = {e ∈ EΩ : suspension flows through e out of Ω}. (5)
Since there may be some edges without flow through them, the union of E inΩ and






Note that there may also be open edges EΩ without flow through them. Thus, there




Ω . Note also that E
in
Ω and
EoutΩ are disjoint sets.
Observation 2.3.1. Let Ω be an open bounded set of R2 such that Ω̄ does not intersect
any of the exterior edges of G and ∂Ω does not contain any node of G. Then:
1. The rate at which suspension flows into Ω through the edges in E inΩ is equal to
the rate at which suspension flows out of Ω through the edges in EoutΩ .
2. Let e ∈ EΩ. If all the other edges in EΩ are clogged, then there is no flow
through e.
3. If EΩ is not empty, then at least one of the edges in EΩ is not clogged.
Proof. Suspension can only flow into the filter through its bottom boundary (i.e. the
exterior nodes at y = yb) and out of the filter through its top boundary. This, together
with the facts that Ω does not contain any of the exterior nodes, the suspension is
incompressible and there are neither mass sources nor mass sinks within the filter,
imply point 1.
To prove point 2, let e be and edge in EΩ and assume that any edge in EΩ other
than e is clogged. Thus, we have that e is the only element that can belong to either
E inΩ or E
out
Ω . On the other hand, from point 1, E
in
Ω is not empty if and only if E
out
Ω
is not empty and thus, since E inΩ and E
out
Ω are disjoint, E
in
Ω ∪ EoutΩ can not consist of
a single element. We conclude that E inΩ ∪ EoutΩ is empty and thus, there is no flow
through e, which proves point 2.
We prove point 3 by contradiction. Assume that all the edges in EΩ are clogged.
Let e be the edge in EΩ that clogged last. Once the other edges were clogged, there
was no more flow through e and thus, e could not have clogged because our model
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Figure 4: Example of a multigraph G. The edges of G are the thin and thick
solid lines. The dashed lines are not part of G. Fi (1 ≤ i ≤ 10) are the connected
components of {yb < y < yt} − G. The edges in thick solid lines are not contained
in any percolating path. The edges in thin solid lines are contained in percolating
paths. There can be flow only through the thin edges.
2.3.4 C?, a multigraph associated with the clogged edges
In this subsection we construct a multigraph C? that is associated with the set of
clogged edges.
We first note that the bounded connected components of the set {yb < y < yt}−G
are the bounded faces of G. In addition, {yb < y < yt} − G has two unbounded
connected components, one to the left of G and the other to its right. An example
is shown in figure 4, where the edges of G are the thin and thick solid lines. The
dashed lines are not part of G. Fi (1 ≤ i ≤ 10) are the connected components of
{yb < y < yt} − G. While Fi for 1 ≤ i ≤ 8 are the bounded faces of G, F9 and F10
are not faces of G.
Before proceeding with the construction of C? we first need some preliminary
definitions and observations.
Definition 3. We say that a path P = n0, e1, n1, . . . , er, nr in G is a percolating path
if n0 is a bottom exterior node, nr is a top exterior node and n1, . . . , nr−1 are interior
nodes.
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Observation 2.3.2. Let e be an edge in G. If there is no percolating path that
contains e, then e never clogs.
The claim of observation 2.3.2 is illustrated in figure 4. Let e be an edge of G. If
there is no percolating path that contains e, then the pressure at the end points of e
are equal which implies that there is no flow through e and thus, e can never clog.
Note that all percolating paths split the strip {yb ≤ y ≤ yt} in two connected
components, one to the right of the path and the other to its left.
Definition 4. Let P be a percolating path. We say that a set S is to the right of P
if S is included in the closure of the right connected component of {yb ≤ y ≤ yt}−P .
Analogously, S is to the left of P if S is included in the closure of the left connected
component of {yb ≤ y ≤ yt} − P .
Observation 2.3.3. Let P be a percolating path and F a connected component of
{yb < y < yt} − G. Then, F is either to the right of P or to the left of P .
While obvious, the last observation leads to the next one that will be key in our
construction of C?
Observation 2.3.4. Let e be an edge in G. If there is a percolating path that contains
e, then e is in the boundary of two connected components of {yb < y < yt} − G.
We are now ready to start our construction of a drawing of C?.
Select a point inside each connected components of the set {yb < y < yt}−G. We
call N ? this set of points.
For each edge of G that is clogged, we draw exactly one edge of C? as follows. Let
e be a clogged edge of G. Observations 2.3.2 and 2.3.4 imply that e is included in the
boundary of two connected components of {yb < y < yt} − G. Let a? and b? be the
points of N ? that are included in these components. We draw exactly one edge e? of





































































































































Figure 5: The clogged edges are thick solid lines. The open edged in thin solid lines.
The thick dashed lines are the edges in C?. The white circles are the nodes of C?.
does not intersect any other edge of G. We say that e? is the edge of C? associated to
e. This construction is carried out in such a way that edges of C? may only intersect
at their end points. The nodes of C? are the end point of the edges in C?. Note that
the set of nodes of C? is a subset of N ?.
In figure 5 we show an example of a set of clogged edges and the associated C?.
The clogged edges are the thick solid lines and the edges of C? are the dashed lines.
The white circles are the nodes of C?.
2.3.5 Bounding the number of clogged edges
The next sequence of observations will allow us to bound the number of clogged edges.
Observation 2.3.5. The number of clogged edges is equal to the number of edges in
C?.
This last observation is an immediate consequence of the definition of C?.
Observation 2.3.6. C? does not have any bounded faces.
Proof. By contradiction. Assume Ω is a bounded face of C?. From the definition
of C?, the edges of G that intersect C? are clogged. Thus, all the edges of G that
intersect ∂Ω are clogged. Note also that Ω̄, the closure of Ω, does not intersect any
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of the exterior edges of G, ∂Ω, the boundary of Ω, does not contain any node of G,
and the number of edges of G that intersect ∂Ω is positive.
The above paragraph is in contradiction of the point 3 of observation 2.3.1. Thus,
C? does not have any bounded faces.
As a consequence, the only face of C? is its unbounded face. Thus, we have
Observation 2.3.7. C? has only one face.
Due to the definition of C?, we also have the following observation.
Observation 2.3.8. Let nC? be the number of nodes of C
?. Then, nC? ≤ fG + 1,
where fG is the number of faces of G.
We are now ready to bound the number of clogged edges. Let nC?, eC?, fC? and
`C? be the number of nodes, edges, faces and connected components of C
?. Euler’s
formula implies
eC? = nC? + fC? − `C? − 1. (6)
From observation 2.3.7 we have fC? = 1. Thus, equation (6) reduces to
eC? = nC? − `C?. (7)
As a consequence, using observation 2.3.8 we have
eC? ≤ fG + 1 − `C?, (8)
where fG is the number of faces of G. Finally, since `C? ≥ 1 and eC? is the number
of clogged edges, we obtain our bound that we summarize in the following theorem.
Theorem 1. Let G be a multigraph that corresponds to one of our filters. Then,
#{clogged edges} ≤ #{faces of G}. (9)
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2.4 Optimality of the bound
As always, G is the multigraph of one of our filters.
Definition 5. We say that e1, e2, . . . , es is a feasible sequence of edges if, for each
1 ≤ i ≤ s, there is flow through the edge ei when e1, e2, . . . , ei−1 are clogged and all
the other edges are open. We say that s is the length of the sequence.
Recall that an edge can clog only when suspension flows through it. Thus, if q
edges clogged, and the ith edge that clogged was ei, then e1, e2, . . . , eq is a feasible
sequence of edges. Note that the bound of section 2.3 is actually a bound on the
length of feasible sequences of edges.
In this section we will show that, if every interior edge of G is contained in a
percolating path, our bound is sharp (see definition 1 for a reminder of the meaning
of interior edge). In other words, there exists a feasible sequence of edges whose length
is equal to our bound, the number of faces of G (the right hand size of equation (9)).
Let e be an interior edge of G. As illustrated in figure 4 and previously discussed,
if there is no percolating path that contains e, then the pressure at the end points of
e are equal which implies that there is no flow through e and thus, e can never clog.
Removing first all such edges from G, then all the exterior edges, then the nodes that
are left isolated, and finally adding new exterior edges as necessary, leads to a new
multigraph G̃ for which the bound will be attained. Note that the flow in G is exactly
equal to the flow in G̃. There is no flow within edges of G that do not belong to G̃.
The number of channels, which ones, and the order in which they actually clog
depend on many factors and it is not our goal here to make those predictions. In
particular, while the length of the longest feasible sequence of edges is an upper bound
on the number of channels that actually clog, these numbers may not be equal. We
will come back to this issue in section 2.6.
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(a) (b) (c) (d)
y = yb
y = yt
Figure 6: The four different possibilities of observation 2.4.1. We do not show all
the multigraph G, only e, Q̄ and P . The edge e is the segment between the solid
small circles. P is the thin solid vertical line, Q̄ the thick solid line, and R the union
of Q̄ and the dashed lines.
2.4.1 Left most percolating paths
Observation 2.4.1. Let P = n0, e1, n1, . . . , er, nr be a percolating path. Let e be
an edge to the left of P . If e is included in a percolating path, then there exists a
percolating path R such that P and e are to the right of R.
Proof. Assume e is not in P since otherwise the observation is trivially true by se-
lecting R = P . Let Q be a percolating path that contains e. Let Q̄ be the largest
path that satisfies: 1) Q̄ is included in Q, 2) Q̄ contains e, 3) Q̄ is to the left of P
and 4) Q̄ may only intersect P at the end points of Q̄.
If Q̄ = Q, as in figure 6 (a), select R = Q. Note that e and P are to the right of
R. Otherwise, Q̄ intersects P . In this case, Q̄ ∩ P splits P in two or three connected
sections. Replacing one of these connected sections with Q̄ leads to the percolating
path R we are looking for. If Q̄ contains a bottom exterior node, as in figure 6 (b), we
replace the section of P that has a bottom exterior node. If Q̄ contains a top exterior
node, as in figure 6 (c), we replace the section of P that has a top exterior node. If
Q̄ does not contain any exterior node, as in figure 6 (d), we replace the section of P
without exterior nodes.
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This last observation and the fact that each exterior node is the end point of an
interior node, lead to the following:
Observation 2.4.2. If every interior edge in G is included in a percolating path,
then there is a unique percolating path P in G such that G is to the right of P . We
call P the left most percolating path of G.
2.4.2 First edge of a feasible sequence of edges
Assume that every interior edge in G is included in a percolating path. Our goal is
to construct a feasible sequence of edges e1, e2, . . . , eN of maximum length. Let P be
the left most percolating path of G. In this subsection we identify P̄ , a subpath of
P , from where e1 will be selected. The selection of P̄ is done with care so that the
rest of the sequence, e2, . . . , eN , can be constructed inductively as we will do in the
next subsection.
Observation 2.4.3. Assume that every interior edge in G is included in a percolating
path of G. Let P the left most percolating path of G. Assume that there are no bounded
faces F of G such that ∂F ∩ P contains an edge. Then P = G.
Proof. By contradiction. Assume P 6= G. Then, there exists an edge in G not in P .
In fact, since every exterior node is the end point of an interior edge, we have that
there exists an interior edge e in G such that e is not in P . Let Q be a percolating
path in G containing e. Note that there is a non-empty open bounded Ω enclosed by
P , Q, y = yb and y = yt. Note also that at least one edge of P is in the boundary of
Ω. The closure of Ω is the union of the closure of the bounded faces of G included
in Ω. Thus, there exits F , a bounded face of G, such that ∂F ∩ P contains an edge.
This is a contradiction, which proves the observation.
Observation 2.4.4. Assume that every interior edge in G is included in a percolating
path of G. Let F be a bounded face of G. Then, ∂F ∩ {y = yb} is connected and





















Figure 7: Multigraph G. ∂F ∩ {y = yb} is the edge in dashed line and the white
nodes, which is a disconnected set. The thick solid line is Q̄. The edges in Q̄ are not
included in any percolating path of G.
Proof. Assume that ∂F ∩ {y = yb} is not connected. Then, as illustrated in figure 7,
there is a path Q̄ that is included in ∂F such that Q̄∩ {y = yb} are the end points of
Q̄. As it is also clear from that figure, the edges in Q̄ are interior edges and none of
them is included in a percolating path of G, which contradicts our assumption. Thus,
∂F ∩ {y = yb} is connected. Analogously, ∂F ∩ {y = yt} is also connected.
Observation 2.4.5. Assume that every interior edge in G is included in a percolating
path of G. Let P be the left most percolating path of G. Assume that G has a bounded
face. Then, there exists F , a bounded face of G, such that:
1. ∂F ∩ P contains an edge and,
2. ∂F ∩ (P ∪ {y = yt} ∪ {y = yb}) is connected.
Proof. Let S be the path that results from the following steps. We start at the right
most exterior node of the bottom boundary and walk left along that boundary toward
the path P . We continue walking through P to the top boundary. We then walk right
along the top boundary and end the path at the right most exterior node of the top
boundary (see figure 8).
Since G has a bounded face, P 6= G and thus, from observation 2.4.3, there exists
F0, a bounded face of G, such that ∂F0 ∩ P contains an edge. Let SF0 = ∂F0 ∩ S
and S̄F0 be the smallest path included in S that contains SF0. Recall that paths are



























Figure 8: Multigraph G. The edges of the path S are in thick lines. Example of a
sequence F0, F1, F2 = F constructed as in observation 2.4.5.
We next show that P ∩ S̄F0 ⊆ SF0 implies that S̄F0 = SF0. Assume that P ∩ S̄F0 ⊆
SF0. If both ∂F0 ∩{y = yb} and ∂F0 ∩{y = yt} are empty sets, then S̄F0 = P ∩ S̄F0 ⊆
SF0. Assume now that ∂F0 ∩ {y = yb} is non-empty. Thus, S̄F0 contains the exterior
node of P in the bottom boundary and since P ∩ S̄F0 ⊆ SF0, that exterior node is
also in SF0. Thus, {y = yb} ∩ SF0 = ∂F0 ∩ {y = yb} also contains that exterior
node and, given that ∂F0 ∩ {y = yb} is connected due to observation 2.4.4, we have
that {y = yb} ∩ S̄F0 ⊆ SF0. This argument applied to the top boundary leads to
S̄F0 = (P ∪ {y = yt} ∪ {y = yb}) ∩ S̄F0 ⊆ SF0 if (P ∩ S̄F0) ⊆ SF0.
We are left to show that the observation is true when S̄F0 6= SF0 (see figure 8) and
so, we now assume S̄F0 6= SF0 . Given the above paragraph, we have that S̄F0 − SF0
intersects P in at least one edge, say e. As illustrated in figure 5, we can select F1, a
bounded face of G, such that ∂F1 contains e. Let SF1 = ∂F1 ∩S and S̄F1 the smallest
path included in S that contains SF1. If S̄F1 = SF1 , then F = F1 is a face we are
looking for. Otherwise, we note that S̄F1 is included in a connected component of
S̄F0 − SF0 and thus, S̄F1 ( S̄F0. As a consequence, since G is a finite multigraph,
repeating this procedure as many times as necessary we will find the face F we are
looking for (see figure 8).
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Assume that every interior edge in G is included in a percolating path. Let F be a
bounded face of G that satisfies the conditions of observation 2.4.5. Let P̄ = P ∩∂F ,
where P is the left most percolating path of G. In the next subsection we will show
how to construct a feasible sequence of edges e1, e2, . . . , eN of maximum length where
e1 will be selected from P̄ .
2.4.3 Feasible sequence of edges of maximal length
Observation 2.4.6. Assume that every interior edge in G is included in a percolating
path. Let P be the left most percolating path of G. Assume that G has a bounded face.
Let F be a face of G, such that: 1) ∂F ∩ P contains an edge and, 2) ∂F ∩ (P ∪ {y =
yt} ∪ {y = yb}) is connected.
Then, for every interior edge e in G not in ∂F ∩P there exists a percolating path
Q of G such that Q contains e and Q does not have any edge in ∂F ∩ (P ∪ {y =
yt} ∪ {y = yb}).
Proof. Let S1 be the section of P that does not intersect ∂F , i.e. S1 = P − ∂F .
Let S2 be the section of ∂F that does not intersect neither P nor the boundaries,
i.e. S2 = ∂F − (P ∪ {y = yt} ∪ {y = yb}). Let S be the percolating path that
results from walking along S1 ∪ S2 (see figure 9). Note that every edge in G not in
∂F ∩ (P ∪ {y = yt} ∪ {y = yb}) is to the right of S.
Let e be an interior edge in G not in ∂F ∩ P . Let R be a percolating path of
G that contains e. Let Q̄ be the largest subpath of R that contains e such that Q̄
may only intersect S at the end points of Q̄. As illustrated in figure 10, we can
construct a percolating path Q that contains Q̄, may contain sections of S, but does
not contain any edge outside Q̄ ∪ S. Thus, Q contains e and does not have any edge
in ∂F ∩ (P ∪ {y = yt} ∪ {y = yb}).
Observation 2.4.7. Assume that every interior edge in G is included in a percolating










Figure 9: Four different possibilities of F from observation 2.4.6 and theorem 2.
The solid line is the percolating path S of observation 2.4.6. The left vertical line is
P . P ∩ S is in solid line and the section of P that does not intersect S is in dashed
line. The dashed horizontal lines are the sections of the top and bottom boundary




(a) (b) (c) (d)
F F F F
Figure 10: Four different possibilities of the percolating path Q, in thick solid lines,
from observation 2.4.6. The edge e is between the solid small circles. The left vertical
line is P .
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face. Let F be a bounded face of G, such that: 1) ∂F ∩ P contains an edge and, 2)
∂F ∩ (P ∪ {y = yt} ∪ {y = yb}) is connected. Let G′ be the multigraph that results
from first removing from G the edges in ∂F ∩ (P ∪ {y = yt} ∪ {y = yb}), and then
removing the nodes that are left isolated. Then:
1. Every interior edge in G′ is included in a percolating path in G′.
2. fG′ = fG − 1, i.e. the number of faces of G′ is equal to the number of faces of
G minus one.
3. G′ is the multigraph of one of our filters.
Proof. Point 1 is an immediate consequence of observation 2.4.6.
Point 2 results from the simple facts that: 1) all the bounded faces of G′ are
bounded faces of G, 2) the only bounded face of G that is not a face of G′ is F , and
3) both G and G′ (as well as any multigraph) have only one unbounded face (note
that G′ results from removing the dashed lines in figure 9).
Point 3 is also clear.
Theorem 2. If every interior edge in G is included in a percolating path of G, then
there exist a feasible sequence of edges of length fG. Thus, our bound is optimal for
this class of filters.
Proof. We will prove the theorem by induction on fG. First note that fG = 1 if and
only if G is a percolating path. In this case, any edge of G forms a feasible sequence
of edges of length fG = 1.
Assume now that fG > 1. Let P be the left most percolating path of G. Note
that P can not be equal to G since otherwise fG would be equal to one.
Let F be a bounded face of G, such that: 1) ∂F ∩ P contains an edge and, 2)
∂F ∩ (P ∪ {y = yt} ∪ {y = yb}) is connected. Such a face exists by the observations
of this section. Let e1 be any edge in ∂F ∩ P .
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Let G′ be the multigraph that results from first removing from G the edges in
∂F ∩ (P ∪ {y = yt} ∪ {y = yb}), and then removing the nodes that are left isolated.
From observation 2.4.7, every interior edge in G′ is included in a percolating path in
G′, fG′ = fG − 1 and G′ is the multigraph of one of our filters.
By inductive hypothesis there exists in G′ a feasible sequence of edges of length
fG′ = fG − 1. For convenience, call one such sequence e2, . . . , efG. From the observa-
tions of this section, it follows that e1, e2, . . . , efG is a feasible sequence of edges in G
which proves the theorem.
2.5 The bound in terms of the average degree of G for large
filters
As always, G is a multigraph of one of our filters. We assume in this section that
every interior edge of G is contained in a percolating path. We recall that fG, eG and
nG are the numbers of faces, edges and nodes of G respectively. We also recall that
dG, the average degree of G, is given by dG = 2eG/nG (equation (2)).
Assume that the number of edges is large, i.e. eG  1. In this case, the Euler
formula fG + nG = eG + `G + 1 reduces to fG + nG ≈ eG since `G ≈ 1. Thus, from
equation (2), and if dG 6= 2, we have fG + 2eG/dG ≈ eG. This leads to the following
observation.
Observation 2.5.1. If eG  1, then our bound (9) reads
#{clogged edges} . dG − 2
dG
eG. (10)
In particular, if every interior edge of G is contained in a percolating path, the number
of edges in a feasible sequence of edges with maximum length is asymptotically ((dG −
2)/dG)eG.
In many situations of interest, G is a graph, i.e. no two edges have the same end
points. For example, if all the edges in a multigraph are straight segments, then the
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multigraph is really a graph. It is a well known fact from graph theory that, if G is
a planar graph, the average degree of G is bounded by 6, i.e. dG ≤ 6. This leads to
the following observation.
Observation 2.5.2. If G is a graph and eG  1, then
#{clogged edges} . 2
3
#{all edges}. (11)
A natural goal is to design filters that use as much of the void space as possible
to trap particles before the filter ceases to be permeable. Thus, of particular interest
is to know the proportion of channels that are clogged when the filter ceases to be
permeable. The last observation provides a bound on this quantity whenever G is a
graph.
As particular examples, consider the graphs of figure 11. At this point do not
make a distinction between solid and dashed edges. In the large filter limit, i.e. the
distance between the top and bottom boundaries is much larger than the length of
the edges, the graph with square bounded faces satisfies dG ≈ 4 and thus, for this
graph, equation (10) implies #{clogged edges} . eG/2. For the graph with triangle
bounded faces, we have dG ≈ 6 and thus, #{clogged edges} . 2eG/3. For the graph
with hexagonal bounded faces, we have dG ≈ 3 and thus, #{clogged edges} . eG/3.
2.6 A subclass of filters and examples
In this section, we consider filters in which every interior edge is included in a per-
colating path. We have shown that, for this kind of filters, our bound is sharp, i.e.
there is a feasible sequence of edges whose number of edges or length is equal to our
bound, i.e. the number of faces of the multigraph (see right hand side of equation (9)).
However, in general, there are many feasible sequences of edges that make the filter
non-permeable and the length of most of them is less than our bound. Thus, the
feasible sequence of edges that is realized, i.e. the sequence of edges that actually
29
çèçèççèçèççèçèçé é éé é éé é é
êèêèêêèêèêêèêèêë ë ëë ë ëë ë ë
ìèìèììèìèììèìèìí í íí í íí í í
î î îî î îî î îï ï ïï ï ïï ï ï
ðèðèððèðèððèðèðñ ñ ññ ñ ññ ñ ñ
òèòèòòèòèòòèòèòó ó óó ó óó ó ó
ôèôèôôèôèôôèôèôõ õ õõ õ õõ õ õ
ö ö öö ö öö ö ö÷ ÷÷ ÷÷ ÷
øèøèøøèøèøøèøèøù ùù ùù ù
úèúèúúèúèúúèúèúû ûû ûû û
üèüèüüèüèüüèüèüý ýý ýý ý




































































































   
   







































































































































































































































































































Figure 11: Multigraphs with geometries of class A. The percolating paths Pi are in
solid lines. The crossing paths Hi,j are in dashed lines.
clog and make the filter non-permeable, which depends on the flow conditions as well
as the width of the channels, is, in general, much shorter than the feasible sequences
of edges with maximum length.
In this section, we will restrict our attention to a subclass of filters for which
we will show how to select the width of the channels so that, as suspension flows,
the feasible sequence of edges that is realized and make the filter non-permeable will
indeed have maximum length.
2.6.1 Subclass of filters. The geometries
Definition 6. We say that a multigraph G that corresponds to one of our filters has
geometry of class A if there is a non-negative integer r and a sequence of disjoint
percolating paths P0, P1, . . . , Pr in G such that, for each i, 0 ≤ i < r
1. Pi is to the left of Pi+1.
2. There are positive integers si such that Pi and Pi+1 are joined by si + 1 paths
that may only have end points in common, i.e. for each j, 0 ≤ j ≤ si, there is
a path Hi,j such that: 1) Hi,j ∩ Pi is an end point of Hi,j, 2) Hi,j ∩ Pi+1 is the
other end point of Hi,j and 3) Hi,j1 and Hi,j2 may only intersect at their end
points if j1 6= j2.
3. G is the union of the percolating paths Pi (0 ≤ i ≤ r) and the “crossing” paths
30
Hi,j (0 ≤ i < r, 0 ≤ j ≤ si).
For convenience, we assume that the path Hi,j are labeled in such a way that
Hi,j+1 is above Hi,j (0 ≤ i < r, 0 ≤ j < si). More precisely, Hi,j+1 is in the closure
of the bounded region whose boundary is included in {y = yt} ∪ Pi ∪ Pi+1 ∪ Hi,j.
Note that Hi,0 is included in the bottom boundary and Hi,si is included in the top
boundary.
Examples of multigraphs that have geometry of class A are shown in figure 11.
The percolating paths Pi are in solid lines. The crossing paths Hi,j are in dashed
lines.
2.6.2 Subclass of filters. The width of the channels
The physical mechanisms that lead to the clogging of channels may be complex and
depend on the particular problem under consideration. Here we will assume the
following simple rules. Each channel is either thin or thick. Thick channels never
clog and thin channels eventually clog if there is flow through them.
We now select the thin and thick edges. Let G be a multigraph that has geometry
of class A. Let P0, P1, . . . , Pr be the percolating paths as in definition 6. Every
percolating path is split into subpaths by the crossing paths. For i even, let P̄i be
the subpath of Pi that contains an exterior node at the top boundary. For i odd, let
P̄i be the subpath of Pi that contains an exterior node at the bottom boundary. One
edge in each of the subpaths P̄i for any i is selected to be thin. One edge in each of
the crossing paths Hi,j is also selected to be thin. Every other edge is chosen thick.
In figures 12 we show the multigraphs of figure 11 but now the thick edges are in solid
lines and the thin edges in dashed lines.
Definition 7. We say that a multigraph G that corresponds to one of our filters is

















































































































































































































































































































































































































































































Figure 12: Multigraphs of figure 11. The thick edges are in solid lines. Thin edges
in dashed lines.
2.6.3 The bound realizes for filters of class A
We now show that, for the filters considered in this section, i.e. with multigraph of
class A, the bound realizes, i.e. the number of edges that actually clog is equal to
our bound, the number of faces of the multigraph of the filter. We show this in two
steps. We first show that in each of the paths P̄i the thin edge clogs and in each of
the paths Hi,j not included in the top or bottom boundaries, i.e. Hi,j for 1 ≤ j < si
the thin edge also clogs. Then, we show that the number of these paths is equal to
the number of faces of the multigraph of the filter.
Observation 2.6.1. In each of the paths P̄i (0 ≤ i ≤ r) the thin edge clogs and in each
of the paths Hi,j not included in the top or bottom boundaries (0 ≤ i < r, 1 ≤ j < si
), the thin edge clogs.
Proof. Let ei be the thin edge in P̄i. All the other edges in Pi are thick and thus,
they never clog. As a consequence, while ei is open, there will is flow through the
whole percolating path Pi and in particular through ei. This implies that eventually
ei clogs.
Let Hi,j be one of the crossing paths not included in the top or bottom boundaries,
i.e. 1 ≤ j < si. We connect one end point of Hi,j to a bottom exterior node and
the other to a top exterior node with paths of thick edges as follows. Let Q be the
subpath of Pi that has an exterior node as an end point, shares the other end point
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with Hi,j and all the edges in Q are thick. Let R be the subpath of Pi+1 that has an
exterior node as an end point, shares the other end point with Hi,j and all the edges
in R are thick. From the discussion of section 2.6.1 and section 2.6.2, it is clear that
Q and R are well defined. It is also clear that the union of Q, R and Hi,j form a
percolating path whose only thin edge is the one in Hi,j. This implies that the thin
edge in Hi,j eventually clogs.
Observation 2.6.2. The number of the paths P̄i (0 ≤ i ≤ r) and Hi,j not included
in the top or bottom boundaries (0 ≤ i < r, 1 ≤ j < si) is equal to fG, the number of
faces of G.
Proof. We first note that, the number of the paths P̄i (0 ≤ i ≤ r) and Hi,j not
included in the top or bottom boundaries (0 ≤ i < r, 1 ≤ j < si) is equal to
1+r+
∑r−1
i=0 (si−1) = 1+
∑r−1
i=0 si. Thus our goal reduces to show that fG = 1+
∑r−1
i=0 si.
Let 0 ≤ i < r and 1 ≤ j ≤ si. If we remove from the plane the paths Pi,
Hi,j−1, Pi+1 and Hi,j, we are left with one bounded and one unbounded connected
component. Let Fi,j be the bounded component. It is clear that the bounded faces




2.6.4 Building filters of class A from thin filters
We now discuss a possible mean, at least theoretically, to construct filters of class A.
We start with a thin filter with thin channels. By a thin filter we mean that the
corresponding graph is the union of disjoint percolating paths connected only by the
top and bottom boundaries. An example is shown in the top figure of figure 13.
Next, we fold the thin filter as shown in the middle figure of figure 13. As we
compress the folded filter from the sides, the spaces between folds become the thick
channels and we are left with the new filter shown in the bottom figure of figure 13.










































Figure 13: Building a filter of class A. In the top figure we start with a thin filter
with thin channels. In the middle figure we fold the thin filter. The bottom figure
shows the resulting filter after folding and compressing. The thick edges are in solid
thick lines. The thin edges are in dashed lines.
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pore space, the thick channels, are in fact thicker than the channels in the original
thin filter before folding. The resulting filter is a filter of class A.
Note that the above discussion suggest a way to construct filters of long life even
if the original thin filter does not strictly satisfy the condition of having the corre-
sponding graph be the union of disjoint percolating paths.
2.6.5 Further comments on filters of class A
As channels clog, the permeability of the filter decreases. This is unavoidable. Nev-
ertheless, we expect that this decrease in permeability will be relatively slow (as
comparing with other filters) for filters of class A. The reason being is that suspen-
sion can flow with relative ease along the thick channels and, as shown in the proof
of observation 2.6.1, this family of filters have lots of percolating paths where all but
one edge are thick.
In chapter 4, we run numerical simulations of filter realizations. To do these
simulations further modeling is needed, which is discussed in the first sections of
chapter 4. The simulations show an optimal performance for class A filters. The
bound in the number of channels that clog is attained, no particle crosses through
the filter without being trapped and the life average flow rate of the filter is high.
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CHAPTER III
PLUGGING OF POROUS MEDIA NEAR WELLS
Fluid in porous media flows through tortuous paths, i.e. paths that are not straight.
This tortuosity and inertial effects cause fines to collide with pore walls. After each
collision, a particle looses momentum and needs to be accelerated again by the fluid
through hydrodynamic forces. As a result, the average velocity of fines is smaller
than that of the fluid.
To simplify the discussion that will follow, we now introduce some notation. We
will denote by v what we call the macroscopic fluid velocity, i.e. v is the average
of the fluid velocity in regions much larger than the pores but much smaller than
the material. Note that, in principle, v is a function of the spatial position x and
time t, i.e. v = v(x, t). We denote by u the macroscopic fines velocity, i.e. u is the
average of the velocities of the fines in regions much larger than the pores but much
smaller than the material. Note that, according with the discussion of the above
paragraph, ‖u(x, t)‖ ≤ ‖v(x, t)‖, where ‖u(x, t)‖ denotes the euclidean norm of the
vector u(x, t).
If the macroscopic fluid velocity is spatially homogeneous, i.e. v is independent of
x, the macroscopic fines velocity u will also be independent of x. Thus, the location
of the maximum concentration of fines in space will travel at velocity u but the
concentration value will not change. On the other hand, if v is not independent of
x, u will not be independent of x either. As a consequence, both the location and
the value of the maximum concentration of fines in space will change with time. In
particular, the concentration of fines may exceed some critical value that leads to the
clogging of pore throats and eventually the plugging of the medium. Motivated by the
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clogging that is sometimes observed in petroleum and water wells, we will consider
two-dimensional macroscopic flows with circular symmetry. Clearly, the macroscopic
fluid velocity is not spatially homogeneous in this case, it decays with the distance to
the well.
In section 3.1, we introduce a pore-scale mathematical model that allow us to
obtain the macroscopic fines velocity u as a function of the macroscopic fluid velocity
v. This pore-scale model results from assuming that any given particle follows a
tortuous path that consist of a sequence of straight channels of length L and that,
each time that a particle reaches the end of a channel, it collides with the pore wall
and losses all its momentum. Thus, each time the particle enters a new channel,
it starts traveling through the channel with an initial velocity equal to zero and it
accelerates due to hydrodynamic forces.
In section 3.2, we introduce a macro-scale mathematical model that describes the
time evolution of concentration of fines. This model results from the fact that the
concentration of fines is convected with velocity u. We also propose that regions of
the medium plug if and when the concentrations of fines in those regions exceed a
certain critical value.
The rest of this chapter is organized as follows: In section 3.3 we explain some
qualitative features of our model. In section 3.4 we introduce our criterion to de-
termine which regions of the medium clog and when. In section 3.5 we study the
behavior of our model and in section 3.6 we conclude with some discussions.
3.1 Macroscopic fines velocity as function of the macro-
scopic fluid velocity
3.1.1 Review. Hydrodynamic force on a spherical particle immerse in a
fluid
Assume an incompressible spherical particle with radius rp is immersed in an in-




Figure 14: Channel of length L filled with an incompressible fluid. The arrow
indicate the direction of the flow. The black circle is a particle that will move toward
the right end due to hydrodynamic forces.
moves with constant velocity u and the velocity of the fluid tends to the constant
value v far away from the particle. It is well known (see [2]) that the force the fluid
exerts on the particle is
F = 6πrpµ (v − u) , (12)
where µ is the fluid viscosity.
3.1.2 Average velocity of a particle flowing through a straight channel
when the particle is initially at rest at one end of the channel
Consider a straight channel of length L filled with an incompressible fluid, see fig-
ure 14. Assume the fluid within the channel flows from left to right at a constant
speed v?. Note that, as an approximation, we assume that the fluid velocity is constant
through the channel and thus, it does not satisfy the non-slip boundary conditions at
the channel walls.
If at time t = 0, we place a particle at the left end of the channel, it will move
toward the right end following Newton’s law. More precisely, if x(t) is the distance






′′ = F and x(0) = x′(0) = 0, (13)
where F is the force the particle experiences in the direction of the channel, ρp and
rp are the density and radius of the particle respectively, and x
′ and x′′ are the first
and second the derivatives of x with respect to t. Note that we neglect any force the
particle may experience in directions perpendicular to the channel.
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Keeping only hydrodynamic forces (we neglect gravity) and approximating F by
the force the particle would experience if the channel width were much larger than
the particle diameter, i.e. equation (12), we have F = 6πrpµ(v







? − x′) and x(0) = x′(0) = 0, (14)
where µ is the viscosity of the fluid.















Let T be the time when the particle reaches the right end. Since the length of the
channel is L and given equation (16), we have







We denote by u? the average speed of the particle as it travels through the channel.
Our goal is to find u? as a function of the fluid speed v? and the parameters of the
system. This relation is obtained from equation (17) once we note that u? = L/T













3.1.3 Tortuosity of flow paths in porous media
Assume now that suspension, i.e. fluid with fines, flows within the void space of a
porous medium. Let xf(t) be the path of an element of fluid. This path will not











Figure 15: The small segments form a typical path traveled by an element of fluid
in a porous medium.
a time interval (t1, t2), which is
∫ t2
t1
‖x′f (t)‖ dt, will be larger than the distance from




‖xf(t2) − xf (t1)‖
> 1. (19)
Without being completely rigorous, we refer to the average value of the square of the
above ratio over all fluid elements and time intervals (t1, t2), as the tortuosity. We
denote the tortuosity by τ . This concept is illustrated in figure 15. If a typical path
traveled by an element of fluid in a porous medium is through the segments with
length `i (1 ≤ i ≤ 8), and the distance from the initial to the final positions of the




3.1.4 Relationship between the microscopic speed, the average velocity
and the tortuosity
Let v be what we have called the macroscopic fluid velocity, i.e. v is the average
of the fluid velocity in regions much larger than the pores but much smaller than
the material. As before, let xf(t) be the path of an element of fluid. Note that, in
fact, v is the average of (t2 − t1)−1(xf (t2) − xf (t1)) over all fluid elements and time
intervals (t1, t2) such that the distance between xf (t1) and xf(t1) is much larger than
the typical pore linear dimension but much smaller than the material.




‖x′f(t)‖ dt over all fluid elements and time intervals (t1, t2). It is clear,
from the definition of tortuosity τ , that
v? =
√
τv where v = ‖v‖. (20)
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In other words, the ratio between the average of the microscopic fluid speed and the
norm of the macroscopic fluid velocity is the tortuosity.
Analogously, we denote by u be the macroscopic fines velocity, i.e. u is the average
of the velocities of the fines in regions much larger than the pores but much smaller




τu where u = ‖u‖. (21)
Note that these velocities and speeds are in general functions of the spatial position
x and time t, i.e. v = v(x, t), u = u(x, t), v? = v?(x, t) and u? = u?(x, t).
3.1.5 Macroscopic fines velocity as function of the macroscopic fluid ve-
locity
Our goal is to find u as a function of v. We will assume, naturally, that u has the same
direction as v. Note that equation (18) provides a relationship between the speeds
u? and v?, where L should be taken as a typical pore size. Thus, given equations (20)




















and as before, v = ‖v‖ and u = ‖u‖. The above equation is the key result of this
section and will be used in the macroscopic model of next section.
3.1.6 Behavior of the macroscopic fines velocity vs. macroscopic fluid
velocity curve
Let f(s) = s − (1 − e−s). Note that equation (22) can be written as α/v = f(α/u).
From this simple observation we can draw some conclusions. Since f(0) = 0, 0 <
f ′(s) < 1 for all s > 0 and lims→∞ f(s) = ∞ then



















Figure 16: Plot of v/α vs. u/α. Both plots correspond to the same curve. They
are just in different scales.
2. u is an increasing function of v.
The asymptotic behavior of u for both small and large values of v is also straight
forward to obtain:






for v  α. (24)
A plot of v/α vs. u/α is shown in figure 16.
3.2 Evolution equation for the concentration of fines and
clogging criteria
3.2.1 Porosity
Assume that our two-dimensional porous medium occupies the region Ω and that
x ∈ Ω.
We will denote by φ = φ(x) the porosity, i.e. the local volume fraction of void or
pore space. More precisely, let Bδ be the ball or radius δ centered at x. Let Vδ be the
void volume within Bδ (really, the void area since we are considering two-dimensional
materials). Let |Bδ| be the volume of Bδ. Then, φ(x) is the asymptotic value of
Vδ/|Bδ| for δ much smaller than the material size but much bigger than the pore size
φ(x) =
void volume in {y : ‖y − x‖ < δ}
volume of {y : ‖y − x‖ < δ} . (25)
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Note that φ = φ(x) may depend on x but is independent of t.
3.2.2 Volume fraction of fines and volume fraction of fluid
We will denote by z = z(x, t) the volume fraction of fines. More precisely, z(x, t) is
the asymptotic value of the volume of fines in Bδ divided by volume of Bδ for δ much
smaller than the material size but much bigger than the pore size
z(x, t) =
volume of fines in {y : ‖y − x‖ < δ}
volume of {y : ‖y − x‖ < δ} . (26)
Note that z(x, t) may depend on both x and t. Note also that the volume fraction of
fluid is φ(x) − z(x, t). We will refer to z as the concentration of fines.
3.2.3 Fluid flow
Note also that, macroscopically, i.e. in a scale much bigger than the pore size and
much smaller than the material size, fluid is convected with what we have called
the macroscopic fluid velocity v and the concentration of fines is convected with
the macroscopic fines velocity u. Since we assume that both particles and fluid are
incompressible, the equation of mass conservation reduces to
∇ · (v(φ − z) + uz) = 0, (27)
where ∇· is the divergence operator.
In the small concentration of fines limit, i.e. z  φ, and when φ is independent
of x, equation (27) reduces to
∇ · v = 0. (28)
According to the discussions in the introduction, i.e. our motivation to study
the plugging of media near well and given circular geometry of wells, we assume our
material to occupy the region of the plane {R` ≤ ‖x‖}, where R` is a constant. We
will also assume that fluid flows at a known constant rate and with circular symmetry
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toward the inner boundary {‖x‖ = R`}. Thus, introducing the radial variable
r = ‖x‖, (29)







where A is a known positive constant. Note that 2πA is the rate at which fluid exits
the medium through the inner boundary.
3.2.4 Macroscopic fines velocity as function of r





where u and v are related by equation (22) and thus, u = u(r). Since we now have v
in terms of r (equation (30)), we can now combine equations (22) and (30) to obtain











where α was defined in equation (22). Note that, from the results of subsection 3.1.6
and equation (30) we have that u is a decreasing function of r.































Figure 17: Plot of αr/A vs. u/α. Both plots correspond to the same curve. They
are just in different scales.
A plot of αr/A vs. u/α is shown in figure 17.
Note that the difference between the fluid and fines macroscopic velocities are
more pronounced for small values of r. v increases proportionally to r−1 as r → 0,
but u increases proportionally to r−1/2.
3.2.5 Transport of fines
Since z, the concentration of fines, is convected with the macroscopic fines velocity
u, we have the following conservation equation
∂z
∂t
+ ∇ · (uz) = 0. (35)
Note that we neglect dispersion. Given the circular symmetry of our problem and
equation (31), and assuming circular symmetry also in the initial conditions for z,








where u = u(r) is a function of r given implicitly in equation (32).
We remark that the dependence of u = u(r) as a function of r was obtained
under the assumption that z is small, i.e. z  φ. Nevertheless, we will use equa-
tion (32) even when the restriction z  φ is not satisfied. The reason being that
using equation (32) adds clarity to our exposition while keeping the physical effects
we are interested in modeling in this work.
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Note that the evolution of the concentration of fines z(r, t) is completely deter-
mined by equations (32) and (36) once the initial conditions are given, i.e. we need
to know z(r, 0).
3.3 Fines accumulate as they are convected toward the in-
ner boundary
Note that the evolution equation for the concentration of fines z is hyperbolic and can












For convenience we define






In characteristic form, the equation (37) reads
r̄′(t) = −u(r̄(t), t) (39)
dz
dt
(r̄(t), t) = σ(r̄(t))z(r̄(t), t),
where r̄′ is the derivative of r̄ with respect to t.
As a first observation, we show in the appendix A.1 that σ is always positive.
Thus, the concentration of fines z is always increasing along the characteristic paths,
i.e. z(r̄(t), t) is an increasing function of time. In other words, fines accumulate as
they are convected toward the inner boundary.
As a second observation, note that the equation (37) is linear and thus, charac-
teristics do not cross. In particular, we do not have formation of shocks.
In figure 18 we show an example of the time evolution of z. We plotted r/R`
vs. z for four fixed values of t: t = 0, t = R`/α, t = 5R`/α and t = 100R`/α.









Figure 18: Plot r/R` vs. z for four fixed values of t: t = 0, t = R`/α, t = 5R`/α
and t = 100R`/α. z increases with t.
The necessary calculations were computed numerically. Note that z(r, t) approaches
a bounded value as t → ∞ for all r. The profile of z as t → ∞ is similar to the profile
for t = 100R`/α. As expected, z increases with t.
3.4 Criterion for clogging
As previewed in the introduction, our criterion for clogging is very simple. Regions
of the medium plug if and when the concentrations of fines z in those regions exceed
a certain critical value z?. Note that, given the symmetry of our system, the region
that plugs first is a ring centered at r = 0. Once this ring is plugged, there is no more
flow through the medium. As we will study in later sections, clogging may or may
not occur. The outcome will depend on the parameters of the system.
3.5 Homogeneous initial conditions
In this section we will study the evolution of concentration of fines z assuming that
initially the concentration of fines is homogeneous, i.e.
z(r, 0) = z0 for all r ≥ R`. (40)
where z0 is a known positive constant.
3.5.1 The concentration of fines is a decreasing function of r
A key observation is the following
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Observation 3.5.1. z(r, t) is a decreasing function of r for any fixed t.
Proof. Let t be fixed. Let r1 < r2. Let r̄1(s) be the characteristic, i.e. a solution of
the system (39), that satisfies r̄1(t) = r1. Let r̄2(s) be the characteristic that satisfies
r̄2(t) = r2. Since characteristics do not cross, we necessarily have r̄1(s) < r̄2(s) for all
0 ≤ s ≤ t. Note that equation (39) implies that
z(r1, t) = z0e
R t
0




Since, as shown in the appendix A.3, σ(r) is a decreasing function of r, we conclude
that z(r1, t) > z(r2, t) for all r1 < r2 and t > 0, which concludes the proof of this
observation.
3.5.2 Clogging may only occur at the inner boundary
Observation 3.5.1 implies that, if z reaches the critical value z?, it will first reach that
value at r = R`. Thus, we have the following observation
Observation 3.5.2. If the medium plugs, the region that clogs is the ring r = R`.
3.5.3 Determining if clogging does occur
Consider one fixed characteristic r̄(t), i.e. r̄(t) is a solution of the system (39). Let
z̄(t) = z(r̄(t), t) and ū(t) = u(r̄(t)). Note that r̄(t) is a strictly decreasing function
of t and u(r) is a strictly decreasing function of r. Thus, ū(t) is a strictly increasing
function of t and we can regard t as a function of ū. Thus, z̄ can also be regarded as




































Note that G(s) > 0 for all s > 0.
We now compute the value of z̄ at the time the characteristic r̄ reaches the inner
boundary, i.e. r̄ = R`. This value will depend on the initial location of the charac-
teristic, i.e. r̄0 = r̄(0). Let u0 be the macroscopic fines velocity at r = r̄0, i.e. u0 is
the solution of equation (32) when r = r̄0. Let u` be the macroscopic fines velocity at
the inner boundary, r = R`. Clearly u` > u0. We denote by z̄` the value of z̄ at the
inner boundary. Given equation (43) and noticing that z̄ should be equal to z0 when
ū = u0 because that corresponds to the initial location of the characteristic, we have
that z̄ at the inner boundary is











































Note that the furthest from the inner boundary the characteristic started, the
largest the value of the concentration when it reaches the boundary. This is clear
from intuition and it can also be seen directly in equation (44). The furthest from the
inner boundary the characteristic started, the smallest the value of u0 and the largest
the value of z̄`. The limit of infinitely farthest corresponds to an initial macroscopic
fines velocity of 0, i.e. u0 = 0. Thus, there will be clogging if and only if z̄` > z? when
u0 = 0.
We summarize our finding in the following observation. For convenience in the
computations, we state the observation in dimensionless form. More precisely, in the
below observation, s` = u`/α, where u` is the macroscopic fines velocity at the inner
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boundary r = R`, and the left hand side of equation (48) is limt→∞ z(R`, t)/z0, the
limit of the concentration of fines at r = R` divided by z0 as t → ∞ or, equiva-
lently, the left hand side of equation (48) is the value of z/z0 in the limit when the
characteristic that starts infinitely far reaches the inner boundary.
























3.5.4 The parameter regime where the medium plugs
As it is clear from observation 3.5.3, whether the medium plugs or not depends on
the relationship between two dimensionless parameters, A/(αR`) and z?/z0. More
precisely, we state observation 3.5.3 in an equivalent form that is more convenient to
plot in the parameter plane z?/z0 vs. A/(αR`).















1 − e− 1sc
) . (50)
In figure 19 we display the regions in the parameter plane z?/z0 vs. A/(αR`)
where clogging does and does not occur.
The parameter z?/z0 indicates how many times the concentration of fines needs
to increase for the medium to plug. Note that A/R` is the macroscopic fluid velocity























Figure 19: Regions in the parameter plane z?/z0 vs. A/(αR`) where clogging does
and does not occur. Both plots correspond to the same regions. They are just in
different scales.
on microscopic parameters of the system. Note that α indicates when the difference
between the macroscopic fluid velocity v and macroscopic fines velocity u is noticeable.
More precisely, u ≈ v if and only if v  α.
The asymptotic form of the curve in figure 19, that divides the parameter region
where the medium does and does not plug, can be easily obtained when (z?/z0−1)  1
and z?/z0  1. These calculations are done in the appendix A.5. Here we summarize
our findings in the following observation.
Observation 3.5.5. The boundary in the parameter plane z?/z0 vs. A/(αR`) between
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Our work is motivated by the plugging of media around wells that is sometimes
observed. Once this occurs, no more petroleum or water can be extracted from the
well. Clearly, this is an undesirable effect. On one hand, it is tempting to increase the
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pumping rate to maximize gains. However, our model implies that, if this pumping
rate is large enough, the medium will plug. Our analysis shows the maximum rate
at which fluid can be extracted without plugging the medium. First we have to
estimate the parameters z?, z0 and α. The maximum macroscopic fluid velocity at
the well to avoid clogging is A/R`, solution of the system (49) and (50). Of course,
our model is the result of simplifications in the attempt to isolate physical effects
that we believe have a dominant contribution in the plugging of media around well.
Thus, our works should be regarded as guidelines to motivate the development of
more quantitative precise models and related laboratory and field experiments. It
should not be regarded as a model that will match experiments quantitatively with
large precision.
3.5.6 Clogging time when clogging does occur
We now assume that clogging does occur and our goal is to compute the time t = tc
it takes the material to plug.
Let r̄(t) be the characteristic where clogging occurs. Thus, r̄(tc) = R`. We define
z̄(t) = z(r̄(t), t) and ū(t) = u(r̄(t)). Note that z̄(tc) = z? and ū(tc) = u` = u(R`),
the macroscopic fines velocity at the inner boundary. Also note that, it follows from













Our first step in computing the clogging time tc is to obtain u` from the last equation.
Let u0 = u(r̄(0)), i.e. u0 is the macroscopic fines velocity in the characteristic r̄





























Figure 20: A/(αR`) vs. αtc/R` where z?/z0 = 2.











We can integrate the above equation noticing that ū = u0 when t = 0 and ū = u`




































Once u0 are u` obtained from equations (54) and (55), tc can be obtained from the
equation (56).
In figure 20 we show a plot of A/(αR`) vs. αtc/R`. As expected, the clogging
time tc decreases with the flow rate 2πA. In particular, we show in the appendix A.7






















3.5.7 Volume of fluid extracted before the medium plugs
If clogging does occur, a quantity of interest is the volume (area in our two-dimensional










Figure 21: A/(αR`) vs. Vf/R
2
` where z?/z0 = 2.
occurs. In the case of wells, this is the volume of fluid extracted before the medium
plugs and the well is no longer of use. Note that, if the medium plugs at t = tc, the
volume of fluid Vf that exits the medium through the inner boundary before clogging
occurs is
Vf = 2πAtc. (58)
In figure 21 we show a plot of A/(αR`) vs. Vf/R
2
` .
The clogging time tc becomes unbounded as we approach from above the critical
flow rate at which there is no more clogging for smaller rates. Thus, as expected, the
volume extracted also becomes unbounded in this limit. On the other hand, from





















Thus, even though the clogging time tc tends to 0 as the flow rate 2πA increases, Vf
does not. In fact, Vf → ∞ in this limit. The reason being is that tc decreases like a
−1/2 power of A and thus, Vf = 2πAtc increases like a 1/2 power of A. As illustrated
in figure 21, Vf has a unique local minimum that is also the global minimum that
occurs at some finite value of A.
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3.6 Conclusions
In this chapter, we have introduced a multi-scale model that captures and isolates the
role of inertia of the particles and tortousity of the fluid paths in the plugging of porous
media near wells, where the macroscopic fluid velocity is non-homogeneous. We refer
to our model as a multi-scale model because it resulted from first developing a model
at the pore-scale and then using the result of this model as input of a macro-scale
model. While simple, the model obtained captures the physics we pursued to study.
Our model has proved amenable to analysis and computations. In particular, we were
able to identify dimensionless parameters that, according to our model, determine
whether the medium plugs. We were also able to make detailed parameter studies.
We believe this chapter will serve as a step toward more comprehensive modeling of
plugging of porous media and it will serve to guide laboratory and field experiments to
shed more light into the physics involved in the complex and important phenomenon
of plugging of porous media.
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CHAPTER IV
THE EFFECT OF THE MICRO-GEOMETRY ON THE
PERFORMANCE OF FILTERS
As previewed in the introduction, in this chapter we study particle migration and
clogging as suspension flows through filters by means of numerical simulations and
elementary analysis. We model filters as networks of channels. Each channel is either
open or clogged. There is no flow through clogged channels. Each particle and each
channel is assigned a width. Particles flow with the fluid while inside a wider channel.
When reaching an intersection of channels, a particle flows into a new channel. If this
new channel is thinner than the particle, the particle is trapped and the channel
clogged.
The geometries of the networks we study in this chapter are regular: one-dimensional
network and two-dimensional square and hexagonal networks. We study the case
when the width of the channels and of the particles are independent random vari-
ables. We select a probability distribution for the width of the channels and a second
one for the width of the particles. Among other questions, in this chapter we do a
series of studies that seek to answer the following questions in terms of the geome-
try of the network, the probability distribution of the width of the channels and the
probability distribution of the width of the particles:
1. What is the proportion of particles that are trapped?
2. What is the proportion of channels clogged when the filter ceases to be effective?
3. How does the filter permeability decreases during its life time?





δp = pa p = pb
Figure 22: Velocity profile of a Poiseuille flow within a straight channel (indicated
by arrows).
are not random, that are optimal in some sense.
4.1 Mathematical model
4.1.1 Fluid flow in channels
Figure 22 shows a two-dimensional channel with length ` and width δ filled with a
Newtonian incompressible fluid that is subjected to pressures p = pa and p = pb at
the ends of the channel. Let ê be the vector of unit length parallel to the channel
displayed in figure 22. Let y be the coordinate in the direction perpendicular to the
channel. At low Reynolds numbers (low velocities), the fluid velocity of the steady
state flow is of the form u(y)ê with u satisfying (pb − pa)/` = µu′′, where µ is the
fluid viscosity and u′′ is the second derivative of u. In addition, the fluid velocity
satisfies no slip boundary conditions at the channel walls, i.e. u = 0 at the walls.
Simple calculations show that the velocity has a parabolic profile (see figure 22) and
its spatial average across the channel is (see [2])




This type of flow is known as Poiseuille flow.
4.1.2 Filter geometry
We model filters as two-dimensional networks of channels as we illustrate in figure 23.
The voids are the interior of the channels. Our filters have a bottom boundary at
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Figure 23: Example of a network of one of our filters and the corresponding graph.
y = yb and a top boundary at y = yt. To each filter we associate a graph in a
natural way. The edges are the channels and the nodes the end points of the edges,
see figure 22. Note that the graph is included in yb ≤ y ≤ yt. Note that there are
nodes in the bottom and top boundaries but no edge is included in the bottom or
top boundary. We denote by N the set of nodes. We identify the nodes with their
location and thus, N ⊂ R2. We denote by E the set of edges. Given an edge e, its
width (i.e. the width of the channel that corresponds to e) is denoted by δe and its
length by `e. We assume that the widths of the channels are much smaller than their
lengths.
4.1.3 Fluid flow in networks
The particles within the network are incompressible. The fluid is incompressible
Newtonian fluid with constant density ρ and constant viscosity µ and satisfies non-
slip boundary conditions, i.e. the fluid velocity vanishes at the channels walls.
For each node a ∈ N , we denote by pa the pressure at a. Note that pa = pa(t) is a
function of time t. We assume that the bottom boundary is held at constant pressure
p = pb and the top boundary at p = pt, where pb > pt. Thus, the pressures at the
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nodes satisfy the boundary condition
pa = pb if a ∈ {y = yb} (61)
pa = pt if a ∈ {y = yt}. (62)
If e is an open edge, we denote by ve the average of the velocity field within the
channel e. ve is proportional to the pressure drop across e. Thus, if a and b are the
endpoints of e, then
ve = −Ke (pb − pa)
b − a
‖b − a‖ , if e is open, (63)





channel is straight, the constant Ke is as given in equation (60).
On the other hand, if e is clogged, there is no flow within e. Thus,
ve = 0 if e is clogged. (64)
The rate at which volume of fluid enters an intersection is equal to the rate at
which it leaves the intersection, i.e. conservation of mass. This implies that, for each
node a, we have
∑
{e∈E :a is an endpoint of e}
δeve ·
b − a
‖b − a‖ = 0, where b is the endpoint of e not equal to a.(65)
The velocities within all the channels are uniquely determined by the system (61-
65). This well known system (similar models were used as early as [15, 16, 17], see
also [49, 13]) is the asymptotics of the Navier-Stokes equations within the void with
non-slip boundary condition in the limit when the widths of the channels are much
smaller than their lengths.
In practice, we first solve for the pressure at the nodes and then for the veloc-
ities within the channels. More precisely, using the expression for the velocities in
equation (63), we reduce equation (65) into
∑
{b∈N :b is connected to a by an open edge}
δ3e
12µ`e
(pb − pa) = 0, for all a ∈ N , (66)
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which together with the condition (61), reduce to a system of linear equations, where
the number of unknowns is equal to the number of nodes in a single period cell minus
one. Once the pressure at the nodes are obtained, the velocities in the open edges
are easily computed with equation (63).
4.1.4 Particle transport within the filter
Given an edge e, its endpoint with smallest pressure will be called its head and will
be denoted by h(e). Analogously, k(e), the tail of the edge e, is the endpoint of e
with largest pressure. Thus, fluid within an edge e (or channel) flows from its tail
k(e) to its head h(e). As we will proceed to explain, edges may change from open to
clogged and vice versa. Thus, the fluid flow is time dependent and as a consequence,
an endpoint of an edge may be its head for some period of time and its tail for other
times.
Particles may enter the network at the bottom boundary only. The particles travel
with the average fluid velocity within the edge they are in, i.e. if a particle is in the
edge e at time t, the particle moves with velocity ve at time t.
Assume now that a particle reaches a node a at time t. The particle will flow into
a new edge. This new edge is selected as follows. Let e1, . . . , er be the edges that
have a as tail, i.e. k(ei) = a for 1 ≤ i ≤ r. The edge the particle flows into is selected
among e1, . . . , er randomly. The probability of ei being selected is proportional to the
rate of flow into ei, more explicitly





If a particle enters an open edge e whose width δe is smaller than or equal to
the particle diameter, then the particle is trapped by the edge e and the status of e
changes from open to clogged. For convenience we assume that the particle is actually
trapped when it reaches the midpoint of e.
Our model allows particles to detach. Assume a particle was trapped in an edge
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e at time t = t1. If at a later time t = t2, the head and tail of e change end points,
i.e. h(e)(t2) = k(e)(t1) and k(e)(t2) = h(e)(t1), the particle is no longer trapped and
starts moving and the edge becomes open again.
Note that, every time an edge clogs or opens the flow within the network changes.
4.1.5 Channels and particles size
We assume the thickness of all the edges are independent random variables identically
distributed. We denote by δ a random variable with the same distribution as the
thickness of any edge. Analogously, the diameter of all the particles are independent
random variables identically distributed and we denote by d a random variable with
the same distribution as the diameter of any particle. We will denote by fd and fδ
the probability distribution functions of d and δ respectively. We use the standard
notation of P (A) to denote the probability that the event A occurs. We recall that




f(x) dx for all numbers a ≤ b. We allow the possibility of d or δ not being
continuous random variables in which case their probability distribution functions
may be generalized functions, i.e. be a linear combination of a function with delta
functions.
4.2 Probability that a particle is trapped in a clean filter
In this section we will study the probability that one single particle is trapped by a
filter in which all the edges are open. In particular, we will study the dependence of
this probability on the height of the filter, i.e. the number of edges in the shortest
path connecting the top with the bottom boundary. This section will provide us with




We start considering a one-dimensional filter. In other words, our filter is a path of
edges connecting the bottom and top boundaries. More precisely, our filter has n + 1
different nodes, a0, a1, . . . , an and n edges, e1, . . . , en such that the end points of ei are
ai−1 and ai, a0 is a node in the bottom boundary, an is a node in the top boundary
and the other nodes do not belong to the top or bottom boundaries.
4.2.1.1 General results
Observation 4.2.1. The probability that the particle flows through all the edges with-
out being trapped is
P (particles crosses the filter) =
∫ +∞
0
(P (δ > x))nfd(x)dx (68)
Proof. A particle flows through all the edges without being trapped if and only if its
diameter is smaller than the diameter of all the edges. Thus,





















P (δei > x) = P (δ > x)
n, (70)
from where the validity of the observation follows.
Corollary 4.2.1. Whenever the diameter of a particle has the same distribution as
the thickness of the edges, the probability that the particle flows through all the edges
without being trapped is




Proof. Note that fd = fδ and thus,
dP (δ>x)
dx
(x) = −fδ(x) = −fd(x). This allows us to
compute the integral in the right hand side of equation (68)
∫ +∞
0
(P (δ > x))nfd(x)dx = −









from which the results follows.
Observation 4.2.2. Assume that δ and d are continuous random variables, i.e. fδ
and fd are classical functions. Assume {fd(x) > 0} = (a, b) and {fδ(x) > 0} = (α, β),
where b and β may be infinity. Assume that
fd(x) ≈ Kd(x − a)Λd if x > a and x − a  1. (73)
and
fδ(x) ≈ Kδ(x − a)Λδ if x > a and x − a  1. (74)
Then,
P (particles crosses the filter) ≈ P (a ≤ d ≤ α) if a < α, (75)
and
P (particles crosses the filter) ≈
Kd(P (δ > a))
n
[








Λδ+1sΛdds if a ≥ α. (76)
Note that, if fd(a
+) = limx→a+ fd(x) 6= 0, then Kd = fd(a+) and Λd = 0. Analogously,
if fδ(a
+) = limx→a+ fδ(x) 6= 0, then Kδ = fδ(a+) and Λδ = 0.
Proof. The formula in equation (75) is the asymptotic limit for n large of equa-
tion (68). We first note that, if a < α then
∫ +∞
0
(P (δ > x))nfd(x)dx =
∫ α
a
(P (δ > x))nfd(x)dx +
∫ +∞
α
(P (δ > x))nfd(x)dx, (77)
where the first integral equals P (a ≤ d ≤ α) and the second integral tends to zero as
n tends to infinity.
Assume now that a ≥ α. Note that
∫ +∞
0
(P (δ > x))nfd(x)dx =
∫ +∞
a
(P (δ > x))nfd(x)dx. (78)
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Following standard asymptotic arguments we have that, for any small ε,
∫ +∞
a
(P (δ > x))nfd(x)dx ≈
∫ a+ε
a
(P (δ > x))nfd(x)dx. (79)
On the other hand, we have that
P (δ > x) ≈ P (δ > a) − Kδ(x − a)
Λδ+1
Λδ + 1
for x > a and x − a  1. (80)
Thus, we have
(P (δ > x))n ≈ (P (δ > a))ne−
nKδ(x−a)
Λδ+1
(Λδ+1)P (δ>a) for x > a and x − a  1. (81)
Plugging this expression into equation (79) and the expression (73) we get
∫ +∞
a













(Λδ+1)P (δ>a) dx, (82)
from where the validity of the observation follows.
4.2.1.2 Examples
We now evaluate the formula in equation (75) for several classical random distribu-
tions.
We recall that a random variable X has a uniform distribution between a and b









1/(b − a) for a < x < b
0 elsewhere.
(83)
Uniform distribution variables between a and b are denoted by X ∼ U(a, b).

















2(x − a)/[(b − a)(c − a)] a ≤ x ≤ c




Table 1: Asymptotic value in the n large limit of the probability P that a particle of
diameter with distribution d crosses through a one-dimensional tube of n channels of
width with distribution δ without being trapped. The probabilities in the last column
are calculated according to equation (75).
d δ Kd Λd Kδ Λδ P
U(0.2, 0.6) U(0.1, 0.5) 2.5 0 2.5 0 (3/4)n+1 (1/n)
U(0.2, 0.6) U(0.2, 0.7) 2.5 0 2 0 (1/n) 1.25
U(0.2, 0.6) tri(0.2, 0.6, 0.4) 2.5 0 25 1 (1/n)1/2 0.63
U(0.6, 1.0) tri(0.6, 1.0, 0.8) 2.5 0 25 1 (1/n)1/2 0.63
U(0, 1) Γ(3, 0.2) 1 0 125 2 (1/n)1/3 0.26
tri(0.2, 0.6, 0.4) U(0.2, 0.6) 25 1 2.5 0 (1/n)2 4
Triangular distribution variables are denoted by X ∼ tri(a, b, c).
A random variable X has a gamma distribution with scale θ and shape κ, where









xκ−1e−x/θθ−κ/Γ(κ) x > 0
0 elsewhere.
(85)
Gamma distribution variables are denoted by X ∼ Γ(κ, θ).
In table 1 we evaluate the formula in equation (75) with different probability
distributions for the width of the channels δ and the diameter of the particles d.
In the first example, the probability of a channel being thinner than the minimum
possible particle diameter a is strictly positive. In this case, the probability of cross-
ing without being trapped goes to zero exponentially. In the rest of the cases, the
minimum possible channel width α and the minimum possible particle diameter a are
equal, α = a. Thus, the probability of crossing without being trapped decreases as a
power of 1/n, which converges slower.
4.2.2 Two dimensional filters
In this subsection we compute the probability that a particle flows through a two-
dimensional clean filter without being trapped. We focus on the dependence of this
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Table 2: Numerically computed values of the probability P that a particle flows
through the clean filter without being trapped. Figure 24 shows the associated linear
fit for the logarithms.
Square network
d ∼ U(0.2, 0.5)









P = 1.06 n−0.84 P = n−1
probability on the height of the filter that we denote by n. The studies in this sub-
section are the results of numerical simulations. We consider two different regular
geometries: 1) square networks, where all the sides have the same length and are
either parallel or perpendicular to the top and bottom boundaries and 2) hexagonal
networks, where some of the edges are perpendicular to the top and bottom bound-
aries and all the edges of the hexagon have the same length.
In square networks, the height n is the distance between the top and bottom
boundaries divided by the length of an edge. In hexagonal networks, the height n
is the number of edges that has the shortest path between the bottom and the top
boundaries.
The results of our simulations are summarized in the tables 2, 3, 4 and 5 and the
figures 24, 25, 26 and 27. Note that we have compared our computations on networks
with the asymptotics of the corresponding one-dimensional problem described in the
previous subsection. We have also fitted the computed probabilities to functions of the
form b/nβ and have compared these fits to the asymptotics for the one-dimensional
problem given by equation (75). Our plots are in log2 − log2 scale.
In a square network a particle has more possible paths to follow than in a one
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Figure 24: Linear fits for values from table 2 in log2 − log2 scale. The purple dots
are the numerically computed P probabilities. The red line is the linear fit for these
points. The green dots are the one-dimensional asymptotics, and the blue line its
linear fit.
Table 3: Numerically computed values of the probability P that a particle flows
through the clean filter without being trapped. Note that tables (a) and (b) have
equal one-dimensional fit. Figure 25 shows the associated linear fits for the logarithms.
hexagonal network
d ∼ U(0.2, 0.5)









P = 1.23n−0.90 P = n−1
hexagonal network
d ∼ U(0.45, 0.5)









P = 1.05n−0.99 P = n−1
(a) (b)
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Figure 25: Linear fits for values from tables 3 in log2 − log2 scale. The purple dots
are the numerically computed P probabilities of table 3(a). The red line is the linear
fit for these points. The pink dots and black line corresponds to 3(b). The green
dots are the one-dimensional asymptotics, and the blue line its linear fit. Recall that
one-dimensional asymptotics is equal for both networks.
Table 4: Numerically computed values of the probability P that a particle flows
through the clean filter without being trapped. Note that tables (a) and (b) have
equal one-dimensional fit. Figure 26 shows the associated linear fits for the logarithms.
Square network
d ∼ U(0.2, 0.6)









P = 0.73n−0.45 P = 0.63n−0.50
Square network
d ∼ U(0.6, 1.0)









P = 0.66n−0.48 P = 0.63n−0.50
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Figure 26: Linear fits for values from tables 4 in log2 − log2 scale. The purple dots
are the numerically computed P probabilities of table 4(a). The red line is the linear
fit for these points. The pink dots and black line corresponds to 4(b). The green
dots are the one-dimensional asymptotics, and the blue line its linear fit. Recall that
one-dimensional asymptotics is equal for both networks.
Table 5: Numerically computed values of the probability P that a particle flows
through the clean filter without being trapped. Figure 27 shows the associated linear
fit for the logarithms.
Square network
d ∼ U(0, 1)









P = 0.46n−0.18 P = 0.26n−0.33
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Figure 27: Linear fits for values from table 5 in log2 − log2 scale. The purple dots
are the numerically computed P probabilities. The red line is the linear fit for these
points. The green dots are the one-dimensional asymptotics, and the blue line its
linear fit.
dimensional network. Moreover, the flow rate is generally larger along paths with
wider channels and thus, particles in a square network are more likely to travel along
path with relatively wide channels. Thus, it is expected, and confirmed in our tables
and graphs, that the probability that a particle crosses the square network is larger
than the probability that a particle crosses a one dimensional network of the same
height and with the same probability distributions for the channel widths and particle
diameters.
A second observation that we draw from our calculations is that the probability
that a particle crosses the square network has an asymptotic of the same class as the
probability that a particle crosses a one dimensional network, i.e. of the form b/nβ.
While the coefficient b differs from the one corresponding to the one-dimensional case,
the exponent β seems, at least in some cases, to be equal to the one corresponding
to the one-dimensional case.
In the comparisons between networks with equal asymptotics for the one-dimensional
case, we observe that two-dimensional networks with smaller relative variance in the
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channel thickness distribution δ (see table 3(b) and table 4(b)) behaves closer to the
one-dimensional case than networks with a bigger relative variance (see table 3(a)
and table 4(a)). Thus, we identify the relative variance of the distribution δ as an
important factor differentiating one and two dimesional filters.
4.3 Numerical simulations of filters
In this section we consider our full problem. Particles enter the filter through the
bottom boundary. Some exit the filter through the top boundary and others are
trapped according to the laws described in section 4.1. We study the evolutions of
different filters, i.e. different geometries and different probability distributions for
the channels width and particles diameters. We apply the same pressure difference
between top and bottom boundary to all our filters. The filter is considered useless,
in which case the numerical simulation is stopped, when either one of the following
occurs:
• The average flow rate drops below a certain critical value α,
• The proportion of particles crossing the filter without begin trapped becomes
larger than another critical value β.
Note that the average flow rate is calculated after every condition change during the
simulation, i.e. every time a particle is trapped or detached.
Initially, all the channels are open. At this initial stage, the pressures at the nodes
and velocities within the channels are calculated using an LDLT decomposition of the
corresponding system of equations. The matrix associated with this system is banded
with bandwidth of approximately the minimum between rows and columns and thus,
this LDLT can be computed in the order of the square of the number of nodes or
less. Note that every time a channel is clogged or opened, the linear system has to be
solved again. Fortunately, the LDLT decomposition can be updated relatively fast.
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Table 6: Results from numerical simulations. We compare the cleaned fluid (per
column of the network), the percentage of clogged channels and the average life flow
rate (per column of the network) for different filters.
Network δ Cleaned Clogged life avg flow rate
squares U(0.2, 0.5) 81.5 1.3 0.24 ∗ 10−5
squares U(0.18, 0.5) 186.2 2.6 0.09 ∗ 10−5
squares tri(0.1, 0.5, 0.3) 139.4 2.0 0.30 ∗ 10−5
squares discrete p = 0.35 212.8 3.2 0.20 ∗ 10−5
squares discrete p = 0.5 1222.1 16.5 0.22 ∗ 10−5
squares discrete p = 0.55 1304.4 17.7 0.50 ∗ 10−5
squares discrete p = 0.6 1016.6 13.8 0.78 ∗ 10−5
squares class A 3713.6 50.5 1.41 ∗ 10−5
As a consequence, the initial system is solved in the order of the square of the number
of nodes or less and every subsequent system (i.e. every new system after a particle
is trapped or detached) is solved in the order of the of the number of nodes to the
3/2 power.
Our results are summarized in table 6. Each result in that table is the average
of 100 realizations. All the filters considered are square networks with 40 channels
height and 200 channels width. In all our filters we assume that the volume fractions of
particles in the suspension is 0.001 and the particle diameter distribution d is uniform
between 0.2 and 0.5. Thus, the filters are differentiated by the probability distribution
of the width of the channels, i.e. the random variable δ. The filters considered
have the following probability distribution for δ: 1) U(0.2, 0.5); 2) U(0.18, 0.5); 3)
tri(0.1, 0.5, 0.3); 4) P (δ = 0.5) = 0.35 and P (δ = 0.2) = 0.65; 5) P (δ = 0.5) = 0.5
and P (δ = 0.2) = 0.5; 6) P (δ = 0.5) = 0.55 and P (δ = 0.2) = 0.45; and 7) P (δ =
0.5) = 0.6 and P (δ = 0.2) = 0.4. In addition, we have considered a deterministic
filter. This is a filter of class A, as defined in chapter 2. The thin channels have width
0.2 and the thick channels have width 0.5 and are selected as explained in chapter 2
and shown in the square network of figure 12.
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Figure 28: A section of a square filter of class A after clogging. The clogged channels
are not shown, and a trapped particle is shown instead. The thick channels are in
red. All the thin channels are clogged.
A few observations can be made from the results displayed in table 6. As expected
from the discussions of chapter 2, the filter of class A performs the best. It traps the
largest number of particles. The life average flow rate (i.e. the average flow rate over
the life of the filter) is the largest. No particle flows through the filter without being
trapped. See figure 28.
The life of the filters with U(0.2, 0.5) distribution for the width of the channels is
short. After a relatively low number of channels clog, most of them near the bottom
boundary, the probability that a particle crosses the filter exceeds the critical value
β (that we chose to be β = 0.05) and the filter is no longer useful. Note that, from
the analysis of section 4.2, we expect that the probability that a particle crosses the
filter without being trapped to be of the order of 1/n, where n = 40 in our examples.
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Figure 29: A section of a filter with δ ∼ U(0.18, 0.5) after clogging. The clogged
channels are not shown, and a trapped particle is shown instead. The color intensity
of the open channels indicates width, varying from blue, that corresponds to 0.5 to
light blue, that corresponds to 0.18. Note that most particles are trapped close to
the bottom boundary.
The analysis of that section also suggests a fix to that problem. More precisely,
this deficiency is partially resolved by changing the distribution for the width of the
channels to U(0.18, 0.5). We now expect the probability that a particle crosses the
filter without being trapped to be of the order of n−1((0.5 − 0.2)/(0.5 − 0.18))n. In
fact, we see from our table that this filter has a longer life. Nevertheless, this is not
a complete fix because most channels near the bottom boundary will clog fast and
thus, the average flow rate will decrease relatively fast making the filter useless. This
is illustrated in figure 29.
Regarding the filters with discrete probability distribution of the width of the
channels, i.e. P (δ = 0.5) = p and P (δ = 0.2) = (1 − p) we observe the following.
74
Figure 30: A section of a filter with discrete probability distribution P (δ = 0.5) =
0.55 after clogging. The thick channels are in red, the thin open channels in blue,
and there is a particle whenever a channel is clogged. We note that the percolating
paths of thick channels are few.
When p is small (smaller than 1/2 in the n → ∞ limit), there are no percolating
paths of thick channels and thus, the filter traps all the particles and ceases its life
when the flow rate decreases to the critical value α. On the other hand, when p
is large (larger than 1/2 in the n → ∞ limit), there are percolating paths of thick
channels and thus, after some thin channels clog, the particles start crossing the filter
at a large enough rate that the filter is no longer useful. The optimal value of p of
those we explored in table 6 is p = 0.55. See figure 30.
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APPENDIX A
A.1 Calculation of σ as a function of u











On the other hand, multiplying equation (32) by Au/α we get






Taking derivative with respect to r in the above equation and using equations (86)































Note that, for all s > 0, 1 + s < es. This implies that the factor 1 − (1 + α/u)e−α/u
in the right hand side of the above equation is positive. It is easy to show that the
other factors are also positive. Thus, σ(r) is positive for all r.
A.2 σ is an increasing function of u












































































It is immediate that f ′2(u) and f
′
3(u) are positive for u > 0. Noting that 1 + α/u +
α2/(2u2) < eα/u for u > 0, it also follows that f ′1(u) is positive for u > 0. Since
σ(u) = f1(u)f2(u)f3(u), we conclude that σ is an increasing function of u.
A.3 σ is a decreasing function of r
From the last subsection we know that σ is an increasing function of u. From the
observations is the subsection 3.2.4, we also know that u is a decreasing function of
r. Thus, we conclude that σ is a decreasing function of r.
A.4 Calculation dz̄/dū used in section 3.5.3
The variables z̄, r̄ and ū are defined in the subsection 3.5.3. Applying the implicit































Using the expression for σ as a function of u given by equation (88) we obtain the
equation (43).
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A.5 Asymptotic form of the curve in figure 19
The curve in figure 19 are the pairs of parameters (z?/z0, A/(αR`)) for which there
















1 − e− 1sc
) . (100)
Relatively straight forward calculations show that
z?
z0
− 1 ≈ sc and
A
αR`







≈ 2s2c for sc  1, (102)
from where the validity of the observation 3.5.5 follows.
A.6 Calculation dt̄/dū used in section 3.5.6
The variables z̄, r̄ and ū are defined in the subsection 3.5.3. Applying the implicit












Equation (55) follows from the above equation and equations (97) and (98).
A.7 Asymptotic form of clogging time tc for large flow rates
We study the parameter regime A/(αR`)  1. From equation (53) and some manip-
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