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第 1 章
序論
1
1.1 研究の背景
現在，人間の様々な感性情報のネットワーク通じて伝送することが注目されて
いる．意思伝達に用いられる人間の五感のうち，聴覚・視覚については既に多く
の研究が行われ，実用的レベルにおいて音声・動画像のネットワークを通した伝
送が可能である．これらに加え触覚については，遠隔作業といった特殊用途に用
いられてきたが，最近では商用レベルにおいて安価な触覚デバイスが実用化され，
これと高速伝送が可能なインターネットの普及とあいまって，より広範な分野に
利用する期待が高まっている．特に分散仮想空間 (DVE: Distributed Virtual En-
vironment) 上におけるコラボレーションを実現するためのインタフェースとして
近年注目され，ネットワーク上における新たなアプリケーションとしても期待さ
れる．
分散仮想空間システムでは，ネットワークにより遠隔地に点在するノードを接
続し，その中で複数のユーザが，空間内のオブジェクトに対するインタラクティブ
な操作，またユーザ間のコラボレーション，意思伝達などを実現する．特に，ノー
ド間で 1つの仮想空間を共有することに主眼を置いた場合には共有仮想空間 (SVE:
Shared Virtual Environment) とも呼ばれ，代表的なアプリケーションとしては，
医療などのトレーニングシステム，複数ユーザが参加する MMORPG (Massively
Multiplayer Online Role Playing Game) などがある．スタンドアローン型の仮想
空間と比較して，仮想空間を共有すことの目的は “遠隔地に点在する複数のユー
ザに，あたかも共通の空間にいるような感覚を与えることによって円滑なコラボ
レーションを実現する” ことにある．“共通の空間にいるような感覚”，すなわち
共存感を向上させるためには，ユーザの仮想空間へのインタフェース，また仮想
空間からユーザに提示するフィードバックが重要であるが，従来，このためのメ
ディアとしては音声，動画像が主として用いられてきた．これらに加えて触覚を
用いることにより，共存感の向上が期待される．例えば，オブジェクトを 2 人で
操作することを考えてみると，触覚デバイスを用いることにより，オブジェクト
を通して相手の操作を力で知ることができる．このような感覚は動画像のみでは
得られず，分散仮想空間において相手の存在感を提示する上で非常に有用である．
分散仮想空間の実現における最も大きな問題の 1 つとしては，ネットワーク伝
送が挙げられる．現在，仮想空間の共有に用いられるネットワークとしては，最
も普及しているインターネットを用いることが必須である．しかしながら，イン
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ターネットのように品質を補償しないネットワーク上では，無視し得ない遅延，遅
延の揺らぎ (遅延ジッタ)，パケット損失，帯域の制限といったネットワークサー
ビス品質 (QoS: Quality of Service) の問題が存在する．このようなネットワーク
QoS の劣化は，上記の共有仮想空間システムの目的である “共通の空間にいるよ
うな感覚” を阻害する要因となる．
1.2 研究の目的
本研究の目的は，上記の問題に関して，分散仮想空間システムにおける触覚を
ネットワークを流れる新しいメディアとしてとらえ，その伝送の問題を解決する
ことで，ネットワーク QoSの劣化に耐性を持つ分散仮想空間システムを実現する
ことである．特に触覚を含むシステムとして対象とするのは，複数のユーザによ
るオブジェクト同時操作である．これを実現することにより，仮想空間における
相手の存在間の向上をもたらすが，一方で各クライアント (ノード)間における高
い同期精度が要求される．メディア伝送の観点からは，ネットワーク QoS の劣化
に対しては，劣化がシステムに与える影響の測定，それに基づいた劣化に対する
対策の 2つが必要となる．このような観点における触覚メディアは，音声・動画像
メディアと同様，メディア内に時間的な関係を持った実時間メディアであり，実時
間メディアのネットワーク伝送における問題においては，システムにおいて許容
される遅延時間，パケット損失率といった QoSパラメータを明確にする必要があ
る．これはネットワークレベルの QoSとユーザレベルの QoSのマッピング (QoS
マッピング)として知られている問題である．従来より音声・動画像メディアに関
しては，品質を補償しないネットワーク上における伝送についての研究が盛んに
行われ，伝送に必要となるパラメータが明確にされてきた．しかしながら，触覚
メディアに関しては，このような観点での研究はほとんど行われておらず，触覚
はネットワークで伝送すべき新しいメディアと位置付けることができる．本論文
は，このような触覚を含む分散仮想空間システムを対象に，ネットワーク QoSの
劣化に対する影響の客観的な測定と，劣化に対する適応的な制御が可能なシステ
ムの開発に関する一連の研究結果をまとめたものである．本論文は，第 1 章から
第 7 章までで構成されており，以下に各章の概要を説明する．
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1.3 本論文の構成
第 2章においては，触覚を含む分散仮想空間システムにおけるネットワークQoS
劣化の影響について検討するのに必要な関連事項について概説する．まず，現時
点において実用化されている触覚デバイスをそれらの特徴から分類し，本システ
ムで利用している触覚デバイス PHANToM を用いて触覚を提示する際の基礎的
な技術について説明する．次に，ネットワーク環境において問題となる触覚デバ
イスの特徴を説明する．具体的には，触覚デバイスは音声・動画像メディアの表
示デバイスと比較し，入出力が同一のインタフェースで行われ，高い更新レート
が必要とされることを説明し，そのためネットワーク QoSの劣化による影響が大
きくなることについて述べる．
第 3章においては，本研究において構築したシステムの構成について述べ，ネッ
トワーク QoSの劣化要因として遅延がシステム与える影響について検討する．本
システムはサーバ–クライアント型であり，その構成においてはサーバ–クライア
ント間のネットワークにおける遅延の影響を考慮している．これは仮想空間の更
新，反力の算出をどこで行うかによって遅延耐性が変化するためである．具体的
にはサーバで反力を算出した場合の問題点について述べ，それに対してクライア
ント側で反力を生成することで遅延耐性が向上することについて説明する．また，
触覚を含むシステムの QoS評価手法が確立されていないため，動画像の標準的な
評価手法である BT-500 を参考にして，本研究においてシステムの評価手法を定
めている．具体的には，システムにおいてあらかじめ定めたタスクを被験者が行
い，その結果を 5 段階で評価する．それから求めた MOS (Mean Opinion Score)
値より，システムにおいて許容される劣化パラメータを導出する．
第 4 章では，遅延ジッタがシステムに与える影響とメディア内同期制御につい
て検討する．まず遅延ジッタがシステムに与える影響を定性的に説明する．次に，
音声・動画像のおいて用いられてきたメディア内同期処理が触覚メディアについ
ても有効であるかを検討する．メディア内同期処理とは，受信側におけるバッファ
管理方式であり，この制御方式においては “End-to-End の遅延と遅延ジッタ” の
間のトレードオフの関係を制御することで QoSを向上させることができる．しか
しながら，触覚メディアにおいてこのようなトレードオフが存在しているか自体
が不明であるため，実験により触覚メディアの伝送においてもトレードオフの関
係を測定し，メディア内同期が有効であるかを検討する．
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第 5章では，予測を用いてシステムの性能を向上させる手法について検討する．
まず，本システムにおいて用いた予測手法について述べ，予測を用いた手法が有
効になる状況としてパケット損失の補償と，伝送量削減について述べる．ネット
ワーク上のパケット損失が発生したときは，失われた情報を予測によって補償す
る．伝送情報量の削減としては，送信側で送信レートを落としたときに，受信側
でそれを予測を用いて補償する方法を説明する．また，より積極的な情報量削減
手法として，従来より分散仮想空間システムで用いられてきた Dead Reckoningを
触覚を含むシステムで利用することを提案する．Dead Reckoningではオブジェク
トの軌跡に関する予測モデルを定め，それを用いて送信頻度を削減する．送信頻
度の削減によって発生する受信側の誤差を，あらかじめ定めた閾値の範囲に収め
ることができる特長を持つ．
第 6章においては，マルチユーザ型のアプリケーション上での触覚メディア伝送
ついて検討する．まず，分散環境において基本的な制御である分散メディア同期が
ユーザに与える影響ついて検討する．サーバ–クライアント型のシステムにおける
分散メディア同期では，サーバからの遅延が最も大きいクライアントに合わせて
待合わせ処理を行うが，それにより End-to-Endの遅延が増大する傾向にある．そ
のため，タスクの達成度の観点から分散同期の必要性について実験を行う．また，
上記のネットワーク QoS劣化に対する基本的な影響に加え，触覚を用いたユーザ
間での意思疎通にネットワーク QoSの劣化が与える影響について測定を行う．具
体的には遠隔地間での文字の教示を想定して，触覚を用いたナビゲーションシス
テムを構築し，このシステムにおいて，操作性といった制御レベルの劣化に加え，
アプリケーションレベルにおける劣化について測定する．また，このようなシス
テムにおいて触覚を用いた場合，用いなかった場合においてタスクの達成度につ
いても検討する．
第 7 章は本論文の結論であり，第 3章から第 6章において述べた本研究の成果
の要約を述べる．
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第 2 章
触覚インタフェースとその応用
7
2.1 はじめに
本章では，3章以降で検討するシステムの理解に必要となる，触覚デバイス，触
覚レンダリング及びそのアプリケーションに関する関連研究について説明する．ま
ず，現時点において実用化されている触覚デバイスについて，その特徴から分類
を行い，本研究で触覚デバイスとして用いた PHANToM [1] について説明する．
PHANToM は，現在，最も標準的なものとして広範囲で利用されているデバイス
である．次に，触覚デバイス PHANToMにおける基礎的なアルゴリズム（触覚レ
ンダリングおよび物理シミュレーションの手法）と本システムで用いている God-
Object 法 [2] ついて述べる．この触覚デバイスの特徴とレンダリングアルゴリズ
ムより，ネットワーク環境に適用したときの問題点について指摘し，本研究にお
ける具体的な問題点を整理する．また，触覚インタフェースを用いた既存の研究
内容として，ネットワーク環境での既存研究の概要及び問題点について述べる．
2.2 触覚デバイスの種類・特徴
現在，研究レベル，実用レベルにおいて，多くの触覚デバイスが開発されてい
る．代表的なものとしては，SensAble社 [3]の PHANToM,東工大佐藤研の Spidar
[4], 筑波大岩田研の Haptic Master などがある．これらの触覚デバイスはそれぞ
れに特徴があるが，大きくは以下の観点において分類することができる:
入出力方式 “位置入力–力出力”, “力入力–位置出力”
接触方法 点型，表面型，テクスチャ型など
点型はユーザが操作するポイントと仮想オブジェクト間でで点接触を行う．
仮想空間で作業を行う場合には，このタイプが比較的多く用いられている．
表面型はオブジェクトの形状を把握することに適していて，接触面における
力分布をユーザに返している．テクスチャ型はその名のとおり，オブジェク
トの表面の凹凸感，質感をユーザに提供する．
代表的なデバイスについて，上記の観点から分類した表を 2.1 に示す．
また，触覚デバイス全体に通じる特徴として，入力部分と出力部分が同じであ
ること，入出力の更新レートが 1kHz 程度と非常に高い値が要求されることがあ
る (この入出力の繰り返しをここではサーボループと呼ぶ) [5]．高い更新レートが
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表 2.1: 触覚デバイスの種類
名称 接触方法 入出力
PHANToM 点型 位置入力–力出力
HapticMaster 点型
Spidar 点型 位置入力–力出力
SurfaceDisplay 面
HapticScreen 面
要求される主な要因は，剛体オブジェクトを表現するためである．仮想空間上に
おける触覚レンダリングの一般的な方法として，入力点がオブジェクトにめり込
んだときに反力を提示するが，剛体ではわずかな減り込みに反応して反力を提示
する必要がある．1 kHz は一つの目安となる値であるが，より高い更新レートを
実現することで，より現実感のあるオブジェクトを提示することも可能である [5],
[6]．他方，変形可能な軟性オブジェクトの提示には，上記ほど高い更新レートは
必要とされない．しかしながら，軟性オブジェクトの提示には，変形の計算量が
非常に大くなるため，触覚デバイスに必要とされる更新レート内に間に合うよう
な計算の高速化が課題となっている．
1kHz といった更新レートは音声信号の更新レート (例えば，CD のサンプリン
グレートである 44.1kHz) と比較すれば高い値とは言えないだろう．しかしなが
ら，音声の場合は入出力が分離しているのに対し，触覚デバイスは入出力が同じ
部分であることを考慮すると非常に高い値であると言える．後述するが，この特
徴により，他のデバイスではなし得ない物理的インタラクションを可能性にして
いるが，制御系を複雑にし，さらにネットワークに接続した場合においては遅延
などの劣化に対して敏感になることをもたらす．以下，各触覚デバイスについて
概説する．
PHANToM
MIT の Touch Lab で開発された PHANToM (図 2.1) は現在最も普及している
触覚デバイスである．デバイスの種類としては，点接触型の位置入力–力出力型に
分類することができる．入力は位置，回転の 6 自由度であり，出力は位置のみの
3自由度と回転も含めた 6 自由度のタイプがある. デバイスの先端にペン，もし
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図 2.1: 触覚デバイス PHANToM (文献 [7] より引用)
くは指サックをつけそれを介してコンピュータ内の仮想オブジェクトに触ること
ができる. ポイントをさまざまな道具に見立てられるようにアプリケーションを
開発することにより，PHANToM が自分の指であったりハサミ，メスであったり
と汎用的なインターフェイスとして用いることができる. 表 2.2 に PHANToM の
基本的なスペックを示す．
SPIDAR
東工大の佐藤研究室で開発されている SPAIDAR はその名の通り，蜘蛛のよう
な構成をしている. ユーザは親指から薬指まで各指に，各点につき 4本の糸を付
ける. 糸の張力によって指先の位置と方向を計算しそれを元に反力を提示するこ
とが可能となっている．システムにおいては，実画像と仮想画像を合成してユー
ザに提示することによって，複合現実感を提示することができる. ジョイストリン
グ型マスターシステム (ユーザの指がワイヤや糸でつられている)のため，ユーザ
が速い動作をしたときにワイヤや糸が拘束されるという問題点がある.
CyberGrasp
CyberGrasp [9] は握ることに特化して開発された触覚デバイスである．このデ
バイスは手にグローブをはめるように装着することで，仮想空間内の物を触った
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表 2.2: PHANToM Desktop のスペック (文献 [8] より引用)
Force feedback workspace 160 W x 120 H x 120 D mm.
Footprint (Physical area device base oc-
cupies on desk)
143 W x 184 D mm.
Weight (device only) 6 lbs. 5oz.
Nominal position resolution > 1100 dpi. 0.023 mm.
Backdrive friction < 0.23 oz. (0.06 N)
Maximum exertable force at nominal
(orthogonal arms) position
1.8 lbf. (7.9 N)
Continuous exertable force (24 hrs.) 0.4 lbf. (1.75 N)
Stiﬀness X axis > 10.8 lbs. / in. (1.86 N / mm.)
Y axis > 13.6 lbs. / in. (2.35 N / mm.)
Z axis > 8.6 lbs. / in. (1.48 N / mm.)
Inertia (apparent mass at tip) 0.101 lbm. (45 g)
り握ったりすることができる. パワーグローブに触覚フィードバック機能を付加し
たようなデバイスといえば分かりやすいだろう．手と指に装置を装着し，手に対
する指の位置が入力され，反力は各指に提示することによって物を握る動作を再
現している. まだ精度は不十分であるが，今後の改良により非常に臨場感のある
操作ができることが期待される．CyberGrasp 以外にも CyberForce, CyberTouch,
CyberGrove が 発売されている. CyberForceは SensAble からラインセンスされ
た PHANToM のような装置に CyberGraspを付け，3Dの位置を入力し触覚を返
す. これによって仮想空間内の物の重さを感じたり，オブジェクトの動きによる慣
性を感じることができる. CyberTouch は手袋状の中にバイブレータがあり，その
振動でオブジェクトの質感を再現している.
一点集中型である PHANToMと比較して，CyberGraspは “つかむ”といったよ
り直感的な操作が可能であるが，現状では実用レベルとは言い難く，ネットワー
ク QoS 劣化の影響を測定する目的には不適当と言える．そのため，本研究では
CyberGrasp の利用は見送っている．
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Haptic Screen
Haptic Screen は筑波大学の岩田研で開発された面型デバイスである. 伸縮する
布製のスクリーンを持ちスクリーンの下に力センサーつきの直動アクチュエータ
が 36個，6× 6のアレイ状に配置され，スクリーン上の映像にあわせてスクリー
ンの形状と固さを自由に変化させることができる. ユーザは手の平全体に仮想オ
ブジェクトの形状を感じることができる.
岩田研では，Haptics Screen 以外にも Haptic master, Pen based force display な
どさまざまなタイプの触覚デバイスを開発している.
OMEGA&DELTA Haptics Device
OMEGA&DELTA Haptics Device [10] は ForceDimension 社によって開発され
た点型，“位置入力–力出力” 型の触覚デバイスである．自由度は OMEGA Haptic
Device が 3DOF, DELTA Haptic Device は 3DOF と 6DOF がある．比較的強い
反力を出力することが可能であり，重力補正機能を持っているのも特徴として挙
げられる．
2.3 仮想空間における触覚表示手法
本節では，PHANToMにおける触覚レンダリングの基本的なアルゴリズムにつ
いて述べる．このアルゴリズムは，PHANToM の開発キット (SDK: Software De-
velopment Kit) である GHOST[11], OpenHaptics [12] で標準採用されているもの
であるが，本研究においては，これらの SDK は主にデバイスドライバーの用途
で用いており，触覚レンダリングに SDK で実装アルゴリズムは利用せず独自に
実装している．仮想空間内で HIE (Haptic Interface End-point: 触覚インタフェー
スのカーソルにあたる部分が，仮想空間内で占めるポイント) が硬さを持った仮
想オブジェクトに接触した場合，インタフェースには相応の反力が返ってくるこ
とが求められる．この処理は触覚フィードバックシステムの根幹をなすものであ
り，この処理によってユーザはあたかもオブジェクトが存在するような感覚を得
ることができる．反力は，接触オブジェクトの垂直方向の抗力と水平方向の摩擦
力との合力で表現される．このうち，垂直抗力の生成は Spring–Dumperモデルを
基礎として行われるが，実際にはその発展形として，任意のポリゴン形状に対し
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矛盾なく反力生成を行うために提案された God-Object法 [2]を用いている．摩擦
力は仮想空間内でより現実性の高い触覚を得るためには必須であり，より自由度
の高い仮想オブジェクトの操作が可能とする．摩擦力はクーロン摩擦力に基づい
て算出するが，実際に仮想空間内に実装するためには God-Object 法 で示されて
いる手法を利用している．また，Spring–Dumperモデルでは表示されるオブジェ
クトは，剛体オブジェクトに限られる．以下にこれらの各手法についての詳細を
述べる．
2.3.1 Spring–Dumperモデル
PHANToMのような “位置入力―力出力型” の触覚デバイスを用いて，仮想空
間内の仮想オブジェクトとの接触によって生じる反力を計算するには，カーソル
の位置を基に仮想オブジェクトとの接触を検出し，接触点で生成される反力を計
算する必要がある．このような場合，一般的には Spring–Dumperモデルと呼ばれ
る物理モデルを用いる．このモデルは，フックの法則に基づく．以下にその概要
を述べる．なお，今回は，変形のない 3D 仮想オブジェクトを対象としている．
PHANToMカーソルとオブジェクト表面が接触した際にカーソルに対して生じ
る垂直抗力 F normal は，その干渉深度（めり込み距離）および相対速度の比例成
分の和として近似する：
F normal = k · xdepth + c · vrelative (2.1)
ただし，
xdepth カーソルポジションに対するオブジェクトの干渉深度 (オブジェクト表面
に関する法線成分：干渉がある場合のみ扱い，それ以外の場合は 0)，
vrelative カーソルポジションに対するオブジェクトの相対速度 (オブジェクト表
面に関する法線成分：オブジェクトとカーソルが近づく方向のみを扱い，そ
れ以外の場合は 0)
k, c スプリングおよびダンパ係数
である．スプリング係数によってオブジェクトの堅さを表すが，スプリング成分だ
けでは反力が不安定であり，ダンパ係数によって接触時の速度に応じた抵抗力を
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返すことで安定した反力提示が可能となる．各係数を適切に設定することにより，
オブジェクトの堅さを表現することができるが，表現できる堅さはインタフェー
スの能力により制限される．
2.3.2 God-Object 法
Spring–Dumperモデルを用いた反力生成は，平面に関してはオブジェクトの接
触感をよくシミュレートすることができる．しかしながら，複数の面分が組み合
わさった一般のポリゴン形状においては，特にその面と面の境界の部分で矛盾が
生じる．Spring–Dumperモデルに基づく限り，カーソルはオブジェクトの表面に
はとどまらず，必ず内部にまで干渉する．すると，カーソルの情報だけでは，そ
れがどの面との接触なのか一意に定まらないため，力生成の不具合や突き抜けが
発生する．そこで，God-Object 法 [2] の概念を導入する．
God-Object とは，SCP (Surface Contact Point) を意味する．これは，オブジェ
クトに接触中のカーソルからその接触面に引いた垂線の足である．God-Objectは
常にオブジェクトの表面上に位置する．これは，オブジェクトにめり込まない理
想的なカーソルの代替位置を意味する．この履歴をとることで，接触面を一意に
判定することが可能となる．
まず，前述の Spring–Dumper モデルを，God-Object 法によって実装すると以
下の式で表わすことができる：
F normal = k · (xgod−object − xcursor) + c · (vgod−object − vcursor) (2.2)
ただし，
xgod−object,vgod−object それぞれオブジェクト上の God-Object の位置と速度
xcursor,vcursor それぞれカーソル の位置と速度
である．ここで，以下のように面と面の境界を移動する際に制約を加える．
a) God-Object は左側の面上にある．左面がアクティブである．
b) God-Object は左側の平面上にあるが，面分の境界を出てしまっている．この
段階では，まだ左面がアクティブである．
c) 次のサーボループで，God-Object は右面に移る．右面がアクティブとなる．
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b)→ c)の遷移過程で，若干の反力のギャップが生じるが，一般的に感知できるよ
うなものではないため，実用上問題はない．これを，Constraints-based God-Object
法と呼ぶ．
2.3.3 摩擦力の生成
摩擦力の効果は，現実感の高い触覚シミュレーションを行うにあたり重要なも
のである．特に必要となるのは静止摩擦であり，これによりオブジェクトを 2点で
はさんで持ち上げるといった操作が可能になる．摩擦発生の物理モデルには，大
きく分けて 2 種類ある．オブジェクトとカーソルの相対速度に依存して，静止摩
擦状態と動摩擦状態を決定するものと，速度依存しないものである．速度依存型
モデルでは，小さな速度の閾値を設け，オブジェクトとカーソルの相対速度がそ
の閾値を下回った場合を静止摩擦状態とみなす．式で計算された静止摩擦力が，最
大静止摩擦力を超えた場合には動摩擦状態へ遷移する．この場合，摩擦力の方向
は相対速度の方向に等しい．しかし，このモデルでは，速度値が小さい場合に速
度ベクトルの揺れが激しいことから，速度の向きが大変不安定になってしまう．こ
れを解消するには閾値を高くしなければならず，そうすると静止状態を表現する
事ができなくなってしまう．
これに対して本研究では，速度に依存しない摩擦モデルを用いている．これは
クーロン摩擦モデルと呼ばれるもので，このモデルでは，静止時の摩擦力の方向
を決定付けるために，Stiction Point と呼ばれる概念を導入する．面にカーソルが
始めて接触した時点の God-Object が Stiction Point の初期値となる．静止摩擦
状態にいる限りは，Stiction Point は面に対して同じ場所に留まり，現在の God-
Object と Stiction Point の距離に比例して静止摩擦力 F friction が計算される．こ
こで，
|F friction| > |mu1 · F normal| (最大静止摩擦力） (2.3)
の条件が成立したとき，
|F friction| = |mu2 · Fnormal| (2.4)
を満たす位置へ Stiction Point は移動し，次の静止摩擦状態へと遷移する．ただ
し，mu1, mu2 はそれぞれ静止摩擦係数，動摩擦係数であり (µ1 ≥ µ2) の条件を満
たしているものとす．実際にはこの摩擦モデルでは静止摩擦状態しか定義されて
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おらず，Stiction Point の移動，すなわちある静止状態から別の静止状態への遷移
の過程が，操作者にはあたかも動摩擦状態として感じられる．したがって，摩擦
力は以下の式で与えられる：
F friction = k · (xstiction − xgod−object) + c · (vstiction − vgod−object) (2.5)
xstiction は Stiction Point の位置である．また，
F friction > µ1 · F normal (2.6)
の条件が満たされた場合，
F friction = µ2 · F normal (2.7)
となるように，xstictionを更新する．
2.3.4 力学シミュレーション
仮想空間内のオブジェクトには，大きく分けて 2 種類ある．すなわち，壁のよ
うな静的なオブジェクト，剛体のように動的なオブジェクトである．このうち動的
なオブジェクトについては，ニュートンの運動方程式に基づいてその振る舞いを
計算する必要がある．この物理法則は，必ずしも現実の自然法則と一致している
必要はなく，計算負荷や必要とされる運動制限を考慮し，そのシステムに最適な
方法を用いるべきである．重力や空気抵抗，運動の自由度などのパラメータは任
意に設定可能であり，また，壁や他の動的オブジェクトとの衝突に関しては厳密
な計算は過剰な処理能力を必要とする場合があるため，近似的な処理もしばしば
行われる．また，カーソルがオブジェクトに接触した際にオブジェクトに加わる
力は，作用反作用の法則より，前節で計算した反力と反対方向のベクトルとして
計算される．以下にカーソルと動的オブジェクトが接触したときの，オブジェク
トの運動をシミュレートするアルゴリズムの詳細を述べる．
接触の際にカーソルにかかる反力の総和は，前節より以下の式で表わされる：
F reaction = F normal + F friction (2.8)
このときオブジェクトに加わる重力 F gravity および空気抵抗力 F air は，重力加速
度を g，空気抵抗係数を air とすると以下の式で表わされる：
F gravity = mg · ey (2.9)
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F air = −air · vobject (2.10)
ただし，m はオブジェクトの質量である．したがって，オブジェクトに加わる全
ての力の合計は次式で表わされる：
Ftotal =
( ∑
all−cursols
−F reaction
)
+ F gravity + F air (2.11)
運動方程式より，加速度 a は以下で求められる：
a = F total/m (2.12)
ここで，入出力の更新レートを∆tとすると，1ループごとの速度差分を次式で一
次近似することができる：
∆v = a ·∆t (2.13)
これより，以下の式でオブジェクトの速度を更新する：
v = vlast−servo−loop + ∆v (2.14)
1ループあたりの位置差分についても同様に，次式で一次近似する：
∆x = v ·∆t (2.15)
これより，オブジェクトの位置は次式で更新する：
x = xlast−serve−loop + ∆x (2.16)
ここで，式 2.15, 2.16 における一次近似では ∆t が非常に小さい値であることを
用いている．
2.4 触覚アプリケーションの処理の流れ
本節では，前述の触覚レンダリングを仮想空間システムに適用するときのシス
テム構成について説明する．ただし，ここでの説明は，各ノードにおける一般的
なシステム構成について留め，本研究の目的である仮想空間の共有を目的とした
システムの詳細については 3 章で詳述する．
既に示したように，PHANToM に対しては，1kHz の更新レートで “位置入力
→ 反力算出 (触覚レンダリング，物理シミュレーション) → 反力出力” のサーボ
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ループにより，ユーザは仮想空間内のオブジェクトを反力を受けながら操作する
ことができる．触覚デバイスを用いたアプリケーション (触覚アプリケーション)
では，このようなサーボループに加えて，Application Process，Graphics Process
，Network Processを同時に行う必要がある．これらのプロセスについてはそれぞ
れが独立したスレッドで動作する必要がある．また，プロセス間のデータ共有共
通の Scene Tree を用いることで実現する．
図 2.2 は，GHOST を用いたときの Application Process と Haptics Process の
分離を表わしている．このように分離するのは，触覚デバイスのサーボループは
更新レートが非常に高く，それに同期してアプリケーションでの処理を行うのは
処理の負荷が非常に高くなるためである．そのため，一般的には以下のようなイ
ベント駆動型のプログラミングスタイルを取る必要がある：
• アプリケーションの開始時に Scene Tree を構築する (Scene Creation)
• 触覚デバイスのサーボループはアプリケーションと独立したスレッドで実行
する
• 触覚デバイスで特定の操作が行われたときに，イベントとしてアプリケーシ
ョンに通知する
• アプリケーションではイベントを受信したときに，それに対応した処理を行
う．
Scene Tree とは，仮想空間中のオブジェクト，カーソルなどの要素を木によって
構造化したものである．サーボループでは，カーソルなどによって仮想空間中の
オブジェクトが更新される場合には，この Scene Tree の要素の状態を変更する．
Graphics Processの更新レートは，コンピュータ，ディスプレイの性能によるが，
通常 30 Hz から 60 Hz 程度が必要とされる．このようなグラフィックスの更新タ
イミングの度に，Scene Tree を読み込んで，それをディスプレイに描画するのが
Graphics Process の役割りとなる．本研究では描画には OpenGL [13] を用いてい
るが，これについても通常はイベント駆動型のプログラミングスタイルとなって
いる．
Network Processはネットワーク接続を行う場合に必要となる．ネットワーク上
における遅延，パケットロスなどにより送受信が確実に行われる保証はないため，
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通常は別のスレッドとして動作させるか，ポーリングのような方式を用いる必要
がある．
Scene Creation
Core
Application
Haptic State
Update
Clean Up
Application
Process
Haptic 
Simulation
Haptic
Process
1kHz
30 - 60 Hz
図 2.2: GHOST における Application Process と Haptic Process の分離 (文献 [11]
より引用)
2.5 ネットワーク環境における問題点
本節では，触覚を含むシステムをネットワーク環境へ適用したときの問題点に
ついて検討する．ここでは，触覚に限らず五感メディアの伝送ついて検討するこ
とで，触覚のメディア伝送の検討課題について整理する．ネットワーク環境にお
いてメディアを提示する場合，ネットワーク QoSの劣化に対する特性は，それぞ
れのメディア，インタフェース，デバイスといった特性によって特徴付けることが
できる．人間の五感のうち現在，一般的に実用化されているのは，音 (視覚メディ
ア)，映像 (視覚メディア) について比較検討を行う．また，残りの嗅覚，味覚に
ついては研究レベルでの例はあるが，リアルタイムメディアとしての実用例はほ
とんどなくここでは検討の対象外とする*．メディア伝送において，ネットワーク
∗ 特に，嗅覚，味覚については一度提示した情報を消すことが困難という問題がある．
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QoS の劣化の中で特に影響が強いのは遅延である．そのため，ここでは特に遅延
についてその発生源から特徴を説明し，メディアに与える影響を定性的に述べる．
2.5.1 ネットワーク遅延の発生
ネットワーク上における遅延の原因としては，大きく分けて伝搬速度による遅
延，ルータなどにおいて発生するキューイング遅延に分類できる．このうち前者
に関しては回避が不可能であり，特に海外との通信においては大きな問題となる．
しかしながら，最近の光ネットワークの普及などにより，この遅延は国内程度で
は問題になることは少ない．また遅延の大きさが距離に依存するため，時間的な
変化を持たない特徴を持つ．これに対し，現在のインターネットにおいては，後
者のルータによって発生する遅延が支配的である．このような遅延は，ルータに
おける制御，を共用している他の通信などの影響を受けるため，遅延の大きさは
時間的な揺らぎ (ジッタ) を持つ．遅延ジッタに関しては，長期間では統計的な性
質を持つことは知られているが，短期間における変動について予測するのは困難
であり，そのため多くの研究例がある (例えば，文献 [14])．このような遅延に対
するアプローチとしては，統計的な手法を用いて揺らぎを予測すること，ルータ
におけるキューイング処理の改善，“End-to-End” の処理による遅延ジッタの回避
がある．
2.5.2 メディア伝送に遅延が与える影響
遅延の実時間メディアに与える影響を検討するために，アプリケーションにお
ける “ループ” の存在を考える．ここで “ループが存在する” とは，メディアの入
出力においてなんらかの因果関係が存在することであり，その因果関係は同じメ
ディアであってもサービス形態によって異なる．遅延の影響を考える上では，まず
ループがデバイスレベルにおいて存在するか，アプリケーション (人間を含めた)
において存在するかを検討する必要がある．以下，各メディアごとについて検討
する．
音声の場合，その入力デバイスはマイクロフォン，出力デバイスはスピーカー
である．一般的な音声の応用では，自分の入力した音声をリアルタイムに聞くと
いう用途はほとんどないため，このメディアのループはデバイスレベルで存在し
ないといえる．音声に関する代表的なサービスにおける遅延耐性については以下
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の通りである．
• ストリーミングサービスのような場合，入力と出力は完全に分離しているた
め，ネットワーク伝送において遅延が発生する場合においても出力の時間を
十分にシフトすることによって遅延の影響を吸収することができる．この極
端な場合がダウンロード形態のサービスであり，楽曲を全て受信してから再
生するため遅延の影響は全く存在しない．
• 電話のようなサービス場合，メディアの伝送においては上記のストリーミン
グと同様の影響となるが，ユーザ間の会話というループ要素が含まれる．そ
のため，遅延の存在は滑らかな会話の阻害要因となる．この問題については，
特に VoIP (Voice over IP) の実現において致命的であり，その影響について
は多くの研究が行われてきた．
• 音声における直接的なループとしては，エコーの問題がある．エコーについ
ては遅延が大きくなるほど，その存在が目立ちやすくなる特徴がある．
一方，映像については，入力がカメラ，出力がディスプレイと分離されているた
め，その特徴は音声との類似点が多くみられるが，一般的に映像は音声と比較し
て，一般的に遅延耐性が強いと言われている．これは，例えば TV 会議のような
サービスの場合，相手の話す音声と比較して，相手の映像によって直接的に反応
することが少ないためと考えることができる．
次に，触覚メディアであるが，2.2節で述べたように，“位置の入力”と “力の出
力” が高速で繰り返されるサーボループが存在し，音声，映像メディアとは違い，
入出力が同一のインタフェースで行われる．この位置の入力と力の出力は，デバ
イスレベルにおける因果関係であり，入力に対して常に適切な力の出力が必要と
なる．このような触覚デバイスの特徴は，遅延に対して非常に敏感であることが
予測される．また，このようなデバイスレベル以外にアプリケーションレベルに
おいて，音声における会話と同等のループが触覚アプリケーションにおいても問
題となる場合がある．具体的なアプリケーションについては 6章で説明するが，例
えば触覚を用いてユーザ間の意思疎通を行う場合，制御レベルだけではなく，ア
プリケーションレベルにおいても遅延の影響を検討する必要がある．
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2.5.3 触覚メディア伝送の問題点
本節では，メディア伝送における遅延の影響について検討してきた．ここでは，
本研究で扱う触覚メディア伝送の問題について整理しておく．
2.5.1 で述べた遅延に対する対策としては，ネットワークにおける対策と End–
to–Endにおける対策があるが，ネットワークにおける対策については本研究の範
囲を超えているため，本研究ではEnd–to–Endの対策を検討する．End–to–Endか
ら見た場合，特に固定的な遅延は不可避な劣化要因であり，それに対しては固定
的な遅延に対するシステムの耐性を評価することが必要である．そして，この測
定結果はシステムのネットワークに対する要求として位置付けられるものであり，
ネットワークはそれを満足できるように設計されなくてはならない．
遅延ジッタについては，“End–to–End”の処理としてはメディア内同期を用いる
のが一般的である．ルータにおける制御によってもジッタの影響を取り除くこと
は可能であるが，それを完全に行うのは困難であり，最終的には “End–to–End”
の処理であるメディア同期を行う必要がある．メディア内同期においては，固定
的な遅延の影響を知っておく必要がある．これは，メディア同期処理は遅延ジッタ
を吸収するが，固定的な遅延については増加させる処理であり，その限界をあら
かじめ知る必要があるからである．そのため，本研究では遅延ジッタに関しては，
一定遅延の影響を測定した上でメディア内同期について検討している．
これら遅延の影響に加え，本研究では伝送情報量の削減手法についても検討し
ている．これについて，本研究における検討課題は，ユーザレベルの QoSと伝送
情報量の関係を明らかにすることである．伝送情報量とネットワークにおける遅
延の発生は密接な関係があるため，伝送情報量はネットワークの状況によってコ
ントロールされるべき値であるが，そのような制御を行う際に，この関係は重要
な要素となる．
2.6 触覚提示ライブラリ
触覚デバイスの使用において，開発者が自ら反力算出を実装するのは非常に困
難である．そのため，反力算出を目的としたソフトウェアライブラリが研究レベ
ル，商用レベルにおいて開発されている．ここでは，本研究で利用しているGHOST,
OpenHaptics など，それらの中で代表的なライブラリをいくつか概説する．
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HIP
HIP [15] (Haptic Interface Platform) は東京大学，筑波大学，東京都立科学技術
大学，豊橋技術大学によって共同開発されたライブラリーであり，多種多様な触
覚デバイスで仮想空間を構築することができる．，多種の触覚デバイスに対応させ
るために，デバイスドライバ，触覚レンダラ，モデル演算，モデルデータの 4 つ
にモジュールに分けられており，これらの処理が上位の処理に依存しないように
している．これにより，作成されたアプリケーションを一度作成すると関係する
部分だけを交換するだけで良いので開発効率もよい．
GHOST
2.3 節でも述べたが，GHOST は SensAble 社が開発した PHANToM 専用のラ
イブラリである．PHANToM と同時に利用していることを前提としているため，
HIPのように多種多用なデバイスには対応していない．しかしながら，PHANToM
に限定することで，柔軟な制御，商用ライブラリとしての豊富なユーティリティー
クラスが特徴的である．また，触覚レンダリングには 2.3.2節で述べたGod-Object
法を利用している．
GHOST では，ライブラリ中で仮想空間の Scene Tree を構築し，それに基づい
てユーザへの反力を提示する．Scene Tree 内の情報を動的に変更することで，動
的な仮想空間を実現している．また，物理特性に基づいた仮想空間以外にも，But-
ton, Dial などの触覚部品，Force Field, Inertia などの触覚エフェクトなども容易
に実現することができる．これらの上位レベルのクラスに加えて，デバイスに近
いレベルでのアクセスも可能となっている．
GHOSTでは付属のライブラリとして描画機能も提供されている．これはGHOST
の Scene Tree を読み込んで OpenGL を用いて描画するものである．このように，
GHOST は触覚に関して深い知識のないプログラマーであっても容易に触覚を含
む仮想空間を提供することが実現されているが，GHOST中で Scene Tree を構築
する必要があり，既存のアプリケーションとの統合にはなじまない点もある．ま
た，高度に抽象化された機能は，反面細かい制御が困難になるため，本研究では
デバイスドライバの目的においてのみ GHOST を利用している．
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OpenHaptics
OpenHaptics は，SensAble 社から GHOST の後継ライブラリとして提供され
ている．GHOST が既存アプリケーションとの統合になじまないのと比較すると，
OpenGL を用いた既存アプリケーションとの統合が容易である特徴を持つ．これ
は，OpenHapticsが OpenGLの depth-buﬀerなどを動的に読み込むことによって，
触覚レンダリングに利用しているためである．そのため，OpenGL で書かれた既
存アプリケーションについては，その内部を変更することなく触覚レンダリング
の機能を加えることができる．
OpenHaptics は HL と HD の二つのレイヤによって構成されている．HL は上
記の OpenGLとの統合を特徴とする高位レイヤである．このレイヤでは，サーボ
ループ，接触判定ループ，描画ループの三つのスレッドを持つ．このうち，サーボ
ループについては触覚デバイスの更新レートに間に合わせる必要があるが，接触
判定ループは 100 Hz 程度で動作する．このように複数のスレッドを利用するこ
とで，複雑なシーンのレンダリングにおける計算量を削減している．
他方，HD はデバイスに近い機能を提供する下位レイヤであり，このレイヤの
みを使う場合，触覚レンダリングはプログラマーが実装する必要がある．本研究
では，GHOST と同様，OpenHaptics もデバイスドライバ程度の目的において利
用しているため，HD のみを用いている．
CHAI3D Library
Stanford 大学で開発された CHAI3D Library [16] は，HIP と同様に異種デバ
イスを同一の API で扱うことを可能としている触覚提示ライブラリである．開
発が盛んに行われているため，PHANToM を始め OMEGA&DELTA Haptics De-
vice [10] など比較的最新の触覚デバイスについても対応している．ライブラリは
C++ と OpenGL をベースにしており，動作環境も Windows だけでなく，Linux
なども対応がされている．ライブラリは Graphics, Devices, Math, Display, Forces,
Collision Detection, Files, Tools, Timers の 9 つからなるクラスにより構成されて
おり，高レベルのライブラリからデバイスに直接アクセスする低レベルまでをサ
ポートしている．また，研究機関などで独自に開発されたハードウェアも組み込
むことが可能なため，触覚デバイスを用いた研究のコストを低下させることが期
待される．
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2.7 ネットワーク環境における触覚の関連研究
本節では，ネットワークを利用した触覚を含む先行研究について紹介する．ネッ
トワーク環境における触覚における既存研究の多くは，遅延耐性に関するもので
ある．特に tele-operation の分野において，宇宙環境など極めて大きな遅延のあ
る環境においてロボットアームなどの安定した操作を目的としてものであり，大
くの成果が挙げられている．このような成果を分散仮想空間に取り入れた研究と
して，2.7.1 節で説明する Passive Transmission Line Modeling がある．また，従
来の分散仮想空間の研究からのアプローチとしては，予測を用いた手法が代表的
である．これについては 2.7.2, 2.7.3 節において説明する．この他，ネットワーク
QoS の問題以外にも，複数人が参加するアプリケーションにおける触覚の役割に
関する研究もある．これについては 2.7.4 節で述べるが，分散仮想空間における
協調作業などに触覚を用いることで，作業効率や一体感を与える要素となること
などは，本研究におけるタスクの設計時などに重要な知見である．
2.7.1 Passive Transmission Line Modeling
Wilson ら [17] はネットワーク接続された仮想空間において，遅延の増大によっ
て提示反力が不安定になることを防ぐために Passive Transmission Line Modeling
による手法を提案している．この手法は，従来からの Tele-Operation の分野にお
ける成果を応用したものであるが，この手法のポイントは遅延の大きさによって
オブジェクトの性質を変えることにある．すなわち，Spring–Dumperモデルで考
えた場合，スプリング係数が大きい，すなわち硬い物体ほど遅延耐性が小さくな
る．これは，わずかな減り込みに対して大きな反力を提示するためである．その
ため，遅延の増大に対して，スプリング係数を動的に小さくすれば遅延耐性を大
幅に向上することができる．文献 [17]においては，遅延 T するスプリング係数 k
の制御方法について示されている．
この手法から導かれるのは “遅延耐性とは相対的である”ということである．極
論すれば，静的な物体に対する遅延耐性は無限大であると解釈できよう．しかし
ながら，分散仮想空間における目的は，安定制御のみではなく，多用なオブジェク
トの表現にもある．その場合，遅延の大きさによってオブジェクトの性質を変化
させることは適さない．そのため，このような手法によって遅延耐性を変化させ
ることを念頭に入れつつ，オブジェクトのパラメータを固定させた状態で，遅延
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耐性について検討する必要があるだろう．
2.7.2 Haptic Dead Reckoning
Wilson ら [17] はネットワークに接続された仮想空間で，触覚算出に関する演
算をローカル環境で行う Haptic Dead Reckoning を提案している．Dead Reck-
oning [18] とは，分散仮想空間システムにおいて一般的に用いられている情報量
削減手法手法である．仮想空間中のオブジェクトの位置情報などを他のノードで
管理しているとき，その位置情報の更新はネットワークを通して行う必要がある
が，ローカルで必要される更新レートでネットワーク伝送を行うことは効率が良
くない場合が多い．そのため，以前受信した情報を利用することによりオブジェ
クトの位置や速度を予測して表示を行い，ネットワーク伝送の頻度を減らすもの
である．
Haptic Dead Reckoning においては，複雑な環境モデルにおける触覚計算と伝
送情報量の削減を Dead Reckoning の概念を用いて実現している．この手法にお
いては，環境モデルに関して，簡略化されたモデル (simpliﬁed version) と 完全な
モデル (full system representation)を用意する．各クライアントにおける触覚計算
には簡略化モデルを使い，触覚デバイスの更新レートに間に合うようにする．ま
た，完全な環境モデルはサーバに存在する．通常の Dead Reckoning は位置情報
などの更新に用いるが，Haptic Dead Reckoningでは反力の更新に用いる．具体的
には，クライアントにおける Kinematic Informationをサーバに送り，サーバから
は簡略化モデルの更新パラメータを送信する．例えば，Spring–Dumperモデルの
場合，クライアント側ではモデルのスプリング係数，ダンパ係数から反力を提示
するが，サーバでは受信した Kinematic Information によりクライアントに新た
なスプリング係数，ダンパー係数を送信する．このような手法を用いることによ
り，モデル更新パラメータの送信頻度が，触覚デバイスの更新レートに同期させ
る必要がないため，伝送情報量を削減することが可能となる．しかしながら，こ
の手法の詳細において文献 [17] では述べられておらず，またどの程度まで削減で
きるかといった結果もない点など有効性の検証については不十分であると言わざ
るを得ない．
26
2.7.3 NETWORK SPIDAR
波多野ら [19] は，SPIDAR システムにおいて動作を予測することで，ネット
ワークにおける遅延の補償を行っている．この文献においては，SPIDAR をネッ
トワークに接続し，2 ユーザ間で物体を受け渡す作業を行っている．実験におい
ては，各クライアントのコンピュータで仮想空間を作っている．したがって，自
分の作業はリアルタイムで表示されるが相手の作業は，ネットワークによる遅延
によって遅れて表示されている．作業は以下のように限定された条件のみによっ
て行われている：
• 奥行きのある空間において物体を受け渡す場所を予め決めておき，そこで物
体を受け渡す．
• 物体を渡す側のユーザが物体を持って行くまでの動作を等速直線運動と仮定
し，受け手は渡し手の動作が始まると，渡し手がそこに到着する時刻を予測
する．
• その時刻に到着するよう画面に表示することによって遅延を補償する
実験において，予測の無い場合は遅延時間に比例し作業時間も増えているが，予
測を用いた場合は作業時間はほとんど増えない．この実験において，遅延を予測
することで遅延による作業効率の低下を減らすことが示されている．しかしなが
ら，これらは非常に限定された条件下の結果であり，一般的な作業においてこの
ような条件を実現することは困難である．
2.7.4 協調作業における触覚の効果
Basdogan ら [20] は，分散仮想空間下における協調作業で，ユーザに触覚をフ
ィードバックする場合，しない場合での作業効率や主観的な作業の評価を行ってい
る．この文献においては，評価として 2 人でリングを持ちそれをそれを線に触れ
ないように移動させていく作業を行っている (図 2.3)．客観評価のスコアとして全
作業中の線とリングの接触の時間とその回数を測定し，主観評価は被験者の一体
感を調べた．この作業を，最初に触覚フィードバックと視覚を用いて行い，次に
視覚情報のみで行うグループ，逆に最初に視覚情報のみで行い，次に触覚と視覚
を用いて行うグループに分けて行った．このような実験により，触覚を用いるこ
とでユーザ間における “Sence of Togetherness” を向上させることを示している．
27
この研究で述べられている知見は，触覚を協調作業に用いることによる新たな
アプリケーションの可能性を示唆しているだろう．これは，本研究における研究
目的であるシステムを構成する上での基盤となるものであり，ネットワーク QoS
の影響は上記のような感覚を阻害する要因として捉えることができる．
図 2.3: 2人でリングを持って線を通す作業
2.7.5 意思疎通手段としての触覚
本論文の 6 章においては，習字を想定したリモートナビゲーションシステムに
ついて検討しているが，このように触覚を意思疎通の手段として用いている関連
研究もある．例えば，McLaughlin ら [21] はネットワークで接続された二つの端
末間を用いて PHANToMと CyberGrasp 間でのコラボレーション実験を行ってい
る．このシステムでは仮想空間上に CyberGraspをモデル化した三次元の “手”を
設置する．PHANToM 側のユーザが仮想空間上の手に対してインタラクションを
行うことで，CyberGrasp 側のユーザに触ることができる．実験では PHANToM
を用いたユーザが，CyberGrasp を用いたユーザの手をモールス信号の要領で叩
くことで，アルファベットを伝達する．しかしながら実験では CyberGrasp の精
度が十分でないといった問題があったため，コラボレーションの精度についての
検討は不十分である．また，Alhalabi ら [22] は PHANToM を接続した複数の端
末間における Tele-Handshake において，その遅延の影響について検討している．
Peer-to-Peer 型で接続された二つの端末を用いて，相互にカーソルの位置を送り
あうことで仮想空間の共有を行う．実験におけるタスクは仮想空間上にランダム
に提示されるターゲットにユーザ二人が移動しそこで Handshakeを行うものであ
り，実験結果ではこのタスクにおいて，遅延時間の影響が小さく 1 sec程度まで許
容されることを示している．しかしながら Handshakeとしては双方のカーソルが
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接触するだけであり，また反力が発生するのが接触したときのみであるため，触
覚の遅延に対する影響を測定しているとは言い難い．
2.8 むすび
本章では，現存する触覚デバイスの分類と仮想空間における触覚レンダリング
アルゴリズムについて述べ，その中で本システムで用いた PHANToM，God-Object
法についても説明した．そして，触覚デバイスとレンダリングアルゴリズムの特
徴から，ネットワーク環境に適用したときの問題点，それに対する本研究のアプ
ローチについて整理した．このようなメディア伝送の観点からすると，既存研究
においてはネットワーク QoS 劣化の問題に関しては具体的な特性が明らかでな
い，遅延ジッタのようなネットワーク上の変動に対しての研究がないことなど不
十分と言わざるを得ない．そのため，本研究においてはそのような特性を明らか
にした上で，変動に対する対策について取り組むべきであろう．
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第 3 章
触覚を含む仮想空間共有システム
31
3.1 はじめに
本章では，本研究で提案している仮想空間共有システムの構成について詳述す
る．まず，ネットワークを介した触覚を含む仮想空間の共有に必要な情報，シス
テム全体の流れについて示す．システムの構成については，ネットワーク上にお
ける遅延の影響と密接に関連しているため，遅延がシステムに与える影響と対策
についても合わせて説明する．これまで述べてきたように，本システムを構築す
る目的の 1つは，触覚のメディア伝送に関する基本的な特性を評価することにあ
る．そこで，本章では評価手法自体についても検討している．これは，従来触覚
を含むシステムに関して，標準的な評価手法が存在しなかったためである．その
ため，具体的な実験手法について定め，それに基づいたシステムの遅延耐性に関
する実験結果を示す．
本章で提案するシステムは複数ユーザに対応しているが，本章において検討し
ているネットワーク QoS の影響は全てクライアント数 (ユーザ数) が 1 の場合で
ある．これは，本研究が対象としている分散仮想空間システムの問題の解決には，
最も単純な環境であるクライアント数が 1 の場合について十分な検討が必要なた
めである．本章から第 5 章までにおいては，分散環境において 1 人のユーザが受
ける QoS劣化の影響の測定及びその対策について検討し，複数ユーザ間における
問題は，第 6 章において検討している．
3.2 システム構成とネットワーク遅延の影響
触覚デバイス PHANToM を用いた仮想空間システムの基本的な処理の流れに
ついては 2.4節で説明した．本節では，これに加えて仮想空間を複数端末間で共有
するためのシステム構成について述べる．具体的には，システム全体の構成と情
報の流れについて説明し，各クライアントにおける反力算出手法について述べる．
3.2.1 処理の流れ
本システムのネットワーク構成は，サーバ–クライアント構成 (図 3.3) である．
クライアント側には触覚デバイス PHANToM と，グラフィックスディスプレイが
備え付けられており，1 クライアントが 1 ユーザに対応する．PHANToM につい
ては，実験によって用いたタイプが異なるが，PHANToM Premium，PHANToM
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Desktop のいずれかを用いている．これらの違いは主に作業領域であるため，デ
バイスの違いによる影響はほとんどない．また，サーバ，クライアント双方に関
わる機能について説明するときには，それらを合わせてノードと呼ぶことにする．
仮想空間上で扱う情報については 2.4節で述べたように，Scee Tree で表現され
るが，ここではそれとは別の観点から 2 種類に分類する．1 つは，作業空間のサ
イズ，重力・空気抵抗などの物理係数，オブジェクトの形状・重さなどであり，こ
れらを仮想空間の属性と呼ぶ．これらは，あらかじめ各クライアントで共有して
いる．他方は，ユーザが操作するカーソルの位置，仮想空間内のオブジェクトの
位置・回転ベクトルなどユーザの操作によって更新される情報であり，これらを
状態と呼ぶ．そして，仮想空間内の全てのオブジェクトの状態の集合を仮想空間
の状態と呼ぶ．この仮想空間の状態を，各クライアント間でネットワークを通じ
て送信することにより仮想空間の共有を行う．仮想空間内のオブジェクトは剛体
のみであり，オブジェクトの状態は位置・回転の自由度 6 で表現することができ
る*．本システムでは仮想空間の状態をサーバで一元的に管理することで，クライ
アント間で共有する．そのため，サーバ–クライアント間で送信される情報は以下
の通りである：
• オブジェクトの状態更新は常にサーバで行われるため，クライアントからサー
バに，触覚デバイスの更新レートに同期してカーソルの状態を送信する必要
がある．
• サーバから全クライアントに仮想空間の更新レートに同期して，オブジェク
トの状態をマルチキャストする必要がある．
3.2.2 反力算出手法
反力算出はユーザのカーソルと仮想的な物体との間で行われる．反力の算出方
法として，サーバ側で算出する方法，クライアント側で反力を算出する方法 の 2
通りがある．クライアント側で反力を算出する場合，クライアント側における仮
想空間の状態を触覚デバイスの更新レートに同期して更新する必要がある．一方
サーバ側で反力を算出する場合，クライアント側の仮想空間の状態はグラフィッ
クスの更新に必要な間隔で更新すればよい．
∗ ただし，実験によってはオブジェクトの回転を制限しているため，その場合の自由度は 3 と
なる．
33
サーバ側で反力を算出する場合，ユーザが触覚デバイスを操作して位置情報を
入力してから，それに対する反力が返ってくる一連の処理 (サーボループ) の間に
ネットワークが介在する．そのため，ネットワーク QoSの劣化がシステムの安定
性，またユーザの操作性などに直接的に影響することが推測される．この問題に
関して，触覚デバイスにはユーザによる一定の力がかかっていると仮定した場合
の反力生成の過程について詳細に見ていくことにする．2章 で述べたように，反
力の算出は Spring–Dumperモデルに基づき，カーソルと仮想オブジェクトの干渉
深度及び相対速度に比例して与えられる．図 3.1,3.2 それぞれ，遅延あり，なしの
場合における反力算出過程を示している．図において，X はカーソル位置，F は
計算された反力である．また，簡単のため仮想オブジェクトは動きを伴わないも
のとする．まず，遅延のない場合について考える．図 3.1 より，仮想空間におけ
る反力の算出タイミングとディスプレイへの出力タイミングは，同一サーボルー
プ内でほぼ同時であることが分かる．したがって，X はユーザが触覚インターフ
ェースに加えている力と反力が釣り合う位置で安定する．一方，遅延がある場合
(図 3.2)，仮想空間における反力の算出タイミングとディスプレイへの出力タイミ
ングの間に，時間差が発生している．例えば，往復遅延時間を 2 とすると，t = 3
に反力が触覚インターフェースにフィードバックされるまでの間に，カーソルは
仮想オブジェクト内により深くめり込む．これは過剰干渉を引き起こし，結果と
して不自然に大きな反力が算出されてしまう事になる．大きな反力の生成はディ
スプレイを強く押し返すので，これは操作者にとっては，カーソルが大きくバウ
ンドしながら振動するような感覚として伝わる．詳細については，後述の主観評
価実験で述べるが (3.5 章参照)，サーバ–クライアント間における往復遅延時間が
おおよそ 30 ms を越えたあたりから，操作は困難になることが分かっている．そ
のため，以下においてはクライアント側で反力を算出することを前提とする．
上記の遅延対策を考慮したネットワーク構成に加え，クライアント側のシステ
ムでは，予測器，量子化・符号化器，メディア内同期を用いる．詳細については以
下で述べるが，それぞれの主な機能及びシステムにおける位置付けは以下の通り
である：
• 予測器はネットワークインターフェースと反力生成などを行う触覚処理の間
に存在し，ネットワーク伝送により失われた情報を予測を用いることにより
補償する．
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• 量子化・符号化器はネットワークインターフェースと予測器の間に位置し伝
送情報の圧縮を行う．
• メディア同期は，遅延ジッタに対する耐性を向上させるために，ネットワー
クインターフェースの直後に配置されるバッファの制御機能である．
これらはシステムで必須の機能ではないが，ネットワーク耐性を向上させること
を目的として用いている．
Network Delay and Force Feedback
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図 3.1: 反力算出の過程：遅延なし
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図 3.2: 反力算出の過程：遅延あり (過剰反力が生成される)
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図 3.3: システムのネットワーク構成
3.3 触覚通信システムの QoS 測定実験
本節では，3.2 節で示した適応型触覚通信システムのネットワーク QoS 特性評
価実験，評価方法について述べる．1章で述べたように，これまで触覚を含むシス
テムの QoS評価手法が確立されていなかった．そこで，本研究においては動画像
の標準的な評価手法である BT-500 [23], [24], [25] を参考にして，本研究において
システムの評価手法を定める．以下，動画像における評価方式である BT-500 に
ついて概説し，それに基づいて定めた本システムにおける評価方式について述べ
る．評価においては，ユーザの感覚に着目した主観評価と，定量的な作業効率の
みに着目した客観評価の両方を行っている．最後に，評価で用いたタスクとアプ
リケーションについて述べ，その際に取得できる客観評価値について検討する．
3.3.1 動画像における評価方式
異なる研究機関においてシステムの品質評価を行なう際には，比較を容易かつ
正確にするために，標準化された方法を用いて，同一の条件及び基準の下に評価
を行なう必要がある．動画像については，国連の下部組織であり電気通信分野の
国際標準化組織として長い歴史を持つ，国際電気通信連合 (ITU) の無線通信部門
(ITU-R) が制定した技術標準である Rec.ITU-R BT.500-10 Methodology for the
Subjective assessment of the quality of television pictures [23] がある．
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図 3.4: クライアント側のシステム構成
Rec.ITU-R BT.500-10 では，具体的な主観評価方法がいくつかの評価方法が規
定されているが，データ転送時の劣化評価手法として一般的である二重刺激劣化
尺度法：The double-stimulus impairment scale method (DSIS)がある．これは，各
評価の間に理想環境における参照値 (例えば，遅延 0 ms など) を挿入し，毎評価
ごとにその参照値と比較して劣化度合を評価することで，評価の精度を上げよう
とするものである．1 評価につき 1 回参照値をはさむ “DSIS Variant I” と，参照
と評価環境を 2回繰り返し，2回目の評価の時に記入をする “DSIS Variant II”が
ある．図 3.5 に Variant I の場合の評価順序を示す．Variant II は Variant I より
も評価精度は高くなるが，劣化の差が微妙である時に用いる手法であり，評価時
間が約 2 倍かかるといった特徴を持つ．
3.3.2 触覚を含むシステムの評価方式
評価の目的は，システムのネットワーク QoS劣化に対する耐性を測定すること
である．評価においては，被験者の感覚に基づく主観評価と同時に，作業効率を
定量化する客観的な評価値も測定する．そして，評価結果よりシステムに必要と
される QoS の目標値を導出を試みる．
3.3.1節で示した評価方式のうち，本実験では評価時間の増加による被験者の疲
労を考慮して，Variant I を用いている．以下，評価手法及びシステムに必要とさ
れる QoSの目標値の設定方法について説明する．評価は，まず劣化のない理想的
な状態 (Reference Condition) を基準として設定し，それに対して劣化の生じた状
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態 (Test Condition) におけるシステムを測定する．ここで理想的な状態とはネッ
トワークにおける遅延，パケット損失が発生しない状態のことを指す**．
被験者は図 3.5 で示される DSIS Variant I の手順であらかじめ定めたタスク
を行う．このタスクについては後述する．図 3.5 は 1 つの劣化状態に対して，基
準状態でのタスク (T1)，休憩 (T2) を狭んだ後に劣化の存在する状態でのタスク
(T3)，システムの評価 (T4)の順序で行われることを示している．被験者は T4の
段階において，T1 と比較した T3 のシステムの状態を表 3.1 の評価語に従って判
断し，図 3.8 で示す評価シートに丸印を付けることで評価とする．評価シートに
関しては文献 [24] を参考にした．これによると，評点を区切る横線の位置の心理
的印象により評点に偏りが生じることについて述べている．例えば，図 3.7 のよ
うに区切り線を等間隔にすると，横線の位置の心理的印象により，評点が下方に
片寄る欠点があるとされ，一方，図 3.8 のように最高の評点を表わす区切線をず
らすことで，評点が情上方に広がり評価の片寄りが少なくなるとされている．そ
のため，本研究においても図 3.8 の形式を用いた．
評価における基準は “オブジェクトの操作感”，“協調作業の達成度” などであ
る．これは測定対象によって異なるので，後述する実際の評価の節でも説明する
が，ここでそれらの性質について触れておく．この評価基準に関する説明は，実
験前に被験者に伝えておくものである．“オブジェクトの操作感” については，仮
想空間中のオブジェクトを遅延がないときと同じように操作できるかを評価する．
ネットワーク QoSの劣化が操作性に与える影響については後述するが，例えば遅
延の場合，その増加によってユーザはオブジェクトが重くなったように感じる．“
協調作業の達成度” については，ユーザが協調してオブジェクトを制御するとき
に，ユーザ間でお互いが意図したようにオブジェクトを制御できるかを基準状態
と比較して評価する．例えば，遅延がある場合，自分の操作がすぐには相手側の
仮想空間に反映されない．そのため，ユーザ間の意思の疎通が困難になる．
T1 から T4 を 1 セットとして，被験者は QoS パラメータを変化させた複数の
劣化状態をランダムな順序で評価を行う．また劣化状態のなかに基準状態を混入
しておくことによりその評価を行う．これらをまとめて 1 セッションとする．ま
∗∗ 実際の実験環境では，LAN (Local Area Network) と Network Impairment Simulator で構成
しているため，LAN 上の伝送による遅延が存在する．これ以外にも，コンピュータによる処
理遅延，サーボループの更新タイミングと受信タイミングのずれなどいくつもの遅延要因が
あるが，実験においてこれらの存在は無視し，ネットワーク層における遅延のみを考慮する．
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た，QoSパラメータの目標値の導出を行う場合には，主観評価結果のMOS (Mean
Opinion Score) 値が 4.5, 3.5 となる点に対応する QoS パラメータを被験者の劣化
に対する検知限，許容限として設定することにより導出する．
表 3.1: 5 段階評価尺度
評点 劣化
5 わからない
4 わかるが気にならない
3 気になるが操作の邪魔にならない
2 邪魔になる
1 非常に邪魔になる
3.3.3 評価タスクと客観評価値
本節では，評価におけるタスクについて述べる．まず，仮想空間には被験者の操
作するカーソル以外に，仮想物体 (変形のない剛体のキューブ)，S字の軌跡，ター
ゲットオブジェクト (球) が存在する (図 3.6) ．反力はカーソルと仮想物体の間に
おいて生成される．また，ターゲットオブジェクトと他のオブジェクトの間に反力
は生成されない．ターゲットオブジェクトは仮想物体より十分に小さく，仮想物体
と重なっているときに，あらかじめ指定された軌跡上を動く．ユーザが行うタス
クは，ターゲットオブジェクトをスタート地点 (S 字の左下の点) からゴール地点
(S 字の右上の点) まで移動するように，仮想物体を操作することである．一回の
タスクにかかる時間は 10秒であり，その間常に仮想物体とターゲットが重なって
いれば，ターゲットはゴール地点に達する．タスクには，ユーザが 1 人の場合と
ユーザが 2人の場合の 2通りがある．1人の場合は仮想物体を下から支えながら，
2 人の場合は仮想物体を両側から挟み込んで持ち上げて制御する．また，タスク
において，被験者の操作した立方体とターゲット球が接触している時間 (Ts)を客
観評価値として用いた．
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T1 = 10 sec  Reference condition
T2 =   3 sec  Interval
T3 = 10 sec  Test condition
Evaluation
T1 T2 T3 T4
図 3.5: 評価順序
3.4 評価実験環境
本節では，実験に用いたハードウェア，ソフトウェア，ネットワークなどの実験
環境及び仮想空間のパラメータについて述べる．これらの実験環境は本章以降に
ついても同様であるが，実験ごとの違いについてはその都度述べる．
3.4.1 ハードウェア・ソフトウェア
ハードウェアについては，実験によって別のコンピュータを用いているため，こ
こでは主に使用したマシンについて述べる．別に用いたコンピュータの性能は，以
下で述べるコンピュータの性能を上回っているため，処理能力に関する問題はな
い．また，同一の実験については，全て同じ環境で実験を行っている．
• クライアント
– PC：AT 互換機
– OS：Microsoft Windows NT 4.0
– RAM：512MB
– CPU：Intel PentiumIII 800MHz
– NIC：100base-TX Ether Card
– 触覚デバイス：PHANToM Premium 3.0L，または PHANToM Desktop
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Cursor
GOAL
START
Target
図 3.6: 評価タスク
• サーバ
– PC：AT 互換機
– OS：Microsoft Windows 2000
– CPU：AMD Athlon 1.4MHz
– RAM：768MB
– NIC：100base-TX Ether Card
• ソフトウェア
– 開発環境：Microsoft Visual C++ 6.0
– 触覚用ライブラリ：GHOST または OpenHatpics をベース
– グラフィックライブラリ：OpenGL
• ネットワーク
– 100 Mbps の LAN
– サーバ，クライアント及び Network Impairment Simulator はハブを経
由して接続している．
42
５４
３
２
１
操作感 共同作業の達成感
長さ
10cm
図 3.7: 評価シート：横線の区切りが等間隔
3.4.2 仮想空間パラメータ
重力加速度 9.8 [m/s2]
空気抵抗係数 0.05
キューブ質量 0.8 [kg]
キューブばね係数 30 [kN/m]
キューブダンパ係数 10 [Ns/m]
キューブ-カーソル間の摩擦係数 2.0, 1.5 (静止時，遷移時)
3.4.3 ネットワーク QoS 劣化の発生方法
劣化の発生方法については主に二つの方法を用いている．1 つは各ノードにお
ける受信，送信部分に FIFO (First-In First-Out)型のキューを持ち，それによって
送信データを操作することで発生させる．固定的な遅延については，キューに入っ
てから出力されるまでに一定の待ち時間を付与することで実現する．パケット損
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操作感 共同作業の達成感
長さ
10cm
図 3.8: 評価シート：横線の区切りに偏りを持たせる
失については，キューに入るパケットを一定の割合で出力しないことで実現する．
もう 1 つの方法は Network Impairment Emulator を用いる方法である．Network
Impairment Emulator とは，それ自体はルータとして動作し，それを通過するパ
ケットに対して任意の QoS劣化を与えることができる．サーバとクライアントを
このエミュレータ経由で接続することで，任意のパラメータで用意に実験できる
ようになる．実験においては，Network Impairment Emulator として IPWave を
用いている．
3.4.4 被験者
被験者は触覚デバイスの操作に熟達した “熟練者” である．触覚デバイスの操
作に慣れていない被験者には，QoS 劣化のない基準状態において十分な操作がで
きるまで，あらかじめ練習をしてもらっている．また，実験前に第 3.3 章で述べ
た評価手順，評価語，評価基準について十分な説明を行なっている．
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3.5 固定遅延に対するシステムの特性評価
本節では，3.2.2節で述べた反力算出手法に関する実験結果を示し，その結果よ
り一定遅延に対してシステムが要求するパラメータについて検討する．
図 3.9 から図 3.12 はクライアント数 1 における平均遅延時間に対する測定結
果であり，反力算出をクライアント側 (図における “client side”)，サーバ側 (同
“server side”)で行った場合の 2 通りについて測定を行った．同図より，クライア
ント側において反力を算出した場合の平均遅延時間に対する検知限，許容限はそ
れぞれおよそ 30, 100 ms である．これは，サーバ側で算出した場合の 10, 20 ms
と比較して，平均遅延時間に対する耐性が高いことが分かる．サーバ側において
反力を生成した場合に評価が低下しているのは，過剰めり込み問題によるものと
推測される．すなわち，サーバ側で反力を算出した場合，被験者の操作するカー
ソルが仮想物体に接触してから，その接触による反力が被験者に提示されるまで，
ネットワークにおける往復遅延に起因する時間差が生じる．サーバによって接触
時の反力が算出されてからクライアントに送信されるまでの間，被験者には反力
が提示されないため，その間にカーソルが仮想物体に深くめり込む可能性がある．
本システムでは反力算出に Spring-Damper Model を用いており，この手法では反
力がめり込み深度に比例して大きくなるため，上記の状況において被験者に過剰
な反力が算出される．そのため，30 ms とはこの問題に対する許容限に当たる．
反力をクライアント側で算出した場合，操作性などに対する劣化はサーバ側と
クライアント側の仮想空間の状態のずれから生じている．ずれが生じることによ
り，ユーザはオブジェクトの重さが大きくなったように感じるが，これはユーザが
仮想物体を操作したときに，それがクライアント側の仮想空間に反映されるまで
に，サーバ–クライアント間の往復遅延分だけかかるからである．実験結果より，
遅延の検知限である 20 ms は，この影響が表わ始める大きさであると言える．ま
た，遅延の増大でずれが更に大きくなると，被験者の意図している操作が困難に
なってくるため，これによりオブジェクトの振動が感じられる．許容限となる 100
ms は，この振動の影響が大きくなり操作が困難になる限界と言える．
図 3.12より客観評価値については，評価値が大きく下がる付近において被験者
ごとのばらつきがみられた．これは，タスク中に仮想物体が S 字の軌跡から大き
く外れたときに評価値が大きく下がるためと考えられる．図 3.13の主観，客観評
価値間の関係より，主観評価による評点が高い点，すなわち上記の問題がほとん
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ど発生しない点においては劣化パラメータの変化に対する影響が見られる可能性
はあるが，それ以外の点では主観評価値との関係を見出すのは困難である．その
ため，信頼性の高い客観評価値についてはタスクの設計とともに今後の課題とし
て挙げられる．
3.6 むすび
本章では，触覚を含む仮想空間を共有するためのシステム構成について述べた．
このシステムはサーバ–クライアント構成であり，遅延の耐性を向上させるために
クライアント側で反力の生成を行っている．そして，システムのネットワーク QoS
耐性で最も基本的である遅延耐性について測定を行った．この結果より，本システ
ムにおいてはサーバ–クライアント間の往復遅延で 100 ms程度までの遅延が許容
されることが分かった．この値は触覚を含むシステムのネットワークに対する要
求として捉えることができ，今後のシステム開発にとっても有用な値であると言
えるだろう．また，本章では測定手法自体についても検討している．これについ
ては，評価手法についての標準化が進んでいる動画像の評価手法を参考に，二重
刺激劣化尺度法を用いた．このように評価手法自体を標準的に定めることは，各
方面で独自に行われている評価結果を比較する際に非常に有用である．次章では，
これまでに得られた遅延に対するシステムの影響に関する評価結果をもとに，遅
延ジッタについて検討する．
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図 3.9: 平均遅延時間に対する特性 (クライアント数 1): 操作感
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図 3.10: 平均遅延時間に対する特性 (クライアント数 1): 触感
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図 3.11: 平均遅延時間に対する特性 (クライアント数 1): 達成感
 0
 2000
 4000
 6000
 8000
 10000
 1  10  100  1000
Co
nt
ac
tin
g 
tim
e 
T s
 
[m
s]
Round Trip Delay [ms]
client side
server side
図 3.12: 平均遅延時間に対する特性 (クライアント数 1): (b) 客観評価
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図 3.13: 平均遅延時間に対する特性 (クライアント数 1): 主観評価と客観評価の
関係
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第 4 章
触覚通信システムにおけるメディア内同期制御
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4.1 はじめに
本章では，遅延ジッタがシステムに与える影響とその対策としてメディア内同
期について述べる．通常ネットワークにおいて端末間の遅延が固定的であること
はありえず，遅延の揺らぎ，すなわち遅延ジッタが存在する．そのため，本システ
ムにおいて遅延ジッタがどのような影響を与えるかについて調査，検討を必要が
ある．本章においては，まずネットワーク上において遅延ジッタが存在する場合，
それが仮想空間上のオブジェクトの挙動にどのような影響を与えるかについて考
察し，その対策としてメディア内同期が触覚を含むシステムにおいて有効である
かを検証する．
4.2 遅延ジッタのシステムに与える影響
ネットワーク上に固定的な遅延がユーザの主観に与える影響について検討する．
サーバ–クライアント間において固定的な遅延が存在すると，遅延が発生していな
い場合と比較して，その遅延時間が大きいほどユーザは仮想空間上のオブジェク
トを重く感じる．これは，オブジェクトの位置情報管理をサーバ側で行うことに
よるものである．例えば，ユーザが静止しているオブジェクトを移動させる状況
を想定してみよう．このとき，ユーザがオブジェクトを移動させるために仮想空
間上のオブジェクトに接触してから，クライアント側においてオブジェクトが移
動を始める間に時間差，すなわちネットワークにおける往復遅延が含まれる．そ
のため，ユーザがオブジェクトを移動させようとしても，その時間差の間はオブ
ジェクトが動作しないため，より強い力をオブジェクトに加えるようになる．こ
れは，ユーザからの視点ではオブジェクトの質量が増加していることと同義であ
る．固定的な遅延の大きさにより，オブジェクトの “重さ” という物理的なパラ
メータが変化することから，固定的な遅延に加え，ユーザの操作するカーソルが
オブジェクトに接触している間に遅延ジッタが発生すると，ユーザはオブジェク
トの物理的な特性が変動しているような感覚を受けると推測される．そのため遅
延ジッタは，固定的な遅延の増加によるものとは別の違和感をユーザに与える可
能性がある．
ここで，音声・動画像のメディアのネットワーク伝送に目を向けてみると，遅
延ジッタの問題は同様に存在し，それに対してはメディア同期処理を行うことに
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よりメディア伝送の品質が向上することが知られている．しかしながら触覚を含
むシステムにおいて，メディア同期処理を行うことでユーザの操作性などが向上
することは確認されていない．そのため，メディア同期処理を行った場合と，行
わない場合について遅延ジッタが触覚を含むシステムに与える影響を評価し，メ
ディア同期処理の必要性について検討する必要がある．以下，メディア同期につ
いて詳述する．
4.3 メディア同期処理
本節においては，音声・動画像メディアにおいて用いられいるメディア同期処
理について詳述する．メディア同期処理とは，マルチメディア通信サービスにお
いてメディアの QoSを保証するために必要となるEnd–to–End の機構である．ま
ず，その基本となるマルチメディアと QoS について説明する．
4.3.1 マルチメディアシステム
現段階で様々なマルチメディアシステムが存在しているが，そこ扱われている
様々なメディアは，大別して以下の 2 つに分類される．
• 時間依存メディア
時間的に連続したデータストリームをもつメディアで，動画像，音声などが
これに該当する．また，本システムにおいて伝送されるオブジェクト，カー
ソルの位置情報も時間依存メディアである．
• 時間非依存メディア
時間的な制約は受けていないメディアで，テキスト，静止画像などがこれに
該当する
ここではメディア同期という観点から，Steinmetzらが提案している “少なくとも
1 つの時間依存メディアを含んだ複数種類のメディアを，統合して処理すること
のできるシステム” というマルチメディアシステムの定義 [26] を採用し議論を進
める．
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図 4.1: 時間構造の破壊
4.3.2 メディア同期の必要性
ここで，時間依存メディアの最大の特徴は，メディアを構成する個々のメディア
ユニット間及び複数メディア間相互において時間的な構造を持つことにある．し
かしながら，ネットワークを通したマルチメディアデータの伝送においては，送
信側において定められたメディアの時間的構造を受信側において破壊するような
要因が存在する．この要因としては，以下などが挙げれられる:
• メディアキャプチャリング時の揺らぎ
• エンドシステムにおけるプロトコル処理時間の揺らぎ
• 交換ノードにおける待ち行列での待合わせ
• 輻輳から生じるパケット廃棄
• 経路変動などによる遅延
• メディア再生時の揺らぎ
このような問題に対する解決策は，大別して 2つある．1つは，上記の品質劣化
の要因に対する直接的な解決であり，例えば，交換ノードにおける待ち時間を低
減するような待ち行列管理，ネットワークにおける伝送速度の向上，エンドシス
テムにおけるパケット処理の効率化などが挙げられる．これについては，OSI 標
準モデルにおけるレイヤ 4 以下の層における処理であり，ネットワーク伝送に関
する研究の多くを含むものである．他方，本論文で扱うメディア同期処理は，上
記のようなエンドシステム間における劣化状態が存在することを認め，システム
54
において遅延の変動を吸収するための処理である．そのため，標準モデルではレ
イヤ 4 の上の層に当たる．具体的には，受信側システムにおいてメディアユニッ
トが到着してから，すぐに表示するのではなく，遅延ジッタを吸収することを目
的としたバッファを用意しておく．そして，そのバッファにおける待ち時間 (表示
待ち時間) を調節することにより，破壊されたメディア内/間の時間的関係を修復
する．この表示待ち時間については，遅延時間の最大値と最小値が分かれば，最
大値と最小値の差より大きくすればよい．更に，表示待ち時間の調節のみでは時
間的関係を修復できないときにおいては，到着しているメディアの廃棄処理 (ス
キップ処理)，ポーズ処理などを行う必要がある．
4.3.3 メディア同期の種類
メディア同期には，メディア内同期，メディア間同期，分散 (端末間) 同期があ
る．メディア内同期 (図 4.2)は，単一メディア内におけるメディアユニット間の時
間的関係の保持・修復処理であり，メディア間同期は，複数メディア間における同
期処理である．また，分散同期は端末が複数さるときにおいて，端末間の同期処
理を行う．
3.2 節において述べたように，本システムにおいて伝送されるデータは，現在
までのところ位置情報と回転情報であり，クライアント側において受信した情報
をもとに，ユーザに提示すべき反力及び 3 次元画像を生成する．そのため，クラ
イアント側において，触覚と視覚情報の同期は常に保たれているため，本論文に
おいてメディア間同期については取り扱わない．しかしながら，サーバ側におい
て視覚情報を生成するために，動画像と触覚を別ストリームで伝送する場合，ま
た触覚情報と聴覚情報などメディア間同期については必要となる可能性があるた
め，メディア間同期についてもここで概説しておく．一般的にメディア間同期は，
複数存在するメディアの中で，最も精密な同期制御が必要とされるメディアをマ
スターメディアとして定義する．そして，マスターメディア内同期が取れている
状態において，それ以外のスレーブメディアがマスターメディアに追従するよう
同期処理を行う．触覚情報の更新レート，インタラクティブ性から，触覚を含むシ
ステムにおいては，触覚メディアがマスターメディアとなるのが妥当と思われる．
そのため，本節において触覚情報のメディア内同期を検討することは，メディア
間同期が必要となる場合においても有用である．以上より本節においては，クラ
イアント数が 1 のときのメディア内同期について検討する．
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メディア同期処理を行う際には，以下の 2 つを明らかにしておくことが重要で
ある:
• メディアの伝送に実時間性が要求されるか
• 対象となるメディアの，遅延，パケット損失などのネットワーク QoS の劣
化に対しての影響
前者について，ネットワークを通じたメディア伝送には，蓄積メディアの伝送と
ライブメディアの伝送がある．蓄積メディア伝送の代表的な例としてはVoD (Video
on Demand)サービスが挙げられる．一方，ライブメディア伝送は，実時間のビデ
オ会議システムのように双方向にデータが伝送されるシステムにおけるメディア
伝送を指す．メディア同期処理においては，一般的に表示待ち時間を大きくする
ことにより，遅延ジッタをより吸収することが可能となるが，それにより絶対的
な遅延時間の増大を招いてしまう．例えば，上記で述べたように，遅延の最大値，
最小値が分かっているのなら，その差だけ表示を待つことにより完全な同期が可
能である．一般的には遅延の最大値を知ることは困難であるが，蓄積メディアの
場合 2.5 節で述べたように，最も極端にはストリーム全体を受信してから，すな
わち，ストリーム全体をダウンロードしてからメディアを表示すれば，同期処理
を行う必要がなくなる．
ライブメディアの場合，実時間性が要求されるため，たとえ遅延時間の最大値，
最小値が分かっていたとしても，その値より表示待ち時間を設定するのが現実的
だとは限らない．実時間性が問題となる場合は，スキップ処理などを適宜挿入し，
表示待ち時間の増加を抑制しつつ，遅延ジッタの吸収を行うのが望ましい場合も
ある．このように，メディア同期処理においてはメディアの伝送形式，またメディ
アの種類によって，要求される同期品質が異なるため，それぞれにおいてどのよ
うな同期品質が要求されるかを明確にし，主観，客観評価によってそれを測定す
ることが重要である．ここで，“同期品質”とは，End–to–End における遅延時間，
遅延ジッタ，パケット損失などを指す．
一般的に，表示待ち時間を長くすることにより，遅延ジッタ，パケット損失を低
減させることが可能になるが，遅延時間が増大する．逆に，表示待ち時間を短く
することにより，遅延時間の増大を抑制できるが，遅延ジッタ，パケット損失は増
大する．これはトレードオフの関係であり，音声，動画像などについては，Stein-
metzらの研究により，各メディアの伝送においてどの程度の同期品質が要求され
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るかが明確にされている [27]. 触覚メディアにおいても，どのような同期品質が
要求されるかを明確にすることが重要である．
4.4 触覚を含むシステムにおけるメディア同期
一般的な実時間性の高い双方向のメディア伝送においては，遅延に対する要求
が最も厳しく，逆に遅延ジッタ・パケット損失についてはある程度許容される．本
システムにおいては，後述する評価実験により，サーバ–クライアント間のネット
ワークおける固定的な遅延とパケット損失については，前者の方がよりユーザの
主観に影響することが分かっている．パケット損失については，後の 5.2 節で述
べる予測を用いることにより，ネットワーク伝送によって失われた位置情報を以
前受信した情報を用いて，受信側において予測することにより補償することが可
能である．しかしながら，遅延ジッタについては，メディア同期処理の評価にお
いて，システムにおいて遅延ジッタがどの程度まで許容されるかを調査する必要
がある．以下，本システムにおいて適用したメディア同期手法について述べるが，
その前に同期層を導入することにより，メディア同期の定式化について説明する
[28]．
メディアのストリームは，映像のフレームや音声のサンプルといったメディアユ
ニットの連続によって表される．送信側で定められた時間的な関係を，受信側で
完全に再構成することでメディア内同期が可能となる．そのためにまず送信側の
同期層において，送信側の SSAP (Synchronization layer Service Access Point) に
到着した時刻を示すタイムスタンプをメディアユニットに付加する．そして，こ
のタイムスタンプの情報を用いて，受信側の同期層でメディアユニットの再構成
を行う．タイムスタンプをメディアユニットに付加する処理時間は 0 と考えても
問題はないので，情報ユニットが送信側の TSAP (Transport layer Service Access
Point) に到着する時間は送信側の SSAP に到着する時間と同じであるとしてよ
い．これから，一般的なメディア内同期のダイヤグラムを描くと 図 4.5 のように
なる．Tn, An, Dn はそれぞれ，n 番目の情報ユニットが送信側の TSAP，受信側
の TSAP，受信側の SSAP に到着した時間である．それぞれのポイントにおける
n 番目の情報ユニットと (n + 1) 番目の情報ユニットの到着時間の差をそれぞれ，
lsn, lrn, lpn としている．
メディアの伝送の際，伝送路の輻輳などの理由によりメディアユニットはそれ
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ぞれ異なった伝送遅延 d を受けることになる．もし同期層で何の処理も行なわな
いと, d の変動のため送信側の TSAP で表される ls と受信側の SSAP で表される
lp の長さが異なってしまい，正しい再生が行われなくなる．そこで，各メディア
ユニットの遅延に応じて表示遅延 dpn を与えて，受信側の SSAP の到着時間 Dn
と，送信側の TSAP の到着時間 Tn の差 TPT (Target Playout Time）をそれぞれ
のメディアユニットにおいて等しくすることで，正しい時間関係を回復すること
ができる．以上の時刻の関係は以下の通りである：
dpn = Dn − An (4.1)
dn = An − Tn (4.2)
lsn = Tn+1 − Tn (4.3)
lrn = An+1 −An (4.4)
lpn = Dn+1 −Dn (4.5)
4.4.1 最大伝送遅延が明らかな場合の同期
伝送路の最大遅延が規定されており，かつ受信側に十分な大きさのバッファが
あれば，以下の手法で受信側で完全な同期を行うことができる．具体的には，伝
送遅延 d が，伝送路の QoS から dmin ≤ d ≤ dmax という範囲で定められていて，
この範囲内でランダムに変化する場合，次のようにすることでメディア内同期を
実現できる．
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• 送信側と受信側で共通の時刻を用いている場合，TPT = dmax とするのが最
適である．個々の表示遅延は dpn = TPT − dn （dn はタイムスタンプから
計算可）となる．
• 共通の時刻を用いない場合，最初のメディアユニットは dmin の遅延を受け
たと仮定してローカルの時刻をセットし，最初のメディアユニットの表示遅
延は dp1 = dmax − dmin と定めればよい．個々の表示遅延の計算は上と同じ
になる．
ノード間で共通の時刻を持つためには，GPS (Global Positioning System) を利
用する必要があるが，全てのノードにGPSが備えられている環境は現実的ではな
い．そのような場合，NTP (Network Time Protocol) [29]のようなネットワークを
通した同期機構を用いる必要がある．この手法の本質的な問題点は，現実のネッ
トワーク環境において最大遅延を推測することが非常に困難なことにある．これ
に対して，文献 [30] ではネットワークにおける遅延の分布をオフセット付き指数
分布でモデル化し，それを用いることで遅延を推定することにより，上記の手法
を適用している．しかしながら，ネットワーク遅延が従う統計分布は明確に分かっ
ておらず，例えば [31] のようにパレート分布を用いている研究もある．この問題
以外にも，遅延のばらつきが大きいとバッファが大量に必要となるといった問題
がある．これらの問題より，一般的に蓄積メディアにおける同期処理としては有
効であるが，実時間メディアにおける同期処理としては最適であるとは限らない．
触覚を含むシステムの場合についても同様のことが予想されるが，それについて
は実験において確認する．
4.4.2 受信側におけるバッファ処理方式
現実的なネットワークにおいては，最大遅延が明確でない場合がほとんどであ
り，その場合についてはメディア内同期処理を行う必要がある．本研究の目的は，
音声・動画像におけるメディア内同期手法が，触覚を含む場合においても有効で
あるかを確認することにある．既に，メディア内同期については多くの手法が提
案されている [28], [32], [26]．本研究において遅延ジッタに関する測定の目的は，
メディア内同期の概念である End–to–End 間の遅延と遅延ジッタのトレードオフ
のに注目して，そのトレードオフを調節することによってユーザレベル QoSを向
上させることができるかを確認することである．そこで，上記のメディア内同期
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手法の中で，このトレードオフを容易に調節できる手法として文献 [32] で提案さ
れている Queue Monitoring を用いた．以下，この手法について説明する．
文献 [32] によると，バッファにおける処理として以下が挙げられている:
• I-Policy
• E-Policy
• Queue Monitoring
I-Policyにおいては，TPTがあらかじめ指定された時間 TPTI になるようにする．
n番目のメディアユニットが dn(= An−Tn)だけの遅延を受けたとき，dn と TPTI
を比較して dn ≤ TPTI が成立しているなら，そのユニットは dpn = TPTI − dn
だけの表示遅延を受ける．また，dn > TPTI のときは，そのメディアユニットが
損失したものとして判断される．
E-Policyにおいては，受信側の同期層にキューを用意しておく．TSAPにメディ
アユニットが届いたとき，キューが空ならそのユニットはキューに蓄えられること
はなく，直ちに SSAP に到達する．キューが空でない場合は，キューに蓄えられ
る．また，キューにおいてはメディアの出力時間間隔ごとに，先頭のメディアユ
ニットが排出され SSAP に到達する．メディアユニット n の TPT, dpn は，以下
で与えられる:
dpn = Qn · ls
TPT = dpn + An − Tn
ただし，Qn は n 番目のメディアユニットが 受信側の TSAP に到達した時点で
のキューに存在するメディアユニット数である．また，この方式においては送信
側におけるメディアユニットの出力間隔 ls が一定であることを仮定している．
I-policyの問題点としては，遅延の最大値が分かっている場合と同様，待ち時間
Wi の決定が困難であることが挙げられる．E-policyについては，あらかじめネッ
トワークの遅延に関する知識は必要とされないが，キューにメディアユニットが
多く溜ると，表示待ち時間が常に長くなってしまい，その後にネットワーク遅延
が小さくなってもキューの中のメディアユニットが減らないという問題がある．
Queue Monitoring は E-policy の処理を基本として，ライブメディアにおいて
ネットワークの遅延が小さくなったときに，それに対してなめらかに追従してい
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くための方式である．E-policy においては，ネットワーク遅延が小さくなったと
きにキューに多くのメディアユニットが溜ってしまうため，それに追従することが
できない．これを解消するためには，キューに溜っているメディアユニットを徐々
に廃棄する必要がある．しかしながら，キューに溜っているメディアユニットは遅
延が大きくなったときに受信側においてメディアが更新されないことを防ぐ役割
りを果たしており，廃棄を多く行ってしまうと，キューが空になってしまう可能性
がある．そのため，ネットワークの状態を監視しながら，廃棄を適切に行う必要
がある．
ネットワークの状態を監視する方法として，遅延時間を直接的に推定，計測す
る以外にキュー内のメディアユニットの数を監視する方法がある．，ネットワーク
遅延の状態ごとに，キュー内のメディアユニット数の監視結果を以下のパターン
に分類する：
• ネットワーク遅延が一定のとき
送信側の TSAP において一定の間隔 ls でメディアユニットが到達するが，
ネットワークにおける遅延が一定であるため，受信側の TSAP においても
一定の間隔 ls でメディアユニットが到達する．また，受信側の同期層におい
ては，同様に一定の間隔 ls でメディアユニットが排出されるため，このとき
キューは平衡状態，すなわちキューにおけるメディアユニットの数は一定で
ある．
• ネットワーク遅延が小さくなるとき
受信側の TSAP に到達するメディアユニットの間隔は ls より小さいものと
なる．しかしながら，キューからメディアユニットが排出される間隔は常に
ls であるため，キュー内のメディアユニットの数は増加する．
• ネットワーク遅延が大きくなるとき
遅延が小さくなったときとは逆に，受信側の TSAP に到達するメディアユ
ニットの間隔は ls より大きくなる．そのため，キュー内のメディアユニット
の数は減少する．
これより，キューにおけるメディアユニットの数を監視することによって，ネット
ワーク遅延の変動を監視することが分かる．仮にネットワークにおける遅延が一
定だとすれば，表示待ち時間は 0 でよいはずである．そのため，キューにおける
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メディアユニットの数がある期間一定長以上なら，キュー内のメディアユニットを
廃棄するように制御すればよい．以上の考察をもとに Queue Monitoringにおける
メディアユニットの廃棄アルゴリズムについて説明する．
キューにおけるメディアユニットの数 m に対応して，以下の閾値 Thm を定義
する:
Thm =
⎧⎨
⎩
0 m = 0
M − d · (m− 1) otherwise
(4.6)
ここで，2 つの整数値が Queue Monitoring における処理パラメータであり，これ
を用いて QM(M,d) と表記する．また特に，d = 0 の場合においては QM-M とす
る．次に，キューにおけるメディアユニット数が m 以上である時間 Cm を以下の
ように定義する．
• 初期値：Cn = 0 (for all n)
• メディアユニットが排出されるたびにおいて以下の処理を行う:
Cm =
⎧⎨
⎩
Cm + 1 (m ≤ Qn)
0 (m > Qn)
(4.7)
ここで，Qn は処理が行われた時点におけるキューにおけるメディアユニッ
トの数である．
Thm, Cm を用いて，以下のようにして廃棄処理を行う:
• 少なくとも 1 の m に対して Cm ≥ Thm が成立するなら，キュー内に存在
する最も古いメディアユニットを廃棄する．
• そのとき全ての Cm を 0 とする．
4.4.3 VTR (Virtual Time Rendering)
ここで，本研究では利用していないが，代表的なメディア同期アルゴリズムで
ある VTR について説明しておく．石橋ら [28] は，受信側における時間軸を動的
に変化させることによるメディア同期手法として VTR アルゴリズムを提案して
いる．このアルゴリズムでは，仮想的な時間軸の概念を導入することにより，ネッ
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トワーク遅延に関する予備知識ないしに制御可能なことが特徴である．VTRにお
いては，受信側において以下の 3 つの値を比較することによりメディアユニット
の表示時刻を決定している:
• An: n 番目のメディアユニットが受信側の TSAP に到着した時間．
• tn: ターゲット出力時刻．D0 を基準としたときの n 番目のメディアユニッ
トの出力目標時刻である．
• Dn−1+ δn−1,n: δn−1,n は，(n-1)と n 番目のメディアユニットのタイムスタン
プの差であり，1 つ前のメディアユニット出力時刻を基準としたときの出力
目標時刻．
アルゴリズムにおける基本的な考えは，メディアユニットの出力間隔をあらかじ
め送信側で定められた時間関係に保つことであり，出力時刻としてはDn−1+δn−1,n
が最も優先される．しかしながら，tn と Dn−1 + δn−1,n の差が大きくなったとき，
すなわち同期外れが生じたときは，出力時刻が徐々に tn に近づくような同期回復
制御が行われる．
4.5 遅延ジッタの発生方法
本節においては遅延ジッタの評価実験において，使用したネットワーク環境，メ
ディア同期手法，遅延データについて述べる．ネットワークは，評価用に作成した
プライベートネットワークであり，ルータに SPIRENT 社の Network Impairment
Emulator であり IP WAVE を用いている．これを用いることにより，クライアン
ト，サーバ間の遅延をあらかじめ設定したデータに基づいて変動させることが可
能である．このソフトウェアの信頼性については，あらかじめ行った予備実験に
より，本システムと同じトラフィック量 (1000 [pps]) において発生する遅延データ
が十分に信頼できることを確認している．
評価実験において用いた遅延系列は，受信側におけるメディアユニットの到着
間隔が正規分布である独立再生過程を用いて生成している．正規分布のパラメー
タのうち平均は，本システムの送信側におけるメディアユニットの発生間隔と同
じ値である 1 msを用いた．また，分散を変化させることにより，種々の遅延デー
タを生成している．遅延系列の発生手順は以下の通りである:
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表 4.1: メディア同期制御を行わない遅延データの統計データ
データ 平均 ms 分散 ms2 最小値 ms 最大値 ms ギャップ数 s−1
a 21.4 6.07 9 37 51.3
b 44.6 13.4 11 78 95.0
c 113.7 23.0 54 168 148.5
• 初期遅延を d0 とする．
• n 番目のパケットの遅延が dn とするとき dn+1 は以下のようにして算出さ
れる:
dn+1 = dn +X (4.8)
• ここで X は，正規分布 N(µ, δ2) に従う独立な確率変数であり，µ = 1.0ms
である．
評価においては，遅延データとして上記の手法に基づいて 3 つの a, b, c を生成
した．これらのデータの統計量を表 4.1 に示す．遅延データ a, b, c に対して，以
下で示されるメディア同期手法を適用した．
• 遅延データ a
– 遅延の最大値を知っている仮定し，最大遅延を一定値とする遅延
– QM-100, QM-500, QM-1000
• 遅延データ b
– 遅延の最大値を知っている仮定し，最大遅延を一定値とする遅延
– QM-100, QM-300, QM-500, QM-700, QM-1000
• 遅延データ c
– 遅延の最大値を知っている仮定し，最大遅延を一定値とする遅延
– QM-100, QM-300, QM-500, QM-700, QM-1000
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表 4.2: メディア同期後の表示遅延の統計データ
データ 同期手法 ドロップ率
[×10−3]
平 均
[ms]
分 散
[ms2]
最 小 値
[ms]
最 大 値
[ms]
ギャップ数
[s−1]
a QM-100 4.79 24.3 5.43 12 37 9.31
a QM-500 1.38 29.1 4.54 19 37 3.23
a QM-1000 0.692 31.5 4.34 19 37 2.36
b QM-100 7.51 54.1 11.6 34 78 12.9
b QM-300 2.46 63.4 9.70 39 78 5.46
b QM-500 1.55 66.1 10.2 39 78 4.45
b QM-700 1.00 67.3 10.6 39 78 3.72
b QM-1000 0.637 68.1 11.0 39 78 3.27
c QM-100 7.38 137.5 20.7 89 168 12.3
c QM-300 2.28 144.8 23.1 89 168 5.54
c QM-500 1.29 147.2 24.2 89 168 4.36
c QM-700 0.793 148.2 24.8 89 168 3.86
c QM-1000 0.495 149.0 25.3 89 168 3.56
遅延データ a の QM-M において M が 100, 300, 500 のみであるのは，遅延ジッ
タが少ないため出力に大きな差がないためである．メディア同期手法を適用した
後の各統計量は，表 4.2 及び図 4.6, 4.7 に示す．
表 4.2におけるドロップ率は，受信側のバッファ制御において廃棄されたメディ
アユニットの割合を示している．また，図 4.6, 4.7 における “jitter” とはメディア
同期制御を行わない場合を示している．これらより，大きく変化するパラメータ
はギャップ数と遅延の平均であり，メディア同期によりギャップ数が減少している
が，遅延の平均が上昇することが分かる．この傾向は，QM-M におけるパラメー
タ M が大きくなるほど強い．そのため，このパラメータ M を変化させたデータ
に対して評価を行うことにより，上記に述べたメディア同期の “トレードオフ”を
評価することが可能となる．
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図 4.6: メディア内同期処理を行ったときの End–to–End 遅延の平均の変化
1
10
100
1000
jitter QM100 QM300 QM500 QM700 QM1000
T
h
e
 
N
u
m
b
e
r
 
o
f
 
G
a
p
s
 
o
f
 
D
e
l
a
y
 
S
e
r
i
e
s
 
[
1
/
s
]
delay (a)
delay (b)
delay (c)
図 4.7: メディア内同期処理を行ったときの End–to–End 遅延のギャップ率の変化
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4.6 遅延ジッタに対する特性とメディア内同期の評価
4.5節で示した遅延データと，それに対してメディア同期を適用した場合におい
て主観評価を行った．図 4.8, 4.9,4.10に上記 (a), (b), (c) の遅延系列に対する評価
結果を示す．同図において，“jitter”は元の遅延系列に対してメディア同期内処理
を行わなかった場合を示す．“QM-M” とはメディア内同期処理を施した場合であ
り，M は制御パラメータの値を示す．“Constant-n” とはネットワークにおける遅
延の最大値が分かっていると仮定した場合であり，元の遅延系列の最大値の固定
遅延を与えた場合である．
図 4.8 においては，メディア内同期行うことによる結果の違いは見られなかっ
た．これは，遅延データ (a) の範囲において被験者は遅延の影響をほとんど検知
することなく操作できたことを示している．そのため，この程度の遅延ではメデ
ィア内同期を行う必要はないと言える．図 4.9 は上に凸型のグラフになっており，
“QM-300”において被験者の評価が最も高くなっている．これは，3章で述べたよ
うに，End–to–Endでの遅延と遅延ジッタのトレードオフの関係を制御することに
より，ユーザレベルでの QoSを向上できることを示している．遅延データ (b) は
遅延に対する許容限付近であり，この程度の遅延においてはメディア内同期処理
を行うことの効果があるだろう．図 4.10 においても，図 4.9 と同様の凸型の傾向
を見ることができる．しかしながら，メディア同期処理を行うことの効果は小さ
い．遅延データ (c) の系列においては，遅延に対する許容限を超えている場合が
多い．そのような場合，遅延の増加による操作性の劣化の影響が大きいと判断で
きる．
また (a) から (c) の全てにおいて，3. の固定的な遅延の場合における評価が最
も低かった．そのため，遅延の最大値を知ることができたとしても，それの分だけ
待つような制御を行うことがユーザの効用の向上にはつながらないと言える．こ
れらの結果をまとめると，遅延ジッタと比較して End–to–End の遅延の増大によ
る影響が大きいが，End–to–Endの遅延の大きさがその許容限付近においては，メ
ディア内同期処理を行うことにより，ユーザの効用を向上させることができる．そ
のため，触覚を含むメディア内同期処理の効果はあることが分かった．
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図 4.8: メディア内同期処理に対する操作性: 遅延ジッタ (a)
4.7 むすび
本章では，遅延ジッタがシステムに与える影響とその対策について述べた．遅
延ジッタに対しては，音声，動画像メディアの伝送においてメディア内同期処理
が有効であことが知られているため，触覚を含むシステムにおいてもそれが通用
するかを検討した．メディア内同期処理においては，End–to–End の遅延の増大
と遅延ジッタの増大はトレードオフの関係にあり，それをコントロールすること
でユーザレベルの QoS を向上させることが課題となる．実際に，システムにメ
ディア同期を実装し，ネットワークにおいて正規分布に基づく遅延について評価
を行った結果，固定的な遅延の影響と遅延ジッタの影響を比較した場合，前者の
影響のほうが大きいことが分かった．しかしながら，遅延に対する許容限より低
い遅延の範囲でメディア内同期処理の有効性を見ることができた．
本章までは，ネットワーク QoSの劣化として，特に遅延の影響について述べて
きた．次章では視点を変えて，予測を用いたシステムの性能を改善する手法につ
いて検討する．
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図 4.9: メディア内同期処理に対する操作性: 遅延ジッタ (b)
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図 4.10: メディア内同期処理に対する操作性: 遅延ジッタ (c)
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第 5 章
予測を用いた触覚通信システムの改善
71
5.1 はじめに
本章では，予測を用いてシステムのネットワーク QoSの劣化に対する耐性を向
上させる手法について述べる．予測を用いて，既に受信した情報から現在提示す
るべき情報を更新することにより，ネットワーク上におけるパケット損失の補償が
可能となる．このような手法が有効である条件として，ネットワークで伝送され
る情報の時間的な相関が強い必要がある．本システムで送信される情報はオブジ
ェクト，またはカーソルの状態，すなわち位置，回転ベクトルであり，一般的にこ
れらは非常に強い相関を持つため，予測を用いた手法が有効になる．また，より
積極的に予測を用いた手法として，送信側で意図的に伝送する情報を削減するこ
とで，伝送量を削減することが可能となる．受信側から見れば，これはネットワー
ク上でパケットが損失したことと変わらないため，送信されなかった情報の補償
方法は類似点が多い．この情報量削減手法として，本章では単純に伝送レートを
削減する場合とDead Reckoningを用いた手法について検討する．Dead Reckoning
とは，伝送情報の削減によって発生する予測誤差を一定の閾値に抑えることがで
きる特徴を持つため，分散仮想空間システムにおいて非常に有用である．
5.2 予測・補間による損失データの補償
予測，補間はともに損失したデータを補償する手法である．これらを以下の状
況で利用する：
予測 パケット損失が生じた場合に行なう処理が予測である．受信側における仮
想空間の更新レートに合わせてパケットが届かなかったときに，予測器は過
去の情報から受信情報を予測して仮想空間の状態を更新する．また，再び受
信が始まったときに，予測によって更新した仮想空間の状態が，受信した情
報と異なるならば徐々に補正していく．
補間 情報の送信間隔を大きくした場合に行う処理が補間である．受信した情報
とその予測値とを利用して要求される更新レートに合わせて情報を補間して
いく．
送信間隔を大きする目的は情報量の削減である．前節で述べたように，本システ
ムにおいてサーバ–クライアント間で送信される情報は位置・回転ベクトルであり，
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伝送情報量は送信間隔の逆数と送信されるオブジェクト，またはカーソルの状態
の情報量に比例する．クライアントからサーバに送信される情報はカーソル情報
のみであるが，サーバからクライアントへ送信される情報は仮想空間の状態であ
り，仮想空間のオブジェクト数によって情報量が増大する．触覚デバイスの更新
レートに同期して仮想空間の状態の更新を行うには，クライアント，サーバ間に
おける伝送もそれに同期する必要がある．これにより，クライアント側での仮想
空間の更新が触覚デバイスの更新レートに追い付かなくなってしまうが，それを
補間によって補償する．そのため，特にサーバからクライアントに送信される情
報について，送信間隔を大きくすることにより情報量の削減が期待できる．
以下，予測と補間のアルゴリズムについて詳述する．また，説明の簡単のため
予測，補間の対象は位置情報に限定するが，回転ベクトルについても全く同様の
処理となる．
5.2.1 予測モデル
受信するタイミングにおいてパケットが届いていない場合，予測器は過去の受
信情報から損失した情報を予測する．触覚を含むシステムの場合，ネットワーク
を通して受信する位置情報の更新レートが高く自己相関が強いため，線形予測を
用いることにより，比較的よい精度で損失情報を予測することが期待できる．本
システムにおける予測手法では，過去に受信した位置情報から算出される速度・加
速度を用いる二次予測モデル，速度のみを用いる一次予測モデルがある．一般的
に，一次予測に比べて二次予測は，精度が高くなるが予測誤差が拡大しやすくな
る特徴を持つ．そのため，後述するバースト的なパケット損失に対する測定にお
いては，速度のみを利用した予測を利用した．以下に，それぞれの予測方法を示
す．
送信側において一定間隔 ∆T で位置情報が送信されると仮定し，時刻 tn = n ·
∆T に受信した位置情報を P r，tn とする．基点となる時刻 t0に対し，時刻 tN にお
ける予測位置 P l，tN は一次予測モデルでは式 (5.1)，二次予測モデルでは式 (5.2)
で表わされる:
P l，tN = P r，t0 + Nvt0 (5.1)
P l，tN = P r，t0 + Nvt0 +
N(N + 1)
2
at0 (5.2)
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ここで vt0 ,at0 はそれぞれ次式で表わされる:
vt0 = P r，t0 −P r，t−1 (5.3)
at0 = P r，t0 − 2P r，t−1 + P r，t−2 (5.4)
5.2.2 補正処理
パケット損失により予測を行ったあと，再び受信が始まると予測誤差により触
覚処理部の位置情報が受信した情報と異なっている可能性がある．そのため，再
び位置情報の受信が開始されたときに，ユーザに提示している位置情報と受信情
報が異なることが問題となる．そのため，既に提示している位置情報を受信情報
へ徐々に収束するよう補正処理を行う．
損失期間が長いほど予測誤差も大きくなる可能性が高く，その誤差を急激に補
正するとユーザは視覚的にも触覚的にも大きな違和感を感じると推測される．し
たがって，徐々に誤差を吸収して受信した情報へと補正することにより，滑らかに
値を変化させていくことでユーザへの違和感を抑制する．この補正が終了する時
間，つまり収束させる期間を tC とする．受信が再開した時刻 t0 を基点として tC
までの間は，予測器は予測用バッファに格納されている情報で予測を続け，補正
器により受信情報と予測値との重みつき線形和を補正途中の位置情報としてユー
ザに提示する．wn を時刻 tn での重みとすると，予測バッファで持っている情報
P l，tn と受信情報 P r，tn よりユーザに提示される位置 P c，tn は，以下のように算
出される:
P c，tn = wnP r，tn + (1− wn)P l，tn
ただし，w0 = 0 < w1 < · · · < wC = 1を満たす
(5.5)
最終的には P l = P r となり，ローカルの位置情報と受信情報を一致させる．補正
関数 wn は以下の関数を用いた：
wn = −2
( tn
tC
)3
+ 3
( tn
tC
)2
(5.6)
上記の関数は，tn = 0, tC において導関数の値が 0 になるという特徴を持つ．ま
た，実験においては tC は 50 ms とした．
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5.2.3 補間
前節までの手法は，部分的に受信情報が欠落する場合に対しての予測・補正で
あったが,送信頻度を下げて定常的に送信情報が間引きされているときは，参照で
きる位置情報が限定される．この場合，次の更新時刻に受け取ると予測される位
置情報は，通信の送信間隔を Tu とすると次式で表わされる：
P t=Tu = 2P r,t=0 − P r,t=−Tu (5.7)
P t=Tu = 3P r,t=0 − 3P r,t=−Tu + P r,t=−2Tu (5.8)
ここで，式 5.7は一次予測，式 5.8は二次予測である．次の更新時刻までの情報に
は外挿を用いて算出する．すなわち，予測された位置 P t=Tu をターゲットとして
現在受信した位置から，仮想空間の要求する更新レートで補間位置 P e,t を求めて
いく. 曲線的な動きに対応するため，受信した現在の位置から
vt=0 =
P t=Tu − P r,t=−Tu
2Tu
(5.9)
a =
2(P t=−Tu − vt=0Tu)
Tu(Tu + 1)
(5.10)
P e,t=τ = τvt=0 +
τ(τ + 1)
2
a+ P r,t=0 (5.11)
として加速度を用いて曲線的に補間していく.
5.3 Dead Reckoning による情報量削減
Dead Reckoningとは，分散仮想空間システムにおける端末間で伝送される情報
の削減を目的とした手法である．この手法の特徴的な点は，オブジェクトの軌跡
に関する予測モデルをあらかじめ端末間で共有し，それに基づき一定の誤差を許
容した上で情報の伝送の可否を判断することである．そのため，ネットワーク上
における情報損失がなければ，受信側におけるオブジェクトの位置と送信側にお
ける位置の誤差はあらかじめ定めた閾値を超えないという特長を有する．一般的
に位置情報は自己相関が高いため，予測モデルを適切に選択すれば大幅な情報量
削減が望める．しかしながら，予測モデルが適切でない場合は，誤差の増大を招
き，伝送情報量の増加，仮想空間の一貫性の破壊などが生じてしまう．従来研究に
おいて触覚を含むシステムにおいて伝送情報量削減を目的としてDead Reckoning
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が用いられたことはない．そこで，本研究では触覚を含むシステムにおいて適切
な予測モデルの考慮した上で，Dead Reckoning の適用可能性について検討した．
5.3.1 Dead Reckoning を用いた処理の流れ
本システムで用いた Dead Reckoning 手法は，送信情報を位置情報のみとする
Position History-Based Dead Reckoning (PHBDR)[33] に基づいている．以下，処
理の流れについて述べる：
• 送信側では物理シミュレーションなど通常の仮想空間の更新方法に従って，
によって仮想空間内のオブジェクトの位置情報を更新する．これを “真のオ
ブジェクト位置” と呼ぶ．
• 送信側では同時に，受信側で予測を用いていることを加味した上で受信側に
おけるオブジェクトの位置情報を推定する．この位置情報を “ゴースト位置”
と呼ぶ．
• 送信側において，真のオブジェクト位置とゴーストの位置の差があらかじめ
定めた閾値を越えたときのみ，真のオブジェクト位置を受信側へ伝送する．
• 受信側においては，通常は過去に受信した位置情報から予測を用いて仮想空
間の複製内のオブジェクト位置を更新し，送信側より位置情報を受信したと
きはそれで上書きする．
5.3.2 Dead Reckoning の実装
上記の処理において問題となるのが閾値であるが，受信側において位置情報を
受信したときには，その閾値に相当する距離だけオブジェクトが瞬間的に移動す
ることになる．そのため，瞬間的な移動がユーザに違和感を与えないように閾値
を定める必要がある．この値として，線形量子化による情報損失に対する検知限
となる量子化ステップ値 0.4 mmを用いた．この量子化ステップ幅の検知限は，筆
者らの従来研究 [34], [35]によって明らかにした値である．ここでの量子化幅は仮
想空間の必要とする空間解像度に相当し，その範囲において瞬間的にオブジェク
トが移動しても劣化が許容されると判断している．また，この値は PHANToM自
身の空間解像度 0.023 mm より十分に大きい値である．PHANToM 自身での空間
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解像度が高いのは，反力生成時のめりこみ深度に高い精度が必要とされるためで
あり，ここで用いるオブジェクト位置の解像度とは要求される値が異なる点には
注意が必要である．
次に，予測手法については，前節までで説明したが，過去に受信した 2 つの位
置情報より得られる速度を用いる一次予測と，3つの位置情報より得られる速度・
加速度を用いる二次予測の 2 つを利用した．このような予測モデルを選択したの
は，触覚を含むシステムの場合，線形モデルで比較的よい精度が実現できること
以外にも，複雑なモデルでは計算量の増大が問題となるためである．
5.4 予測・補間器による制御の評価
本節においては，バースト的に発生するパケット損失，および送信頻度の低減
の影響について示し，それに対し予測・補間器を用いたときの効果を検討する．図
5.1から 5.3は，バースト的な損失に対して予測による補償を行ったときの主観評
価結果である．これらの図において，“compensation” は予測器による損失パケッ
トの補償を行った場合，“without compensation” は補償を行わない場合を示して
いる．補償を行わない場合，パケット損失により仮想空間の更新情報が受信でき
ない場合は，前値をそのまま表示する (0 次ホールド)．
まず，バースト的な損失でない場合，すなわち短い区間のパケットの損失につ
いては，ほとんど劣化が発生しなかったため，ここではバースト的な損失の測定
のみを示したことをあらかじめ断っておく．バースト的に発生するパケット損失
についての MOS 値より，バースト長が長くなるとその分違和感が拡大すること
が分かる．予測を施さずにバースト的に情報が欠落したときには，前値がそのま
ま使われるため，オブジェクトが動かなくなり，再び受信したときには瞬間的に
移動してしまう．これらは被験者にとって触覚的・視覚的に違和感を感じる原因
となる．一方，予測・補正を用いることによって，これらの違和感を取り除くこと
が可能であり，物体表面の触った感覚を改善することできることが示されている．
図 5.4 から 5.6 までには，送信頻度低減に対して，補間による補償を行ったと
きの主観評価結果を示す．これらの図において，“extrapolation” は補間を行った
場合，“without extrapolation” は補間を行わない場合を示している．通信の送信
頻度を下げるということは，受信側にとっては定常的に損失が起こっていること
と同じであり，予測・補間を行なわない場合は劣化が著しくなる．補間を行わな
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い場合，表面の感覚の主観評価結果を見ると送信間隔が 5 ms までは劣化を感じ
ないが，それ以上の間隔にすると劣化が発生することが分かる．3.3 節の検知限，
許容限の基準からでは，“表面の間隔” に対し送信間隔がそれぞれ 15 ms, 30 ms
程度となっている．これに対して予測・補間を用いた場合は，触覚を劣化をさせ
ずに通信の送信頻度を下げられることが確認できる．
これらの結果は，バーストなパケット損失に対して，予測・補間の有効であるこ
とを示している．しかしながら，この結果は “ネットワーク QoS の劣化に対処す
ることができた”と判断するより，“触覚デバイスの更新間隔に同期して仮想空間
の状態更新メッセージを送信することが冗長である” と判断するのが妥当であろ
う．実際，予測・補間を行った場合，100 ms 程度の送信間隔にしても劣化はほと
んど検知されていない．そのため，現実的なシステムの設計においては，予測・補
間を前提として，送信間隔を触覚デバイスの更新間隔より大きな値に設定し，そ
の上で損失の問題について検討する必要があるだろう．そのような場合の設計に
おいても，依然として本実験の結果は有用であるが，送信間隔の大きさはアプリ
ケーションに依存していることに注意する必要がある．すなわち，動きの変化が
激しい場合は，一次予測のみで対処することは困難であろうし，送信間隔も小さ
い値とする必要ある．逆に動きの変化が少ない場合は送信間隔は大きい値とする
必要がある．アプリケーションごとに必要とされる送信間隔を定めることは QoS
マッピングを手動で行っていることに等しく，本手法の本質的な問題点であるが，
この問題に対しては Dead Reckoningが 1つの解となる．すなわち，Dead Reckon-
ingにおいても閾値を定めるという問題があるが，この閾値はアプリケーションレ
ベルでの値であるため，送信間隔を手動で定めるより直感的である．Dead Reck-
oning とは閾値より送信間隔を自動的に定めているため，ユーザレベルの QoS と
ネットワークレベルの QoS を自動的にマッピングしているとみることもできる．
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図 5.1: 予測器の特性: バースト的なパケットロスに対する主観評価：操作感
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図 5.2: 予測器の特性: バースト的なパケットロスに対する主観評価：触感
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図 5.3: 予測器の特性: バースト的なパケットロスに対する主観評価：達成感
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図 5.4: 送信頻度の低下に対する主観評価結果：操作感
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図 5.5: 送信頻度の低下に対する主観評価結果：仮想物体表面の感覚
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図 5.6: 送信頻度の低下に対する主観評価結果：達成感
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表 5.1: Dead Reckoning の評価: QoS 劣化がない状態での平均送信間隔
予測手法 (状態) 平均送信間隔 [ms] 変動係数
一次予測 (接触時) 22.8 0.28
一次予測 (非接触時) 14.5 0.015
二次予測 (接触時) 52.7 0.21
二次予測 (非接触時) 215.0 0.39
5.5 Dead Reckoning の評価
本節においては，システムにおける Dead Reckoning の評価結果とその考察に
ついて述べる．Dead Reckoning の評価においては，まず QoS の劣化がない状態
における予測手法の比較を行い，その結果から触覚を含むシステムにおいて有効
な予測手法について検討する．次に，その予測手法を用いてネットワーク QoSの
劣化が Dead Reckoning に与える影響について検討する．
表 5.1 はネットワーク上における QoS 劣化がない状態において，一次予測，二
次予測を用いた場合の平均送信間隔を示している．平均送信間隔の逆数が伝送量
に比例するから，この値が小さいほうが効率が良いことを示す．同表において “
接触時” と “非接触時” はそれぞれユーザの操作するカーソルがオブジェクトと
接触していない場合，接触している場合を示している．このように分類したのは，
それぞれの状態においてオブジェクトの動きが全く変わるためである．また，変
動係数 (Coeﬃcient of Variance)とは，送信間隔の標準偏差を平均送信間隔で除し
た値である．この値が小さいことは，サーバ側からのパケットの送信が一定間隔
に行われていることを示している．
この結果によると，どちらの場合においても二次予測を用いたときのほうが良
好な結果を示している．カーソルとオブジェクトが接触していない場合，オブジェ
クトの動きを支配するのは Y 軸方向は重力による等加速度運動，X 軸は等速運
動であるから，二次予測の効率がよくなるのは当然である．一方，カーソルと接
触している場合の結果はアプリケーションに強く依存するが，その場合において
も二次予測が有効であることは，今回のアプリケーションでは二次予測が一次予
測より適切であることを示している．また，今回用いた多項式の予測手法の場合，
高次項を用いるほど予測精度は向上するが，予測外れが生じた場合に誤差が急激
に増大することを留意する必要がある．
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表 5.2: Dead Reckoning の評価: QoS 劣化がある状態での平均送信間隔
QoS 劣化状態 平均送信間隔 [ms] 変動係数
劣化なし 52.7 0.21
一定遅延 100 ms 48.6 0.18
遅延ジッタ (a) 50.2 0.23
遅延ジッタ (b) 48.2 0.17
遅延ジッタ (c) 44.9 0.20
以上より，今回のアプリケーションにおいては二次予測が効果的であることが
分かった．そのため，QoS の劣化による影響の測定については，全て二次予測を
用いて行った．表 5.2 は，4.5 節で示した遅延系列 (a), (b), (c)，一定遅延 100 ms
に対して Dead Reckoning を行ったときの結果である．それぞれの場合における
平均送信間隔の違いはわざかではあるが，以下のことが推測される．まず，遅延
ジッタが大きくなることにより，平均送信間隔が小さくなっている．また，遅延
ジッタ (b) はほとんどが [20 ms, 80 ms] の範囲で変動する遅延であり，一定遅延
100 msと比較してほとんど効率が変わっていない．そのため，Dead Reckoningに
おいては，遅延ジッタの影響が大きくなることを示していると言える．これは，遅
延が常に一定の値場合，サーバ側で予測しているゴースト位置の軌跡はクライア
ント側の出力している軌跡と完全に一致するが，遅延ジッタの存在によりこれら
の軌跡が一致しなくなる．そのため，クライアント側で操作している仮想空間と
サーバ側の真の仮想空間とのずれが大きくなる．そのようなオブジェクトを操作
している場合，被験者の操作するオブジェクトの軌跡は二次予測に当てはまらな
くなっているものと推測される．
5.6 むすび
本章では，予測を用いたシステムの性能改善手法として，パケット損失に対す
る補償と，伝送量の削減手法について述べた．これらの実験結果によると，どち
らに関しても大幅なシステムの性能改善が見られた．しかしながら，この結果は
サーボループに同期して，情報を伝送することが冗長であることによるところが
大きい．そのため，本章において用いた手法及び結果は，システムの性能改善と
しての側面も示したが，遅延に関する検討と同様に，システムのネットワークに
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図 5.7: Dead Reckoning を行ったときのパケット送信数の変化: jitter (a)
対する要求と捉えることが妥当である．また，Dead Reckoning に対する結果につ
いては，ユーザレベルの QoSを補償した上で伝送量を決定しているため，アプリ
ケーションレベルとネットワークレベルの QoSのマッピングを与えるものとして
有用である．
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図 5.8: Dead Reckoning を行ったときのパケット送信数の変化: jitter (b)
0
20
40
60
80
100
10000 20000 30000
N
um
be
r o
f p
ac
ke
ts
 [p
ps
]
time [ms]
図 5.9: Dead Reckoning を行ったときのパケット送信数の変化: jitter (c)
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第 6 章
マルチユーザ環境における評価
87
6.1 はじめに
これまで述べたネットワーク QoS劣化の問題は，主に 1クライアントとサーバ
間における問題であった．このようなネットワーク QoS の基本的な影響に加え，
本章ではシステムに複数ユーザが参加するときの問題点について検討する．複数
ユーザが参加する仮想環境の場合，1 対 1 の問題が存在した上で，分散環境特有
の問題が発生する．まず，各クライアントとサーバ間の遅延の違いにより，クラ
イアント間で仮想空間の提示にずれが生じることである．これは，分散同期の問
題としてよく知られている．分散同期制御とは，クライアント間で提示する仮想
空間の状態を同期させる手法であり，この必要性についてはアプリケーションに
依存する点があるが，本章では分散同期処理がユーザレベル QoSに与える影響に
ついて検討する．また，これとは別に分散環境において，触覚を用いて意思疎通
を行ったときに，遅延が与える影響についても検討する．具体的にはリモートで
の習字システムを想定したナビゲーションシステムを構築し，触覚を用いた意思
疎通にネットワーク QoS の劣化として遅延の与える影響について測定した．
6.2 マルチユーザ環境における分散同期
複数のクライアントが存在する場合，それぞれの端末が接続されているネット
ワーク環境の違いにより，サーバとクライアント間の伝送遅延が異なる．これに
より，サーバによってマルチキャストされた情報が各クライアントに到達する時
刻が異なってしまう．そのため，複数クライアントで同時刻に情報を提示するた
めの制御を分散同期制御と呼ぶ．
分散同期制御における基本的な制御方針は，最も遅延の大きいクライアントに
合わせて他のクライアントが待合わせをすることであるが，このような方針で制
御を行うと，End-to-End での遅延が増大する傾向になり，それによってシステム
の性能が落ちる可能性がある．もちろん，アプリケーションの性質によっては，例
えば公平性の観点からすれば，分散同期は必須の制御である．そのため，本研究
では協調作業の達成度の観点から分散同期の必要性について実験を行った．実験
においては分散同期を行わない場合の遅延と，理想的な分散同期を行った場合に
得られる遅延について評価を行い，その結果から必要性について検討する．以下，
実験の概要について述べる．
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図 6.1: 分散同期評価用タスク
実験におけるクライアント数は 2 であり，片方のクライアントがサーバの機能
を兼ねるようにした．すなわち，サーバを兼ねるクライアント (クライアント 1)
におけるサーバまでの遅延時間は 0 とみなす．ここで，サーバと 2 クライアント
間の遅延の大きさが，n1, n2 であるときの遅延の状態を {n1, n2} で表わすとする．
2 クライアント間の遅延の大きさを n とした場合，分散同期を行わない場合の遅
延は {0, n}となり，理想的な分散同期を行った場合の遅延は {n, n} である．実際
の環境において，このような理想的な分散同期を行うことは困難であるが，本章
では理想的な分散同期が実現された場合を比較することによって，分散同期の必
要性について検討する．また，実験におけるタスクは 3.3 節で述べた実験方法と
同様であるが，ユーザ数が 2 であるため，2 人の被験者が仮想物体を両側から挟
み込むことにより保持して制御を行う．タスクの様子を図 6.1 に示す．
6.2.1 挟み込みタスクに対する評価
ネットワークを介した複数の端末間での同期の必要性をみるために，本実験で
は 1対 1 通信 (Peer–to–Peer) モデルで，ユーザ間で同期をとった場合，ユーザ間
で同期をとらないで触覚提示を行った場合について比較を行った．
図 6.2 から図 6.5は，クライアント数 2 において一方のクライアントがサーバ
の機能も兼ねるときの両クライアント間の遅延時間に対する評価結果である．図
において “without synchronization” は，クライアント間における同期処理を行わ
ない場合で，片方のクライアント (クライアント 1) とサーバ間の遅延時間は 0，
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図 6.2: 分散同期時の平均遅延時間に対する特性 (クライアント数 2)：操作感
他方のクライアント (クライアント 2) とサーバ間の遅延がパラメータとなってい
る．“with synchronization” は，クライアント 1において，両クライアント間の遅
延時間だけ出力の待合わせを行うことにより，クライアント間の同期が完全に取
れている状態を仮定している．両クライアントそれぞれとサーバ間の遅延時間は
等しく，それが評価パラメータとなっている．
これらの図より “without synchronization”の方が良好なことが分かる．これは，
クライアント 2 とサーバ間に遅延が存在する状況下においては，両クライアント
で仮想物体を保持するが，制御を主にクライアント 1 が行うため，同じ遅延環境
下において同期処理を行った場合と比較し良好な結果になったと思われる．この
結果は評価におけるタスクに依存している可能性があるが，マルチクライアント
型の音声・動画像通信を行うには，各クライアントとサーバ間の遅延が等しくな
るような分散同期を行う必要があったが，本システムにおいては，そのような処
理を行っても QoSが向上するとは限らない可能性があることは注視すべき結果で
ある．
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6.2.2 バランスを必要とするタスク
上記の挟み込みタスクで得られた結果には，タスクによる依存性があったため，
本節では別のタスクを用いて分散同期の必要性について検討する．具体的には，2
人のユーザが協力しないと達成できないタスクを課し，その結果より端末間の待
ち合わせの必要性について検討する．以下タスクの設定と評価方法について述べ
る．実験におけるオブジェクトの自由度は 4 であり，サーバではクライアントよ
り送られてくる PHANToM のカーソル位置より，Spring-Damper モデル [11] に
基づいてオブジェクトの位置及び回転ベクトルを更新する．ただし，回転は Z 軸
を中心とした回転に限定する．これは任意の方向に回転するオブジェクトを制御
するのが非常に困難であったためである．実験で利用した PHANToM の出力自
由度は 3 であるためユーザはトルクを受けない．想定する状況として，1 ユーザ
が主に制御することでタスクを達成することを困難にすることがあるが，これは
PHANToMが 1点の点接触型デバイスであること，オブジェクトが回転すること
により実現される．
仮想空間には，2クライアントそれぞれの PHANToM カーソル，操作対象とな
るオブジェクト，ゴールを示す球を配置する．オブジェクトは直方体で横幅を長く
した板状になっている．ユーザはそれぞれオブジェクトの両側を下から支えるこ
とで，オブジェクトの回転を抑えるようにバランスを取りながら，オブジェクト
をゴールに向けて動かす．ゴールは仮想空間中のランダムな位置に配置され，オ
ブジェクトの中にゴールが入ると新たな位置にランダムに移動する．オブジェク
トとゴール間の反力計算は行わない．また 1タスクの時間は 20秒であるが，ユー
ザがオブジェクトを持ち上げてから 3 秒経つまではオブジェクトを回転しないよ
うにした．これは，最初に回転するオブジェクトを持ち上げることが困難である
ため，オブジェクトを安定して支えた状態からタスクを実行するためである．タ
スクの様子を図 6.6 に示す．
実験におけるネットワーク環境は以下の通りである．システムの構成は 1 サー
バ，2 クライアントの構成であり，挟み込みタスクの評価とは違い，サーバとク
ライアントは別のノードである．サーバとクライアント間にはそれぞれの独立に
一定遅延がかかっている．一定遅延の大きさは往復遅延で 0, 30, 60, 90, 120 msで
あり，それぞれの組み合わせ計 25通りの環境下でタスクを行う．遅延の提示順序
は 3.3 節で示した手順と同様であり，被験者は劣化状態でのタスク終了後に，“オ
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図 6.6: バランスを必要とするタスク
ブジェクトの操作感” と “協調作業” に関して五段階で評価を行う．また，タスク
中において，分散同期処理は行っていないが，例えばサーバと 2 クライアント間
の遅延の大きさが 0, 120 ms のときと，120, 120 ms のときの結果を比較すること
により，待合わせ制御が必要となるかについて評価する．
6.2.3 バランスを必要とするタスクの評価
図 6.7 はバランスを必要とするタスクにおいて “操作感” について評価した結
果である．横軸は被験者の属するクライアントとサーバ間の往復遅延を表わすが，
この図には相手側の遅延の大きさに関する情報は含まれていない．同図より，操
作感に関する主観評価結果は，ほぼ遅延の大きさに依存していることが分かる．こ
れは，分散環境においてもオブジェクトの操作感は，相手側の遅延の大きさによ
らず，自クライアントとサーバ間の遅延の影響が大きいことを示している．その
ため，この結果の傾向については 3.5 節の 1 ユーザ時における一定遅延に対する
結果と同様であると言える．
次に，図 6.8 6.9 はともに協調作業に関する評価結果である．協調作業に関す
る結果に関しては，3.5 節で示した操作性に関する遅延の許容限と比較して，自
クライアントとサーバ間の遅延が十分に小さいか否かで分けている．同図におい
て，凡例に書かれている遅延が自クライアントとサーバまでの往復遅延，横軸の
値は相手クライアントとサーバまでの往復遅延である．自クライアントの遅延が
十分小さいときの評価結果である図 6.8 によると，協調作業に関する主観評価結
果は相手側の遅延の影響が大きいことが分かる．この結果は，6.2.1節における挟
み込みタスクの結果と同様であり，この場合においても待合わせ制御を行うこと
で，ユーザレベルの QoSが下がることが分かる．また，自クライアントの遅延が
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図 6.7: バランスを必要とするタスクの特性：操作感
許容限付近のときの評価結果である図 6.9 によると，協調作業に関する主観評価
結果は相手側の遅延に依存していないことが分かる．そのため，このような場合，
分散同期がユーザレベルの QoSを下げる原因とならないと言える．この原因とし
て，以下が推測される．すなわち，両クライアント間の遅延の大きさの差が大き
いときは，遅延の小さい方の被験者はオブジェクトを自由に操作することができ
る．しかしながら，遅延の大きい方の被験者は相手側ユーザの動きに追従するこ
とができず，バランスを取ることが難しくなったと考えられる．一方，両クライ
アントの遅延の差がない，もしくは小さいときには両被験者の操作性がほぼ同じ
であり，このような場合，遅延の増加による操作性の劣化が存在しても，バラン
スを取るという作業に関しては一定の達成感が得られたものと思われる．
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図 6.8: バランスを必要とするタスクの特性：協調作業 (遅延低)
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図 6.9: バランスを必要とするタスクの特性：協調作業 (遅延高)
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6.3 触覚を用いたナビゲーション
これまで述べてきたシステムでは，サーバにおいて仮想空間上のオブジェクト
を管理し，クライアント間でそれを共有することでコラボレーションを実現して
いた．これに対し，クライアント間で直接相手に反力を伝えることでコラボレー
ションを実現することもできる．具体的にユーザがバネの両端を持ったモデルに
おいて，お互いを引っ張り合うことで，相手を自分の意図した位置にナビゲーショ
ンすることができる．このような非常に簡単な仕組みであっても，相手に自分の
意思を触覚を用いて伝達することは音声，動画像のみのコラボレーションとして
新しい可能性がある．ナビゲーションに触覚を用いて相手に意思を伝達すること
は，習字，外科手術のような教示システムにおいて非常に直感的であり，大くの
アプリケーションが期待される．そこで本研究では，このようなナビゲーション
において触覚を利用することの効果について評価を行う．
評価において特に注目するのは，これまでと同様にコラボレーションにおける
ネットワーク QoS劣化の影響である．すなわち，このようなシステムは，教示す
る側のユーザ (教師) と教示される側のユーザ (生徒) が遠隔地にいても実現され
ることが望ましく，その場合，本研究が対象としてきたネットワーク QoS 劣化の
問題を避けることはできない．そのため，ここでは特に遅延の影響について検討
した．
6.3.1 ナビゲーションシステム
システムは二つの端末による Peer-to-Peer 型のアーキテクチャであり，各端末
において仮想空間の全ての状態を保持し，それぞれの端末で管理する情報をネッ
トワーク通じて相互に伝送することで仮想空間の共有を行う．各端末において管
理する情報とは端末における PHANToMのカーソルの状態 (仮想空間上における
位置情報)である．また仮想空間のサイズ，各オブジェクトのサイズ，物理的特性
といったパラメータはあらかじめ各端末で保持しているものとする．受信した相
手端末の情報は自端末の仮想空間の状態にコピーし，それをディスプレイ上に表
示することで相手端末のカーソル位置を知ることができる．また端末間の伝送プ
ロトコルには UDP を用いた．
本システムでは一方のユーザが他方のユーザを拘束力を用いてナビゲーション
して文字を書く．具体的にはそれぞれの端末において，仮想空間における自端末
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のカーソル位置 P sと相手端末のカーソル位置 P p間の距離に比例させた力 F cを
以下の式で定義する：
F c = k · (P p −P s), k > 0 (6.1)
また仮想空間上には紙として剛体の面を置き，その上をカーソルが接触したとき
は面上にカーソルの通った軌跡が表示される．カーソルと剛体間には 2.3 節で述
べた Spring–Dumperモデルによって反力と摩擦を発生させる．
上記のシステムを用いて，コラボレーションにおけるネットワーク QoSの劣化
要因として遅延の影響，触覚を用いることの影響についての調査を目的として主
観評価実験を行った．以下，実験手順，評価方法などについて述べる．
6.3.2 評価方法
システムの評価には，被験者がタスクを行った後に質問に答える主観評価と，タ
スク実行時に測定される客観的なパラメータを用いた評価を行った．以下，評価
方法について詳述する．主観評価方法では 3.3節で述べた二重刺激劣化尺度法 (DSIS:
Double Stimulus Imapirment Scale) を用いた．遅延については {0, 10, 30, 50, 100,
150, 200, 300} ms の 8 通りについて評価した．上記の遅延をランダムに提示し，
計 16 回のタスクをもって 1 セットとした．被験者にはあらかじめ遅延がない場
合，遅延がある場合が交互に繰り返されることは伝えておくが，遅延の大きさに
ついては知らせない．被験者は評価状態のシステムを用いてタスクを行った後に，
触覚デバイスの操作感と協調作業の精度について評価する．協調作業の精度とし
ては teacher 側のユーザは “student 側のユーザが自分の意図した方向に追従して
いるか”，student 側のユーザは “teacher側のユーザが意図している方向が分かる
か” について評価を行う．図 6.10 にタスクの様子を示す．また，タスク後に stu-
dent 側のユーザは teacher 側のユーザが書いた文字が何であるかについても答え
る．また，評価語としては表 3.1 の五段階評価を用いた．
上記の主観評価に加えて，システムの客観的な評価値としてタスクに要した作
業時間を計測する．作業時間は teacher 側で測定し，teacher 側がカーソルを動か
し始める時間から，teacher 側, student 側双方のカーソルが文字の終端に逹した
時間までとした．また，作業時間は指定された文字によって変化するため作業中
のカーソルの移動距離も同時に測定し，それによって規格化された作業時間を評
価値として用いる．
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図 6.10: リモートナビゲーションシステム
実験ではシステムの遅延に対する影響とともに，システムにおける触覚の役割
を評価するために，上記のタスクを触覚を提示せずに視覚のみで行う場合につい
ても行った．触覚と視覚の両方を提示する場合には主観評価と客観評価の双方を
用いて評価を行うが，視覚のみを用いた場合には客観評価のみを用いた．これは
以下の二つの理由による：
• 視覚のみを用いた場合，触覚に対する操作感が評価できないこと
• ユーザは，触覚が提示されているか否かをあらかじめ知ることができるため，
双方の比較に主観評価を用いることが不適切と判断したため
また実験結果を一度検討した結果，文字の種別によってユーザの主観評価，作業
時間に差が出ることが分かった．これについて詳細に検討するために，片仮名よ
り単純であるアルファベットについて文字種別ごとの評価を行った．
6.3.3 固定遅延に対する特性評価
システムの評価実験結果について述べる．以下，全ての図において信頼区間は
95％ として表示している．被験者数は 10 人であり 21 ～ 26 歳の男女であった．
student 側のユーザの文字認識率はほぼ全ての状態において 100％であったため，
以下の認識率に関する検討は行わない．
図 6.11, 6.12に触覚を提示したときの主観評価結果として，teacher 側，student
側それぞれ操作感，協調作業の評価について示す．これらの実験結果より以下が
導かれる：
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• 操作感，協調作業に対する評価双方について，teacher側の評価が student側
の評価と比較して低い値となった
• student 側の評価は遅延による影響が小さい
• teacher 側の評価では操作感に比べると協調作業に対する評価のほうが遅延
による影響が強い
まず teacher側と student側における遅延に対する劣化度合いの違いであるが，こ
れは student 側のユーザから見たときのネットワーク遅延は，teacher 側の端末か
ら student 側の端末の一方向の伝送についてのみ影響しているのに対し，teacher
側のユーザはカーソルを動かしているときに student 側の動きを確認する必要が
あるため “teacher→ student→ teacher”の双方向の伝送における遅延が影響して
いたためである．次に操作感と協調作業の評価に対する違いであるが，これはオ
ブジェクトを介した複数ユーザのコラボレーションと比較して検討する．オブジェ
クトを介したシステムの場合，触覚デバイスの操作感に対する遅延の影響が大き
かった．これは触覚デバイスにおける “位置入力 → 力出力” のサーボループに
ネットワークが介在していたため，遅延，パケット損失といった QoS劣化が大きく
影響していたためである．それに対して本システムのようにオブジェクトを介さ
ない場合，触覚デバイスのカーソルと剛体間の接触に関してはその制御ループの
中にネットワークが介在しないため遅延の影響はほとんどないと推測される．ま
た拘束力については，遅延の存在により双方のユーザの端末に表示される位置情
報がずれるため，それによる違和感が発生するが，これはユーザ間のコラボレー
ションのレベルにおける違和感であり，制御レベルにおいての違和感はほとんど
発生しなかったといえる．
図 6.13, 6.14 に触覚と視覚を提示したときと視覚のみを提示したときの比較と
して，それぞれ協調作業に対する主観評価結果，規格化された作業時間をついて
示す．同図において “V” は視覚のみを提示した状態，“H+V” は触覚，視覚を両
方提示した状態を表す．これらの実験結果より以下が導かれる：
• 触覚を提示する場合，提示しない場合双方について遅延の影響はみられた
• 主観評価については触覚を提示しない場合のほうが高い評価となったが作業
時間は触覚を提示する場合のほうが短い
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主観評価が視覚のみの場合に評価値が高くなっていたのは，触覚を提示しないこ
とによりユーザにとって違和感が分かりにくかったためと推測される．この結果
については触覚を提示しない場合の主観評価方法をより検討する必要があるが，触
覚を提示した状態のほうがユーザは遅延の影響を感じやすいといえるだろう．ま
た作業時間について比較すると触覚を提示した場合のほうが短い時間となってい
る．これは触覚を提示することにより視覚のみの場合と比較して，双方のユーザ
が相手側のユーザの意図する動きを容易に知ることができるためである．視覚の
みの場合，ユーザは目視のみによって相手側のユーザの動きを判断するため，ユー
ザの負担が大きくなったと推測される．
図 6.15に文字種別の主観評価結果について示す．文字種別の実験においてはア
ルファベット 10 文字に対し遅延 {70, 100, 150} ms の 3 通りについて評価した．
同図より，遅延に対する影響の大きい文字を見ると，曲線が含まれている文字が
多い．これは以下のように説明できる．タスク中に student 側のユーザが teacher
側のユーザの動きに追従するのは，遅延の大きさに関わらず直線的な動きに比べ
カーブのときに困難になっていると推測される．直線的に動いている場合，遅延
があっても teacher側から student側に伝わる力の方向は変わらないため，評価値
はそれほど下がらない．しかしながら遅延大きい場合，カーブのところで teacher
側が力の方向を変えたのを student 側がすぐに認識できないため評価が下がる．
6.4 むすび
本章においては，触覚を含むシステムに関して，分散環境に特有の問題につい
て検討した．分散同期制御については，公平性などを考慮すると，アプリケーショ
ンによっては必須の処理となるが，それがユーザレベルの QoSにどのように影響
するかを知る必要がある．そのため，本章では，2ユーザでオブジェクトを挟み込
むことによって操作するタスクを行った．その結果によると，分散同期制御を行
わないほうがユーザレベルでの QoSが高いことが分かった．しかしながら，この
結果はアプリケーションの性質に影響されるため，別のタスクとして 2 ユーザの
バランスを必要とするタスクについても評価を行った．その結果においても，分
散同期制御を行わないほうがユーザレベルの QoSが高かったが，分散同期制御を
行っても QoS が下がらない場合が見られた．
また，分散環境において触覚を用いて意思疎通を行ったときに，遅延の与える
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図 6.11: リモートナビゲーションの主観評価結果：操作感，触覚あり
影響についても検討した．具体的には，触覚を用いたナビゲーションシステムに
おいて，遅延が与える影響を測定した．その結果によると，遅延は制御レベルで
はほとんど影響しないが，アプリケーションレベルにおいては強い影響を持つこ
とが分かった．また，同一のアプリケーションにおいてもユーザの役割りによって
遅延の影響が変わることもみられた．このような結果は，触覚を含むシステムを
構築する場合においては，遅延の影響を一元的に決定することはできず，アプリ
ケーションの性質を考慮した上で，検討する必要があることを示しているだろう．
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図 6.12: リモートナビゲーションの主観評価結果：協調作業，触覚あり
 1
 1.5
 2
 2.5
 3
 3.5
 4
 4.5
 5
 1  10  100  1000
M
ea
n 
O
pi
ni
on
 S
co
re
Delay ms
H+V
V
図 6.13: リモートナビゲーションの主観評価結果：協調作業，触覚あり/なし
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図 6.14: リモートナビゲーションの作業時間：触覚あり/なし
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図 6.15: 文字種別ごとの主観評価値の変化：操作感
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7.1 本論文の主たる結果
本研究では，QoSを補償しないネットワーク上においても触覚を含むコラボレー
ションを実現することを目的として，ネットワーク QoSの劣化に適応できるシス
テムを提案した．本システムにおいては，ネットワーク遅延に対する耐性につい
て考慮し，パケット損失，帯域の制限に対しての対策を施している．このような
システムにおいては，ネットワーク QoSの劣化が与える影響を主観評価によって
評価する必要があるが，触覚を含むシステムにおいては，ネットワーク QoSの劣
化に対する評価方法が確立されていなかった．そのため，本稿ではシステムの評
価手法を定め，それに基づいてネットワーク QoSがシステムに与える影響につい
て測定を行った．以下に本研究における主たる結果について示す：
• ネットワークにおける遅延が与える影響を考慮したシステムを構成した．こ
のシステムはサーバ–クライアント型の構成であり，クライアント側におい
て反力を生成することで，触覚の制御ループに遅延が直接的に影響せずに遅
延耐性が向上する．このシステムを用いて，固定的な遅延がユーザの操作性
に与える影響を測定した．測定結果より，ネットワーク遅延が RTT (Round
Trip Time)で，30 ms程度からユーザに検知され，100 ms程度を超えると操
作性が著しく劣化することを示した．許容される遅延の大きさはネットワー
ク伝送に最も基本的な値であり，今後のシステム開発に有用であるだろう．
• 遅延ジッタの問題に対しては，従来より音声・動画像のおいて用いられてき
たメディア内同期処理が触覚メディアについても有効であるかを検討した．
メディア内同期処理とは受信側におけるバッファ管理方式である．メディア
内同期処理においては，“End–to–Endの遅延と遅延ジッタ”の間にトレード
オフの関係が存在し，それを制御することで QoS を向上させることができ
る．しかしながら，触覚メディアにおいてもこのようなトレードオフが存在
しているかは不明であった．本研究においては，実験により触覚メディアの
伝送においても同様にトレードオフの関係が存在することを示し，メディア
内同期処理を行うことによって，QoS を改善できることを示した．
• 予測を用いてシステムの性能を向上させる手法について提案した．端末間を
結ぶネットワークの伝送情報量の制限に対しては，サーバからの情報の送信
頻度を低減させることによって情報量を削減する．これによって削減された
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情報は予測によってその補償を行う．また，積極的な情報量削減手法として，
従来より分散仮想空間システムで用いられてきた Dead Reckoning を触覚を
含むシステムに適用した．Dead Reckoning ではオブジェクトの軌跡に関す
る予測モデルを定め，それを用いてオブジェクトの状態の送信間隔を削減す
る．この手法では，送信間隔の削減によって発生する受信側の誤差をあらか
じめ定めた閾値の範囲に収めることができる特長を持つ．Dead Reckoning
を用いた結果，平均送信間隔を，サーボループに同期して送信した場合の 1
ms から，ユーザレベルの QoS を一定の品質で保ったまま 60 ms 程度まで
削減できることを示した．
• 触覚メディア伝送おいて，複数のユーザが参加する分散環境特有の問題とし
て，最も基本的な制御である分散メディア同期がユーザに与える影響ついて
評価した．サーバ–クライアント型のシステムにおける分散メディア同期で
は，サーバからの遅延が最も大きいクライアントに合わせて待合わせ処理を
行うが，それにより End–to–End の遅延が増大する傾向にある．そのため，
タスクの達成度の観点から分散同期がユーザレベルの QoS に与える影響を
測定した．その結果によると，触覚を用いた協調作業において，分散メディ
ア同期を行わないほうがシステムの特性が向上することが見られた．これは
音声・動画像とは違い触覚メディアに特徴的な結果であると言える．しかし
ながら，この結果は公平性の観点などアプリケーションに依存する点がある
ため，別のタスクについても検討する必要があるだろう．
• 上記のネットワーク QoS 劣化に対する基本的な影響に加え，触覚を用いた
ユーザ間での意思疎通にネットワーク QoS の劣化が与える影響について検
討した．具体的には遠隔地間での文字の教示を想定して，触覚を用いたナビ
ゲーションシステムを構築した．このシステムにおいて，操作性といった制
御レベルの劣化に加え，アプリケーションレベルにおける劣化について測定
した．その結果によると，このようなアプリケーションにおいては，ネット
ワーク QoS の劣化は操作レベルよりも，アプリケーションレベルにおける
劣化が顕著であることが分かった．このような結果は，触覚を含むシステム
を構築する場合において，遅延の影響を一元的に決定することはできず，ア
プリケーションの性質を考慮した上で，検討する必要があることを示してい
るだろう．
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7.2 今後の課題
本研究では，触覚を含む分散仮想空間システムにおいて，ネットワーク上で発
生する QoS劣化要因に対するシステムの基本的性質について，統一的な評価手法
に則って評価した．また，その評価結果に基づき QoS劣化に対して動的に対応で
きるシステムを検討した．今後，このようなシステムをより広範囲に実現してい
く上で課題となる事項を挙げておく．
広範な環境でのシステムの評価
本論文で評価手法と導出した QoS パラメータの妥当性について検討するため
に，広範な環境での評価が必要となる．具体的には，触覚デバイスを用いた操作
を分類することにより，複数のタスクを設計し，それらについても本論文で示し
たネットワーク QoS パラメータが通用するか検討する必要がある．
輻輳制御手法の検討
本論文における伝送量削減手法は，ユーザレベルの QoS を考慮した上で伝送
量削減の限界を求めたものであり，ネットワークの状況に対応した制御としては
不十分である．本システムでは伝送に UDP を用いているため，輻輳制御の機能
は組込まれておらず，現実的にインターネット上で触覚メディアを伝送するには，
ネットワークの混雑状況に対応した輻輳制御が必要となる．そのため，本論文で
用いた送信レートの間引き，Dead Reckoning といった手法を発展させた輻輳制御
を開発することが今後の課題となる．
触覚伝送プロトコルの実装
本システムにおける伝送情報のフォーマットに関しては全て独自フォーマット
であった．今後，触覚を含むシステムを広めていく上では，インターネット上の
既存の標準動向との整合性を検討することが必要である．リアルタイムメディア
の伝送フォーマットとして RTP (Real-time Transport Protocol) [36]が標準的であ
る．RTP ではシーケンス番号，タイムスタンプなどが規定されており，触覚情報
を RTP上で伝送する場合には，その Payload Formatについて検討する必要があ
る．また，Virtual Reality 関連の分野では，分散仮想空間のための標準的なプロ
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トコルとして IEEE 1278 の DIS (Distributed Interactive Simulation) [37], VRTP
(Virtual Reality Transfer Protocol) [38] がある．これらの既存プロトコルをベー
スに，本論文の成果を触覚伝送プロトコルとして実装することは，今後のシステ
ム開発においては非常に重要である．
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