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1. Introduction
This paper is an investigation of the mathematical theory for the adaptive
total variation (ATV) regularization, a powerful technique in edge preserving,
smoothing, and effectively applied to image restoration. Let u0, defined on a
rectangle Ω ⊂ R2, be an observed image which is the result of the true image
uoriginal with added noise η, i.e.,
u0 = uoriginal + η.
Our goal is to try to approximate uoriginal as best as possible from the observed
image u0.
In recent years much work in image restoration has been done using total
variation (see, for example, [9]), and the results have been promising. The re-
stored image is then taken to be the solution to
min
u
α TV(u)+ 1
2
‖u− u0‖2L2(Ω)
for the unconstrained problem, and
min
u
TV(u),
subject to
‖u− u0‖2L2(Ω) = σ 2,
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for the constrained problem. α > 0, δ > 0 are chosen positive parameters, and
TV(u) is denned by
TV(u)= sup
{∫
Ω
udiv(φ) dx: φ ∈C10 (Ω,Rn), |φ|L∞(Ω)  1
}
(1)
for any function u ∈L1(Ω). This definition for the TV functional does not require
differentiability or even continuity of u. In fact one of the main advantages of
using TV functional for image restoration is that jump discontinuities, that is
possible edges, are allowed. As an improvement on the TV functional, Strong
and Chan [5,10] introduced the weighted TV functional
TVα =
∫
Ω
α(x)|∇u(x)|dx
for spatially adaptive (selective) image restoration. The function α is chosen so
that α is larger away from possible edges and smaller near a likely edge. Hence
we allow for greater smoothing away from edges and less smoothing at the edges.
Certain choices of α(x) were given in [10] and [5], and their numerical results
were very promising. However, many theoretical questions such as the existence
and uniqueness for the minimizer of the weighted TV norm with some penalized
term, and for the related evolution problems when α is a function on Ω (not only
piecewise constant) remain. The question whether the solution of the evolution
equation converges to the minimizer or not as t →∞ also remains open. The
purpose of this paper is to investigate these problems. Here we would like to
point out in the case that α = constant, results have been obtained by Chambolle
and Lions in [4] for the minimization problem
minimize
∫
Ω
|∇u|
with
∫
Ω
Au=
∫
Ω
u0 and
∫
Ω
|Au− u0|2 = σ 2,
where σ 2 is known and A is a continuous linear operator of Lp(Ω), and by Acar
and Vogel in [1] for the problem
minimize
∫
Ω
|Au− u0|2 + αJβ(u),
where A is a linear operator on Lp(Ω) and
Jβ(u)=
∫
Ω
√
|∇u|2 + β
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is defined on BV space. Results were also obtained, for instance, by Vese in [12]
for the functional
Fα =
∫
Ω
(Ku− u0)2 dx + α
∫
Ω
ϕ(|∇u|)
and its corresponding flow. Here α  0 is constant and ϕ : R → R+ is a convex,
even function nondecreasing in R+ with linear growth, and K :Lp(Ω)→ L2(Ω)
is a linear, continuous, injective operator. However, the results for the flow are
only in the dimensions one and two, due to the methods employed there; that is,
using general results on maximal monotone operators and evolution operators in
Hilbert spaces.
In addition, Hardt and Zhou in [7] consider the flow related to
min
u∈BV(Ω), u|∂Ω=g
∫
Ω
ϕ(|∇u|),
that is
∂u
∂t
= divx ϕP (∇u) (ϕP ≡∇ϕ),
with Dirichlet boundary data u = g on ∂Ω for a bounded domain Ω , u = u0
on Ω × {0}, and any convex linear growth functional ϕ. They approximated the
solution by the flow associated with ϕ(p) = η ∗ ϕ(p), where η is the usual
mollifier on Rn.
In this work we shall extend the results of [4] and [1] as well as [7] to the
adaptive TV scheme, and in particular, we shall develop mathematical theories
for the problem of
minF(u)= TVα+β2 ‖u− u0‖
2
L2(Ω) (2)
over BV(Ω), and its corresponding evolution equation,
∂u
∂t
= divx
(
α(x)ϕP (∇u)
)− β(u− u0) on Ω ×RT , (3)
∂u
∂n
= 0 on ∂Ω ×RT , (4)
u(0)= u0 on Ω, (5)
where Ω is an open, bounded Lipschitz domain, RT = [0, T ], β > 0 is a pa-
rameter, ϕ(p) = |p| on Rn, ϕP (p) ≡ ∇ϕ(p) = p/|p| on Rn, and α(x) is a
parameter (smooth) function used for edge detection and to control the speed of
smoothing. In image processing problems α is often chosen as
α(x)= 1
1+ k|∇Gσ ∗ u0|2 , (6)
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k being a parameter, and Gσ being the Gaussian filter with parameter σ . The
definition of a weak solution to (3)–(5) is similar to that in [13] or [7]. However,
our method of proving existence differs from [7] in two ways. The first being the
approximation equation. Second, and most importantly, is the way most of the
necessary estimates of the approximate solution are obtained. Finally, our use of
an approximate PDF to the corresponding flow is in contrast to [12]. Also, our
result holds for all n.
2. Preliminaries and definitions
Definition 2.1. Let Ω be a bounded open subset of Rn. Let f be a real valued
function onΩ such that f ∈ L1(Ω). Also let α(x) 0 be a continuous real valued
function on Ω . Then we define the α-total variation of f or α-TV of f to be
∫
Ω
α|∇f | ≡ sup
φ∈C10 (Ω,Rn)
{∫
Ω
f div(φ) dx: |φi(x)| α(x) ∀x ∈Ω,
1 i  n
}
,
where φ is a vector-valued function φ = (φ1, . . . , φn).
Definition 2.2. We define f ∈ L1(Ω) to be in α-BV if
sup
φ∈C10 (Ω,Rn)
{∫
Ω
f div(φ) dx: |φi(x)| α(x) ∀x ∈Ω, 1 i  n
}
<∞.
Definition 2.3. If f ∈ α-BV we define the α-BV seminorm to be
∫
Ω
α|∇f | = sup
φ∈C10 (Ω,Rn)
{∫
Ω
f div(φ) dx: |φi(x)| α(x) ∀x ∈Ω,
1 i  n
}
and the α-BV norm to be
‖f ‖α-BV =
∫
Ω
α|∇f | + ‖f ‖L1(Ω).
In the sequel we will write the above norm as ‖f ‖α .
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Remark 2.4. It is easy to show that if f ∈W 1,1(Ω) then∫
Ω
α|∇f | =
∫
Ω
α|∇f |dx.
Remark 2.5. Note that if f ∈ BV(Ω) and functions α and β both satisfy the
conditions of Definition 2.1 where α(x)  β(x) for every x ∈Ω and f ∈ β-BV,
then we have f ∈ α-BV and∫
Ω
α|∇f |
∫
Ω
β|∇f |.
This follows directly from the Definition 2.3 since |φk(x)|  α(x) implies
|φk(x)| β(x).
Theorem 2.6 (lower semicontinuity). If {fj } ⊂ L1(Ω) and f ∈ L1(Ω) is such
that fj → f in L1(Ω), then∫
Ω
α|∇f | lim inf
j→∞
∫
Ω
α|∇fj |.
Proof. Let φ ∈ C10 (Ω,Rn) be a vector valued function such that |φ(x)| α(x)∀x ∈Ω . Then∫
Ω
f div(φ) dx = lim
j→∞
∫
Ω
fj div(φ) dx  lim inf
j→∞
∫
Ω
α|∇fj |.
Now take sup over φ to get∫
Ω
α|∇f | lim inf
j→∞
∫
Ω
α|∇fj |. ✷
Theorem 2.7. Let f ∈ BV where α(x)  0 is continuous on Ω . Then there is a
sequence {fj } of functions from C∞(Ω) such that
lim
j→∞
∫
Ω
|fj − f |dx = 0
and
lim
j→∞
∫
Ω
α|∇fj |dx =
∫
Ω
α|∇f |.
Proof. We essentially apply the argument of [6] with an important modification.
Given  > 0, we construct the covering {Ai} of Ω where
Ai =Ωi+1 −Ωi−1, A0 =Ω2,
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where
Ωk =
{
x ∈Ω : dist(x, ∂Ω) > 1
m+ k
}
, k = 0,1,2, . . . ,
and m is large enough such that∫
Ω−Ω0
α|∇f |< . (7)
Next we construct the sequence {f} so that
f =
∞∑
i=1
ηi ∗ (f φi),
where ηi is the usual mollifier on Rn and {φi} is a partition of unity subordinate
to {Ai}. We then choose the i ’s such that the following four hold simultaneously
for each i :
(1) i < ;
(2) ∫Ω |ηi ∗ (f φi)− f φi |dx < 2−i;
(3) ∫Ω |ηi ∗ (f∇φi)− f∇φi |dx < 2−i;
(4) sptηi ∗ (f φi)⊂Ωi+2 −Ωi−2.
Now summing over all i we get∫
Ω
|f − f |dx 
∞∑
i=1
∫
Ω
∣∣ηi ∗ (f φi)− fφi ∣∣dx  ,
thus
f → f in L1(Ω),
and by Theorem 2.6,∫
Ω
α|∇f | lim inf
→0
∫
Ω
α|∇f |dx. (8)
Now let g ∈ C10 (Ω,Rn) be such that |gk(x)| α(x) ∀k, ∀x ∈Ω . Then∫
Ω
f div(g) dx =
∞∑
i=1
∫
Ω
(
ηi ∗ (f φi)
)
div(g) dx
=
∞∑
i=1
∫
Ω
f φi div(ηi ∗ g) dx,
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so ∫
Ω
f div(g) dx =
∫
Ω
f div(φ1η1 ∗ g) dx +
∞∑
i=2
∫
Ω
f div(φiηi ∗ g) dx
−
∞∑
i=1
∫
Ω
g
(
ηi ∗ (f∇φi)− f∇φi
)
dx. (9)
Denote the three terms on the right side of (9) by I, II, III, respectively. Note
III ‖α‖L∞ by our choice of the i ’s.
By uniform continuity of α, there exists an increasing function ω such that
ω(r)→ 0 as r→ 0 and∣∣α(z)− α(z′)∣∣ ω(r)
for all z, z′ such that |z− z′| r . Consequently,
α(z) ω(i)+ α(x)
for all |x − z| i .
Now write
g = αg′,
where g′ = 0 if α = 0 and |g′k| 1 ∀k. Then for i  1 and any x ∈Ω ,∣∣φi(x)(ηi ∗ gk)(x)∣∣= ∣∣φi(x)(ηi ∗ αg′k)(x)∣∣

∫
Ω
φi(x)ηi(x − z)α(z)
∣∣g′k(z)∣∣dz

∫
Ω
φi(x)ηi(x − z)
(
α(x)+ω(i)
)∣∣g′k(z)∣∣dz
= φi(x)α(x)
∫
Ω
ηi(x − z)
∣∣g′k(z)∣∣dz+ φi(x)ω(i)
∫
Ω
ηi(x − z)
∣∣g′k(z)∣∣dz
 α(x)+ω().
So we get for i = 1
I =
∫
Ω
f div(φ1η1 ∗ g) dx 
∫
Ω
α|∇f | +ω(1)
∫
Ω
|∇f |
and also
II=
∞∑
i=2
∫
Ω
f div(φiηi ∗ g) dx  3
∫
Ω−Ω0
α|∇f | + 3ω()
∫
Ω
|∇f |
 3 + 3ω()
∫
Ω
|∇f |,
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with the last inequality following from (7). Therefore∫
Ω
f div(g)
∫
Ω
α|∇f |+ω(1)
∫
Ω
|∇f |+3+3ω()
∫
Ω
|∇f |+ ‖α‖L∞
for every g ∈ C10 (Ω,Rn) with |gk(x)|  α(x) ∀k, ∀x ∈ Ω . Hence taking the
supremum over g and then taking the lim sup as → 0 we get
lim sup
→0
∫
Ω
α|∇f |dx 
∫
Ω
α|∇f |. (10)
From (8) and (10) one has
lim
→0
∫
Ω
α|∇f |dx =
∫
Ω
α|∇f |. ✷
Remark 2.8. If f ∈ BV(Ω) ∩ L2(Ω), α ∈ C(Ω), and ∂Ω Lipschitz, then there
exists a sequence of functions {fn} ⊂ C∞(Ω) such that
fn → f in L2(Ω) and
∫
Ω
α|∇fn|dx→
∫
Ω
α|∇f |. (11)
And if f ∈L∞(Ω), we also have
‖fn‖L∞(Ω)  C(Ω)‖f ‖L∞(Ω). (12)
In fact, in the proof of Theorem 2.7 we choose the ’s to satisfy properties
(1)–(4) and, in addition, ∫Ω |ηi ∗ (f φi)− fφi |2 dx < 2−i . Then we can have
fj ∈C∞(Ω)∩W 1,1(Ω)∩L2(Ω), such that
fj → f in L2(Ω) and
∫
Ω
α|∇fj |dx→
∫
Ω
α|∇f |. (13)
Since C∞(Ω) is dense in W 1,1(Ω) ∩L2(Ω) there exists for each fj a sequence
{fj,k} ∈ C∞(Ω) such that as k→ 0 we have
‖fj,k − fj‖L2(Ω) → 0 and ‖fj,k − fj‖W 1,1(Ω) → 0. (14)
Then (11) follows from (13), (14) and a standard diagonal argument applied to
{fj,k} to obtain the desired sequence {fn}. By the construction of {fj } and {fj,k}
if, in addition, f ∈L∞(Ω), we have (12).
Theorem 2.7 easily leads us to the following
Theorem 2.9 (compactness). Let {fj } be a bounded sequence in α-BV where
α ∈ C(Ω) and, in addition, α(x)  δ > 0 ∀x ∈ Ω . Also assume that Ω ⊂ Rn
is such that ∂Ω is Lipschitz. Then there is a subsequence of {fj }, also denoted
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by {fj }, and an f ∈ Lp(Ω) such that fj → f strongly in Lp(Ω), where 1 p <
n/(n− 1), and weakly in Ln/(n−1)(Ω).
Proof. Since 0 < δ  α(x) ∀x ∈Ω and by Remark 2.5 we have
δ
∫
Ω
|∇fj |
∫
Ω
α|∇fj |C.
Therefore∫
Ω
|∇fj | C.
Thus fj is bounded in BV norm and the theorem follows from the result of [6].✷
3. Minimization problem
We now consider the minimization problem
min
BV(Ω)∩L2(Ω)
∫
Ω
α|∇u| + β
2
∫
Ω
(u− u0)2 dx. (15)
Here u0 is the initial noisy image, β is a positive parameter, and Ω is a bounded
open subset of Rn with Lipschitz boundary. In the sequel we will always assume
that α is a smooth function satisfying the conditions of Theorem 2.9. In the
practical problem we take α(x) in (6) for some σ > 0 and k > 0. Assume
u0 ∈ L∞(Ω). Then we have
α  1
1+C‖u0‖2L∞(Ω)
.
So the constant δ in Theorem 2.9 can be chosen as
δ = 1
1+C‖u0‖2L∞(Ω)
.
In this section we first verify that (15) does have a unique minimizer.
Lemma 3.1. The functional in problem (15) has a unique solution in BV(Ω) ∩
L2(Ω).
Proof. Clearly, the functional is convex, coercive in BV(Ω)∩L2(Ω) and by The-
orem 2.6 is lower semicontinuous. So by standard results, (15) has a solution in
BV(Ω)∩L2(Ω). The uniqueness follows from strict convexity of the functional
in (15). ✷
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4. Flow related to the minimization problem
To motivate the definition of a weak solution to (3)–(5), where ϕ(p) = p,
ϕP (p) = p/|p|, and RT = [0, T ], we follow [13]. Assume the solution u is
sufficiently smooth to justify the following calculations and that ϕ is of (3)–(5).
For arbitrary v ∈ L2([0, T ];H 1(Ω)), we multiply the equation in (3)–(5) by
v − u to get, after integrating by parts and using the formula ϕ(p) − ϕ(q) 
ϕP (q) · (p− q) (due to the convexity of ϕ),∫
Ω
u˙(v − u) dx +
∫
Ω
αϕ(∇v) dx

∫
Ω
αϕ(∇u) dx −
∫
Ω
β(u− u0)(v − u) dx. (16)
Then integrate with respect to t to get
s∫
0
∫
Ω
u˙(v − u) dx dt +
s∫
0
∫
Ω
αϕ(∇v) dx dt

s∫
0
∫
Ω
αϕ(∇u) dx dt −
s∫
0
∫
Ω
β(u− u0)(v− u) dx dt. (17)
On the other hand, if (16) holds, by selecting v = u+ λφ for φ ∈C∞0 (Ω) we get
that u is a solution to (3) in the sense of distributions.
We are thus led to the following definition of a weak solution to (3)–(5):
Definition 4.1. A function u ∈ L2([0, T ];BV(Ω)) is called a weak solution of
(3)–(5) if u˙ ≡ ∂tu ∈ L2(Ω × RT ), u(0) = u0, and u satisfies (17) for every
v ∈L2([0, T ];BV(Ω)), a.e. s ∈ [0, T ].
Before we continue we list some properties of the approximating function of ϕ,
ϕ(p)≡
√
|p|2 + 2,
defined on Rn, which will be used in our future discussion:
(1) ϕ(p) is convex in p;
(2) ϕP (p) · p  0 ∀p;
(3) ϕ → ϕ uniformly with respect to p as → 0.
In fact, 0 |ϕ(p) − ϕ(p)|   ∀p ∈ Rn. Here we use the notation ϕP ≡ ∇ϕ.
The proofs of the above properties are all straightforward.
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Consider the following approximation problem of (3)–(5):
∂u
∂t
= 1u+ div(αϕP (∇u))− β(u− uδ0) on Ω ×RT , (18)
∂u
∂n
= 0 on ∂Ω ×RT , (19)
u(0)= uδ0 on Ω, (20)
where
uδ0 ∈ C∞(Ω) with uδ0 → u0 in L2(Ω), (21)∥∥uδ0∥∥L∞  C(Ω)‖u0‖L∞, (22)∫
Ω
αϕ
(∇uδ0) C(Ω)
∫
Ω
αϕ(∇u0). (23)
The existence of uδ0 is from Proposition 2.8 if u0 ∈ BV(Ω)∩L∞(Ω).
We have the following existence and uniqueness result for (18)–(20).
Lemma 4.2. The approximation problem (18)–(20) admits a unique weak solu-
tion u,δ , where u,δ ∈ L∞(0, T ;H 1(Ω)), u˙,δ ∈ L2(0, T ;L2(Ω)) and
t∫
0
∫
Ω
(u˙,δ)2 dx dt +
∫
Ω

2
∣∣∇u,δ(t)∣∣2 dx + ∫
Ω
αϕ
(∇u,δ(t)) dx

∫
Ω

2
∣∣∇uδ0∣∣2 + αϕ(∇uδ0)dx + 
for a.e. t ∈ [0, T ].
Proof. By using the Galerkin method, the fact that ϕP is a monotone operator [2],
and [8] we have a weak solution to (18)–(20) such that u˙,δ ∈ L2(0, T ;L2(Ω)),
u,δ ∈L∞(0, T ;H 1(Ω)), and
t∫
0
∫
Ω
(u˙,δ)2 dx dt
+
∫
Ω
(

2
∣∣∇u,δ(t)∣∣2 + αϕ(∇u,δ(t))+ β
2
(
u,δ − uδ0
)2)
dx
=
∫
Ω

2
∣∣∇uδ0∣∣2 + αϕ(∇uδ0)dx. (24)
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Since ϕ(p) ϕ(p) ϕ(p)+  for any p we arrive at
t∫
0
∫
Ω
(u˙,δ)2 dx dt +
∫
Ω

2
∣∣∇u,δ(t)∣∣2 dx + ∫
Ω
αϕ
(∇u,δ(t)) dx

∫
Ω

2
∣∣∇uδ0∣∣2 + αϕ(∇uδ0)dx + . ✷
We also have the following L∞(Ω) bound for the solution to (18)–(20) ob-
tained above.
Theorem 4.3. Suppose u0 ∈ L∞(Ω) ∩ BV(Ω) and u,δ is a solution of initial
boundary value problem (18)–(20). Then we have
‖u,δ‖L∞(Ω×RT )  C(Ω)‖u0‖L∞(Ω).
Proof. Let M = ‖uδ0‖L∞(Ω). For any λ > 0, multiply (18) by e−λt(e−λtu,δ −
M)+, where
(e−λtu,δ −M)+ =
{
e−λtu,δ −M if e−λtu,δ −M  0,
0 otherwise,
and integrate over Ω to get
∫
Ω
∂u,δ
∂t
e−λt (e−λtu,δ −M)+ dx + 
∫
Ω
∇u,δe−λt · e−λt∇u,δ dx
+
∫
Ω
αϕP (∇u,δ)e−λt · e−λt∇u,δ dx
+ β
∫
Ω
(u,δ − u0)e−λt(e−λtu,δ −M)+ dx = 0.
Then since the last three integrals are nonnegative we have∫
Ω
∂u,δ
∂t
e−λt (e−λtu,δ −M)+ dx  0.
Let
I (t)= 1
2
∫
Ω
∣∣(e−λtu,δ −M)+∣∣2 dx.
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Then
1
2
∫
Ω
d
dt
∣∣(e−λtu,δ −M)+∣∣2 dx
=
∫
Ω
(e−λtu,δ −M)+
(
−λe−λtu,δ + e−λt ∂u
,δ
∂t
)
dx
=
∫
Ω
e−λt ∂u
,δ
∂t
(e−λtu,δ −M)+ dx
+
∫
Ω
−λe−λtu,δ(e−λtu,δ −M)+ dx  0.
Therefore I (t)  0 is decreasing in t with I (0) = 0. Hence ∫Ω |(e−λtu,δ −
M)+|2 dx = 0 ∀t , and then u,δ(t)  Meλt L-a.e. on Ω ∀λ > 0 and ∀t > 0.
Letting λ→ 0 we obtain
u,δ(t)M = ∥∥uδ0∥∥L∞(Ω).
Similarly, u,δ(t)  −M = −‖uδ0‖L∞(Ω) by multiplying (18) by e−λt(−M −
e−λtu,δ)+ and using M = ‖uδ0‖L∞(Ω). Thus ‖u,δ‖L∞(Ω×RT )  ‖uδ0‖L∞(Ω) 
C(Ω)‖u0‖L∞(Ω). ✷
Before we state the existence theorem we note the following lemma:
Lemma 4.4. Assume the weak solutions {u,δ} of (18)–(20) have uniformly
boundedL∞(Ω×RT ) andL2(Ω×RT ) norms in  for u,δ and u˙,δ , respectively.
Then there is a subsequence {u,δ} such that as → 0
(1) u˙,δ ⇀ h weakly in L2(Ω ×RT ) for some h,
(2) u,δ ⇀ uδ weakly in L2(Ω ×RT ) for some uδ,
where h= u˙δ and uδ(0)= uδ0.
For the proof see [11,13].
Theorem 4.5. Suppose u0 ∈ L∞(Ω) ∩ BV(Ω). Then there exists a unique u ∈
L∞([0, T ];BV(Ω) ∩ L∞(Ω)), u˙ ∈ L2(Ω × RT ), and u(0) = u0 such that u
satisfies (17) for a.e. s ∈ [0, T ] and every v ∈L2([0, T ];BV(Ω)).
Proof. Let u,δ be the solution to (18)–(20). By Lemma 4.2 and Theorem 4.3 it
satisfies
‖u,δ‖L∞(Ω×RT ) 
∥∥uδ0∥∥L∞(Ω)  C(Ω)‖u0‖L∞(Ω) (25)
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and ∫
Ω×RT
|u˙,δ|2 dx dt +
∫
Ω
αϕ(∇u,δ) dx
 
2
∫
Ω
∣∣∇uδ0∣∣2 dx +C
∫
Ω
αϕ
(∇uδ0)dx + 
 
2
∫
Ω
∣∣∇uδ0∣∣2 dx +C
∫
Ω
ϕ(∇u0) dx + . (26)
By (26) we have∫
Ω×RT
(|u˙,δ| + ϕ(∇u,δ))dx dt = ‖u,δ‖BV(Ω×RT )  C∥∥uδ0∥∥H 1(Ω)∩L∞(Ω),
C = C(α,Ω,T ). So for fixed δ > 0, there exists a subsequence of {u,δ} such that
as → 0 we have
u,δ → uδ strongly in L1(Ω ×RT ) and a.e. in Ω ×RT , and
u˙,δ ⇀ u˙δ weakly in L2(Ω ×RT ). (27)
Notice that by letting → 0 in (25) with fixed δ we have
‖uδ‖L∞(Ω×RT )  C(Ω)‖u0‖L∞(Ω), (28)
since from (27) u,δ → uδ a.e. in Ω × RT . By (27) we can also extract a
subsequence, still denoted by {u,δ}, such that
u,δ → uδ strongly in L1(Ω) for a.e. t ∈ [0, T ]. (29)
Also notice that
u,δ → uδ in L2(Ω ×RT ) as → 0 (30)
as well, since∫
Ω×RT
|u,δ − uδ|2 dx dt  C(Ω)‖u0‖L∞(Ω)
∫
Ω×RT
|u,δ − uδ|dx dt
by (25) and (28).
Since u,δ is also a weak solution to (18)–(20) we have, as in the motivation of
Definition 4.1,
s∫
0
∫
Ω
u˙,δ(v − u,δ) dx dt + 
2
s∫
0
∫
Ω
|∇v|2 dx +
s∫
0
∫
Ω
αϕ(∇v) dx dt
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 
2
s∫
0
∫
Ω
|∇u,δ|2 dx dt +
s∫
0
∫
Ω
αϕ(∇u,δ) dx dt
− β
s∫
0
∫
Ω
(
u,δ − uδ0
)
(v− u,δ) dx dt

s∫
0
∫
Ω
αϕ(∇u,δ) dx dt − β
s∫
0
∫
Ω
(
u,δ − uδ0
)
(v − u,δ) dx dt
for all v ∈L2(0, T ;H 1(Ω)). Now let → 0 in the above inequality to arrive at
s∫
0
∫
Ω
u˙δ(v − uδ) dx dt +
s∫
0
∫
Ω
αϕ(∇v)
 lim inf
→0
( s∫
0
∫
Ω
αϕ(∇u,δ) dx dt − β
s∫
0
∫
Ω
(
u,δ − uδ0
)
(v − u,δ) dx dt
)

s∫
0
∫
Ω
αϕ(∇uδ) dt − β
s∫
0
∫
Ω
(
uδ − uδ0
)
(v − uδ) dx dt
for all v ∈ L2(0, T ;H 1(Ω)) and, hence, also for all v ∈ L2(0, T ;BV(Ω)) by
Proposition 2.8. Here we used (27), (29), (30), Theorem 2.6, the fact that ϕ(p)
ϕ(p) for all p, and uniform convergence of ϕ to ϕ. This shows that uδ is a weak
solution of (3)–(5) with initial data uδ0.
Additionally from (29) and Theorem 2.6 it follows that∫
Ω
ϕ(∇uδ) lim inf
→0
∫
Ω
ϕ(∇u,δ) dx for a.e. t ∈ [0, T ]. (31)
Thus letting → 0 in (26),∫
Ω×RT
|u˙δ|2 dx dt +
∫
Ω
ϕ(∇uδ)C
∫
Ω
ϕ(∇u0).
So uδ ∈L∞([0, T ];BV(Ω)∩L∞(Ω)) and u˙δ ∈L2(Ω × [0, T ]).
Again we extract a subsequence in δ to get as δ→ 0
uδ → u in L1(Ω ×RT ), hence in L2(Ω ×RT ) from (28),
uδ → u in L1(Ω) for a.e. t ∈ [0, t], and
u˙δ ⇀ u˙ in L2(Ω ×RT ). (32)
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Finally pass to the limit as δ→ 0 in
s∫
0
∫
Ω
u˙δ(v − uδ) dx dt +
s∫
0
∫
Ω
αϕ(∇v)

s∫
0
∫
Ω
αϕ(∇uδ) dt − β
s∫
0
∫
Ω
(uδ − u0)(v − uδ) dx dt
to get
s∫
0
∫
Ω
u˙(v − u) dx dt +
s∫
0
∫
Ω
αϕ(∇v)

s∫
0
∫
Ω
αϕ(∇u) dt − β
s∫
0
∫
Ω
(u− u0)(v − u) dx dt
for all v ∈L2([0, T ];BV(Ω)). Therefore we have the existence of a weak solution
u to (3)–(5). Using (28), (31), and (32) we see as before that u ∈ L∞([0, T ];
BV(Ω)∩L∞(Ω)).
To prove uniqueness, consider two weak solutions u1, u2 to (3)–(5) with
u1(0)= u2(0)= u0. We have the two inequalities:
s∫
0
∫
Ω
u˙1(u2 − u1) dx dt +
s∫
0
∫
Ω
ϕ(u2) dt

s∫
0
∫
Ω
ϕ(u1) dt −
s∫
0
∫
Ω
β(u1 − u0)(u2 − u1) dx dt
and
s∫
0
∫
Ω
u˙2(u1 − u2) dx dt +
s∫
0
∫
Ω
ϕ(u1) dt

s∫
0
∫
Ω
ϕ(u2) dt −
s∫
0
∫
Ω
β(u2 − u0)(u1 − u2) dx dt.
Adding the above inequalities and combining we get
s∫
0
∫
Ω
(u˙2 − u˙1)(u1 − u2) dx dt 
s∫
0
∫
Ω
β(u1 − u2)2 dx dt.
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Hence
s∫
0
d
dt
∫
Ω
(u1 − u2)2 dx dt −
s∫
0
∫
Ω
β(u1 − u2)2 dx dt  0
giving∥∥u1(· , s)− u2(· , s)∥∥L2(Ω) = 0 for L-a.e. s.
Therefore u1 = u2. ✷
5. Stability and asymptotic behavior
Lemma 5.1. If u1 and u2 are two weak solutions of (3) with initial data u10 and
u20, then for L-a.e. t ∈ [0, T ],
‖u1 − u2‖L∞(Ω)  ‖u10 − u20‖L∞(Ω).
Proof. Let M = ‖u10 − u20‖L∞(Ω). For L-a.e. t we have∫
Ω
u˙1(v− u1) dx +
∫
Ω
ϕ(v)
∫
Ω
ϕ(u1)−
∫
Ω
β(u1 − u10)(v − u1) dx (33)
and ∫
Ω
u˙2(v− u2) dx +
∫
Ω
ϕ(v)
∫
Ω
ϕ(u2)−
∫
Ω
β(u− u20)(v− u2) dx. (34)
Define
v = u1 −
(
u1 − u2 −M
)
+
and
w = u2 +
(
u1 − u2 −M
)
+,
where u1, u

2 are the approximation functions from Theorem 2.7. Inserting v
,w
into (33) and (34), respectively, we obtain∫
Ω
u˙1(v
 − u1) dx +
∫
Ω
ϕ(v)
∫
Ω
ϕ(u1)−
∫
Ω
β(u1 − u10)(v − u1) dx
and ∫
Ω
u˙2(w
 − u2) dx +
∫
Ω
ϕ(w)
∫
Ω
ϕ(u2)−
∫
Ω
β(u2 − u20)(w − u2) dx.
Now add the above two inequalities to get
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∫
Ω
u˙1(v
 − u1) dx +
∫
Ω
u˙2(w
 − u2) dx

∫
Ω
ϕ(u1)+
∫
Ω
ϕ(u2)−
∫
Ω
ϕ(v)−
∫
Ω
ϕ(w)
−
∫
Ω
β(u1 − u10)(v − u1) dx −
∫
Ω
β(u2 − u20)(w − u2) dx.
Observing that∫
Ω
ϕ(w)+
∫
Ω
ϕ(v)=
∫
Ω
ϕ
(
u1
)+ ∫
Ω
ϕ
(
u1
)
with v → v and w →w in L2(Ω), where
v = u1 − (u1 − u2 −M)+ (35)
and
w = u2 + (u1 − u2 −M)+, (36)
we see after letting → 0 that∫
Ω
u˙1(v − u1) dx +
∫
Ω
u˙2(w− u2) dx
−
∫
Ω
β(u1 − u10)(v − u1) dx −
∫
Ω
β(u2 − u20)(w− u2) dx.
But the right-hand side of the above inequality satisfies
β
∫
Ω
(u1 − u2)(u1 − u2 −M)+ dx  0.
Thus ∫
Ω
u˙1(v − u1) dx +
∫
Ω
u˙2(w− u2) dx  0.
Hence using equalities (35) and (36) for v and w and combining, we get∫
Ω
(u˙1 − u˙2)(u1 − u2 −M)+ dx  0
which implies
d
dt
∫
Ω
|(u1 − u2 −M)+|2 dx  0
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and ∫
Ω
|(u1 − u2 −M)+|2 dx 
∫
Ω
|(u10 − u20 −M)+|2 dx (= 0)
by the choice of M . Similarly we have u1 − u2 −M . ✷
Finally we investigate the asymptotic behavior of the weak solution to (3) by
showing that the solution converges weakly in L2(Ω) and strongly in L1(Ω) to a
minimizer of (15).
Remark 5.2. It is straightforward to show that if inequality (17) is satisfied for
all v ∈ L2([0, T ];BV(Ω)), then (16) holds for all v ∈ L2([0, T ];BV(Ω)) a.e. t .
Then by using Young’s inequality, inequality (16) implies∫
Ω
u˙(v − u) dx +
∫
Ω
ϕ(v)+ β
2
∫
Ω
(v − u0)2 dx

∫
Ω
ϕ(u)+ β
2
∫
Ω
(u− u0)2 dx
for all v ∈ BV(Ω) a.e. t .
Finally we have the following theorem concerning the asymptotic convergence
of our solution u to (3) as t →∞.
Theorem 5.3. The solution u to (3) weakly converges in L2(Ω) to a minimizer
u∞ of (15).
First, let F be defined on BV(Ω)∩L2(Ω) by
F(u)=
∫
Ω
α|∇u| + β
2
∫
Ω
(u− u0)2 dx.
Let the operator ∂F (u) be the subdifferential of F at u so that F(v)  F(u)+∫
Ω
w(v − u) dx ∀w ∈ ∂F (u), ∀v ∈ BV(Ω) ∩ L2(Ω). By [2], ∂F is a maximal
monotone operator and by the above remark our solution u to (3) satisfies
0 ∈ du
dt
+ ∂F (u).
Now we can prove Theorem 5.3 by the following lemma from [3].
Lemma 5.4. Let ϕ :H → (−∞,+∞] be a proper l.s.c. convex function which
assumes a minimum in H . Then for any x0 ∈ ClD(∂ϕ), there exists a unique
function x : [0,∞)→ H which is absolutely continuous on [δ,∞) for all δ > 0
and which satisfies
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x(t) ∈D(∂ϕ) for all t > 0,
x˙(t) ∈ −∂ϕ(x(t)) a.e.,
x(0)= x0,
and w-limt→∞ x(t) exists and is a minimum point of ϕ.
We can take H = L2(Ω), ϕ = F¯ , where
F¯ (u)=
{
F(u) if u ∈ BV(Ω),
∞ u ∈ L2(Ω) \ BV(Ω),
x = u, and x0 = u0. As in the proof of Theorem 2.2 in [7], the function
u : [0,∞)→ L2(Ω) is absolutely continuous for all nonnegative t . So by Lem-
ma 5.4 we have u(t) ⇀ u∞ weakly in L2(Ω) as t →∞ and u∞ a minimizer
of F in L2(Ω). By uniqueness, u∞ ∈ L2(Ω) ∩ BV(Ω). Since u(t) is uniformly
bounded in BV(Ω), we may also conclude that any sequence {u(tn)} has a con-
vergent subsequence still denoted by {u(tn)} converging to u∞ strongly in L1(Ω).
Hence u(t)→ u∞ strongly in L1(Ω).
Note, in fact, that the minimizer u = u∞ from problem (15) is actually in
L∞(Ω). To see this, note that the inequality in Lemma 4.2 and the proof of
Theorem 4.5 imply that ‖u(t)‖BV(Ω)  C(Ω,δ)‖u0‖BV(Ω) and ‖u(t)‖L∞(Ω) 
C(Ω)‖u0‖L∞(Ω) for a.e. t ∈ [0, T ]. Hence by compactness, we can extract a
subsequence {u(tn)} such that u(tn)→ u in L1(Ω) and u(tn)→ u a.e. on Ω .
Thus u ∈L∞(Ω) with ‖u‖L∞(Ω)  C(Ω)‖u0‖L∞(Ω).
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