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Overview
• A comprehensive framework where to analyze and design objective
function-based clustering is proposed.
• Hard clustering, interpreted as a maximum-weight set partitioning
problem, is turned into a continuous version by evaluating fuzzy
clusters [5] via (polynomial) multilinear extension or MLE of
pseudo-Boolean functions [2].
• The objective function takes values on families of fuzzy clusters over
which every datum distributes a unit membership, namely fuzzy
partitions/clusterings, and simply is the sum over such constituents
fuzzy clusters of their MLE score.
• The general approach together with specific objective functions and
search strategies are exemplified for graph clustering [10], and in
particular for a main example given by modularity maximization in
complex networks [6].
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Hard and fuzzy clustering
• A hard clustering of n data X1, . . . ,Xn (possibly points in a Euclidean
space Rm) is a partition P = {A1, . . . ,A|P|} of N = {1, . . . , n} (index
set), that is Al ∩ Ak = ∅ for 1 ≤ l < k ≤ |P| and A1 ∪ · · · ∪ A|P| = N,
where A1, . . . ,A|P| are (non-empty) clusters or blocks.
• The target is to have high similarity within each block Al ∈ P, and
low similarity between any two blocks Al ,Ak , hence a quantitative
notion of similarity intrinsically characterizes any clustering problem.
• A real-valued similarity is indeed the basis for objective function-
based clustering, where the score W (P) =
∑
A∈P w(A) of partitions
P, given by the sum over blocks of their internal similarity w(A) ∈ R, is
maximized; dually, like in (fuzzy) k -means, a cost of P, given by the
sum over blocks of their internal dissimilarity, is minimized.
• Fuzzy clusterings/partitions are families {q1, . . . , qk} of fuzzy
clusters, where q l = (q l1, . . . , q
l
n) ∈ [0, 1]n and q li is i ’s membership in
fuzzy cluster q l for i ∈ N, 1 ≤ l ≤ k , satisfying ∑1≤l≤k q li = 1 for all i .
The proposed approach develops from a seemingly novel evaluation
of these fuzzy clusters or points q ∈ [0, 1]n in the unit n-cube, namely
via the MLE fw of (pseudo-Boolean) set functions w .
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Notation
• 2N = {A : A ⊆ N} is the 2n-set of subsets of N or hard clusters; a
set function w : 2N → R+,w(∅) = 0 quantifies cluster scores
w(A),A ∈ 2N (or costs for minimization).
• The set {0, 1}n of vertices of the unit n-cube [0, 1]n bijectively
corresponds to 2N via characteristic functions χA : N → {0, 1}, i.e.
χA(i) =
{
1 if i ∈ A
0 if i ∈ N\A (A ∈ 2
N ).
• Fuzzy clusters q = (q1, . . . , qn) ∈ [0, 1]n are evaluated via MLE
fw : [0, 1]n → R+ of w , with fw (χA) = w(A) as
fw (q) =
∑
A∈2N
(∏
i∈A
qi
)
µw (A) (conventionally
∏
i∈∅
qi := 1),
and Möbius inversion µw satisfying w(A) =
∑
B⊆A µ
w (B).
• The objective function, to be maximized, is global cluster score
W (q) =
∑
A∈2N
fw (qA) for all fuzzy clusterings q ∈ [0, 1]n×(2n−1),
where q =
(
qAi
)∅6=A∈2N
i∈N satisfies q
A
i = 0 if i ∈ N\A and
∑
A∈2N q
A
i = 1.
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Highlights
• If the score fw (q) of fuzzy clusters q ∈ [0, 1]n is quantified by the
MLE fw : [0, 1]n → R of a cluster score set function w (dealt with in
pseudo-Boolean form [2]), then the global score of fuzzy clusterings is
bounded (below and above) by the global score of hard clusterings.
• The set of fuzzy clusterings provides a continuum, namely a n-fold
product of 2n−1 − 1-dimensional unit simplices, where to (locally)
search for optimal partitions.
• The search can be conceived in alternative ways, but in general the
number of (hard) clusters of the output solution shall be determined
through optimization (rathen than being required as an input).
• By defining a cluster score function w = wG from given graph
G = (N,E) on vertex set N, or w = wS from given similarity matrix
S ∈ [0, 1]n×n, both with quadratic MLE fwG , fwS : [0, 1]n → R, the
approach fruitfully applies to (weighted) graph clustering, while also
allowing for novel (i.e. continuous) methods for maximizing modularity
Q, which is a main additive partition function [4] employed in complex
network analysis; in fact, its underlying cluster score function w = wQ
has quadratic MLE fw
Q
as well.
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Global score
• 2Ni = {A : i ∈ A ∈ 2N} is the 2n−1-set of subsets of N where each
i ∈ N is included, while ∆i ⊂ R2n−1+ is the 2n−1 − 1-dimensional unit
simplex whose 2n−1 extreme points are indexed by subsets
A1, . . . ,A2n−1 ∈ 2Ni , i.e.
∆i =
(qA1i , . . . , qA2n−1i ) ∈ R2n−1+ : ∑
1≤k≤2n−1
qAki = 1
 .
• Fuzzy clusterings q = (qAi )∅6=A∈2Ni∈N ∈ ×i∈N∆i (apart from null entries,
×
i∈N
∆i ' [0, 1]n×(2n−1)), have global score
W (q) =
∑
A∈2N
fw (qA1 , . . . , q
A
n ) =
∑
A∈2N
∑
B⊇A
(∏
i∈A
qBi
)
µw (A);
this polynomial objective function has degree max{|A| : µw (A) 6= 0}
and is linear in each qBi (i ∈ N,B ∈ 2Ni ).
Objective
function-based
clustering
via near-Boolean
optimization
Giovanni Rossi
Objective function
Hard and fuzzy clustering
Notation
Highlights
Global score
Extremizers
Cluster score
Quadratic forms
Modularity-based scores
Transitivity-based scores
Similarity-based scores
Optimization
Greedy merging: modularity
Similarity and transitivity
Average derivatives
Greedy clustering
Worst-case graphs revised
Conclusions
References
Extremizers
• Objective function W (q) can be shown [9] to satisfy:
 for all fuzzy clusterings q there are partitions P,Q such that∑
A∈P
w(A) =
∑
A∈P
fw (χA) ≥ W (q) ≥
∑
B∈Q
fw (χB) =
∑
B∈Q
w(B).
Locally optimal solutions for the continuous version of the problem
may thus be turned into at least as good feasible solutions for the
discrete optimization setting.
• As for locality, neighborhood N (qˆ) = ∪
i∈N
{q : q = qi |qˆ−i , qi ∈ ∆i} of
qˆ ∈ ×
i∈N
∆i consists of all q obtained from qˆ by changing one i-th
component qi while maintaining fixed all others {qˆi : j ∈ N\i} = qˆ−i .
 For the maximization problem, locally optimal partitions P satisfy
w(A) ≥ w(A\i) + w({i}) for all i ∈ A and all A ∈ P
(the inequality is reversed with minimization [9]).
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Quadratic forms
• Applications often rely on cluster score functions w with Möbius
inversion µw (A) = 0 if |A| > 2, or with quadratic MLE fw : [0, 1]n → R,
since fw (q) is a polynomial with n variables q1, . . . , qn and degree 2.
• As w(∅) = 0, scores w(A) are then given only by the n + (n2) values
of Möbius inversion {µw ({i})}i∈N and {µw ({i, j})}1≤i<j≤n, that is
w(A) =
∑
i∈A
w({i}) +
∑
{i,j}⊆A
µw ({i, j}) for all A ∈ 2N .
• Global objective function W (q) also becomes a quadratic form, as
W (q) =
∑
i∈N
w({i}) +
∑
1≤i<j≤n
µw ({i, j}) ∑
B⊇{i,j}
(
qBi q
B
j
) .
• If the contribution of membership qi is isolated, W (q) = W (qi |q−i) =
= Wi(qi |q−i) + W−i(q−i) with Wi(qi |q−i) =
∑
A∈2Ni
(
qAi ·wq−i (A)
)
and
wq−i (A) =
∑
B⊆A\i
∏
j∈B
qAj
µw (B ∪ i) if fw is=
quadratic
w({i}) +
∑
j∈A\i
qAj µ
w ({i, j}).
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Modularity-based scores
• A main quadratic objective function to be maximized [6] is modularity
Q(P) =
∑
i∈N
(
− d
2
i
4|E |2
)
+
∑
A∈P:|A|>1
 ∑
{i,j}⊆A
(
aij
|E | −
didj
2|E |2
) , where
di =
∑
j∈N\i aij and aij =
{
1 if {i, j} ∈ E
0 if {i, j} /∈ E are the non-diagonal
entries of the adjacency matrix of a (simple) graph G = (N,E).
• Cluster score function wQ : 2N → R has indeed quadratic MLE fwQ
as Möbius inversion is µw
Q
({i}) = − d2i4|E|2 , µw
Q
({i, j}) = aij|E| −
didj
2|E|2 .
• Multilinearly extended as WQ over fuzzy clusterings q, modularity is
WQ(q) =
∑
i∈N
(
− d
2
i
4|E |2
)
+
∑
1≤i<j≤n
( aij
|E | −
didj
2|E |2
) ∑
B⊇{i,j}
(
qBi q
B
j
) ,
⇒ ∂W
Q
∂qAi
(q)
(WQ ’s iA−th derivative at q)
:= wQq−i (A) = −
d2i
4|E |2 +
∑
j∈A\i
qAj
(
aij
|E | −
didj
2|E |2
)
.
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Transitivity-based scores
• The density of triangles or complete subgraphs on three vertices
included in spanned subgraphs G(A) allows to tailor cluster scores
wG(A) for community detection in social networks G = (N,E), whose
clustering coefficient cc(G) =
3× number of triangles
number of connected triples of vertices
is higher than what expected in a suitable configuration model [8].
• Basically, cc(G) is the expectation that by randomly picking a vertex
and two of its neighbors, these latter are also adjacent.
• Let Ni = {i} ∪ {j : {i, j} ∈ E} be the set of vertices at distance ≤ 1
from vertex i in G [1, 11], hence {i, j} ∈ E ⇒ {i, j} ⊆ (Ni ∩ Nj), and
|Ni ∩ Nj | is the number of common neighbors, while symmetric
difference Ni∆Nj = (Ni\Nj) ∪ (Nj\Ni) contains non-common ones.
• A simple cluster score function wG with quadratic MLE fwG taking
into account such a transitivity in spanned subgraphs is defined by
µw
G
({i}) = 1|Ni | and µ
wG ({i, j}) = aij + |Ni∩Nj |−|Ni∆Nj ||Ni∪Nj | .
• Scores are wG(A) =
∑
i∈A
1
1 + di
+|E(A)|+
∑
{i,j}⊆A
|Ni ∩ Nj | − |Ni∆Nj |
|Ni ∪ Nj | ,
thus if spanned subgraph G(A) is complete and a component of G,
then wG(A) = 1 + 2
(|A|
2
)
= 1 + |A|(|A| − 1).
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Similarity-based scores
• Similarity matrices S ∈ [0, 1]n×n, with entries Sij = Sji , 1 ≤ i, j ≤ n
and Sii = 1, constitute the instance of many clustering problems; by
definition Sij = wS({i, j}) is exactly the cluster score of each pair {i, j}.
• Analogously, 1− Sij is the dissimilarity between i ∈ N and j ∈ N\i ,
and by equally sharing it the cluster score wS({i}) =
∑
j∈N\i
1− Sij
2(n − 1)
of singletons is the average of such n− 1 half-diversities 1−Sij2 , j ∈ N\i .
• The resulting Möbius inversion is µwS ({i}) = wS({i}) and
µw
S
({i, j}) = nSij − 1
n − 1 −
∑
l∈N\{i,j}
2− (Sil + Sjl)
2(n − 1) .
• S may be the adjacency matrix of a graph G = (N,E) with weights
Sij on edges {i, j} ∈ E . When Sij = 1 for all i ∈ A, j ∈ A\i and Sil = 0
for all i ∈ A, l ∈ Ac (i.e. spanned subgraph G(A) is complete and a
component of G, with unit weight on all
(|A|
2
)
edges), score wS(A) is
wS(A) =
|A|
2
+
(
|A|
2
)
|A| − 2
n − 1 or w
S(A) =
1
2
, 1, . . . ,
n − 1
2
(
n − 2
2
)
,
(
n
2
)
for |A| = 1, 2, . . . , n − 1, n.
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Greedy merging: modularity
• Partition functions like modularity Q(P) = ∑A∈P wQ(A) may be
maximized by this greedy merging or agglomerative [3, 7] algorithm:
Initialize Set t = 0 and Pt = P⊥ = {{1}, . . . , {n}}.
Loop While ∆wAB := w(A ∪ B)− w(A)− w(B) > 0 for any A,B ∈ Pt ,
set t = t + 1 and:
[1] select A∗,B∗ ∈ Pt−1 such that ∆wA∗B∗ ≥ ∆wAB for all A,B ∈ Pt−1;
[2] define Pt = {A∗ ∪ B∗} ∪ (Pt−1\{A∗,B∗}) (or merge A∗ and B∗).
Output Set P∗ = Pt .
• Let G = (N,E) have an even number n > 4 of vertices, with
N = N1 ∪ N2 where N1 = {i1, . . . , i n
2
} and N2 = {j1, . . . , j n
2
} as well as
E = {{i, i ′} : i, i ′ ∈ N1} ∪ {{j, j ′} : j, j ′ ∈ N2} ∪ {{ik , jk} : 1 ≤ k ≤ n2}.
 If w = wQ, then worst-case output P∗worst = {{i1, j1}, . . . , {i n2 , j n2 }}
scores Q(P∗worst) = 0 and obtains by merging {ik} ∪ {jk}, 1 ≤ k ≤ n2 ,
as ∆w
Q
ij = µ
wQ({i, j}) = aij|E | −
didj
2|E |2 =
{
2/n2 if {i, j} ∈ E ,
−2/n2 if {i, j} /∈ E .
• The unique maximum attains instead at P∗opt = {N1,N2} where
Q(P∗opt) = −1n+2
(
n
2
2
)
2
n2
=
n − 4
2n
> 0, hence for modularity clustering
approximation ratio Q(P∗opt)/Q(P∗worst) is unbounded.
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Similarity and transitivity
• Similarity-based scores w = wS above provide the same worst-case
output, as merging {i} and {j} results in variation ∆wSij = µw
S
({i, j}) =
= aij − 1 + di + dj2(n − 1) =
{
n/[2(n − 1)] if {i, j} ∈ E ,
−(n − 2)/[2(n − 1)] if {i, j} /∈ E .
 Hence W S(P∗worst) =
n
2
n
2(n − 1) while W
S(P∗opt) = 2
(
n
2
2
)
n
2(n − 1) ,
with approximation ratio
W S(P∗opt)
W S(P∗worst)
=
n
2
−1 (and W S(P) =
∑
A∈P
wS(A)).
• Conversely, transitivity-based scores w = wG lead to surely find the
optimum P∗opt as ∆
wG
ij = µ
wG ({i, j}) =
= aij+
|Ni ∩ Nj | − |Ni∆Nj |
|Ni ∪ Nj | =

2n/(n + 4) if {i, j} ⊂ N1 or {i, j} ⊂ N2,
4/n if {i, j} ∈ E and i ∈ N1, j ∈ N2,
−(n − 2)/n if {i, j} /∈ E .
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Average derivatives
• In quadratic near-Boolean optimization, objective function W (q) =
=
∑
i∈N
w({i}) +
∑
1≤i<j≤n
 ∑
A⊇{i,j}
qAi q
A
j
µw ({i, j}) evaluates fuzzy
partitions q; for ∅ 6= A ∈ 2N its average A-th derivative at q is W¯A(q) =
=
1
|A|
∑
i∈A
wq−i (A) =
1
|A|
∑
i∈A
w({i}) +
∑
{i,j}⊆A
(
qAi + q
A
j
)
µw ({i, j})
 .
• The chosen A (at iteration t , to be a block of the output partition P∗
being constructed) is one where qA(t) 6= χA and W¯A(q(t)) is maximal.
• For all j ∈ N\A, membership ∑B∈2Nj :B∩A6=∅ qBj (t) is redistributed over
those B ∈ 2Nj such that A ∩ B = ∅.
• The greedy procedure stops when ∑i∈A qAi (t) ∈ {0, |A|} for all A.
• A second loop next verifies local optimality: for all A ∈ P∗ and i ∈ A
w(A) ≥ w(A\i) + w({i}); if this is not satisfied, then P∗ updates
by splitting block A in two (new) blocks A\i and {i}.
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Greedy clustering
• Consider the following greedy clustering local search algorithm:
Initialize Set t = 0 and qAi (0) = 2
1−n (i ∈ N,A ∈ 2Ni , uniform example).
GreedyLoop While 0 <
∑
i∈A q
A
i (t) < |A| for any A, set t = t + 1 and:
[1] select one such A∗ where the average derivative is also maximal:
W¯A(q(t−1)) ≥ W¯B(q(t−1)) for all B such that 0 <
∑
i∈B
qBj (t−1) < |B|;
[2] for i ∈ A∗ and A ∈ 2Ni , set qAi (t) =
{
1 if A = A∗
0 if A 6= A∗ ;
[3] for j ∈ N\A∗ and A ∈ 2Nj with A ∩ A∗ = ∅, set qAj (t) = qAj (t − 1) +
+
1
|{B′ : B′ ∈ 2Nj : B′ ∩ A∗ = ∅}|
∑
B∈2Nj :B∩A∗ 6=∅
qBj (t − 1);
[4] for j ∈ N\A∗ and A ∈ 2Nj with A ∩ A∗ 6= ∅, set qAj (t) = 0.
CheckLoop While w(A) < w({i}) + w(A\i) for any A 3 i with
qA(t) = χA, set t = t + 1 and qBi (t) =
{
1 if |B| = 1
0 if |B| 6= 1
(
B ∈ 2Ni
)
, and
qBj (t) =
{
1 if B = A\i
0 if B 6= A\i
(j∈A\i
B∈2Nj
)
, and qBj′ (t) = q
B
j′ (t − 1)
(j′∈N\A
B∈2N
j′
)
.
Output Set P∗ = {A1, . . . ,A|P|} such that qAk (t) = χAk , 1 ≤ k ≤ |P|.
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Worst-case graphs revised
• Multilinearly extended as WQ over fuzzy clusterings q, modularity
WQ(q) =
∑
i∈N
(
− d
2
i
4|E |2
)
+
∑
1≤i<j≤n
( aij
|E | −
didj
2|E |2
) ∑
B⊇{i,j}
(
qBi q
B
j
)
may be maximized by greedy clustering local search algorithm above,
with uniform input distributions
{
qAi (0) = 1/2
n−1}
i∈N,A∈2Ni
for example.
• For those graphs where greedy merging worst-case modularity
score is 0, greedy clustering surely finds instead the unique optimum.
 All n2 edges {ik , jk} ∈ E with ik ∈ N1, jk ∈ N2 have average derivative
W¯{ik ,jk}(q(0)) =
1
2
[
− 2
n2
+
2
2n−1
2
n2
]
= − 1
n2
(
1− 1
2n−2
)
< 0,
 Any subset A ⊆ N1 (or A ⊆ N2) has average derivative
W¯A(q(0)) =
1
|A|
[
−|A|
n2
+
(
|A|
2
)
4
n22n−1
]
= − 1
n2
(
1− |A| − 1
2n−2
)
< 0.
 For |A| = 2 there is no difference but W¯A(q(0)) increases with |A| up
to W¯N1 (q(0)) =
W¯N2 (q(0)) =
}
− 1
n2
(
1−
n
2 − 1
2n−2
)
, with n > 4⇒ 1
2n−2
<
n
2 − 1
2n−2
.
 The optimum is thus found in only 2 iterations of greedy loop.
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Conclusions
• Objective function-based clustering relies on firstly eliciting a (set or)
pseudo-Boolean function assigning cluster scores to data subsets.
• In near-Boolean optimization, fuzzy clusters are evaluated via MLE
of the chosen cluster score pseudo-Boolean function, thus turning the
(original) maximum-weight set partitioning problem into a continuous
version where the objective function takes values on fuzzy partitions.
• If all cluster scores depend only on those of singletons and pairs, like
for graph clustering via modularity maximization in complex networks,
then the MLE and the global objective function are quadratic forms.
• Quadratic cluster scores also naturally allow for alternative or
additional modeling choices and concerns, exemplified by focusing on
transitivity in social networks and/or on similarity matrices as inputs.
• The multilinear polinomial objective function has n2n−1 partial
derivatives (where n is the number of data), enabling to define a
average derivative for each data subset or cluster, which in turn drives
the (local) search of a (gradient-based) greedy clustering algorithm.
• The number of clusters is determined autonomously by optimization
(rather than an input); if the initial n membership distributions are
widely spread (possibly uniform), then the search tends to be global.
• Analytically, greedy clustering compares favorably with a greedy
merging global search algorithm used for modularity maximization.
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