Regularization constraints are necessaly in inverse pmblems such as image restoration optical Row computation or shape From shading to avoid the singularities in the solution. Conventional regularization techniques are based on some a priori knowledge of the solution: usually, the solution is assumed to be smooth according to simple statistical image or motion models.
INTRODUCTION
Images are produced to record or display useful information about some phenomenon of interest. As the process of image formation and recording is not perfect only a degraded version, id(.), ofthe original image, io(z), is available. The whole distortion process is usually modelled by means of a linear operator acting upon the original image plus additive noise:
id(.) = h(z, . ' ) @ io(.') + n(. )
(1)
The purpose of image restoration is to estimate the original image from the distorted and noisy one. This is a non trivial problem because even if the operator is known, a naive inversion will amplify the noise.
Multiple techniques of different naNre have been proposed to solve this problem, but most of them require (and critically depend on) some image model or some a priori assumptions on the image or the noise [I, 2,3] . Usually the solution is assumed to have a particular smoothness in the spatial domain described by its autocomelation function or the coefficients of an autoregressive model [3, 4] . In other cases, the required features of the solution are given in a transform domain [5]. In the particular context of regularization techniques, the restored image is the one that minimizes the departure From the observed data and the presence of some unwantedfeafures in the solution [6] . The problem again is to defme the image model or the suitable features in the solution.
In this work we propose a class of penally functionals for image regularization which are not based on a model of the image or the noise, but on the current model of low-level human visual perception [7, 8] . In this way there is no need to make any apriori assumption.
The use of advanced perception models to design the regularization functionals relies on the Barlow hypothesis [9]: the biological vision systems have evolved for an optimal processing of natural images. In particular, it has been shown that the early linear processing mechanisms in the visual cortex perform a sort of linear Independent ComponentAnalysis [IO] . Besides, the post transform non-linearities [7, 8] increase the independization between the transform coefficients [ I I , 121. This means that these mechanisms have evolved to capture the most salient features of the natural images, and, in a way, discriminate between useful and negligible information.
According to these facts, the generic statistical properties of natural images (as for instance their smoothness and the relations between the coefficients in a local Fourier domain [I l, 51) are implicitly included in the response model. Therefore, it makes sense to use the perceptual response to design the regularization for restoration purposes because it can tell us what features should be present in the solution and what feaures should be removed from it.
The use of simple human vision models in the regularization is not new [I, 31. However, those approaches used simpler (linear) models and, what is more important, the rationale was very application-oriented (similar to the one which is popular in the coding literature): as the images are addressed to human viewers, the functional should penalize the features which are not subjectively relevant.
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In addition to the use of a more advanced model, the main idea of this work is different: here we want to stress the fact that the information about the natural images implicitly included in the human visual response models can be used as a successful altemative to explicit image models in the regularization functional design.
The perceptual transform, T , is similar to the class of transforms employed in image coding. A local (block) Fourier transform will be used here as a model of the perceptual linear transform T. The response to each coefficient of the transfarm is given hy a linear term which dominates when the amplitude is small (near-threshold behavior) and a non-linear term in which the e n e m of each coefficient is -.
REGULmZATION AND IMAGE MODELS ,
in the ~i f i~~~~ regularization [6] the image estimate, it, is the one that simultaneously minimizes the departure from the observeddata, lh(x,x')@i'(x') -ia(x)12, andapenalty functional, ip(z, x') @ i'(x')I', that measures the presence of some unwanted feature in the solution:
normalized by a linear combination of the neighbors (suprathreshold or masking behavior) [& 7, 121. For a particular region of a local Fourier transform, the response for each frequency component is:
where X establishes the trade-off between both terms. Assuming that h and p are shift invariant, the solution to eq. 2 in the Fourier domain is [I] :
The meaning of the regularization functional, p , in terms of a simple image model can he inferred from the result using the optimal Wiener filter [I]:
In the Wiener solution the inverse operator N * / I H ( 2 is modified using information about the power spectrum of the original signal and the noise (which is not available in general). Eq. 4 suggests that the regularization penalty functional, p, and the parameter, A, should be related to the spectmm of the signal and the energy of the noise. This is why the conventional functional design is based in a model of the autocorrelation of the image [4,3]. The smoothness assumption (limited band signal) gives rise to high-pass regularization functionals (the unwantedfeature is the energy in the high frequency region).
PERCEPTUAL REGULARIZATION FUNCTIONALS
The standard model of human low-level image analysis 181 has two basic stages, in which the input image, z(x) is first transformed into a vector I(f, x), in a local frequency domain (using a linear filter bank, 2') and finally it is nonlinearly transformed into a response vector, r( f, x) It has been reported that the energy normalization in the non-linear term acts as a sort of divisive DPCM (the energy in each transform coefficient is predicted from the e n e w of the neighbors). In this way, the independence between the coefficients of the response is increased 1121. This means that the basic relations between the local Fourier coefficients of natural images are described by the Gaussian kernels, k(f, 1'). Summarizing, the implicit information about the images in this model is smoothness (limited band behavior of a) but also a particular relationship between the hamform coeftcients (note the frequency dependent neighborhood defined by the kernels).
Assuming that the responses in eq. 5 capture the most salient independent features of the natural images, and discriminate between useful and negligible information, the perceptual responses for a particular region of the observed data tell us what features should he present in the solution and what features should he removed from it. According to this, we define the perceptual regularization functional to be inversely proportional to the response. Therefore, each restored region will be given by, Using the analogy with' eq. 4 we see that the role of the response model is the extraction of the relevant features of the image to estimate the spectrum of the original signal from its degraded version.
As stated in the introduction, previous perceptual ap- can be seen as a particular case of the more general class of functionals presented here.
RESULTS AND DISCUSSION
The regularization functionals proposed have been tested in several natural images with different levels of degradation. Some illustrative results are presented using the standard image Barb& (figure 2). We assume that the 256 x 256 images have a physical extent of 4 x 4 degrees, i.e. a sampling frequency of 64 cpd.
The original image has been degraded using a linear shift invariant low-pass filter with cutoff frequency of 16 cpd and Gaussian white noise with variance r2 = 185. The total distortion is BSNRc12 dB (figure 2.b) . In the experiments, the regularization parameter, A, has been obtained using the The procedures with a spatially-invariant regularization functional can be improved by using adaptive approaches: in the procedures based on a model of the image it is possible a local estimation of the power spectrum to update the regularization functional. In the proposed approach, considering an inputdependent percephlal model (eq. 6) naturally implies a change in the functional in each region.
It is possible to compare the image-based and the perceptual-based approaches in the best (idealized) way provided the original image is available to design the functionals. On one hand, eq.4 can be exactly computed for each block.
And, on the other hand, the response in eq.6 can be computed using I, instead of Id. These results (figs. 2.e and 2.0 constitute an upper bound of what can be obtained in each case. Both locally adaptive approaches certainly improve the fixed functional results: e.g., specific details are preserved. However, even if the best possible image model (the hue autocorrelation) and the hue energy noise are used in eq. 4, the corresponding result displays annoying noise in the smooth regions which is not present in the perceptual case.
In practice, a model needs to be locally fitted using the distorted image in order to properly apply the first approach, and results are very dependent on the accuracy and robustness of the model. On the other band, the proposed approach directly uses the degraded image and there is no need of any model. In this example, the result obtained is the one shown in figure 2 .g. The restored image constitutes a tradeoff between the overall noise and the preservation of specific details. The loss in figure 2.f with regard to the upper bound result in figure 2.g is small given the big differences between i, and i d .
CONCLUDING REMARKS
In this paper, the information about natural images implicitly included in the current model of early human vision (smoothness and relations between coefficients in a trans- form domain) has been used to define regularization functionals for restoration purposes. Results suggest that the proposed method, which does not require a priori assumptions on the image, can be used as a successful alternative to explicit image models.
