In this paper we introduce a finite element method for the Stokes equations with a massless immersed membrane. This membrane applies normal and tangential forces affecting the velocity and pressure of the fluid. Additionally, the points representing this membrane move with the local fluid velocity. We design and implement a high-accuracy cut finite element method (CutFEM) which enables the use of a structured mesh that is not aligned with the immersed membrane and then we formulate a time discretization that yields an unconditionally energy stable scheme. We prove that the stability is not restricted by the parameter choices that constrained previous finite element immersed boundary methods and illustrate the theoretical results with numerical simulations.
Introduction
Fluid dynamics problems with immersed boundaries have arisen in many real world scenarios such as cardiac blood flow [1, 2] and cell mechanics [3] . Two prevalent ideas are the immersed boundary method introduced by Peskin [4] and the immersed interface method by LeVeque and Li [5, 6] . These are both finite difference methods developed for very involved problems. We note that the immersed interface method was also extended to the finite element method by imposing flux conservation and continuity of the solution strongly at certain points of Γ; see [7, 8, 9, 10, 11, 12, 13, 14, 15, 16] . In the immersed boundary method, the interface applies a local force when computing the fluid velocity and pressure globally at each time step. The right-hand side function is defined only on the interface and contains a Dirac delta function whose main purpose is to pass information between Eulerian and Lagrangian coordinates. Peskin's use of a finite difference method requires smoothing of the effects of the force applied by the membrane. Boffi and Gastaldi extended these ideas to the finite element method in [17] . In their work, a variational formulation in weak form is introduced and the action of the forcing function, due to bending and stretching, is now written as an integral over the immersed membrane. One can also show that when the problem is written in the strong form, the force applied by the membrane to the fluid is equal to the jump in the normal stress [18] of the fluid across the membrane. The conditional energy stability of the method proposed in [17] was proved later in [19] .
The framework of our finite element method begins with Nitsche's formulation [20] in order to weakly impose Dirichlet boundary conditions on fitted meshes. In [21] , the Nitsche's formulation was extended to the case where the domain boundary does not align with the underlying finite element mesh. In our work, we employ one particular fictitious domain finite element method known as CutFEM [22, 23, 24, 25] which allows us to divide the global domain into two non-overlapping subdomains. This technique not only separates the stress on each side, but also allows us to weakly impose a condition on the jump of the normal derivative in lieu of the prescribed forcing function in the earlier work. Our numerical experiments show that optimal spatial convergence can be obtained using CutFEM when the interface is described by a static, smooth parameterization.
CutFEM was implemented for Stokes with an immersed boundary and a P1-iso-P2 element in [26] where Hansbo et al. use a known a priori level set method to track the interface. In that article it is noted that the optimality of their approach is independent of the interface representation, which moves with a prescribed velocity. Some additional work has been done on problems with a known interface velocity [27] . Our approach focuses on the movement of the interface not known a priori, that is, we let the interface move with the velocity of the fluid which is not known prior to solving the system at each time step. Here, we implement the Q2-P1 element and track the immersed boundary by updating the position of a fixed number of points sampled from the initial curve. We show that our method using techniques similar to those presented in [28, 29] on the finite difference immersed boundary method is energy stable. We note that the method presented in this paper can be extended to two-phase flows. Work on static interface problems with unfitted meshes for two-phase flows has been done by many groups, see e.g. [25, 30, 31] . This paper is organized as follows. Section 2 will derive the model and introduce the strong formulation of the spatially continuous problem. Then in Section 3 we look into the time discretization of the problem and prove stability results, building to the fully discretized problem. In Section 4 we introduce the necessary notation and spaces of functions en route to defining our finite element methods. We proceed to prove energy stability of the proposed finite element problem, which is unconditional for our semi-implicit method and yields a CFL-like condition for the explicit method. The results of some numerical tests are shown and discussed in Section 5 and we draw conclusions in Section 6.
Model formulation
, that can be any Lipschitz domain. For simplicity, we will define Ω := (0, 1)
2 . The following equations model an incompressible elastic material inside Ω using Stokes equations. The stress tensor is defined by T := −µε(u) + Ip where ε(u) = 1 2
(∇u + (∇u)
T ) and p is the pressure. To reduce notational clutter, define µ to be twice the traditional dynamic viscosity. Inside Ω there will be a closed curve Γ representing a massless, elastic interface between two non-overlapping subdomains Ω 1 and Ω 2 . Throughout this paper, we let Ω 1 denote the region exterior to the curve Γ such that ∂Ω 1 = ∂Ω ∪ Γ and Ω 2 denote the interior region encapsulated by Γ.
The description of the interface Γ and the model for the jump of the stress across Γ are based on the immersed boundary method; see Peskin [4] and Boffi et al. [19] . As we will see in Remark 2, it is advantageous to describe Γ, and therefore the jump of the stress, at time t in parametric form Γ(s, t) for s ∈ [0, L] and fixed L independent of time. In general, s is not an arc-length parameterizaton of Γ at any time t. We use X(s, t) to denote the Cartesian coordinates of Γ(s, t) corresponding to a point s for any given time t. Since this is a closed curve, X(0, t) = X(L, t) for all time. To construct Γ(s, t), we first define Γ(s, 0) given by parametrization s ∈ [0, L]. The fact that Γ is not necessarily parameterized by arc-length allows us to define an initial elastic membrane not only with bending, but also with stretching; that is, |∂X/∂s| is not necessarily equal to one. For time t > 0, we let X(s, t) be the material point on the elastic membrane that moves from an initial position X(s, 0) and also we assume that the movement of a point X(s, t) on the interface is given by the fluid velocity at that point. Hence, we impose continuity of velocity u = 0 on the interface. For a quantity φ defined over Ω we denote φ 1 = φ| Ω 1 and φ 2 = φ| Ω 2 . Then φ = (φ 1 − φ 2 )| Γ denotes the jump of φ across Γ at a given point. We also impose a no-slip condition on the interface, that is,
The unit tangent vector, chosen to be in the direction of the parameterization, is defined in terms of s by
The boundary tension T (s, t) of the elastic membrane is modeled using a generalized Hooke's law, where
and the function σ is defined below. By computing the elastic force on an arbitrary segment between two points a and b, we find that
Since this equality holds for any choice of a and b, we know the force on Γ is defined in terms of s by
A slight modification of the proof of Theorem 1 in [18] shows that for a force
It follows from (1) that if we choose σ(|∂X/∂s| ; s, t) to be proportional to |∂X/∂s|, i.e., σ(|∂X/∂s| ; s, t) = κ |∂X/∂s|, then the jump condition is defined by
Physically, (2) means that the elastic interface will apply a force as it is stretched or bent at a given point. Here, the jump condition is defined in terms of the respective quantities restricted to Γ(t). For example,
To ease the notation, we denote n = n 1 , i.e., the unit normal pointing outward from the exterior Ω 1 . We further impose a homogeneous Dirichlet condition on ∂Ω. Combining Stokes equations with the continuity of velocity and (2), the strong form of the equations to be solved is given in Problem 1.
Problem 1: Strong formulation
Find X(s, t), u i (x, t), and p i (x, t) for i = 1, 2 such that for all t ∈ (0, T )
Remark 1. Note the time dependence of each subdomain and the location of the interface. When deriving the weak formulation, our spaces of test functions depend on time as well.
Remark 2. In Nitsche's formulation of the interface problem, we must substitute (3c) into an integral over Γ(t). We note that in its original form, we are integrating with respect to a time-dependent arc length parameterization of the interface. Since (3c) is defined in terms of s, we will transform this integral over Γ(t) to an integral over [0, L]. We have the following equalities:
where we have denoted the average of a function φ by {φ} = 1 2
. The weak formulation can be obtained by the usual integration by parts on (3a)-(3b) after multiplication by a test function. To symmetrize the problem for increased accuracy and computational efficiency, we add consistent terms to the weak formulation, seen in [21, 26, 32] . A nonsymmetric interior penalty method may also be used, see e.g. [26, 32] .
Discrete-Time Approximation
Given ∆t, we consider equally-spaced time steps t n = n∆t, for 0 ≤ n ≤ N t . For each n, let Γ n = Γ(t n ) be the interface separating the two subdomains Ω n i = Ω i (t n ). We also let u n = u(x, t n ) and p n = p(x, t n ) to simplify notation. Below in the temporally discrete variations of (3a)-(3f), we use a backwarddifference approximation for ∂ t u i . In other words, the derivative with respect to time at t n+1 is approximated by
Recall that each integral over Γ n will be expressed in terms of s. We also write X n (s) = X(s, t n ) to simplify the notation. In the spatially continuous case, we simplify the inner products involving the jump condition on the interface as follows:
• Explicit method:
• Semi-implicit method:
See that the difference between (4) and (5) is the extrapolation used in the semi-implicit method, where we solve for X n+1 in (3f). Note that u n+1 (X n ) = {u n+1 (X n )} in the spatially continuous problem and the average is included for comparison to the discrete case. The expression for the forcing function (5) incorporates the unknown velocity of the interface at the current time step.
We formulate the continuous-space, discrete-time Problem 2 letting Y = X n+1 for the semi-implicit method and Y = X n for the explicit method. For
, and
completeness, we note that the implicit method sets Y = X n+1 and integrates over Ω n+1 and Γ n+1 in Problem 2 instead of Ω n and Γ n , respectively. Additional challenges arise with the implicit method because Γ n+1 and Ω n+1 are not known prior to integration, so we omit this discretization. We included the terms involving u n+1 in Problem 2 to compare to the one further discretized in space, Problem 3, although u n+1 = 0 in the current continuous setting. For the same reason, we include
Energy Estimates
The proposed semi-implicit method combines the analytical simplicity and stability of the implicit method in [19] with the computational convenience of the explicit method. For a quantity φ(s) defined on Γ, we define the norm over the reference configuration
If we define energy to be the sum of the kinetic and elastic potential energy
then the following lemma shows that the energy of the system computed using Y = X n+1 is monotonically decreasing.
, and X n+1 be solutions to (6a)-(6c) at time t n+1 with Y = X n+1 . Then the following equality holds:
Proof. Begin by letting v = u n+1 and q = p n+1 in (6a)-(6b) and subtract (6b) from (6a), where u n+1 stands for
on Ω n i for i = 1, 2. We note that for each time step we have u n+1 = 0 on Γ n and u n+1 1 = 0 on ∂Ω. Thus, these boundary terms disappear in (6a)-(6b). Using the symmetry of the bilinear form we are able to simplify the difference of (6a) and (6b) to 1 ∆t
First, we can rewrite
. Now simplifying the forcing term in (10), we have
.
Using a similar manipulation for the first term on the left-hand side of (10), we obtain by a simple calculation that
Applying the above simplifications to each term in (10) and multiplying by 2∆t we have (9).
We now turn to the explicit method, whose solution must satisfy equations (6a)-(6c) with Y = X n . The velocity u n+1 and pressure p n+1 are computed by explicitly using the interface location Γ n and subdomains Ω n i determined in the previous time step. The energy estimate for the explicit method is similar to that of the semi-implicit method, but lacks the stabilizing contribution of the extrapolation used to compute the force of the membrane in (5). We have the following lemma.
Lemma 2. Let u n+1 , p n+1 , and X n+1 be solutions to (6a)-(6c) at time t n+1 with Y = X n . Then the following equality holds:
Proof. We begin with the simplification made in the previous proof:
The proof for the explicit case is identical to the proof in the semi-implicit case with one important difference in the treatment of the final term in (12) . We have
The simplification of the last term in (12) shown above is almost identical to Lemma 1, but the important difference is that the middle term in the final line above is negative. Now the energy may not be decreasing.
To make more sense of the norm involving both X n+1 and X n , we can write it in terms of the surface gradient of the velocity on Γ as follows:
We substitute the final expression into (12) along with the simplification of the time-derivative term in the proof of Lemma 1 to get (11).
Discrete-Space Finite Element Approximation
The spatial discretization of the problem requires two steps. First, the interface Γ is discretized. Recall that we create a mapping from the interval [0, L] to Γ(s, t) with X(0, t) = X(L, t) that is not necessarily an arc-length parameterization. We choose equally-spaced points 0 = s 0 < s 1 < · · · < s m = L by lettingh = L/m and s j = jh. We note that the set of points {s j } m j=0 need not be evenly spaced, but is chosen so for computational convenience. Then the initial immersed boundary Γ 0 is approximated by a polygon Γ 0 h with m vertices, where the jth vertex is obtained by evaluating X 0 j = X(s j , 0). While {s j } m j=0 may be equally-spaced for computational convenience, dist(X n (s j ), X n (s j+1 )) may not be uniform. Second, we discretize the bulk fluid. The polygonal approximation Γ 0 h divides Ω into the two approximate subdomains. As the discrete interface moves, these subdomains will change and are denoted by Ω n i,h at time t n . Let T h partition Ω into squares with side length h. Then the subset of T h that overlaps each Ω n i,h is denoted by
where meas d denotes the Lebesgue measure in d dimensions. These sets of elements are further decomposed into two disjoint sets, T n,I
i,h and T n,Γ h . We define the set of elements of T n i,h strictly interior to Ω i,h by T
Similarly, the set of elements of T n i,h whose interior is intersected by the interface Γ ñ h is defined by
Thus, for each i and n the relationship T 
Many approximate quantities depend on
h andh, although only one is used as a subscript. For example, u n i,h , p n i,h , T n,Γ h , and others depend on both h andh. The set of points {X n j } m j=0 depends only onh and the polygon will be refined ash decreases for fixed L.
Finite element problem
For each set of elements T n i,h we define the finite element spaces
is the space of linear functions defined on an element K. A general q ∈ M i,h is discontinuous across each edge of the elements since a linear function in two variables is defined by its value at three points. The space Q 2 (K) consists of biquadratic functions defined on the element K. These functions have nine local degrees of freedom and are continuous across the edges of each element.
Additional "ghost" penalty terms are included to mitigate the jumps of the flux and pressure across the faces of elements, particularly to minimize spiking at the ghost nodes and spurious oscillations. To add these to the minimizing functional, we first need to define the sets of edges over which these jumps will be minimized, denoted F n,Γ i,h . Informally, we describe each F n,Γ i,h as the union of all edges shared by two elements, where at least one of the elements is in T n,Γ h . Formally, these sets are defined by F Since the interface cuts through the elements, we must weakly impose interface conditions across Γ ñ h . The jump of the stress is incorporated naturally by substitution into the integral resulting from integration by parts. To impose the weak interface continuity condition, we must add a mathematically consistent penalty term
for some γ > 0. If u is the exact solution, the jump of u is equal to zero and (13) will vanish for the velocity satisfying the system of equations (3a)-(3f). Thus, addition of (13) will keep the variational formulation consistent with the original problem. We similarly enforce the weak Dirichlet boundary condition on ∂Ω by adding the penalty term
The parameterization coordinate of the jth vertex of Γ , we simplify the right-hand side of (6a) using the fact that ∂Y j ∂s
where
To simplify notation in Problem 3 we drop the "h" or "h" subscript from the discrete approximation of the subdomains Ω 
Energy stability of the FEM
We are able to prove the unconditional stability of the semi-implicit method in Problem 3 under the assumption below, similar to that seen in [33] .
i,h , an integer N > 0, and
The next lemma is necessary to bound the strain on the extended subdomain Ω n,e i,h by the strain on the original subdomain Ω n i,h . The result shows why it is necessary to include j i,h (u, v) for stability. 
where C ε depends on neither v nor h. 
Proof. Let K 1 and K 2 be neighboring square elements with a shared edge
We make use of the following result from Lemma 5.1 in [33] :
where v| K 1 , v| K 2 are polynomial functions of degree less than or equal to p. With V n i,h defined as above, the summation in (16) simplifies to p = 1. Denoting v = (u, v), we apply the inequality (16) directly to each term of
2 and add the inequalities. Note that on any vertical edge the jump of all y derivatives will be zero because v is continuous across F and v| F is simply a polynomial in each component. Also on a vertical edge the unit normal vector is n F = (1, 0) and it follows that
The resulting inequality is
Similarly for any horizontal edge, we let n F = (0, 1) and use the fact that [∂ x u] = 0 to get the same inequality. Using Assumption 1, we are able to find a sequence of at most N adjacent elements leading from an element K 1 ∈ T n,Γ h to an element K N ∈ T n,I i,h . Applying the above inequality across each of the edges
Repeating (17) , we can simplify (7) to
Above φ(s j ) denotes the value of φ(s) on the interval (s j , s j+1 ). Using the definition of the energy (8) we are able to prove the following theorem. Note that the choice of γ in (13)- (14) depends on µ. 
Proof. We first let v h = u n+1 h and q h = p n+1 h in (15a)-(15c) and subtract (15c) from (15b). After cancellation due to the symmetry of the L 2 inner product and some simplification we have
Following the same simplification as in Lemma 1 we have
Now we look to control the integrals over the boundaries. First, using the Cauchy-Schwarz inequality and a generalized inequality of arithmeticgeometric means we have for any α > 0
Now we look to bound the norm of the average of the symmetric gradient over the interface, which has been separated into an interior and exterior component using the triangle inequality. For some function v ∈ H 1 (K), with the help of Lemma 1 in [34] noting that the polygonal interface Γ
Here, C 1 is the constant from [34] and C I is the constant from the well-known finite element inverse inequality
Letting v be each component of the symmetric part of the gradient in (19) and adding the resulting inequalities yields
and we can control the inner product over Γ
where the final inequality is the result of Lemma 3. Similarly, we have
. Now we combine all of these inequalities and choose α = β = 8C 1 C I C ε . To further simplify things, we choose γ = 1 + αµ 4 = 1 + 2C 1 C I C ε and multiply both sides by 2∆t to get (18) .
To bound the energy of the approximation yielded by the explicit formulation, we must define the quantity
as in [19] . We also define
noting that we chooseh to be uniform, setting h s =h. 
Proof. The proof of Theorem 5 is the same as the proof of Theorem 4, except for the result of the forcing function. Instead, we have,
only changing the sign of the middle term. As in Lemma 2, the norm involv-
) will reduce the dissipation and result in instability. We look to bound this norm by a more intuitive quantity. First, let γ j be the line segment connecting X n j to X n j+1 and defineK n j := K∩γ j =∅ K, the set of square elements intersected by γ j . Then using the fundamental theorem of calculus and the Cauchy-Schwarz inequality,
, where the final line follows from an application of the trace inequality and a finite element inverse estimate. Using the above estimate, Lemma 3, and (15d) we have κ 2∆t
The remainder of the proof is identical to that of Theorem 4.
Numerical results
Below we illustrate the theoretical findings with numerical simulations. The semi-implicit method is confirmed to be unconditionally energy stable in the following test cases. In these same cases, the explicit method is unstable.
In each example we choose the computational domain to be the square Ω = (0, 1) 2 with the fluid initially at rest. Let the reference configuration be the unit interval, i.e., L = 1. Choose m such that the m + 1 equally-spaced points in [0, 1] sampled from Γ(s, 0) satisfies max j |X 0 j+1 − X 0 j | < h/2. Thus, the step size in [0, 1] ish = 1/m. We choose the penalty parameter from (13) and (14) to be γ = 10.
In each example, the immersed boundary should oscillate to a circular steady state. The interior area at each time step should be the same as that of the initial configuration. With our choice of uniformh we further expect Γ ñ h to approach a regular polygon with the sampled points equally spaced along the interface.
Example 1: Spatial convergence
The results in Table 1 illustrate the convergence of our method in the steady-state problem
The boundary condition for u 1 on ∂Ω and jump conditions (µε(u) − p)n and u are chosen to match the exact test solutions
The exact solution in (21) exhibits nonzero jumps in the velocity and stress across the interface, independent of our choice of Γ. Table 1 was generated using the initial interface configuration in (22) . The H 1 error observed in these tables is optimal since we are using Q2-P1 elements. We also see superconvergence in the L 2 and H 1 norms of the velocity and nearoptimal convergence in the other norms.
To compute the L 2 and H 1 error, we extend u to Ω i,h when necessary using (21) and compute the norms of the difference u i − u i,h on each subdomain. The L ∞ and W 1,∞ norms are computed using the difference u i − u i,h at all degrees of freedom where u h is approximated; we also include points on Γh, including each s j and all points where Γh intersects edges of elements in T i,h by interpolating u h . (20) . The numbers shown are the values of the difference between the approximate solution and the exact solution given by (21) in the specified norm with spatial grid size h.
Example 2: Ellipse
The second example is a common scenario found in related literature [6, 35] . The interface Γ will begin as an ellipse where the initial points chosen are sampled from 
The discrete interface Γ 0 h is approximated using m + 1 equally-spaced points from [0, 1] . It is worth noting that the lengths of two adjacent segments on Γ 0 h may be different. Sinceh is chosen to be constant across each reference segment throughout all simulations, in addition to bending, the result is also a "tension" force, or a stretching in the direction tangent to Γ 0 h . The effects of such a force will be emphasized in Example 4.
As seen in Figure 2 , the solution computed using the explicit method with parameters chosen such that an instability occurs will blow up very quickly as the energy fails to dissipate. With a smaller time step, we see a more gradual increase in energy as the method does not fail so quickly. The semiimplicit method exhibits the theoretical improvement in energy stability over the explicit method and remains stable with each set of parameters tested. Figure 3 shows the position of the interface at three time steps capturing one intermediate step before steady state is achieved prior to t = 1. Table 2 shows the normalized deviation at time t = 0.5 from the original interior area. Due to the incompressibility of the fluid, the optimal result is a constant interior area as the interface moves. Recall that m is the number of points sampled from Γ 0 to form the polygon Γ 0 h
. As the mesh size h decreases, we increase m. In addition to improving the initial approximation of each subdomain, the conservation of the interior becomes more accurate as the ∆t 2.5e-3
1.25e-3 6.25e-4 3.125e-4 16 -4.3186e-4 -3.4291e-4 -3.0010e-4 -2.7899e-4 1/h 32 -2.7714e-4 -1.8754e-4 -1.4433e-4 -1.2320e-4 64 -2.2939e-4 -1.3997e-4 -9.6919e-5 -7.5903e-5 Table 2 : Normalized deviation of interior area at t = 0.5 from initial interior area in Example 2. Results obtained using µ = 1 and κ = 10 with ∆t and h as shown. mesh is refined. We also see significant improvement in the conservation of interior area as ∆t is refined. In Table 2 we see that the deviation from interior area is no larger than 0.05% with the chosen parameters, and can be reduced to less than 0.008% by refining h and ∆t. It is worth noting that in this example a greater improvement is seen by reducing h compared to reducing ∆t.
Example 3: Heart
The third example is used to ensure that energy stability still holds regardless of the convexity of the interface and displacement of the centroid of the interior subdomain. The original curve is constructed as the sum of two translated cardioids and is parameterized by s ∈ [0, 1] as follows:
cos(2πs) (7(1 − sin(2πs)) + 3(1 − cos(2πs))) + 24 sin(2πs) (3(1 − sin(2πs)) + 7(1 − cos(2πs))) + 24 .
The energy plots in Figure 4 show that the energy in the explicit method becomes unstable slower than in the previous example. However, the semi- implicit method remains stable. Figure 5 shows the position of the interface as it deforms and moves toward the top-right corner of Ω, approaching a circular steady state. In this figure we observe a quick deformation to a convex interior at t = 0.05 and a translation of this region in the subsequent time steps. Table 3 shows the normalized deviation from the original interior area at time t = 0.5. Contrary to the previous example, we see more improvement from reduction of ∆t than from refinement of h. Here, the area loss is reduced almost linearly with the reduction in ∆t and very little corresponding to a smaller mesh size h.
Example 4: Stretched circle
The fourth example is chosen to emphasize the effects of a nonuniform tension around the perimeter of Γ 0 h . The initial configuration is a circle of radius 1 4 centered at Previously we chose equally-spaced points from the interval [0, L] when the tension of each segment was arbitrary. Since Γ 0 h is a circle, we must sample at nonuniform s j to prescribe a nonuniform tension on the edges of the polygon Γ The result of this simulation, computed using the semi-implicit method, will be a leftward moving circle as a force tangent to the interface is ap∆t 2.5e-3
1.25e-3 6.25e-4 3.125e-4 16 5.1100e-3 2.8754e-3 1.6368e-3 9.8328e-4 1/h 32 5.0703e-3 2.7449e-3 1.4516e-3 7.6823e-4 64 5.0235e-3 2.6953e-3 1.4000e-3 7.1540e-4 Table 3 : Normalized deviation of interior area at t = 0.5 from initial interior area in Example 3. Results obtained using µ = 1 and κ = 10 with ∆t and h as shown. Figure 6 : Position of the interface at t = 0, t = 0.05, and t = 1. We let µ = 1, κ = 10, ∆t = 0.01, and N = 32 and use the initial configuration from Example 3. An encircled red × is used to denote X(s 0 , t) for reference. We display every 6th point on the interface to reduce clutter.
plied to the fluid. Equilibrium is obtained when the points on the circle are equally spaced and the total force applied to the fluid is zero. Figure 6 shows the position of the points on the interface at three time steps. These plots highlight the leftward motion and the even distribution of the points on Γ ñ h near steady state, at t = 1. In this example, the semi-implicit method is unconditionally stable.
Conclusions
In this work we presented a new finite element method for solving Stokes equations with an immersed membrane that moves with the velocity of the fluid, not known a priori. We successfully combined the classical immersed boundary method with Nitsche's formulation and CutFEM to solve this problem in two dimensions. The proposed method maintains the use of the Dirac delta function to pass the force applied by the immersed structure in the Lagrangian frame to the fluid in the Eulerian frame. We developed a semiimplicit discretization and added the necessary consistent penalty terms to maintain energy stability. The stability of our method is proved and verified in each example of our numerical results. This semi-implicit method was tested alongside the explicit CutFEM method, which is the algorithm directly analogous to the original finite element immersed boundary method [17] . Using CutFEM we improved the error in computing the velocity and pressure of the fluid near the interface; however, we continued the use of a polygonal approximation to the interface for its simplicity in computing the location of Γ n+1 h
. The numerical results demonstrate that if the polygonal approximation to the interface is refined as the mesh is refined, we obtain optimal spatial convergence in Example 1, as shown in Table 1 . We also observe in Examples 2-4 the theoretical unconditional energy stability proved in this work. The conservation of area in each subdomain is desired and obtained for sufficiently small values of h and ∆t. The trends observed in Table 2 and Table 3 are seen for sufficiently small values of ∆t. For larger values of ∆t we see an improvement in area conservation as ∆t is refined, however we may not observe such trends as h is reduced.
We are currently working on improving temporal convergence and preconditioning for the problem. We also plan to look into a more sophisticated spline representation for Γ ñ h to replace the current polygonal approximation and a Stokes discretization that preserves incompressibility almost everywhere.
