In 1912, the Norwegian mathematician Axel Thue was the ÿrst to describe an overlap-free binary inÿnite word. This word was generated by a morphism which is called, since the works of Morse, the Thue-Morse morphism. Here, we present two generalizations of the Thue-Morse morphism in the case of alphabets with more than two letters. The extension of the characteristic properties of the word of Thue to the words generated by these morphisms is considered. One of these generalizations corresponds to the construction of Prouhet and a link with the Arshon words is given. In particular, we prove that if n is an even number then the n-letter Arshon word is generated by morphism.
Introduction
In 1906, Thue was the ÿrst to publish a paper [19] in which were explicitly studied the combinatorial properties of strings of letters. In 1912, he published another paper [20] in which was introduced, in particular, a binary inÿnite overlap-free word, now called the Thue-Morse word. Thue's results were rediscovered independently years after (see [8] and, to know what Thue exactly did, [5] ). In particular, Morse [13] proved again that the Thue-Morse word t is overlap-free. This word is generated by the Thue-Morse morphism deÿned on the alphabet A = {0; 1} by (0) = 01; (1) = 10. Thus t = 0110100110010110100101100110100110 : : : . It also appears as a special case of what Adler and Li [1] called Prouhet sequences (see [15] ). However, the sequences deÿned by Prouhet were only tools to realize an arithmetic construction (a solution to the so-called Tarri-Escott problem), and Prouhet did not study the combinatorial properties of his sequences. In particular, he did not consider the fact that his sequences are overlap-free or that his algorithm produces morphisms to generate his sequences.
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So it is coherent to consider that Thue, and independently Morse, were the ÿrst to discover the Thue-Morse inÿnite word by itself and to see Prouhet sequences (and others) as generalizations of this.
In what follows we are interested in the production, using morphisms, of ThueMorse inÿnite words over alphabets with more than just two letters: this means that (n being the cardinality of the alphabet) the n-ary inÿnite words we obtain have some properties of the original Thue-Morse binary inÿnite word, as overlap-freeness or a link with the n-ary representation of integers or the fact that they are generated by some particular morphisms.
More precisely, we will consider three families of morphisms generalizing the ThueMorse morphism. The ÿrst generalization is with morphisms; they are, as the original Thue-Morse morphism, 2-uniform. The second generalization is realized from the Prouhet sequences, and the Prouhet morphisms so obtained are all n-uniform. These two generalizations of the Thue-Morse morphisms are both di erent from those studied in [11, 12] , or in [18] , but they produce words that are special cases of those of Allouche and Shallit [2] . We study these morphisms, showing, in particular, the case in which they are overlap-free (Theorems 4.1 and 5.3).
The third construction is realized using the Prouhet morphisms. They give maps that are used to produce the Arshon words [3] which were proved by Berstel to be, in the ternary case, an example of inÿnite words that can be generated by a tag-system but not by a morphism [4] . Our main result (Theorem 6.2) is that if the alphabet contains an even number of letters then the Arshon word is generated by morphism.
The paper is organized as follows. After notations and deÿnitions (Section 2) and a presentation of some results regarding the Thue-Morse word and morphism (Section 3), the ÿrst two generalizations are given with the associated results (Sections 4 and 5). The remarks about Arshon words are given in Section 6. In order to be complete, all the results are given here with at least a hint of proof.
Notations and deÿnitions
The terminology and notations are mainly those of Lothaire [10] . Let A be a ÿnite set called alphabet and A * the free monoid generated by A. The elements of A are called letters and those of A * are called words. The empty word is the neutral element of A * for the concatenation of words (the concatenation of two words u and v is the word uv), and we denote by A + the semigroup A * \{ }. Let u ∈ A * . We denote by u n the concatenation of n occurrences of the word u. For any letter a ∈ A, |u| a is the number of occurrences of a in u, and |u| is the length of u (in particular | | = 0).
A word w is called a factor (resp. a preÿx, resp. a su x) of u if there exist words x; y such that u = xwy (resp. u = wy, resp. u = xw). The factor (resp. the preÿx, resp. the su x) is proper if xy = (resp. y = , resp. x = ).
Let w = a 1 ; : : : ; a n with a 1 ; : : : ; a n letters. The reversal of w is the wordw = a n a n−1 : : : a 1 .
Sometimes it will be convenient to consider A ∪ A where A is an alphabet deÿned from A as follows: for each a ∈ A there exists a unique a ∈ A.
The inverse of w is the word w = a 1 : : : a n where
An inÿnite word (or sequence) over A is an application a : N → A. It is written as a = a 0 a 1 : : : a i : : : ; i ∈ N; a i ∈ A.
The notion of factor is extended to inÿnite words as follows: a (ÿnite) word u is a factor (resp. preÿx) of an inÿnite word a over A if there exist n ∈ N (resp. n = 0) and m ∈ N such that u = a n : : : a n+m .
Sometimes, for readability, the letter a n of a (which is the (n + 1)th letter because in a letters are indexed from 0) will be denoted by a[n]. Also, the factor a n : : : a n+m will be sometimes denoted by a[n : : : n + m].
An overlap is a word axaxa where a ∈ A; x ∈ A * . A square is a word yy where y ∈ A + . A (ÿnite or inÿnite) word u over A is overlap-free (resp. square-free) if none of its factors is an overlap (resp. a square).
In what follows, we will consider morphisms on A.
A morphism on A (in short morphism) is an application f :
It is uniquely determined by its value on the alpha-
A morphism is nonerasing if f(a) = for all a ∈ A. It is prolongable on x 0 , x 0 ∈ A, if there exists u ∈ A + such that f(x 0 ) = x 0 u. In what follows, all morphisms will be nonerasing and prolongable on at least one letter x 0 . In this case, for all n ∈ N the word f n (x 0 ) is a proper preÿx of the word f n+1 (x 0 ) and this deÿnes a unique inÿnite word
which is the limit of the sequence (f n (x 0 )) n¿0 . We write x = f ! (x 0 ) and say that x is generated by f.
A morphism is overlap-free (resp. square-free) if the word f(x) is overlap-free (resp. square-free) whenever the (ÿnite or inÿnite) word x is.
The Thue-Morse morphism
In this section we describe the Thue-Morse morphism and the word t generated by , and recall some results that will be generalized in the next sections.
Let A = {0; 1}. In his 1912 paper, Thue proved, among others, the two theorems below (see [5] ). We remark here that overlap-free words in connection with morphisms were studied by some other authors (see, e.g., [6, 7, 14, 16, 17] ) who rediscovered Thue's results. To end this section we recall a classical characterization of t in connection with the binary expansion of integers.
Let k ∈ N. As in Allouche and Shallit [2] we denote by S 2 (k) the sum of all the digits in the expression for k in base 2 (i.e., S 2 (k) is the number of 1 in the binary expansion of k).
Remark. In the rest of this paper n is a ÿxed integer, n¿2 and A n is the n-letter alphabet A n = {0; : : : ; (n − 1)}. So 0; 1; : : : ; (n − 1) will be sometimes integers and sometimes letters. Except if necessary for comprehension, we will use these symbols both as integers or as letters without noticing which case we are considering. In particular, computations will be done with the letters 0; 1; : : : ; (n − 1) considered as integers and, in this case, all letters will be implicitely "computed" modulo n. Consequently, if a is a letter of A n and j ∈ Z, the letter (a + j) is the letter of A n which corresponds to the integer (a + j) mod n.
A ÿrst generalization
We deÿne on A n the 2-uniform morphism n by n (a) = a(a + 1) for all a ∈ A n . In particular, n ((n − 1)) = (n − 1)0.
Let t n = ! n (0). When n = 2, A n = {0; 1} and the morphism 2 is of course the ThueMorse morphism , so t 2 = t.
Before starting, we notice the following.
Theorem 4.1. The morphism n is overlap-free if and only if n is even.
Proof. The proof of "n even implies n is overlap-free" is just a rewriting, in the general case, of Thue's proof of Theorem 3.1 (see [9, Lemmas 2:2:5 and 2:2:6]) and we omit it. When n is odd (n¿3) Thue's ÿrst lemma [9, Lemma 2:2:5] becomes false. The morphism n is then not overlap-free since, for example, n (u) starts with an overlap when u is the overlap-free word u = 02 : : : (n − 3)(n − 1)13 : : : (n − 4)(n − 2)0:
Of course, a direct consequence of Theorem 4.1 is that if n is even then the word t n is overlap-free. The fact that t n is overlap-free also when n is odd is a corollary of a result of Allouche and Shallit [2] . However, in order to be complete we give a direct proof of Proposition 4.4 below.
Let us set X n = { n (a)=a ∈ A n }.
Lemma 4.2. Let u ∈ A * n ; |u|¿2 and assume u = n (r) and aua = n (s) for some r; s ∈ A + n and a ∈ A n . Moreover let s = s 1 s = s s 2 with |s 1 | = |s 2 | = 2. Then s 1 ∈ X n and s 2 ∈ X n .
Proof. Let u ∈ A * n , |u|¿2 and let r; s ∈ A + n , a ∈ A n be such that u = n (r), aua = n (s). Since |aua|¿4 there exist two words s 1 , s 2 over A n such that s = s 1 s = s s 2 and
Let x 1 , x 2 be the ÿrst two letters of u.
Since aua = n (s), ax 1 ∈ X n . By deÿnition of n , ax 1 = n (a) and x 1 = (a + 1). Also, since u = n (r), x 1 x 2 ∈ X n and x 2 = (a + 2). But in this case aua starts with a(a + 1)(a + 2), thus s 1 = a(a + 2) and s 1 ∈ X n . The proof for s 2 ∈ X n is the same.
The following lemma is the ÿrst step to prove that the words t n are overlap-free. Here, the occurrence of "short" overlaps is ruled out. Lemma 4.3. The word t n does not contain any factor a 3 or ababa with a; b letters.
Proof. First t n does not contain a 3 . Indeed since n is prolongable on 0, n (t n ) = t n . Then by deÿnition of n if t n contains a 3 there exists a letter c such that n (c) = a 2 , an impossibility. Suppose now that t n contains a factor ababa, a; b ∈ A n . In this case, by deÿnition of n and since n (t n ) = t n there exist three letters c 1 ; c 2 ; c 3 such that c 1 c 2 c 3 is a factor of t n and n (c 1 c 2 c 3 ) = cababa or n (c 1 c 2 c 3 ) = ababac for a letter c.
But, by deÿnition of n , in both cases c = b and thus c 1 = c 2 = c 3 , which we saw to be impossible. Proposition 4.4. For all n ∈ N; n¿2; the word t n is overlap-free.
Proof. We have to prove that t n does not contain any factor avava with a ∈ A n , V ∈ A * n . The result holds from Lemma 4.3 if |v| = 0 or |v| = 1. Reasoning by induction on |v| we now suppose that t n contains a factor avava with a ∈ A n , v ∈ A * n , |v|¿2. Since n (t n ) = t n there exists a factor u of t n such that n (u) = avavay or n (u) = yavava for a letter y.
First, suppose that |v| is an even number. In this case there exist r; s ∈ A + n such that v = n (r) and ava = n (s). Since |v|¿2 and by deÿnition of n we have s = as (a − 1) and r = (a + 1)r = r (a − 2) with s ; r ; r ∈ A * n .
• If n (u) = avavay then u = sra.
From Lemma 4.2 and since |s|¿2 (because |v|¿2) s ends with s 2 , |s 2 |¿2, and s 2 ∈ X n . But since u is a factor of t n this implies that xz ∈ X n where x is the last letter of s (x = (a − 1)) and z is the ÿrst letter of r (z = (a + 1)). This is impossible by the deÿnition of n .
• If n (u) = yavava then u = yrs.
Here s starts with s 1 , |s 1 |¿2, and s 1 ∈ X n . This implies that xz ∈ X n where x is the last letter of r (x = (a − 2)) and z is the ÿrst letter of s (z = a). Again this is impossible by deÿnition of n Consequently, |v| is an odd number. In this case |av| = |va| is even, and there exist x ∈ A n and r ∈ A + n such that • either n (u) = avavay and then u = rrx, n (r) = av, n (x) = ay.
By deÿnition of n the word r starts with a and x = a. Thus the factor rrx of t n is an overlap with |r|¡|au|, which contradicts the induction hypothesis.
• or n (u) = yavava and then u = xrr, n (x) = ya, n (r) = va.
Here r ends with y and x = y. Thus the factor xrr of t n is an overlap with |r|¡|ua|, which contradicts the induction hypothesis. Consequently, t n is an overlap-free inÿnite word.
To end this section we prove that another property of the word t is generalized by the words t n : its characterization from the binary expansion of integers (this is a particular case of Lemma 2 given in [2] without proof; see also Tromp and Shallit [21] who studied the subword complexity of these words).
Recall that if k ∈ N, S 2 (k) denotes the number of 1 in the binary expansion of k.
Proof. If k = 0, the property is true because t n starts with n (0) which starts with 0, and of course S 2 (0) = 0. Now, because n (t n ) = t n and n (a) = a(a + 1) for all a ∈ A n , if t n [k] = a then t n [2k] = a and t n [2k+1] = (a+1) (recall that all letters of A n are "computed" modulo n).
On the other hand for all k ∈ N, S 2 (2k) = S 2 (k) and S 2 (2k + 1) = S 2 (k) + 1. So if S 2 (k) mod n = t n [k] = a then S 2 (2k) mod n = a and S 2 (2k + 1) mod n = (a + 1) and the property follows by induction on k.
The Prouhet construction
Put the letters 0; : : : ; (n − 1) around a circle in this order
To obtain the Prouhet word P n , start from the letter 0 and turn all around the circle, always in the same direction, in writing the letters as and when encountered. At each round (when n letters have been written) skip one letter; all n rounds skip one more letter; all n 2 rounds skip again one more letter; and so on inÿnitely many times.
Example. Let n = 4.
During the ÿrst round write 0123. At the end of this round skip the letter 0 and start the new round with 1: write 1230.
Again at the end of this round (the second) and of the following (the third) skip one letter: so write 23013012. Now it is the end of the fourth round; skip two letters, i.e., start the following round with 1, and so on. From the construction it is obtained that after k rounds the number of skipped letters is equal to k (one each round) +k div n (one more each n rounds) +k div n 2 (one more each n 2 rounds) + · · · = i¿0 k div n i (here k div n denotes the result of the Euclidean division of k by n).
Consequently the letter starting the following round-the (k + 1)th round-is equal to ( i¿0 k div n i ) mod n.
Example ( Remark. For technical reasons the rounds are numbered from 0. So the ÿrst round is the round number 0, and the 18th round is the round number 17.
Consequently the ÿrst letter of the round number k is equal to ( i¿0 k div n i ) mod n.
We start with a technical lemma.
Proof. Let k ∈ N be such that q = kn + r, 0 6 r 6 n − 1. This means that P n [q] is a letter written during the round number k. The ÿrst letter of this round is equal to ( i¿0 k div n i ) mod n, and since P n [q] is the letter number r during this round, P n [q] is equal to (r + i¿0 k div n i ) mod n. Now nq = n(kn + r). But
mod n:
From this we deduce a ÿrst result which indicates that the Prouhet word P n is generated by a morphism called Prouhet morphism and denoted by n in what follows.
The morphism n is n-uniform, and the images of the letters of A n by n are obtained as follows:
• to obtain n (0) take the ÿrst n letters of P n ;
• to obtain n (1) take the following n letters of P n (so n (1) = P n [n : : : 2n − 1]) ;
. . .
• to obtain n (k) (0 6 k 6 n − 1) take P n [kn : : :
From this the morphism n is deÿned for all a ∈ A n by n (a) = a(a + 1) : : : (a + n − 1) (all letters being of course "computed" modulo n).
The following result, along with Proposition 5.6 provides a particular case of Lemma 2 given in [2] without proof.
Proof. From Lemma 5.1 letters of index q and nq (q ∈ N) are the same in P n : let a ∈ A n be such that a = P n [q] = P n [nq].
Since P n [nq] is the ÿrst letter of a round one has P n [nq; : : : ; n(q + 1)
But n is n-uniform so in the word ! n (0) the image by n of the letter of index q is the block of indices [nq; : : : ; n(q + 1) − 1].
Since the ÿrst n letters of P n and ! n (0) are the same by construction, the result follows by induction.
Of course 2 = so P 2 = t and our aim is here to generalize other properties of the Thue-Morse word t to Prouhet words P n .
The ÿrst result is a generalization of Theorem 3.1.
Theorem 5.3. The morphism n is overlap-free.
Proof. Let us suppose that for a word u ∈ A * n , n (u) contains an overlap and then show that in this case u also contains an overlap.
We need in the rest of the proof the following useful remark. Consequently, |v | = |v |. Suppose now |x 2 | = |y 2 |, for example |x 2 |¡|y 2 | and let t 1 ; t 2 ∈ A + n be such that y 1 = t 1 z 1 and y 2 = x 2 t 2 ; t 2 is a preÿx of v and t 1 is a su x of v . This situation is illustrated by the following picture
On the other hand, from Remark 5.4, for all a ∈ A n , |v | a = |v | a thus |t 1 | a = |t 2 | a . But in this case y 1 cy 2 = n (d ) contains two occurrences of some letters which is impossible.
Consequently, x 2 = y 2 , v = v and y 1 = z 1 . But then by construction of n one has also x 1 = y 1 and y 2 = z 2 .
Thus by injectivity of n , d = d = d and u = u which means that u = u 1 du du du 2 contains an overlap.
The following generalization of Theorem 3.2 is a direct corollary of Theorem 5.3.
Proposition 5.5. The Prouhet words P n are overlap-free.
We now give a generalization of Theorem 3.3 (which is again a particular case of Lemma 2 given in [2] without proof). Let k ∈ N. As in the case of base 2, we denote by S n (k) the sum of all the digits in the expression for k in base n.
Proof. The proof is by induction on k.
The property is true for k = 0 because P n [0] = 0 = S n (0). Now let k be any positive integer and assume that the property is true for all integers less than k.
Since n ¿ 2 and k ¿ 1 there exist t ∈ N, t¡k and r ∈ N, 0 6 r 6 n − 1 such that k = tn + r.
In P n the image of the letter of index t is the block P n [tn : : : tn + r : : : tn
. So by deÿnition of n if P n [t] = a then P n [tn : : : tn + r : : : tn + n − 1] = n (a) = a(a + 1) : : : (a + r) : : : (a + n − 1) (all values modulo n).
On the other hand, denoting by q n the expression for q in base n, one has k n = t n 0 + r = t n r because k = tn + r with 0 6 r 6 n − 1.
Thus, S n (k) = S n (t) + r, i.e., S n (k) mod n = [S n (t) + r] mod n. Consequently, since by induction
Remark. 1. A direct corollary of Propositions 4.5 and 5.6 is, as we already know, that t 2 = P 2 ( = t the Thue-Morse word). 2. In [2] it is proved that over the alphabet {0; 1; : : : ; q − 1} the sequence (S n (k) mod q) k¿0 is overlap-free if and only if q ¿ n ¿ 2. So Propositions 4.4 and 5.5 are direct corollaries of this more general result together with Propositions 4.5 and 5.6.
We end this section with the proof of a relation between the decimal values of the preÿxes of all the words generated by n from all the letters of A n and the values of the powers of n.
For 0 6 a 6 n − 1, denote by P a; n the inÿnite word generated by n from a: P a; n = ! n (a) and of course P 0; n = P n . Since for 1 6 a 6 n − 1, n (a) is the circular permutation of rank a of n (0) one has, for all t ∈ N, P a; n [t] = P 0; n [t] + a (recall that all the letters are "computed" modulo n).
Thus we have the following equation:
for all t ∈ N;
Now if k is any positive integer, the preÿx P a; n [0 : : : k] of P a; n is a word of length k + 1 over A n and can also be considered as a number in base n (read from left to right). Let us denote by d a; n (k) the decimal value of this number.
For 0 6 a 6 n − 1, d a; n (0) = P a; n [0]; consequently, from (1),
and the property is true for k = 0. Now for 0 6 a 6 n − 1, d a; n (k + 1) = n × d a; n (k) + P a; n [k + 1]; thus
If by induction hypothesis n−1 a=0 d a; n (k) = (n k+2 − n)=2, one has then
and the proposition is proved.
In the particular case of Thue-Morse (n = 2) two words are generated by : 
From Prouhet morphisms to Arshon words
In a paper written in 1937 [3] , Arshon gives an algorithm to build for each integer n; n ¿ 3, an inÿnite square-free word over an n-letter alphabet, and in the case of two letters a cube-free word. It appears now that this construction is closely connected to the use of Prouhet morphisms. In the case of two letters, the Arshon word is the Thue-Morse word and Arshon's algorithm gives exactly the Thue-Morse morphism which is a particular case of Prouhet morphism.
If the number n of letters is greater than or equal to 3 then the Arshon word of rank n; a n , is obtained as follows. Let n and Ã n be the maps, respectively, deÿned for all letters a ∈ A n by n (a) = n (a) ( n is the Prouhet morphism introduced in Section 5), and Ã n (a) = ]
[ n (a)]. The maps n and Ã n are extended to A * n as follows:
From this the series k n (0) (k ¿ 0) has a limit [4] , and the Arshon word of rank n is a n = lim k→∞ k n (0): Berstel showed [4] that a 3 cannot be generated by a morphism but however can be generated by a tag-system. This tag-system is a particular case of the following one, deÿned for each odd integer n ¿ 3:
0 → 0 12 3 : : : (n − 3)(n − 2)(n − 1); 1 → 1 23 4 : : : (n − 2)(n − 1)0;
(this means that the image of each letter a of A n is obtained from n (a) by putting a "bar" over each letter of even rank) and; for all a ∈ A n ; a → ]
Now consider the morphism n : (A n ∪ A n ) * → A * n deÿned for each a ∈ A n by n (a) = n ( a) = a: The proof given by Berstel [4] in the case n = 3 of the following proposition is easily generalized for each odd integer n and we leave it to the reader. Proposition 6.1. For all odd integers n ¿ 3; a n = n (Â ! n (0)) and a n cannot be generated by a morphism.
However, in the case of an even integer n ¿ 4 the situation is di erent. Indeed, let us deÿne the morphism ÿ n :
One has then Theorem 6.2. For all even integers n ¿ 4; a n = ÿ ! n (0):
Remark. All Arshon words are square-free [3] . However, the morphisms Â n and ÿ n are not square-free because the word Â n (0(n − 1)) contains (n − 1)(n − 1) as a factor, and the word ÿ n (02) contains 2 : : : (n − 2)(n − 1)2 : : : (n − 2)(n − 1): Since the morphisms n are overlap-free, the morphisms Â n are also overlap-free (because n = n • Â n ). But the morphisms ÿ n are not even overlap-free because if a; b are two letters of A n with a even, then the word ÿ n (abab(a + 1)) starts with a(a + 1) : : : (a − 2)(a − 1)ÿ n (b)a(a + 1) : : : (a − 2)(a − 1)ÿ n (b)a (however, if ÿ n (u) contains an overlap then u necessarily contains a square).
Proof of Theorem 6.2. We start by examining for an even integer n what the value of a letter of a n can be, depending on whether its rank is even or odd.
Let us denote by A 2n the subset of A n of even "letters" (letters 0; 2; : : : ; 2k; : : :) and by A 2n+1 the subset of A n of odd "letters".
Of course A n = A 2n ∪ A 2n+1 :
One has n (0) = 012 : : : (n − 1); Consequently, since | n (a)| = n, if n is even then for all a ∈ A 2n the letters 0; 2; : : : ; a; : : : ; (n − 2) are in the words n (a) and Ã n (a + 1) at even indices and the letters 1; 3; : : : ; (a + 1); : : : ; (n − 1) are at odd indices.
From this, one has that if n is even then for all k ∈ N all the letters of even index in k n (0) (and thus in a n ) are in A 2n , and the letters of odd index are in A 2n+1 : Now we prove that for any even integer n ¿ 4; a n = ÿ ! n (0): To do this we prove that for all k ∈ N, 
