Abstract-Location problems exist extensively in the real world and they mainly deal with finding optimal locations for facilities. However, the reverse location problem is also often met in practice, in which the facilities may already exist in a network and cannot be moved to a new place, the task is to improve the network within a given budget such that the improved network works as efficient as possible. This paper is dedicated to the problem of how to use a limited budget to modify the lengths of the edges on a cycle such that the overall sum of the weighted distances of the vertices to the respective closest facility of two prespecified vertices becomes as small as possible (shortly, R2MC problem). It has already been shown that the reverse 2-median problem with edge length modification on general graphs is strongly NP-hard. In this paper, we transform the R2MC problem to a reverse 3-median problem on a path and show that this problem can be solved efficiently by strongly polynomial algorithm.
I. INTRODUCTION
Classical location problems deal with finding optimal locations for facilities in a network. Such problems exist extensively and have wide applications in the real world such as locations of net servers, fire stations, hospitals, public libraries, schools, shopping centers and warehouses. One location problem which was intensively considered in the literature is the p -median problem. The problem can be stated as: Let ( , ) G V E = be an undirected graph with vertex set V , edge set E , an edge length function :
l E R + → and positive vertex weights v w for v V ∈ . The task is to locate p facilities on edges or vertices of G such that the sum of weighted distances of the vertices to the closest facility is minimized. However, there always exists an optimal solution such that all facilities are located at vertices of G (see, for example [1] , [2] ). Thus, the task of the 1-median problem is to find a vertex * v V ∈ such that holds. Obviously, for 2 p > the p -median problem can be defined in an analogous way.
However, in practice the facilities may already exist in a network and cannot be moved to a new place, the task is to improve the given locations in the network by changing some parameters within a given budget such that the improved network works as efficient as possible. This kind of problems is also called the network improvement problems or the reverse location problems. The reverse 1-median problem as well as the reverse 2-median problem on general graphs are known to be strongly NP-hard ( [3] , [4] ). Therefore, special networks have been studied. Berman, Ingco and Odoni investigated the reverse 1-median problem on a tree ( [5] ). In their paper, they considered how to improve a transportation network in order to minimize the minisum objective value for a given facility. In their model it was allowed to change the lengths of the arcs and to introduce new arcs. Zhang, Liu and Ma ( [6] ) presented a strongly polynomial algorithm for shortening the lengths in a tree network within a given budget so that the longest distance from a given facility to all other nodes becomes minimum. Burkard, Gassner and Hatzl ([4] ) developed a linear time algorithm for the reverse 1-median problem on a cycle. The task is to use a budget for changing the lengths of some edges on a cycle so that the overall sum of the weighted distances to a prespecified vertex becomes as small as possible. Furthermore, Burkard, Gassner and Hatzl ( [7] ) proposed a strongly polynomial algorithm for the reverse 2-median problem on trees and the reverse 1-median problem on graphs with exactly one cycle. This paper deals with the reverse 2-median problem on a cycle (shortly, R2MC problem) and the task is to find an optimal reduction strategy of the edge lengths.
From the above definition of 2-median problem, we can formally state the reverse 2-median problem on general graphs. Let ( , ) G V E = be a graph with edge lengths e l R + ∈ for e E ∈ and vertex weights v w R + ∈ for v V ∈ . Furthermore, a budget 0 B > and two prespecified vertices, say v′ and v′′ , representing the locations of two facilities are known. The task is to use the budget in order to change the length of some edges such that the overall sum of the weighted distance of the vertices to the respective closest facility becomes as small as possible. Denote the distance ( , ) This paper is organized as follows: In Section 2 the problem under consideration is introduced. And we transform the R2MC problem to a reverse 3-median problem on a path. In Section 3 several properties of an optimal solution of the R2MC problem are proved. Based on the structural investigations, we propose an efficient solution method which leads to a strongly polynomial time algorithm. Throughout the paper, for a set F , we use | | F to represent its cardinality. 
In order to exclude trivial cases, we assume throughout this paper that would be an optimal solution. Using this assumption, it is clear that there always exists an optimal solution such that the whole budget is used. Thus, we can replace the last constraint of the model of R2MC problem by 
Some properties of an optimal solution are proved before an efficient algorithm of the R2MC is discussed,. The following definition is crucial for the Lemmas behind the proofs and will finally lead to a strongly polynomial time algorithm. 
Using the result of Lemma 3.2, we can obtain the objective value of a feasible solution ... 0 of the reverse 3-median problem on a path such that there is at most one partially reduced edge. Now we outline the computational procedure of the R2MC problem:
Algorithm 1
Step 1 For each fixed pair 
Step 2 Sort the values of , 1,..., , ... .
Step 3 Find the minimum s such that 
IV. EXTENSION
In the previous sections we outlined an
V time algorithm for the reverse 2-median problem on a cycle based on the linear cost model. It was assumed that the vertex weights are positive. Since the problem is NP-hard on general graphs, different other special graph classes should be investigated. Moreover, it is a topic for further research to extend the results in this paper to different cost functions and negative vertex weights. Here we list some related interesting problems as follows.
• vertex weights modification
There arises a problem that the allowable modifications are not restricted to the edge lengths, but it is also possible to change some vertex weights. First, we consider the situation that only vertex weights can be reduced. We call this problem the reverse 2-median problem on a cycle with vertex weights modification (shortly, R2MCV). In the R2MCV problem, upper bounds 1) ,
,
Again the R2MCV problem turns to be a continuous knapsack problem. We can use a similar method as Algorithm 1 to solve this problem. Notice that the above method can be easily applied to solve the reverse 2-median problems on general graphs with vertex weights reduction. We can also consider the problem that both the edge lengths and the vertex weights of the network can be modified. Note that in such case the objective function is a nonlinear one.
• submodular cost function We can also consider other cost functions such as the submodular function ( 
Cai, Yang and Li ( [8] ) proposed a strongly polynomial algorithm to solve the inverse problems of submodular functions on digraphs. They showed that the problem can be formulated as a combinatorial linear program and can be transformed further into a minimum cost circulation problem. It is a direction to take the submodular function as the cost function and consider the solution procedure of such problems.
• reverse 2-median problem on unicyclic graphs
In this paper, we focused on the special graph which is a cycle. We can further deal with the graphs with exactly one cycle, which are called unicyclic graphs. We are given a graph ( , ) G V E = with exactly one cycle. The subgraph that induces the cycle is denoted by
This means that the vertex set of graph G can be partitioned into the set of the cycle
Similarly, the edge set E of the considered graph can be written as 
It seems that we can not directly extend the Greedy method to the reverse problem on unicyclic graphs. So other solution methods for this problem are needed to be developed. And we can also consider the reverse problem on other special graphs such as the wheels and the cactus graphs ( [9] ). A wheel graph v is connected to every other vertex. A cactus graph is a graph where no two cycles have more than one vertex in common. Hatzl ([9] ) proposed a linear time algorithm for the 1-median problem on wheel graphs and a strongly polynomial time algorithm for the 2-median problem on cactus graphs. It is meaningful to have their reverse versions and which leads to a further research direction.
• fast algorithm design
In ( [7] ) the authors concerned the reverse 2-median problem on trees and the reverse 1-median problem on graphs that contain exactly one cycle. Using an iteration method, they proposed a strongly polynomial algorithm to solve these two problems. In the previous sections we outlined an 3 (| | log | |) O V V time algorithm for the reverse 2-median problem on a cycle. Though the complexity of the algorithm is strongly polynomial, it is relatively higher. So we need to design faster algorithms to solve the problem mentioned in this paper. We can consider how to extend the method used in ( [7] ) to our case. And we can also propose other types of combinatorial methods.
• inverse p -median problems Reverse problems are strongly related to inverse problems. Inverse optimization problems have recently found considerable interest. In an inverse optimization problem an instance of an optimization problem and a special feasible solution are given. The goal of an inverse location problem is to change the given parameters of the problem at minimum cost so that the given feasible solution becomes optimum. Since Burton and Toint published their paper on an instance of the inverse shortest paths problem [10] , there has been a number of papers concerning inverse optimization problems (see, [11] - [27] ). Typically, an inverse optimization problem is to modify the coefficients of the objective function such that a given solution becomes an optimal one under the modified coefficients. In ( [28] ), Heuberger gave a comprehensive survey on the subject.
There also exists a type of closely related problems attracted much attention which requests us to change the coefficients of the objective function as little as possible under certain measurement, such that the optimal value under the modified coefficients is not greater (or less) than a given level. To make the terminology clear, we call such a problem a reverse problem or an improvement problem as discussed in this paper. we can see that the reverse problem is in fact a generalized inverse optimization problem.
One frequently used measurement of the deviation between the new weights and the original ones is the 1 l norm of the deviation vector. Under 1 l norm, Burton, Pulleyblank and Toint ( [29] ), Fekete, Hochstattler, Kromberg and Moll ( [30] ), and Zhang and Lin ( [31] ) considered the shortest path improvement problem which is to modify the weights minimally such that distances between some node pairs are within given upper bounds. They showed that this shortest path improvement problem is NP-hard, and therefore, only some special cases can be solved polynomially. As we know, in addition to 1 l norm, 2 l and l ∞ norms are also often used. Location problems are among the classic areas for inverse approaches. The complexity behaviour of inverse versions of problems that are solvable in polynomial time is still unclear for a class of problems. If inverse location problems are restricted to trees then the uniqueness of paths often yields polynomial time algorithms. However, on general graphs inverse location problems are often NP-hard. In addition, most inverse location problems considered up to now investigate variable vertex weights instead of variable edge lengths. Since the vertex weights of location problems can hardly be changed it seems to be more realistic to change edge lengths in a network.
Burkard, Pleschiutschnig and Zhang ([32] ) proved that inverse p -median problems are solvable in polynomial time and presented fast algorithms for the inverse 1-median on a tree and in the plane under 1 l and l ∞ norms. In ( [7] ), the authors showed that the inverse 1-median problem on a cycle can be formulated as a linear program with bounded variables and a special structure of the constraint matrix: the columns of the linear program can be partitioned into two classes in which they are monotonically decreasing. And they proposed an 2 ( ) O n time algorithm to solve this problem. Cai et al. ([33] ) proved by a reduction from the satisfiability problem that the inverse center problem is NP-hard.
For further research, we can consider the inverse versions of the problems mentioned above in this section. And develop fast algorithms to solve them.
V. CONCLUSION
In this paper, we discussed the problem of how to use a limited budget to modify the lengths of the edges on a cycle such that the overall sum of the weighted distance of the vertices to the respective closest facility of two prespecified vertices becomes as small as possible (R2MC problem, for short). Generally, people may regard the problems of adjusting the parameters of a model most effectively to make a given feasible solution possess some desirable properties as reverse optimization problems. In this sence, the problem discussed in this paper is a reverse location problem.
It has already been shown that the reverse 2-median problem with edge length modification on general graphs is strongly NP-hard, and therefore it is unlikely to find a polynomial order algorithm for the general case. In this paper, we focus on a cycle only. We first transform the R2MC problem to a reverse 3-median problem on a path, and more than that, we are able to develop a strongly polynomial algorithm. Some different types of reverse location problems can also be addressed which we shall discuss in our forthcoming papers.
