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Abstract
One of the key conceptual challenges in quantum gravity is to understand how quantum
theory should modify the very notion of spacetime. One way to investigate this question is
to study the alternatives to Schro¨dinger quantum mechanics. The polymer representation,
inspired by loop quantum gravity, can be understood as capturing features of discrete spatial
geometry. The modular representation, on the other hand, has a built-in unification of position
and momentum polarizations via a length scale. In this paper, we introduce the modular
polymer representations of the Weyl algebra, in which neither position nor momentum exists as
a well-defined operator. As inequivalent representations, they are candidates for describing new
physics. We illustrate this by studying the dynamics of the harmonic oscillator as an example,
with the prospect of eventually applying this representation to quantum cosmology.
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1 Motivations
It is reasonable to expect that properly understanding and formulating a theory of quantum gravity
will require a rethinking of the concept of spacetime itself. Taking at face value the lesson from
Einstein’s theory of general relativity, which is that gravity is encoded in the geometry of spacetime,
one is naturally led to the idea that a quantum theory of gravity should encode some notion of
quantum spacetime geometry, and this in a background-independent manner. This viewpoint is at
the core of loop quantum gravity (LQG hereafter) and related discrete approaches, which indeed
provide a notion of quantum geometry [1–3].
Instead of focusing on the quantization of the gravitational field however, one could take a
step back and revert the viewpoint to ask how the presence of a (possibly quantum) gravitational
field could affect quantum theory itself. This is sometimes referred to as the attempt to “gravitize
the quantum” [4–6]. Likewise, it is natural to ask which structures of quantum theory could be
modified in order to capture certain features of possible theories of quantum gravity or quantum
spacetime, and which freedom there is to do so.
1
In LQG for example, one is forced to work with a non-separable (kinematical) Hilbert space
spanned by spin network states. This provides a representation of the Weyl algebra of exponentiated
connection and conjugated flux operators in which only holonomies of the connection exist as
operators but not the connection itself [7, 8]. Transposing this verbatim to the case of a finite-
dimensional system leads to the so-called polymer representation of quantum mechanics [9–12].
This representation is inequivalent to the standard Schro¨dinger representation in that it only admits
an exponentiated momentum operator; the momentum operator itself (and its action as a derivative
operator) does not exist, as one could indeed expect from the absence of a spatial continuum at the
fundamental level. Such a representation is said to be irregular, in the sense that it is not weakly
continuous in the exponentiation parameter and thus it evades the Stone–von Neumann theorem.
When applied to symmetry-reduced models of gravity, describing e.g. an homogeneous and isotropic
universe, this polymer quantization leads to loop quantum cosmology (LQC hereafter) [13], a model
of quantum cosmology whose key feature is to resolve the Big Bang singularity. In LQC, the key
mathematical input inherited from full LQG is the non-standard Hilbert space representation of
the finite-dimensional algebra of position and momentum operators. Studying polymer quantum
mechanics on finite-dimensional systems is therefore an example of how inputs from quantum
gravity can lead to some insights into the structure of quantum theory itself. Furthermore, it is
interesting to notice that the polymer representations have found applications in ordinary quantum
field theory [10,14–18], which suggests that they are not simply mathematical curiosities and that
they could play a fundamental role in the description of certain physical systems and processes.
Recently, it has also been suggested that any fundamental theory of quantum gravity should
posses some controlled notion of non-locality because of the presence of the fundamental Planck
length scale [19–22]. This has revived interest in the so-called modular representations of quantum
mechanics, inspired by the modular variables of Aharonov and collaborators [23,24]. The modular
representations also rely on the Weyl algebra of exponentiated position and momentum operators,
but at the difference with the polymer representations (which can be irregular in either position
or momentum) are regular, and therefore equivalent to the usual Schro¨dinger representation. The
interesting physical property of the modular representations is that they rely neither strictly on
a position nor momentum polarization, but instead on a choice of modular cell in phase space,
thereby interpolating between the two usual polarizations. This is possible provided one has access
to a length scale. Such modular representations were actually introduced and used in the context
of condensed matter physics [25,26], but recent work has suggested that they could be much more
fundamental and actually underlie the notion of quantum space [20]. This possibility has triggered a
new interest and the systematic investigation of these modular representation in quantum mechanics
and field theory. The companion paper [27] studies the formulation of a path integral in modular
space. Interestingly, the duality between position and momentum highlighted by the modular
representation is also the central theme of so-called Born reciprocity [28], whose implementation in
the general relativistic setup is a fascinating open question studied in the field of Born geometry [29].
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The modular representation can be understood in a geometrical manner using Born geometry.
The polymer and modular representations, even when considered in the finite-dimensional case,
are examples of alternatives to the usual Schro¨dinger representation motivated by some extra inputs:
the non-existence of either position or momentum in the polymer case, and the duality between
position and momentum in the modular case. A natural question is therefore whether these two
ideas can be combined in order to obtain irregular modular representations which treat position and
momentum on the same footing. This is what we achieve in this paper. More precisely, we construct
a new family of representations of the Weyl algebra, which we call the “modular polymer (MP)
representations”. These MP representations are inequivalent to the Schro¨dinger representation and
to the q-polymer or p-polymer representations. They can be thought of as modular representations
in which neither the position nor the momentum operators exist. Since our construction is based
on the idea of “polymerizing” the modular representations, we actually obtain a family of MP
representations indexed by a so-called modular lattice, with each such lattice defining a different
MP representation of the Weyl algebra. We however exhibit a unitary isomorphism between these
representations, thereby providing a uniqueness result for the MP representations.
Having defined the MP representations, we probe their physical consequence by studying the
example of the dynamics of a harmonic oscillator. This is the typical simplest system on which
the polymer representations have been investigated before [12, 30, 31]. Because of the presence of
position and momentum operators in the Hamiltonian, working with the q-polymer or p-polymer
representations requires to approximate either operator by their corresponding Weyl operator in
the quantum theory. The MP representations require to exponentiate both. We explain how the
treatment of the harmonic oscillator in the MP representation requires to introduce two coarse-
graining length and momentum scales. The main result coming from this study is the form of the
energy spectrum, which is bounded from both below and above. Depending on the ratio of the
modular and coarse-graining scales, the spectrum can be either continuous or discrete.
The construction presented in this work opens up the possibility of studying the quantiza-
tion of gravitational systems in the MP representation. We expect that the natural presence of
pairs of (dual) scales in the MP representation will enable us to have not only a notion of fun-
damental length (as in the LQG-inspired polymer quantization), but also fundamental energy. In
the finite-dimensional case, this will lead to an inequivalent representation of quantum cosmol-
ogy, for example, which will serve as a toy model to understand features of the full theory with
infinitely-many degrees of freedom (such as the BF representation of LQG). In this context, the MP
representation will potentially shed light onto the implementation of Born reciprocity in quantum
gravity.
This paper is organized as follows. In section 2 we recall the definition of the Weyl algebra in
one dimension, and introduce the Scho¨dinger, modular, and polymer representations. In section
3 we then construct the new irregular MP representations by “polymerizing” the modular repre-
sentations. In section 4 we establish the unitary equivalence between the various choices of MP
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representations. Section 5 is then devoted to the study of the dynamics of the harmonic oscillator
in the MP representation, in order to highlight the new physical aspects introduced by this latter.
Finally, we present perspectives for future work in section 6.
In order not to interrupt the flow of the paper too often with details of calculations, we gather
all the proofs in the appendix, along with other remarks. Whenever this occurs we signal it with
a link {n}, which can be clicked to go to the corresponding note in the appendix, and then clicked
once again to come back to the main text.
2 Representations of the Weyl algebra
For the sake of clarity, we will base our discussion on the simplest possible mechanical system,
which is a non-relativistic particle living on the real line R. On the corresponding phase space
R2 we choose local position and momentum coordinates (q, p), with Poisson bracket {q, p} = 1.
The first step towards the quantum theory is then to promote this bracket to the Heisenberg
commutation relations [qˆ, pˆ] = i~1ˆ between position and momentum operators.
Now, given any two real numbers (a, b) ∈ R2 with respective dimensions of length and momen-
tum, we define the so-called Weyl operators as the following exponentiated combination of position
and momentum operators:
Wˆ(a,b) ≡ ei(bqˆ−apˆ)/~. (2.1)
The Weyl algebra W (sometimes also referred to as the Heisenberg–Weyl algebra) is the non-
commutative C∗-algebra generated by these Weyl operators, where the involution and the product
are given by{1}
Wˆ †(a,b) = Wˆ(−a,−b), Wˆ(a,b) Wˆ(a′,b′) = e
i
2
(ba′−ab′)/~ Wˆ(a+a′,b+b′). (2.2)
We shall now consider these relations as defining the Weyl algebra of abstract operators Wˆ(a,b),
and thus forget altogether about the Heisenberg commutation relations and the initial reference to
position and momentum operators. The task is then to look for representations of this algebra. We
will see that this leads to physically interesting (and potentially inequivalent) alternatives to the
usual Schro¨dinger representation. These are precisely the modular and polymer representations,
together with their modular polymer generalization.
2.1 Schro¨dinger representation
The Stone–von Neumann uniqueness theorem [32,33] (see [34,35] for more recent and pedagogical
treatments) states that any irreducible representation of W which is weakly continuous{2} in both
a and b is unitarily equivalent to the usual Schro¨dinger representation. In the position polarization
for example, the Schro¨dinger representation is defined on the Hilbert space HS = L2(R, dq) and
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wave-functions in this latter are acted on as{3}
Wˆ(a,b) ψ(q) = e
− i
2
ab/~ eibq ψ(q − a), (2.3)
which is indeed a unitary action. {4} The condition of weak continuity in a and b ensures that there
exist self-adjoint operators qˆ and pˆ on HS such that Wˆ(a,0) = e−iapˆ/~ and Wˆ(0,b) = eibqˆ/~. In other
words, the position and momentum operators themselves are well-defined and act as
qˆψ(q) = qψ(q), pˆψ(q) = −i~ ∂
∂q
ψ(q). (2.4)
This is the rigid structure on which finite-dimensional quantum mechanics relies. However, as
we have argued in the introduction, one may want to take a step back and ask if there are rep-
resentations which capture essential features of possible theories of quantum gravity or quantum
spacetime. Two interesting candidates are the modular and polymer representations. The modular
representation, although being unitarily equivalent to the Schrdinger one, has the distinguishing
feature of relying neither on a strict position nor momentum polarization, but instead on the notion
of modular cell in phase space. The polymer representations, on the other hand, are inequivalent to
the Schrdinger ones because they bypass the Stone–von Neumann uniqueness theorem by dropping
the requirement of existence of either the position or the momentum operator. Let us now explain
more precisely how these representations are built.
2.2 Modular representations
The essence of the Schro¨dinger representation introduced above is that it singles out the set of
operators which are functions of (say) qˆ only, and as such commute and can be diagonalized. It can
furthermore seem natural to diagonalize qˆ since this latter has a natural classical analogue, which
here evidently is the position. However, as famously pointed out by Aharonov and collaborators [23,
24], there can be situations in which one is forced to work with exponentiated position or momentum
operators of the form Uˆ(2pi~/`) = e
2ipiqˆ/` and Vˆ(`) = e
−i`pˆ/~, where ` is a length scale. These are
examples of modular operators, after which the representation introduced below is named, and they
must be used for example if one wants to measure the relative phase in an interference experiment.
Remarkably, although classically these functions of position and momentum cannot commute, at
the quantum level the operators commute, and as such can be diagonalized simultaneously.
Having this in mind, it is therefore natural to search for the generic condition for a set of
exponentiated position and momentum operators to commute. With the Weyl operators at our
disposal, this amounts to looking at commutative *-subalgebras of the Weyl algebra. One can see
that these are characterized by the condition{5}[
Wˆ(a,b), Wˆ(a′,b′)
]
= 0 ⇔ 1
2pi~
(a′b− ab′) ∈ Z, (2.5)
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and are therefore in one-to-one correspondence with so-called modular lattices. {6} More precisely, a
modular lattice, denoted by Λ, is defined by a length scale ` and the corresponding dual momentum
scale ˜`≡ 2pi~/` as
Λ ≡
{
(a, b) ∈ R2 : a ∈ `Z, b ∈ ˜`Z
}
. (2.6)
We will denote elements of a modular lattice by K, and omit the explicit reference to the lattice
if no confusion can occur. Naturally, for K,K′ ∈ Λ the Weyl operators on the modular lattice Λ
build a commutative *-subalgebra WΛ via the relations
Wˆ †K = Wˆ−K , WˆK WˆK′ = e
i
2
ω(K,K′)/~ WˆK+K′ , (2.7)
where we have written the product with the help of the symplectic structure ω on the phase space
R2, which is defined as
ω(X,Y) ≡ x˜y − xy˜ (2.8)
for any X = (x, x˜),Y = (y, y˜) ∈ R2. Note that for elements K,K′ ∈ Λ in a modular lattice we have
e
i
2
ω(K,K′)/~ ∈ {+1,−1}.
With this definition, we can now also define the modular space (or modular cell) TΛ as a torus
of size `× ˜` which is dual to the modular lattice Λ, i.e.
TΛ ≡ R2/Λ . (2.9)
One can see that this modular space has twice the dimension of the polarization space which
we would obtain in the Schro¨dinger representation by diagonalizing qˆ (or pˆ in the momentum
polarization). The modular construction therefore admits two singular limits. In the limit ` → 0,
the modular lattice becomes the position space and the modular space becomes the momentum
space. In the limit `→∞, vice versa. Both cases are degenerate as Λ and TΛ change their topology.
In addition, there are two trivial cases given by a ∈ R, b = 0 and a = 0, b ∈ R, which correspond
to the limits ` → ∞ and ` → 0, and give rise to the Schro¨dinger representation and its dual,
respectively.
We now briefly review the modular representations of the Weyl algebra. Given a modular
lattice Λ and an element X = (x, x˜) ∈ R2, we define a modular vector |X〉Λ in terms of the position
eigenstates as{7}
|X〉Λ ≡ ˜`−1/2
∑
n∈Z
ein`x˜/~ |x+ n`〉 . (2.10)
This is known as the Zak transform of the position eigenstates [25, 26]. Form this definition, one
can see that the modular vectors are quasi-periodic. Indeed, for any K = (k, k˜) ∈ Λ they satisfy{8}
|X+K〉Λ = e−ikx˜/~ |X〉Λ . (2.11)
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Furthermore, the modular vectors diagonalize the commutative subalgebra WΛ, whose operators
act as
WˆK |X〉Λ = e
i
2
kk˜/~ ei(k˜x−kx˜)/~ |X〉Λ . (2.12)
This property follows from the action of a Weyl operator for a general (a, b) ∈ R2, which is given
by{9}
Wˆ(a,b) |X〉Λ = e
i
2
ab/~ eibx/~ |X+ (a, b)〉Λ . (2.13)
The set {|X〉 | X ∈ TΛ} is complete, meaning that the modular vectors provide a decomposition of
the identity of the form{10}
1 =
∫
TΛ
d2X |X〉〈X|Λ . (2.14)
Furthermore, the modular vectors are orthonormal in the inner product given by{11}〈
X′
∣∣X〉
Λ
=
∑
K∈Λ
e−ikx˜/~ δ2(X′ − X+K) . (2.15)
Finally, we have that the Hilbert space HΛ consists of vectors of the form
|ψ〉Λ =
∫
TΛ
d2X ψ(X) |X〉Λ (2.16)
which satisfy two conditions: 1) square-integrability, and 2) that ψ(X) |X〉Λ is periodic. Note that
the periodicity of the integrand is necessary for the integrals to be well-defined on the torus TΛ.
Hence, the “modular wave functions” ψ(X) satisfy for all X ∈ R2 and K ∈ Λ the quasi-periodicity
relation
ψ(X+K) = eikx˜/~ ψ(X) . (2.17)
In other words, a “modular wave function” ψ is an L2-section of the U(1)-bundle EΛ → TΛ over
the modular space, which is defined by the identification
(θ,X) ∼ (θ e−ikx˜/~,X+K) (2.18)
for any X = (x, x˜) ∈ R2, K = (k, k˜) ∈ Λ and θ ∈ U(1). We can therefore simply write the Hilbert
space for the modular representation as HΛ = L2(EΛ).
Having introduced the modular representations, it is now important to point out that they are
regular, in the sense that the map (a, b) 7→ Wˆ(a,b) is weakly continuous. By the Stone–von Neumann
theorem, this implies that the modular representations (labelled by a choice of modular lattice) are
unitarily equivalent to the Schro¨dinger representation and also to each other.
Finally, using this regularity assumption, it is interesting to note that the position and momen-
tum operators are represented in a modular representation as qˆ ∼ q + i~ ∂p and pˆ ∼ −i~ ∂q, and in
particular that the position operator acquires a shift. {12}
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2.3 Polymer representations
Inequivalent representations to the Schro¨dinger (or more generally the modular) one can be obtained
by relaxing one or several of the assumptions of the Stone–von Neumann uniqueness theorem. The
polymer representations are obtained by relaxing the condition of regularity, i.e. of weak continuity
of the Weyl operators Wˆ(a,b) in either a or b [10]. More precisely, relaxing the weak continuity
in a produces the p-polymer representation, while relaxing the weak continuity in b results in the
q-polymer representation [12]. These two polymer representations are inequivalent to each other
and to the Schro¨dinger representation. In addition, for each inequivalent polymer representation
one has the freedom of working with the equivalent position or momentum polarizations.
For the sake of definiteness, let us focus on the p-polymer representation in the position po-
larization. This is the polymer representation inspired by LQG [11]. The lack of weak continuity
implies that there exists no self-adjoint operator pˆ such that Wˆ(a,0) = e
−iapˆ/~. The non-existence
of the operator pˆ = −i~∂/∂q is what one could naturally expect from theories of quantum gravity
such as LQG, where the notion of continuum space breaks down (in the sense at least that it is not
fundamental but rather emergent).
In this polymer representation, the Weyl operators act in the same way as in the Schro¨dinger
representation, i.e.
Wˆ(a,b) f(q) = e
− i
2
ab/~ eibq f(q − a). (2.19)
The Hilbert space HP, however, consists of functions f(q) on R which vanish away from a countable
subset Sf , and are square summable in the sense∑
q∈Sf
|f(q)|2 <∞, (2.20)
with an inner product given by
〈f, g〉 =
∑
q∈Sf∩Sg
f(q)∗g(q). (2.21)
This non-separable Hilbert space is also sometimes denoted by HP = L2(Rd,dµd), where Rd is the
real line equipped with the discrete topology, and dµd is the associated discrete measure. In this
polymer representation, another important feature is that the position operator actually possesses
a complete set of normalizable eigenvectors {ϕq| q ∈ R} such that
Wˆ(0,b)ϕq = e
ibqϕq, Wˆ(a,0)ϕq = ϕq+a,
〈
ϕq, ϕq′
〉
= δq,q′ , (2.22)
where the right-hand side is the Kronecker delta. From this, it is indeed straightforward to see
that Wˆ(0,b) is weakly continuous, so that there exists a self-adjoint operator qˆ such that qˆϕq = qϕq.
However, we have
lim
a→0
〈
ϕq, Wˆ(a,0)ϕq
〉
= 0, (2.23)
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whereas Wˆ(0,0) = 1 and 〈ϕq, ϕq〉 = 1. This means precisely that Wˆ(a,0) fails to be weakly continuous
in a, and therefore that pˆ itself does not exist.
This polymer representation can also be obtained from a Gelfand–Naimark–Segal construction
using a positive linear functional on W [11]. Furthermore, notice that we have presented here a
polymer representation which is irregular in a and written in the position polarization. However, we
can also change polarization, and also for both polarizations consider the polymer representation
which is irregular in b instead. These possibilities are presented and studied at length in [12],
together with the corresponding GNS constructions. Finally, let us point out that in [36] the authors
have given a Stone–von Neumann uniqueness theorem for the irregular polymer representations.
Now that we have reviewed the known Schro¨dinger, modular, and polymer representations of
the Weyl algebra, we turn to the new result of this work and introduce the modular polymer
representations.
3 Modular polymer representations
In this section, we “polymerize” the modular representation and obtain a new family of irregular
representations of the Weyl algebraW, which we call the “modular polymer (MP) representations”.
From now on, we consider the Weyl algebra as an abstract object without reference to the position
and momentum operators.
Let Λ be a modular lattice as defined in (2.6). We denote by HΛMP = l2(EΛ) the non-separable
Hilbert space of square-summable sections of the U(1)-bundle EΛ → TΛ. This means that each
element f ∈ HΛMP is supported on a countable subset Sf of TΛ and satisfies ‖f‖ =
∑
X∈Sf
|f(X)|2 <∞.
Moreover, the domain of each element f ∈ HΛMP can be extended from TΛ to R2 by the section
condition (2.18), i.e. such that f(X+K) = eikx˜/~f(X) for any X = (x, x˜) ∈ R2 and K = (k, k˜) ∈ Λ.
On the Hilbert space HΛMP we consider the inner product
〈f, g〉 =
∑
X∈Sf∩Sg
f(X)∗g(X) . (3.1)
For each X ∈ R2, we then define the function ϕ(Λ)X : R2 → C as
ϕ
(Λ)
X (Y) =
ei(y−x)x˜/~ , if Y− X ∈ Λ ,0 , otherwise , (3.2)
for any Y = (y, y˜) ∈ R2. We will drop the superscript (Λ) from ϕ(Λ)X unless there is an ambiguity
about which modular lattice we refer to. Note that the functions ϕX are supported on a single point
X ∈ TΛ in the modular space. Moreover, they satisfy ϕX(Y+K) = eiky˜/~ ϕX(Y) for any K ∈ Λ. {13}
{14} Hence, we have ϕX ∈ HΛMP for every X ∈ R2. Finally, for any K = (k, k˜) ∈ Λ, we also have the
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identity{15}
ϕX+K = e
−ikx˜/~ ϕX . (3.3)
We therefore conclude that the set {ϕX : X ∈ TΛ} is an orthonormal basis for HΛMP.
It is instructive to compare the functions ϕ
(Λ)
X ∈ HΛMP to the modular vectors |X〉Λ. For example,
one can see that identity (3.3) is analogous to the relation (2.11). In what follows, our strategy
will be to push this analogy forward. For each (a, b) ∈ R2, we define the action of Wˆ(a,b) on the set{
ϕX : X ∈ R2
}
by
Wˆ(a,b) ϕX = e
i
2
ab/~ eibx/~ ϕX+(a,b) . (3.4)
The motivation for this definition comes from the equation (2.13). A straightforward calculation
shows that{16}
Wˆ(a,b)Wˆ(a′,b′) ϕX = e
i
2
(ba′−ab′)/~ Wˆ(a+a′,b+b′) ϕX , (3.5)
and{17} 〈
Wˆ(a,b) ϕX, ϕY
〉
=
〈
ϕX, Wˆ(−a,−b) ϕY
〉
. (3.6)
Hence, we confirmed that the action of the Weyl operators on HΛMP as defined in (3.4) builds a
representation of the Weyl algebra. We note that this representation diagonalizes the subalgebra
WΛ, since for any K ∈ Λ,
WˆK ϕX = e
i
2
kk˜/~ ei(k˜x−kx˜)/~ ϕX . (3.7)
Finally, from
〈
ϕX, Wˆ(a,b) ϕX
〉
=
0 , when (a, b) /∈ Λ ,e i2ab/~ ei(bx−ax˜)/~ , when (a, b) ∈ Λ , (3.8)
it is clear that (a, b) 7→ Wˆ(a,b) is not weakly continuous. Therefore, there are no self-adjoint
operators qˆ and pˆ such that Wˆ(a,b) = e
i(bqˆ−apˆ)/~ for all (a, b) ∈ R2.
4 Generalization and equivalence
We have so far introduced the MP representations on the example of a 1-dimensional configuration
space. In this section, we present a generalization of the construction to arbitrary d dimensions.
For this, we first generalize the symplectic structure introduced in (2.8) to the d-dimensional
case by writing it as ω(X,Y) = x˜ · y−x · y˜, and also introduce a metric η(X,Y) = x˜ · y+x · y˜ on the
phase space P = R2d. The symplectic structure and the metric endow P with a para-Hermitian
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structure [37]. The projectors
(
1± η−1ω) /2 can be used to distinguish the position and momentum
subspaces of P. The symmetry group that preserves both ω and η is Sp(2d) ∩O(d, d) = GL(d).
We define a modular lattice Λ ⊂ P as a maximal discrete set that satisfies ω(Λ,Λ) = 2pi~Z.
The definition (3.2) of the MP basis vectors is generalized in d dimensions to
ϕ
(Λ)
X (Y) =
e
i
2
(η+ω)(X,Y−X)/~ , if Y− X ∈ Λ ,
0 , otherwise ,
(4.1)
for any X,Y ∈ P. These functions satisfy
WˆY ϕX = e
i
4
η(Y,Y)/~ e
i
2
(η+ω)(Y,X)/~ ϕX+Y (4.2)
and
ϕX+K = e
i
2
(ω−η)(K,X)/~ ϕX (4.3)
for any X,Y ∈ P, K ∈ Λ.
Since each modular lattice defines a different MP representation of the Weyl algebra, it is natural
to ask whether these representations are unitarily equivalent to each other. We now show that this
is indeed the case. This question is also tied to the fact that a modular lattice does not actually
break the isotropy of space (in spite of being a lattice).
Proposition 1. Let Λ and Λ′ be two modular lattices, which are related to each other by a matrix
M ∈ GL(2d) such that Λ′ = MΛ. The MP representations based on Λ and Λ′ are unitarily
equivalent if and only if MTωM = ω and MT ηM = η, i.e. M ∈ Sp(2d) ∩O(d, d) = GL(d).
Proof. Let M be such that MTωM = ω and MT ηM = η. We define a map UM : HΛMP → HΛ
′
MP by
UMϕ(Λ)X = ϕ(Λ
′)
MX . (4.4)
This map is unitary because it has an inverse given by U−1M : HΛ
′
MP → HΛMP, ϕ(Λ
′)
X 7→ ϕ(Λ)M−1X, and it
preserves the inner product,〈
ϕ
(Λ′)
MX, ϕ
(Λ′)
MY
〉
HΛ′MP
=
〈
UMϕ(Λ)X ,UMϕ(Λ)Y
〉
HΛ′MP
=
〈
ϕ
(Λ)
X , ϕ
(Λ)
Y
〉
HΛMP
. (4.5)
We would like the Weyl operators to transform under UM as
UMWˆX U†M = WˆMX , (4.6)
for any X ∈ P, where WˆX is considered as a bounded operator on HΛMP and WˆMX is considered as
a bounded operator on HΛ′MP. One can check that
WˆMY ϕ
(Λ′)
MX = e
i
4
η(MY,MY)/~ e
i
2
(η+ω)(MY,MX)/~ ϕ
(Λ′)
MX+MY
= e
i
4
η(Y,Y)/~ e
i
2
(η+ω)(Y,X)/~ UMϕ(Λ)X+Y
= UMWˆY ϕ(Λ)X (4.7)
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agrees with (4.6). Therefore, (4.6) is consistent and UM is a unitary isomorphism.
For the second part of the proof, let ω′ ≡MTωM or η′ ≡MT ηM . We will check whether (4.6)
can be postulated when ω′ 6= ω or η′ 6= η. Using the same definitions as before, we find
WˆMY ϕ
(Λ′)
MX = e
i
4
η′(Y,Y)/~ e
i
2
(η′+ω′)(Y,X)/~ UMϕ(Λ)X+Y
= e
i
4
η′(Y,Y)/~ e
i
2
(η′+ω′)(Y,X)/~ e−
i
4
η(Y,Y)/~ e−
i
2
(η+ω)(Y,X)/~ UMWˆY ϕ(Λ)X . (4.8)
For this to be consistent with (4.6), we need
1
4
η′(Y,Y) +
1
2
(η′ + ω′)(Y,X)− 1
4
η(Y,Y)− 1
2
(η + ω)(Y,X) ∈ 2pi~Z , ∀X,Y ∈ P . (4.9)
This is not possible unless ω′ = ω and η′ = η. Without being able to postulate (4.6), UM cannot
be a unitary isomorphism between HΛMP and HΛ
′
MP.
We have therefore shown that the MP representations built on different modular lattices are all
unitarily equivalent to each other. Picking a given modular lattice for the construction therefore
does not break the rotational symmetry of the space. This was pointed out already in the modular
case and explained at length in [20]. The reason is essentially that the modular lattice is defined
on phase space, which is a non-commutative space.
5 Dynamics of the harmonic oscillator
A natural next step is now to investigate the physical consequences of our construction. For this, we
would like to consider the dynamics of a quantum harmonic oscillator with Hamiltonian operator
Hˆ =
1
2m
pˆ2 +
1
2
mω2 qˆ2 (5.1)
in an MP representation. However, the operators pˆ and qˆ (let alone their squares) do not exist in
an MP representation. Therefore, we have to construct approximants using the Weyl operators.
The usual procedure in the literature on polymer quantization begins with choosing a “coarse-
graining scale”. For the MP representation we need two scales: a length scale λ to approximate pˆ
and a momentum scale λ˜ to approximate qˆ. In fact, we already have a pair of scales ` and ˜`= 2pi~/`
naturally available in an MP representation, but it will turn out to be more natural and general to
consider new coarse-graining scales. {18}
Let us therefore introduce an arbitrary length scale λ and an arbitrary momentum scale λ˜, in
addition to the “modular scales” (`, ˜`). Next, we introduce a lattice LΛ,(λ,λ˜)X0 ⊂ TΛ in the modular
space for any X0 ∈ R2 by
LΛ,(λ,λ˜)X0 ≡
{
X ∈ R2 : ∃n, n˜ ∈ Z,∃K ∈ Λ : X = X0 + (nλ, n˜λ˜) +K
}
/Λ . (5.2)
There are then three cases to consider: {19}
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1. Both λ/` and λ˜/˜` are irrational numbers. In this case, LΛ,(λ,λ˜)X0 is an infinite set, which is
dense in TΛ with respect to the continuum topology.
2. Both λ/` and λ˜/˜` are rational numbers. In this case, LΛ,(λ,λ˜)X0 is a finite set.
3. A combination of the previous two cases.
These three cases have different physical consequences and we will discuss them separately.
In each case, we consider the elements ψ ∈ HΛMP of the MP Hilbert space which are supported
on the lattice LΛ,(λ,λ˜)X0 ⊂ TΛ. These elements belong to a separable Hilbert space H
Λ,(λ,λ˜),X0
MP , which
is a superselection sector of the full MP Hilbert space. The MP Hilbert space can be written as a
direct sum
HΛMP =
⊕
X0 ∈TΛ/LΛ,(λ,λ˜)0
HΛ,(λ,λ˜),X0MP (5.3)
over the superselection sectors labeled by X0 = (x0, x˜0). Finally, we define the operators q̂2 and p̂2
on each superselection sector by{20}
q̂2
λ˜
≡ ~
2
λ˜2
(
2− Wˆ(0,λ˜) − Wˆ(0,−λ˜)
)
, (5.4a)
p̂2λ ≡
~2
λ2
(
2− Wˆ(λ,0) − Wˆ(−λ,0)
)
. (5.4b)
These definitions are based on approximations that are valid in the regimes q  ~/λ˜ and p ~/λ,
but we will consider them as fundamental definitions at all scales. Note that the operators q̂2
λ˜
and p̂2λ map each superselection sector onto itself. Finally, let us also point out that here we
are considering the regularized operators corresponding to the square of position and momentum,
and not the operators squared such as qˆ2 and pˆ2. While this latter choice also leads to a well-
defined regularization of the Hamiltonian, we have made the choice which is usually followed in the
literature on polymer quantization [11,31].
Using the redefined position and momentum operators, we obtain a regularized Hamiltonian of
the form
Hˆ(λ,λ˜) ≡
~2
2mλ2
(
2− Wˆ(λ,0) − Wˆ(−λ,0)
)
+
mω2~2
2λ˜2
(
2− Wˆ(0,λ˜) − Wˆ(0,−λ˜)
)
. (5.5)
In the following, we will make the additional assumption
λλ˜ ∈ 2pi~Z , (5.6)
and analyze the spectrum of the Hamiltonian (5.5) in the first two cases of scale ratios. We will
motivate this assumption in the following subsection by investigating the solutions under a power-
law ansatz, but the generic case λλ˜ /∈ 2pi~Z remains open.
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Notice also that the third case mentioned above (i.e. the combination of rational and irrational
ratios) does not arise under this assumption. Finally, because λ and λ˜ are related by (5.6), in
particular λλ˜ ≥ 2pi~, it is not possible to take the limits λ → 0 and λ˜ → 0 simultaneously under
this assumption. This issue disappears in the classical limit, where ~→ 0.
5.1 Irrational scale ratios
Let’s start with the case when both λ/` and λ˜/˜` are irrational numbers. An element ψ ∈ HΛ,(λ,λ˜),X0MP
of the superselection sector can be written uniquely{21} as
ψ =
∑
n,n˜∈Z
An,n˜ ϕX0+(nλ,n˜λ˜) , (5.7)
where An,n˜ are complex numbers. From the action of the Hamilton operator (5.5) on this state, we
get
Hˆ(λ,λ˜) ψ =
∑
n,n˜∈Z
(
~2
2mλ2
(2An,n˜ −An−1,n˜ −An+1,n˜)
+
mω2~2
2λ˜2
(
2An,n˜ − eiλ˜(x0+nλ)/~An,n˜−1 − e−iλ˜(x0+nλ)/~An,n˜+1
))
ϕX0+(nλ,n˜λ˜) , (5.8)
where we used the equation (3.4), and shifted the summation variables n and n˜. Hence, if ψ is
an eigenvector of the Hamilton operator Hˆ(λ,λ˜) with eigenvalue E(λ,λ˜), the coefficients An,n˜ are
required to satisfy the linear recurrence relation
E(λ,λ˜)An,n˜ =
~2
2mλ2
(2An,n˜ −An−1,n˜ −An+1,n˜)
+
mω2~2
2λ˜2
(
2An,n˜ − eiλ˜(x0+nλ)/~An,n˜−1 − e−iλ˜(x0+nλ)/~An,n˜+1
)
. (5.9)
Before we analyze the spectrum of the Hamiltonian under the assumption (5.6), we are going to
motivate this assumption by examining a power-law ansatz. Consider
An,n˜ = a
n bn˜ cnn˜ , (5.10)
where a, b, c ∈ C are three complex numbers that are independent of n and n˜. If we substitute this
ansatz in the recurrence relation (5.9), we get
E(λ,λ˜) =
~2
2mλ2
(
2− a cn˜ − 1
a cn˜
)
+
mω2~2
2λ˜2
(
2−
(
b e−ix0λ˜/~
)(
c e−iλλ˜/~
)n − (b e−ix0λ˜/~)−1 (c e−iλλ˜/~)−n) . (5.11)
The left-hand side of (5.11) is independent of n and n˜, thus the right-hand side must also be
independent of these variables. This requires
c = 1 and
λλ˜
2pi~
∈ Z . (5.12)
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Hence, the solutions of the recurrence relation (5.9) that follow the power-law ansatz (5.10) exist
only under the conditions (5.12). This motivates us to consider the condition λλ˜ ∈ 2pi~Z in general
without the power-law ansatz.
Let’s multiply both sides of the equation (5.9) with a factor of e−i(nr˜−n˜r) for arbitrary r, r˜ ∈ R,
and sum the resulting expression over all n, n˜ ∈ Z. Assuming that the sum
φ(r, r˜) ≡
∑
n,n˜∈Z
e−i(nr˜−n˜r)An,n˜ (5.13)
has a finite value, we obtain
E(λ,λ˜) φ(r, r˜) =
~2
mλ2
(1− cos r˜)φ(r, r˜) + mω
2~2
λ˜2
(
1− cos
(
r + λ˜x0/~
))
φ(r, r˜) . (5.14)
One can notice that this is not a differential equation, unlike in the case of standard polymer
quantization [11,31]. The factor φ(r, r˜) therefore simply drops from this equation and we find
E(λ,λ˜) =
~2
mλ2
(1− cos r˜) + mω
2~2
λ˜2
(
1− cos
(
r + λ˜x0/~
))
. (5.15)
Hence, the spectrum of the Hamiltonian (5.5) is continuous, and it is bounded from both below
and above, such that
0 ≤ E(λ,λ˜) ≤
2~2
mλ2
+
2mω2~2
λ˜2
. (5.16)
The upper bound diverges as λ→ 0 or λ˜→ 0.
As the state φ(r, r˜) cancelled out from the equation (5.14), we found the energy spectrum of
the system without finding the states that realize these energy eigenvalues. In fact, the solution
ψ =
∑
n,n˜∈Z
ei(nr˜−n˜r) ϕX0+(nλ,n˜λ˜) (5.17)
for arbitrary r, r˜ ∈ R would be an eigenstate of the Hamiltonian (5.5) with the energy eigenvalue
given in (5.15). However, the state in (5.17) is not normalizable, and therefore it is not an element
of the MP Hilbert space.
This situation is familiar from Schro¨dinger quantum mechanics, where the plane waves
|Ψk〉 =
∫
R
dx e−ikx |x〉 , k ∈ R , (5.18)
are not in L2(R), nevertheless they serve as a useful tool to build normalizable states. One can
treat the solutions in (5.17) analogously to the plane waves. In this analogy, the local MP basis
vectors ϕX0+(nλ,n˜λ˜) match the Schro¨dinger position eigenvectors |x〉, the discrete labels n, n˜ ∈ Z
match the continuous position variable x ∈ R, and the parameters r, r˜ ∈ R match the wave vector
k ∈ R.
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In order to investigate the plane wave limit of the energy in (5.15), consider setting ω = 0, so
that the second term in the Hamiltonian (5.5) disappears, and taking the limit λ → 0 while the
ratio r˜/λ is held constant. In this limit the energy becomes
E(λ,λ˜) →
(r˜~/λ)2
2m
, (5.19)
where r˜~/λ ∈ R can be interpreted as the momentum and we obtain the well-known formula for
kinetic energy.
5.2 Rational scale ratios
Next, we consider the case when both λ/` and λ˜/˜` are rational numbers, and once again under the
assumption λλ˜ ∈ 2pi~Z. For the sake of definiteness, let us write
Nλ = M` and N˜ λ˜ = M˜ ˜` , (5.20)
for N, N˜,M, M˜ ∈ Z+ where the pairs (N,M) and (N˜ , M˜) are coprime.
The key difference with the first case treated above is that the lattice LΛ,(λ,λ˜)X0 ⊂ TΛ is now finite.
Hence, the expansion of an element ψ ∈ HΛ,(λ,λ˜),X0MP as in (5.7) contains only finitely many terms,
and can be written as
ψ =
N−1∑
n=0
N˜−1∑
n˜=0
An,n˜ ϕX0+(nλ,n˜λ˜) . (5.21)
In this expression, the coefficients An,n˜ are defined a priori only for 0 ≤ n ≤ N−1 and 0 ≤ n˜ ≤ N˜−1.
This prevents us from freely rearranging the summation variables in order to factor out ϕ when
acting with the Hamiltonian operator.
A lengthy rewriting of the action of the Hamiltonian on the state (5.21) shows however that we
can consistently define the coefficients An,n˜ for all n, n˜ ∈ Z by imposing{22}
An+N,n˜ ≡ eiNλ x˜0/~An,n˜ and An,n˜+N˜ ≡ An,n˜ . (5.22)
This implies in particular that
An+N,n˜ ϕX0+((n+N)λ,n˜λ˜) = An,n˜ ϕX0+(nλ,n˜λ˜) and An,n˜+N˜ ϕX0+(nλ,(n˜+N˜)λ˜) = An,n˜ ϕX0+(nλ,n˜λ˜) .
(5.23)
With this definition, we find
Hˆ(λ,λ˜) ψ =
N−1∑
n=0
N˜−1∑
n˜=0
(
~2
2mλ2
(2An,n˜ −An−1,n˜ −An+1,n˜)
+
mω2~2
2λ˜2
(
2An,n˜ − eiλ˜(x0+nλ)/~An,n˜−1 − e−iλ˜(x0+nλ)/~An,n˜+1
))
ϕX0+(nλ,n˜λ˜) .
(5.24)
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For the eigenstates ψ of the Hamiltonian Hˆ(λ,λ˜), we obtain the relation
E(λ,λ˜)An,n˜ =
~2
2mλ2
(2An,n˜ −An−1,n˜ −An+1,n˜)
+
mω2~2
2λ˜2
(
2An,n˜ − eiλ˜x0/~An,n˜−1 − e−iλ˜x0/~An,n˜+1
)
. (5.25)
This equation is identical to the recurrence relation (5.9) in the previous case (using the assumption
(5.6)), but its solutions are also constrained by (5.22). If we consider the solutions of the form
An,n˜ = e
i(nr˜−n˜r) (5.26)
for r, r˜ ∈ R as before, we find the restrictions
N˜r
2pi
∈ Z and Nr˜
2pi
− Nλx˜0
2pi~
∈ Z . (5.27)
Since these solutions are invariant under shifting the parameters r, r˜ by a multiple of 2pi, we find
exactly N × N˜ different solutions of the form (5.26). Hence, we can write
r =
2pik
N˜
and r˜ =
2pik˜
N
+
λx˜0
~
(5.28)
for k = 1, ..., N˜ and k˜ = 1, ..., N . We obtain the energy eigenstates
ψ =
N−1∑
n=0
N˜−1∑
n˜=0
e2pii(k˜n/N−kn˜/N˜) einλx˜0/~ ϕX0+(nλ,n˜λ˜) (5.29)
with the corresponding energy eigenvalues
E(λ,λ˜) =
~2
mλ2
(
1− cos
[
2pi
(
k˜
N
+
x˜0
λ˜
)])
+
mω2~2
λ˜2
(
1− cos
[
2pi
(
k
N˜
+
x0
λ
)])
. (5.30)
The spectrum of the Hamiltonian operator in the superselection sector HΛ,(λ,λ˜),X0MP consists of these
N × N˜ discrete values. {23}
If one chooses the coarse-graining scale for the Hamiltonian to be equal to the MP scale, i.e. λ = `
and λ˜ = ˜`, then there is a single energy eigenstate in each superselection sector that is given by
ψ = einλx˜0/~ ϕX0 with the energy
E(`,˜`) =
2~2
m`2
sin2
(
pix˜0
˜`
)
+
2mω2~2
˜`2
sin2
(
pix0
`
)
. (5.31)
There are two important differences between our results here (when λ/` and λ˜/˜` are rational
numbers) and those in the previous subsection (when the ratios are irrational numbers). Firstly,
we find here only a finite number of distinct elements in the energy spectrum. Secondly, the plane-
wave-like solutions (5.29) are normalizable, unlike (5.17) in the previous case. The existence of
normalizable plane waves is a new feature of the MP representation, which has no analog in the
Schro¨dinger or polymer representations.
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5.3 Discussion
Now that we have applied the MP representation to study the harmonic oscillator, a few comments
and remarks are in order. First, one should recall that we have studied the case λλ˜ ∈ 2pi~Z, which
was motivated by our power-law ansatz (5.10). Within this assumption, we have found that the
spectrum of the harmonic oscillator is bounded from below and above, and can be either continuous
or discrete depending on the nature of the scale ratios. This can be contrasted with the study of
the harmonic oscillator in the polymer representation [11, 31]. In position polarization, the p-
polymer representation leads to a difference equation for the action of the regularized Hamiltonian
on a state. This can be mapped in the momentum polarization to a differential equation (in
the position variable) known as the Mathieu equation, whose solutions can be analyzed to find
a discrete spectrum. As pointed out in [31], studying the spectrum of the harmonic oscillator in
the polymer representation can be mapped to the study of a periodic potential in the Schro¨dinger
representation.
An important difference between the polymer and MP representations is the following. In
the polymer representation, there exists a Fourier transform mapping the (say) p-polymer rep-
resentation in position polarization to that in momentum representation. This is precisely the
transformation turning the difference equation into the Mathieu equation. In the MP representa-
tion however, since neither q nor p exist as operators, and since there is only a single polarization,
namely the modular one, it is not possible to turn the difference equation obtained by acting with
the Hamiltonian on a state into a differential equation. As we have seen however, it is possible to
write a transformation (5.13) which enables to find the energy eigenvalues without solving for the
eigenstate. This situation is similar to what happens for a Schro¨dinger free particle, where in the
analogue of (5.14) the state also drops out. In future work we will push the analogy between the
MP representation and the polymer one further, in particular by defining the MP equivalent of the
space Cyl of cylindrical functions and its algebraic dual Cyl?, together with the action of the latter
on the former. While we have not needed this structure for our study, it could prove important for
studying the case λλ˜ /∈ 2pi~Z and systems beyond the simple harmonic oscillator.
6 Perspectives
In this paper we have constructed a new family of representations of the Weyl algebra of exponenti-
ated position and momentum operators. To achieve this, we have first recalled in section 2 how the
Schro¨dinger, polymer, and modular representations are constructed, and then proceeded to a poly-
merization of the modular representation in section 3. Our new family of representations therefore
relies on the same ingredients as the polymer and modular representations, namely the existence
of a length scale used to unify position and momentum in the form of the modular lattices, and
then the so-called irregularity condition, which consists in relaxing the weak continuity of the Weyl
operators. By doing so, we have obtained a family of modular polymer representations labelled by
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a choice of modular lattice, and then proved the equivalence of representations within the modular
polymer family in section 4. Finally in section 5 we have applied this modular polymer representa-
tion to the study of the harmonic oscillator. There, we have seen how the energy spectrum depends
on whether the ratios λ/` and λ˜/˜` are rational or irrational, where λ is the scale used to construct
the exponentiated Weyl operators, ` the scale used to define the modular lattice, and the tilded
scales are their duals. More precisely, we have studied the case in which these rations are either
both irrational or rational. In the first case the spectrum is continuous and bounded, while in the
second case it is discrete. This is reminiscent of studies of non-separable Hilbert spaces, where
the spectra of e.g. the translation (or exponentiated momentum) operator can be continuous or
discrete depending on whether the translation parameter is rational or irrational [38,39].
As explained in the introduction, our motivation for constructing and studying these mod-
ular polymer representations in a finite-dimensional setting was to investigate how inequivalent
alternatives to the Schro¨dinger representation can be constructed based on physical inputs from
possible theories of quantum gravity and quantum spacetime. On the one hand, LQG makes a
strong case for the study of polymer representations, as demonstrated very simply and efficiently
by LQC [13, 40, 41], while on the other hand work such as [20] has suggested that the modular
representation is more fundamental than the Schro¨dinger one.
With this in mind, and with the modular polymer representation now at our disposal, the next
important step will be to consider possible quantum gravitational models (i.e. different from the
simple harmonic oscillator) in which the modular polymer representations could serve to describe
new physics. Just like the polymer representation is enough to drastically modify the structure of
Wheeler–de Witt quantum cosmology (i.e. quantum cosmology based on the Schro¨dinger repre-
sentation) and turn it into LQC with the avoidance of the Big Bang singularity, one can naturally
expect new physical consequences from the application of the modular polymer representation to
quantum cosmology.
Another reason for studying the modular polymer representation is actually grounded in LQG
itself. Indeed, the spin network representation mentioned in the introduction, together with
its Hilbert space structure which has then inspired LQC, is based on the so-called Ashtekar–
Lewandowski representation of LQG [1]. This representation comes with a type of Stone–von
Neumann uniqueness theorem, known as the LOST theorem [7, 8] based on the representation of
holonomy and flux operators. However, just like the Stone–von Neumann uniqueness theorem of
quantum mechanics for the Schro¨dinger representation can be bypassed to construct the polymer
representations (as we have recalled in section 2), the LOST theorem can also be bypassed to con-
struct an inequivalent representation of LQG [39, 42, 43]. This is known as the BF representation,
and its essential distinguishing feature is that it only allows for exponentiated flux operators, and
not for the existence of the fluxes themselves as fundamental operators (exponentiated fluxes were
also studied in the classical setup in [44]). Studying the dynamics of LQG in this representation
is still an ongoing and involved task, and it would therefore be interesting to try to apply this
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representation to the study of symmetry-reduced models. Like in LQC, where one takes inspiration
from the Ashtekar–Lewandowski representation of LQG to build a quantum theory inequivalent to
Wheeler-de Witt quantum cosmology, one could take the ingredients of the BF representation and
transpose them to the quantum cosmological setting. This would require to work with exponenti-
ated flux operators, and also with the so-called gauge-covariant fluxes. Interestingly, the use of the
gauge-covariant fluxes in the usual representation of LQG has already been investigated in [45–47].
Finally, studying the modular polymer representation will also be the occasion of applying and
investigating the role of the Zak transform in quantum cosmology. We plan to come back to this
in future work.
Acknowledgements
We would like to thank Sylvain Carrozza, Bianca Dittrich, Laurent Freidel, Francesco Sartini, and
Lee Smolin for discussions and comments. Research at Perimeter Institute is supported in part by
the Government of Canada through the Department of Innovation, Science and Economic Devel-
opment Canada, and by the Province of Ontario through the Ministry of Economic Development,
Job Creation and Trade. This research was also partly supported by grants from John Templeton
Foundation and FQXi.
A Notes and proofs
In this appendix we gather the various notes and proofs from the main text. Clicking on the link
in the left margin brings back to the corresponding location in the main text.
Notes for section 2
{1} The product relation follows from the BCH formula. We have
Wˆ(a,b) Wˆ(a′,b′) = e
i(bqˆ−apˆ)/~+ i(b′qˆ−a′pˆ)/~− 1
2
[bqˆ−apˆ, b′qˆ−a′pˆ]/~2
= e
i
2
(ba′−ab′)/~ Wˆ(a+a′,b+b′). (A.1)
The exponentiated position and momentum operators often used in the literature are
Uˆ(a) ≡ Wˆ(0,a) = eiaqˆ/~, Vˆ(a) ≡ Wˆ(a,0) = e−iapˆ/~, (A.2)
and they obey evidently the relations Uˆ †(a) = Uˆ(−a) and Vˆ
†
(a) = Vˆ(−a) as well as the product rules
Uˆ(a)Uˆ(b) = Uˆ(a+b), Vˆ(a)Vˆ(b) = Vˆ(a+b), Uˆ(a)Vˆ(b) = e
iab/~Vˆ(b)Uˆ(a). (A.3)
{2} Irreducibility and weak continuity imply that the Hilbert space of the representation must be
separable.
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{3} The state ψ(q) stands for |ψ〉 =
∫
dq ψ(q) |q〉, where ψ(q) in the second expression is a scalar
function and 〈q|p〉 = (2pi~)−1/2 eipq/~. Then,
Wˆ(a,b) ψ(q) ' Wˆ(a,b)
∫
dq ψ(q) |q〉
= e−
i
2
ab/~ eibqˆ/~ e−iapˆ/~
∫
dq ψ(q)
∫
dp (2pi~)−1/2 e−ipq/~ |p〉
= e−
i
2
ab/~ eibqˆ/~
∫
dq ψ(q)
∫
dp (2pi~)−1/2 e−ip(q+a)/~ |p〉
= e−
i
2
ab/~ eibqˆ/~
∫
dq ψ(q) |q + a〉
= e−
i
2
ab/~
∫
dq ψ(q) eib(q+a)/~ |q + a〉
= e−
i
2
ab/~
∫
dq ψ(q − a) eibq/~ |q〉
=
∫
dq
(
e−
i
2
ab/~ eibq/~ ψ(q − a)
)
|q〉
' e− i2ab/~ eibq/~ ψ(q − a). (A.4)
The last expression stands for the state in the second-to-last expression.
{4} By virtue of (2.2) we have that
Wˆ †(a,b) ψ(q) = Wˆ(−a,−b) ψ(q) = e
− i
2
ab/~ e−ibq/~ ψ(q + a), (A.5)
and therefore
Wˆ(a,b)Wˆ
†
(a,b)ψ(q) = e
− i
2
ab/~ e−ibq/~ Wˆ(a,b) ψ(q + a) = ψ(q). (A.6)
{5} This follows from the fact that[
Wˆ(a,b), Wˆ(a′,b′)
]
=
(
e2pii(a
′b−ab′)/(2pi~) − 1
)
Wˆ(a′,b′) Wˆ(a,b). (A.7)
{6} The solution space forms a lattice because the relation (a′b− ab′)/(2pi~) ∈ Z is Z-bilinear in both
(a, b) and (a′, b′).
{7} It is also possible to write a modular vector similarly as a superposition of momentum eigenstates,
such that
|X〉Λ = `−1/2 e−ixx˜/~
∑
n˜∈Z
e−in˜˜`x/~ |x˜+ n˜˜`〉 .
Proof:
|X〉Λ = ˜`−1/2
∑
n∈Z
ein`x˜/~ 1 |x+ n`〉
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= ˜`−1/2
∫
R
dp
∑
n∈Z
ein`x˜/~ |p〉 〈p|x+ n`〉
= (2pi~/`)−1/2
∫
R
dp
∑
n∈Z
ein`x˜/~ |p〉 1√
2pi~
e−ip(x+n`)/~
=
√
`
2pi~
∫
R
dp e−ipx/~ |p〉
∑
n∈Z
ein`(x˜−p)/~
=
√
`
2pi~
∫
R
dp e−ipx/~ |p〉
∑
n˜∈Z
(2pi~/`) δ
(
x˜− p+ n˜ (2pi~/`) )
= `−1/2 e−ixx˜/~
∑
n˜∈Z
e−in˜˜`x/~ |x˜+ n˜˜`〉
{8} Proof:
|X+K〉Λ = ˜`−1/2
∑
n∈Z
ein`(x˜+k˜)/~ |x+ k + n`〉
= ˜`−1/2
∑
n∈Z
ein`x˜/~ |x+ k + n`〉
= ˜`−1/2
∑
n∈Z
ei(n`−k)x˜/~ |x+ n`〉
= e−ikx˜/~ |X〉Λ
{9} Proof:
Wˆ(a,b) |X〉Λ = e−
i
2
ab/~ eibqˆ/~ e−iapˆ/~ `−1/2
∑
n˜∈Z
e−i(x˜+n˜˜`)x/~ |x˜+ n˜˜`〉
= e−
i
2
ab/~ eibqˆ/~ `−1/2
∑
n˜∈Z
e−i(x˜+n˜˜`)(x+a)/~ |x˜+ n˜˜`〉
= e−
i
2
ab/~ eibqˆ/~ |X+ (a, 0)〉Λ
= e−
i
2
ab/~ eibqˆ/~ ˜`−1/2
∑
n∈Z
ein`x˜/~ |x+ a+ n`〉
= e−
i
2
ab/~ ˜`−1/2
∑
n∈Z
ein`x˜/~ eib(x+a+n`)/~ |x+ a+ n`〉
= e
i
2
ab/~ eibx/~ ˜`−1/2
∑
n∈Z
ein`(x˜+b)/~ |x+ a+ n`〉
= e
i
2
ab/~ eibx/~ |X+ (a, b)〉Λ .
The previous identity, WˆK |X〉Λ = e
i
2
kk˜/~ ei(k˜x−kx˜)/~ |X〉Λ, follows from this more general identity,
together with the quasi-periodicity relation.
{10} Since the combination |X〉〈X|Λ is periodic, we can evaluate the right-hand side of this decomposition
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of the identity on an arbitrary modular cell of size `× ˜`. We find∫
TΛ
d2X |X〉〈X|Λ =
∫ `
0
dx
∫ ˜`
0
dx˜ |X〉〈X|Λ
= ˜`−1
∫ `
0
dx
∫ ˜`
0
dx˜
∑
n∈Z
∑
n′∈Z
ein`x˜/~ e−in`
′x˜/~ ∣∣x+ n`〉〈x+ n`′∣∣
= ˜`−1
∫ `
0
dx
∫ ˜`
0
dx˜
∑
n∈Z
∑
m∈Z
ei`mx˜/~ |x+ n`〉〈x+ (n−m)`|
= ˜`−1
∫ `
0
dx
∑
n∈Z
∑
m∈Z
|x+ n`〉〈x+ (n−m)`|
∫ ˜`
0
dx˜ ei`mx˜/~
= ˜`−1
∫ `
0
dx
∑
n∈Z
∑
m∈Z
|x+ n`〉〈x+ (n−m)`| ˜`δm,0
=
∫ `
0
dx
∑
n∈Z
|x+ n`〉〈x+ n`|
=
∫
R
dx |x〉〈x| = 1 .
{11} Proof: 〈
X′
∣∣X〉
Λ
= ˜`−1
∑
n′∈Z
∑
n∈Z
e−in`
′x˜′/~ ein`x˜/~
〈
x′ + n`′
∣∣x+ n`〉
= ˜`−1
∑
n′∈Z
∑
n∈Z
e−in`
′x˜′/~ ein`x˜/~ δ
(
x′ − x+ (n′ − n)`)
= ˜`−1
∑
n′∈Z
∑
n∈Z
e−in`
′x˜′/~ ei`(n
′−n)x˜/~ δ(x′ − x+ n`)
= ˜`−1
∑
n∈Z
e−in`x˜/~ δ(x′ − x+ n`)
∑
n′∈Z
e−in`
′(x˜′−x˜)/~
= ˜`−1
∑
n∈Z
e−in`x˜/~ δ(x′ − x+ n`)
∑
n˜∈Z
˜`δ(x˜′ − x˜+ n˜˜`)
=
∑
K∈Λ
e−ikx˜/~ δ2(X′ − X+K) .
The set {|X〉 | X ∈ TΛ} is thus “orthonormal” in the sense that
〈
X′
∣∣X〉
Λ
= δ2(X′−X) for X,X′ ∈ TΛ.
{12} Proof:
qˆ |ψ〉Λ = qˆ
∫
TΛ
d2X ψ(X) |X〉Λ
= qˆ
∫
TΛ
d2X ψ(X) ˜`−1/2
∑
n∈Z
ein`x˜/~ |x+ n`〉
=
∫
TΛ
d2X ψ(X) ˜`−1/2
∑
n∈Z
ein`x˜/~ (x+ n`) |x+ n`〉
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=∫
TΛ
d2X ψ(X) ˜`−1/2 (x− i~ ∂x˜)
∑
n∈Z
ein`x˜/~ |x+ n`〉
=
∫
TΛ
d2X (xψ(X) + i~ ∂x˜ψ(X)) |X〉Λ
and
pˆ |ψ〉Λ = pˆ
∫
TΛ
d2X ψ(X) |X〉Λ
= pˆ
∫
TΛ
d2X ψ(X) `−1/2
∑
n˜∈Z
e−i(x˜+n˜˜`)x/~ |x˜+ n˜˜`〉
=
∫
TΛ
d2X ψ(X) `−1/2
∑
n˜∈Z
e−i(x˜+n˜˜`)x/~ (x˜+ n˜˜`) |x˜+ n˜˜`〉
=
∫
TΛ
d2X ψ(X) `−1/2 (i~ ∂x)
∑
n˜∈Z
e−i(x˜+n˜˜`)x/~ |x˜+ n˜˜`〉
=
∫
TΛ
d2X (−i~ ∂xψ(X)) |X〉Λ .
We also show that the operators qˆ and pˆ preserve the section condition (2.18): For any K = (k, k˜) ∈
Λ, we have
(qˆψ)(X+K) = (x+ k)ψ(X+K) + i~ ∂x˜ψ(X+K)
= (x+ k) eikx˜/~ ψ(X) + i~ ∂x˜
(
eikx˜/~ ψ(X)
)
= eikx˜/~ (qˆψ)(X)
and
(pˆψ)(X+K) = −i~ ∂xψ(X+K) = −i~ ∂x
(
eikx˜/~ ψ(X)
)
= eikx˜/~ (pˆψ)(X) .
Notes for section 3
{13} We show ϕX(Y+K) = eiky˜/~ ϕX(Y) as follows:
ϕX(Y+K) =
ei(y+k−x)x˜/~ , if Y+K− X ∈ Λ ,0 , otherwise ,
=
eikx˜/~ ei(y−x)x˜/~ , if Y− X ∈ Λ ,0 , otherwise ,
=
eiky˜/~ ei(y−x)x˜/~ , if Y− X ∈ Λ ,0 , otherwise ,
= eiky˜/~ ϕX(Y) .
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{14} Another useful property of the functions ϕX is that for any (a, b) ∈ R2,
ϕX(Y+ (a, b)) = ei(y+a−x)b/~ ϕX−(a,b)(Y) . (A.8)
Proof:
ϕX(Y+ (a, b)) =
ei(y+a−x)x˜/~ , if Y+ (a, b)− X ∈ Λ ,0 , otherwise ,
=
ei(y+a−x)b/~ ei(y−(x−a))(x˜−b)/~ , if Y− (X− (a, b)) ∈ Λ ,0 , otherwise ,
= ei(y+a−x)b/~ ϕX−(a,b)(Y) .
{15} Proof:
ϕX+K(Y) =
ei(y−x−k)(x˜+k˜)/~ , if Y− (X+K) ∈ Λ ,0 , otherwise ,
=
ei(y−x−k)k˜/~ e−ikx˜/~ ei(y−x)x˜/~ , if Y− X ∈ Λ ,0 , otherwise ,
= e−ikx˜/~ ϕX(Y) .
{16} Proof:
Wˆ(a,b)Wˆ(a′,b′) ϕX = e
i
2
a′b′/~ eib
′x/~ Wˆ(a,b) ϕX+(a′,b′)
= e
i
2
a′b′/~ eib
′x/~ e
i
2
ab/~ eib(x+a
′)/~ ϕX+(a,b)+(a′,b′)
= e
i
2
(ba′−ab′)/~ e
i
2
(a+a′)(b+b′)/~ ei(b+b
′)x/~ ϕX+(a+a′,b+b′)
= e
i
2
(ba′−ab′)/~ Wˆ(a+a′,b+b′) ϕX .
{17} Proof: 〈
Wˆ(a,b) ϕX, ϕX′
〉
=
∑
Y
(
(Wˆ(a,b) ϕX)(Y)
)∗
ϕX′(Y)
=
∑
Y
(
e
i
2
ab/~ eibx/~ ϕX+(a,b)(Y)
)∗
ϕX′(Y)
(A.8)
=
∑
Y
(
e−
i
2
ab/~ eiby/~ ϕX(Y− (a, b))
)∗
ϕX′(Y)
=
∑
Y
(
e
i
2
ab/~ eiby/~ ϕX(Y)
)∗
ϕX′(Y+ (a, b))
=
∑
Y
ϕX(Y)∗ e−
i
2
ab/~ e−iby/~ ϕX′(Y+ (a, b))
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(A.8)
=
∑
Y
ϕX(Y)∗ e
i
2
ab/~ e−ix
′b/~ ϕX′−(a,b)(Y)
=
∑
Y
ϕX(Y)∗ Wˆ(−a,−b) ϕX′(Y)
=
〈
ϕX, Wˆ(−a,−b) ϕX′
〉
.
Notes for section 5
{18} There are multiple reasons for this. First, the modified operators qˆ and pˆ at the scale ` and ˜` will
belong to the subalgebra WΛ and therefore commute, which is undesirable. Second, we want to be
able to take the limits λ → 0 and λ˜ → 0 independently, but the scales ` and ˜` are constrained to
satisfy `˜` = 2pi~. Finally, for the sake of generality, we would like to consider an arbitrary scale
pair (λ, λ˜), which can be taken at the end of the calculations to be equal to (`, ˜`) if it turns out to
be desirable.
{19} Let’s visualize the definition (5.2) with an example. We consider a single direction for simplicity.
Case 1 - irrational scale ratio: Let ` = 1 and λ = 1/
√
2. Then, the lattice points have
coordinates of the form xn = x0 +n/
√
2 (mod 1) for n ∈ Z. This is an infinite lattice on a compact
space (w.r.t. continuum topology).
Case 2 - rational scale ratio: Let ` = 1 and λ = 2/5. Then, we get a finite lattice at the points
xn = x0 + n/5 (mod 1) for n = 0, ..., 4. This is a finite lattice.
{20} These definitions are motivated by the Taylor expansion of trigonometric functions. For example,
~2
λ2
(
2− Wˆ(λ,0) − Wˆ(−λ,0)
)
“=”
~2
λ2
(
2− e−iλpˆ/~ − eiλpˆ/~
)
=
2~2
λ2
(1− cos (λpˆ/~))
= p̂2 +O((λp/~)2) .
We used the symbol “ = ” to indicate that the corresponding equation is only a formal writing,
since the operator pˆ does not exist. We also infer from this calculation that the approximation is
valid only in the regime p ~/λ.
{21} We shall prove the uniqueness of the expression (5.7). Let’s define a lattice L¯(λ,λ˜)X0 ⊂ R2 for any
X0 ∈ R2 as
L¯(λ,λ˜)X0 ≡
{
Y ∈ R2 : ∃n, n˜ ∈ Z : Y = X0 + (nλ, n˜λ˜)
}
.
Assuming that λ/` and λ˜/˜`are irrational numbers, there is a bijective mapping between the lattices
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L¯(λ,λ˜)X0 ⊂ R2 and L
Λ,(λ,λ˜)
X0 ⊂ TΛ that is given by
Π : L¯(λ,λ˜)X0 → L
Λ,(λ,λ˜)
X0
Y 7→ Y (mod Λ) .
Moreover, the basis elements satisfy the relation (3.3), i.e. the states ϕY and ϕΠ(Y) are linearly de-
pendent for any Y ∈ R2. Since
{
ϕY : Y ∈ LΛ,(λ,λ˜)X0
}
is a basis of the superselection sector HΛ,(λ,λ˜),X0MP ,
the set
{
ϕY : Y ∈ L¯(λ,λ˜)X0
}
is also a basis. Hence, the expression (5.7) is simply a decomposition of
a state in this basis, which is unique.
{22} For this lengthy rewriting, we act with the regularized Hamiltonian operator on the state (5.21),
then rearrange and relabel the terms of the sum, and finally use the quasi-periodicity of ϕ. This
gives
Hˆ(λ,λ˜) ψ =
N−1∑
n=0
N˜−1∑
n˜=0
An,n˜
(
~2
2mλ2
(
2ϕX0+(nλ,n˜λ˜) − ϕX0+((n+1)λ,n˜λ˜) − ϕX0+((n−1)λ,n˜λ˜)
)
+
mω2~2
2λ˜2
(
2ϕX0+(nλ,n˜λ˜) − eiλ˜(x0+nλ)/~ ϕX0+(nλ,(n˜+1)λ˜)
− e−iλ˜(x0+nλ)/~ ϕX0+(nλ,(n˜−1)λ˜)
))
=
N−1∑
n=0
N˜−1∑
n˜=0
An,n˜
(
~2
mλ2
+
mω2~2
λ˜2
)
ϕX0+(nλ,n˜λ˜)
− ~
2
2mλ2
N−2∑
n=0
N˜−1∑
n˜=0
An,n˜ ϕX0+((n+1)λ,n˜λ˜) +AN−1,n˜ ϕX0+(Nλ,n˜λ˜)

− ~
2
2mλ2
N−1∑
n=1
N˜−1∑
n˜=0
An,n˜ ϕX0+((n−1)λ,n˜λ˜) +A0,n˜ ϕX0+(−λ,n˜λ˜)

− mω
2~2
2λ˜2
N−1∑
n=0
N˜−2∑
n˜=0
An,n˜ e
iλ˜(x0+nλ)/~ ϕX0+(nλ,(n˜+1)λ˜) +An,N˜−1 e
iλ˜(x0+nλ)/~ ϕX0+(nλ,N˜λ˜)

− mω
2~2
2λ˜2
N−1∑
n=0
N˜−1∑
n˜=1
An,n˜ e
−iλ˜(x0+nλ)/~ ϕX0+(nλ,(n˜−1)λ˜) +An,0 e
−iλ˜(x0+nλ)/~ ϕX0+(nλ,−λ˜)

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=
N−1∑
n=0
N˜−1∑
n˜=0
An,n˜
(
~2
mλ2
+
mω2~2
λ˜2
)
ϕX0+(nλ,n˜λ˜)
− ~
2
2mλ2
N−1∑
n=1
N˜−1∑
n˜=0
An−1,n˜ ϕX0+(nλ,n˜λ˜) +AN−1,n˜ ϕX0+(0,n˜λ˜)+(M`,0)

− ~
2
2mλ2
N−2∑
n=0
N˜−1∑
n˜=0
An+1,n˜ ϕX0+(nλ,n˜λ˜) +A0,n˜ ϕX0+((N−1)λ,n˜λ˜)+(−M`,0)

− mω
2~2
2λ˜2
N−1∑
n=0
N˜−1∑
n˜=1
An,n˜−1 eiλ˜(x0+nλ)/~ ϕX0+(nλ,n˜λ˜) +An,N˜−1 e
iλ˜(x0+nλ)/~ ϕX0+(nλ,0)+(0,M˜ ˜`)

− mω
2~2
2λ˜2
N−1∑
n=0
N˜−2∑
n˜=0
An,n˜+1 e
−iλ˜(x0+nλ)/~ ϕX0+(nλ,n˜λ˜) +An,0 e
−iλ˜(x0+nλ)/~ ϕX0+(nλ,(N˜−1)λ˜)+(0,−M˜ ˜`)

=
N−1∑
n=0
N˜−1∑
n˜=0
An,n˜
(
~2
mλ2
+
mω2~2
λ˜2
)
ϕX0+(nλ,n˜λ˜)
− ~
2
2mλ2
N−1∑
n=1
N˜−1∑
n˜=0
An−1,n˜ ϕX0+(nλ,n˜λ˜) +AN−1,n˜ e
−iNλ(x˜0+n˜λ˜)/~ ϕX0+(0,n˜λ˜)

− ~
2
2mλ2
N−2∑
n=0
N˜−1∑
n˜=0
An+1,n˜ ϕX0+(nλ,n˜λ˜) +A0,n˜ e
iNλ(x˜0+n˜λ˜)/~ ϕX0+((N−1)λ,n˜λ˜)

− mω
2~2
2λ˜2
N−1∑
n=0
N˜−1∑
n˜=1
An,n˜−1 eiλ˜(x0+nλ)/~ ϕX0+(nλ,n˜λ˜) +An,N˜−1 e
iλ˜(x0+nλ)/~ ϕX0+(nλ,0)

− mω
2~2
2λ˜2
N−1∑
n=0
N˜−2∑
n˜=0
An,n˜+1 e
−iλ˜(x0+nλ)/~ ϕX0+(nλ,n˜λ˜) +An,0 e
−iλ˜(x0+nλ)/~ ϕX0+(nλ,(N˜−1)λ˜)
 .
(A.9)
With this rewriting of the action of the Hamiltonian, we can see that the coefficients An,n˜ can be
defined to satisfy
A−1,n˜ ≡ AN−1,n˜ e−iNλ(x˜0+n˜λ˜)/~, (A.10a)
AN,n˜ ≡ A0,n˜ eiNλ(x˜0+n˜λ˜)/~, (A.10b)
An,−1 ≡ An,N˜−1, (A.10c)
An,N˜ ≡ An,0, (A.10d)
which can be written more compactly as the general definition (5.22). Then, (A.9) leads to (5.24).
{23} Since the shift of the parameter X0 by a lattice vector maps the solutions we found to the same
superselection sector of the Hilbert space, one can question whether we correctly identified all
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possible solutions under the given assumptions, or whether these solutions should have M × M˜
different copies. Let’s name our solutions as
ψX0,k,k˜ ≡
N−1∑
n=0
N˜−1∑
n˜=0
e2pii(k˜n/N−kn˜/N˜) einλx˜0/~ ϕX0+(nλ,n˜λ˜) . (A.11)
Precisely, the question we investigate here is whether the sets{
ψX0,k,k˜
∣∣ k˜ = 1, ..., N ; k = 1, ..., N˜} and {ψX0+M,k,k˜ ∣∣ k˜ = 1, ..., N ; k = 1, ..., N˜}
are linearly dependent for arbitrary values of M ∈ Λ? The answer is positive as one finds
ψX0+(m`,m˜˜`),k,k˜ = e
−im`x˜0/~ ψX0,k+mM˜,k˜+m˜M , (A.12)
for any m, m˜ ∈ Z. Hence, shifting the anchoring point on the modular space by a lattice vector
can be interpreted as a permutation of the solutions up to a phase. This confirms that the N × N˜
solutions we found are complete.
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