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Abstract
We study complete convergence and closely related Hsu-Robbins-Erdo˝s-Spitzer-
Baum-Katz series for sums whose terms are elements of linear autoregression sequences.
We obtain criterions for convergence of this series expressed in moment assumptions,
which for “weakly dependent” sequences are the same as in classical results concerning
independent case.
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1 Introduction
Let (Xn, n ≥ 1) be a sequence of independent copies of a random variable (r.v.) X , and
Sn =
∑n
k=1Xk, n ≥ 1. The concept of complete convergence was introduced by Hsu and
Robbins, [10], and reads as follows. A random sequence (Un, n ≥ 1) completely converges
to a constant C, if
∞∑
n=1
P{|Un − C| > ε} <∞, for any ε > 0.
This, particularly, implies that Un −→
n→∞
C almost surely. In their paper, Hsu and Robbins
proved the sufficient part of the following proposition, while the converse was provided two
years later by Erdo˝s.
Proposition 1.1 (Hsu-Robbins-Erdo˝s, [10, 8]). For any ε > 0,
∞∑
n=1
P
{∣∣∣Sn
n
− EX
∣∣∣ > ε
}
<∞ iff EX2 <∞.
∗Supported by the grant 0118U003614 from Ministry of Education and Science of Ukraine (project N
2105Φ).
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Closely related to Hsu-Robbins-Erdo˝s result are the following two no less celebrated
results by Spitzer and by Baum and Katz.
Proposition 1.2 (Spitzer, [17]). For any ε > 0,
∞∑
n=1
1
n
P
{∣∣∣Sn
n
− EX
∣∣∣ > ε
}
<∞ iff E|X| <∞.
Proposition 1.3 (Baum-Katz, [3]). Let 0 < p < 2 and r ≥ p. Then for any ε > 0,
∞∑
n=1
n
r
p
−2
P
{ |Sn|
n1/p
> ε
}
<∞ iff E|X|r <∞,
where EX = 0, when r ≥ 1.
Obviously, Proposition 1.3 on the convergence of Baum-Katz series covers both Hsu-
Robbins-Erdo˝s and Spitzer results with r = 2p = 2 and r = p = 1 respectively.
Propositions 1.1–1.3 are fundamental facts of probability theory and have been extended
in several directions. Among these extensions we distinguish results concerning complete
convergence and convergence of Baum-Katz series for weighted sums of independent r.v.’s,
also known as rowwise independent random arrays, (see, for instance, [11, 9, 12, 6, 7] and
references therein), as well as some dependent patterns (see, for instance, [1, 2] and references
therein).
In this paper, we focus on schemes with linear dependence, namely linear autoregression
sequences, and aim to obtain analogues of Propositions 1.1–1.3 for such sequences. In the
case of “weak dependence” it is natural to expect that the Baum-Katz series will converge
under moment assumptions, similar to those in the independent setting.
On a common probability space (Ω,F ,P) consider a linear autoregression sequence (ξk, k ≥
1), described by the following system of recurrence equations:
ξ1 = θ1, ξk = qkξk−1 + θk, k ≥ 2, (1)
where (qk) is a sequence of reals, and (θk) is a sequence of independent r.v.’s. For more
details concerning model (1) and its generalizations, as well as some applications, see, for
instance, [5], and numerous references therein. Set
Sn =
n∑
k=1
ξk, n ≥ 1.
For sequences of type (1) and some their extensions, we previously studied assumptions
providing almost sure convergence of series
∑∞
k=1 ξk as well as series
∑∞
n=1
Sn
n1+1/r
, r > 0 (see,
for instance, [16, 4, 13, 14]).
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In this paper, we study necessary and sufficient conditions for the convergence of Baum-
Katz series ∞∑
n=1
n
r
p
−2
P
{ |Sn|
n1/p
> ε
}
, (2)
where 0 < p < 2 and r ≥ p.
Set
a(n, k) =


0, 1 ≤ n < k;
1, n = k;
1 +
∑n−k
l=1
(∏k+l
j=k+1 qj
)
, n > k.
(3)
It is easily seen that elements of the sequence of partial sums (Sn) may be represented in
the following form:
Sn =
n∑
k=1
a(n, k)θk, n ≥ 1. (4)
Representation (4) means that sums of elements of autoregression sequences can be treated
as weighted sums of independent r. v.’s (θk). This approach permits us to follow some ideas
developed so far for weighted sums of independent r. v.’s. To be specific, we rely upon [9],
borrowing some tools to obtain necessary and sufficient assumptions providing convergence
of series (2) for any r ≥ p.
Note that in [9] for rowwise independent random arrays sufficient conditions providing
convergence of Baum-Katz series are considered only for r = 2p and r = p. Therefore, in
these two specific cases due to representation (4), similar results for autoregression sequences
are immediate from [9]. Emphasize also, that our goal is to obtain sufficient as well as
necessary assumptions for series (2) to converge for any r ≥ p.
2 Main results
In what follows, we consider linear autoregression model (1), where qk = q = const,
|q| ≤ 1, and (θk) is a sequence of independent copies of a random variable θ. Observe that
for −1 ≤ q < 1, by (3)
a(n, k) =


0, 1 ≤ n < k;
1, n = k;
1− qn−k+1
1− q , n > k,
and the triangular array
(
a(n, k), 1 ≤ k ≤ n, n ≥ 1) is uniformly bounded, while for q = 1,
a(n, k) =


0, 1 ≤ n < k;
1, n = k;
n− k + 1, n > k.
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We now formulate two results on necessary and sufficient conditions for the convergence
of series (2).
Theorem 2.1. Let −1 ≤ q < 1, 0 < p < 2 and r ≥ p. Then for any ε > 0
∞∑
n=1
n
r
p
−2
P
{ |Sn|
n1/p
> ε
}
<∞ iff E|θ|r <∞,
where Eθ = 0 whenever r ≥ 1.
Theorem 2.2. Let q = 1, 0 < p < 2/3 and r ≥ p. Then for any ε > 0
∞∑
n=1
n
r
p
−2
P
{ |Sn|
n1/p
> ε
}
<∞ iff E|θ| r1−p <∞,
where Eθ = 0 whenever r ≥ 1.
The following example illustrates, that in general case for p ≥ 2/3 the result of Theorem
2.2 is no longer true.
Example 2.1. Let θ be a standard normal random variable and Φ0(x) =
1√
2pi
∫ x
0
e−x
2/2 dx.
Then the sum
Sn =
n∑
k=1
(n− k + 1)θk, n ≥ 1,
is normally distributed with zero mean and variance equal to
n
6
(n+1)(2n+1). Therefore, a
trivial calculation shows that
P
{
|Sn| > n1/pε
}
= 1− 2Φ0
( n1/pε√6√
n(n+ 1)(2n+ 1)
)
6−→
n→∞
0,
if p ≥ 2/3, which means that series (2) cannot converge whatever r ≥ p.
3 Proofs of main results
A crucial tool to prove both Theorem 2.1 and Theorem 2.2, as in [9], is a well-known
Hoffmann-Jørgensen inequality combined with moment inequalities for sums of r.v.’s. For
ease of reading, we start this section recalling some probability inequalities used in the proofs
below (see, for instance, [15]).
Throughout the text, for a r.v. θ we denote by µθ (any of) its median and by θ
′
an
independent of θ and equidistributed with θ r. v., and set θsym = θ − θ′ , i.e. θsym is a
symmetrization of θ.
Weak symmetrization inequality. Let X be a r.v. For any x and a
1
2
P
{
|X − µX| ≥ x
}
≤ P
{
|Xsym| ≥ x
}
≤ 2P
{
|X − a| ≥ x/2
}
.
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Symmetrization moment inequality. Let X be a r.v. For any a,
1
2
E|X − µX|m ≤ E|Xsym|m ≤ 2crE|X − a|m, m > 0,
where cr = 1 or 2
r−1 in accordance with r ≤ 1 or not.
Le´vy inequality. Let X1, X2, ..., Xn be independent symmetric r.v.’s and Sn =∑n
k=1Xk. Then for any x > 0,
P
{
|Sn| > x
}
≥ 1
2
P
{
max
1≤j≤n
|Sj| > x
}
≥ 1
2
P
{
max
1≤j≤n
|Xj| > 2x
}
.
Hoffmann-Jørgensen inequality for symmetric r.v.’s. Let X1, X2, ..., Xn be inde-
pendent symmetric r.v.’s, Sn =
∑n
k=1Xk. Then for any s, t > 0,
P
{
|Sn| ≥ 2t + s
}
≤ 4
(
P
{
|Sn| ≥ t
})2
+ P
{
max
1≤j≤n
|Xj| ≥ s
}
. (5)
Marcinkiewicz-Zygmund inequality. Let r ≥ 1 and X1, X2, ..., Xn be independent
r.v.’s with EXk = 0, 1 ≤ k ≤ n, Sn =
∑n
k=1Xk. Then there are positive constants am ≤ bm
such that
amE
( n∑
j=1
X2j
)m/2
≤ E|Sn|m ≤ bmE
( n∑
j=1
X2j
)m/2
.
cr–inequality. For r.v.’s X1, X2, ..., Xn and Sn =
∑n
k=1Xk,
E|Sn|r ≤ cr
n∑
j=1
E|Xj |r,
where cr = 1 or n
r−1 according whether 0 < r ≤ 1 or r > 1.
Now proceed to the proof of Theorem 2.1.
Proof of Theorem 2.1. Let us start with the proof of sufficiency. First, note that due to
uniform boundedness of the weights a(n, k), for two partial cases, r = p and r = 2p, assertion
of Theorem 2.1 is immediate from results by Gut, see [9]. Namely, convergence of “Hsu-
Robbins series” (the case r = 2p) and convergence of “Spitzer series” (r = p) follow from
Theorem 7.1 and Theorem 7.4 in [9], respectively. Nevertheless, we carry out the proof for
r > p in all details.
First restrict our considerations to the case of symmetrically distributed r.v. θ. Let us fix
any ε > 0 and apply an iteration of Hoffmann-Jørgensen inequality (5) with s = t = n1/pε.
Thus, for j ≥ 1 there exist some constants Cj and Dj such that
P
{
|Sn| > n1/pε · 3j
}
≤
Cj
n∑
k=1
P
{∣∣∣a(n, k)θk
∣∣∣ > n1/pε
}
+Dj
(
P
{
|Sn| > n1/pε
})2j
=
Cj
n∑
k=1
P
{∣∣∣1− qn−k+1
1− q θk
∣∣∣ > n1/pε
}
+Dj
(
P
{
|Sn| > n1/pε
})2j
. (6)
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Note, that for j = 1 we arrive at the classical version of Hoffmann-Jørgensen inequality with
C1 = 1 and D1 = 4.
The first terms in (6) for −1 < q < 1 can be estimated as follows
n∑
k=1
P
{∣∣∣1− qn−k+1
1− q θk
∣∣∣ > n1/pε
}
=
n∑
k=1
P
{
(1− qn−k+1)|θk| > n1/pε(1− q)
}
≤
n∑
k=1
P
{
|θk| > n1/pε2
}
= nP
{
|θ| > n1/pε2
}
,
where ε2 = ε ·
(
1 ∧ (1− q)). For q = −1, however,
n∑
k=1
P
{∣∣∣1− qn−k+1
1− q θk
∣∣∣ > n1/pε
}
=
[n + 1
2
]
P
{
|θ| > n1/pε
}
≤ (7)
nP
{
|θ| > n1/pε
}
,
where [·] stands for the integer part.
Without loss of generality set ε2 = 1 and let Fθ(x) be the probability distribution function
of θ. Therefore, the first part of Baum-Katz series can be bounded as follows:
∞∑
n=1
nr/p−2
( n∑
k=1
P
{∣∣∣1− qn−k+1
1− q θk
∣∣∣ > n1/pε
})
≤
∞∑
n=1
nr/p−2 · nP
{
|θk| > n1/pε2
}
= 2
∞∑
n=1
nr/p−1
∫ ∞
n1/p
dFθ(x) =
2
∫ ∞
1
( [xp]∑
n=1
nr/p−1
)
dFθ(x) ∼ 2
∫ ∞
1
(∫ [xp]
1
tr/p−1 dt
)
dFθ(x) =
2
∫ ∞
1
(p
r
tr/p
)∣∣∣[x
p]
1
dFθ(x) ∼ 2p
r
∫ ∞
1
xrdFθ(x) <∞,
since E|θ|r <∞. By ∼ we mean that both integrals are convergent or divergent simultane-
ously.
Now switch to the second term in (6) and show that there exists some j ≥ 1 that the
series ∞∑
n=1
nr/p−2
(
P
{|Sn| > n1/pε}
)2j
(8)
converges. In order to do that let us find an upper bound for P{|Sn| > n1/pε}.
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Firstly, by Markov inequality for r > p, we get
P
{
|Sn| > n1/pε
}
≤ E|Sn|
r
(n1/pε)r
=
E|Sn|r
ε1nr/p
.
Next we deal with E|Sn|r distinguishing between the following cases:
1) 0 < r ≤ 1,
2) r > 1.
1) Let 0 < r ≤ 1. Applying cr-inequality with cr = 1 to E|Sn|r, one obtains
E|Sn|r ≤
n∑
k=1
E
∣∣∣1− qn−k+1
1− q θk
∣∣∣r =
n∑
k=1
(1− qn−k+1
1− q
)r
E|θk|r = E|θ|r(1− q)−r
n∑
k=1
(
1− qn−k+1)r ≤
E|θ|r(1− q)−r · 2rn = C1(r)E|θ|rn,
where C1(r) = const = 2
r(1− q)−r.
2) Let r > 1. In this case to E|Sn|r we consequently apply Marcinkiewicz-Zygmund
inequality and the following well-known inequality: for positive ai, 1 ≤ i ≤ n, n ∈ N and
r > 0 it is true that
(a21 + a
2
2 + ...+ a
2
n)
r/2 ≤ n0∨(r/2−1)
n∑
i=1
ari . (9)
Thus,
E|Sn|r ≤ brE
( n∑
k=1
(1− qn−k+1
1− q θk
)2)r/2
≤
brn
0∨(r/2−1)
E
n∑
k=1
(1− qn−k+1
1− q θk
)r
=
brn
0∨(r/2−1)
E|θ|r(1− q)−r
n∑
k=1
(
1− qn−k+1)r ≤
brn
0∨(r/2−1)
E|θ|r(1− q)−r · 2rn = C2(r)E|θ|rn1∨(r/2),
where C2(r) = const = br2
r(1− q)−r.
Let C(r) denote a constant, which is equal to C1(r) or C2(r) depending on whether r ≤ 1
or r > 1. Combining the above two cases, we arrive at the following bounds
E|Sn|r ≤ C(r)E|θ|rn1∨(r/2).
and
P
{
|Sn| > n1/pε
}
≤ C˜(r)E|θ|
r
nr/p−(1∨(r/2))
,
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where C˜(r) = C(r)/ε1.
Now, if r ≤ 2, it is enough to set j = 1 in (6) to obtain
nr/p−2
(
P
{|Sn| > n1/pε}
)2j
≤ nr/p−2
(
C(r)E|θ|r)2
n2r/p−2
=
(
C(r)E|θ|r)2
nr/p
,
and series (8) converges, since E|θ|r <∞.
For r > 2,
nr/p−2
(
P
{|Sn| > n1/pε}
)2j
≤ nr/p−2
(
C(r)E|θ|r)2j
n2j(r/p−r/2)
=
(
C(r)E|θ|r)2
n2
j
(
r/p−r/2
)
−r/p+2
,
whence series (8) converges, provided that we choose j so large that
2j
(r
p
− r
2
)
− r
p
+ 2 > 1.
Thus, the proof of Theorem 2.1 for a symmetrically distributed r.v. θ is complete.
Finally, show that sufficiency of Theorem 2.1 holds true for nonsymmetric θ as well.
Indeed, according to symmetrization moment inequality, assumption E|θ|r <∞ implies that
E|θsym|r <∞. The latter due to proved above yields
∞∑
n=1
n
r
p
−2
P
{
|Ssymn | > εn1/p
}
<∞
with Ssymn being a symmetrization of Sn. Notice that for any real c the following set inclusion
is true: {
|Sn − S ′n| > c
}
⊃
{
|Sn| > 2c
}
∩
{
|S ′n| ≤ c
}
,
whence
P
{
|Ssymn | > c
}
≥ P
{
|Sn| > 2c
}
· P
{
|S ′n| ≤ c
}
,
where S
′
n is an independent and equidistributed copy of Sn. The latter applied with c = εn
1/p
yields
P
{
|Sn| > 2εn1/p
}
≤ P
{
|Ssymn | > εn1/p
}/
P
{
|S ′n| ≤ εn1/p
}
,
and one needs to have P
{|S ′n| ≤ εn1/p} bounded away from zero. But since E|θ|r < ∞,
with Eθ = 0 whenever r ≥ 1, Weak Law of Large Numbers for rowwise independent random
arrays (see Lemma 2.2, [9]) suggests that S ′n/n
1/r −→
n→∞
0 in probability. Finally, since r ≥ p,
then also S ′n/n
1/p −→
n→∞
0 in probability. Therefore, P
{|S ′n| ≤ εn1/p} −→
n→∞
1.
Now proceed to the proof of necessity. Although the methods used to prove this part are
standard, let us first provide an idea of the proof in case of “Hsu-Robbins series”, i.e. for
r = 2p. Initially assume that θ is symmetrically distributed and prove that
∑∞
n=1 P
{|Sn| >
εn1/p
}
<∞ implies E|θ|2p <∞.
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According to representation (4) and Theorem 2.3, [9], the series
∞∑
n=1
n∑
k=1
P
{
|a(n, k)θk| > εn1/p
}
converges for any ε > 0. Note that the latter conclusion is, in fact, corollary of Levy
inequality combined with Borel-Cantelli Lemma. Next, for q = −1 see equality (7), while
for −1 < q < 1,
n∑
k=1
P
{
|a(n, k)θk| > εn1/p
}
=
n∑
k=1
P
{∣∣∣1− qn−k+1
1− q θk
∣∣∣ > εn 1p
}
=
n∑
k=1
P
{∣∣∣(1− qn−k+1)θk
∣∣∣ > ε(1− q)n 1p
}
≥ nP
{
|θ| > ε1n
1
p
}
,
where ε1 = ε, if 0 ≤ q < 1, and ε1 = ε1+q , if −1 < q < 0.
Let Fθ(x) be the probability distribution function of θ. Without loss of generality, set
ε1 = 1, and consider the convergent series
∞∑
n=1
nP
{
|θ| > n 1p
}
= 2
∞∑
n=1
n
∫ ∞
n
1
p
dFθ(x) =
2
∫ ∞
1
( [xp]∑
n=1
n
)
dFθ(x) = 2
∫ ∞
1
(1 + [xp])[xp]
2
dFθ(x) >
∫ ∞
1
[xp]2 dFθ(x) >
∫ ∞
1
(xp
2
)2
dFθ(x) =
1
4
∫ ∞
1
x2p dFθ(x).
Therefore, the integral
∫∞
1
x2pdFθ(x) converges, which yields E|θ|2p <∞.
Now, let θ be an arbitrary random variable. According to weak symmetrization inequality∑∞
n=1 P
{
|Sn| > εn1/p
}
<∞ implies∑∞n=1 P
{
|Ssymn | > εn1/p
}
<∞. Therefore, in view of the
above part of the proof one has E|θsym|2p < ∞. Finally, again by symmetrization moment
inequality,
E|θ|2p = E|θ − µθ + µθ|2p ≤ C(p)E
(
|θ − µθ|2p + |µθ|2p
)
≤
2C(p)E|θsym|2p + C(p)|µθ|2p,
where C(p) = 1 or 22p−1 depending on whether p ≤ 1
2
or 1
2
≤ p < 2. Thus, we proved that
E|θ|2p <∞.
Another important case is the “Spitzer series”, that is when r = p. Here, to prove
necessity, we follow the same idea with some additional reasoning, borrowed from [9]. Let
us just provide some steps of it.
As before, assume that θ is symmetrically distributed and for any ε > 0 the series∑∞
n=1
1
n
P
{
|Sn| > εn1/p
}
converges. Introduce a sequence of mutually independent events
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(An, n ≥ 1), which are independent with all the variables θk, k ≥ 1, and P{An} = 1n , n ≥ 1.
Then ∞∑
n=1
1
n
P
{
|Sn| > εn1/p
}
=
∞∑
n=1
P
{
An; |Sn| > εn1/p
}
.
Moreover, according to Levy inequality,
P
{
An; |Sn| > εn1/p
}
≥ 1
2
P
{
An; max
1≤k≤n
|a(n, k)θk| > 2εn
1
p
}
,
which yields
∞∑
n=1
P
{
An; max
1≤k≤n
|a(n, k)θk| > 2εn
1
p
}
<∞.
In view of Borel-Cantelli Lemma,
P
{
An; max
1≤k≤n
|a(n, k)θk| > 2εn
1
p infinitely often
}
= 0.
The latter, in its turn, means that only finite number of rows, in which event An takes place,
have maximum terms greater than 2εn
1
p . Thus, if the rows were mutually independent, we
could conclude according to Borel-Cantelli Lemma that
∞∑
n=1
n∑
k=1
P
{
An; |a(n, k)θk| > 2εn
1
p
}
<∞,
which is what we need. But, since under the probability sign there are random variables,
belonging to the same row, without loss of generality we may indeed assume the rows being
independent, and therefore the series
∞∑
n=1
1
n
n∑
k=1
P
{
|a(n, k)θk| > εn
1
p
}
converges for any ε > 0. To complete the proof of necessity in this case, one needs to literally
follow the lines of it as in the previous case.
By analogue, one can prove the necessity of Theorem 2.1 for any integer r, and then for
any r > p.
Remark 3.1. Due to constant coefficients in (1) it became possible to prove the necessary
part of Theorem 2.1 as well. Clearly, when coefficients qk, k ≥ 1, depend on k, it is not as
simple for both sufficiency and necessity. Nevertheless, for some specific cases of sequences
with time-dependent coefficients, say, when qk, k ≥ 1, are such that |qk| ≤ q < 1, assumptions
for the convergence of series (2) can be easily proved to be the same as in Theorem 2.1.
Proof of Theorem 2.2. Sufficiency. First, note that in this case
sup
1≤k≤n
|a(n, k)| ≤ n, for all n ≥ 1,
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i.e. the weights a(n, k) satisfy assumptions of Theorem 7.5, in [9] with λ = 1 and α = 1.
Therefore, sufficiency of Theorem 2.2 for r = p immediately follows from Theorem 7.5, [9].
Note, that the case r = 2p is also immediate from Theorem 7.3, [9]. Nevertheless, we prove
the sufficient part of Theorem 2.2 for r > p.
In view of symmetrization-desymmetrization procedures, given in the proof of Theorem
2.1, it suffices to restrict the proof to symmetrically distributed r.v. θ. Moreover, since the
proof of Theorem 2.2 follows exactly the same lines as the proof of Theorem 2.1, we leave
out some steps of it.
Let us fix any ε > 0 and apply an iteration of Hoffmann-Jørgensen inequality (5) with
s = t = n1/pε. Thus, for j ≥ 1 there exist some constants Cj and Dj such that
P
{
|Sn| > n1/pε · 3j
}
≤
Cj
n∑
k=1
P
{∣∣∣a(n, k)θk
∣∣∣ > n1/pε
}
+Dj
(
P
{
|Sn| > n1/pε
})2j
=
Cj
n∑
k=1
P
{∣∣∣(n− k + 1)θk
∣∣∣ > n1/pε
}
+Dj
(
P
{
|Sn| > n1/pε
})2j
. (10)
The first term in (10) can be bounded as follows:
n∑
k=1
P
{∣∣∣(n− k + 1)θk
∣∣∣ > n1/pε
}
≤ nP
{
|θ| > n1/p−1ε
}
= 2n
∫ ∞
n1/p−1ε
dFθ(x),
where Fθ(x) is the probability distribution function of θ. Without loss of generality set ε = 1.
Then
∞∑
n=1
nr/p−2
( n∑
k=1
P
{∣∣∣(n− k + 1)θk
∣∣∣ > n1/pε
})
≤
2
∞∑
n=1
nr/p−2 · n
∫ ∞
n1/p−1
dFθ = 2
∞∑
n=1
nr/p−1
∫ ∞
n1/p
dFθ(x) =
2
∫ ∞
1
(
[
x
p
1−p
]
∑
n=1
nr/p−1
)
dFθ(x) ∼ 2
∫ ∞
1
(∫ [x p1−p ]
1
tr/p−1 dt
)
dFθ(x) =
2
∫ ∞
1
(p
r
tr/p
)∣∣∣
[
x
p
1−p
]
1
dFθ(x) ∼ 2p
r
∫ ∞
1
x
r
1−p dFθ(x) <∞,
since E|θ| r1−p <∞.
Now we deal with the second term in (10) and show that there exist some j ≥ 1 that the
series ∞∑
n=1
nr/p−2
(
P
{|Sn| > n1/pε}
)2j
(11)
11
converges. To this end let us find some bounds for P{|Sn| > n1/pε}.
Firstly, by Markov inequality,
P
{
|Sn| > n1/pε
}
≤ E|Sn|
r/(1−p)
(n1/pε)r/(1−p)
=
E|Sn|r/(1−p)
ε1n
r
p
+ r
1−p
.
Next consider E|Sn|r/(1−p), where r > p, distinguishing between such cases:
1) r/(1− p) ≤ 1,
2) r/(1− p) > 1.
1) Let 0 < p < 1/2 and p < r ≤ 1−p. Applying cr-inequality with cr = 1 to E|Sn|r/(1−p),
one obtains that
E|Sn|
r
1−p ≤
n∑
k=1
E
∣∣∣(n− k + 1)θk
∣∣∣
r
1−p ≤ E|θ| r1−p · n · n r1−p = E|θ| r1−p · n r1−p+1.
2) Let 0 < p < 2/3 and r > p ∨ (1 − p). In this case to E|Sn|r/(1−p) we consequently
apply Marcinkiewicz-Zygmund inequality and then inequality (9) with the power r/(1− p)
instead of r. Thus,
E|Sn|
r
1−p ≤ brE
( n∑
k=1
(
n− k + 1)2|θk|2
) r
2(1−p) ≤
br · n0∨
(
r
2(1−p)
−1
) n∑
k=1
(
n− k + 1) r(1−p)E|θk| r(1−p) =
br · n0∨
(
r
2(1−p)
−1
)
E|θ| r1−p ·
n∑
k=1
(
n− k + 1) r(1−p) ≤
br · n0∨
(
r
2(1−p)
−1
)
E|θ| r1−p · n · n r1−p = brE|θ|
r
1−p · n r1−p+
(
1∨ r
2(1−p)
)
,
where br is some constant depending on r.
Combining together cases 1) and 2), we get the following bounds:
E|Sn|r ≤ B(r)E|θ|
r
1−p · n r1−p+
(
1∨ r
2(1−p)
)
.
and
P
{
|Sn| > n1/pε
}
≤ B˜(r)E|θ|
r
1−p · n r1−p+
(
1∨ r
2(1−p)
)
n
r
p
+ r
1−p
=
B˜(r)E|θ| r1−p
n
r
p
−
(
1∨ r
2(1−p)
) ,
where B˜(r) = B(r)/ε1, and B(r) = 1 or br according whether r/(1−p) ≤ 1 or r/(1−p) > 1.
Hence
nr/p−2 ·
(
P
{|Sn| > n1/pε}
)2j
≤
B˜(r)2
j
(
E|θ| r1−p
)2j
nr/p−2
n
2j
(
r
p
−
(
1∨ r
2(1−p)
)) .
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Finally, if r
(1−p) ≤ 2 it suffices to set j = 1 in (10), whence
nr/p−2
(
P
{|Sn| > n1/pε}
)2j
≤
(
B˜(r)E|θ| r1−p
)2
nr/p
,
and the series (11) converges, since E|θ| r1−p <∞ and r > p.
When r
(1−p) > 2 the series (11) is convergent, if E|θ|
r
1−p <∞ and
2j
(r
p
− r
2(1− p)
)
− r
p
+ 2 > 1.
But, according to assumptions imposed on p and r, it is always possible to pick j so large
that the latter inequality holds true.
We avoid repeating the necessary part of the proof for it is fully based on the same ideas
as in Theorem 2.1.
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