In this paper, we consider a periodic review inventory system and present its optimal policy in the infinite horizon setting. The optimal inventory policy that maximizes the infinite horizon expected discounted profit for the model is analytically obtained and proved to be an order-up-to policy. Results are also provided that elucidate the operations of the inventory system in the long run. This inventory system is first discussed in Chou, Sim and Yuan [3], where optimal policies for single period and finite horizon scenarios are obtained.
not allowed in our model.
Hu, Duenyas and Kapuscinski [5] study the optimal joint control of inventory and transshipment for a firm that produces in two locations and faces capacity uncertainty. They also consider a lost sales model, as in our case. An explicit optimal transshipment policy is given in Hu, Duenyas and Kapuscinski [5] . However, the authors do not give an explicit formula for the order-up-to production policy. In this paper, we provide explicit formula for the optimal order-up-to policy in the infinite horizon setting.
For a detailed review on lateral transshipment models, the readers can refer to Paterson, et. al. [9] .
In the literature, the approach to study the infinite horizon scenario of an inventory model is to first consider its finite horizon scenario and then analyze the model as the planning horizon goes to infinity. In this paper, we follow this approach by systematically using results obtained in the finite horizon setting to investigate the infinite horizon scenario of our inventory model. We use variational analysis to extend from the finite horizon scenario to the infinite horizon scenario. This to the best of our knowledge is something new in the inventory control literature. A contribution of this paper is that we show that the structure of the optimal policy that we have derived in the finite horizon setting carries over to the infinite horizon case, hence providing us with an indication on the robustness of the structure of the optimal policies that we have derived.
Relevant literature that puts particular attention on the study of periodic review inventory systems in the infinite horizon scenario includes the classical works by Iglehart [6] , [7] , Veinott [13] , Zheng [16] , and more recent works (after year 2000) Chen [1] , Chen and Simchi-Levi [2] , Feng and Chen [4] , van Ryzin and Vulcano [12] , Yuan and Cheung [15] . These papers consider inventory models, with some considering joint inventory and pricing models, for either discounted or average profit/cost criteria or both. They consider a single product without transshipment, while in our paper, we consider two products that are allowed to be converted from one to the other.
In Chen [1] , the author performs steps similar to those outlined below in this paper to extend from the finite horizon setting to the infinite horizon setting, although no variational analysis results on limits are used. While in Chen and Simchi-Levi [2] , the optimal policy in the infinite horizon setting is not obtained directly by a limiting procedure from the finite horizon optimal policy, and both policies do not generally have the same structure.
Our paper studies the inventory system under periodic review whose products share a common hardware platform but are differentiated by two types of software.
We analytically derive the optimal inventory policy and hence the optimal proportion of an order to be installed with software 1 or 2 in the infinite horizon setting. In this paper, the stationary optimal policy for the inventory system comprising of two types of product sharing a common hardware platform is proven to be an order-up-to policy for each type of product. The study reveals that the optimal order-up-to level for each type of product depends on system parameters and the initial inventory level of the other product. From the infinite horizon optimal policy, we see that we cannot treat each product with different software as independent of each other.
We organize the paper as follows: In the next section, we describe our model and define notations that we use in the paper. In Section 3, we review the finite horizon optimal policy of our model and also state some new results. In Section 4, using results from Section 3, we obtain the infinite horizon optimal inventory policy for our model. Furthermore in the section, we analyze the optimal policy and provide results on the operations of the inventory system in the long run. Finally, Section 5 concludes the paper. This paper is closely tied to Chou, Sim and Yuan [3] , so we quote some definitions and results there in the paper.
The Model
We consider an inventory system with two types of product sharing a common hardware platform in a finite planning horizon N , and we let N tend to infinity. Parameters of the model are as follows:
• σ i = installation cost to form a unit of Product i, i = 1, 2.
• s i = per unit selling price of Product i, i = 1, 2.
• τ 1 = per unit cost for uninstalling the software for Product 2 and to install the software for Product 1, whenever there is shortage for Product 1 and excess of Product 2 for a given demand realization.
• τ 2 = per unit cost for uninstalling Product 1 software and installing Product 2 software to form Product 2 when there is a shortage of Product 2 and excess of Product 1 for a given demand realization.
• h = per unit time per unit inventory holding cost of hardware platform.
• p = per unit unfilled penalty cost of hardware platform in a period.
• c 0 = per unit purchasing cost of hardware platform.
Randomness in the model comes from:
• D = total demand for Products 1 and 2 in the n th period.
We assume that demands in different periods are independent and identically distributed with common distribution given by F , density function given by a continuous function f , where f (x) > 0 for x > 0, F (0) = 0 and lim x→∞ F (x) = 1.
• β = proportion of D, with βD the demand for Product 1 and (1 − β)D the demand for Product 2 in the n th period.
We have 0 < β < 1. Note that β is not dependent on n and is a fixed number. This implies that demand for Product 1 and for Product 2 are perfectly correlated in a positive manner 1 in each period.
Variables of the model are as follows:
• x i,n = inventory level of Product i at the beginning of the n th period, i = 1, 2.
Note that x i,n ≥ 0, i = 1, 2.
• u i,n = inventory level of Product i after arrival of hardware platforms and installing these hardware platforms with different softwares in the n th period,
• y n = order quantity of common hardware platforms in the n th period.
We have y n = u 1,n + u 2,n − x 1,n − x 2,n .
We assume that the lead time for common hardware platforms to arrive and the installation/uninstallation time of software is zero. The sequence of events for our model is such that at the beginning of the n th period, the initial inventory of Product i is x i,n , i = 1, 2. y n units of hardware platform ordered, arrive immediately. These hardware platforms are then installed with either software 1 or 2 to make up a total of u i,n units of Product i, i = 1, 2, respectively. Next, demand is realized. Uninstalling of software and reinstalling of the other software occurs to satisfy shortage of the other product, whenever there is excess of the first product. Any demand for each product that is not satisfied is lost. Finally, different costs are calculated, and any excess of each product is brought over to the next period.
We have the following assumptions on parameters of our model throughout the paper:
Assumption 1(a) is a standard assumption to avoid trivial consideration. The expected profit 2 , P n , in the n th period is given by:
where
In (2), s i is given by s i − τ i , i = 1, 2. s i stands for the "effective" revenue in selling one unit of product i that is converted from the other product after demand
The expected total discounted profit from the 1 st period to the N th period, for initial inventories x 1,1 , x 2,1 , is given by
where for n ≥ 2
and α ∈ (0, 1) is the discount factor. (4) gives us the physical units of Product 1, x 1,n , and Product 2, x 2,n , available at the beginning of the n th period. Our model is such that whenever there is excess of one type of product and shortage of the other type after demand realization in the (n − 1) th period, all available units of that type is converted to satisfy the demand for the other type. This is similar to the complete pooling transshipment policy, as given in Tagaras [11] . Unsatisfied demand is lost.
In the infinite horizon expected discounted profit model, we determine the optimal policy that maximizes the infinite horizon expected discounted profit lim inf
for 0 < α < 1, and any nonnegative initial inventory levels x 1,1 , x 2,1 , through finding the optimal u 1,n and u 2,n . Here a feasible policy is understood to be a given (u 1,n , u 2,n ) with u 1,n ≥ x 1,n , u 2,n ≥ x 2,n for n ≥ 1. We show that the optimal policy is stationary in that the optimal u 1,n and u 2,n are given by expressions that depend on n only through x 1,n and x 2,n . The optimal policy is observed to have an "order-up-to" structure.
To determine the infinite horizon optimal policy, we follow the below steps 3 :
1. Use standard analysis to show that the optimal finite horizon expected discounted profit from period 1 to period N and its derivatives converge (uniformly) to a function and its derivatives, as N → ∞.
Use variational analysis results on limits to show that the function satisfies a
Bellman-type equation and that the optimal u 1,1 , u 2,1 for the profit from period 1 to period N converge to the optimal solution in the Bellman-type equation,
as N → ∞.
3. Use the Bellman-type equation to show that the optimal solution in the Bellmantype equation is a feasible infinite horizon policy with the function being the corresponding infinite horizon expected discounted profit function. Use these to conclude that the function is in fact the optimal infinite horizon expected discounted profit function with the optimal solution being the infinite horizon optimal policy, which is stationary.
Finite Horizon: Review and New Results
To find an optimal policy that maximizes (3), for 1 ≤ n ≤ N , let π N n (x 1,n , x 2,n ) be the optimal discounted profit from the n th period to the N th period in the N period planning horizon, given that the inventory levels of Products 1 and 2 at the beginning of the n th period are x 1,n (≥ 0) and x 2,n (≥ 0), respectively. We have in dynamic programming formulation the following relation relating π N n to each other:
where we define π
Hence,
We have in the following theorem, an optimal policy that maximizes (3), by solving
Theorem 1 [Theorem 4, Chou, Sim and Yuan [3] ] For 1 ≤ n ≤ N and x 1,n , x 2,n ≥ 0,
is given by
where (u N, * 1,n , u N, * 2,n ) solves the following system of equations:
We adopt the convention that if there are no solutions to the above equation system,
We know from Chou, Sim and Yuan [3] (ii) For
and the second order partial derivatives of W are equal to zero.
We have
The idea behind the proof of the above proposition is to write each first order partial derivative as an N th partial sum of α which is bounded uniformly above on Similarly, we have
Propositions 2 and 3 give rise to the following immediately: x 2 ) converges uniformly to a continuously differentiable function π ∞ (x 1 , x 2 ) on bounded sets in 2 + , with its first order partial derivatives converging uniformly to the first order partial derivatives of π ∞ (x 1 , x 2 ) on 2 + .
Remark 1 Proposition 4, using Lemma 1 of Chou, Sim and Yuan [3] , tells us that
, with its first order partial derivatives converging uniformly to that of αE(
Note that π ∞ (x 1 , x 2 ) is the candidate for the optimal infinite horizon expected discounted profit, as we will show in the next section.
Infinite Horizon
In this section, we derive the optimal policy for our model in the infinite horizon setting.
The following theorem tells us the structure which the stationary infinite horizon optimal policy takes:
is nonincreasing in u 2 for fixed u 1 ≥ 0, and
solves the following system of equations:
We adopt the convention that if there are no solutions to the above equation system, then u * 1,∞ = ∞ and u * 2,∞ = −∞. 
as shown in the following proposition:
) satisfies the conditions in Theorem 2.
Proof: x 2 ) is concave for all N ≥ 1. Also, π ∞ (x 1 , x 2 ) is continuously differentiable by Proposition 4. These also hold for αEπ ∞ (V (u 1 − βD, u 2 − (1 − β)D)), and hence the first condition in Theorem 2 is satisfied.
We know (for example, looking at the proof of Proposition 9 in Chou, Sim and Yuan [3] ) that
Since the first order partial derivatives of K N (u 1 , u 2 ) converge uniformly to the first order partial derivatives of αEπ ∞ (V (u 1 −βD, u 2 −(1−β)D)) on Note that so far, we have not shown that the optimal solution given in Theorem 2 forms the infinite horizon optimal policy. In the following, using variational analysis results on limits, as found in Rockafellar and Wets [10] , we are able to show that π ∞ satisfies a Bellman-type equation, and also relate the optimal solution of π N 1 to that in Theorem 2. This is crucial to allow us to conclude that π ∞ is indeed the optimal infinite horizon expected discounted profit and the optimal solution in Theorem 2 forms the infinite horizon optimal policy.
The unique optimal solution (u * 1,∞ , u * 2,∞ ) to (7) is given by
where (u * 1,∞ , u * 2,∞ ) solves the following system of equations:
We adopt the convention that if there are no solutions to the above equation system, then u * Proof: By Theorem 2 using Proposition 5, we immediately have that
, has unique optimal solution (u * 1,∞ , u * 2,∞ ) with properties given in the theorem statement. We now show that the expression in (8) is actually equal to π ∞ (x 1 , x 2 ), hence showing that π ∞ satisfies a Bellman-type equation. We use Theorem 7.33 in Rockafellar and Wets [10] to do this. To apply the theorem to our case, its assumptions on epi-convergence of Ψ N 1 (u 1 , u 2 ) to Ψ ∞ (u 1 , u 2 ), and eventually level-boundedness of {Ψ N 1 (u 1 , u 2 )} need to be satisfied. These hold true if Theorem 7.17 and Exercise 7.32(c) in Rockafellar and Wets [10] respectively are true in our case.
Remark 1, which follows from Proposition 4, together with concavity of the functions involved, implies Theorem 7.17. Also, Ψ ∞ (u 1 , u 2 ) is level-bounded (which means that {(u 1 , u 2 ) ; Ψ ∞ (u 1 , u 2 ) ≥ c} is bounded for all c, and which follows since Ψ ∞ (u 1 , u 2 ) is concave with unique optimal solution), with Ψ N 1 (u 1 , u 2 ) concave for all N ≥ 1, implies Exercise 7.32(c). Hence, we can apply Theorem 7.33 in Rockafellar and Wets [10] to our case, and by the theorem, we have
converges to expression (8), with (u
On the other hand, by Proposition 4, π
Putting everything together, above shows that π ∞ (x 1 , x 2 ) satisfies
Finally, using Theorem 3, in the following theorem, we obtain the stationary optimal policy for our infinite horizon expected discounted profit model:
The optimal policy that maximizes
for 0 < α < 1, and any nonnegative initial inventory levels x 1,1 , x 2,1 , is given by
The optimal infinite horizon expected discounted profit function is given by π ∞ (x 1,1 , x 2,1 ).
Proof: It is clear that for each
Hence, given any infinite horizon feasible policy for the system, its expected dis-
On the other hand,
for all n ≥ 1, is a feasible policy with its infinite horizon expected discounted profit given by lim inf
where the above equality holds since, by Theorem 3, π ∞ (x 1 , x 2 ) satisfies (7), with (u * 1,∞ , u * 2,∞ ) being the optimal solution to the maximization problem in (7). Hence, the theorem is proved. For n ≥ 1, given realization D n = d n of demand, which we assume to be larger than some constant (say 1), we now investigate the operations of the inventory system for n large. We have a result given in the following theorem:
Theorem 5 Assume that u * i,∞ , i = 1, 2, are finite. For any nonnegative initial inventory levels x 1,1 , x 2,1 , the optimal policy is such that for n large enough, the inventory level of Product i after arrival of hardware platforms and installing these hardware platforms with different softwares in the n th period, before demand realization, is always given by u * i,∞ , i = 1, 2.
Proof: From Theorem 4, we know that for any nonnegative initial inventory levels x 1,1 , x 2,1 , the optimal policy is given by
To prove the theorem, we only need to show that for all n large enough, we have
These holds true if x 1,n ≤ u * 1,∞ and x 2,n ≤ u * 2,∞ for all n large, which we show below. Note that by (4), we have for n ≥ 1,
Therefore, we either have
, which then implies that x 1,n ≤ u * 1,∞ and x 2,n ≤ u * 2,∞ for all n large. 2
The above theorem tells us that even though the optimal order-up-to level for each type of product depends on system parameters and the initial inventory level of the two products (as given in Theorem 4), when time is sufficiently long, the optimal order-up-to level for each type of product becomes a constant.
Furthermore, in the case when parameters for the two products are the same, such as, τ 1 = τ 2 , etc, the following is true:
By Theorem 5 and Proposition 6, when parameters of the inventory system for the two types of product are the same, we conclude that after sufficient time has elapsed, there is no uninstalling and reinstalling of softwares after demand realization in a period, since it is not necessary as both types of product are either both in excess or in shortage. When parameters of the inventory system for the two types of product are different, then Proposition 6 no longer holds, and in the long run, even though the order-up-to level for each type of product becomes a constant (by Theorem 5), uninstalling and reinstalling of softwares can still occur after demand realization in a period. We also observe that uninstalling and reinstalling of softwares, if occur, will only happen in "one direction" in the long run given that β is fixed and that the order-up-to level for each type of product is a constant. Which "direction" this will happen depends on β as well as system parameters.
Concluding Remark
In this paper, we analyze an inventory system with two types of product sharing common hardware platforms in the infinite horizon setting. The optimal policy that we derived and proved can be characterized by an order-up-to policy. We show systematically how to arrive at the optimal inventory policy in the infinite horizon setting from results in the finite horizon setting. We observe that, as expected, when considering its optimal policy, we cannot treat each product with different software as independent of each other. Our study also reveals that the structure of the optimal policy is the same whether we consider short term inventory decision (Theorem 1) or long term inventory decision (Theorem 4). Furthermore, we provide results that tell us the operations of the inventory system in the long run. As a future work, we would like to make β random (so that demands for the two products are not perfectly correlated), instead of being made a fixed constant as in this paper, and make a rigorous investigation on the structure of the resulting infinite horizon optimal policy for our model.
• Cost in purchasing hardware platforms and total installation costs of softwares
• Total holding and penalty costs = hE(u 1,n + u 2,n − D) + + pE(u 1,n + u 2,n − D) − ;
• Total "revenue" in selling a product type converted from the other type
where x 1,n , x 2,n ≥ 0.
Using the following fact:
we have from (9), the following expression for P n :
From (10), we obtain (1) with Φ defined by (2).
Proof of Proposition 2:
We recall from Chou, Sim and Yuan [3] thatû Case (i):
Case (iii):
Same as Subcase (ii) (2) .
Subcase (iv)(2):
. Same as Subcase (ii) (2) .
To prove the proposition, we show that 
can be seen to be bounded by a constant for all (x 1 , x 2 ) ∈ 2 + , N ≥ 1. Hence, for N = 1, the statement is true.
Suppose statement is true for N = N 0 , that is,
where 1 . Also, crucially observe that in the above cases, if there are two terms within expectation, both terms cannot be nonzero at the same time due to properties of first order partial derivatives of W as given in Proposition 1(ii).
It follows by induction hypothesis applied to the above cases that Since,
, is an N th partial sum in α bounded by the N th partial sum of a convergence power series in α, the proposition is proved. 2
Proof of Proposition 3:
We recall from Chou, Sim and Yuan [3] thatû
We claim thatû 
Choose u
for some positive < h. This is possible since
by Proposition 1(ii). Hence, αE ∂π
where the second inequality follows from the nonincreasing property of
as a function of x 1 for fixed x 2 , and x 2 for fixed x 1 , by Proposition 9 of Chou, Sim and
Yuan [3] .
Hence, from (12), (13) and (14), we have In a similar fashion, we can show that 0 <û 
We have, for u 1 ≥ 0,
as observed in the below formula
and that σ 1 = σ 2 , s 1 = s 2 , τ 1 = τ 2 .
Also, note that when σ 1 = σ 2 , s 1 = s 2 , τ 1 = τ 2 ,
∀x 1 ≥ 0, ∀N ≥ 1, by induction hypothesis using expressions of these partial derivatives as given in the proof of Proposition 2.
Hence, we have that
Therefore, when σ 1 = σ 2 , s 1 = s 2 , τ 1 = τ 2 , for any u 1 ≥ 0, we have 
