Algorithms are presented for computing a smooth piecewise polynomial interpolation which preserves the monotonicity and/or convexity of the data.
1. Introduction. Shape preserving polynomial or spline interpolation to monotonic and/or convex data has been investigated by several authors in recent years (see [1] - [5] and [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] ). It is the purpose of this paper to develop and test algorithms for computing smooth monotonicity and/or convexity preserving spline interpolation. The algorithms presented herein are based on the theory developed by Passow and Roulier [11] . The algorithms are tested on several examples and are compared with ordinary Lagrange and cubic spline interpolation of increasing convex data. It should be noted that algorithms for convexity preserving interpolation by exponential splines are given in [14] .
The authors thank the referee of the original version of this article for pointing out numerous related articles on computer aided geometric design. See [1] , [3] , and [4] . In particular, see the articles in [1] by Gordon and Riesenfeld p. 95, Bezier p. 127, Forrest p. 17, Wielinga p. 153, and Nielson p. 209. Many of these articles refer to Bezier curves which are Bernstein polynomials of parametrized polygonal segments. While the ideas are similar to those presented here and make use of the convexity preserving properties of Bernstein polynomials, they deal more with construction of some suitable shape rather than interpolation of given data with shape preservation. Here we assume that the data is given and that no additional data points can be easily obtained. Moreover, the alpha algorithm and its use in Theorem 3.2 allows one to minimize the degree of the piecewise polynomials without losing the properties of interpolation or convexity. This algorithm is automatic and requires no interaction on the part of the user as do many of the techniques in computer-aided geometric design. passes through the points (x¡, y¡), i -1, . . . , N -1, and is nondecreasing (and/or nonconcave). If a¡ = a for all /', we say that the numbers are a-admissible. Roulier and Passow in [11] prove the following theorem. Thus, any algorithm which will give increasing (and/or convex) {a,-}-admissible points will result in an algorithm for computing such an interpolant /. Furthermore, for computational purposes, it is generally not worthwhile to consider / G S™(A) for m > 2 because of (2.1 )(b) and (c). However, the fact that higher order continuity is possible is significant theoretically and indicates that it may be possible to avoid the difficulties of /^Oc,.) = 0 for k > 2.
Notation and
It is also shown in [11] for convex interpolation that if n is any fixed positive integer there exists a convex set of data points <*,., y¡), i = 0,1, 2, 3, 4, such that no /G S^o-xv x2> x3' *4> satisfies f(x¡) = y¡ for / = 0, 1, 2, 3, 4, and / is convex License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use on [x0, x4]. This result has been used to produce examples of convex increasing data for which neither Lagrange nor cubic spline interpolation is convex and increasing. The example in Section 4 of this paper was constructed using this.
3. Tests for {c^J-Admissibility. In this section we will restrict ourselves to increasing and convex {a(.}-admissibility. For brevity we will use the term {aj-admissibility with no prefix. We present in this section two algorithms for {a¡} -admissibility. That is, we will construct interpolating, shape preserving polygonal segments whose vertices interlace the abscissas of the given data. The first of these is constructive in nature and produces for given nonconcave nondecreasing data, numbers 0 < 
But
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use Thus Sl-m0=Si>0 and S2 -mx = S2 -S, > 0.
S/+j -m,. > 0 for i = 0, 1,. . . ,/V-1.
This last corollary shows that the result of Passow [9] is contained in this theory. + » Figure 2 4. Computations and Examples. Given convex increasing data (x¡, y¡), i = 0, 1, . . . , TV, and numbers {a¡}f=1 as above, Theorem 3.2 gives a method of determining if there exist {af}-admissible points for this data. Corollary 1(a) and Theorem 3.2 show how to construct a suitable piecewise linear function L if {a¡}-admissible points exist. Once L and the desired continuity class m have been determined, a convex increasing spline in S™ can then be calculated by (2.2). It is clear from Theorem 2.1 that the most desirable and efficient choice of {a,-}^. j is of = Vi for i = 1, . . ., TV. Unfortunately, this is not always possible. The problem of how to actually choose a set {ai}f=1 for which there exist {a¡}-admissible points can be handled by Theorem 3.1 either directly or implicitly in conjunction with Theorem 3.2. That is, Theorem 3.1 certainly gives a direct method of locating some sequences {a,-}^ for which there exist {c^}-admissible points. On the other hand, Theorem 3.1 shows that by choosing a sequence of sets Ak = {alk, a2fc, . . . , aNk} with lim^«, a¡ k = 0 for i = 1, . . . ,TV, then for k sufficiently large all sets Ak = {a1A., . . . , aNik} will do. Thus, a repeated application of Theorem 3.2 to such a sequence of sets will eventually be successful. This latter effort is probably more desirable since Theorem 3.1 does not in general give all possible sets {a(}^.j for which there exist {a¡}-admissible points.
For computational examples in this paper we have used the latter approach with ai fc = l/(fc + 2) for & = 0, 1, 2, . . . and all i. The alpha-algorithm was run for successively larger k until condition (3.2) was satisfied. The function L was determined by choosing vN_x = 1Á(mN_l + MN_X).
The algorithm was tested on several examples and compared with Lagrange and standard cubic spline interpolation.
The following example is for/(x) = l/x2 on [-2, -.2] interpolating at x = -2, -1, -.3, and -.2. Figure 2 shows that interpolation to these points by natural cubic splines (S"(-2) = S"(-.2) = 0) and by ordinary polynomials yields functions which are neither convex nor increasing. However, there exist '/i-admissible points for this data and our technique presents a convex increasing /G S^(-2, -3, -.3, -.2) for this case. As mentioned in [11] , the data can be constructed so that no spline in S3 (or even S3) can interpolate the data and preserve convexity and monotonicity. Other examples were tested and run on the computer with similar results. In one case the algorithm obtained a = 1/10 and in another case a = 1/21, while Lagrange and cubic spline interpolation failed.
