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by Andrea VIEL
Determining the position of a device is a common issue in many application fields,
ranging from location-based services to asset tracking and fleet management. Be-
sides being a fundamental infrastructure for communication, cellular networks are
increasingly exploited for positioning through signal fingerprinting. Cellular finger-
prints are collections of radio signals received by a device from the cellular network
at a certain instant. Given a database of fingerprints taken at known locations, posi-
tioning systems make it possible to approximate the current position of a device on
the basis of its current fingerprints.
The thesis develops a set of novel methods, techniques, and algorithms to improve
the management of cellular fingerprints in positioning systems, with special atten-
tion to spatial and temporal aspects. It consists of five main parts, each one ap-
proaching the topic from a different perspective. In the first part of the thesis, a
detailed conceptual schema of the cellular network is defined that models the full
range of existing technologies. The schema is general enough to allow the database
to be populated with data coming from different sources. The second part studies
the changes that occur in the cellular network and how they can affect the accu-
racy of fingerprint-based positioning systems. Due to these phenomena, maintain-
ing the fingerprint database consistent and up-to-date is a challenging task. To this
end, it is shown that these events can be properly recognised by taking into account
some spatio-temporal aspects. The third part of the thesis proposes a novel ma-
chine learning-based metric that uses ensembles of decision trees for assessing the
similarity between fingerprints. The choice of the specific strategy used to compare
fingerprints plays a major role in determining the overall positioning accuracy. We
show that the proposed approach performs better than a set of well-known finger-
print comparison functions from the literature, at the cost of a small increase in pro-
cessing time. In the fourth part, a map-matching algorithm that exploits sparse, i.e.,
low sampling-rate, sequences of cellular fingerprints is described. Existing work has
demonstrated that it is possible to reconstruct the trajectory of a device with good ac-
curacy even with sparse GPS positions. The proposed algorithm goes further, coping
with sequences that have both low spatial (cellular fingerprints) and temporal (low
sampling-rate) information. The last part of the thesis shows that historical data can
be used successfully to reconstruct the current trajectory of a device at multiple lev-
els of granularity. It basically proposes an algorithm that matches and aligns the
sequence of observations made by a device with past sequences. Depending on the
required precision and the allowable processing time, the algorithm can work with
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In recent years there has been a large increase in the use of mobile and embedded de-
vices. One of the most common needs is arguably communication, ranging from the
everyday smartphone to a small tracking sensor for fleet management. If a device
can be moved only on a well-defined area, there are several available communica-
tion technologies, such as Bluetooth or Wi-Fi, but if its location cannot be constrained
a priori, relying on the cellular network is usually the smarter choice, given its broad
coverage across the globe.
Discussing mobile devices, another need is usually being able to obtain their own
position. We can think of the classical applications like turn-by-turn navigation, but
also more recent applications in the context of location-based services such as recom-
mending restaurants or events based on your location. On the basis of these consid-
erations, it becomes natural to use the cellular network not just for communication
but also for the positioning need.
The most common positioning system is the Global Positioning System (GPS). While
it is capable of providing great accuracy, it has some drawbacks in certain situations
(e.g. indoor setting) and a high-energy profile. Over time, various cellular-based
positioning systems have been devised, each with their own characteristics in terms
of availability, precision and requirements. They can be complementary to satellite-
based systems, such as GPS, depending on the application (e.g. energy/accuracy
trade-off) or even substitute them. In the latter case, using the cellular network for
positioning can be a cost-effective measure since it can possibly reduce the cost and
size of an embedded device if it becomes possible to avoid other positioning mod-
ules.
Among the various cellular-based methods available, this thesis focuses on those
based on fingerprint positioning systems. Cellular fingerprints are collections of
radio signals received by a device from the cellular network at a certain instant.
Given a database of fingerprints taken at known locations, these kinds of positioning
systems make it possible to approximate the current position of a device on the basis
of its current fingerprint. The thesis develops a set of novel methods, techniques,
and algorithms to improve the management of cellular fingerprints in positioning
systems, with special attention to spatial and temporal aspects.
A common characteristic of all the techniques discussed in the thesis is that they
deal, almost exclusively, with fingerprints without resorting to additional sensors
such as accelerometers or compasses. While they were successfully employed in the
literature, we do not want to exclude devices not equipped with such sensors or
that cannot afford their power consumption all the time. Furthermore, fingerprints
2 Chapter 1. Introduction
are collected passively on the device, without needing assistance from the network
operator, facilitating the applicability of the discussed techniques. Additionally, the
position estimation process can be offloaded to a remote server that contains the
fingerprint database to further reduce the energy usage. In fact, we describe a system
devised in such fashion in various chapters of the thesis.
1.1 Thesis outline
Throughout the thesis, several techniques will be discussed, ranging from low level
(i.e. positioning) to high-level (i.e. map-matching) tasks. They are designed to be
added as separate (but connected) components that can be added to an existing fin-
gerprint positioning system to improve its accuracy, i.e. reducing the positioning
error, or to enhance its capability with additional functionality.
Excluding the introductory and conclusive parts, this dissertation is divided into five
main chapters, each approaching the topic from a different perspective, organised as
follows:
• In Chapter 3 we define a detailed conceptual schema of the cellular network,
that models the full range of existing technologies (GSM, UMTS, and LTE),
and then we turn it into a relational schema. The resulting logical schema is
general enough to allow the database to be populated with data coming from
different sources. A large set of analyses (queries), which allows one to retrieve
many relevant pieces of information about the cellular network, is devised,
proving the effectiveness of the developed database system. Such a unifying
framework is at the basis of the contributions described in the following parts.
• In Chapter 4 are studied the changes that occur in the cellular network and
how they can affect the accuracy of fingerprint-based positioning systems. Due
to these phenomena, maintaining the fingerprint database consistent and up-
to-date is a challenging task in many fingerprint positioning systems, e.g., in
those populated by a crowdsourcing effort (without assistance from the net-
work operator) [13, 21, 41]. To this end, it is shown that these events can be
properly recognized by taking into account some spatio-temporal aspects. This
chapter was previously published in [74].
• In Chapter 5 a novel machine learning-based metric is proposed that uses en-
sembles of decision trees for assessing the similarity between fingerprints. The
choice of the specific strategy used to compare fingerprints plays a major role
in determining the overall positioning accuracy. We show that a novel ma-
chine learning approach, based on Random Forests, performs better than a set
of well-known, state-of-the-art fingerprint comparison functions from the lit-
erature, at the cost of a marginal increase in processing time. This chapter was
previously published in [72] and then extended in [73].
• In Chapter 6 a map-matching algorithm that exploits sparse, i.e., low sampling-
rate, sequences of cellular fingerprints, is described. Existing work has demon-
strated that it is possible to reconstruct the trajectory of a device with good
accuracy even with sparse GPS positions [43, 46, 80]. The proposed algo-
rithm goes further, coping with sequences that have both low spatial (cellu-
lar fingerprints) and temporal (low sampling-rate) information. It is based on
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the Hidden Markov Model construction, commonly used in the literature, en-
hanced with a different technique for generating the states and making use of
the machine learning metric discussed in the previous part. This chapter was
previously published in [75] and an invited extended version for a journal is
awaiting review.
• In Chapter 7 it is shown that historical data can be employed successfully to
reconstruct the current trajectory of a device at multiple levels of granularity.
It proposes an algorithm that matches and aligns the sequence of observations
made by a device with past sequences. Depending on the required precision
and the allowable processing time, the algorithm can work with the full fin-
gerprint, or just with part of it, e.g. with the serving cell only. This follows






Recent years have witnessed a rapid increase in the demand for services and systems
that depend upon accurate positioning of people and objects. This has led to the
development of various positioning systems that exploit different kinds of signals
(satellite, cellular, Wi-Fi, magnetic,. . . ) and sensors (accelerometers, gyroscopes,. . . ).
In this chapter we give a short introduction to Global Navigation Satellite Systems
(GNSS) and positioning systems, with special attention given to cellular fingerprint-
ing, which is the focus of this thesis.
Even if we discuss them separately, different positioning systems are often paired
together to enhance their precision, reduce their response latency or increase their
availability. As an example, a device might switch from GPS to cellular or Wi-fi
positioning when it happens to be carried inside a building.
2.1 Global Navigation Satellite System (GNSS)
GNSSs [14] are the most used positioning method in outdoor environments, and are
exploited in several applications.
A GNSS is a one-way-ranging system, that is, devices receive satellite signals, but
they do not send back any information. The reason is that it has to serve a lot of
users and it must guarantee some fundamental security conditions. Also, it would
be difficult and significantly more energy-intensive to transmit a signal from a device
on earth to a satellite.
GNSS positioning rests on trilateration, a method that allows one to determine the
position of an object on the basis of the information about distance and position of
at least three other objects. GNSS receiver collects signals from multiple satellites
which give their position in the sky at a certain time. If it knew its time accurately,
the position of the receiver could then be estimated using information from at least
three satellites. As a matter of fact, receiver’s clock has to be synchronized with the
clock used by the satellites. To account for the clock drift, the position of the device
has to be computed employing four satellites to be accurate. The accuracy of the
computed position can be improved if more satellites are used.
GNSS is widely used and it works well, with a positioning error in the computed po-
sition that is usually lower than 10 meters. Nevertheless, it suffers from some limita-
tions: (i) its availability and performance are reduced in certain environments, e.g.,
indoor areas and urban canyons, (ii) it can require a long time to obtain a position
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fix, and (iii) it has a high energy consumption which can be a problem for battery-
powered devices [42, 50, 84]. To overcome these weaknesses, hybrid positioning
systems have been proposed, which pair GPS with other localization technologies
that can be used to replace or assist GNSS whenever necessary, such as those based
on cellular networks.
Different implementations of GNSS exist: the Global Positioning System (GPS) [54],
by the U.S. Department of Defense, the Russian GLONASS, the European Galileo,
the Japanese QZSS, and the Chinese Beidou. GPS and GLONASS are already at
work, while the other ones are still under development. They can either operate as
standalone tools or can be supported by Assisted GNSS systems.
2.1.1 Global positioning system.
GPS was developed in the early ’70s, as a military system. It provides continuous
positioning and timing information, anywhere in the world and under any weather
condition [54]. GPS consists of three segments: the space segment, the control segment,
and the user segment.
The space segment consists of a constellation of 24 satellites (in fact, 31 satellites are
active at the moment). Four satellites are placed in each of the six orbital planes
in order to make visible 4 to 10 GPS satellites everywhere in the world. Each GPS
satellite continuously broadcasts a signal, which is mainly used to determine the
distance from the user’s receiver to the GPS satellites. It contains the coordinates
of the satellites, as a function of time, and other additional information. The signal
transmission is controlled by highly accurate atomic clocks, which are embedded in
the satellites.
The control segment manages the entire system. It is a worldwide network com-
posed of tracking Monitor Stations (MS). There is a Master Control Station (MCS),
located in Colorado Springs, US. The control segment tracks GPS satellites with the
purpose of determining and predicting satellite locations, and to monitor system in-
tegrity, behaviour of satellite clocks, atmospheric data, and so on. These pieces of
information are transmitted to satellites on a regular basis.
The user segment is composed of civilian and military users. A user can receive
the GPS signal using a GPS receiver, which is connected to a GPS antenna. User’s
devices elaborate received information to determine their positions.
Assisted GPS. The Time-To-First-Fix (TTFF) is the time required to obtaining the
first position after switching on the receiver. Standalone GPS devices rely solely on
the information received from satellites. In the worst case of a cold startup, the time
to download the whole GPS almanac and ephemerides from the satellites can take
several minutes. If the receiver was used recently, it can reuse previous information
about the satellites to shorten the TTFF.
Assisted GPS (A-GPS) is a system that significantly improves the TTFF by using a
separate internet connection to provide the GPS module with information about the
satellites. Generally, since GPS devices are not fixed, the connection is provided by
a cellular network, and supplies also an approximate location (applying one of the
methods which will be discussed in the following sections) and the current time
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further improving the TTFF. In fact, A-GPS is extensively used with GPS-capable
cellular phones.
2.2 Fingerprint positioning
Fingerprint positioning systems, also known as database correlation methods (DCM),
are a class of positioning systems that make use of the variance of signals received
by a device at different positions to identify its location. In general, a fingerprint is
defined as the collection of the signal strength values of the observable transmitters.
Several kinds of signals have been used for positioning purposes such as Wi-Fi [3],
Bluetooth [20], cellular [13], magnetic [78] and FM radio [15].
The current position is estimated by correlating the signals observed by the device
(its fingerprint) with the set of past observations, tagged with their known positions,
stored in the database. Such a method has been used in a variety of contexts, includ-
ing both indoor and outdoor environments. Early work in this area includes the
RADAR system [3], which demonstrates that accurate indoor location estimations
can be achieved by using Wi-Fi access points. A recent survey on Wi-Fi indoor po-
sitioning methods is presented in [30]. GSM fingerprinting in an outdoor context is
analysed in several works, for instance [13], where the authors show that the out-
comes are significantly affected by the quality and the quantity of the fingerprints
available for position estimation. Cellular fingerprinting has also been used in con-
junction with other sensors to increase the positioning performance. This is the case,
for instance, with [2], where they are used to reset the accumulated error of a sys-
tem exploiting inertial sensors. A classification of fingerprint positioning systems is
presented in [38].
In Figure 2.1 is shown the high-level architecture of a basic fingerprint position-
ing system [6]. It needs a way to populate the database with fingerprints taken at
known locations (using GPS or manually) and a way to generate position estima-
tions. The input fingerprint is compared to the ones inside the database to identify
the most similar ones. Generally, the measure for assessing the similarity between
fingerprints is the Euclidean distance. In the Nearest Neighbour (NN) method, the
estimated position corresponds to the one in which the most similar fingerprint was
collected (according to a suitable distance function), while, in the k-Nearest Neigh-
bours (k-NN) method, the k-closest neighbours are averaged, possibly employing
distance-based weighting (Weighted k-Nearest Neighbours). The process is typically
very fast, and the response time is basically instantaneous in the order of a few mil-
liseconds. In [56], the authors discussed several measures for comparing distances
between vectors in the context of indoor Wi-Fi fingerprinting. They found that all
measures do not provide significant improvements against the commonly employed
Euclidean distance. The topic of matching the input fingerprint to the most similar
one and a comparison of different methods available in the literature is discussed in
Chapter 5.
The major drawback of fingerprinting is that a sampling of the territory is needed
to obtain a map of signal fingerprints, tagged with the GPS position of the collect-
ing site. It is also possible to use propagation models to fill the database, but the
accuracy may be lower. Sometimes two phases of the lifetime of the system are
identified. The first one, called offline phase, where the fingerprints are collected to
form a fingerprint map (aka radio map), stored in a database, and the online phase













FIGURE 2.1: Architecture of a basic fingerprint positioning system.
where the system employs those measurements to answer to the incoming position
requests. However, this distinction is not strictly necessary as a system can also
grow its database over time with submissions coming from the devices themselves
in a crowd-sourcing effort. For example, a device containing both a GPS receiver and
a cellular module might ask for a fingerprint-based position estimation for assisting
the GPS fix, and after some time submit its GPS position paired with the fingerprint
to improve the system.
In this thesis we will assume that the system is located on a remote server, in other
words a service that responds to positioning request coming from the devices, espe-
cially if the device is resource constrained. However, this is not necessarily true: in
fact, it is also possible to put the whole system or part of it, with a small database
functioning as a cache, on the device depending on the specific application.
2.2.1 Cellular positioning
Various localisation methods exploiting cellular networks have been proposed in
the literature [16]. Some of them make use of the observation of network signals,
like Cell-ID or signal fingerprinting; others undertake specific measurements of net-
work parameters. Among the latter, we mention those based on Time of Arrival [11]
and those using Time Difference of Arrival [67], which make accurate time measure-
ments in order to determine the distance from the device to the base station. To
work properly, both these methods need to know the positions of the base stations
with a high precision, so they are usually implemented with the assistance of the
network operator. Another solution is offered by a technique based on the Angle of
Arrival, which uses antenna arrays at the base stations to determine the direction of
the signal [11, 17, 52].
Much simpler is the Cell-ID method, where the position of the device is estimated
as the location of the serving cell base station [70]. If the Timing Advance (TA) is
available, the position of the device can be restricted to a smaller area. [7]. The topic
of TA is discussed more in detail in Chapter 4.
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An advantage of the fingerprinting method over the above-mentioned ones (like
those based on the Timing of Arrival) is that it is more tolerant to signal fluctuations
and multi-path effects, as it does not assume line-of-sight propagation between base
stations and the mobile station [40]. This is a particularly helpful feature in urban
environments where also GPS is mostly at a disadvantage. Moreover, unlike other
cellular-based positioning systems, fingerprinting does not require any assistance
from the network operator and can be implemented using only parameters available
on client side. The latter is an advantage also from a privacy point of view.
In the case of cellular networks, a fingerprints is the set of the signal strength values
of the observed cell towers. To this end, it must be able to distinguish among the
signals coming from different cells, as a device usually receives signals from multiple
cells at the same time. Luckily, each cell can be easily characterized as it broadcasts
a set of identifying parameters [31].
As said before, fingerprinting can be used both in indoor and outdoor contexts. Even
though its outdoor accuracy is, in general, lower than that of GPS, fingerprinting
gives a quick response and has limited power consumption, while its precision de-
pends on the size of cells and the spatial distribution of stored observations.
While the general picture is similar, the use of cellular signals makes some things
different from using Wi-Fi or Bluetooth fingerprints. First of all, the fact that a device
is able to receive the signal of a Wi-Fi access point at all implicitly constraints the
uncertainty to tens of meters, while the coverage of a cell tower is measured in tens of
kilometers, so the difference is substantial. Cellular is generally used for positioning
in large scale outdoor settings, however this also means that techniques that require
a dense fingerprint map are not feasible. Also, the problematic related to network
changes are different. While access points are generally unrelated to each other,
the cell towers are maintained by a small number of network operator, so in case
of a network reconfiguration a potentially large amount of cells is affected. This is





Since its appearance for the first time in the early 90s, the cellular radio communica-
tion network, in its successive technological generations (GSM, UMTS, LTE, etc.), is
the most widespread and used communication network, that spans today the entire
globe and allows one to transmit both voice and data signals. The term cellular radio
indicates the deployment of a large number of low powered cell towers for signal
transmission, each one with a limited transmission area, called cell, and associated
with a specific radio frequency. Given the global coverage of the cellular network
and the common usage of cellular receivers, cellular signals are often used in sig-
nal fingerprinting. In the case of the cellular network, a fingerprint consists of the
collection of the signal strengths of the received cell towers.
Signal fingerprinting heavily relies on a comprehensive and accurate knowledge of
the cellular network configuration. Thanks to the widespread use of mobile devices,
collecting the set of visited positions has become easier and popular. Over the years,
a very large amount of spatio-temporal data has been collected, which is stored in
various databases, some of which are open source. The largest collaborative com-
munity project is OpenCellID1, which, on average, collects more than 1 million new
measurements per day. Unfortunately, collected data are not properly structured:
the repository contains lists of different values stored in tabular formats, e.g., csv,
without any specific data structure reflecting the organization of the cellular net-
work.
In this chapter, we propose a general and complete database schema for cellular
networks based on signal fingerprints collected by positioning systems. Putting to-
gether all the relevant pieces of information turned out to be quite difficult. Even
though each generation of cellular networks is based on standard specifications,
each operator adopts its own organization and makes some changes, that are usually
not known by external people. As a consequence, the only way we have to come to
a complete and accurate knowledge of the cellular network is to systematically anal-
yse available data. To the best of our knowledge, no other attempt to make such a
data analysis was reported in the literature.
The chapter consists of three main parts. In the first one, we focus our attention on
the design of a database schema that suitably models the various generations of the
cellular network, independently of the data sources. Here, we follow the standard
methodology for database design: we start with an in-depth analysis of data on the
basis of which we build the conceptual schema; then, we turn such a conceptual
schema into a logical one, and we implement it in a relational database. Next, we
populate the database with a large dataset including both public (OpenCellID) and
1Website OpenCellID: https://opencellid.org/.
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proprietary data. Such a process involves a number of sanity checks on source data
as well as the use of suitable schema mappings for the actual data transfer. Finally,
we show that the resulting database can be successfully used to obtain an overview
of the network and for positioning-related purposes.
The chapter is organized as follows. Section 3.1 gives an in-depth account of the
cellular network from the point of view of data modeling. Section 3.2 is devoted to
the design and implementation of the positioning system database for the cellular
network. Section 3.3 illustrates the process of database population. Section 3.4 shows
that the database allows one to retrieve many relevant pieces of information about
the cellular network, thus demonstrating the usefulness of the given model.
3.1 Cellular Network Specifications
Cellular networks, aka mobile networks, can be viewed as the wireless extension
of traditional PSTN (Public Switched Telephone Network) and ISDN (Integrated
Services Digital Network) systems. They support wireless communication between
mobile devices for both voice and data transmissions, and allow for seamless na-
tional or even worldwide roaming with the same mobile phone. While, in the past,
cellular systems were developed by individual entities (companies, countries, etc.),
today, cellular communications are based on standard definitions, and they span the
entire globe. Different cellular technologies have been proposed over the years, each
one with its own peculiarities.
A detailed account of the technological characteristics of wireless and cellular net-
works, such as, for instance, the distinctive features of signals and antennas, can be
found in many textbooks (see, for instance, [60], [31], and [51]). Our perspective
here is different: we aim at providing a comprehensive conceptual model of cellular
networks that captures all data relevant for mobile devices. Cellular networks are
indeed described from the point of view of mobile devices, that is, rather than turn-
ing cellular network standards into a conceptual model, we build a representation
of cellular networks that suitably integrates those elements that can be gathered by
devices in the field. Such a model can then be exploited in various ways. In par-
ticular, it may help in answering requests about their position coming from devices
as well as in analysing the behaviour of large sets of devices (as an example, one
can be interested in identifying recurring trajectories or, more generally, the spatial
and temporal distributions of moving devices). Furthermore, this model can be use-
ful to check whether new observations are consistent with respect to the acquired
information about the network.
In this section, we describe in detail the relevant architectural and administrative
characteristics of existing cellular networks. First, we introduce the general fea-
tures of cellular networks (Subsection 3.1.1). Then, we give a detailed account of
the three main currently-used technological solutions, namely, Global System for
Mobile Communication (2G GSM, Subsection 3.1.2), Universal Mobile Telecommu-
nications System (3G UMTS, Subsection 3.1.3), and Long Term Evolution (4G LTE,
Subsection 3.1.4). We will show how they deal with meaningful data, pointing out
commonalities and differences. We conclude the section by a discussion of the no-
tion of cell identifier, a critical component of positioning systems based on cellular
networks.
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3.1.1 General features of cellular networks
The key notion in cellular networks is that of the cell. A cell is the smallest division
of the area served by a radio base station (coverage). Each base station generates
one or more radio cells (one for each sector and one for each frequency), that allows
transmitting information among devices and their users. A base station contains a
set of radio transmitting/receiving units covering a certain geographical area.
Architecture
The different technological solutions developed over the years differ from one an-
other in various respects, but they basically share the same network architecture. A
description of such an architecture, which conforms to the specifications of 3GPP2,
can be found in [31]. It consists of three main levels: mobile devices, Radio Access
Network (RAN), and core network (see Figure 3.1).
FIGURE 3.1: A general architecture for cellular networks.
The level of the mobile device includes all the devices that use cellular services like
phones, tablets, notebooks, and so on. Mobile devices are thus the part of the net-
work which is directly managed by the users. It features two main components: the
Subscriber Identity Module (SIM), that contains information about the user’s num-
ber and account, and the Mobile Equipment (ME), that is, any device capable of
accessing cellular services.
The Radio Access Network (RAN) level deals with the radio cells, which guaran-
tee radio connectivity to the mobile devices. This level includes the base stations,
that control a set of cells. They can be either omnidirectional (an antenna radiates
equally in all directions) or sectoral (each sector is generated by a different antenna).
Sectored sites are the most common ones; there exist also mixed sites.
The core network level provides all the interconnection services that ensure voice,
messaging, and data to be delivered to the required destination. In addition, it guar-
antees various security and administrative services. It supports Circuit Switching
(CS), which is needed for real time connections, Packet Switching (PS), to manage
2Website 3GPP: www.3gpp.org/
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services which do not require a prior reserved channel between endpoints for trans-
mitting, and the administration, for billing, user databases network management
system, and similar administrative tasks.
Cells and their administrative organization
Cellular radio networks are based on the deployment of a large number of low-
powered base stations for signal transmission, each one with a limited transmission
area, called coverage or, simply, cell. Each cell is characterized by a radio frequency.
Cells are grouped into clusters to avoid adjacent cells to use the same frequency.
Usually, a cell overlaps one or more other ones; a mobile device can distinguish
among them by making use of their frequencies and scrambling codes (in the case
of UMTS and LTE).
The coverage of base stations may vary a lot, according to a straight hierarchical divi-
sion, depending on their usage scenarios. As an example, in a rural environment tall
towers with a large coverage are needed, while in urban canyons or indoor environ-
ments lower antennas are exploited for a better propagation of the signal, with lower
power usage resulting in a smaller coverage. Smaller size also means the capability
to deal with a high number of users, a typical condition in urban environments.
Cells in a mobile network are grouped together into administrative areas, known as
Location Areas (LA) in 2G/3G voice services, Routing Areas (RA) in 2G/3G data
services, and Tracking Areas (TA) in 4G networks. These administrative areas are
used to determine roughly the current location of a mobile device in the idle mode,
that is, when it is switched on, but it is not using the network for any call or data
exchange. They play a fundamental role also in various other cases: when the mobile
device switches to a different area and must be paged correctly, when it is switched
on and a comparison with the previous identity is needed, and even periodically to
ensure the network that the device is still reachable.
Cell identifiers
The cells of a network can be characterized by means of various identifying at-
tributes at two different levels, that partially depend on the technology under con-
sideration.
First of all, for each specific technological solution, there is a Public Land Mobile
Network (PLMN), which can be identified by two attributes:
• the Mobile Country Code (MCC), which identifies the country where a network
is located. It consists of 12 bits, or, equivalently, 3 digits, and is assigned by the
International Telecommunication Union (ITU3). Some countries, e.g., USA and
India, have more than one MCC4;
• the Mobile Network Code (MNC), which identifies a network in a country. It
consists of 8-12 bits, or, equivalently, 2-3 digits, and is assigned by the national
authority.
3Website of ITU: http://www.itu.int
4Web reference for MCCs: https://www.insys-icom.com/icom/en/knowledge-base/cellular/
mcc
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The Cell Global Identifier (CGI) is a unique global identifier, that identifies each cell
among all the cells of all the networks. It pairs the PLMN identifier with additional
logical attributes that depend on the specific network generation. A mobile device
can get these logical attributes by listening to information across the Broadcast Com-
mon Control Channel (BCCH). Since this operation can take some milliseconds, in
order to avoid delays, networks provide other physical identifiers that make it pos-
sible to quickly discriminate cells without the need of decoding the BCCH.
The Physical-layer Cell Identifier, or, simply, Physical Cell Identifier5, provides a quick
discrimination between neighbouring cells. It is a local identifier, within a small part
of an access network, and its definition depends on the specific technology.
3.1.2 2G Global System for Mobile Communication (GSM)
In the early 90’s, the Global System for Mobile Communication (GSM), aka the Sec-
ond Generation (2G) of cellular networks, significantly changed the way people
communicate. Indeed, while the analog wireless communication system was re-
stricted to a few users, it achieved billions of service subscribers. GSM was first
designed and developed in the 80’s for voice and data communication using circuit
switching only, and then extended with packet-switched functionalities to better fit
discontinuous data mobile applications (like Internet browsing). This was done by
introducing the General Packet Radio Service (GPRS), and then its evolution En-
hanced Data rates for GSM Evolution (EDGE), that exhibited faster transfer rates.
Architecture
In GSM cellular networks, devices are usually called Mobile Stations (MSs) and they
allow people to communicate with the GSM/GPRS/EDGE Radio Access Network
(GERAN or 2G RAN), as shown in Figure 3.2.
FIGURE 3.2: The architecture of GSM/GPRS/EDGE cellular net-
works.
The GERAN is organized in Base Station Subsystems (BSSs). Each subsystem was
originally composed by two architectural elements: the Base Transceiver System
5Since in LTE the acronym PCI is also used to identify a component of the full Physical Cell Identi-
fier, we prefer not to use it here.
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(BTS6), which includes several components such as transmitters, receivers, and other
equipment for wireless air-interface operations, and the Base Station Controller (BSC),
which is basically a switch in charge of frequency management among the BTSs be-
longing to the same BSS. Each BSC can control from one to hundreds of BTSs. Later,
to support GPRS packet switching, an additional component, called Packet Control
Unit (PCU), was added [60]. It controls the packet traffic and its most common po-
sition is right after the BSC, as shown in Figure 3.2.
At the highest level, the Network and Switching Subsystem (NSS) supports the core
network services for both Circuit-Switching (CS) and Packet-Switching (PS) connec-
tions.
Cell Global Identifiers
In order to univocally identify a cell at a given instant, 2G networks make use of four
parameters that differentiates it from all other cells in the world: the MCC, the MNC,
the Location Area Code (LAC), and the Cell Identifier (CI). The first two parameters
identify the PLMN. The other two are defined as follows:
• the LAC is a fixed-length code (16 bits / 4 digits), that characterizes a Location
Area (LA) in a GSM network;
• the CI is used to univocally identify a cell in a given LAC (this means that the
same value for CI can occur in different LACs). It consists of 16 bits and can
thus assume 65535 different values. In the early years of the GSM technology,
due to the small number of cells in a network, CI was unique over all the LACs.
The concatenation of MCC, MNC, and LAC is usually called Local Area Identifier
(LAI).
In GPRS networks, besides the Location Area, there exists a Routing Area (RA),
which is related to the data packet traffic across the network. Each RA is included
in an LA; in general, an LA can include one or more RAs. Each RA is identified
by a Routing Area Identifier (RAI), which is the concatenation of the LAI with a
fixed-length code (8 bits / 2 digits) called Routing Area Code (RAC),
Physical Cell Identifiers
In 2G GSM, cells are identified at the physical layer via the Base Station Identify
Code (BSIC), transmitted over the Synchronization CHannel (SCH) about 25 times
per second, giving the opportunity to quickly gather enough information to discrim-
inate the received cells. It consists of 6 bits, which are usually structured as follows
(such an organization is not mandatory):
• the 3 most significant bits are the Network Color Code (NCC), that can be
used to distinguish one operator from the other, as in a country a distinct NCC
is assigned to each operator;
• the latter 3 bits are the Base Station Color Code (BCC), which can be used to
discriminate among the cells associated with the same network operator.
6BTS is equivalent to BS, for Base Station, in 3G and 4G. For this reason, BS is often used also in 2G
for BTS.
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In principle, neighbouring cells should have a different BCC, but, since there are only
23 distinct values available, there is often the need to reuse codes. In order to uni-
vocally identify the cells, one can pair the BSIC with the Absolute Radio Frequency
Channel Number (ARFCN). ARFCN is a short description for the radio carrier re-
sources (a pair of downlink/uplink) and its value may vary from 0 to 1023 (not all
values are used). The same pair (BSIC, ARFCN) cannot be reused within the same
region of the network.
3.1.3 3G Universal Mobile Telecommunications System (UMTS)
Universal Mobile Telecommunications Systems (UMTS) is the third generation (3G)
of cellular network system and represent the natural evolution of the second gener-
ation (2G) system (GSM and GPRS). UMTS was first released on 1999. It combines
voice and data services, and it supports the interworking with existing networks.
Architecture
As shown in Figure 3.3, in UMTS cellular networks devices are usually referred to as
User Equipments (UEs). From 3G onwards, the Mobile Equipment (ME) is usually
endowed with a Universal SIM (USIM), an advanced SIM which is able to handle
several mini applications and has larger storage memory.
FIGURE 3.3: The architecture of UMTS cellular networks.
The UMTS Terrestrial Radio Access Network (UTRAN) is partitioned into several
Radio Network Subsystems (RNSs). Its organization is similar to that of GSM net-
works. Each RNS consists of a set of radio elements, called Base Station (BS) or, sim-
ply, Node B, and their corresponding controlling elements, called Radio Network
Controller (RNC).
The latter part of the architecture, called Core Network (CN), covers all the network
elements needed for switching and subscriber control.
Global Cell Identifiers
In UMTS, cells are grouped into distinct administrative areas which depend on the
specific service.
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As for the registration service, cells are assembled into Local Areas (LAs), as in the
case of GSM. Each LA is identified by a Local Area Identifier (LAI), which pairs the
PLMN identifier with the LAC (16 bits).
As for data routing, we refer to Routing Areas (RAs). In general, an LA consists of
one or more RAs [36]. Each RA is identified by the Routing Area Identifier (RAI),
which pairs the LAI with the 8-bit Routing Area Code (RAC). LACs and RACs are
broadcast on a periodic basis over the BCCH.
As for the administrative organization of the network, as in GSM, UMTS cells are
uniquely identified by means of the concatenation of MCC, MNC, LAC, and CI (16
bits) [37]. In addition, each cell can also be uniquely identified with respect to the
architectural structure of the network by replacing the LAC with the 12-bit Radio
Network Controller IDentifier (RNC-ID), which identifies the corresponding RNC
[31].
Physical Cell Identifiers
Similarly to GSM, UMTS provides two physical parameters to locally identify a cell,
namely:
• the UTRA Absolute Radio Frequency Channel Number (UARFCN), which is
the radio carrier identifier, as in GSM; it is equal to 5 times the carrier frequency
in MHz and ranges from 0 to 16383 (16 bits);
• the Primary Scrambling Code (PSC), which is the first part of the Synchronisa-
tion CHannel (SCH), a downlink signal used for cell search; it ranges from 0 to
511 (9 bits) and it allows to identify the transmission in each cell.
If the network is properly configured, it is impossible to detect the same pair (UAR-
FCN, PSC) in the same area.
3.1.4 4G Long Term Evolution (LTE)
Long Term Evolution (LTE) is the new generation of mobile networks (fourth gen-
eration, 4G) and it is the successor of UMTS. The standardization of LTE by 3GPP
ended on 2008. LTE aims at improving the performance of UMTS. While GSM and
UMTS are based on the circuit-switched model, LTE supports only packet-switched
services. It provides a seamless Internet Protocol (IP) connectivity between the UE
and the Packet Data Network (PDN), without any disruption to the end users’ ap-
plications during mobility.
Architecture
As shown in Figure 3.4, the organization of the devices that are used to access the
network in LTE and the way in which we describe them are the same as in UMTS
networks: User Equipments (UEs) equipped with USIMs.
Unlike GSM and UMTS, the Evolved UMTS Terrestrial Radio Access Network (E-
UTRAN), that manages the radio communications between the devices and the core
network, consists of just one component: the evolved base stations or eNodeBs
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(eNBs). An eNB is basically a base station that controls the mobile devices in one
or (usually) more cells.
FIGURE 3.4: The architecture of LTE cellular networks.
The core network, called Evolved Packet Core (EPC), includes all the elements needed
for conveying the user traffic over the network and all services for session manage-
ment, security, and administration. Unlike the previous technological solutions, EPC
contains only the PS module, as both voice and data services are managed without
the need of establishing a circuit connection.
Global Cell Identifiers
Given the reorganization in the RAN level of LTE architecture, differently from GSM
and UMTS, all functions are mapped into eNBs. Administrative areas in EUTRAN
are called Tracking Areas (TA) and they can include single cells or cover entire set of
cells (as a small town) [31]. The Tracking Area Code (TAC) is a 16 bits code broad-
casted, for each eNB, by the System Information Bloch Type 1 (SIB1) about every 80
milliseconds [19]. In the case a mobile device UE is in idle mode, a page request is
sent all over the eNB belonging to the TA where the UE was last registered. TAC is
unique within a PLMN and, therefore, each TA is globally identified by the Tracking
Areas Identifier (TAI), defined as MCC + MNC + TAC. It is used to indicate to eNB
which TA the eNB belongs (per Cell). When a UE connects to a LTE network, it re-
ceives a TAI list indicating areas where it can move without sending a tracking area
update request.
Following the architectural organization of the network, similarly to UMTS, each
LTE cell has a global identifier called EUTRAN Cell Global Identifier (ECGI) that
combines the PLMN identifier (MCC + MNC) with:
• eNB-ID, which identifies the eNB responsible for managing the cell;
• CI, which identifies a cell/sector within a specific eNB.
Following the standards from 3GPP, the combination of eNB-ID and CI, also known
as eCI, is composed by 28 bits where: the most significant 20 bits should be the eNB-
ID, and the rest should be the CI. Unfortunately, the network operators are free to
partition the 28 bits in any way they wish [31].
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Physical Cell Identifiers
LTE networks are designed to employ both single or multiple frequency cell deploy-
ment techniques. For single frequency deployment, it means that all neighbour cells
and sectors use the same channel and interference is a consequence. In a similar
fashion like UMTS, physical cell identifier in LTE includes two attributes:
• Evolved Absolute Radio Frequency Channel Number (EARFCN), a 16 bits
code that represents the channel number and it is bound to the frequency used
by a formula;
• Physical Cell Identifier (PCI), a 9 bits code which is composed by the Physical
Group ID and the Physical Cell ID. A typical LTE deployment scenario is a 3
sector installation on same EARFCN and each sector has a sequential PCI. The
standard defines 168 cell identity groups, each having 3 identities, there are
168 ∗ 3 = 504 PCI available values.
3.1.5 Identifiers summary
The identification of cells, and all components in the cellular networks, is the most
relevant goal in a positioning system based on cellular networks, and a very relevant
point in our work.
Even if, with respect our knowledge, not all values are universally defined and ap-
plied, as visible in Table 3.1 and Table 3.2, dependently on different technologies,
different kinds of logical attributes can be collected both in an administrative point
of view and in an architectural point of view. In particular, focusing on cells, de-
pendently on the different point of view, different Global Cell Identifiers can be ob-
tained: they are visible in the two tables combining the bold attributes.
TABLE 3.1: Administrative view of logical identifiers.
Technology Country Operator Administrative Area Cell
voice data
2G GSM MCC MNC LAC RAC CI
3G UMTS MCC MNC LAC RAC CI
4G LTE MCC MNC TAC CI
TABLE 3.2: Architectural view of identifiers.
Technology Country Operator Radio Access Network Cell
Controller Base Station
2G GSM MCC MNC – – CI
3G UMTS MCC MNC RNC-ID – CI
4G LTE MCC MNC eNB-ID CI
As already described, the Global Cell Identifiers can take up some milliseconds and,
to avoid delays, a Physical Cell Identifiers can be used for a quick and local identi-
fication of cells. As visible in Table 3.3, these identifiers are composed by two parts
that depend on the technology: the frequency channel number (ARFCN for GSM,
3.2. Database design 21
UARFCN from UMTS, and EARFCN from LTE) and an additional component that
is the BSIC (for GSM), PSC (for UMTS), and PCI (for LTE).
TABLE 3.3: Physical cell identifiers.
Technology Channel Physical-layer




Dealing with cellular networks for positioning purposes leads to manage two differ-
ent kinds of data: information on cellular networks and their distribution. We model
both kinds of data in this section (Subsection 3.2.1 and Subsection 3.2.2) in order to
develop a comprehensive database for cellular-based positioning purposes.
Following the consolidated methodology for designing databases, we develop a
conceptual schema using the CGG model [26, 27], a spatio-temporal extension of
the classical Entity-Relationship model, then we translate it into a relational schema
(Subsection 3.2.3) afterwards implemented to evaluate the proposed model. In this
work, we didn’t exploit the temporal features of the CGG model since, due to the
absence of a similar work, this is a first step in order to manage complex cellular
network structure data.
3.2.1 The cellular networks
At a high level, independently on the technology, cellular networks can be described
with some common and general entities, as depicted in Figure 3.5. This schema
includes only global and independent attributes with respect to the specific cellular
technology.
Each network operator (entity PLMN) can be identified by attributes mcc and mmc,
and divided upon the basis of different cellular technologies (entity subPLMN). We
can note as the same couple (mcc, mnc) can apply to different technologies. Con-
sidering the architectural structure of a network, each PLMN/subPLMN deals with
ACCESS NETWORK CONTROLLERs that control the base stations responsible for
CELLs. Dependently on the specific technology, the radio access control can be di-
rectly integrated in the base stations (as for LTE) or it can be organized in different
components (as for GSM and UMTS). Focusing on the administrative point of view,
CELLs are grouped in ADMINISTRATIVE AREAs, considering registration and/or
routing services.
In the following subsections, each different technology is modelled separately and,
finally, combined in a single global model that integrates all the various features of
the different technologies.
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FIGURE 3.5: A high level conceptual schema for cellular networks.
GSM networks
As depicted in Figure 3.6, each GSM mobile network (entity PLMN) can be logically
identified by two attributes mcc and mnc.
From the administrative side, the CELLs are grouped in LA uniquely identified in a
PLMN using the corresponding code (attribute lac, to compose the lai). Moreover, at
the physical level, each cell can be locally identified by the bsic, that by the standard
definition should be composed by the bcc, the ncc, and the arfcn.
BSC and BTS do not have identifiers that are visible from the device, so for this
reason they are not visible in this schema.
UMTS networks
Except for the entity PLMN, UMTS networks differ from GSM networks, as reported
in Figure 3.7. The UMTS PLMNs are based upon a set of RNC (weakly identified by
rnc-id). Each RNC controls one or more base station (Node B), that manages one or
more CELL. Node Bs are not shown in the schema since they do not have a visible
identifier.
The administrative grouping of cells depends on the service. Considering the reg-
istration service, the CELLs are grouped in LAs, identified by the lai, which is the
combination of PLMN identifier and lac. In a similar way, focusing on data routing,
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FIGURE 3.6: Conceptual schema for GSM networks.
cells within a LA are grouped in RAs. Each RA is identified by the attribute rai, which
is the combination of lai and rac. Anyway, each cell is globally identified by the ci,
within its LA.
Moreover, at the physical level, each cell can be locally identified by the combination
of psc and the uarfcn.
LTE networks
The conceptual schema for LTE networks, depicted in Figure 3.8, shows its archi-
tectural simplification of the organization (as visible in Figure 3.1). Indeed, the E-
UTRAN includes only one component modelled by the entity eNodeB and identified
by the attribute eNB within its PLMN (mcc and mnc). Each eNodeB controls one or
more CELLs, identified by their ci within the eNodeB (alternative identifier7).
Administratively, the CELLs are grouped in TAs, each one identified by its tac with-
ing the PLMN. The combination of these identifiers is called tai (mcc+mnc+tac). The
attribute tai, combined with the ci, globally identifies each CELL.
Finally, considering the local physical identifier, for each LTE CELL we have the
composition of pci and earfcn.
7For a more uniform description, we prefer to conceptually underline the administrative identifier,
as in GSM and UMTS
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FIGURE 3.7: Conceptual schema for UMTS networks.
Integrated schema for cellular networks
Combining the models defined for each different technology, we obtain the schema
depicted in Figure 3.9, where we underline the groups of entities that represent the
different administrative and architectural components of the networks (as in Fig-
ure 3.5) with the properties of different technologies. The schema introduces several
specializations that allow, for each entity, the modelling of the specific properties
(attributes and relationships) dependently on the particular type of network.
3.2.2 The positioning system
A positioning system is a mechanism for determining the location of an object in
space. A fingerprint positioning system relies upon a set of stored signal observa-
tions together with their known position at the capture time. A device, to compute
its position, must compare the currently observed signals with the stored ones to
provide a position estimation. In our scenario, devices acquire their positions (using
a GPS module) together with radio signals from cellular networks, basically sam-
pling the territory. Moreover, a device that has not a GPS module, can rely on system
stored information to compute its position.
Therefore, as depicted in Figure 3.10, a DEVICE sends to the system different OB-
SERVATIONs in different temporal instants. These observations can be associated
with a GPS position (GPS fix), or not. If the GPS position is not available, an es-
timation can be derived using positioning algorithms (dependently on the specific
system).
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FIGURE 3.8: Conceptual schema for LTE networks.
Observations sent to the system consist of data about one or more observed CELLs.
One is the serving cell, which is the cell directly connected with the device. The other
ones are all neighbour cells detected by the device. Each cell is received with a signal
strength that can have a different meaning dependently on the different type of net-
work: received signal level (RXLEV) for GSM, Received Signal Code Power (RSCP)
for UMTS, and Reference Signal Received Power (RSRP) for LTE. Furthermore, for
GSM and LTE serving cells, the Time Advance (TA) could also be detected. It mea-
sures the time a signal takes to reach the base station of the serving cell from the
device.
A basic model can include one simple entity CELL that groups all network features,
as depicted in Figure 3.10. However, a comprehensive model, including cellular net-
works details, allows effective and smart operation of the positioning system. Start-
ing with this basic schema enriched with the schemas of the networks (Figure 3.9),
lead to the schema in Figure 3.11 (in Figure 3.12 are shown just the new additions).
Each observation has a single serving cell that has different attributes, dependent on
the different technology. A similar specialization can apply to neighbour cells but,
since there is only the attribute signal strength, we prefer to maintain the schema as
simple as possible. Also, this way we maintain the possibility of having neighbours
of different technologies.
3.2.3 From the conceptual schema to the logical one
The complete conceptual schema (Figure 3.11 ) can be translated into a relational
schema using common mapping rules [18] and integrated with the support for spa-
tial features [26].
The resulting relational logical schema, obtained via the mapping rules, is shown in
Figure 3.13. The SQL code to generate the schema is available in Appendix A.
Here we describe only the tables with special features:
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FIGURE 3.9: Conceptual schema for cellular networks.
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FIGURE 3.10: High level structure of cellular networks.
• two tables are introduced to deal with administrative areas: RegistrationAREA
and RoutingAREA. They combine all different kinds of administrative areas (lo-
cation, routing, and tracking areas). The first table focuses on the registration
service (LA for GSM and UMTS, and TA for LTE). The second table focuses
on the routing area, where it is different from the first one (only for RA in
GSM and UMTS). The main reason of this solution is that the first table allows
one to collect all data required to identify the cells with its ci. Moreover, data
collected in the second table, usually available in repositories as OpenCellID,
extends further the size of the first one (already wide, in general) worsening
performance;
• the CONTROLLER table is introduced to deal with the network controller and
takes data about RNCs (in UMTS) and eNodeBs (in LTE).
Aiming to develop a comprehensive picture of cellular networks via observations,
we extended the logical schema with some derived attributes that can be automat-
ically computed. For each table that models a component of the network, we have
introduced three additional attributes (not included in Figure 3.13): two timestamp
attributes, firstview and lastview, that model the lifespan of the instances, as inferred
by observations; and a counter attribute, num_obs, which keeps track of the number
of observations of single component to evaluate its reliability.
As for these last attributes, the implementation of the database in the chosen database
management system includes some SQL triggers to deal with the automatic popula-
tion of the majority of the tables and the computation of specific derived attributes.
For instance, when a new observation is inserted in the table OBSERVATION, it is
verified and, if it is valid according to the rules explained later, the corresponding
cell is inserted or updated in the table CELL. In addition, all the subsequent compo-
nents are accordingly updated.
Finally, as the overall size of the database can be quite large, adequate optimizations
(eg. index structures or decompositions) have been integrated to speed up the most
frequent queries.
3.3 Database population and validation
The main objective of this work is to develop a general database schema that can
integrate data about cellular networks, whichever the technology involved or the
specific existing data set acquired.
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FIGURE 3.11: Complete cellular networks schema, integrated with
the parts related to the positioning system.
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FIGURE 3.12: Detail of Figure 3.11: parts related to the positioning
system.
This schema allows the collection of a wide amount of data to derive a general
knowledge about the overall global cellular network, focusing on its different com-
posing elements.
In a scenario where radio cellular signals are exploited for estimating the position of
a device, data acquired by the devices are basically the only source of information
that can be obtained to extract knowledge about the network. Thus, due to variety of
the devices, data acquired may differ substantially. For example, different technolo-
gies may acquire different parameters or, more generally, radio observations may be
incomplete or even affected by errors.
For the above reasons, we have been forced to relax some logical constraints (e.g.
NOT NULL) to deal with missing data and subsequently also the analyses take into
account such issue.
The increasingly widespread use of mobile phones and related applications has
made the collection of cellular network spatio-temporal information easy and pop-
ular. Several projects have started worldwide, each aiming to develop collect such
information in a collaborative form. Some of them were publicly available, each
one with different coverage. We considered the OpenCellID project because it was
the most popular and also one of the biggest public datasets. In addition, we also
obtained a proprietary anonymized dataset thanks to the contribution of u-blox8.
8https://www.u-blox.com


























































FIGURE 3.13: Relational logical schema.
After a brief introduction of the two datasets (Subsection 3.3.1), we move to the
population of the database, focusing on two different steps: the insert statements
for the positioning system schema and the validation of the observations (Subsec-
tion 3.3.2), and the automatic generation of the network database (Subsection 3.3.3).
3.3.1 Data
OpenCellID One of the most popular is the project OpenCellID (http://www.
opencellid.org). It is a collaborative community project that collects observations
and cell towers’ data using an API and a ready to use mobile phone application.
During the Spring of 2017 the project has been acquired by the Unwired Labs, a
geolocation service provider enterprise. This step changed privacy policies and also
the kind of published data, so previous information structure about cells is no longer
adopted.
More in detail, we worked on dataset downloaded from the site project OpenCellID
in April 2017 (file name measurements43.csv). Data, available in a csv format, is or-
ganized in a tabular format where, for each observation, there are several attributes:
(mcc, net, area, cell, lon, lat, signal, measured, created, rating, speed, direction, radio, ta, rnc,
cid, psc, tac, pci, sid,nid, and bid). Clearly, dependently on the specific technology, not
all of these attributes were available and even their meaning may differ. In addition
to that, different devices that contributed to the dataset may have different subset of
attributes or different structure for the same attribute.
The original dataset includes 42,951,377 measurements based on three different cel-
lular technologies: GSM (26,896,809), UMTS (6,195,903), and LTE (9,859,665). The
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original file included also thousands of CDMA observations, we decided to not con-
sider them because they are too geographically restricted.
The considered dataset covers the entire world, as summarized in Figure 3.14, where
different densities in different areas can also be noticed. The OpenCellID dataset
makes no distinction between serving and neighbour cells, therefore all observations
are considered as distinct observations as if all entries were serving cells.
u-blox For further testing the generality of our proposal, we extended the Open-
CellID data integrating a sample set of proprietary data gathered by u-blox. For
privacy reasons, we have obtained only information about the cellular network and
not any information concerning devices and users.
The dataset was obtained from unfiltered logs of the measurements. Each measure-
ment contains a set of cells, explicitly identified as serving and neighbours. Differ-
ently from OpenCellID, this dataset includes only GSM and UMTS cell information.
UMTS neighbour cells does not usually have the logical parameters but only the
physical ones because it slows down the fingerprint acquisition. Measurements in-
clude the GPS position with the GPS Time To First Fix (TTFF), and the number of
GPS satellites detected for its identification.
u-blox dataset includes 2,584,801 measurements based on two different cellular tech-
nologies: GSM (2,522,483) and UMTS (62,318). If we consider each neighbour as a
separate cell, as in the OpenCellID dataset, the number of cells detected raise to
9,907,744, separated in 9,476,328 GSM and 431,416 UMTS cell observations. With
respect to the OpenCellID dataset, in Figure 3.15, it is visible a general low cover-
age, but some areas are better covered as for instance South Africa, while others, as
in particular Europe, includes high density observations useful for comparison and
integration with the ones in OpenCellID.
3.3.2 Insert statements and validation for the positioning system schema
Once original data sources are available, there are some preliminary cleaning opera-
tions needed for an effective population of database. For each different data source
there is the need of specific insert statement that extract data and insert them into the
positioning database with the correct form. It must be taken into account that each
different data source can use specific units or formats for storing captured parame-
ters, since our main goal is to merge together different datasets, we adopted specific
units and data formats to be used in database. As an instance, for the signal strength
there are different units of measurement: a index like the measured signal levels[1]
or, instead, the power measure expressed in an absolute number representing power
in decibels relative to a milliwatt (dBm). For this specific value we choose to use the
latter one and convert to it the sources containing other kind of values.
We decided to use the relational Database Management System (DBMS) PostgreSQL
together with the spatial extension PostGIS. Thus, the import of the OpenCellID data
set was done using the PostgresSQL functions for reading CSV, while the u-blox
dataset was imported using a custom program that read the logs. If the database is
used in a production environment, every procedure for importing a specific dataset
will become a function of the API.
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FIGURE 3.14: A general overview map of OpenCellID data.
FIGURE 3.15: A general overview map of u-blox data (red for GSM
and green for UMTS).
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FIGURE 3.16: Validated OpenCellID observations (red for GSM,
green for UMTS, and yellow for LTE).
FIGURE 3.17: Validated OpenCellID u-blox observations (red for
GSM and green for UMTS).
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As measurements, and consequently data sets, comes with errors, it is necessary to
develop all the possible actions to guarantee the quality of the data finally stored
in the database. Data sources, depending on their origin, can include raw data or
filtered data. To guarantee a basic uniform validation across the database a set of
different kinds of constraints have been defined to validate data inserted to database.
A common case is when an observation contains one or more value out of range,
this could be a valid reason to discard the entire observation. Domain range for each
attribute and technology are summarized in Table 3.4.
TABLE 3.4: Domain constraints.
GSM UMTS LTE
MCC 0–999 (3 digits)
MNC 0–999 (3 digits)
LAC/TAC 0–65535
(e)CI 0–65535 0–268435455
RNC – 0–4095 –
(U/E)ARFCN 0–1023 0–16383 0–65535
BSIC/PSC/PCI 0–63 0–511 0–503
TA 0–219 – 0–1282
In addition to that, we encountered other anomalies that can be easily detected like
cases where rnc = ci (in OpenCellID, also = cell) or where some identifier have null
values.
The GPS position allows us to add more complex constraints to the collected data.
If the number of visible satellites is available, we can exclude observations where
there are less than 4 satellites. This is to avoid poor GPS readings that can reduce
the overall quality of the database. A more interesting check is to compare the GPS
location of an observation to test whether it is contained within the borders of the
country corresponding to the associated mcc. Country borders were considered with
a 20 km buffer to retain cases where the radio signal can be received barely outside
country borders.
Conditions described above apply to observations with the serving cell but a subset
may also be applied to neighbour cells, then also neighbour cells can be excluded if
they did not match the conditions.
The filtering based on the above conditions over the original datasets lead to the
results shown in Table 3.5.
Starting from the original datasets, after applying the filters to avoid poor or wrong
data, there are 55,027,562 measurements left (45,119,818 serving cells and 9,907,744
neighbours) to reconstruct the network. The cleaning preprocessing has maintained
only the 93.76% of original observations: 99.77% from OpenCellID dataset and 73.52%
from u-blox dataset. As already said, while for the OpenCellID dataset we don’t
know if some kind of filtering was already applied, the u-blox dataset was obtained
directly from unfiltered logs. This detail explains the higher numbers of discarded
observations in the latter dataset. The overall resulting filtered data for both datasets
are visible in Figure 3.14 and Figure 3.15.
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TABLE 3.5: Observations (dataset 1=OpenCellID, 2=u-blox).
dataset tech. observations valid % neighbours valid %
1 G 26,896,809 26,840,087 99.79
1 U 6,195,903 6,177,024 99.70
1 L 9,859,665 9,848,455 99.89
2 G 2,522,483 2,258,522 89.54 9,476,328 6,768,116 71.42
2 U 62,318 55,723 89.42 431,416 102,568 23.77
1 42,960,667 42,865,566 99.77
2 2,584,801 2,314,245 89.53 9,907,744 6,870,684 69.34
45,545,468 45,119,818 99.07 9,907,744 6,870,684 69.34
3.3.3 Automatic generation of the network database
The filtering process described in Subsection 3.3.2 retained a collection of observa-
tions that matches basic quality standards and can then be used to populate the
database schema for cellular networks.
Following the hierarchical granularity structure of the cellular networks, from the
smallest component, that is the cell, to the biggest one, the PLMN, the network
schema is automatically populated, inserting or updating data. As for a concrete
instance, when a new valid observation is inserted, the corresponding (serving) cell
has to be considered. If it is not already present in the table cell, it has to be loaded
and its insertion is followed by the insertion, or the update, of the overlying net-
work components, such as the corresponding registration area, and so on. If the
cell is already present, the GPS position associated to the observation has also to be
considered: if it is located within the coverage area of the cell, the coverage area
has to be extended and proper operations have to involve the overlying network
components.
As we are working with a relational PostgreSQL database, all the operations have
been implemented through triggers written in PL/pgSQL language and exploiting
PostGIS functions.
The composition of the overall reconstructed network arising from the merge of both
datasets is summarized in Table 3.6. As shown, there are almost 1,000 PLMN, or-
ganized in an average of 800 subPLMN for each technology, each equipped with
approximatively 45 thousand registration areas for each technology, and a total of
5,794,700 distinct cells (1,553,523 for GSM, 2,001,145 for UMTS, and 2,243,554 for
LTE). The geometries associated with different elements are calculated starting from
observations and should be characterized by a polygon. However, on the basis of the
data we worked with, we witnessed cases in which a cell is observed only by few ob-
servations localized in the same position and a polygon cannot be generated. Since
this property can affect our next analysis, it is important to recognize how many and
which are the elements represented by a polygon. Their numbers are represented in
brackets at the same table.
Among the features of the two dataset, it is worth considering the temporal ex-
tension. The OpenCellID dataset includes observations taken between 2014-01-01
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TABLE 3.6: Overall network summary: the total number of compo-
nents in our database network (polygons in brackets).
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(02:02:44) and 2017-03-17 (06:34:24), while u-blox dataset is in the ranges from 2016-
06-23 (23:21:20) to 2016-06-30 (23:00:57). Basically, it is clear that the latter is much
shorter than the former but also they overlap. The overlapping period is very impor-
tant because it allows us to perform analyses and verification about data integration.
As a matter of fact, thanks to this overlapping period, we were able to easily recog-
nize 63,839 cells appearing in both datasets.
An example is visible in Figure 3.18. The coverage of the GSM cell identified by
{MCC:655,MNC:2,LAC:1011,CI:10503} (dark blue polygon), is reconstructed by 37
observations from OpenCellID and 87 from u-blox (the two smaller light blue poly-
gons). As can be seen in the figure, the observations from both sources were collected
in the same region. If that had not been the case, it would have meant that either the
datasets contained errors or the data were not integrated correctly.
FIGURE 3.18: Integration of observations of the same cell from dif-
ferent sources: 37 points from OpenCellID and 87 ones from u-blox.
Map Data c⃝ OpenStreetMap contributors, CC BY-SA.
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3.4 Data analysis
The proposed cellular network model, implemented using a relational DBMS and
then populated with cellular data observations collected from different sources, gives
the opportunity to analyse in detail several aspects of the cellular network. Clearly,
most of the analyses described can also be performed starting from raw data (simple
list of observations) but, the procedures required would be more complex and com-
putationally intensive, compared to a structured model that can employ database
indexes. Moreover, it is also to be noted that the speed of queries is of crucial impor-
tance, especially when it comes to a production environment.
In this section, we describe some analyses that highlight the capabilities that our
model has to offer, in order to appreciate the global cellular network at different
administrative levels. We start with some examples of analysis focused on the status
of the network at different detail levels (Subsection 3.4.1) and conclude by showing
some relevant queries for positioning (Subsection 3.4.2).
3.4.1 A global overview of cellular networks
As an immediate by-product, the developed database allows to instantly get the vi-
sual representation of the global network coverage across the entire terrestrial globe,
since the observations used for this research are distributed over the entire earth
surface, as visible in Figure 3.16 and Figure 3.17, for OpenCellID and u-blox respec-
tively, where each observation is represented as a single point.
All the analyses commonly share the goal of demonstrating how effectively such a
model can deliver deep knowledge of the network. On the other hand, they have the
limitation of being based upon datasets that are far from a comprehensive snapshot
of the entire network.
FIGURE 3.19: PLMN per country.
It might be interesting to see how many networks are available for each country.
Since each mcc can be related with one or more country boundaries, and a country
may have several associated mcc, the solution is to map PLMNs (couples of mcc, mnc)
to the corresponding country iso codes to obtain a list of PLMN for each country. For-
tunately, a number of such mappings is already available online. Starting from the
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above grouping, a straight representation is the choropleth map where each country
is coloured in a different shade of blue according to the number of PLMN operating
in that country, as visible in Figure 3.19. In this map, dark coloured countries have a
higher number of PLMN accordingly to the natural breaks described in the legend.
Interestingly, there is a large difference between the two countries with the highest
number of PLMNs, India (64) and United States (58), and Brasil in third place (15).
Some works, as [62], [83] and [57], point out that the density of the cells within
an area could be useful to distinguish between urban and rural areas. Within this
scenario, administrative areas are a straightforward way to sample the territory to
compute the density and check whether it is a rural or an urban area. As an example,
Figure 3.20 shows some administrative areas close to Berlin into the GSM network
with {MCC:262, MNC:3}, characterized by more than nine thousand observations.
The red and orange polygons on the right correspond to administrative areas iden-
tified by LAC 21493 and 20473 covering an urban area, and the blue polygon on the
left is the administrative area with LAC 25503, basically a rural area.
FIGURE 3.20: Administrative areas urban and rural areas (Germany).
TABLE 3.7: Comparison between administrative areas rural vs. urban
LAC 25503 21493 20473
Number of observations 9.277 20.060 34.674
Area (Km2) 1.096,24 388,95 526,71
Number of cells 10 179 229
To discuss this in more detail, we can consider values as the shape/extension of
administrative areas and the number of contained cells that are directly available in
our database model. Therefore, any effort to derive a parameter to evaluate whether
an area is rural or not, is straightforward, as visible in Table 3.7: the size of the
administrative area located in a rural place is approximatively two or three times
the one in the urban area, while the density of cells is lower than in the two urban
areas located over the city of Berlin.
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3.4.2 Positioning applications
The schema proposed in this chapter was designed to contain all the information
which can be useful for positioning systems. In the following we show a set of
queries that can be used to derive a position estimation.
The Cell-ID method approximate the position of a device by exploiting the serving
cell. If we assume that the device is currently connected to the GSM cell identified
by {MCC:452, MNC:2, LAC:243, CI:43572} we can use this simple query:
SELECT ST_Centroid (geom : : geometry )
FROM c e l l
WHERE ( type_net , mcc , mnc , code_regarea , c i ) =( ’G ’ , 4 5 2 , 2 , 2 4 3 , 4 3 5 7 2 ) ;
This query returns the centroid of the estimated coverage of the cell (using the
ST_Centroid PostGIS function) assuming the device is located in the center of the
cell. This is one of the simplest positioning methods based on cellular networks, as
its accuracy depends on the size of the coverage of the cell. Another possibility is
returning the estimated position of the cell tower, which is supposedly close to the
observation with the higher signal strength [71].
SELECT gps , s i g n a l s t r e n g t h
FROM observat ion
WHERE ( type_net , mcc , mnc , code_area , c i ) =( ’G ’ , 4 5 2 , 2 , 2 4 3 , 4 3 5 7 2 )
UNION ALL
SELECT gps , neighbour . s i g n a l s t r e n g t h
FROM observat ion JOIN neighbour USING ( id_ob )
WHERE ( neighbour . type_net , neighbour . mcc , neighbour . mnc ,
neighbour . code_area , neighbour . c i ) =( ’G ’ , 4 5 2 , 2 , 2 4 3 , 4 3 5 7 2 )
ORDER BY s i g n a l s t r e n g t h DESC
LIMIT 1 ;
The focus of this dissertation is fingerprint positioning systems. The current position
is estimated by correlating the signals observed by the device (its fingerprint) with
the set of past observations. The following query retrieves the Nearest Neighbour,
using some similarity metric, of the current signal fingerprint of the device. The
estimated position corresponds to the one in which the most similar fingerprint was
collected.
CREATE TYPE c e l l t y p e AS (




c i in teger
) ;
SELECT gps
FROM observat ion AS o LEFT JOIN neighbour AS n USING ( id_ob )
GROUP BY id_ob
HAVING ARRAY[ ( ’G ’ , 4 5 2 , 2 , 2 4 3 , 4 3 5 7 2 ) , ( ’G ’ , 4 5 2 , 2 , 2 4 3 , 4 3 5 7 2 ) ] : :
c e l l t y p e [ ] −−c u r r e n t c e l l s
&& (ROW( o . type_net , o . mcc , o . mnc , o . code_area , o . c i ) : :
c e l l t y p e ||
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array_agg (ROW( n . type_net , n . mcc , n . mnc , n . code_area , n . c i
) : : c e l l t y p e ) )
ORDER BY s i m i l a r i t y (
ARRAY[ ( ’G ’ , 4 5 2 , 2 , 2 4 3 , 4 3 5 7 2 ) , ( ’G ’ , 4 5 2 , 2 , 2 4 3 , 4 3 5 7 2 ) ] : :
c e l l t y p e [ ] , −−c u r r e n t c e l l s
ROW( o . type_net , o . mcc , o . mnc , o . code_area , o . c i ) : :
c e l l t y p e ||
array_agg (ROW( n . type_net , n . mcc , n . mnc , n . code_area , n
. c i ) : : c e l l t y p e ORDER BY id_ne ) ,
ARRAY[ 1 2 , 3 3 ] , −−c u r r e n t s i g n a l s t r e n g t h s
o . s i g n a l s t r e n g t h || array_agg ( n . s i g n a l s t r e n g t h ORDER
BY id_ne ) ) DESC
LIMIT 1 ;
The first statement creates a composite type that groups together the cell identifiers.
The second statement is the query itself. First of all, GROUP BY collects all the
cells and strengths related to a single observation together. Then, HAVING filters
the observation that do not have any cell in common with the current fingerprint.
Finally, the current fingerprint, that includes cells and their strengths, is compared
to the ones retrieved from the database. We are not showing a specific similarity
metric, however the Euclidean Distance is the most commonly used.
The queries listed above can be simplified by making a few little changes to the
logical schema. As an example, if we add a serial primary key to the CELL table we
can avoid writing out all the identifiers separately and the composite type becomes
unnecessary. In that case, the previous query can be rewritten as:
SELECT gps
FROM observat ion AS o LEFT JOIN neighbour AS n USING ( id_ob )
GROUP BY id_ob
HAVING ARRAY[ 1 5 1 6 , 8 5 1 ] −−c u r r e n t c e l l s
&& ( o . i d _ c e l l || array_agg ( n . i d _ c e l l ) )
ORDER BY s i m i l a r i t y (
ARRAY[ 1 5 1 6 , 8 5 1 ] , −−c u r r e n t c e l l s
o . i d _ c e l l ||
array_agg ( n . i d _ c e l l ORDER BY id_ne ) ,
ARRAY[ 1 2 , 3 3 ] , −−c u r r e n t s i g n a l s t r e n g t h s
o . s i g n a l s t r e n g t h || array_agg ( n . s i g n a l s t r e n g t h ORDER




Dealing with network changes
In the previous chapter we described in detail the architecture of the cellular net-
work. Unfortunately, the network is not static but changes overtime as new cells can
be added, removed or reconfigured. Signal fingerprinting heavily relies on the sta-
bility of cellular networks: whenever a network changes its configuration, some fin-
gerprints become obsolete and thus a suitable data maintenance is required to avoid
a significant impact on the precision of the estimation [13, 41]. Reconfiguration of
cellular networks may have different motivations including network maintenance
and continuing enhancement, increase and optimisation of the traffic-handling ca-
pabilities of the network, and exceptional events [21]. In addition, networks can be
intentionally changed to disturb fingerprinting attempts, as shown by Ficek et al.
in [22] where they analyse the case of a crowd-sensing effort that had to cope with
deliberate network changes. To the best of our knowledge, the problem of dealing
with network changes in fingerprint localization systems has not been systematically
addressed in the literature.
In this chapter, we propose a set of techniques to recognize and to deal with changes
in cellular networks in order to improve the quality (consistency and updatedness)
of the fingerprint database, the core part of a fingerprint positioning system. These
techniques make an essential use of spatial and temporal information about network
configurations extracted from device contributions
A major role is played by Timing Advance (TA) measurements. They are computed
as part of the common operation of most cellular systems and can be retrieved from
any cellular mobile device without not impose any additional burden on the device.
TA has been already exploited to improve various network-based positioning sys-
tems, such as, for instance, those based on the Cell-ID method [7, 16]. It has been
used also as a measure of Timing of Advance [66, 79]. In some fingerprint systems,
TA makes it possible to improve the positioning performance in critical areas, like,
for instance, highways in rural regions [76].
In this chapter we show that, putting together GPS and TA information associated
with the fingerprints recorded in the database, one can circumscribe the spatial re-
gions where base stations are presumably located, without ever actually finding a
specific base station location. Then, by pairing information about these regions with
other significant cell features, it is possible to detect a number of occurred network
changes.
As a matter of fact, the proposed techniques can also be exploited to improve posi-
tion estimation algorithms used in fingerprint positioning systems.
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When a device asks the system for its position by submitting a set of observed cells
(a fingerprint), the system queries the fingerprint database to retrieve the relevant
observations to compute the current position. To limit this effort, we devise a filter
that restricts the set of fingerprints involved in the position estimation process.
Furthermore, we show that TA can be used to check whether new GPS-tagged obser-
vations are compatible with stored ones in order to detect inconsistent values and
to prevent the storage of erroneous data. This is particularly useful in fingerprint
databases populated with a crowd-sourcing effort.
In the following, we will restrict our attention to GSM networks. However, the pro-
posed techniques can be applied to other networks as well, as the parameters used to
identify a cell are mostly the same. In particular, TA with improved range and pre-
cision is available in LTE, thus making it possible to obtain more precise estimations
of base station regions.
The chapter is organized as follows. In Section 4.1, we introduce basic notions, con-
sidered problems, and main techniques. Next, in Section 4.2, we show how to in-
tegrate the proposed techniques in a fingerprint positioning system. Finally, in Sec-
tion 4.3, we report the outcomes of an extensive experimental evaluation on a large
dataset.
4.1 Basic notions, problems, and techniques
We now summarize GSM cell identifiers used in fingerprint positioning systems and
we discuss the problem of tracking and analysing their temporal evolution. For
a more detailed description refer to Chapter 3. Then, we focus on the use of TA
for estimating base station regions, which is a key step in detecting changes and
identifying inconsistencies.
4.1.1 Cell identifiers and fingerprints
In a GSM network, a cell can be identified by its logical or physical parameters. The
logical parameters are the Mobile Country Code (MCC), the Mobile Network Code
(MNC), the Location Area Code (LAC), and the Cell-ID (CI). Meanwhile, the phys-
ical parameters are the Base Station Identity Code (BSIC) and the Absolute Radio-
Frequency Channel Number (ARFCN) [31]. While MCC and MNC are used to iden-
tify the mobile operator and cannot be changed under any condition, the other pa-
rameters can be modified at the sole discretion of the network operator. As seen in
Chapter 3, in UMTS and LTE networks some identifiers have different names the
name but the general meaning is the same. As an example, in LTE the LAC was
renamed Tracking Area Code (TAC) but it still identifies a group of geographically
related cells.
Logical and physical parameters may change according to different rules, as they
each have a distinct meaning. The four cell identifiers (MCC, MNC, LAC, CI) define
the Cell Global Identity (CGI) which, as the name suggests, can be used to identify
a single cell worldwide at a given time. Unlike logical parameters, physical param-
eters are used to locally distinguish a cell from its neighbours, as the uniqueness of
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the pair (BSIC, ARFCN) is guaranteed just in its surroundings. Since network opera-
tors must prevent a device from observing two distinct cells with the same physical
parameters and the range of BSIC values is small, changing the physical parame-
ters require a careful planning by the network operator and an accurate study of the
coverage of the signal.
A change that often occurs in a cellular network is a modification of the identifiers
of a cell (cell reconfiguration). We call such a process cell renaming. An example is
the change of the LAC involving a group of cells: the LAC of all cells in the group
is set to a new value, while the other parameters remain unchanged. Cell renaming
has both a spatial and a temporal component, and both of them must be taken into
account to properly model the network evolution. From a spatial point of view,
we observe that while the cell parameters change, the base station remains at the
same place. Hence, it is likely that we would observe the cell in the same places
as before, as its coverage, computed by a convex hull, is basically not affected by
the renaming (if the frequency band remains the same). In Figure 4.1, we report
a situation found in our dataset where the coverage of a GSM cell remained the
same after some of its identifiers changed. We have found a similar behaviour in
LTE networks. From a temporal perspective, it necessarily holds that, in case of
renaming, the first observation of a new cell takes place when the old one is not
visible anymore. If we define the lifetime of a cell as the time elapsed between the
first and the last available observation, we can say that the lifetime of the old cell
must precede the lifetime of the new one.
In fingerprint positioning systems, a cell is usually identified by a subset of its logical
and physical parameters, e.g., LAC and CI [13] (i.e. the CGI), or CI, BSIC, and AR-
FCN [6]. In order to improve the robustness of the system against network changes,
one can pair larger sets of logical and physical parameters.
In principle, there can be other network reconfigurations, e.g., base station reloca-
tions that assign to a cell the same logical identifiers that were previously assigned
to a cell at another location. In most cases, however, by pairing logical and physi-
cal parameters we can distinguish the two cells. This is actually the case with the
considered dataset, and thus we did not take into account such a class of network
changes.
4.1.2 TA and base station localization regions
The location region of base stations can be used in several ways to improve the es-
timation of device positions, and it is essential to detect and to manage network
changes. Unfortunately, locations of base stations are not usually known and even
when information about base station sites is available (environmental agencies can
publish these locations) they do not contain information useful for our purposes
such as the logical identifiers or the number of sectors. In the following, we will
show how to exploit TA measurements, collected with the fingerprints, to estimate
the localization regions of base stations.
In GSM, TA is an integer value which ranges from 0 to 63, each step corresponding to
approximately 550 meters [7]. Because of reflection and multi-path effects, especially
in urban contexts, TA can overestimate the distance from the device to the connected
base station. Thus, it cannot be considered an exact measure of such a distance.
Nevertheless, it provides a useful upper bound. While in UMTS the TA parameter
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FIGURE 4.1: Coverage and locations of the observations of a cell be-
fore (orange) and after (red) the renaming.
was removed, it was reintroduced in LTE with improved range (from 0 to 1,282) and
precision (78 meters).
Given the point associated with a fingerprint, TA can be used to compute, from that
point, a circular region in which the base station of the serving cell is expected to
reside. As mentioned, due to multipath and reflection effects, TA can be an overes-
timation of the actual distance from the device to the base station and that prevents
us from using a restricted ring rather than the whole disk. However, the estima-
tion of the position of the base station can be further refined by collecting multiple
observations of the same cell and intersecting the computed regions, as shown in
Figure 4.2. Whenever the number of distinct observations for the same cell is large
enough, even considering TA as an upper bound, this process typically leads to a
small region in which the base station is likely to be contained.
4.2 Integration of the proposed techniques
In this section, we describe the new techniques we propose and we show how to
integrate them into a fingerprint positioning system (see Figure 4.3). The core of the
extended system is the fingerprint database containing all the observations collected
from the devices over time. For each cell, the system maintains the values of its
identifying parameters, its coverage, and the estimated base station region, as shown
in the previous section.
Unlike other existing fingerprint positioning systems, there is not a clear separa-
tion between on-line and off-line phases, as the database is continuously updated
with upcoming fingerprints sent by the devices on the field. A device can send a
fingerprint in order to obtain a position estimation from the system or, if it knows
its position (usually via GPS), it can submit both the fingerprint and its position to
enrich the database, thus improving future position estimations in a crowd-sourced
4.2. Integration of the proposed techniques 45
FIGURE 4.2: An estimation of the base station localization region as
the intersection of the regions associated with multiple TA measure-
ments.
scenario. This happens, for instance, when position estimation is used to assist the
GNSS module with its first fix. The cell merging and inconsistent measurement
detection processes, described in the following section, run periodically in the back-
ground updating the database, as cell merging and filtering are conceptually inde-
pendent processes. In such a way, they do not slow down the position estimation
process, but they allow it to benefit from their work as soon as possible. The only
performance concern is the candidate filter since it is run on each position estima-
tion. However, as we are going to show in a later section, it has a limited impact on
the performance of the system.
4.2.1 Cell merging
The cell merging process operates on a periodic basis: once a certain number of new
GPS-tagged observations are submitted to the system, the system runs a background
process to detect possible occurrences of cell renaming. To this end, it searches for
pairs of cells whose observations are spatially and temporally related in a suitable
way. A summary of the constraints that two cells must satisfy in order to be merged
is set out in Table 4.1.
First of all, to conclude that two cells are actually the same cell, modulo cell renam-
ing, we have to check that (i) the two cells belong to the same network operator, (ii)
they use the same frequency band, and (iii) they differ in the value of at most three
parameters (see the list of cell identifiers in Section 4.1). Moreover, (iv) to reduce
the probability of a wrong merging, we exclude pairs of cells that have not been
observed for a certain amount of times over a few days.
As far as spatial information is concerned, if both cells appear as serving cells in the
database (TA is computed only for serving cells), we require the intersection of the
corresponding base station localization regions to be not empty, meaning that the



















FIGURE 4.3: Architecture of a fingerprint positioning system. Thick
borders identify modules which are based on the proposed tech-
niques.
TABLE 4.1: Constraints to be satisfied in order to merge two cells





same frequency band similar coverages
small gap
between them
at most 3 different
(values of) parameters
merged coverage
radius below 35 km
a large enough number
of observations
two regions are compatible. In addition, we require the distance between the cen-
troids of the two regions to be at most 2 km. In case one or both regions are missing,
as a fall-back we replace the centroid(s) by the GPS position(s) of the observation(s)
with the strongest signal strength(s) [71]. The 2 km threshold comes from an experi-
mental assessment: it turned out to be good with respect to the precision of the base
station location estimation. In general, we adopted a conservative point of view: we
prefer to leave the database unaltered rather than updated with an incorrect merg-
ing. Finally, we require the intersection of the coverages of the two cells to be at least
half of the smallest coverage of the two, i.e., they must cover mostly the same region,
and the radius of their union must be lower than the maximum allowed, which in
case of GSM cells is 35 km (100 km for LTE).
As for temporal information, we require the lifetimes of the two cells to be disjoint.
Moreover, we constrain the observation not to be too separated in time: even though
their distance actually depends on the frequency of contributions and the number of
devices present in a certain area, it is reasonable to bound the delay between the time
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at which a cell has disappeared and the time at which the renamed one has been first
observed.
One may wonder whether two sectors that share the same cell tower can be erro-
neously recognized as an occurrence of a cell renaming. This misinterpretation is
avoided thanks to the temporal constraint on the lifetime and, to some extent, to
the spatial constraint on the coverages: two sectors obviously have compatible base
station regions, but their coverage is different and their lifetimes are not disjoint.
Once two cells are recognized as an instance of the cell renaming phenomenon, they
are considered as a single cell for matching purposes. As a matter of fact, a base
station can change its identifiers multiple times over a long enough period. In such
cases, all the merged cells are grouped together and treated as one single cell.
Finally, whenever the system receives a fingerprint from a device, it checks that none
of the cells in the fingerprint correspond to a previously renamed cell. If that was the
case, it would mean that the renaming was incorrectly detected (the old identifiers
are still visible), and the system reacts by undoing the cell merging.
4.2.2 Fingerprint filtering
Fingerprint systems estimate the position of a device by comparing the incoming
fingerprint with those stored in the database. Fingerprints contain both the serving
cell and the neighbouring cells detected by the device at a certain instant.
To improve the overall accuracy of the matching process, a filter is applied to the
fingerprints to exclude those that are deemed unnecessary for the current position
estimation. It consists of a spatial filter that excludes all the fingerprints collected
over a certain distance (computed on the basis of the current input TA) from the base
station localization region of the current serving cell. If the estimation region of the
base station (determined as illustrated in Section 4.1) is reasonably small, we can use
the distance from the centroid of the region; otherwise, the distance is conservatively
computed from its boundary. In Figure 4.4, we give an example where the filter
retains only 150 of the 593 fingerprints relevant to that position estimation. The
reported TA is 6 and thus the filter excludes all the candidates farther than 3 km
(plus some tolerance) from the centroid of the base station region.
As already pointed out, TA can be considered as an upper bound of the distance
between the base station and the device (see Section 4.1). As a consequence, the
filter excludes only those fingerprints over the distance currently reported by TA,
but it does not exclude those which are at a smaller distance.
4.2.3 Detection of inconsistent measurements
We described the use of TA of the serving cell to estimate the region where the base
station resides. TA can also be used to check the consistency of the observations.
Inconsistencies may arise either as a result of changes in the network or because of
movement by high-speed devices combined with a delay in the acquisition of the
fingerprint, leading to an offset in the reported location. In order to compute the
base station localization region, a round area is associated with each new observa-
tion, centred on the position at which it was collected and with radius given by TA.
Then, such an area is intersected with the previous ones from the same serving cell.
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FIGURE 4.4: Example of TA filter (in light blue) over all the possible
candidates (in orange). The filter retains the candidates within the
distance (reported from TA) from the centroid (in white) of the base
station estimation region (in red).
In most cases, all the areas intersect in a single region, and thus the number of inter-
sections is linear in the number of observations. In a few cases, it may happen that
a new area intersects only a subset of the previous ones, forcing us to introduce new
intersection regions for the same serving cell. However, these additional regions are
generally due to a small number of inconsistent measurements. If they represent a
small minority of measurements, say, 5% or less, the system isolates them and marks
them as inconsistent, removing at the same time the additional regions. While they
remain physically stored in the database, they will be ignored by all the future com-
putations. An example is illustrated in Figure 4.5.
FIGURE 4.5: An example of inconsistent observation (in red), that has
an empty intersection with theother observations of the same cell (in
green).
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4.3 Performance evaluation
We tested the proposed techniques on a dataset consisting of 785,000 GSM observa-
tions distributed over a wide area (1,800,000 km2), sparsely collected by about 3000
devices (with different characteristics) over 2 years. Each observation comes from a
single measurement, as the devices were often moving. It contains the observed cells
(fingerprint) with their signal strength, the serving cell TA, and the GPS position. We
focused on GSM networks because there were not enough LTE observations over a
long enough period, while those from UMTS would have restricted our analysis
since they lack TA. The choice of considering a large area over an extended period is
crucial in the detection of network changes.
To evaluate the techniques proposed in this chapter we implemented a test system
in PL/pgSQL using the PostgreSQL database with the PostGIS spatial extension.
Whenever possible, the system makes use of the geography data type to get the most
accurate measure of the distances involved. To simulate the behaviour of a running
positioning system with a database of fingerprints growing over time, we inserted
the observations in the system following the acquisition order and we generated a
position estimation for each of them. Periodically (every 5000 observations), the cell
merging and inconsistency detection processes were run. After processing the entire
dataset, a few measurements in the dataset (less than 1%) of measurements were
found to be inconsistent and excluded from the subsequent computations.
When a fingerprint was inserted with its GPS position, we used TA to compute the
radius of an area where we expected to find the base station of the serving cell. We
found that for about 91% of the cells all the observations of the same cell intersected
in a single area, meaning that the method is quite reliable. In cases where the inter-
section was empty, we did not provide the base station localization region.
In the following, we report the outcomes of our experimentation. In particular, we
focus on the network changes that were detected by the system and show how their
processing, together with the TA-based filtering, affected the dataset used for the
position estimation. We do not consider here positioning errors, as the position es-
timation itself is strictly dependent on the way fingerprints are used to compute a
position, like the K-nearest neighbours method, or in conjunction with propagation
models and other sensors [38]. Instead, we show how we improved the pool of can-
didate fingerprints relevant to the current position estimation, independently of the
specific algorithm used for computing the position. Stored fingerprints are consid-
ered candidates if they are similar enough to the current input fingerprint, meaning
they have at most p additional cells not appearing in the input observation and vice
versa (we use p = 2). This rough filtering is to reduce the number of candidate
fingerprints for every position estimation.
4.3.1 The effects of cell merging
Over the 2-year period we considered, we found 198 instances of cells that have
changed one or more of their identifiers. Table 4.2 shows the number of cell changes.
In most cases, it was the network area naming (LAC) that varied (a change in the
LAC, at a single time of deployment, potentially affects a large number of cells in
the database). When a cell is found to be a renaming of another, the two cells are
merged. Such a merging can actually improve position estimation by increasing the
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number of fingerprints available for each estimation: when two cells are merged,
they appear as the same cell during fingerprint matching.













We took the latest 65,000 observations of the dataset and computed the candidates
available for each position estimation, including their average and median distance
from the GPS ground truth. In 4344 of them at least a merged cell was involved.
In the following, we focus on these since they can be affected by network changes.
Table 4.3 shows that, on average, both distance measures are almost unchanged.
We can thus conclude that cell merging has a positive effect, because it increased
the average number of candidates available for each position estimation by 12.1%,
without increasing the dispersion of candidates away from the real position of the
device.







Without cell merging 767 2,023m 1,658m
With cell merging 860 2,031m 1,651m
Variation +12.1% +0.39% -0.45%
4.3.2 The effects of candidate filtering
The position estimation has been further improved by adding a filter that uses TA
measurements to remove candidates. As before, we took the latest 65,000 observa-
tions, and evaluated the influence of the candidate filter. The filter was applicable
in about 62% of cases, for which an estimation of the serving cell localization region
was available. The filter was shown to be reliable as the possibility that it incorrectly
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removes all the candidates is rare, as it happened in just about 0.0003% of all the es-
timations. The filter is working correctly because on almost every occasion (99.5%)
the GPS position of the fingerprint was inside the range. On average, the filter re-
moves 12% of the candidates. This speeds up the estimation process by ignoring a
significant number of (unnecessary) candidates in the matching phase.
As before, each time the pool of candidates was computed we also measured the
average and median distance to the reported GPS position. As shown in Table 4.4,
the application of the filter has a strong positive effect, by reducing the dispersion of
the candidates on average. Moreover, the overhead of the filter is limited, in fact we
measured a speed-up of 24% in average, meaning that filtering candidates is faster
than returning them into the results, even though we are not actually processing
them to produce a position estimation in the test implementation. The impact on the
performance of the system can be explained due to a proper utilization of database
spatial filters in the implementation.







Without filter 685 1,857m 1,396m
With filter 589 912m 815m




Positioning using decision tree
ensembles
One of the crucial features of fingerprint positioning systems is the method em-
ployed to obtain a position estimation by comparing and matching the fingerprint
submitted by a device with those stored in the database. In this chapter, we show
that machine learning techniques can be profitably employed to evaluate the dis-
tance between fingerprints in these systems. Machine learning techniques have al-
ready been successfully applied for the purpose of numeric prediction (scoring) in
a variety of domains, ranging from education [58] to health-care [69] and economy
[47]. Among the various techniques, decision trees and support vector machines
(SVMs) are popular methods for many predictive tasks. In the following, we prove
that both decision tree and SVM approaches can be valid alternatives to existing
solutions for position estimation. Moreover, compared to SVMs, decision tree en-
sembles exhibit a better accuracy and performance.
To start with, we contrast several state-of-the-art fingerprint comparison functions
from the literature over a collection of heterogeneous datasets. The outcome of such
a comparative analysis is that, somewhat surprisingly, the Euclidean distance ap-
proach still performs the best among them. Then, we devise a novel comparison
function, that combines these methods with machine learning techniques, and we
show that it provides consistently better positioning performances than classic ap-
proaches. Moreover, unlike the other comparison functions we analyse in this work,
such a solution provides a measure of the uncertainty of the position estimation.
We develop and compare two alternative implementations of the machine learning
approach, respectively based on decision tree ensembles and SVMs.
As a matter of fact, some data mining techniques, such as decision trees and Ran-
dom Forest, have been already used in positioning-related applications in the past.
In [35] and [59], Random Tree and Random Forest classifiers were used for position-
ing using Wi-Fi fingerprinting in indoor contexts. In [9], several machine learning
approaches for indoor fingerprinting localization were compared, and the authors
concluded that decision trees were among the best available methods.
In all these contributions, however, the input of the machine learning models was
made by the received signal strength of the Wi-Fi access points. This is one of the
main differences with our work, where we use attributes that describe the differ-
ences between fingerprints instead of the raw signal strengths. This approach is
scalable and independent of the number of beacons.
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An approach more similar to the one proposed in this chapter, which makes use of
features based on difference between fingerprints, was proposed in [65]. However,
there are significant differences in the kind of data used, since they consider GSM
traces and, in the scope of the work, logistic regression models were used for mobil-
ity detection and not for positioning.
The chapter is organised as follows. In Section 5.1, we give some background knowl-
edge. First, we introduce fingerprint positioning systems, with a special attention to
the metric they adapt to measure the distance between fingerprints (Subsection 5.1.1);
then, we provide some basic notions about decision tree ensembles and SVMs (Sub-
section 5.1.2). In Section 5.2, we describe the used datasets as well as the new fin-
gerprint comparison method. Finally, in Section 5.3, we report the outcomes of an
extensive experimental evaluation of the described techniques on various, heteroge-
neous datasets.
5.1 Background
In this section, we provide some background knowledge on fingerprint positioning
systems and the machine learning algorithms we are going to exploit for location
estimation.
5.1.1 Fingerprint comparison metrics
Let us introduce the main metrics and features commonly used in fingerprint po-
sitioning systems. While they can be applied in various contexts and with several
wireless technologies, in this work we focus on cellular network signals obtained in
an outdoor setting.
In cellular systems, fingerprints commonly include the received signal strength of
the cells observed by the device, and they allow one to distinguish between the serv-
ing cell, which is the one the device is currently connected to, and the other cells,
which are referred to as neighbours. As discussed in Chapter 4, serving cells in GSM
and LTE networks have an additional parameter, called Timing Advance (TA), which
can be exploited to enrich the fingerprint with a discrete measure of the distance be-
tween the base station of the cell and the device. Structurally, a fingerprint can be
viewed as an array of arrays, where the outer one represents the list of observed cells
(the serving cell and its neighbours), and each inner array provides detailed infor-
mation about a cell like the network operator, the Cell-ID, and the signal strength.
In the literature, several functions for assessing the similarity between fingerprints
have been defined. In this work, we make an evaluation of the performance of the
metrics proposed in the literature for both Wi-Fi and cellular fingerprinting, namely,
Euclidean distance, Spearman correlation, hyperbolic fingerprinting, relative RSS-
based fingerprinting and Mahalanobis distance.
Euclidean Distance. Euclidean Distance is the earliest defined and most commonly
used metric in fingerprint positioning systems [3]. Formally, it measures the Eu-
clidean distance between the fingerprints in an n-dimensional space, where n is the
number of different beacons, such as cells or access points. The coordinates of the
5.1. Background 55
points correspond to the signal strengths. Conceptually, the computed value evalu-
ates how similar signal measurements are to each other: the smaller the Euclidean
distance between two measurements is, the more similar they are. The formula is
shown in Eq. 5.1, where ssk,i is the signal strength of the k-th beacon in the i-th fin-
gerprint fi:





(ssi,1 − ssi,2)2 (5.1)
The formula can be applied straightforwardly on the cells appearing in both fin-
gerprints, while for the others a penalty term is usually added. In this work, cells
which are not in common between the two fingerprints are considered to have sig-
nal strength, expressed in terms of measured signal level [1], equal to zero, a if their
signals were too weak to be received.
Spearman Correlation. Spearman Correlation [81] measures the similarity between
two ordered sets of values by looking at their rank, rather than their absolute values
(as it happens with the more common Pearson correlation). Such an approach can
be understood as follows. Consider two devices placed at the same position. For
some reason, such as, for instance, the different gain of their antennas, they might
record slightly different signal measurements originating from the same beacons.
Still, such beacons should be similarly ranked by the two devices. The formula is
shown in Eq. 5.2, where rg fi are the signal strengths of the i-th fingerprint converted
to their rank:
ρ( f1, f2) =
cov(rg f1 , rg f2)
σrg f1 σrg f2
(5.2)
Hyperbolic Fingerprinting. Hyperbolic Fingerprinting measures the differences in
signal strength ratios between pairs of beacons. Such a measure can be interpreted
as follows: even if the signal itself tends to fluctuate, and different devices typically
have different receiving capabilities, the ratios between the received signals should
be stable. The method was proposed in [39] for Wi-Fi fingerprinting, where the
problem is exacerbated by the lack of a standard metric for reporting the strength of
the signal. After computing all the ratios in each fingerprint, the difference between
them is evaluated as in the Euclidean distance formula (Eqs. 5.3 and 5.4):










(r(ssi,1, ssj,1)− r(ssi,2, ssj,2))2 (5.4)
Relative RSS-based Fingerprinting. Relative RSS-based Fingerprinting [45] can be
viewed as a simplified version of Hyperbolic fingerprinting: instead of looking at
signal strengths ratios, only the relative order (greater, less, equal) between the signal
strength pairs is checked. Then, the similarity between two fingerprints is given by
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the ratio of the number of matching pairs over the total number of pairs. It is obvious
that, since the number of observable cells at a given time instant is limited (usually
up to seven cells), in practice there is just a fixed number of possible ratios.
Mahalanobis Distance Mahalanobis Distance was introduced in 1936 as a measure
of the distance between a point P and a distribution D [44]. As a matter of fact, it
can be alternatively defined as a dissimilarity measure between two random vectors
x⃗ and y⃗ drawn from the same distribution, with covariance matrix S:
d(x⃗, y⃗) =
√
(x⃗ − y⃗)TS−1(x⃗ − y⃗). (5.5)
As shown by Equation 5.5, Mahalanobis Distance can be viewed as a generalization
of Euclidean Distance and, indeed, when S is the identity matrix, it reduces exactly
to the latter. A particular case, which we consider in this study, is when S is diag-
onal, with the single non-zero element si corresponding to the standard deviation
calculated over the i − th data dimension. In such a setting, the resulting measure is







Intuitively, Mahalanobis Distance somehow takes into account information about
data distribution, and this may provide an advantage over the classic Euclidean Dis-
tance.
The above metrics were chosen since all of them, with the exception of the first one,
try to cope with two basic problems: (i) the natural fluctuation of the signal strengths
and (ii) the different receiving capabilities of the devices. As for the former, it is
well-known that, even if placed at the same position, a device may receive different
signals over time, as they are affected by various environmental factors. The latter
refers to the fact that the types of mobile devices that are used for creating radio maps
in the training phase may be different from the ones that are used in the positioning
phase.
5.1.2 Machine learning algorithms
Data mining can be defined as the process of analysing huge quantities of data in or-
der to extract meaningful patterns, which were previously unknown, or only merely
presumed. Such regularities can then be used to increase one’s knowledge about a
specific domain, or may be exploited to derive rules, for the purpose of automatic
classification or prediction [77]. Patterns are typically captured by models, which
are inferred from the data by means of a suitable machine learning algorithm.
In this chapter, we focus on the problem of regression, which is a form of supervised
learning. The algorithm is given a set of training examples, each one characterised
by a set of predictor attributes and a numerical label. The resulting model encodes a
mapping between the predictors and the label, and can be used to assign a value to
instances for which the value of the label is unknown.
Decision Tree Ensembles The first machine learning approach that we pursued is
based on decision trees, which are a popular method for many supervised machine
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learning tasks, owing their success mainly to their efficiency, during both the learn-
ing and the prediction phases, as well as to their intuitive interpretability. However,
a drawback of decision trees is that they are usually less accurate in their predictions
than other methodologies and have a tendency to overfit training data [29]. A pos-
sible way to improve their accuracy, at the expense of a loss in the interpretability
of the model and of a higher complexity in the training and prediction phases, is to
build a set of different trees (ensemble), and then combine the single predictions in
order to output the final result. Various methodologies can be used to build such an
ensemble; one of the most famous is bootstrap aggregating, or bagging.
Consider a labelled dataset D, made by n instances, and a decision tree learning al-
gorithm L. As noted before, decision tree learning algorithms have the characteristic
of being unstable, meaning that little changes in the input may produce very differ-
ent trees as output. In order to train an ensemble of k tree models, bagging exploits
such an instability in the following way: for i = 1, . . . k, a dataset Di is generated
by randomly drawing |D| instances from D with replacement (that is, the same in-
stance may occur multiple times in Di). Then, algorithm L is applied on each of the
datasets, with the result of obtaining k different trees. In the prediction phase, the
single tree outcomes are simply combined by voting (in a classification setting) or
averaging (in case of regression).
Let k be the number of trees to generate in the ensemble. In the learning phase, the
WEKA’s implementation [77] of Random Forest (RF) algorithm [10] operates as fol-
lows: as in bagging, the dataset is repeatedly sampled with replacement for k times,
obtaining k different datasets having the same cardinality as the original one. Then, a
so-called random tree is built from each dataset, according to the traditional recursive
Top Down Induction of Decision Trees (TDIDT) approach: starting from the root, at each
node the algorithm randomly determines a (sub)set of the predictor attributes, from
which it then chooses the one (categorical or numeric) that most effectively splits the
set of samples into subsets, with respect to the class labels. The reason for consid-
ering only a subset of all attributes at each split is the correlation of the trees in an
ordinary bagging approach: if one or a few attributes are very strong predictors for
the response variable, these features will be selected in many of the trees in the en-
semble, thus preventing one from achieving a high degree of variability among the
models. In the regression setting, the choice of the best splitting attribute is made ac-
cording to a numeric variance criterion: the attribute that maximizes the difference
between the variance of the original node (calculated over the labels), and the sum of
the variances of the child nodes is chosen. The splitting process continues until a pre-
defined stopping condition is met, such as a constraint on the minimum number of
instances in a node, a minimum reduction in variance, or when the tree has reached
its maximum allowed height. In such cases, the corresponding node becomes a leaf
of the tree, predicting the average label value of the training instances that belong
to it. Observe that, differently than other decision tree learning algorithms, random
trees do not perform any kind of pruning. Finally, the overall prediction of the forest
is given by averaging the single tree predictions. Empirically, the RF algorithm has
proven to be capable of obtaining very good performances in terms of prediction
accuracy in many application domains [77].
Support Vector Machines The other machine learning approach that we are going
to pursue is based on Support Vector Machines (SVMs).
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A support vector machine is a supervised learning model and learning algorithm
that can be used both for classification and regression analysis tasks, originally in-
troduced in [8]. SVMs have been employed in several domains, ranging from text
classification [28], to protein function prediction [63] and image classification [12],
with a remarkably good performance.
Let us focus on a binary classification problem, where each instance is characterised
by n features, and a class label. We may represent each of the instances as a point in
an n-dimensional space. Then, a support vector machine tries to find the so-called
maximal margin hyper-plane, i.e., the one maximizing the distance between itself and
the closest instances of the two classes, thus, intuitively, maximizing the classifica-
tion accuracy. Specifically, the hyper-plane is defined in terms of a set of support
vectors, i.e., the coordinates of the instances which are closest to it.
Of course, for such a hyper-plane to exist, the instances must be linearly separable,
which is unlikely to happen in many real-world problems. A first solution to deal
with non-linearly separable instances is the soft margin strategy, by which the algo-
rithm allows some of the instances to be misclassified by the model: a cost parameter
may be used to tune the misclassification penalty.
Also, SVMs may rely on the so-called kernel trick: instead of solving the classifica-
tion problem in the original feature space, they may solve it in a (typically higher-
dimensional) space in which the instances become linearly separable. Then, the so-
lution is transformed back in the original space. The new space is defined in terms
of a kernel function, which maps the instances to their new representations, e.g., mul-
tiplying features between them. The trick lies on the fact that SVMs use such a new
space without explicitly calculating it: only the inner product of vectors in the new
coordinate space is needed, and it can be calculated in terms of the original space
through a suitable function. Some common kernels include the linear, the polyno-
mial, and the Gaussian radial basis function.
SVMs have also been extended to deal with multi-class classification (see, for exam-
ple, [32]) and regression tasks [4].
5.2 Materials and methods
In this section, we introduce the framework within which the various metrics for fin-
gerprint positioning systems have been experimented and compared. In particular,
we describe the employed datasets and tools.
5.2.1 Datasets
The performances of the various methods for comparing fingerprints have been
evaluated using four real-world datasets of GSM cellular fingerprints paired with
a GPS position. Each dataset was obtained in a different setting, and it is identified
by a letter from A to D.
Datasets A, B and C are provided by an external party and contain fingerprints origi-
nated from different kinds of cellular devices over an extended period. In particular,
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FIGURE 5.1: Dataset D observations over the historical centre of
Udine, Italy. Map Data c⃝ OpenStreetMap contributors, CC BY-SA.
fingerprints in these datasets have been sparsely collected over large areas of differ-
ent locations. The dataset D was collected by the author by wardriving on foot and
by bike over several days in the historical centre of the city of Udine, Italy.
A graphical representation of the observations contained in Dataset D, plotted over
the test area, is shown in Figure 5.1. They were collected by a Sony Xperia Z3 Com-
pact phone using an Android application developed for the purpose. Note that, be-
cause of API limitations, the observations in dataset D, differently from the others,
do not contain the TA attribute.
The main characteristics of the datasets are summarised in Table 5.1.
TABLE 5.1: Characteristics of the datasets used in the experiment.




Poland Taiwan Udine (Italy)
Kind of
Environment
Mixed Mixed Mixed Urban
Number of
Fingerprints
4,330,382 265,276 324,755 4,802
The density of the collected fingerprints varies across the different datasets, and
measuring its exact value is not trivial since it can considerably change also moving
from one area to another of the same dataset. As for the process of position estima-
tion, instead of directly measuring such a density by the number of fingerprints in a
certain area, it turns out to be more significant to consider the distribution of similar
fingerprints.
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FIGURE 5.2: Cumulative plot of the average distance between a fin-
gerprint and its similar neighbours.
A fingerprint is considered similar enough to the reference fingerprint if it has at
most p different cells with respect to it (we use p = 2). This rough filtering re-
duces the number of candidate fingerprints for every position estimation, and it has
been applied also in the rest of the chapter. Figure 5.2 shows the cumulative plot of
the average distance from a fingerprint and the surrounding ones which are similar
enough to be used for the position estimation. It represents a measure of the density
of the fingerprints from the point of view of their usefulness for position estimation.
A high value means that similar fingerprints are close to each other, and this makes
it easier to discriminate between different locations and thus to obtain good position
estimations. Figure 5.3 reports information about the standard deviation, showing
the regularity of the previous value across the entire dataset.
Putting together information about the density of the fingerprints, as emerging from
Figure 5.2, and information about their consistency, as represented in Figure 5.3, it is
possible to characterise the four datasets in the following way: datasets A and B have
a low density of fingerprints, typically spread over a large area, while datasets C and
D have a considerably higher concentration of observations, and this is especially
true for dataset D, which was collected in a small urban area. Also, the sharp rise
in the plot for dataset D seems to suggest that the observations were collected more
uniformly than in the other datasets.
Since the training phase of the machine learning models is memory intensive, two
random subsets are extracted from each dataset by varying the initial seed. The first
one has been used for training, while the latter has been kept aside for the evaluation
process. In both subsets, each fingerprint is paired with others as explained in the
next section. The same test subset is also used for the evaluation of positioning
methods that do not require training, like the Euclidean one. The percentage of data
assigned to each dataset is shown in Table 5.2. Since for the dataset D we use a large
percentage of the whole dataset, we make sure that the same pair of fingerprints
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FIGURE 5.3: Cumulative plot of the standard deviation of the distance
between a fingerprint and its similar neighbours.
does not appear in both the training and the evaluation subset.
TABLE 5.2: Size of training and evaluation subsets
Dataset A B C D
Training 0.05% 4% 4% 30%
Evaluation 0.05% 4% 4% 30%
Training pairs 146,308 257,500 313,279 96,302
Evaluation pairs 2,101,762 553,567 1,449,187 222,402
5.2.2 A novel fingerprint comparison method: model training
In this section, we illustrate the distinctive features of the fingerprint comparison
method based on machine learning that we propose.
A machine learning model, whether a Random Forest or a Support Vector Machine,
needs to be trained before its actual use. In previous contributions [9, 35, 59], ma-
chine learning models have been trained using the signal strength of each beacon as
predictors, while the output of the model is the estimated position, usually one of
the training points. Such an approach may be appropriate for indoor environments,
where the number of beacons (usually Wi-Fi access points) is low and mostly fixed,
but it does not scale in an outdoor setting, where there can be thousands of cells.
Here we follow a different approach. Models are trained on a set of instances, each
obtained from pairs of fingerprints. The features describe the similarity between the
two considered fingerprints, such as the number of common cells and their average
signal strength difference. The output of the model is the estimated distance between
the locations in which the two fingerprints were collected. It is worth pointing out
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that having a numeric distance, instead of a position, as output has the advantage of
providing also a measure of the accuracy of position estimation.
For each dataset, the training instances are selected by taking a subset of the fin-
gerprints, and then pairing them with all the other fingerprints (also outside the
generated subset) having at most two different cells. Such a process is similar to the
process of the position estimation, in which an input fingerprint is compared to all
the similar fingerprints stored in the database to find the best match. In order to
limit the size of the training set, and thus the computational burden of the learning
phase, each starting fingerprint is matched only with the first hundred ones which
are the closest geographically.
Such an approach was satisfactory for all datasets but dataset C. In dataset C, in-
deed, fingerprints are very dense, and the proposed approach was not sufficient as
it left out fingerprints taken at larger distances. Thus, for this dataset, the training
instances were chosen in such a way that they included also a certain number of
farther observations. The rationale is that, although the classifier should be trained
to discriminate especially between closely collected fingerprints (as this is the most
difficult situation), the training set must include also fingerprints which are barely
related in order to learn how to discern them.
Compared to the classic distance metrics, the machine learning approach allows one
to consider features which are not necessarily derived from the signal strength, like,
for instance, the Timing Advance, or that describe the characteristics of the device.
This turns out to be particularly convenient, because fingerprints collected from the
same device model, or even from the same device, are more correlated to each other.
For each pair of fingerprints in the training set, a number of predictor attributes are
generated to describe their differences:
• same device, indicating whether the devices that collected the two fingerprints
are exactly the same or not;
• same device model, indicating whether the devices that collected the two fin-
gerprints belong to the same model or not;
• same serving cell, indicating whether the devices that collected the two finger-
prints had the same serving cell or not;
• serving cell signal strength difference, which takes a proper value if the devices
had the same serving cell;
• Timing Advance difference, which takes a proper value only for the GSM case,
and only if the devices had the same serving cell;
• number of common cells between the two fingerprints, expressed as an abso-
lute value;
• number of common cells between the two fingerprints, expressed as a fraction
of the total number of cells;
• number of cells that are not in common between the two fingerprints, ex-
pressed as an absolute value;
• number of cells that are not in common between the two fingerprints, ex-
pressed as a fraction of the total number of cells;
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• average difference in signal strength over the common cells;
• average difference in signal strength over the cells that are not in common;
• average signal strength of the serving cells, if they are not the same but are still
observed in the other fingerprint among the neighbour cells;
• average signal strength of the serving cells, if they are not the same and each
one is not observed in the other fingerprint;
• Euclidean Distance value, as calculated between the two fingerprints;
• Spearman Correlation value, as calculated between the two fingerprints;
• Hyperbolic Fingerprinting value, as calculated between the two fingerprints;
• Relative RSS-based Fingerprinting value, as calculated between the two fin-
gerprints.
Observe that we did not include Mahalanobis Distance as a feature. The reason
behind the choice is that such metric is a just a slight modification of Euclidean Dis-
tance. Moreover, as shown in Section 5.3, Mahalanobis seems to have, in this context,
lower performances than Euclidean.
The numeric label for the regression model is given by the actual distance between
the points where the two fingerprints were collected.
Once the training set generation had been completed, a wrapper-based Attribute Se-
lection has been carried out by making use of the methods available in Weka [77],
and exploiting RF as the base classifier. As a matter of fact, after the application
of the selection phase on data taken from the different datasets, it turned out that
no predictors have been eliminated via this process, meaning that, potentially, all of
them might influence the final prediction. Indeed, it was found that the removal of
a single attribute reduced the prediction performance of the ensemble.
5.2.3 A novel fingerprint comparison method: position estimation
The evaluation was carried out by randomly selecting a subset of fingerprints from
each dataset, and by comparing them to the remaining ones by means of the different
metrics. This is the same process as the one used in a fingerprint positioning system
to estimate the position of a device given an input fingerprint.
The position estimation was done by the (single) Nearest Neighbour method, as
we empirically observed that taking more than one candidate did not improve the
positioning performance, the most likely reason for it being that in sparse datasets
the neighbours could be far from each other. In the presence of multiple fingerprints
with the same scoring, their estimation was averaged.
As far as Euclidean and Hyperbolic distances are concerned, the best fingerprint is
the one with the smallest score, while for Spearman and Relative scoring the best
fingerprint is the one with the highest value. Machine learning models have been
trained to return a numeric distance, and thus the best fingerprint corresponds to
the one with the smallest predicted value.
The WEKA toolset provided the implementations of the machine learning algo-
rithms used in this work, i.e., Random Forest and Support Vector Machines. The
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hyper-parameters of both have been tuned by means of 5-fold cross-validation grid
search on training data, before the actual training of the models. For the case of RF,
we relied on the assumption that the algorithm should not be greatly affected by
tuning, and we have in fact verified that changing the hyperparameters from their
default values did not result in significant performance changes. So, most of them
were left at their default settings, except for numIterations, which was set to 60, and
breakTiesRandomly, which was set to True. For the case of SVM, we relied on an
epsilon-SVR model with a linear kernel (eps=0.001, loss=0.01 and cost=0.001). Specif-
ically, regarding the kernel choice, the tuning phase revealed that more complex
kernels were prone to overfitting, rather than taking considerably higher training
times.
The non-machine learning methods, described in Subsection 5.1.1, were implemented
in PL/pgSQL and executed on the PostgreSQL [25] database where the fingerprint
datasets reside.
5.3 Results
This section presents the results of the comparison of the different methods for com-
puting position estimations across several datasets.
5.3.1 Positioning performance
We evaluated the positioning accuracy of the different methods across the differ-
ent datasets. Table 5.3 reports the average and median error for each of them. It is
worth noticing that the average is always much higher than the median, meaning
that there is a certain number of observations with a high positioning error. In addi-
tion, the error has a high variance among the different datasets. Such a phenomenon
is probably due to the different characteristics of the datasets, especially regarding
the fingerprint density. Nevertheless, independently of the considered dataset, the
RF-based method provided a better position estimation than the one given by the
classical approaches. As for the SVM, it still produces an improvement over classic
comparison methods, although the overall performance tends to be generally worse
than RF.
An interesting outcome of the experimentation is that in most datasets the Euclidean
distance method performed better than the other methods discussed in Subsection 5.1.1.
This comes as a surprise since the latter ones were designed to surpass it, especially
in situations where the collection of the fingerprints was done by different devices,
as in most of the considered datasets. Such considerations apply also to Mahalanobis
Distance that, despite being quite similar to the Euclidean one, showed worse per-
formances when compared to it.
Relative scoring performed poorly in almost all datasets, most probably because, as
pointed out in Subsection 5.1.1, the number of possible values is limited, and thus it
does not provide a good way to discriminate between fingerprints.
In Figure 5.4, Figure 5.5, and Figure 5.7 we show the cumulative plot of the position-
ing error across the dataset A, B, and D, respectively. It is easy to observe that there
is a noticeable difference among the various methods and RF is significantly better
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TABLE 5.3: Average (and median) positioning error.

































































than all the others, followed by SVM (with the exception of dataset A, where SVM
achieved the best performance). Also, the Euclidean distance evaluation strategy
tends to perform the best among the classic ones.
As for dataset C, the improvement given by RF is less evident. As shown in Fig-
ure 5.6, the differences among the various methods is modest and it becomes more
difficult to discriminate the lines in the plot. Since the dataset C is the only one
exhibiting this behaviour, the most probable reason for such an outcome is in the en-
vironment, e.g., differences in the deployment of the cellular network. The high den-
sity of the fingerprints can be thought of a further explanation of the phenomenon;
however, it must be observed that dataset D, although having an even higher den-
sity, behaves in a quite different way.
Dataset D is the one with the lowest positioning error. This is due to the fact that
such a dataset consists of highly dense observations, collected in a single city centre.
Moreover, all the fingerprints were collected by the same device. As a result, there
is a strong correlation between the signals and the positions.
Unlike the other test cases, the observations in this dataset do not include the TA
attribute, which, in principle, could have further improved the estimation. However,
in this dataset the RF model is already approaching the error of a GPS receiver, and
thus it is difficult to expect any significant improvement.
In the cumulative plot shown in Figure 5.7, it can be easily noticed that the curves
raise sharply around the values of 10 and 20 meters. The reason is that the program
that collected the fingerprints on the phone while war-driving was set to record them
at approximately 10 meters of distance each other.
5.3.2 Performance analysis
In the previous section we showed that machine learning methods, especially the
one based on Random Forests, are capable of providing a more accurate position
estimation than classic ones. However, their complexity is higher and, in principle,
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FIGURE 5.4: Cumulative plot of the positioning error on Dataset A.
FIGURE 5.5: Cumulative plot of the positioning error on Dataset B.
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FIGURE 5.6: Cumulative plot of the positioning error on Dataset C.
FIGURE 5.7: Cumulative plot of the positioning error on Dataset D.
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this might result in an increase of the time required to produce a position estimation.
This is an important point since one of the advantages of fingerprint positioning
systems is that they are very fast compared to other methods like GPS.
To evaluate the position estimation times, we took a random set of 16,603 obser-
vations from Dataset A and paired them to the relevant others obtaining 463,829
pairs, in a manner similar to what a real positioning system would do. The data
was loaded in the database in a temporary table and then, in turn, the Euclidean dis-
tance function, the Random Forest, and the Support Vector Machine strategies were
applied to each pair. To be sure that only the time related to the work done by the
comparison function (excluding disk I/O) was measured, the data was pre-loaded in
the database RAM cache. We excluded from the evaluation the other classic methods
since, despite having a complexity comparable to the Euclidean one, they demon-
strated a lower accuracy.
The methods were all implemented as PostgreSQL functions using the C-language
interface to produce the fastest possible implementations. In the case of RF and SVM
methods, the implementations also include the generation of the features for the
models, listed in Subsection 5.2.2. In that regard, it is obvious that both SVM and RF
require strictly more time than classic approaches, though this is perfectly justified
by the fact that their feature set includes also the results of the classic scores.
Table 5.4 shows the average time it took to produce a single position estimation using
the various comparison methods. We also show the time to generate the features,
that is already included in the machine learning methods. The results show that RF
is slower than the Euclidean function by an order of magnitude; however, it is still an
increase of less than a millisecond on average, while the difference for SVM is much
higher. Moreover, the database took about 8 minutes to generate the pairs, meaning
that even if the work necessary for the Random Forest is higher than that for the
Euclidean method, it is still “swallowed up” by the cost of the database to retrieve
the relevant fingerprints at about 30ms per estimation. For the SVM method, this
is not the case, as an increase of about 18 milliseconds means a substantial increase.
Finally, the work required to compute the features seems to be marginal compared
to the actual work made by the machine learning methods, meaning that the high
number of features we are using is not slowing down the computation significantly.
TABLE 5.4: Performance evaluation of the different comparison meth-
ods.






As we have already observed, the models trained in this work are not used to di-
rectly obtain a position estimation, but to provide a measure of the distance from the
estimation itself. Such a distance gives a direct measure of the predicted uncertainty
around the position estimation. Ideally, this value should be as close to the actual
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one as possible, although a slight overestimation is still useful as an indication of the
uncertainty in the measure.
Since the approach based on the Random Forest tended to perform better and faster
than the SVM one, it is interesting to investigate the details about its predicted un-
certainty. Figure 5.8 shows the plot of the ratio between the predicted distance from
the Random Forest model and the actual distance between the position estimation
and the GPS fix. The vertical line intersecting the horizontal axis at 1 divides the plot
into two sides: on the left there are the estimations in which the distance was under-
estimated, and on the right those in which the distance was overestimated. As it can
be seen, for all datasets the curves follow a sigmoid shape, roughly centred on 1.
This means that the majority of the points have a predicted distance close to the real
one. Moreover, the fact that the curves are skewed to the right indicates that, when
in error, the models tend to overestimate the distance which, as already discussed,
is an acceptable behaviour.
Though the ratio gives us an intuition about the behaviour of the models, it is also
interesting to assess the extent of the actual error in the predicted distance. Figure 5.9
and Figure 5.10 show the distribution of the difference between the predicted and
actual distance, respectively, when the latter is underestimated and overestimated.
Looking at Figure 5.9, we may observe that datasets A, B, and C exhibit a similar be-
haviour, that is, only 20 % of the time the error in the uncertainty is over 100 meters.
The model trained on dataset D performs the best, with the error in the uncertainty
rarely surpassing 10 meters. This is somehow expected, since the overall positioning
errors in dataset D are lower than in the other datasets, as we have already shown.
Even though an overestimated uncertainty is less serious than an underestimated
one, Figure 5.10 shows that the value rarely differs significantly from the actual po-
sitioning error and this is especially true for datasets A and D.
Moreover, the machine learning methods can generally be tuned to favour one kind
of error a certain kind of error over the others. As already explained, in a regression
setting, like the that in this work, an overestimation of the error is to be preferred,
and we plan to systematically explore such a possibility in future work.
In summary, the possibility of having a direct uncertainty measure is a clear advan-
tage of the machine learning approach with respect to the classical methods, that
cannot easily provide a similar measure.
5.3.4 Cross-dataset model
In the previous results, a different model has been trained on each dataset, in order
to take into account the fact that the different sets of observations were obtained in
heterogeneous environments. It would be interesting, however, to establish if it is
possible to apply the same model to different datasets, possibly with a small loss in
accuracy.
The models trained on datasets B, C, and D were applied on dataset A to test how the
positioning error would change compared with the model trained on that dataset.
The results, both for RF and SVM, are shown in Table 5.5. It can be noticed that the
RF model trained on dataset B behaves on dataset A in a very similar way as the
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FIGURE 5.8: Cumulative plot of the ratio between predicted and ac-
tual positioning errors.
FIGURE 5.9: Cumulative plot of the difference between predicted and
actual positioning errors (when the error is underestimated).
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FIGURE 5.10: Cumulative plot of the difference between predicted
and actual positioning errors (when the error is overestimated).
FIGURE 5.11: Cumulative plot of positioning error when applying
the different trained RF models on Dataset A.
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TABLE 5.5: Average (and median) cross-dataset positioning error.




















FIGURE 5.12: Cumulative plot of positioning error when applying
the different trained SVM models on Dataset A.
‘native’ model, producing similar average and median positioning errors. Also, the
plot lines in Figure 5.11 are nearly identical.
The RF model originating from dataset D provides worse results, even if they are
still better than those provided by the Euclidean distance. The most likely reason for
the lower performance is that the dataset D has a subset of the attributes of dataset
A, and thus it cannot take benefit from all of them.
The RF model trained on dataset C showed the overall worst performance. This is
not entirely surprising since it was able to provide only a small improvement even
on its own dataset. In any case, this strengthens our hypothesis that dataset C has
some intrinsic characteristics that make it different from the other datasets.
Similar considerations apply to SVM results. As shown in Figure 5.12, the model
trained on dataset B exhibits a behaviour similar to the ‘native’ model, while the
models trained on dataset C and D show a worse performance.
Together with the results reported in the previous section, it is now possible to iden-
tify a fundamental pattern.
In datasets A, B, and D there was a clear benefit in using machine learning models
against classical methods, while in dataset C the improvement was modest.
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Moreover, the model trained on dataset B can work almost equally well on dataset
A, and this is true up to a certain point also for the model trained on dataset D
(especially for RF models).
These findings suggest that there are (model-independent) characteristics in the datasets
A and B that make them similar to each other, while dataset C is significantly differ-
ent, thus most probably requiring a different approach to obtain similar results.
In any case, a more thorough study of the intrinsic similarities and differences be-




Map matching with sparse cellular
fingerprint observations
Determining the path followed by a moving device is an important task in many
application fields, ranging from location-based services to asset tracking and fleet
management. Map matching is the problem of reconstructing the most likely trajec-
tory of a device on the road network given a sequence of observed locations.
Many approaches have been proposed in the literature to deal with the problem
of map matching. They differ in various respects and make use of different tech-
nologies. In particular, they feature a different trade-off among accuracy, energy
consumption, and cost. For instance, in [53] a number of GPS-based methods are
discussed and compared, ranging from geometric to probabilistic ones. In this chap-
ter, we focus on the approaches based on cellular modules. These approaches have
the advantage of a lower energy consumption, compared to those based on GPS [42,
50, 68, 84], and are often preferred in energy constrained environments even though
the positioning accuracy they guarantee is generally lower. Moreover, since commu-
nication is another requirement of most of the systems under consideration, using a
single cellular module for both communication and positioning purposes can be a
cost-effective solution.
One critical scenario for map matching is that in which observations are temporally
sparse, that is, the frequency of data collection by devices is so low that consecutive
observations may be some minutes far away (or even more). This may happen, for
instance, to reduce energy consumption or to satisfy data storage or transmission
constraints. When the data is temporally sparse, solutions designed to work with
dense sequences become less effective.
The map-matching problem in the presence of spatially noisy and temporally sparse
data has been addressed in the case of GPS observations. To cope with the limited
amount of information, probabilistic algorithms are used that return the most likely
trajectory with a certain degree of accuracy. One of the most successful solutions has
been proposed in [46], where Newson and Krumm propose a map-matching algo-
rithm based on Hidden Markov Models (HMM). An experimental evaluation of the
algorithm with a GPS trace across Seattle adding artificial noise in the observations
and removing points to obtain a sparser trace is reported.
The approach outlined by Newson and Krumm proved itself quite successful, and
it was largely reused and improved by a number of authors in subsequent contribu-
tions. In [43], Lou et al. use a candidate graph model, in some ways similar to the
HMM proposed in [46], that exploits the road network and the spatial constraints on
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the trajectory. The idea was later improved by Yuan et al., whose solution takes the
weighted mutual influences among GPS points into account by means of a voting-
based strategy [80]. In [49], Osogami and Raymond take the model from [46] and
apply a different transition probability function, which takes the number of turns
into consideration in the estimation of the probability of traversing a certain path. In
the same year, a work by Oran and Jaillet propose an alternative transition function
based on a cumulative proximity-weight formulation [48].
In this work, we go a step further by addressing the problem of reconstructing device
trajectories in these scenarios using only cellular fingerprints. The considered map-
matching scenario is probably the worst possible one, as not only limited temporal
information is available, due to the low sampling rate, but also spatial information
generally has a low accuracy.
The map-matching problem in the presence of cellular positioning data entered the
research agenda only recently. Compared to the present work, all the proposed so-
lutions make different assumptions about the available data. In particular, in [68],
Thiagarajan et al. devise a fingerprint-based map-matching algorithm that requires
a very high sampling rate (about a fingerprint per second) and the availability of
accelerometers and magnetometers. In [34], Jagadeesh and Srikanthan develop a
suitable variant of the HMM algorithm proposed in [46]. In order to address noisy
and sparse smart-phone location data (both Wi-Fi and cellular), that, unlike the case
of cellular fingerprints, is already in the form of latitude/longitude pairs, they suit-
ably change the probability functions.
All the above-described methods use data which can be collected on the device itself,
e.g., fingerprints. There exists a different class of methods that work with data col-
lected by the cellular operator for purposes generally unrelated to positioning, like,
for instance, call logs, available to the infrastructure, but not usually to the client mo-
dem or handset. In [41], Leontiadis et al. present a solution which exploits cellular
handover logs from the network operator, which contain coarse spatial and tempo-
ral information, and knowledge about the coverage of the cells, to reconstruct the
trajectory of a mobile user. A different solution is outlined in a paper by Schulze,
Horn, and Kern [61], which, using the sequence of visited cells, constructs a street
graph to obtain the most likely path.
We propose a map-matching algorithm that exploits a suitable adaptation of the
HMM construction, which, as we have already pointed out, has been already used
with temporally sparse GPS sequences, to deal with sparse cellular fingerprint ob-
servations. Its distinctive feature is an original technique for the generation of the
states of the probabilistic model starting from the fingerprint observations. Further-
more, to evaluate the fingerprints, it makes use of a machine learning method based
on decision tree ensembles, which has been proposed in Chapter 5, that evaluated
favourably against a set of well-known, state-of-the-art fingerprint comparison func-
tions. In addition, we show that the proposed algorithm can be easily adapted to
deal with mixed sequences including both fingerprints and GPS fixes.
The algorithm consists of four main steps: (i) first, it removes data which might be
incorrect or simply redundant for reconstructing the trajectory (preprocessing); (ii)
then, by exploiting decision trees, for each fingerprint observation in the sequence
of observations associated with a device, it collects the most relevant fingerprints in
the database and uses them to find the most probable roads nearby (emission proba-
bility); (iii) next, it connects the roads and assigns them a probability which depends
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on the given spatial and temporal constraints (transition probability); (iv) finally, the
most probable trajectory is obtained by applying the Viterbi algorithm on the HMM
(trajectory generation).
The proposal has been tested in the urban environment of a medium-sized Italian
city, demonstrating that device trajectories can be reconstructed even with finger-
print observations that have intrinsically a low spatial accuracy. Moreover, its ro-
bustness was verified by varying the sampling of the observations and the density
of the fingerprint map, and by using mixed sequences of GPS and fingerprints.
The chapter is organized as follows. In Section 6.1, we introduce the basic notions
about HMM-based map matching. Then, in Section 6.2, we describe the proposed
algorithm that matches sequences of cellular observations to the road network. Fi-
nally, in Section 6.3, we report the outcomes of the experimental evaluation of the
proposed algorithm.
6.1 HMM-based map matching
Hidden Markov Model (HMM) is a statistical method used to describe a system
whose states can not be accessed directly, but only through external observations. In
our case, the observations are the available location data, while the hidden states are
the real locations where those observations were taken.
HMMs have been extensively used in map-matching algorithms. They are particu-
larly useful when the available data is noisy or sparse. In these situations, matching
every location observation, especially if cellular, with the closest road on the map
turns out to be not reliable.
HMM-based algorithms work by constructing a probabilistic model, basically a graph,
which represents the possible routes that a device may have taken on the basis of the
available observations. For every location observation, a set of candidate road seg-
ments is identified, which becomes a set of hidden states of the model. Two states
obtained by subsequent observations are linked together by a transition, which rep-
resents a path between the two road segments. This representation exploits the con-
nectivity of the road network. States and transitions are respectively paired with
an emission and a transition probability. The former gives the likelihood that the
measurement was taken in that location, the latter represents the probability that the
path was taken. The main differences among the various HMM methods proposed
in the literature lie in the functions they use to compute those probabilities.
Once all the states, transitions, and their associated probabilities are generated, the
goal of the method is to match each location measurement with the proper road
segment. Every path which goes through the whole graph, choosing a state for each
observation, represents a possible path. An example is given in Figure 6.1, where a
possible path is coloured in bright green. The most likely sequence of states can be
obtained by applying the Viterbi algorithm [23, 46]. Since each transition represents
a path between two states, this corresponds to the most likely trajectory of the device.
Usually, HMM-based map-matching algorithms are applied once all the location
data are collected to generate the full path. An on-line alternative is to use a sliding
window method, in which the path is computed excluding the n-th latest observa-
tions [43]. This approach is suitable for real-time applications, but, unfortunately,
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FIGURE 6.1: In HMM, the map-matched path is computed by choos-
ing a state and a transition for each observation. A possible path is
highlighted in bright green.
it considerably reduces the accuracy of the algorithm. In [24], a different approach
that makes use of a variable-width sliding window is outlined, which guarantees
that the optimal solution is still found.
6.2 The proposed map-matching algorithm
In this section, we describe the proposed HMM-based map-matching algorithm. It is
designed to work with sparse observations, in the form of cellular fingerprints, and
it consists of the following four main steps: a preprocessing step (Subsection 6.2.1)
followed by the generation of the sets of states (Subsection 6.2.2) and the set of transi-
tions between them (Subsection 6.2.3); once the model has been generated, the most
likely map-matched trajectory is extracted from it (Subsection 6.2.4).
6.2.1 Preprocessing
The preprocessing phase aims at removing data that does not really help in recon-
structing the trajectory.
From the collected set of fingerprints, it removes those ones which are temporally
close to each other (at most 10 seconds far away). Since cellular fingerprints are
generally imprecise, using observations which are temporally very close can easily
generate some noise, without producing any clear benefit. Moreover, a larger num-
ber of observations means a larger model, and thus an increase in the time needed
to compute the trajectory.
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6.2.2 Emission probability
Each observation generates several states in the model which represent the road
candidates. A probability must be associated with any such state, which is the prob-
ability of the device being in that place at that step of the trajectory.
Since in cellular fingerprints spatial information is not explicit, the computation of
the states is more complex than in the case of GPS observations. Initially, each finger-
print in the trajectory is compared with those recorded in the database. By making
use of the Random Forest model to assess the distance between them (see Chapter 5
for details), the most similar ones are retrieved. As an example, in Figure 6.2, the
fingerprints closest to the input observations are f1, f2, f3, and f4.
Each measurement is then matched to the nearest points of the nearby roads, one for
each road, which become states in the model. Since the output of the Random Forest
is given in meters, it is used as an upper bound to the search radius for the roads
nearby (plus some tolerance). This makes the method more robust against a lacking
fingerprint map. As shown in Figure 6.2, the search radius around each fingerprint
is in general different, as it depends on the distance output from the Random Forest.
Consider, for instance, fingerprint f3. It produces the states s3,1, s3,2, and s3,3 on roads


















FIGURE 6.2: The algorithm chooses the closest points (dotted circle in
green) on the street inside the range from the best fingerprints (solid
circle in grey). If the points are sufficiently close, they are merged
together.
Since similar fingerprints are generally close to each other, there can be multiple
states on the same road segment. This is the case, for instance, with s3,1 and s1,1, in
Figure 6.2, which are related to the same initial fingerprint observation of the trajec-
tory. If they are close enough, they are merged into one single point which becomes
a single state of the model (s2,1 and s3,1 in Figure 6.2). Such an approximation is fairly
natural as, given the limited precision of fingerprinting locations, it is not necessary
to discriminate between close locations. Moreover, it reduces the number of states
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and, consequently, the running time. Finally, since we are interested in reconstruct-
ing the trajectory of the device, if an intermediate point is shifted along the same
road, the final trajectory remains mostly unchanged.
The probability of each state of the model is essentially given by the distance re-
ported by the Random Forest for the fingerprint that generated it. Formally, the
emission probability for a state si, generated by a fingerprint observation oj, is deter-
mined as follows. First, we compute the values:
p(oj|si) = max
k
dRF(oj, fk)− dRF(oj, fc)
where dRF is the distance returned by the Random Forest model, fc is the fingerprint
that generated si, and each fk is a fingerprint close to oj. The values are then suitably
normalized to obtain a proper probability measure. As a result, the states generated
by a closer fingerprint have a higher probability.
In the case of a state which has been generated by merging multiple points, the
probability is given by the fingerprint at the shortest distance. We would like to
remark that we decided to take the lowest value, and not the sum, as, otherwise,
we would take into account the density of the fingerprint map in the area, which
does not depend on the current position of the device. Of course, this would be a
reasonable alternative if the fingerprint map was collected in a crowd-sourced effort
and density was due to the inherent popularity of a location. Taking the average into
consideration, instead, could increase the influence of noise. Hence, using the one
at the shortest distance seems a reasonable choice, considering also that the model
tends to overestimate rather than to underestimate the distance (Chapter 5).
Last but not least, even though the proposed algorithm has been designed to work
with cellular fingerprints, its structure makes it easy to adapt it to the case of mixed
sequences of fingerprints and GPS observations. In such a case, following the ap-
proach outlined in [46], each GPS measurement is matched to the nearest point of
the nearby roads (up to a certain range, that is, 60 meters). In comparison to fin-
gerprinting, it can be seen as a simplified case, because high precision coordinates
are already available. These points become states of the model and a probability is
assigned to them according to a Gaussian distribution which gives a higher proba-
bility to the road segments closer to the GPS point. The deviation is given by the
accuracy reported by the GPS module.
6.2.3 Transition probability
As illustrated in Section 6.1, in an HMM, pairs of states generated by consecutive
measurements are linked by a transition, that represents the path on the road net-
work that connects the road segments corresponding to those states. The path is
computed by the Dijkstra algorithm suitably configured to return the shortest route.
To assign a probability to transactions, we adopted the probability function pro-
posed in [34]. Here, we only give a general account of it, and refer the reader to
[34] for details. It has a spatial component, inspired by [46], and a temporal compo-
nent, that deals with the difference between the time actually elapsed from the first
measurement to the second one and the estimated travel time.
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The spatial component of the probability function is given by the difference between
the great-circle distance among the points on the road segments associated with the
states and the length of the path that connects them following the road network.
Given two states si and sj, which have been obtained from two consecutive observa-
tions, its value is computed as follows:
Dd(si, sj)− Ds(si, sj)
∆t
where the function Dd returns their driving distance, the function Ds computes their
straight-line distance, and ∆t reports the time actually elapsed between the two ob-
servations. The rationale behind such a component of the function is that straight
paths are more likely than tortuous ones and thus they are given a higher probability.
Since we are managing sparse and noisy observations, it is clearly advantageous
to exploit as much as possible information coming from the road network. As an
example, on the basis of the length and the speed limits of the roads, it is possible to
approximate the time necessary to travel a path.
The temporal component of the probability function assigns a lower probability to
paths which require a time higher than the actual travel time given by the times-
tamps of the trajectory measurements:
max((Te(si, sj)− ∆t), 0)
∆t
where the function Te computes the estimated driving time between the two states
and ∆t reports the time actually elapsed between the two observations. As a matter
fact, when the estimated time is far higher than the actual travel time, the path is
discarded since it is unrealistic (and would have been assigned a very low proba-
bility anyway). Notice that the opposite case, that is, the case in which the device
takes more time than expected, is not penalized, as a long travel time may reflect
bad traffic conditions.
The two equations are then combined as shown in [34].
Finally, map data generally include a classification of road segments as highway,
pathway, and so on. Whenever the current travelling method is known, the map
matching algorithm makes use of it to simplify the transition computation by ignor-
ing those roads that cannot be used by the vehicle under consideration. This does
not only improve the accuracy of the method, but it also improves the running time,
as it reduces the search space of the Dijkstra algorithm.
6.2.4 Generating the trajectory
The last step of the map-matching process is the generation of the trajectory on the
basis of the model resulting from the previous steps. The map-matched trajectory is
obtained from the merging of the transition paths between the states that are more
likely to be travelled, as given by the Viterbi algorithm.
There is a chance that synthesizing the trajectory turns out to be impossible. This
happens, for instance, whenever the set of states, relative to a certain observation,
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with an incoming transition and the set of those with an outgoing transition are dis-
joint (as we already observed, some transitions could have been discarded because
they require an unreasonable time to be travelled).
There are three ways to cope with this unfortunate situation: keep all the transitions,
remove all the states related to that observation from the model, or split the trajectory
into two shorter ones. We opted for the second one, because such a situation is an
indication that those states are probably too far from the correct position and that
explains the unreasonable time. In any case, this is a last resort method, and in fact
it has been necessary just in one case in our evaluation.
6.3 Evaluation
In this section, we report the outcomes of an experimental evaluation of the pro-
posed map-matching algorithm.
It was tested in the historical centre of the city of Udine, Italy. We chose this location
because the urban environment is arguably more difficult to manage compared to
the rural one, given the road density and the narrowness of the streets. This means
that there are more alternative paths that could be taken, which are difficult to dis-
tinguish as the signals are rather weak in areas with many buildings.
The fingerprint map is made of over 4,000 GSM fingerprints collected in the area
during several days, each of them tagged with its GPS location (dataset D described
in Subsection 5.2.1). The observations were collected using a Sony Xperia Z3 Com-
pact phone equipped with Android application developed for the purpose, which
acquired both cellular fingerprints and GPS-provided locations at the same time.
The map-matching algorithm was run separately on a test system implemented in
PL/pgSQL using the PostgreSQL [25] database with the PostGIS spatial extension.
The Dijkstra algorithm for the routing problem was provided by the pgRouting
library included in the extension. As for the road network data, we used Open-
StreetMap data. Finally, the Random Forest model was generated using Weka [77].
For the evaluation, we extracted from the set of all the observations those collected
on three paths, respectively called A, B, and C, between points of interests of the city
of Udine. The traces were originally collected at a high frequency, with just few sec-
onds elapsed between every pair of consecutive observations. To simulate the case
of sparse observations, we artificially degraded the sequences to obtain lower sam-
pling periods of approximately 30, 60, and 120 seconds. In such a way, we generated
new traces with different levels of sampling rate, and we measured the impact of
the changes in the sampling period on the accuracy of the generated trajectory. The
ground-truth was obtained by using the GPS-points of the full sequence and check-
ing by visual inspection that wrong road segments were not matched. A detailed
account of the considered traces is given in Table 6.1.
The evaluation traces were collected by bike. This choice was made for various rea-
sons. First of all, it is a common way of travelling, especially in small- and medium-
sized cities. Secondly, it represents a middle ground between using a car and travel-
ling on foot in various ways. A pedestrian is normally slower than a car, apart from
abnormal traffic situations, and thus the travelled distance is shorter, which helps
map matching in the presence of sparse information. Conversely, a pedestrian has
more freedom of movement, being able to walk in many streets and paths that a car
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simply cannot use. Finally, as pointed out in Subsection 6.2.3, knowledge about the
current travelling method can be used to restrict the possible routes, resulting in an
improvement in both running time and accuracy. In the present work, knowing we
used a bike, we could ignore only certain roads classified as footway or steps.
The Random Forest training was done by taking a random subset of all the obser-
vations and coupling them with other fingerprints to obtain pairs. Then, from each
pair of fingerprints we extracted the features that are fed to the tree, which is trained
to predict the distance between the positions where they were collected. The process
is the same described in Chapter 5.
TABLE 6.1: Characteristics of the traces used in the evaluation.
Trace A B C
Length 1.227 m 1.846 m 1.722 m
Time 12 min 9 min 6 min
Observations 112 111 101
Observations (30 s) 22 16 13
Observations (60 s) 12 8 7
Observations (120 s) 6 5 4
6.3.1 Accuracy results
The evaluation of the accuracy of the algorithm was done using two metrics, preci-
sion and recall, denoted by P and R, respectively. They are defined as follows:
P =
length of the correct matched segments
length of the generated trajectory
(6.1)
R =
length of the correct matched segments
length of the ground truth trajectory
(6.2)
These metrics are commonly used in map matching as they focus on the similarity
between the generated trajectory and the one actually followed by the device, rather
than looking at the position where each observation is matched [34, 68].
Precision and recall values are reported in Table 6.2. Interestingly, degrading the
sequences by decreasing the sampling does not always change their values signifi-
cantly. In a few cases, such a decrease produces the opposite effect, like in path B
where the lowest precision (62 %) is obtained when the sampling is the highest. The
effect is even more evident in Figure 6.3, which describes the impact of the changes
in the sampling period of the sequences on the recall. Notice that this supports the
choice of removing redundant fingerprints during the preprocessing step.
In order to better understand the behaviour of the algorithm, we analyse each gen-
erated path in more detail. Trace A is the shortest and simplest one among the three
traces. In Figure 6.4, it is possible to see that the ground truth and the generated
trajectories are quite similar. In almost all cases, the most noticeable error in the tra-
jectories is that they are shortened at the beginning and at the end. This is probably
84 Chapter 6. Map matching with sparse cellular fingerprint observations
TABLE 6.2: Accuracy of the map-matched trajectory using fingerprint
observations
Trace Sampling P R
A 0 sec 100% 96%
30 sec 100% 88%
60 sec 100% 92%
120 sec 100% 80%
B 0 sec 62% 80%
30 sec 100% 97%
60 sec 99% 90%
120 sec 96% 90%
C 0 sec 98% 95%
30 sec 100% 95%
60 sec 100% 99%
120 sec 83% 85%
due to the fact that a shorter trajectory has usually a higher probability in the model,
and can thus favour this kind of behaviour at the extremes of the path.
Trace B, which is reported in Figure 6.5, is more twisted and longer compared to trace
A. In this case, the best trajectory is generated with a sampling of 30 seconds with
small errors at even higher rates. The only trajectory that differs significantly is the
one produced at 0 seconds, especially at the beginning of the path. The most likely
explanation for such a phenomenon is that having more points to match increases
the probability of outliers due to injected noise.
Trace C, which is shown in Figure 6.6, goes from the train station to a university
building, passing through the city centre. The accuracy reported in Table 6.2 shows
that up to 60 seconds both precision and recall have an almost perfect score. Further
increasing the sampling to 120 seconds shows a decrease in both precision and recall
due to a detour which takes a street parallel to the real one.
6.3.2 Influence of the fingerprint map size
Let us now briefly discuss the influence of the fingerprint map size on map match-
ing. In the previous sections, the algorithm made use of a fingerprint database which
maps quite densely the city centre of Udine, obtaining a map-matched trajectory
very similar to the one actually followed by the device. However, assuming a simi-
lar density for a larger region can be unrealistic, as there can certainly be areas which
have a lower number of fingerprints stored in the database.
To simulate a scenario where a sparse fingerprint map is available, the map-matched
trajectories were recomputed multiple times, using increasingly larger random sub-
sets of all the fingerprints available in the database. We set three thresholds at 50 %,














Trace A Trace B Trace C
0 sec 30 sec 60 sec 120 sec
FIGURE 6.3: How increasing the sampling time impacts on the recall
measures for the different traces.
It is worth pointing out that removing random fingerprints from the map is stronger
than removing them uniformly. The random removal of fingerprints is indeed better
for testing the robustness of the algorithm in the case of a fingerprint map with low
density.
To make it easier to follow, Figure 6.7 shows the recall values for increasingly larger
subsets of the fingerprint map, maintaining fixed the sampling period at 120 sec-
onds. Looking at these values, it is possible to notice that there is no strong correla-
tion between the fingerprint map size and the accuracy of the trajectory. Even with
just half of the fingerprint map available, the accuracy of the generated trajectory re-
mains basically unchanged. In most cases, the reported values are very similar and,
in certain situations, a larger subset produced a worse trajectory.
6.3.3 Using mixed GPS/fingerprint measurements
The map-matching algorithm we developed is flexible enough to also deal with
mixed sequences of cellular fingerprints and GPS observations. In general, obtaining
a GPS fix is battery-wise costlier than obtaining a fingerprint, which can be collected
passively. However, GPS observations turn out to be useful whenever a device visits
a place outside the coverage of the fingerprint map or, for some specific reasons, it
needs to have a precise GPS position.
Hence, we decided to check whether a small number of GPS observations can im-
prove the accuracy of the map-matched trajectories. To this end, we randomly sub-
stituted about a third of the fingerprints of each sequence with the corresponding
GPS positions and run the map-matching algorithm on the modified data. Table 6.4
shows the accuracy results in the case of the mixed sequence.
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(a) Ground truth (b) Sampling 0s (c) Sampling 30s (d) Sampling 60s (e) Sampling 120s
FIGURE 6.4: Path A: ground-truth and map-matched trajectory at var-
ious samplings. The path goes from the top to the bottom. Map Data
c⃝ OpenStreetMap contributors, CC BY-SA.
(a) Ground truth (b) Sampling 0s (c) Sampling 30s (d) Sampling 60s (e) Sampling 120s
FIGURE 6.5: Path B: ground-truth and map-matched trajectory at var-
ious samplings. The path goes from the top to the bottom. Map Data
c⃝ OpenStreetMap contributors, CC BY-SA.
(a) Ground truth (b) Sampling 0s (c) Sampling 30s (d) Sampling 60s (e) Sampling 120s
FIGURE 6.6: Path C: ground-truth and map-matched trajectory at var-
ious samplings. The path goes from the bottom to the top. Map Data













Trace A Trace B Trace C
50% 75% 100%
FIGURE 6.7: Recall measures at 120 seconds of samplings for the dif-
ferent traces while taking increasingly larger subsets of the finger-
print map.
In principle, GPS observations should work as high-precision anchors that reduce
the uncertainty in the HMM model. Hence, the expected result was a better estima-
tion of the trajectory. This was not the case: compared to the results in Table 6.2,
the improvement obtained from a mixed sequence is modest and, in most cases, the
precision and recall results do not change. We can interpret such an outcome as a
further confirmation of the quality of the output the algorithm when applied to se-
quences of fingerprints only. The added GPS points would have indeed changed
completely the resulting trajectories if they were off from the real path.
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TABLE 6.3: Accuracy of the map-matched trajectory
Trace Sampling Subset P R
A 0 sec 50% 100% 100%
75% 100% 100%
100% 100% 96%
30 sec 50% 100% 92%
75% 100% 88%
100% 100% 88%
60 sec 50% 100% 88%
75% 100% 92%
100% 100% 92%
120 sec 50% 99% 80%
75% 99% 80%
100% 100% 80%
B 0 sec 50% 71% 83%
75% 65% 80%
100% 62% 80%
30 sec 50% 80% 76%
75% 64% 83%
100% 100% 97%
60 sec 50% 99% 90%
75% 73% 90%
100% 99% 90%
120 sec 50% 66% 83%
75% 95% 90%
100% 98% 90%
C 0 sec 50% 98% 95%
75% 98% 95%
100% 98% 95%
30 sec 50% 100% 90%
75% 100% 95%
100% 100% 95%
60 sec 50% 73% 59%
75% 100% 99%
100% 100% 99%




TABLE 6.4: Accuracy of the map-matched trajectory using mixed GP-
S/fingerprint observations
Trace Sampling P R
A 0 sec 94% 96%
30 sec 100% 88%
60 sec 100% 92%
120 sec 100% 88%
B 0 sec 70% 85%
30 sec 100% 97%
60 sec 100% 90%
120 sec 77% 97%
C 0 sec 100% 95%
30 sec 100% 95%
60 sec 96% 99%




Trajectories for estimation and
prediction
In the previous chapter we discussed reconstructing the map matched trajectory
using sparse sequences of fingerprints. In this chapter we change direction slightly,
trying to reconstruct the trajectory by comparing the current fingerprint sequence
with past stored sequences. Such approach can have multiple purposes, from the
simplest being the improvement of the position estimation, to advanced ones like
predicting the future movements of a device.
In this work, the current trajectory is inferred from the previous ones by using an
algorithm that works at different levels of detail, from serving cells to full finger-
prints, according to need. Using more information increases the accuracy and the
probability of matching the current trajectory with past ones, but also increases the
computational effort leading to a longer time to obtain a match and a greater en-
ergy consumption. Being able to match trajectories using less information can also
help when the device does not have the full information available because of some
restriction (e.g. API limitations [33]).
There are various related works in the literature that try to match sequences to infer
the trajectory of a device. In the context of cellular technologies, most of them rely
on serving cells alone. In [82], Zhang et al. propose an algorithm that compute a road
signature, which is a typical sequence of serving cells that a mobile is connected when
travelling on the road. Their algorithm works by capturing the ordering of cells
inside the sequences (extracted from Call Detail Record (CDR) traces) in a directed
graph and then extracting an ordering that minimise inconsistencies. A similar work
on CDR traces is described in [5], where the authors propose a metric, based on
the earth mover’s distance, to classify the routes based on cellular handoff patterns.
They validated their approach using statistics published by a state transportation
authority.
The work presented in this chapter was partly inspired by [50], where the authors
describe a system that estimate the current position by matching the current se-
quence of serving cells to those made in the past. The system is implemented using
an Android-based smartphone, finding that it is reasonably accurate while using less
energy compared to GPS. They propose a scheme for collecting sequences tagged
with a GPS when the sequence matching cannot be done successfully. In our work,
collecting the full fingerprint. we can always use the standard fingerprint position
estimation as fall-back.
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The concept of trajectory matching is employed also with other positioning tech-
nologies, not based on cellular networks. In [55], the authors propose a technique
that infer the trajectory and the location of a device using Wi-Fi and magnetic mea-
surements. Then, the current sequence is matched to the training traces by using
dynamic time warping applied on wavelet coefficients.
This chapter is organized as follows. First, in Section 7.1 we introduce the high-level
architecture of the proposed system. Next, in Section 7.2 we describe the different
levels of detail we employ for trajectories. Subsequently, in Section 7.3, we illustrate
the trajectory matching algorithm. Finally, in Section 7.4, we report the experimental
outcomes of a preliminary evaluation.
7.1 System overview
We describe the architecture of a system that aims at reconstructing the current tra-
jectory by matching the current sequence of observations with past sequences stored
in a database. The stored sequences are made of fingerprint observations collected
at known locations previously submitted by devices. In the following, we assume
that the locations are obtained from GPS, however it is not far-fetched to obtain them
using techniques similar to those described in Chapter 6 applied on the sequence of
fingerprints.
A high level overview of the full process is shown in Figure 7.1. The system tries to
match the current sequence with the ones stored in the database producing a posi-
tion estimation. Before the matching, the current sequence has to be preprocessed,
while the ones in the database are already stored in a suitable format for matching
for performance reasons. After the trajectory is computed, the system can also pro-
vide an estimation of the current position of the device. The details of the processing
of the sequences, at multiple levels of detail, are described in Section 7.2, while the













FIGURE 7.1: High level architecture of the system architecture.
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7.2 Sequences at varying level of granularity
The incoming stream of fingerprint observations from a device must be pre-processed
before the matching process to obtain a proper sequence. We aim at deriving a struc-
tured representation of the trajectory at the desired level of detail. In the following
we will describe these levels and the processing of the stream to obtain a sequence.
7.2.1 Levels of detail
A cellular fingerprint can be seen as a hierarchical structure, composed of multiple
level of detail. Among the received cells, the serving has a particular importance
since it corresponds to the base station the device is currently communicating. The
other cells are neighbours, received but at the moment not in active use. Each cell
has also their associated signal strength. Therefore, it is possible to think of three
levels of increasing detail, considering either the serving cell, the full set of cells (i.e.
including the neighbour cells), or the whole fingerprint with their signal strength.
These levels will be called in the following respectively serving, cells and fingerprint
levels. An illustrative example is shown in Figure 7.2. For the sake of simplicity, we
assume the cells can be identified by a single ID, forgetting the complexities of the



















FIGURE 7.2: Multi-level representation of a fingerprint.
Intuitively, a higher level of detail in the fingerprint amount to a greater spatial infor-
mation. At the lowest level, the serving itself gives a rough idea about the position
of a device. Adding the neighbours, it is possible to narrow down the area. The
strengths associated to the fingerprint level give a further improvement. However,
all this information could be unnecessary when multiple observations are merged
in a sequence because the direction of movement can similarly restrict the possible
location of the device.
A further advantage of being able to work with different level of detail is that trajec-
tory matching remains possible even to device that have limited information avail-
able. In fact, there are devices whose programming interface do not expose the full
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fingerprint but just partial information. As an example, the Android API was ex-
panded over the years to include more and more detail, but initially it exposed only
the serving cell.
7.2.2 Sequence preprocessing
The preprocessing consists of three steps: segmentation, simplification and com-
pression. The input is a stream of fingerprints without a defined beginning and end,
while the output is a sequence suitable for trajectory matching.
The first step, segmentation, is about separating the stream of fingerprint observa-
tion in meaningful sequences. Raw sequences are made by cutting the stream when
the interval between subsequent observations is over a certain threshold. In our
experimentation we used 60 seconds, however this is a parameter which can be cus-
tomized depending on the expected frequency of updates from the devices. It must
be kept in mind that a large threshold might result in sparser sequences and that
could impact in the accuracy of the following matching, while a small threshold
would keep only dense sequences. More advanced techniques, out of the scope of
this work, can be employed if deemed useful, like having a variable threshold or
using additional sensors.
The simplification step consists in deriving a simplified representation of the original
sequence at the desired level of detail for the matching. This is simply done by
processing each observation individually removing the information in excess. For
example, if we want just the cells level, the signal strengths are ignored, but we
maintain the full set of cells, as described in Subsection 7.2.1.
Finally, the compression step aims at removing the observation that too similar or
equal to the preceding one in the sequence. This is done recursively on each one,
from the first to the last observation, until no more are removed. For the serving
level, subsequent observations with the same serving are removed. For the cells
level we consider them different if there are at least two cells not in common. Lastly,
for the fingerprint level we use the Euclidean distance with a set threshold derived
from the average signal noise.
The last step has several motivations. First of all, by removing similar observations,
we remove noise, as even a stationary device can see different cells (especially neigh-
bours) and signal strengths over time. At the same time, by considering only the
relevant changes in the observations, we are implicitly ignoring the frequency of
the input observations. This is necessary to be able to compare trajectories made
by devices moving at different speed or with a different sampling interval. This
becomes akin to a sampling of the trajectory over space. Finally, by discarding a
certain amount of observations we are obtaining a shorter sequence which is easier
to match.
In Figure 7.3 is shown an example of the whole process, which is usually done incre-
mentally, adding new observations to the sequence whenever they are sent by the
device.



















































































FIGURE 7.3: Example of preprocessing, from the stream of finger-
prints to a finalized sequence at the cells level.
7.3 Trajectory matching algorithm
In the following we describe the algorithm that match the current input sequence
with past sequences stored in the database. The aim is to reconstruct the current tra-
jectory of the device. The matching process is done in two steps: trajectory selection
and trajectory alignment. First, trajectory selection finds the set of trajectories that
are relevant for the current search. Then, during the trajectory alignment step, the
algorithm tries to find among the relevant trajectory the one that is the most similar
to the one currently made by the device.
7.3.1 Trajectory selection
In this phase the algorithm has to find the relevant sequences for the matching. It is
done as follows:
1. The last submitted observation in the raw sequence is compared to all those
stored in the fingerprint database, ignoring those that are too far from the ap-
proximate coverage of the serving cell
2. The k-Nearest Neighbours according to the Euclidean distance (with k=5) are
taken from the database
3. The sequence database is searched for trajectories that pass close (e.g. 100 m)
to any one of the fingerprints taken in the previous step
4. Trajectories that are found at least in two subsequent observations in a row are
returned as relevant, together with those that were found relevant during the
previous iteration
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The aim of the above steps (from 1 to 3) is choosing the relevant sequences by ex-
tracting those that pass close to our current estimated position. The filtering using
the coverage of the serving cell in the first step is not strictly necessary, but it is there
to restrict the search to a smaller area. An approximation of the coverage can be done
by using the location of the observations in the database that contain that serving.
The fourth step aims at managing outliers, both in the observations and in the re-
trieved trajectories. As an example, it can happen that a spurious observation re-
turns totally different sequences or no results at all. In that case the system will
continue using the ones relevant from the previous observation. The whole step can
be implemented as a state machine, similar to those used in CPU branch predictors,
shown in Figure 7.4.







FIGURE 7.4: State automata of the fourth step. Only the trajectories
in the confirmed and recent state are returned as relevant.
7.3.2 Sequence alignment
Once the relevant sequences are retrieved from the database, the system has to com-
pare them to the input sequence to find those that align best. The chosen method
is the Smith-Waterman algorithm [64], originally designed to align strings of DNA,
modified to work with sequences of fingerprints, possibly simplified at a coarser
level of detail. This was similarly proposed in [50], but employed only on sequences
of serving cells.
Let A = a1a2 . . . an the tail of the current input sequence and B = b1b2 . . . bm one
of the relevant sequences extracted from the database. We consider just the ending
part of the input sequence A because the oldest observations are not as relevant
as the newest and could result in a misleading match. The length of the tail n is
a parameter which can be chosen depending on the frequency of the observations,
how far back the trajectory needs to be reconstructed, and the acceptable processing
time. If the tail is too long, the matching process becomes unnecessarily intensive.
On the other hand, if it is too short, it cannot match effectively the trajectory. For
our experiments we set n = 20. The score of the match between the two sequences
is given by constructing a matrix H of size (n + 1) ∗ (m + 1) using the following
recursive function:
7.3. Trajectory matching algorithm 97
H(i, 0) = 0, for 0 ≤ i ≤ n
H(0, j) = 0, for 0 ≤ j ≤ m
H(i, j) = max
⎧⎪⎨⎪⎩
H(i − 1, j − 1) + s(ai, bj) (match)
H(i − 1, j) + w (gap)
H(i, j − 1) + w (gap)0
where w is the penalty for a mismatch and s(a, b) is the similarity score. Both the
penalty and the similarity score between two elements of the sequences depend on
the level of detail. For the serving level we adopted a simple function that looks at
the equality between the compared servings:
sserving(a, b) =
{
+3 if a=b (servings are equal)
−3 otherwise
At the cells level, since we are dealing with sets of cells, we can use a linear combi-
nation of the number of cells which are in common and those that are exclusive to
one set:
scells(a, b) = 3 ∗ |a ∪ b| − 2 ∗ |a△b|
At the fingerprint level, we employ the opposite of Euclidean distance, translated by
an offset, to have a positive score with higher similarity and vice-versa:
sfingerprint(a, b) = 5000 − deucl(a, b)
Finally, the penalty for a gap in the alignment is set to -1.5, -5.0, -2000. The specific
values used for computing the matrix were found empirically.
After the whole matrix is filled, the best alignment is obtained by taking the cell that
has the highest score in the last row, which means that the relevant sequence must
match with the ending part of the input sequence. To improve the accuracy and the
processing speed, the algorithm puts some additional constraints on the cells that
are considered for a match. Those that do not fulfil are ignored when searching for
the highest score in the final column. The first columns of the matrix H are ignored,
putting a constraint on the minimum length of the alignment. Also, the last element
of the alignment in the relevant sequence has to be close to one of the candidates
that generated it.
From the best cell, i.e. the one with the best score that satisfies the above mentioned
constraints, it is possible to get the alignment between the input and the relevant
sequences by tracing back on the source cell for the recursive function towards the
first column of the matrix. When tracing back the alignment, we make sure that
there is at least a set number of matches (we used three) to avoid sequences mostly
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composed of gaps. In case of multiple cells with the same score we choose the one
which corresponds to the longer alignment. This procedure identifies a segment of
the relevant sequence which is similar to a trailing segment of the input sequence.
7.3.3 Position estimation
During the above described alignment process, a trailing segment of input sequence
ai . . . an is matched to a segment bj . . . bk (0 ≤ j < k ≤ m) of a stored sequence
that was deemed relevant during the selection process. Since the relevant sequence
has a spatial representation, i.e. every underling observation has a GPS position, it
is possible to easily extract the corresponding trajectory segment and use it as an
estimation of the input trajectory. This may be useful in itself, but can also be used
to estimate the current position of the device.
The estimated position is obtained by looking at the ending part of the segment
matched on the stored sequence, possibly interpolating between the position of two
subsequent points. At first, we must check if the last observation in the input se-
quence an is also the last in the original raw sequence, or the real last observation was
removed during the quantisation step of the sequence processing(Subsection 7.2.2).
If it was kept, the estimated position of the device corresponds to the end of the
aligned segment of the stored sequence. In other words, it is the GPS position of bk.
In the other case, if after an there are other observations in the raw sequence which
were discarded, we opt for a slightly more complex process. Let ts be the difference
between the capture time of an and the last observation. We iterate through the GPS
position of stored sequence B and we take the two locations that were taken before
and after ts seconds (if measured in seconds) after bk. Then, it is possible to perform
a linear interpolation to estimate the current position.
7.4 Experimental evaluation
In this section we show the results of an experimental evaluation of the aforemen-
tioned techniques.
The proposed algorithm was tested on four trajectories, going from Udine (Italy) to
two other towns, Caneva and Cividale, located at 70 km and 20 km distance respec-
tively, in both directions. We collected a dataset of cellular fingerprints, each paired
with a GPS position, covering the above mentioned trajectories multiple times over
several days. To make the matching more challenging we also collected other ob-
servations around Udine with paths that also intersected with the testing ones. The
dataset include 21,000 fingerprints overall.
The algorithm was implemented in a C++ program using a PostgreSQL database as
fingerprint and trajectory storage. The observations were separately collected using
a Sony Xperia XZ1 Compact phone equipped with an Android application devel-
oped for the purpose, which acquired both cellular fingerprints and GPS-provided
locations at the same time. The phone was free to switch between GSM, UMTS and
LTE, with higher preference given to the latter technologies.
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7.4.1 Result
The outcome of an experimental evaluation of the proposed trajectory matching al-
gorithm was as follows.
We fed all the observations of the dataset to the matching algorithm sequentially,
following the capture order. For each one, it tried to match the current trajectory
with the past ones to produce a position estimation. At the same time, for compari-
son purposes, we produced a separate position estimation with the commonly used
Euclidean distance. In both cases, the system relies only upon the observations that
were inserted before the current trajectory.
The position estimation made employing the Euclidean distance provided a sort of
baseline. Comparing its accuracy to that of the estimation given by the trajectory
matching is key to understand if the effort of processing trajectories is justified. In
this evaluation, we did not use the Random Forest metric described in Chapter 5, as
the modest size of the dataset made it unsuitable for training the model. However,
in principle this could have improved both the baseline position estimation and the
trajectory matching as well, hence we believe the experiments still results in a fair
comparison.
FIGURE 7.5: Trajectory matching example. It shows the reconstructed
trajectory (solid green line), a segment of the chosen past trajectory
(dotted green line). For reference, the real device trajectory is also
shown (dotted red line). The orange and green diamonds represent
respectively the actual device position and the one estimated at the
end of the reconstructed trajectory. c⃝ OpenStreetMap contributors,
CC BY-SA.
In Figure 7.5 we show an example of the trajectory matching algorithm output. The
past trajectory selected from the database is shown as a dotted green line. The seg-
ment that aligned with the current device sequences, i.e. the reconstructed trajec-
tory, is shown in solid green, while the real trajectory is displayed as a dotted red
line. Towards their end there are the estimated position (orange diamond) and the
real position (green diamond). For comparison the position estimation given by the
Euclidean distance (light blue circle) is also shown. It can be seen that, in this case,
it is further from the actual location than the position retrieved by using the recon-
structed trajectory.
In Table 7.1 are provided the results of the evaluation in terms of average and median
positioning error. With the exception of the serving level, the error given by the
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TABLE 7.1: Average, median and 90th percentile of the positioning
error given by the trajectory matching algorithm compared to that of
the Euclidean measure.
Level Estimations Average (m) Median (m) 90th perc.(m)
Eucl. Traj. Eucl. Traj. Eucl. Traj.
serving 9,411 420 447 220 225 1058 1155
cells 13,539 386 344 210 213 964 845
fingerprint 13,727 414 374 217 219 1024 888
trajectory is lower than the one given by Euclidean distance, especially at the 90th
percentile, meaning that trajectories are useful at refining the position estimation
and the outliers that the Euclidean distance may return.
The table also shows that an increasing level of detail in the trajectory also incre-
ments the number of estimations. This comes as no surprise, since it becomes easier
to get a match given more detail. For example, at the serving level an observation
simply matches or not, while at higher levels you can take into account the other
cells and/or at the signal strengths. Still, we must also bear in mind that the first
time the device makes a certain path the database cannot make a match.
TABLE 7.2: Average score, length and positioning errors discriminat-











serving ✓ 8,512 (90%) 26.3 8,406 406 404
✗ 899 (10%) 13.3 3,549 553 856
cells ✓ 10,926 (81%) 93.6 1,964 358 265
✗ 2,613 (19%) 55.6 907 507 672
fingerprint ✓ 11,783 (86%) 35,297 2,731 391 313
✗ 1,950 (14%) 16,112 1,062 549 746
As shown in the table above, even if the accuracy is improved using the trajectory
matching, except for the serving level, it is interesting to understand how often the
algorithm matches the correct trajectory, regardless of the quality of the alignment
itself. In this context a correct match means that the current sequence is matched
to a past trajectory that was going through exactly the same path and in the same
direction.
Table 7.2 shows more in detail how often the input trajectory is matched to the cor-
rect one in the database. We can see that most of the time the system is working
correctly. Anyway, we must take into account that a part of the mistaken matches
could also be correct. As said previously, in the dataset there are other trajectories
that might intersect with the testing ones. This means, that a match to any of those is
not necessarily wrong and can still provide a good alignment (if shorter), therefore,
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a good position estimation. Nevertheless, there is a noticeable difference in accuracy
between the correct and wrong matches, implying that generally the quality of the
alignment itself is different.
Comparing the data about the correct and wrong matches we can notice a pattern,
as correct matches tend to be longer and with a much higher score than the others.
Score and length are correlated since a longer trajectory means that more observa-
tions of the sequences are matched together leading to a higher score. This suggests
us that it is probably better to put a lower bound on the "quality" of the matches, to
exclude those that are wrong. Therefore, it is straightforward to think of a simple fil-
ter to remove a large part of the wrong matches without impacting too much on the
correct ones. The filter works by removing matches that removes the alignments that
are not at least 1 km long and with a score lower than 20, 50 and 30000, respectively
for the three levels from serving to fingerprint.
Table 7.3 shows the results of applying the filter described above. The accuracy of
the position estimation is greatly increased, such that the trajectory-derived error is
lower than the Euclidean one at all levels of detail, especially at the 90th percentile.
TABLE 7.3: Average, median and 90th percentile of the positioning
error given by the trajectory matching algorithm compared to that of
the Euclidean measure after filtering.
Level Estimations Average (m) Median (m) 90th perc.(m)
Eucl. Traj. Eucl. Traj. Eucl. Traj.
serving 5881 376 352 202 177 980 968
cells 8674 357 290 194 181 893 684
fingerprint 7845 371 281 201 188 952 652
TABLE 7.4: Average score, length and positioning errors discriminat-











serving ✓ 5,736 (98%) 33.0 9,407 370 351
✗ 145 (2%) 31.7 13,032 624 398
cells ✓ 7,962 (92%) 115.1 2,188 343 245
✗ 712 (8%) 108.1 1,650 513 789
fingerprint ✓ 7,699 (98%) 44,075 3000 364 273
✗ 146 (2%) 48,902 2,590 706 719
Table 7.4 shows that the filtering has reduced the number of wrong matches almost
to zero. The correct matches were also impacted but since the error was reduced we
can deduce that it affected the matches that were producing inferior alignments. For
future work, it might be useful to investigate better form of filtering, not based on






In this dissertation we described positioning systems aimed at improving cellular
fingerprints positioning, from different perspectives. In this final chapter we sum-
marize our research, pointing out the main achievements, and finally we present
some future research directions.
8.1 Research summary and contributions
In Chapter 3 we firstly focused on the architecture of the cellular network. We pro-
posed a detailed conceptual schema that models the full range of existing technolo-
gies (GSM, UMTS, and LTE), and then turned it into a relational schema. The result-
ing logical schema proved to be general enough to allow the database to be popu-
lated with data coming from different sources. A large set of analyses (queries) was
devised, which allows one to retrieve many relevant pieces of information about the
cellular network, proving the effectiveness of the developed database system. Such
a unifying framework is at the basis of the contributions described in the following
parts.
Having described the network structure, in Chapter 4 we then continued exploring
the changes that affect the network. The main contribution of this chapter was a set
of techniques developed to detect and deal with changes in cellular networks that
exploit spatio-temporal information recorded in fingerprint databases. We tested the
proposed solution on a real-world dataset containing fingerprints distributed over
a large geographic area and collected over two-year period. This improved the data
fed to the matching algorithm by increasing the number of available fingerprints,
while, at the same time, slightly reducing their average and median distance from
the actual location of the device. This reduces the efforts needed to keep the database
updated against the network reconfigurations.
As a by-product, we proved that TA-based spatial information can also be used to
restrict the set of candidate fingerprints involved in the position estimation process
by safely removing only those which are far away from the actual position of the de-
vice. Additionally, this is also able to reduce the computational effort of estimating
the position of the device by smartly reducing the number of candidate fingerprints
supplied to the position estimation algorithm. Moreover, we showed that, by com-
paring incoming GPS-tagged fingerprints with those already stored in the database,
one can identify and (logically) discard inconsistent contributions from devices, a
feature which turns out to be particularly useful in systems populated by crowd-
sourced data.
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In Chapter 5 we proposed an original approach to positioning with cellular finger-
prints. We started with a comparative analysis of state-of-the-art fingerprint compar-
ison functions from the literature, which showed that the classic Euclidean Distance
approach still performs best among them. Then, we investigated the possibility of
using machine learning techniques to suitably combine such classic methods, and
developed a solution that significantly enhances the performance of fingerprint po-
sitioning systems using cellular signals in outdoor contexts. A novel approach for
generating the attributes used by the machine learning algorithm was devised as
well. Unlike those commonly used in Wi-Fi environments, that assume a limited
and/or fixed amount of beacons, the given solution is scalable.
The proposed method has been compared with various other ones from the liter-
ature, focusing on those that should have improved the position estimation, es-
pecially in certain problematic settings. The comparison was done using datasets
collected in different environments, both rural and urban, by devices with different
characteristics. The outcome of the comparison is that the accuracy of machine learn-
ing methods exceeds that of the other tested methods. Moreover, we have shown
that, in the considered context, Random Forest is better than Support Vector Ma-
chines, as not only it generally guarantees a better accuracy, but also it requires less
processing time. In addition to its basic features, the presented strategy provides a
measure of the uncertainty of the position estimation. This comes as an advantage
over classic methods for position estimation, which are not able to give a measure of
their accuracy.
In Chapter 6 we described an original map-matching algorithm which uses sparsely
collected cellular fingerprint observations to reconstruct the paths of mobile devices.
It was inspired by a number of recent research contributions that have addressed the
problem of figuring out the path followed by a device from sparse GPS observations.
Unlike GPS measurements, cellular fingerprints do not contain explicit spatial infor-
mation and cannot be easily converted into coordinate pairs. The main contribution
of this chapter is a novel technique for the generation of the states that uses cellular
fingerprints without previously converting them to a single location. To assess the
similarity among fingerprints, it makes use of a machine learning approach based
on decision tree ensembles described in the previous chapter.
We tested the proposed map-matching algorithm on the urban environment of a
medium-sized Italian city. The outcomes of the experiment show that it is possible
to reconstruct the trajectory of a moving device with high accuracy just using sparse
fingerprint observations. The considered map-matching scenario is probably the
worst possible one, as not only limited temporal information is available, due to the
low sampling rate, but also spatial information generally has a low accuracy.
We also showed that the use of an incrementally higher sampling interval in the se-
quence of fingerprints observation does not necessarily produce a significant wors-
ening in the accuracy of the map-matched trajectory. This can be explained by the
fact that the lower accuracy of fingerprinting is less influenced by the sparsity of ob-
servations or, equivalently, that it is possible to reconstruct the trajectory of devices
by employing a small amount of observations as a higher amount of noisy measure-
ments is often of no help. In addition, we tested the impact of the fingerprint map
density on the generated path. The results showed that it is not strictly necessary to
have a dense fingerprint map to obtain good accuracy. Indeed, even if a small subset
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(up to half) of the available data was used, the generated trajectory had accuracy
similar to the one obtained by using the full fingerprint map.
Moreover, an HMM-based algorithm, commonly used in the literature for map match-
ing sparse observations, allows to merge the aforementioned techniques obtaining
a map-matching algorithm able to work with both kind of observations, GPS and
fingerprints. That said, our experiments showed that, in most cases, the insertion of
a small number of GPS observations in the sequence does not change the resulting
trajectory as it was already quite aligned to the ground truth.
Finally, in Chapter 7, we showed that historical data can be successfully employed
to reconstruct the current trajectory of a device at multiple levels of detail. An al-
gorithm is proposed that matches and aligns the sequence of observations made by
a device with past sequences. It can work at multiple level of detail, depending on
the required precision and the allowable processing time, with the full fingerprint,
or just with part of it, e.g. with the serving cell only. Each level is designed to be
a strict superset of the other, following the fact that the cellular network has itself a
hierarchical structure.
This section is the last work of the thesis, and also the last one we worked on, so
it is admittedly less refined than the others. Nevertheless, the results, obtained by
applying the matching algorithm on a small set of trajectory showed that it is able to
compute successfully the current alignment between the current sequence and the
past ones. We showed that from the reconstructed trajectory it is possible to obtain a
position estimation with a higher accuracy than using the Euclidean distance alone




























FIGURE 8.1: Architecture of a fingerprint positioning system. Thick
borders identify modules which are based on the techniques pro-
posed in this thesis.
In summary, this thesis has provided evidence that the performance (in terms of
speed and accuracy) of positioning systems can be improved in several ways. Look-
ing back at the basic architecture shown in Figure 2.1 we can now provide an up-
dated one, taking into account the new parts introduced in the various chapters.
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Figure 8.1 shows the components introduced in this dissertation. On the left we
have two features, cell merging and inconsistent measurements detection that improve
the quality of the fingerprint inside the database (Chapter 4). At the center we have
the path that estimates the device position from a fingerprint, improved by the use
of the TA candidate filter (Chapter 4) and the matching done using machine learning
techniques (Chapter 5). Finally, on the right, we have two new capabilities, that al-
low the system to compute a trajectory from a sequence of fingerprint observations
using map-matching (Chapter 6) or by matching to a past trajectory (Chapter 7).
8.2 Future directions
The topics developed in this thesis raise several interesting questions and open up
as many possibilities for further investigations.
First, in Chapter 4 we showed that network changes can be tracked and conse-
quently improve fingerprint management. However, just a small number of them
were detected, so this makes us wonder if there were others and how many. Dif-
ferent operators may have different policies so different networks may have signifi-
cantly different behaviours in this context. Also, in our experimentation we looked
for changes in a GSM network, so it also possible that it does no longer require con-
spicuous reconfiguration. Having a LTE dataset containing observations collected
over many years, it would be interesting to apply the same techniques and see the
number of detected changes.
In Chapter 5 we showed a fingerprint comparison method based on ensembles of
decision trees. As for future work, we are thinking of evaluating the approach with
other machine learning classifiers, like, for instance, the currently trending deep neu-
ral networks, exploiting the proposed solution for the generation of the attributes
(unlike the chosen machine learning methods, whose performance is already satis-
factory, deep neural networks carry a high computational complexity).
Moreover, an interesting subject for future investigation concerns the composition
of the dataset to be used for the training of the machine learning models. While the
adoption of a specific model for each dataset provided the best accuracy, the results
showed that, at least in some cases, it is also possible to use an RF model trained
on a dataset different from the one in which the model is then going to be applied.
If the datasets are similar enough, this cross-dataset model application can be done
without losing much of the accuracy. The exact way to distinguish, and possibly
classify, the datasets in order to reliably define the best possible models for each case
is, however, a topic for further studies.
Regarding Chapter 6, we are thinking of possible ways of improving and further
testing the proposed map-matching algorithm, e.g., by evaluating it over larger ar-
eas. In particular, since in the present work we make use of observations taken from
a single device only, it is worth checking the impact of the use of a mixed dataset,
collected by a set of devices. Another research direction we would like to explore
is the adaptation of the algorithm to a variable sampling-rate, possibly adding a
smoothing pass in the preprocessing step.
Finally, the results showed in Chapter 7 are preliminary and needs to be expanded. It
would be interesting to test the accuracy of the matching algorithm on data collected
by multiple users during their life and see if it is able to reconstruct their trajectories.
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Furthermore, we noticed that correct matches tend to be different in their character-
istics, e.g. in their length, compared to the other ones. In this work we used a set
of simple thresholds to discriminate between good and bad matches and it worked





The following statements can be used to build the logical schema proposed in Chap-




type_net c h a r a c t e r ( 1 ) ,
mcc smallint ,
mnc smallint ,
geom geography ( Geometry , 4 3 2 6 ) ,
num_obs in teger DEFAULT 0 ,
f i r s t v i e w timestamp without time zone ,
l as tv iew timestamp without time zone ,




type_net c h a r a c t e r ( 1 ) ,
mcc smallint ,
mnc smallint ,
code_area integer , −−LAC/TAC
geom geography ( Geometry , 4 3 2 6 ) ,
num_obs in teger DEFAULT 0 ,
f i r s t v i e w timestamp without time zone ,
l as tv iew timestamp without time zone ,
PRIMARY KEY ( type_net , mcc , mnc , code_area ) ,
FOREIGN KEY ( type_net , mcc , mnc) REFERENCES plmn ( type_net , mcc ,
mnc)
) ;
CREATE TABLE c e l l
(




c i integer ,
rnc id integer , −−on ly f o r UMTS
rac integer , −−on ly f o r GSM,UMTS
ar fcn integer , −−( E ) / (U) ARFCN
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b s i c integer , −−BSIC / PSC / PCI
geom geography ( Geometry , 4 3 2 6 ) ,
num_obs in teger DEFAULT 0 ,
f i r s t v i e w timestamp without time zone ,
l as tv iew timestamp without time zone ,
PRIMARY KEY ( type_net , mcc , mnc , code_area , c i ) ,
FOREIGN KEY ( type_net , mcc , mnc , code_area ) REFERENCES area (
type_net , mcc , mnc , code_area )
) ;
CREATE TABLE observat ion
(
id_ob s e r i a l ,
type_net c h a r a c t e r ( 1 ) ,
mcc small int NOT NULL,
mnc small int NOT NULL,
code_area in teger NOT NULL,
c i in teger NOT NULL,
time_ob timestamp without time zone NOT NULL,
device b i g i n t NOT NULL,
gps geography ( Point , 4 3 2 6 ) ,
es t imat ion geography ( Geometry , 4 3 2 6 ) ,
t a integer ,
s i g n a l s t r e n g t h small int NOT NULL,
PRIMARY KEY ( id_ob ) ,
FOREIGN KEY ( type_net , mcc , mnc , code_area , c i ) REFERENCES c e l l (
type_net , mcc , mnc , code_area , c i ) ,
−−A d d i t i o n a l p a r a m e t e r s f o r t h e o b s e r v a t i o n
speed double prec i s ion ,
d i r e c t i o n double prec i s ion ,
numsv smallint ,




id_ne s e r i a l ,
id_ob in teger NOT NULL,
type_net c h a r a c t e r ( 1 ) NOT NULL,
mcc small int NOT NULL,
mnc small int NOT NULL,
code_area in teger NOT NULL,
c i in teger NOT NULL,
s i g n a l s t r e n g t h small int NOT NULL,
PRIMARY KEY ( id_ne ) ,
FOREIGN KEY ( id_ob ) REFERENCES observat ion ( id_ob ) ,
FOREIGN KEY ( type_net , mcc , mnc , code_area , c i ) REFERENCES c e l l (





Throughout this thesis, we have discussed the metrics that can be employed to assess
the similarity between pairs of fingerprints. In the following, it is reported the code
for a few of them, including the common Euclidean distance. For further details, see
Chapter 5.
B.1 Euclidean distance
Compared to the classic formula for the Euclidean distance, since the output of this
function is generally only compared with others, in this implementation we skipped
the final square root. This change does not affect the order of the outputs.
CREATE OR REPLACE FUNCTION publ ic . euc l (
i n c i d s b i g i n t [ ] ,
pecids b i g i n t [ ] ,
i n s i g n a l s t r e n g t h s in teger [ ] ,
p e s i g n a l s t r e n g t h s in teger [ ] )
RETURNS b i g i n t AS
$BODY$
SELECT sum ( (COALESCE( a . s i g n a l s t r e n g t h , 0 ) : : b i g i n t − COALESCE( b .
s i g n a l s t r e n g t h , 0 ) : : b i g i n t ) ^2) : : b i g i n t FROM
(SELECT ∗ FROM unnest ( inc ids , i n s i g n a l s t r e n g t h s ) ) AS A( cid ,
s i g n a l s t r e n g t h )
FULL OUTER JOIN
(SELECT ∗ FROM unnest ( pecids , p e s i g n a l s t r e n g t h s ) ) AS B ( cid ,
s i g n a l s t r e n g t h ) ON A. cid = B . c id ;
$BODY$
LANGUAGE s q l IMMUTABLE;
B.2 Hyperbolic fingerprinting
CREATE OR REPLACE FUNCTION publ ic . hyperbol ic (
i n c i d s b i g i n t [ ] ,
pecids b i g i n t [ ] ,
i n s i g n a l s t r e n g t h s in teger [ ] ,
p e s i g n a l s t r e n g t h s in teger [ ] )
RETURNS double p r e c i s i o n AS
$BODY$
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SELECT sum ( (COALESCE( i n r a t i o . r a t i o , 0 ) − COALESCE( p e r a t i o . r a t i o
, 0 ) ) ^2)
FROM (
SELECT a . c id AS cid1 , b . c id AS cid2 , log ( a . s t r e ng th/b .
s t r en gt h : : double p r e c i s i o n ) + log ( 3 2 ) AS r a t i o
FROM unnest ( inc ids , i n s i g n a l s t r e n g t h s ) AS a ( cid , s t re ng t h )
JOIN unnest ( inc ids , i n s i g n a l s t r e n g t h s ) AS b ( cid , s t r en g th ) ON
a . c id < b . c id ) AS i n r a t i o ( cid1 , cid2 , r a t i o )
FULL OUTER JOIN (
SELECT a . c id AS cid1 , b . c id AS cid2 , log ( a . s t r e ng th/b .
s t r en gt h : : double p r e c i s i o n ) + log ( 3 2 ) AS r a t i o
FROM unnest ( pecids , p e s i g n a l s t r e n g t h s ) AS a ( cid , s t re ng t h )
JOIN unnest ( pecids , p e s i g n a l s t r e n g t h s ) AS b ( cid , s t r en g th ) ON
a . c id < b . c id ) AS p e r a t i o ( cid1 , cid2 , r a t i o )
USING ( cid1 , c id2 )
$BODY$
LANGUAGE s q l IMMUTABLE;
B.3 Relative fingerprinting
CREATE OR REPLACE FUNCTION publ ic . s c o r e _ r e l a t i v e (
i n c i d s b i g i n t [ ] ,
pecids b i g i n t [ ] ,
i n s i g n a l s t r e n g t h s in teger [ ] ,
p e s i g n a l s t r e n g t h s in teger [ ] )
RETURNS double p r e c i s i o n AS
$BODY$
SELECT count ( ∗ ) FILTER (WHERE i n r a t i o . r a t i o = p e r a t i o . r a t i o ) : :
double p r e c i s i o n / count ( ∗ )
FROM (
SELECT a . c id AS cid1 , b . c id AS cid2 , s ign ( a . s t rength−b .
s t r en gt h ) AS r a t i o
FROM unnest ( inc ids , i n s i g n a l s t r e n g t h s ) AS a ( cid , s t re ng t h )
JOIN unnest ( inc ids , i n s i g n a l s t r e n g t h s ) AS b ( cid , s t r en g th ) ON
a . c id < b . c id ) AS i n r a t i o ( cid1 , cid2 , r a t i o )
JOIN (
SELECT a . c id AS cid1 , b . c id AS cid2 , s ign ( a . s t rength−b .
s t r en gt h ) AS r a t i o
FROM unnest ( pecids , p e s i g n a l s t r e n g t h s ) AS a ( cid , s t re ng t h )
JOIN unnest ( pecids , p e s i g n a l s t r e n g t h s ) AS b ( cid , s t r en g th ) ON
a . c id < b . c id ) AS p e r a t i o ( cid1 , cid2 , r a t i o )
USING ( cid1 , c id2 )
$BODY$
LANGUAGE s q l IMMUTABLE;
B.4 Spearman correlation
CREATE OR REPLACE FUNCTION publ ic . spearman (
i n c i d s b i g i n t [ ] ,
pecids b i g i n t [ ] ,
i n s i g n a l s t r e n g t h s in teger [ ] ,
p e s i g n a l s t r e n g t h s in teger [ ] )
RETURNS double p r e c i s i o n AS
$BODY$
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DECLARE
c i d s b i g i n t [ ] ;
rank_in i n t [ ] ;
rank_pe i n t [ ] ;
r _ i n double p r e c i s i o n ;
r_pe double p r e c i s i o n ;
BEGIN
ASSERT c a r d i n a l i t y ( i n c i d s ) = c a r d i n a l i t y ( i n s i g n a l s t r e n g t h s )
;
ASSERT c a r d i n a l i t y ( pecids ) = c a r d i n a l i t y ( p e s i g n a l s t r e n g t h s )
;
SELECT array_agg ( c id ORDER BY c id ) , array_agg ( a_rank ORDER
BY c id ) , array_agg ( b_rank ORDER BY c id )
INTO cids , rank_in , rank_pe
FROM (SELECT cid ,
CASE WHEN a . s t re ng t h IS NULL THEN count ( ∗ ) OVER ( )
ELSE dense_rank ( ) OVER (ORDER BY a . s t re ng t h DESC
NULLS LAST) END AS a_rank ,
CASE WHEN b . s t r en gt h IS NULL THEN count ( ∗ ) OVER ( )
ELSE dense_rank ( ) OVER (ORDER BY b . s t r en gt h DESC
NULLS LAST) END AS b_rank
FROM unnest ( inc ids , i n s i g n a l s t r e n g t h s ) AS a ( cid , s t re ng t h
)
FULL OUTER JOIN unnest ( pecids , p e s i g n a l s t r e n g t h s )
AS b ( cid , s t r en gt h ) USING ( c id )
) AS a ;
r _ i n := (SELECT sum( b ) : : double p r e c i s i o n / c a r d i n a l i t y ( c i d s )
FROM unnest ( rank_in ) AS a ( b ) ) ;
r_pe := (SELECT sum( b ) : : double p r e c i s i o n / c a r d i n a l i t y ( c i d s )
FROM unnest ( rank_pe ) AS a ( b ) ) ;
RETURN ( SELECT 1 − sum( p ar t _ i n ∗part_pe ) / s q r t ( sum(
p ar t _ i n ^2) ∗ sum( part_pe ^2) )
FROM (SELECT CASE WHEN _rank_in − r _ i n = 0 THEN
NULL ELSE _rank_in − r _ i n END AS part_in , CASE
WHEN _rank_pe − r_pe = 0 THEN NULL ELSE _rank_pe
− r_pe END AS part_pe
FROM unnest ( rank_in , rank_pe ) AS a ( _rank_in ,
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