Recognising facial expressions with noisy data by Chew, Sien Wei
Recognising Facial Expressions
with Noisy Data
Sien Wei Chew
B.Eng (Hons)
A Thesis Submitted in Fulfilment
of the Requirements for the Degree of
Doctor of Philosophy
at the
Queensland University of Technology
Image and Video Research Laboratory
Science and Engineering Faculty
17 September 2013
Keywords
Automatic facial expression recognition, action unit detection, pain monitor-
ing, feature representation extraction, support vector machines, active appear-
ance models, constrained local models, sparse representations.
2
Abstract
Automated analysis of human behaviour from video has attracted ample atten-
tion in the field of machine learning, where the techniques used in automatic
facial expression recognition have been notably promising. The focus of this
PhD research has been automated analysis of natural and spontaneous facial
expressions.
An automatic facial expression recognition system comprises of three funda-
mental components - i) face detection and tracking, ii) mapping of the acquired
signals to more distinct feature spaces, and finally iii) classifying the unique
patterns residing in the expression. State-of-the-art systems typically comprise
of a coarse face-detector (e.g., the Viola-Jones algorithm) which coarsely tracks
the facial image in a scene so that various feature extraction algorithms may
be applied at the next stage. It was discovered in this thesis that similar recog-
nition rates could be achieved from the utilisation of dense-mesh deformable
techniques, but without the requirement of a highly computationally-expensive
feature extraction and representation component.
Another important conclusion drawn from this thesis was that the pri-
mary function of commonly-employed feature representations (such as Gabor
filterbanks, local binary pattern operators, histogram of oriented gradients,
etc.) was in enforcing “spatial-shift invariance” into input signals and that the
same objectives could be achieved by ensuring accurate pixel registration at
the face-tracking stage. This finding could be exploited in automatic facial
expression recognition systems to make them to be computationally cheaper
when required to operate under realistic scenarios.
Due to their good generalisation capability and relatively quick training
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times, support vector machines (SVM) have been the classifier of choice for the
majority of facial expression researchers. However, novel classifiers proposed
in other disciplines may also be of benefit to facial expression recognition.
We have evaluated the suitability of “sparse representation classifiers” as these
have demonstrated some success in the closely-related discipline of face recog-
nition. Also proposed in this thesis is a strategy that attempts to unify sparse
representation classifiers with the temporal characteristics of facial expressions.
Another contribution is a classifier that was specifically designed to cater
to facial expression recognition problems. Coined “modified correlation filters”
(MCF), these classifiers which were inspired by both correlation filters and
SVMs have demonstrated improvements over state-of-the-art SVMs in terms
of generalisation capability on a comprehensive battery of experiments. By
addressing the problem of noisy data, MCF was able to improve recognition
rates especially in natural and spontaneous facial expressions; for example, in
pain recognition and monitoring.
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Chapter 1
Introduction
1.1 Motivation and Overview
As research into affective computing becomes increasingly prevalent especially
in the last decade, the knowledge created thus far has revolutionized the con-
ventional modus vivendi of the person in the street, paving the way for many
more new options to be considered. Motivating factors that drive this research
include a diverse range of applications in various social, economic and com-
mercial interests; such as in behavioural science, human-computer-interaction,
health-care, security, etc. The science of human affective computing provides
one with the luxury of discovering/inferring a person’s emotional-state auto-
matically and in real-time, which is achievable through various modes such as
the face, speech/voice or body gestures. Of these, automatic facial expression
recognition (AFER) has been embraced with considerable optimism as a key
candidate to fulfill the lofty ambitions held by scholars of human affect.
Lie to Me, a popular television series that is based on the real-life experi-
ences of famed psychologist Paul Ekman, fosters several intriguing ideas that
relate to the potential usefulness of AFER. Although fictitious to some de-
gree, the main character Dr. Lightman and his team of “deception experts”
16
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rely on their mastery of body language interpretaion and applied psychology
to assist law enforcement investigations. With his uncanny ability to detect
microexpressions (which are brief and subtle facial expressions), Dr. Lightman
cleverly applies his full arsenal of skills in applied psychology to uncover the
truth. Microexpressions are described in the psychological literature to be
involuntary facial actions that have the potential to reveal latent or even con-
cealed emotions. Facial expression recognition is commonly achieved through
a taxonomical system known as the Facial Action Coding System [1] which has
been the basis on which numerous scientific techniques have been successfully
developed over the past decades. FACS provides for a repeatable procedure
in which facial expressions (and theoretically microexpressions) may be coded
and subsequently quantified in a reliable manner. Dr. Lightman exploits his
mastery of FACS and at interpreting microexpressions to his full advantage in
order to uncover attempts at deception. This leads to an exciting prospect that
the fiction envisioned by Dr. Paul Ekman in Lie to Me may one day be realised.
Before one embarks on the futuristic task of automatic microexpression
recognition, however, one needs first to gain proficiency in the automatic
recognition of regular facial expressions. In the quest to create “emotionally-
intelligent” machines, computer vision has been selected to be the primary
scope of this thesis as it offers a viable solution for rapid and reliable detection
of facial expressions; thus making it suitable for deployment under realistic
situations. Machines imbued with emotional intelligence are able to benefit
numerous aspects of technology, and by extension various facets of our lives in
general. For example, an automobile equipped with AFER capabilities could
establish intuitive interaction between the vehicle and driver. This would per-
mit physiological signals such as stress/anxiety or surprise to be measured
from the driver automatically, and subsequently allow an on-board vehicular
artificial intelligence module to adopt various preemptive measures to avoid
dangerous events. The advantage that such a solution engenders is that the
17
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only hardware setup required is a video camera. This means that sophisti-
cated and expensive equipment are not required since only machine code (i.e.,
mathematical algorithms) programmed into a computer would be necessary.
The value of artificial emotional intelligence extends also to the health-
care or medical industry, where automatic facial expression recognition can
be used to measure the presence/absence and intensity of pain experienced
by a patient. This is crucial in scenarios where a patient is unable to com-
municate verbally or effectively and would necessitate for a trained observer
to be present in order for an evaluation to be made. Plus, it resolves the
manpower issue of having insufficient trained observers present at the hospital
for constant manual monitoring of the patient. In consideration of these im-
portant gaps in the industry, the topic of automatic pain recognition (which is
a recently active scope in the literature) had been a central theme of this thesis.
A detailed discussion on all three core components in the design of an AFER
system (Figure 1.1) shall be contained in this thesis, with special emphasis to-
wards the novel field of pain recognition. In the literature, there are generally
two adopted schools of thought toward AFER − (i) emotional-related detec-
tion, and (ii) action unit detection. The next chapter (Chapter 2) introduces
these concepts in more detail.
1.2 Scope of Thesis
The three main components of a typical AFER system are illustrated in Figure
1.1 − (i) detection and tracking of an input image in a scene, (ii) extraction
of feature representations from the facial image, and (iii) finally obtaining
a decision through pattern classification to determine the presence/absence
of an action unit or emotional-related facial expression in the input image.
The design of feature representation filters (second component) has been a
18
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Face
Tracking
Feature
Extraction
Pattern
Classification
Figure 1.1: Block diagram of an AFER system. In this thesis, all three com-
ponents shall be investigated.
topic of great interest in recent years, but a deep theoretical understanding
on how these filters fundamentally operate to deliver robustness and superior
recognition performances is still lacking in the literature.
Apart from this crucial research gap, most researchers appear satisfied with
employing support vector machines for the third component (pattern classifica-
tion), and have not turned their attention towards researching novel classifiers
that may be suitable for AFER. This is especially important now as AFER
research steers towards the recognition of more realistic or spontaneous facial
expressions, which are characterized by an exuberance of intra-/inter-person
variability upon which support vector machines may not be able to adequately
cope with. Within these multi-faceted problems, the scope of this thesis had
been constrained to lie within the following objectives:
1. Evaluate state-of-the-art AFER techniques in face-tracking, feature rep-
resentations and pattern classification on all three major categories of
facial expression databases, and also identify specific benefits and re-
search gaps in the respective techniques.
2. Investigate in deeper detail the role of feature representations and corre-
spondingly postulate a unified theory to expound the rationale for which
they have been repeatedly observed to provide superior robustness and
19
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facial expression recognition performance.
3. Analyze support vector machines (which are the most commonly-used
type of classifier in AFER) from first principles and propose novel clas-
sifiers that possess improved generalisation capability.
4. Explore and evaluate the suitability of recently proposed classifiers (in
other disciplines) that have not been fully examined in AFER.
1.3 Outline of Thesis
The remainder of this thesis is outlined as follows:
Chapter 2 presents a high-level overview on the theory of facial expressions
and AFER, beginning with evolutionary perspectives from Charles Dar-
win and then proceeding with alternate views from various key psychol-
ogists about the role of facial expressions in Man. Next, the chapter
motivates the need for a generic and reliable means to measure facial ex-
pressions quantitatively and eventually leads to a discussion on the Facial
Action Coding System (FACS). As the current gold standard adopted by
researchers, FACS stipulates that every possible facial expression that is
visible can be decomposed into a set of atomic muscular deformations
or action units (AU). After a thorough discussion on FACS, the chapter
marks the crucial transition from the traditionally manual form of facial
expression analysis to automatic facial expression analysis using mathe-
matical approaches that reside largely in the field of machine learning.
Chapter 3 begins with a description of the three major types of facial expres-
sion databases frequently employed by researchers, which are: (i) posed,
(ii) acted, and (iii) spontaneous facial expression databases. The chapter
proceeds to provide comprehensive descriptions of the three fundamen-
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tal system components: (i) face tracking and registration, (ii) extraction
of feature representations, and (iii) pattern classification, and in so do-
ing lays the foundation for the design of AFER systems. For the first
component, the chapter focuses on popular face detection and tracking
techniques based on Haar-based wavelets (e.g., Viola-Jones object track-
ing algorithm). These techniques were originally inspired by nature and
have witnessed widespread adoption in the machine vision research com-
munity. Regarding the second component which fulfills the task of feature
representation extraction, the chapter discusses both traditional shape-
based feature representations and the more contemporary texture-based
feature representations (e.g., Gabor filters). Chapter 3 also includes an
in-depth analysis on various components employed in the current state-
of-the-art. Finally, the chapter completes the literature review with an
in-depth study on the final pattern classification component. This in-
cludes an analysis on a broad list of classifiers explored in earlier decades
(such as artificial neural networks, hidden Markov models, etc) which
have been subject to rigorous experimentation in the literature, result-
ing in the consensus that support vector machines (SVM) have been ac-
cepted to be most suitable for AFER problems. Once this is established
the chapter proceeds with a detailed reading on SVM theory, beginning
with the dot-product based hyperplane learning paradigm, advancing
to the perceptron algorithm and finally to the geometrical derivation of
SVM from first principles.
Chapter 4 investigates the role of feature representations in AFER in deeper
theoretical and experimental detail. The chapter starts by analyzing
Gabor wavelet filters (the heart of the state-of-the-art system), and fur-
ther studies two variants of the filter for purposes of facial expression
recognition. Chapter 4 then proceeds to its main focus of acquiring a
fundamental understanding of how various popular feature representa-
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tions that have been frequently employed in the literature function; for
example, Gabor filters, local binary pattern operators and histogram
of oriented gradient descriptors. Despite the plethora of research pa-
pers published on this subject, the literature still lacks a unified theory
that explains these feature representations are fundamentally connected
to provide robust and superior recognition performances. This chap-
ter also questions if there are any solutions that can circumvent the
computationally-expensive feature extraction stage, in the pursuit of ef-
fective affective computing.
Chapter 5 pursues novel pattern classification techniques that may be appli-
cable to facial expression recognition. Besides support vector machines,
a promising classifier is the sparse representation classifier (SRC) which
has displayed distinctive success in other disciplines of machine learning
and signal processing in general. One example of this is in face recogni-
tion. However, research to determine the suitability of SRC for AFER
applications hitherto had been rather limited. There had been no exper-
iments conducted to evaluate the performance of the classifier on action
unit recognition, nor had there been any theoretical justification to ex-
plain why the mechanics behind the classifier fits the problem of AFER
(i.e., what are the benefits gained from employing SRC?). In addition,
there had been no thorough evaluation made in the literature that com-
pared generalisation performances between SRC and SVM. It is thus the
goal of Chapter 8 to acknowledge these research gaps, and also to propose
additional modifications to SRC that enhances the classifier for AFER.
Chapter 6 proposes a novel pattern classifier coinedmodified correlation filters
(MCF) as the main contribution of this thesis. Inspired by both corre-
lation filters and SVMs, MCF delivers superior facial expression recog-
nition rates on all databases. The chapter first begins with an in-depth
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review of SVMs from a statistical learning theory perspective, which is
crucial in understanding the limitations of SVM and how they relate to
difficulties encountered when recognising facial expressions (spontaneous
expressions in particular). As will be shown in the chapter, the phi-
losophy of correlation filters have the potential to handle the difficulties
pointed out, but must be cast in a convex SVM-like objective function for
optimal generalisation performance. The resultant mathematical form
realises the objective function of MCF which is also provably convex
through the Lagrangian dual.
Chapter 7 concludes the thesis with a summary of key contributions. It also
presents several interesting and novel applications of AFER that could
potentially be implemented in the near-future.
1.3.1 Original Contributions of Thesis
In this thesis a number of original contributions have been made to the field
of automatic facial expression recognition and pattern recognition in general.
These are summarised as:
(i) Active appearance models (AAMs) have been employed frequently in
AFER as a popular alternative over the Viola-Jones algorithm to perform
face-tracking. This is especially so when detection accuracy is deemed to
be more important compared to overall detection speed. AAMs are able
to provide ideal tracking with close to zero registration error on relatively
noise-free conditions, but the effect of registration error on facial expres-
sion recognition has not yet been thoroughly studied in the literature.
This is especially significant since the AFER research community is in
the process of transitioning from the detection of posed expressions to the
detection of more spontaneous (and thus noisier) expressions. Chapter
4 presents a thorough study to understand the effects registration error
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have on overall AU recognition results.
Although AAMs are able to provide close to ideal tracking, they possess
a significant drawback in that they are subject-dependent models and
would require a time-consuming and laborious process to manually anno-
tate a large number of data which makes these models highly impractical.
The method of constrained local models (CLMs) is a promising candidate
to counteract the problem of poor generalisation, but they achieve this
with a trade-off with a deterioration in recognition accuracy with respect
to AAMs. It is also another interest of Chapter 4 to quantify the precise
amounts of deterioration in detection accuracy that the CLM tolerates
in relation to AAMs.
(ii) The contemporary AFER literature has witnessed a plethora of appearance-
based feature representations (such as Gabor filters, HoG and LBP; and
numerous variants) that have been proposed. Despite the success of these
feature representations, it is not fully understood how they operate to
deliver improvements in recognition accuracy. Chapter 4 analyses the de-
tailed operations of these feature representations on a fundamental level,
and introduces the concept of spatial-shift invariance as a unifying prop-
erty that is shared among all three feature representations that enable
them to deliver superior recognition performance. From findings that
shall be presented, it was postulated that if low registration errors could
be achieved, such as by using dense mesh deformable techniques like the
AAM or CLM, then the computationally expensive feature representation
process may be completely bypassed under some circumstances. With a
reduction in computational expense, more effective affective computing
can now be applied under practical scenarios.
(iii) A major research gap that will be identified in Chapter 3 is a lack of
research made towards the investigation or innovation of novel learning
approaches. Face-tracking and feature representation extraction have
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received ample attention from researchers in recent years, but the pattern
classification stage (which is equally important) had been left relatively
neglected. The method of sparse representation classification (SRC) is
a promising learning approach which had demonstrated some success in
a wide variety of disciplines, such as in the closely-related field of face
recognition.
Unfortunately, there had been little research (e.g., there had been no
experiments reported in the literature regarding the utilisation of SRC for
AU recognition) conducted on investigating if the same benefits witnessed
in other disciplines from the utilisation of SRC could similarly be enjoyed
in AFER. Chapter 5 provides both theoretical and empirical grounds to
argue the suitability of SRC for the purpose of AFER.
The method of “sparse coding”, which shares a closely-related theory
with SRC, has also proven to be a useful feature representation in a
number of applications. As such, this chapter also includes an in-depth
analysis regarding the application of sparse coding to AFER as a feature
representation. In addition, this chapter proposes two modifications to
SRC to enhance recognition performance, one of which naturally exploits
the temporal information residing within facial expressions.
(iv) Dealing with noisy or poorly labeled data is a recurring and significant
problem encountered in AFER. As a core contribution of this thesis,
Chapter 6 proposes a novel classifier coined modified correlation filters
(MCF) which had been specially designed for AFER applications. Hith-
erto, support vector machines (SVMs) have been commonly accepted
to be the most appropriate classifier for use in AFER (please refer to
Chapter 3 for more details). The theory behind SVMs shall be closely
examined in Chapter 3, and Chapter 6 advances this theory by recognis-
ing and providing solutions to significant problems observed in classifica-
tion problems in AFER (which are also applicable to other disciplines in
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general).
As shall be pointed out in detail, MCF was originally inspired by conven-
tional correlation filters whose philosophy was implemented through the
objective function of SVMs. In terms of generalisation performance, em-
pirical results indicate significant improvements obtained by MCF com-
pared to SVMs in both AU and emotional-related facial expression recog-
nition experiments that were conducted on a total of four challenging
facial expression databases. These experiments included the novel area
of automatic pain monitoring which presents itself as a challenging task
due to the large amount of variability or noise that is present in the data.
1.3.2 Publications Resulting from Research
The following fully-referred publications have been produced as a result of the
research conducted in this thesis:
(a) S. Chew, P. Lucey, S. Sridharan, and C. Fookes, “Exploring visual features
through gabor representations for facial expression detection,” in Auditory-
Visual Speech Processing, pp. 89-94, 2010.
(b) S. Chew, P. Lucey, S. Lucey, J. Saragih, J. Cohn and S. Sridharan, “Person-
independent facial expression detection using constrained local models,” in
Automatic Face & Gesture Recognition and Workshops (FG 2011), IEEE
International Conference on., pp. 915-920, 2011.
(c) S. Chew, P. Lucey, S. Lucey, J. Saragih, J. Cohn, I. Matthews, and S. Srid-
haran, “In the pursuit of effective affective computing: The relationship
between features and registration.” IEEE transactions on systems, man,
and cybernetics. Part B, Cybernetics: a publication of the IEEE Systems,
Man, and Cybernetics Society, vol. 42, pp. 1006-1016, 2012.
(d) S. Chew, R. Rana, P. Lucey, S. Lucey, and S. Sridharan, “Sparse temporal
representations for facial expression recognition,” in Advances in Image
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and Video Technology, ser. Lecture Notes in Computer Science, Y.-S. Ho,
Ed. Springer Berlin / Heidelberg, vol. 7088, pp. 311-322, 2012.
(e) P. Lucey, J. F. Cohn, K. M. Prkachin, P. E. Solomon, S. Chew, and I.
Matthews, “Painful monitoring: Automatic pain monitoring using the
unbc- mcmaster shoulder pain expression archive database,” Image and
Vision Computing, vol. 30, no. 3, pp. 197-205, 2012.
(f) S. W. Chew, S. Lucey, P. Lucey, and S. Sridharan, “Improved facial ex-
pression recognition via uni-hyperplane classification,” IEEE International
Conference on Computer Vision and Pattern Recognition (CVPR), 2012.
(g) S. Chew, S. Sridharan, R. Rana, P. Lucey, and S. Lucey, “On the suitability
of sparse representation classifiers for facial expression recognition,” IEEE
Transactions of Affective Computing, (in review).
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Chapter 2
The Doctrine of Facial Expressions
The field of automatic facial expression recognition (AFER) serves as an
multi-disciplinary melting pot for various academic circles such as psychol-
ogy, machine-vision and pattern-recognition. It is therefore essential for one
to first acquire a firm foundation in each of these disciplines before proficiency
can be attained in the domain. This chapter aims to furnish the reader with
an overall view of AFER, beginning with an examination on the philosophies
and insights postulated by Charles Darwin himself.
From there, the development of key theories on the behavior of facial ex-
pression shall be pointed out from a psychological point of view, and culminat-
ing with Paul Ekman’s discovery of the seven universal emotion-related facial
expressions − anger, disgust, fear, happiness, sadness, surprise, and contempt.
The chapter then proceeds to discuss the emergence of the Facial Action Coding
System (FACS), which is essentially a protocol that defines how facial action
units are to be coded. FACS is undoubtedly one of the major milestones in the
facial expression recognition literature, without which a fruitful introspection
may no longer be fitting.
The chapter then marks the transition of facial expression recognition from
a psychological to a computer-vision perspective, by chronicling the origin and
then the evolution of AFER since its inception in 1978. Finally, a review of
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numerous applications that have been developed using machines equipped with
artificial emotional intelligence concludes the chapter, whilst calling attention
to various positive impacts these machines have on people and our world.
2.1 The History of Facial Expressions
The doctrine of Darwinism as asserted by Charles Darwin (1809-1882) in On
the Origin of Species [2] remains as one of the most valued of all axioms
held by Man. Darwin believed that all life on Earth had begun and evolved
from a common progenitor. In his quest to bolster this belief, he set out to
unify the various characteristics that could be observed between humans and
other animals. Focusing predominantly on the relationship between emotional
responses and bodily expressions, Darwin published an intriguing hypothesis
in The Expression of the Emotions in Man and Animals (1874) [3] about
an interesting duality between the notions of a common genetic blueprint and
those of an universal set of emotional responses. This dissertation also included
records of inter-connections in the manner humans and other animals expressed
various moods, which hinted at an universal emotional basis. In strengthening
his hypothesis, Darwin provided an example on how both humans and other
animals possessed a tendency to tighten their ocular muscles and expose their
teeth when experiencing anger; and also depend on the sensation of touch to
communicate feelings of affection (which is similar to dogs and cats).
Another mind-provoking article − What is an Emotion [4] published by
William James in 1884 − questioned the logic behind emotions on a much
deeper level: why do we feel emotion? James’ thesis did not oppose Darwin’s
evolutionary perspective, but rather it offered new insights on how feelings
of emotion (e.g., pleasure, interest or excitement, etc) may be nothing more
than reflexive reactions to bodily effects; and were instead dependent on how
the mind perceives an event. James’ core idea can be summarized using this
simple analogy: suppose we haphazardly chanced upon an aggressive bear,
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then common sense dictates that we ought to run to safety immediately. The
question that James posed was: why do we perceive fear in the first place?
Do we run because we inherently possess fear of the bear, or is our perception
of fear merely a repercussion from the effects of running (i.e., adrenaline and
increased heartbeat, etc, which creates the sensation of fear, and not vice
versa)? If the latter, then the perception of fear can be said to arise due to
the mind’s reaction to the bodily responses to an action (i.e., running), and
not due to an innate fear of bears.
Typical of academic articles that profess far-reaching claims, The Expres-
sion of the Emotions in Man and Animals by Darwin had drawn its ample
share of debate and criticism over interpretations of its findings. Among the
main players of this debate was Margaret Mead [5] whom opposed Darwin’s
claim of a universality of emotions and expression. By constraining her ob-
servations only on relatively isolated cultures, Mead was able to observe large
variations in human behaviour across several different cultures. The results
of her analysis led her to deduce that human nature was indeed malleable,
and that emotions and expressions fundamentally depend upon human culture
(and therefore lie in contradiction to Darwin’s claim of universality). Based
on Mead’s perspective on emotional responses − for example, a frown could
indicate displeasure in one culture, but happiness in another − her stance on
a culturally-dependent system of emotions acknowledges no contribution from
biology. Moreover, Mead’s findings implied that human emotion could be de-
liberately molded into shape, and that various aspects of human nature may
be harvested by raising any population of people in an intelligently-designed
environment.
However, a well-known study conducted in the 1960’s by Ekman and Friesen [6]
had shown Mead’s point of view to be misconceived. From close examina-
tion of the Fore tribesmen in New Guinea, the authors concluded that facial
expressions were indeed culturally-independent, and was thus in support of
Darwin’s evolutionary theory of a common progenitor for both humans and
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other animals. Ekman and Friesen [6] further postulated a total of six uni-
versal emotion-related facial expressions: (i) anger, (ii) disgust, (iii) fear, (iv)
happiness, (v) sadness, and (vi) contempt (recently added). Following this dis-
covery, the Facial Action Coding System (FACS) [1] was developed with the
aim of visually evaluating any facial expression using a scientific and quanti-
tative approach (this will eventually pave the way for applying machine vision
approaches for automatic facial expression recognition). The development of
FACS has been highly appreciated by both psychologists and computer sci-
entists. Hence, a significant portion of this chapter shall be devoted in this
chapter for the description of FACS.
2.2 The Facial Action Coding System
Ut imago est animi voltus sic indices oculi (the face is a picture of the mind as
the eyes are its interpreter) -Cicero (circa 100 b.c.). An endless abundance of
information resides within the face of each and every person, embodying a rich
source of mysteries shrouding the emotional state that lay in anticipation of
being conveyed and deciphered. In addition to the seven universal emotional-
related facial expressions, a plethora of more complex states can be inferred
from facial expressions. For example, facial expressions are able to identify
fatigued drivers [7], patients suffering from medical depression [8], or even
be used as a platform for autonomous robots to learn how to recognise the
emotions of human beings [9]. Before these can be achieved, however, one
must first deviate from conventionally subjective methods of coding/labeling
facial expressions that rely mostly on intuition (i.e., lacking in standardization).
Instead, behavioral scientists have deemed it necessary for a procedure to be
developed whereby a standard protocol exists to ensure measurements of facial
muscle appearance to be carried out in an objective and quantitative manner.
But first, it is essential to first define the constituents of a facial expression.
Muscle groups in the face constantly contract and relax in controlled config-
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Figure 2.1: Anatomy of the face [10].
urations to form various facial expressions that last between 250 milliseconds
to 5 seconds [11]. These configurations typically manifest as temporary de-
formed states of respective facial features; such as, wrinkles and bulges at the
eyelids, eyebrows, nose, lips and skin texture, etc. Every facial expression can
therefore be accurately represented by a unique collection of muscular groups
activated in the face. These observations had formed the basis on which FACS
was originally developed and implemented.
FACS stipulates that all visible muscular activity in the face can be de-
composed into a total of 44 constituent sets that represent different atomic
facial muscular actions. These actions are termed action units (or often sim-
ply AUs for brevity). In turn, this short list of only 44 AUs correspond to
27 facial movements that have the versatility to describe thousands of unique
and meaningful facial expressions1. Two examples are provided here to demon-
strate the application of FACS using AUs: (i) the action of raising the upper
eyelid utilizes the levator palebrae superioris muscle, and (ii) the action of
puckering the lip involves the incisivii labii superioris plus the incisivii labii
1For the complete list of AUs, please refer to Tables 2.1 and 2.2
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1C Inner brow raise
2C Outer brow raise
4B Corrugator
5D Upper lid raise
7B Lower lid tighten
20B lip stretch
26B Jaw drop
Figure 2.2: Example AU codes for the prototypic expression of fear [12].
inferioris muscles. Besides providing a means to quantitatively evaluate facial
expressions, another advantage of FACS is that it allows for even subtle vari-
ations in facial activity to be objectively measured through the utilisation of
AUs. This means that a better description of both inter/- and intra-subject
variability (which is inherent in every person) to be more closely analysed.
Figure 2.2 illustrates how AUs can be utilised to describe the facial expression
of “fear”.
2.2.1 Advantages & Disadvantages of FACS
Ever since its inception in 1969, FACS had been widely accepted as the gold
standard by numerous researchers in providing a general purpose represen-
tation for facial expressions. Both behavioral and computer vision scientists
now possess a means to infer and relate the meaning of facial expressions back
to the behavioral science literature. Most early-generation AFER systems had
attempted to map facial expression data directly onto the emotional label, and
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had not been designed around FACS. Such systems, however, engendered ma-
jor difficulties as they were inherently designed around an ill-posed problem
and were therefore ineffective at detecting non-emotional mental and phys-
iological activities [11]. In contrast, a comprehensive design such as FACS
permits the morphology of facial expressions to be coded with high accuracy
and also facilitates the discovery of new patterns concerning various emo-
tional/situational states [12]. Additionally, FACS proves to be more adept
at discerning primary facial expressions from their subtle secondary variants
as compared to subjective labeling [12]; for example, happiness versus relief,
or even deception versus intoxication [13].
Despite the benefits of generating objective labels over subjective labels,
it sill remains as an open question whether intermediate representations such
as FACS are the best approach to recognition. Above all, FACS is unable
to cater to the coding of temporal patterns concealed within an AU’s life
cycle. This is crucial because facial expressions are inherently temporal by
nature [14, 15, 16]2). The second limitation of FACS is that it has proven to be
an extremely labour-intensive and time-consuming task for a certified coder to
manually code every frame for 44 AUs in a large number of video recordings. It
requires approximately 100 hours to train a person to make reliable judgments
and pass a standardised test for reliability before they can be certified to
become a FACS coder. Even then, it takes one to three hours to code a single
minute of video data on a frame-by-frame basis [17]. These critical limitations
concerning the manual application of FACS calls for an urgent automation of
FACS, which is the main motivation behind AFER research.
2.3 Origin & Progress of AFER
Prior to 1978, the analysis of facial expressions had primarily been confined
to within psychology circles. This changed ever since the inaugural work by
2An effective and novel solution shall be proposed in Chapter 5.
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Suwa [18], who had been the first to introduce fundamental concepts that en-
able a means to automatically analyse facial expressions using a computer. In-
terest in these circles have since steadily gained momentum and have rapidly
expanded into various domains in machine vision. This could be witnessed
from the seminal inter-disciplinary workshop that was convened by the Na-
tional Science Foundation (NSF) in 1992 as a measure to formally acknowledge
the potential of AFER plus to further stimulate activity within the discipline.
The NSF workshop successfully managed to unite a diverse spectrum of
psychologists as well as machine vision scientists who share a common inter-
est in advancing the science of facial expression recognition. Subsequently,
this inspired early survey papers such as that by Samal and Iylngar [19] that
sparked intensive academic research into AFER. Using flow fields of facial skin
movement, Mase and Pentland [20] pioneered more specific machine vision
techniques that rely on optical flow for the extraction of appearance from var-
ious muscular actions. This was followed by a vast increase in AFER research
activity as evidenced by a plethora of articles being published over the next
two decades [19, 21, 22, 11, 23, 24, 15, 8]. These articles surveyed a wide range
of techniques covering various problems in face detection/tracking, feature rep-
resentations and pattern classification which will be reviewed in more detail in
Chapter 3.
More recently in the past decade, AFER research has progressed from the
basic detection of the seven universal emotions onto arguably more complex
facial expressions; such as in the recognition and grading of physical pain [25,
26, 27]. Nonetheless, the future of AFER is still envisaged to encompass even
more spheres of research. For example, novel applications of AFER include
the detection of clinical depression [8], driver fatigue [7], facial nerve grading in
medicine [28], face image compression and synthetic face animation [29], video-
indexing, robotics as well as in virtual reality [11]. It is interesting to note
that AFER can also be applied to clinical research on several neuropsychiatric
disorders such as in the recognition of schizophrenia [30, 31, 32], which had
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already begun to draw the attention of AFER researchers from as early as the
early 1990’s.
The availability of a comprehensive protocol which is able to objectively
measure muscular activity in the face proves to be invaluable for facial ex-
pression recognition research. With the emergence of FACS, one now has at
his disposal to quantity subtle variations in both deformation states and the
intensity of action units which is highly important when examining more com-
plex facial expressions (e.g., pain recognition). In fact, any facial expression
no matter how complex can be readily assembled from a combination of facial
action units (or “facial phonemes” [22]).
2.4 Chapter Summary
This chapter introduced the theory and science behind facial expression anal-
ysis, beginning with perspectives drawn from psychology which then transi-
tioned to perspective from machine vision. Charles Darin had been the first
to question the origins of facial expressions in Man, and if there was a way
to trace our evolutionary origins by examining any common traits that are
shared between our facial expressions and those of other primates. Indeed,
as recorded in the On The Origins of Man, Darwin managed to demonstrate
that there was indeed some correlation present between the facial expressions
of human beings and other primates. Thereupon, there was increasing interest
shown by researchers in the study of human facial expressions; especially a
passionate debate concerning Darwin’s philosophy of a set of shared human
facial expressions that are independent of culture. One enthusiastic researcher
was Margaret Mead who disputed the theory postulated by Darwin, and had
instead believed in the notion of a culturally-dependent substrate for facial ex-
pressions in human beings. Paul Ekman was one other prominent psychologist
who participated in this debate. From an extended and thorough investiga-
tion into the tribes of New Guinea spanning several years, Ekman successfully
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provided substantial evidence that supported Darwin’s theory of a universal
(i.e., culturally-indepedent) set of facial expressions elicited by human beings;
which are, (i) anger, (ii) disgust, (iii) fear, (iv) happiness, (v) sadness, (vi)
surprise and (vii) contempt.
Together with Friesen, Ekman proceeded to develop a protocol which they
named the Facial Action Coding System (FACS) that was capable of effectively
measuring facial expressions in an objective and quantitative manner. The
concept of action units (AU) which served as the underlying basis of FACS
was introduced and covered in considerable detail in this chapter. FACS is
able to define all possible facial muscular activity through a combination of
AUs and therefore has been able to provide an effective and reliable means of
coding facial expressions. However, the problem with the manual execution of
FACS lies with its extremely labourious and time-consuming disposition. Not
surprisingly, this significant drawback of FACS became the main motivation
behind AFER which applies machine vision algorithms with the objective of
automating the entire AU coding process. Over time, machine vision scientists
had researched and developed numerous algorithms to detect AUs as well as
emotional-related facial expressions with encouraging levels of success.
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Table 2.1: Complete list of AUs and description of facial muscular activity.
AU Description Muscular Basis
0 Neutral Face −
1 Inner Brow Raiser frontalis (pars medialis)
2 Outer Brow Raiser frontalis (pars lateralis)
4 Brow Lowerer
depressor glabellae, depressor supercilii,
corrugator supercilii
5 Upper Lid Raiser levator palpebrae superioris
6 Cheek Raiser orbicularis oculi (pars orbitalis)
7 Lid Tightener orbicularis oculi (pars palpebralis)
8 Lips Toward Each Other orbicularis oris
9 Nose Wrinkler levator labii superioris alaeque nasi
10 Upper Lid Raiser
levator labii superioris,
caput infraorbitalis
11 Nasolabial Deepener zygomaticus minor
12 Lip Corner Puller zygomaticus major
13 Sharp Lip Puller levator anguli oris
14 Dimpler buccinator
15 Lip Corner Depressor depressor anguli oris
16 Lower Lip Depressor depressor labii inferioris
17 Chin Raiser mentalis
18 Lip Pucker
incisivii labii superioris,
incisivii labii inferioris
19 Tongue Show −
20 Lip Stretcher risorius with platysma
21 Neck Tightener platysma
22 Lip Funneler orbicularis oris
23 Lip Tightener orbicularis oris
24 Lip Pressor orbicularis oris
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Table 2.2: Complete list of AUs and description of facial muscular activity.
AU Description Muscular Basis
25 Lips Part depressor labii inferioris
26 Jaw Drop masseter
27 Mouth Stretch pterygoids, digastric
28 Lip Suck orbicularis oris
29 Jaw Thrust −
30 Jaw Sideways −
31 Jaw Clencher masseter
32 Lip Bite −
33 Cheek Blow −
33 Cheek Blow −
34 Cheek Puff −
35 Cheek Suck −
36 Tongue Bulge −
37 Lip Wipe −
38 Nostril Dilator nasalis (pars alaris)
39 Nostril Compressor
nasalis (pars transversa),
depressor septi nasi
41 Glabella Lowerer depressor glabellae
42 Inner Eyebrow Lowerer depressor supercilii
43 Eyes Closed levator palpebrae superioris
44 Eyebrow Gatherer corrugator supercilli
45 Blink
levator palpebrae superioris,
orbicularis oculi (pars palpebralis)
46 Wink orbicularis oculi
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Chapter 3
Fundamentals of AFER Systems
As human beings, we often take for granted the ease with which we discern faces
and facial expressions. It is, however, immensely more challenging to teach a
machine or a computer to perform the same tasks. It follows that AFER
remains a fundamentally complex task mainly as a result of large amounts
of variability that exist within an individual and also between different indi-
viduals. Examples of these include but are not limited to variations in age,
ethnicity, hair, head pose, illumination conditions.
For a machine to be taught how to counteract these variations, it is neces-
sary for one to first establish a database that contain facial expressions acquired
from numerous subjects who had been carefully selected to emulate the natu-
ral variability of facial expressions. One of the most important considerations
in the design of AFER systems is good generalisation capability, because it is
not desirable to have to train a person-specific computational model for each
and every individual whose facial expression is to be detected. It is therefore
a necessary task to acquire a diverse number of databases to capture the full
richness of natural facial expressions so that good representative models can be
trained and generalisation performance can be maximised. This chapter first
begins with a description of three state-of-the-art facial expression databases
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that have been commonly employed by researchers in the past decade.
Following the description of databases, the chapter proceeds to introduce
the core components of a modern AFER system. As we may be well-aware of,
the performance of human vision still exceeds that of machine vision by far. It
is thus tempting for researchers to develop machine vision techniques that are
inspired by biology (e.g., techniques for face-tracking, feature representation
extraction, and pattern classification). This chapter provides a succinct de-
scription of several popular biologically-inspired algorithms that have already
been successfully implemented in various AFER systems.
Last but not least, this chapter shall review in detail the third and final
pattern classification component of the AFER system. This section discusses a
multitude of pattern classifiers that were studied in the literature, and also re-
veal the limitations and reasons of their incompatibility with respect to AFER.
3.1 Facial Expression Databases
A major impediment to realising fully functional and practical AFER systems
that are able to operate under real-world conditions is the lack of representa-
tive data. Currently, the adopted solution to this dilemma is to accumulate
a diverse range of databases that are able to emulate a broad spectrum of
facial expressions. Once these are available, a whole host of machine vision
algorithms can then be applied directly either to image primitives or to facial
action codes [17]. This section introduces the three primary types of facial ex-
pression databases that are commonly employed in AFER research; and they
contain, (i) posed expressions (Section 3.2), (ii) acted expressions (Section 3.3),
and (iii) spontaneous expressions (Section 3.4). Understandably, the ultimate
goal of an AFER system is to reliably detect spontaneous (or natural) facial
expressions under realistic scenarios. Automatic pain recognition, a novel area
of spontaneous facial expression recognition, has been a recently active field of
AFER research and is also an important focus of this thesis. Section 3.5 shall
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deliver a concise discussion on the subject of automatic pain recognition and
monitoring.
3.2 Posed Facial Expressions
Posed facial expressions are a type of highly exaggerated facial expression and
are therefore also the least natural among other facial expressions. Typically,
participants of a posed facial expression data collection exercise are closely
guided by a professional director to intentionally display one or several of the
seven prototypic expressions. Facial action unit labels are also usually coded
together with the emotion label in the database. Posed facial expressions are
highly unnatural and clearly do not reflect realistic facial expressions.
Although it may appear at first glance illogical and somewhat counterpro-
ductive to collect this type of expressions, but it is not the primary objective of
a posed expression database to accurately imitate natural expressions. Rather,
these databases serve to provide an ideal foundation to develop and evaluate
novel machine vision algorithms; especially those which are still at the early
proof-of-concept phase of development. Once these algorithms have been eval-
uated to be successful on posed expressions, they may then advance towards
the detection of more realistic (and also more challenging) facial expression
databases.
The Cohn-Kanade (CK) [33] database is one of the more popular posed
facial expression databases employed by researchers. It contains 486 video
sequences of posed expressions across 97 subjects, comprising all seven proto-
typic emotions; all of which had been fully FACS coded. For each sequence, the
first image starts with a neutral expression (onset) which then progresses to
the peak expression intensity (apex) at the final frame. The release of the CK
database was very well-received, as evidenced by the overwhelming response by
the AFER community [34, 15, 35, 36, 37]. Despite its popularity, however, the
CK database still suffered from certain limitations. Lucey et al. [38] pointed
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out these limitations,
• Inconsistent or absent reporting of inter-observer reliability and validity
of expression metadata. For example, the validity of emotion labels have
not been objectively quantified.
• Common performance metrics with which to evaluate new algorithms for
both AU and emotion detection.
• Standard protocols for common databases to make possible quantitative
meta-analyses.
To acknowledge these shortcomings, Lucey et al. [38] subsequently extended
the CK database into the the Extended Cohn-Kanade (CK+) database [38].
The problems with the older database were addressed by augmenting it with
107 more sequences and 26 more subjects. In total, these additions were equiv-
alent to a 22% and 27% increase in the number of sequences and subjects
respectively. Full FACS coding of the peak frames was provided for all 593 se-
quences in the database, where approximately fifteen percent of the sequences
were comparison coded by a second certified FACS coder. The proportion
of agreement above what would be expected to occur by chance, commonly
referred to as coefficient kappa [39], was used to quantify inter-observer agree-
ment. For CK+, the mean kappas for inter-observer agreement were 0.82 for
action units coded at apex and 0.75 for frame-by-frame coding. Similar to the
older CK database, the final frames of each sequence in CK+ that contained
the peak expression were also fully FACS coded. However, the emotion labels
were revised and validated with reference to the FACS Investigators Guide [1],
which were also further confirmed through visual inspection by experts in the
field of affect analysis. The extreme caution taken in the construction of the
CK+ database was as a result of the unreliability in which subjects interpret
the prototypic emotions (e.g., anger, surprise, etc), and their resultant imper-
sonations may differ from the stereotypical definition as outlined by the FACS
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protocol. For reference, Table 3.1 illustrates the number of sequences for each
prototypic emotions that are available in CK+.
Lucey et al. [38] also pointed out a general lack of consistency adopted by re-
searchers in their experimental methodology. For example, some chose to adopt
a leave-one-out cross-validation strategy while others chose random train/test
set configuration. The lack of an agreed upon experimental methodology is a
worrying problem that has manifested throughout the literature in numerous
publicly available datasets (e.g., CK [33], MMI [40] and M3 [17]). This made
it difficult for useful comparisons to be made between different research pub-
lications and also impedes the determination of the state-of-the-art. To deal
with this problem, Lucey et al. [38] proposed a standard evaluation strategy:
which was to employ a standard leave-one-subject-out cross-validation train-
ing/testing strategy, and then calculating the area underneath the receiver-
operator-characteristic (ROC) curve with an upper-bound error measure as
the performance metric. ROC curves are generated by plotting the number
of true-positives against the number of false-positives as a decision threshold
is varied. This area indicates the probability that a positive instance selected
at random will be ranked higher than a negative instance also selected at ran-
dom. An upper-bound on the uncertainty of A′ was included to approximate
the reliability of performance. A statistic commonly used for this purpose is,
s =
√
A′(1− A′)
min {np, nn} , (3.1)
where np, nn are the number of positive and negative examples [41].
3.3 Acted Expressions
As posed expression databases provide straightforward evaluation of freshly
conceived algorithms, they are regarded to be valuable platforms at the early
developmental stages. However, these databases are somewhat limited as the
facial expressions they contain are synthetic and are therefore unable to pro-
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Table 3.1: Number of example sequences for the emotion categories in the
emotion partition of the CK+ database [38].
Emotion N
Anger 45
Contempt 18
Disgust 59
Fear 25
Happiness 69
Sadness 28
Surprise 83
vide meaningful data that are representative of more realistic expressions. If
a practical AFER system is to be implemented, then it becomes more ap-
propriate to utilise more natural facial expressions for training and tuning of
the system; such as, acted or spontaneous expression databases. Spontaneous
expression databases best reflect natural facial expressions, but the collection
of these databases prove to be extremely tedious and challenging mainly due
to the infrequent displays of the seven prototypic emotions by participants.
Under normal circumstances, it is uncommon for a person to truly experience
a particular emotion intentionally (e.g., sadness) during a recording session,
and then accordingly express that emotion through the face. As a consequence,
several hours of recording is usually required to acquire only several minutes of
spontaneous and usable emotional expressions [42]. Despite the difficulty and
tediousness of the data collection task, spontaneous facial expressions convey
valuable information about a person’s emotion and perception of the environ-
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ment when they get displayed and certainly should not be ignored [42].
Instead of going through the arduous task of acquiring spontaneous facial
expressions, a less laborious approach would be to request participants to in-
tentionally act out various facial expressions under the close guidance of a
professional director. Interestingly, it was revealed in a study conducted by
Baenziger and Scherer [43] that acted facial expressions could be recognised
by lay judges with an accuracy level that largely exceeds the level of chance.
The study also shown that the inter-rater reliability for category judgments
and perceived believability and intensity of the portrayal were found to be
very satisfactory. Based on these findings, the authors [43] proceeded to com-
pile a comprehensive database consisting of acted facial expressions, which
they named the GEMEP database. GEMEP consists of over 7000 audiovi-
sual portrayals of a total of 18 emotions, which were acquired from 10 actors
that have been under the close supervision of a professional director. In ad-
dition, the participants involved in the corpus were also instructed to utter 2
pseudo-linguistic phoneme sequences or the sustained vowel ‘aaaŠ. Of all these
recordings, a subset of only 1260 portrayals were selected and then included in
a rating study so as to evaluate inter-judge reliability and recognition accuracy.
More recently in 2011, the GEMEP-FERA database was formed as a subset
of the GEMEP database for the purpose of evaluating the progress of AFER
techniques in an international grand challenge named the Facial Expression
Recognition and Analysis Challenge (FERA2011) [44]. GEMEP-FERA sim-
ilarly contained audio-visual recordings of 10 actors, but was now trimmed
to contain only the 5 most relevant emotional-related facial expressions and
together with a set of AUs that were considered to be more relevant to AFER.
GEMEP-FERA stands out from other facial expression databases in that
it is the only database where recordings had been made in the presence of
speech (i.e., the actors were constantly uttering the 2 phonemes or ‘aaa’).
The presence of speech while expression emotional states does indeed reflect
a more natural scenario, but in the context of machine vision speech also
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generates a substantial amount of lip movement rigid head and body motion
which makes the recognition task substantially more challenging. The grand
challenge FERA2011 consisted of two major sub-challenges − (i) an emotion
recognition sub-challenge, and (ii) an AU recognition sub-challenge.
Regarding the emotion recognition sub-challenge, a total of 289 portrayals
had been selected for evaluation (155 for training, and 134 for testing). The
training partition consisted of 7 actors (3 males), and the testing partition
consisted of 6 actors (3 males). In the testing partition, half of the actors in the
testing partition were excluded from the training partition (i.e., the there are
unseen subjects in the testing partition), and each actor contributed between
three to ten instances for every emotion under study. Approximately 17% of
the portrayals included actors who were instructed to utter the sustained vowel
‘aaaŠ while the remaining 83% of actors were instructed to speak one of the 2
pseudo-linguistic phoneme sequences.
The AU recognition sub-challenge contained a total of 158 portrayals (87
for training and 71 for testing). Similarly, the same actors who were ex-
cluded from the testing partition of the emotion recognition sub-challenge were
also excluded from testing partition of the AU recognition sub-challenge, and
all actors were also recorded while speaking one of the two pseudo-linguistic
phoneme sequences. Tables 3.2 and 3.3 provides additional details regarding
training and testing partitions of GEMEP-FERA. As part of the contributions
made in this thesis, Section 4.10 details the achievements of the AFER system
which was designed for and evaluated at FERA2011.
3.4 Spontaneous Expressions
The ultimate goal of AFER lies in designing automatic systems that have the
ability to detect facial expressions of various people as they go about their daily
lives in a rapid yet reliable manner (i.e., in unconstrained locations outside
the laboratory). Even though the acquisition of spontaneous facial expression
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Table 3.2: List of action units available in the AU partition of the GEMEP-
FERA database [44]. Test set S denotes seen subjects, while test set U denotes
unseen subjects. Ntotal = 158; Ntraining = 87; Ntest = 71.
AU Train Test S Test U Total
1 48 9 28 85
2 48 12 21 81
4 34 10 26 70
6 37 8 27 72
7 43 14 30 87
10 48 13 21 82
12 56 16 33 105
15 30 6 11 47
17 49 14 31 94
18 28 12 20 60
25 67 22 37 126
26 46 12 23 81
databases proves to be a tedious and challenging task, these databases are
imperative for acquiring meaningful data that are representative of naturalistic
facial expressions. As mentioned earlier, posed expression databases are highly
synthetic and are characteristic of slow and predictable onsets/offsets. On the
other hand, spontaneous facial expressions are marked by rapid and smooth
onsets/offsets with distinct facial actions peaking simultaneously [45]. The
relevance and importance of spontaneous facial expression behavior can be
better appreciated by examining its neurological substrate.
It was submitted by Bartlett et al. [17] that facial expressions are me-
diated by two distinct neural pathways which originate from different areas
of the brain. Volitional facial movements originate from the cortical motor
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Table 3.3: List of emotion categories available in the Emotion partition of the
GEMEP-FERA database [44]. Test set S denotes seen subjects, while test set
U denotes unseen subjects. Ntotal = 289; Ntraining = 155; Ntest = 134.
Emotion Train Test S Test U Total
Anger 32 14 13 59
Fear 31 10 15 56
Joy 30 20 11 61
Relief 31 18 8 57
Sadness 31 18 7 56
strip, whereas the more involuntary emotional facial actions originate from
the sub-cortical areas of the brain (e.g., [46]). Both pathways determine the
formation of different facial actions and also how they behave with respect to
time by innervating different facial muscles [47]. There are also differences in
which muscles get activated in different subjects, even if all subjects were in-
structed to pose the same facial expression [48]. Involuntary facial expressions
originating from sub-cortical areas are characterized by synchronized, smooth,
symmetrical, consistent, and reflex-like facial muscle movements. On the con-
trary, facial expressions that originate from the cortical motor strip are subject
to volitional real-time control and tend to be less smooth, with more variable
dynamics [49]. Despite these differences, both neurological pathways appear
to correspond to the distinction between biologically driven versus socially
learned facial behavior [17].
The M3 database is one popular spontaneous facial expression database
that has been commonly employed by researchers. M3 was recorded from a
hundred subjects who participated in a false-opinion paradigm. Using this
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(a)
(b)
(c)
(d)
Figure 3.1: Facial expression databases commonly employed in the litera-
ture: (a) posed expressions (CK+ database), (b) pain expressions (UNBC-
McMaster Shoulder Pain Expression Archive), (c) spontaneous expressions
(M3 database), and (d) acted expressions (GEMEP-FERA database).
paradigm, a whole plethora of spontaneous facial expressions could be evoked
from the subjects in a naturalistic manner. Participants first fill out a ques-
tionnaire that had been designed to garner opinions concerning a social or
political issue in which they had rated strong feelings with. Then, they were
given a choice of either telling the truth or taking the opposite opinion in
an attempt to convince a highly experienced interviewer (who were either re-
tired police personnel or FBI agents). The participants were also sufficiently
tempted with monetary gains as incentive (they receive more money if they
succeed at deceiving the interviewer).
3.5 Recognising Pain: A Useful Application Of
Spontaneous Expressions
By virtue of FACS, researchers now have the capability to advance beyond
the basic recognition of the seven prototypic facial expressions. For exam-
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ple, various complex and non-prototypic facial expressions can be decomposed
into a set or combinations of AUs; which is usually required for analysing
spontaneous facial expressions. The automatic recognition and monitoring of
perceived pain [27] is one illustration of this.
As noted by Gawande [50], the monitoring of pain was perceived by in-
tensive care unit (ICU) patients to be among the most important factors to
consider. Until now, patient self-report has been the usual medium for commu-
nication of perceived pain in a hospital (except for patients warded in the ICU).
Self-reporting of perceived pain by a patient is currently achieved through the
use of a score-card which roughly indicates the perceived intensity of pain. On
each card, two Likert-type scales [51] can be found which describe: (i) the
sensory intensity of pain, and (ii) the affective motivational dimension. Each
scale consists of 15 items labelled from “A” to “O”. The sensory scale starts at
“extremely weak” and finished at “extremely intense”, and the affective moti-
vational scale started at “bearable” and finishes at “excruciating”.
An obvious disadvantage of patient self-report is that it tends to be objec-
tionable due to its subjectivity, plus it lacks information about the progression
of pain intensity; i.e., is the pain increasing or decreasing? In addition, a
patient is unable to utilise self-report if he/she is impaired in certain facul-
ties (e.g., infants, speech-impaired patients, patients attached with breathing
tubes, patients who are unconscious, etc). The development of automatic pain
recognition and monitoring systems could therefore be of great benefit to these
patients as they would be able to provide reliable and objective assessment of
pain as well as its corresponding intensity [25, 26, 52, 53].
Facial expressions are useful indicators of pain. It was discovered by
Prkachin [54] in 1992 facial expressions of pain were classifiable as a collec-
tive action of four facial movements: (i) brow lowering (AU4), (ii) orbital
tightening (AU6 and AU7), (iii) levator contraction (AU9 and AU10), and (iv)
eye closure (AU43). A pain intensity metric (PSPI) was later defined in [55] as
the sum of AU4, AU6 or AU7 (whichever is higher in intensity), AU9 or AU10
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(whichever is higher in intensity) and AU43 to yield a 16-point scale through,
PSPI = AU4 + (AU6 or AU7) + (AU9 or AU10) + AU43. (3.2)
As a first step, the development of an automatic pain monitoring system re-
quires the collection of a database of spontaneous painful expressions. The
UNBC-McMaster Shoulder Pain Expression Archive [27] was the first such
comprehensive database collected, containing videos recordings of adult pa-
tients (129 subjects - 63 male, 66 female) who suffered from rotator cuff and
a wide variety of other shoulder-related injuries (e.g., arthritis, bursitis, ten-
donitis, subluxation, rotator cuff injuries, impingement syndromes, bone spur,
capsulitis and dislocation). Over half of the participants reported use of med-
ication for their pain. During the video recordings, the faces of all patients
had been recorded while they were performing a series of active and passive
range-of-motion tests on their affected and unaffected limbs.
All video recordings were conducted in a laboratory that was equipped
with an appropriate bed which facilitated passive range-of-motion tests; which
included abduction, flexion, and internal and external rotation of the each arm
separately [56]. Each video frame was fully AU coded by certified FACS coders,
and both observer and self-report measures at the sequence level were taken as
well. As the presence and intensity of perceived pain can be described through
(3.2), only the relevant AUs − AU4, AU6, AU7, AU9, AU10, AU12, AU20,
AU25, AU26, AU27 and AU43 − had been FACS coded. With the exception
of AU 43, each action was coded on a 5 level intensity dimension (A-E) by
one of three coders who were certified FACS coders. In total there were over
48000 frames used. In this dataset considerable head movement occurs during
the sequence and the video sequences have various durations, with sequences
lasting from 90 to 700 frames.
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3.6 Elements of an AFER System
Having described the three main types of facial expression databases that
are commonly employed by researchers, this chapter shall proceed to describe
the core constituents of a typical AFER system. This section shall examine
the various machine vision techniques that are frequently installed in leading
AFER system designs. Thus far, human vision still greatly surpasses machine
vision which has resulted in a large number of algorithms that have been
inspired by nature. This section shall review several of the more popular
biologically-inspired techniques in closer detail.
In the design of an AFER system, ensuring the accurate detection and
tracking of the face in an image is of foremost importance. Once a face is
located within the image, the tracker separates out all facial pixels (i.e., pixels
belonging only to the face) from the background image since only the facial
expression is of relevance. The second component of the system maps all
facial pixels onto alternate dimensions for a better representation of the facial
expression. Finally, the third component of the system attempts to classify
patterns (presence/absence or intensity of a facial expression or of an action
unit) by creating decision boundaries within the data space.
3.6.1 Fundamental Constituents of an AFER System
It was previously pointed out in Chapter 2 that an objective and quantitative
means for facial activity to be coded can be afforded by the FACS protocol.
The limitation of FACS, however, is the sheer amount of time and effort that
needs to be invested by multiple human coders; which makes the manual FACS
coding procedure rather unappealing. If large scale applications are to be con-
sidered, then these limitations are again amplified. Instead, a more sensible
approach would be to exploit the synergy between facial activity coding and
computers to automate the laborious process of FACS coding. Before pro-
ceeding to ruminate on the complex technical details involved with machine
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vision, it may be useful to first pause and give thought as to why the recogni-
tion (or inference) of human emotion is sought after in the first place. After
all, the rationale behind procreating emotionally intelligent machines may not
be immediately clear. Displays of emotion were originally depicted in clas-
sical Western culture as inhibiting influences over intellectual aptitude, and
therefore undesirable. Still, emotion or affect is inevitably connected to every
facet of our daily lives and is certainly fundamental to the human experience.
Machines imbued with artificial emotional intelligence could therefore begin
learning about the world we live in, better interact with us and also assist by
shouldering various chores and responsibilities. As of now, however, the signifi-
cance of artificial emotional intelligence had been largely overlooked, and often
led to frustrating experiences in part due to affect being easily misunderstood
and also difficult to measure [57].
As pointed out in Section 3.1, the scope of AFER can be extended to a
whole variety of other non-prototypic expressions. For example, in recognising
pain [25, 26, 27], depression [8], fatigue [7], and deceit [58], etc. Figure 3.2
illustrates the core components of a AFER system which enables the detection
of these complex facial expressions using machine vision. The subsequent
sections of this chapter shall review each of these system components in more
detail.
3.7 Face Tracking & Registration
As human beings, we have developed through millennia of evolution an innate
prowess to discern faces effortlessly and rapidly in unfavourable conditions such
as when a face is not fully-frontal or when under poor illumination, or if a face is
relatively far away from the observer. These problems had inspired researchers
to understand how our visual pathways function when inspecting a face. One
theory was that when analysing a face, the visual pathways in our brain adopt a
holistic approach to analyse the interconnections between various facial details
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Action
Units
Pattern
Classification
Feature
Extraction
Class Label
Output
▪  Face Detection
▪  Geometric Normalisation
    (translation, rotation, scale)
▪  Segmentation
▪  Geometric Measurements
    between landmarks (AAM/CLM)
▪  Appearance Features (Gabor)
▪  Space Dimensionality
    reduction (PCA, AdaBoost)
▪  Artificial Neural
    Networks
▪  Support Vector Machines
▪  Bayesian networks
▪  Independent Component
   Analysis
Emotions
▪  Decision making
Image
Acquisition
Figure 3.2: Block diagram of a typical AFER system.
as a whole (and not part by part). In appreciation of the sophistication of our
natural visual prowess, an abundance of machine vision techniques have been
proposed that adhere to some form of biological-inspiration [59]. Perhaps the
most popular example is the Haar basis function (or Haar wavelet) [60] which
had been heavily employed in the automatic detection/tracking of various facial
images. The Haar wavelet is defined essentially as a square-shaped function,
ψ (t) =

1 0 ≤ t ≤ 1
2
−1 1
2
≤ t ≤ 1
0 otherwise,
(3.3)
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A facial image that resides within a square image comprising n2 pixels can be
rapidly decomposed into n2 wavelet coefficients. This makes the Haar wavelet
appealing due to its low computational requirements. Due to this, the wavelet
had been instrumental in the success of numerous face detection algorithms
− the most notable of which is the Viola-Jones (VJ) [61] algorithm that had
witnessed extensive application especially in the digital camera industry [62]).
At the heart of the VJ algorithm is a cascade of integral image filters that
are reminiscent of Haar basis functions. These functions are usually trained
using boosting algorithms (e.g., AdaBoost [63]) to determine the location of a
face (regardless of location and scale) in an input image, which is achieved by
coarsely tracking and aligning a couple of key features (e.g., face and eyes). A
subset of features are filtered out (e.g., using AdaBoost, which is technically a
classifier but whose function in this case may perceived to be similar to that
as a filter) at each stage of the cascade and then utilised as the working set in
the next stage of the cascade. Hence, it can be easily understood how the VJ
algorithm achieves rapid computation times using this highly efficient process;
and is thus highly suitable for real-time applications. One significant problem
that accompanies the VJ algorithm, however, is its high miss rate meaning
that not all faces can be guaranteed to be detected and tracked; nor can the
faces be accurately registered/aligned when detected.
To address this problem, several modifications to the VJ algorithm had
been proposed. Instead of AdaBoost, Valstar and Pantic [64] proposed em-
ploying GentleBoost [65] to filter out the working set at each stage of the
cascade. The feature-selection process in their approach was thus made to be
more refined at locating the best performing single-feature classifier from a new
set of filters. This was accomplished by shifting and scaling the chosen filter by
two pixels in each direction, as well as the composite filters made by reflecting
each shifted and scaled feature horizontally about the center and superimpos-
ing it on the original. The algorithm then checks whether or not to continue
testing another feature or to stop and make a decision after the training of
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a single feature. Other than face detection, Haar basis functions have also
been valuable in other aspects of AFER. For example, Haar features combined
with AdaBoost had been examined by [66]. A facial image is first detected
within an arbitrary scene, and then various facial actions present in the face
are detected. Compared to the state-of-the-art AFER system1, this method
of detecting AUs was able to achieve similarly high levels of performance; but
with an added advantage of increased computation speeds.
Apart from the VJ algorithm, there is still a myriad of other face detec-
tion/tracking algorithms that have been proposed in the AFER literature. As
an example, a point distribution model was utilised by Huang and Huang [67]
in tandem with a Canny edge detector to coarsely detect the face and a set
of positions that correspond to ten pre-defined facial features. PCA was then
employed to project out all principal components of the ten facial features
onto a separate axis, after which the detection of the facial expression could
be easily accomplished by correlating the principal components to the closest
expression cluster. In the case of Pantic and Rothkrantz [68], multiple detec-
tion algorithms were applied in parallel using a hybrid facial feature detection
framework based on a histogram analysis and HSV colour algorithm. An infer-
ence engine then converts low-level face geometry into high-level facial actions
that are subsequently mapped onto weighted emotion labels.
Active appearance models (AAM) [69, 70] provide close to ideal face track-
ing and pixel registration, and may be considered to be the state-of-the-art
in face tracking. These attributes make AAMs highly suitable for AFER pur-
poses. The disadvantage of these models, however, is the highly laborious and
time-consuming task of having to manually label facial landmarks for every
subject under consideration during training (which is reminiscent of the man-
ual FACS coding conundrum). Fortunately, this limitation may be addressed
by the more recently proposed constrained local models (CLM) [71, 72], which
are subject-independent models meaning that the laborious task of having to
1Further details are furnished in Section 3.9.
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manually label the facial landmarks for all subjects is no longer required. The
trade-off that comes with this benefit, however, is a drop in recognition ac-
curacy with respect to the AAM. One objective of this thesis is to quantify
the precise amount of degradation that the CLM experiences in relation to the
AAM, so as to determine if the more practical CLMs are ready to be deployed
in real-life applications. As this study is an important contribution of this
thesis, we shall delay discussions regarding CLMs and AAMs till Chapter 4.
3.8 Extraction of Feature Representations
The next step after face detection/tracking entails for the extraction of unique
information within a facial image that is deemed characteristic of the facial
expression (i.e., what is it in a face that makes the face look angry? [19]). This
component is commonly referred to as feature representation extraction, and
may be considered to be the main ingredient of an AFER system (judging
by the volume of papers published in the literature). The main goal of this
component is to distill the essence of a facial expression from the original input
image, and is usually accomplished by mapping data points (from the face)
onto either lower or higher dimensional spaces. The original motivation for this
was from the point-light-display experiments conducted by Johansson [73] back
in 1973. These experiments had inspired a number of psychologists [74, 75] to
observe more closely the motion profiles and correlation among key landmarks
on the face. For example in [74], key points were marked by covering the face
with black makeup and white spots to allow for detailed observations to be
made about the interactions between different key points while various facial
expressions were active. The findings from these experiments led to large-
scale investigations into deriving shape-based feature representations which
are essentially spatial coordinates of key points on the face [76, 77].
Although shape-based feature representations have been useful, they are
unable to describe important information regarding the appearance or texture
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Figure 3.3: An example taken from the CK+ database to illustrate the shape-
based feature representations obtained from the AAM-tracker (68 fiducial
points on each face). Appearance-based feature representations in this experi-
ment were simply the pixel-intensity area extracted from the shape boundaries.
(e.g., wrinkles and bulges) of the face. Clearly, possessing spatial-coordinate
information of only a few key points on the face is not as descriptive as
appearance-based feature representations [78], since the latter uses to its ad-
vantage all pixel information on the face. To show this empirically, a sim-
ple experiment was conducted in this thesis to compare AU recognition rates
on the CK+ database, from utilising: (i) shape-based feature representations
(AAM landmark points), versus (ii) appearance-based feature representations
(the pixel area extracted from the shape boundary of the AAM landmark
points), and a linear kernel SVM for classification in both cases. An illustra-
tion of these are given in Figure 3.3, and experimental results obtained are
presented in Table 3.4. In agreement to the literature, the results obtained
had indeed indicated a slight improvement that was gained from the utilisa-
tion of appearance-based feature representations. Note that the improvements
observed had been slight because the facial expression examples in the CK+
database were highly exaggerated, meaning that it was already a relatively
trivial task for good recognition rates to be achieved from using AAM shape-
based feature representations.
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The realisation of the advantages of utilising appearance-based represen-
tations over shape-based representations had spurred ample interest into the
development of various appearance-based feature representations; such as op-
tical flow [79, 80, 81, 82, 83, 84], principal components [67], histogram of
oriented gradients [85], local binary pattern operators [86, 44], and Gabor
filters [78, 17, 35]). The more popular types of appearance-based feature rep-
resentations shall be discussed in further detail in the next sub-sections.
3.8.1 Texture Analysis
Appearance or texture is an important characteristic for the analysis of many
types of images [86]. A plethora of techniques [87, 88, 89, 90, 91] has since
been proposed for the extraction of texture. Broadly speaking, texture can
be defined as the visual or tactile surface characteristics and appearance of
an object (e.g., sand, wrinkles, etc), and characterizable as a single surface
via variations in shape, illumination, shadows, absorption and reflectance. In
the past, researchers had attempted to model the formation of texture in an
image using Markovian processes (e.g., Gaussian Markov random fields [92]
or auto-regressive models [93]). Both Faugeras [94] and Campbell and Rob-
son [95] both sought biological-inspiration in texture analysis from mimicking
the human visual model by linking scale and orientation selectivity to the vi-
sual cortex. Their works were later confirmed by DeValois et al. [96] which
also inspired Malik and Perona [97] to conduct a study on preattentive texture
discrimination. According to [98], the human visual system places important
emphasis on line-likeness, regularity and roughness. On the other hand, Rao
and Lohse [99] proposed to group textures into three orthogonal dimensions:
(i) repetitive vs. non-repetitive, (ii) non-directional with high contrast vs. di-
rectional with low contrast, and (iii) simple granular textures vs. fine-grained
complex textures. Yet another theory by Levine [100] suggested a multichannel
model for human vision which places emphasis on coarseness, edge orientation,
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and contrast.
Texture can be categorized in several ways according to the appearance.
Traditionally, techniques involved with texture analysis have been divided into
two categories: (i) stochastic measures which describe texture through sta-
tistical properties of pixel intensities relative to the spatial positions, and
(ii) deterministic approaches which rely on texture primitives. Texture can
been described as being a stochastic, possibly periodic, two-dimensional image
field [101]. Difference histograms and co-occurrence statistics [102, 87, 103] are
some popular examples of the former approach using statistics describe tex-
ture. This approach works best with stochastic microtextures. On the other
hand, texture primitives such as texels and textons have been proposed to
describe the structure of a vocabulary of texels and their relationships. These
primitives are used to describe much more complex structures, for example
through graphs, and work best with macrotextures with clear constructions.
Such primitive-based models had been pioneered by [104, 105] in attempts at
explaining the human perception of textures.
Several studies (e.g., [106]) suggest modeling both natural and artificial
textures through distributions possessing various specific local patterns of tex-
ture having these abstract symmetrical forms. One only has to compute the
local auto-covariances or auto-correlations of centre-symmetric pixel values of
suitably sized neighborhoods to measure these patterns of gray-level symmetric
and antisymmetric texture. Because most older techniques in texture analy-
sis only quantifies texture using a single value (e.g., mean, variance, etc), the
important information contained in the distribution is lost. Earlier studies sug-
gest that distributions of joint occurrences of pairs of features provide better
results over distributions having only single features on their own [86].
Currently, the application of Gabor filterbanks [107] is a popular approach
employed to describe texture in an image. These filters were originally ap-
plied to image analysis by Ganlund [108], although many researchers still cite
Daugman [109]. The next section shall analyse the state-of-the-art in AFER
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systems, and shall instead leave detailed discussion on other popular texture
descriptors (e.g., Gabor wavelet filters, local binary pattern operators and his-
togram of oriented gradients) until the next chapter.
3.9 State-of-the-Art AFER System
Currently, the work of Bartlett et al. [17] is considered to be the state-of-the-
art facial expression recognition system. This system consists of firstly finding
the face through some coarse detector (such as the Viola-Jones algorithm),
then normalizing the face based on the distance between the eyes. Once this
has been done, features are found via Gabor wavelet decomposition (9 orienta-
tions and 8 scales), which gives an over complete representation of the image
frame. Feature selection via Adaboost is performed to get a low-dimensional
representation. A linear support vector machine (SVM) is then used to classify
whether or not an AU is present in the frame (the SVM is trained offline, using
labels from the FACS coders).
This system works well in posed (i.e., simulated) scenarios where the sub-
ject is fully frontal and has little head movement. However, in cases where
there is out-of-plane head rotation (e.g., head moves from frontal to profile)
which is symbolic of the type of behaviour that is likely to be encounter in
spontaneous (i.e., “real-world”) scenarios, the system fails [17].
■  Automatic eye    and face detection
■  Feature extraction
■ Gabor wavelet    decomposition
■  9 X 8 filterbank
AdaBoost
■  Feature selection
■  Reduce dimensionality   of  feature space
Support Vector
Machines
■  Linear kernel classifier
■  Decision made on which   action units are detected
AU1
AU2
   .
   .
   .
AU46
■  Action Units   detected
Figure 3.4: The state-of-the-art system in facial expression recognition [17]
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3.10 Pattern Classification in AFER
A thorough review on the third and final pattern classification component of
the AFER system shall be performed in this section, paying attention to var-
ious advantages and disadvantages of more popular classifiers that have been
commonly employed in the AFER literature. Another important aspect to
consider is the natural temporal evolution of facial expressions. This section
shall also include a review on how the dynamics of facial expressions can be ex-
ploited either through the design of feature representations, or by the classifier
itself.
An earnest debate spanning over two decades in the AFER literature had
recently led to a consensus support vector machines (SVM) were the most
suitable type of classifier for AFER, which is primarily due to their good gen-
eralisation capability and rapid prediction times. This section initiates the
description of SVMs with hyperplane-learning, and then leading to the simple
perceptron and finally to the SVM. In addition, the derivation of the SVM
primal objective function shall be elaborated from first principles using geo-
metrical reasoning for both the separable and inseparable cases. Also included
in this section is the derivation of the Lagrangian dual form of the SVM’s pri-
mal objective function which is essential for understanding the “kernel trick”
that had been responsible for the SVM’s surge in popularity during the 1990’s.
3.10.1 Classifiers Used in AFER
Earlier years of AFER research had witnessed a significant amount of effort
that was expended towards establishing the most suitable classification algo-
rithm for facial expression recognition. Classifiers that had generated consid-
erable excitement had included [11] artificial neural networks, hidden Markov
models, dynamic Bayesian networks linear discriminant analysis and various
expert rules.
Artificial neural networks (ANN) refer to a group of artificial neurons that
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attempt to learn various interconnections among themselves to best represent
the relationships between input signals (i.e., face images) and output signals
(i.e., response vectors). A multitude of researchers had invested a significant
amount of effort into ANNs which had led to the implementation of a whole
variety of design topologies [110, 111, 77, 76, 112, 113] for facial expression
classification. The most common design is the backpropagation ANN, which
accepts either brightness distributions [76] or principal components [77] (etc)
as input signals and assigns a vector of weights to a network of artificial neurons
that best describes the seven universal emotion labels. The recurrent neural
network [82, 114] is a similar design which trains the weight vector in a slightly
different manner. There are several limitations with the ANN approach −
firstly it is a “black-box” approach meaning that there is no intuitive way of
tuning the weight vector to various expressions, and secondly it is limited
mostly to detecting only the prototypic emotion labels. The reason for the
latter is that ANN cannot be so easily extended to detect unconstrained facial
expressions or AUs due to the large number (about 7000 [115]) of facial action
combinations that can manifest.
Hidden Markov models (HMM) are another type of classifier that were also
commonly applied in the AFER literature (e.g., [116, 16, 117, 118]. HMMs fall
under the category of spatio-temporal approaches that function by finding an
implicit time-warp using the transition of probabilities between hidden states,
such that occurrences of an observation at each state are assigned with a con-
ditional probability at each state during the model learning process. Originally
applied in the field of speech recognition, HMMs have proven to be a valuable
asset in AFER as they allow important temporal characteristics that govern
the natural evolution of facial expressions to be examined and modeled [11]. As
far back as 1979, a psychologist named Bassili [119] had already pointed out the
importance of facial expression dynamics. Numerous researchers [120, 17, 121]
agree with Bassili, who further emphasized the importance of expression dy-
namics for the case of subtle facial expressions. The reason for their support
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was due mainly to the fact that video-based techniques contain numerous ad-
vantages [122, 123], such as they would be able to capture subtle deformations
and their associated temporal trends in the facial expression which cannot be
achieved by static image-based methods. In [116], the performances between
Bayesian classifiers (static) and HMMs (temporal) were compared. Results re-
vealed that temporal classifiers (e.g., HMM) were more sensitive to differences
in temporal patterns. Yeasin et al. [117] found that the temporal signature
derived from naive classifiers was robust compared to raw representations pro-
vided by optical flow using continuous HMMs. Lee et al. [16] explain that
the temporal evolution of action units should not be neglected due to the in-
completeness of spatial information only. The problem now is that there is
a current shortage of temporal video-based classifiers available in the AFER
market [34, 123, 81, 117, 118, 124]. A drawback in using HMMs, however, is
that they require plenty of training data to operate properly, plus it requires
an extended period of time to find the best match of an observation to a state
from all stored sequences [116]. These limitations do not pose problems in
other areas such as speech processing which have an abundance of available
data, but areas such as facial expression analysis usually contain far less data.
Most HMM-based techniques proposed in the literature [125, 126, 127] had also
been developed in conjunction with other image motion extraction methods.
There have also been other attempts made to model temporal patterns
in the facial expression. For example, spatio-temporal motion-energy tem-
plates [83] represent facial motion in terms of 2D motion fields, and Motion-
Units [123] that are computed from a combination of a Tree-Augmented-Naive
Bayes classifier and a multi-level HMM structure. Sampling-based probabilis-
tic tracking methods such as particle filters are yet another example of a tem-
poral technique used in AFER [124, 128]. In fact, temporal patterns may be
extracted not only from the classifier, but also by using feature representations
such as in manifold-subspace feature representations [124], or in [129] which
utilized a technique called local binary pattern operator from three orthogonal
65
3.10. PATTERN CLASSIFICATION CHAPTER 3. AFER SYSTEMS
planes (LBP-TOP). Basically, LBP-TOP is an extension of the LBP operator
onto the spatio-temporal domain. Spatio-temporal Gabor energy filters [121]
are another type of temporal feature representation. Complex neurons of
the primary visual cortex can be spatially modelled by Gabor energy filters.
Spatio-temporal Gabor filters are able to approximate these neurons better
by incorporating temporal properties of the visual signal, and may therefore
be highly applicable for the representation of video sequences. Gabor motion
energy filters [121] are an advancement of spatio-temporal Gabor energy fil-
ters, designed specifically to represent dynamic facial expressions. The former
is a form of early integration while the latter is a form of late integration.
The former utilizes low-level spatial-temporal patterns before the abstraction
to high-level categories. This type of spatio-temporal filters are suitable for
the representation of low-intensity facial expressions and are important for
detecting spontaneous facial expressions.
An inherent problem with all of these dynamic techniques is that temporal
patterns are derived with an associated increase in computational require-
ments. Another difficulty with spatio-temporal classifiers like the HMM is
that they require large quantities of data for training, which is usually un-
available in facial expression databases. One contribution from this thesis that
efficiently exploits the dynamics of facial expressions in a rapid manner shall
be presented in Chapter 5. The remainder of this section shall however discuss
only static classifiers (i.e., do not take into account temporal information from
facial expressions) with a special emphasis on support vector machines since
they have been proven to be of extreme value in the recent AFER literature.
3.10.2 The Hyperplane Learning Paradigm
In the context of AFER, the problem of learning can be understood as design-
ing a pattern classification algorithm that enables maximal generalization to
data points that have been previously unseen (i.e., with no prior knowledge of
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the subjects in the training set). Loosely speaking, the aim is to obtain a label
y ∈ {±1} such that (x, y) is similar to the training examples x ∈ χ. In the case
of binary systems, this means that when given some new pattern x, we want to
predict the corresponding label y such that (x1, y1), . . . , (xn, yn) ∈ χ × {±1}.
The dot product paradigm presents itself as the simplest solution to this learn-
ing problem. Here, the computation to all geometric constructions can be
formulated in terms of angles, lengths and distances, such that when given
two vectors (x,x′) ∈ RN , the canonical dot product is,
〈x,x′〉 :=
N∑
i=1
xix
′
i. (3.4)
From (3.4), the cosine of the angle between x and x′ can be easily calculated.
The length of x can be subsequently calculated as,
||x|| =
√
x,x′. (3.5)
Likewise, the distance between x and x′ can be computed as the length of the
difference vector. This can be demonstrated using a simple pattern recognition
algorithm [130] based on dot products. Assume the data χ is embedded in a
dot product spaceH. Using the dot product, it is possible to measure distances
in this feature space. The basic idea is to assign a previously unseen pattern
to the class that possesses a closer mean. To illustrate this, let us define a set
of binary classes C+ and C− and compute the means of the two classes,
C+ =
1
m+
∑
{i|yi=1}
xi, (3.6)
C− =
1
m−
∑
{i|yi=−1}
xi, (3.7)
where m+ and m− refer to the number of training examples with ‘+1’ and
‘-1’ labels respectively. The geometric construction can then be formulated in
terms of the dot product, where a new test point is assigned to the class with
the closest mean. As illustrated in Figure 3.5, the resultant class label of x
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C
+
C
-
C
Figure 3.5: A simple pattern recognition algorithm based on the dot product
space [130].
can be computed by inspecting whether the vector x − C encloses an angle
smaller than pi
2
,
C :=
C+ + C−
2
, (3.8)
w := C+ − C−. (3.9)
This would mean that x would be assigned to class label C− if α < pi2 ,
y = sgn〈(x− C,w〉, (3.10)
= sgn〈(x− (C+ + C−
2
), (C+ − C−)〉,
= sgn(〈x, C+〉 − 〈x, C−〉+ b).
b :=
1
2
(||C−||2 − ||C+||2). (3.11)
It is trivial to see that b will vanish if both class means have the same dis-
tance to the origin. As it turns out, this dot product formulation is insufficient
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as there is a need to represent patterns as vectors to some dot product space
which may not be in RN . In the inseparable case, the naive solution hyperplane
of such naive maximum margin principles fail to yield desirable results as the
solution are prone to being overwhelmed by misclassified points, which usually
results in a breakdown in theoretical and practical performance. In practice,
some sort of mechanism is required to prevent training from fixating solely on
anomalous data, such as those implemented in artificial neural networks and
support vector machines.
3.10.3 The Perceptron
Before proceeding with support vector machines and kernel methods in general,
it is useful to analyze the single-layer perceptron algorithm [131]. Compared to
relying solely on dot products, the perceptron is a slightly more effective linear
hyperplane classifier (Figure 3.6). The decision function of the perceptron is
very simply a linear separating hyperplane in input space,
f(x) = sgn(〈w,x〉+ b). (3.12)
The value of f(x) is used to classify x as either a positive or a negative instance.
The major problem of the perceptron algorithm is that it is constrained to only
linearly separable datasets. This limitation is easily handled by support vector
machines, which shall be explored in the next sections.
3.11 Support Vector Machines
Following the seminal work of [78], a consensus was generally agreed upon that
soft-margin support vector machines (SVM hereon) were deemed to be more
applicable for expression recognition problems, mainly due to the following
properties [78]: i) good generalization performance, ii) capitalizing well on
well-correlated input spaces (a characteristic of facial expressions), and iii)
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(0,0)
w
b
Figure 3.6: Single-Layer Perceptron Hyperplane Classifier.
relatively short training times O(102) required. This section shall begin by
deriving the support vector machine from first principles, commencing with
the separable case and then proceeding to the inseparable case.
3.11.1 The Separable Case
We will start with the simplest case which concerns linear machines trained on
separable data. Support vector machines attempt to solve for a pair of planes
that best separate the positive from the negative class X ∈ Rm×n that are
defined upon the binary labels yi ∈ {±1}. This can be achieved by maximizing
the margin (i.e., the Euclidean distance) between the two planes (Figure 3.7),
which can be written as solving for a w such that,
w>x ≥ 1; if y ∈ 1 (3.13)
w>x ≤ −1; if y ∈ −1 (3.14)
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Mis-Classified
Example
Mis-Classified
Example
HyperPlane
Margin
Boundaries
+1
-1
Figure 3.7: Illustration of hyperplane construction in support vector machines.
It is trivial to see that (3.13) and (3.14) simplifies into,
y(w>x + b) ≥ 1 (3.15)
where the bias term b is included to allow for affine translations. We are now
able adopt a geometrical approach to derive a mathematical description of our
goal of maximising the margin between the planes. Referring to Figure 3.8, we
define the distance from the primary hyperplane to the support hyperplanes
as m. The distance between support hyperplanes is therefore 2m. If the origin
is set to be a reference point, then 2m is also equivalent to the differences from
the origin to the closest data point. Define x(+) and x(−) as any point lying
on the positive and negative support hyperplanes respectively, the distance
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HyperPlane
Support
Hyperplanes
2m
Origin (0,0)
Figure 3.8: Geometrical derivation of the hyperplane in support vector ma-
chines.
criterion can then be expressed as x>x. We can hence formulate the margin
maximization problem to be,
arg min
x
x>x + λ(w>x + b− 1). (3.16)
and by setting the Jacobian of (3.16) to zero we can obtain the expression for
x,
J = 2x + λw> = 0, (3.17)
x = −λ
2
w. (3.18)
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Substituting (3.18) into w>x + b− 1 = 0,
w>(−λ
2
w) + b− 1 = 0, (3.19)
−λ
2
w>w + b− 1 = 0. (3.20)
Therefore we obtain,
λ =
−2(1− b)
w>w
, (3.21)
=
2(b− 1)
w>w
.
From (3.18) and (3.21) we can rewrite x as,
x = −1
2
[
2(b− 1)
w>w
]
w, (3.22)
=
1− b
w>w
w.
Inserting (3.22) back into the original distance criterion x>x we have,
x>x =
(1− b2)
(w>w)2
·w>w, (3.23)
=
(1− b)2
w>w
.
The distance from one hyperplane can then be explicitly expressed through
the `2-norm,
||x>x|| =
√
x>x,
=
1− b√
w>w
,
=
1− b
||w|| , (3.24)
and for the other hyperplane,
||x|| = −(1 + b)||w|| . (3.25)
Finally, an expression to maximise the margin can be obtained by subtracting
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(3.25) from (3.24),
1− b
||w|| −
−(1 + b)
||w|| =
1− b+ 1 + b
||w|| ,
=
2
||w|| ,
=
2
w>w
. (3.26)
The objective function for the separable (or hard-margin) SVM can then be
written as,
arg min
w,b,λ>0
λ
2
w>w, s.t. yi(w>xi + b ≥ 1). (3.27)
3.11.2 The Inseparable Case
When applied to non-separable data, the above algorithm for separable data
will find no feasible solution. To extend the hard-margin SVM to deal with
non-separable data (i.e., learning a margin with noise), we need to relax the
constraints (3.13-3.14) (but only when necessary) by introducing a further cost
in the primal objective function. This can be done by introducing the slack
variables {δi; i = 1, ...,m} in the constraints [132].
w>x ≥ 1− δi; if y ∈ 1 (3.28)
w>x ≤ −1 + δi; if y ∈ −1 (3.29)
δi ≥ 0; ∀i. (3.30)
Thus, when a training error occurs, the corresponding cost δi must exceed
unity in such a way that
∑
i δi is an upper bound on the number of training
errors. A natural way of assigning the additional costs δi is by adding an
upper bound to training errors through the inclusion of slack variables into
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the hard-margin objective,
arg min
w,b
λ
2
w>w +
∑
i
δi (3.31)
s.t. yi(w
>xi + b) ≥ 1− δi; ∀i,
λ > 0,
δi ≥ 0.
where λ is a user-defined parameter such that a larger λ corresponds to as-
signing a larger penalty to training errors.
3.12 The Dual Problem
As it stands, (3.31) is a convex programming problem and also a quadratic
programming problem. Optimization problems can be converted to their dual
form by differentiating the Lagrangian with respect to the original variables,
solving the variables and substituting them back into the Lagrangian, thereby
eliminating the variables. Lagrange multipliers extend the unconstrained first-
order condition to the case of equality constraints. By convention, the La-
grangian is expressed by subtracting the constraints,
L(x, λ) = f(x)−
∑
k
λkck(x) (3.32)
s.t. λk ≥ 0
ck(x) ≥ 0
For inequality constraints, the gradient points to the interior of the feasible
region, and the optimum is a point in the feasible region governed by the
Karush-Kuhn-Tucker conditions (KKT) [133],
∇f(x)−
∑
i
λi∇ci(x) = 0, (3.33)
λici(x) = 0, λi ≥ 0; ∀i. (3.34)
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As part of Lagrange theory, Equation (3.33) stipulates that the gradient
of the objective must be parallel to the gradient of the constraints. For in-
equality constraints, λk = 0 in Equation (3.34) signifies an inactive constraint
(i.e., multipliers are zero), and an active state when ck(x) = 0. In the active
state the change in the Lagrangian due to a shift in the optimum location is
proportional to the multiplier times the gradient of the constraint. Hence, the
KKT conditions allow the saddle point from the primal form to be converted
into a simple maximum when both the objective function and constraints are
convex, which is the case for the SVM. The general problem is written as max-
imizing the Lagrangian with respect to the multipliers, while minimizing the
Lagrangian with respect to the other variables (i.e., the saddle point),
max
λ
min
x
L(x, λ). (3.35)
To understand this, consider a constrained optimization problem with equality
constraints,
min
x
f(x) (3.36)
s.t. g(x) = 0.
At the solution, the gradient of the objective function f(x) must be perpen-
dicular to the constraint surface as defined by g(x) = 0, so there exists a scalar
Lagrange multiplier λ at the solution such that,
∂f
∂x
− λ∂d
∂x
= 0. (3.37)
Transitioning to inequality constraints, the objective as written as,
min
x
f(x), s.t. g(x) ≥ 0.
Now, if g(x) = 0 at the solution, then as before there exists a solution λ given
by the same form as Equation (3.37), but with an additional constraint λ > 0
so that f(x) may be decreased in the direction of −∂f
∂x
without leaving the
76
CHAPTER 3. AFER SYSTEMS 3.12. SVM DUAL
feasible set defined by g(x) ≥ 0. The KKT system of equations can thus be
given by,
λg(x) = 0, (3.38)
λ ≥ 0,
g(x) ≥ 0.
Suppose now that f(x) is convex and g(x) is concave, and both functions
are smooth (i.e., continuously differentiable). The minimum of a set of linear
functions is concave and has a maximum corresponding to a linear function
with a derivative of zero,
L(x, λ) = f(x)− λg(x), (3.39)
∂f
∂x
− λ∂d
∂x
= 0, (3.40)
∴ ∂L
∂x
= 0, (3.41)
λ ≥ 0. (3.42)
h(λ) := min
x
L(x, λ). (3.43)
It is clear that h(λ) has a unique maximum over λ ≥ 0,
h(0) = min
x
L(x, 0) (3.44)
= min
x
f(x).
∂L
∂λ
= g(x) = 0. (3.45)
(3.45) states that the global minimum of f can be equivalently represented
as the global maximum of h. The general expression of the Lagrangian thus
becomes,
max
x,λ
L(x, λ) (3.46)
s.t.
∂L
∂x
= 0,
λ ≥ 0.
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The dual form may or may not be simpler in form as compared to the
primal, but in the case of the SVM the dual form has simpler constraints. The
main advantage of utilizing the dual problem is that it allows the primal to be
expressed in a form that allows the kernek trick to be used. The Lagrangian2
corresponding to the SVM primal (3.31) is given by,
L(w, b;α) =
1
2
w>w −
m∑
i=1
αi
[
yi(w
>xi + b)− 1
]
. (3.47)
Differentiating the Lagrangian with respect to the original variables,
∂L
∂w
=
1
2
· 2w −
m∑
i=1
αiyixi = 0, (3.48)
∴ w =
m∑
i=1
αiyixi.
∂L
∂b
=
m∑
i=1
αiyi = 0. (3.49)
Substituting (3.48) and (3.49) back into (3.47),
L(w, b;α) =
1
2
(
∑
i
αiyixi)
>(
∑
j
αjyjxj)−
∑
i
αiyi (3.50)
(
∑
j
αjyjxj)xi +
∑
i
αi
=
1
2
∑
ij
αiαjyiyjx
>
i xj −
∑
ij
αiαjyiyjx
>
i xj
+
∑
i
αi.
The Wolfe Dual of SVM is then shown to be,
max
α
∑
i
αi − 1
2
l∑
i,j=1
αiαjyiyjx
>
i xj (3.51)
s.t. 0 ≤ α ≤ λ∑
i
αiyi = 0.
2The regularization parameter λ is neglected at this stage for convenience, and shall be
re-inserted only in (3.51)
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3.12.1 Nonlinear SVMs
Recall in Section 3.10.2 how a class label may be predicted using only dot
products. The equivalent of (3.10) in kernel form is expressed by,
y = sgn(
1
m+
∑
{i|yi=+1}
K(x,xi)− 1
m−
∑
{i|y=−1}
K(x,xi) + b, (3.52)
b =
1
2
(
1
m2−
∑
{i,j|yi=yj=−1}
K(xi,xj)− 1
m2+
∑
{i,j|yi=yj=+1}
K(xi,xj). (3.53)
Assuming that class means have the same distance to the origin and that
the kernel K can be viewed as a probability density when one of its arguments
is fixed (i.e.,
∫
χ
K(x,x′)dx = 1; ∀x′ ∈ χ), then (3.52) takes the form of the
Bayes classifier such that,
y = sgn(
m∑
i=1
αiK(x,xi) + b), (3.54)
which corresponds to a separating hyperplane in feature space. In this sense, αi
can similarly be considered as a dual representation of the hyperplanes normal
vector. This form allows one to remove the influence of patterns that prove to
be insignificant (i.e., patterns that reside far from the decision boundary). In
turn, overall computational cost is reduced since only the support vectors (i.e.,
patterns that are near the decision boundary) are taken into consideration
during training. Suppose that the training data is mapped to some other
(possibly infinite dimensional) Euclidean feature spaceH through the mapping
Φ,
Φ : Rd 7→ H, (3.55)
then the training will depend only on the data through dot products in H.
Hence the kernel function,
K(xi.xj) = 〈Φ(xi,Φ(xj)〉, (3.56)
permits the computation of dot products in high-dimensional feature spaces
through simple functions which are defined on pairs of input patterns. This
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kernel trick allows the formulation of nonlinear variants of any algorithm, and
never require Φ to be explicitly defined. Examples of kernels frequently em-
ployed in nonlinear SVM include,
• Polynomial kernel: K(xi,xj) = 〈xi,xj〉n,
• Radial basis function kernel: K(xi,xj) = exp(−γ||xi − xj||2), γ > 0,
• Hyperbolic tangent: K(xi,xj) = tanh(κ〈xi,xj〉+ c); κ > 0, c < 0.
Due to the high difficulty in selecting kernel parameters (rendering ker-
nels impractical), only linear kernel SVMs are usually considered in AFER.
Therefore, the statistical learning theory aspect regarding SVM kernels shall
be omitted in this section. For the remainder of this thesis, we shall focus only
on linear SVMs, and refer the interested reader to [134] for further details on
statistical learning theory and Vapnik-Chervonenkis dimensions.
3.13 Research Gaps in the AFER Literature
The benefits that AFER systems bring are indeed bountiful. Most impor-
tant of all, the human operator can now be freed from labour-intensive and
time-consuming tasks without compromising on obtaining unified quantitative
results [122]. Despite these benefits, however, there are still certain aspects
within the contemporary AFER literature can still be improved on:
1. The majority of work conducted hitherto had focused only on posed fa-
cial expressions, but because facial expressions are understood to vary
greatly across individuals, which is due to the natural variation in physi-
cal attributes (e.g., differences in facial appearance, degree of facial plas-
ticity, morphology and frequency of facial expressions [23]), there is an
urgent need for more emphasis to be placed on more naturalistic facial
expressions.
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2. Most AFER systems have been designed as static systems. That is,
they are unable to exploit the naturally temporal behaviour of facial ex-
pressions. As pointed out by Wang et. al [122], however, it is known
that temporal information plays an important role in understanding fa-
cial expressions as emotion processing is naturally a temporal procedure.
Additional discussion on this topic can be found in Chapter 5.
3. As objective as FACS may be, it was pointed out by Ekman [135] that
the ground-truth labeling procedure instructed by FACS is still subject
to noisy labels, no matter how skilled or careful the coder is. In light
of this condition, Ekman also pointed out other important factors that
need to be addressed during the measurement of facial expressions, such
as a separate agreement index for the scoring of facial actions and the
inclusion of both experts and beginners in the measurement. All of
these factors illustrate the importance of addressing the issue of noisy
labels. As it appears, this important issue of noisy labels has not yet been
seriously addressed in the AFER literature. A major contribution from
this thesis was to address this problem by proposing a completely novel
pattern classification algorithm (Chapter 6) that is relatively invariant
to noisy labels.
The literature review that was conducted in this chapter has revealed an
extraordinary amount of attention that has been devoted towards developing
novel feature representation extraction techniques. Despite the enthusiasm
exhibited by the AFER community on the topic of feature representation ex-
traction, it is still difficult for one to resist being lured into questioning: how
do each of these feature representations function to provide benefits; and if any
or all of these feature representations possess a shared philosophy? Chapter 4
shall investigate these research questions in deeper detail.
One may have observed that the bulk of the AFER literature had fo-
cused almost exclusively on only the first two components (i.e., face track-
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ing/registration and feature extraction), but not on the third pattern classi-
fication component. Apart from the traditional classifiers that were surveyed
in [11] almost a decade ago, there has been no recent advances made to the
classifier. This has been identified as a major research gap in this thesis, and
had been addressed in Chapters 5 and 6:
1. Chapter 5 conducts exploratory research on sparse representation classi-
fiers which have been very popular in face recognition, but unfortunately
have not witnessed sufficient experimentation in AFER yet.
2. Most research into pattern classification had been focused predominantly
on evaluating and selecting the most appropriate classifier for AFER. In
fact, to the best of the author’s knowledge, there had never been a clas-
sifier that had been specially designed to possess certain characteristics
or properties that were intended for facial expression recognition prob-
lems. Chapter 6 introduces the modified correlation filter, which is one
such classifier that had been specially designed to suit AFER-related
problems as a major contribution of this thesis.
3.14 Chapter Summary
This chapter delivered a comprehensive review on the AFER literature; which
included details on the major facial expression databases available, plus recent
techniques related to the detection/tracking of the face, feature representations
of the face and pattern classification. The importance of acquiring a diverse
assortment of databases was deemed to be of high importance considering the
unpredictable and spontaneous nature of natural facial expressions. Section
3.1 introduced three major types of facial expression databases that contain:
(i) posed expressions, (ii) acted expressions, and (iii) spontaneous expressions.
All of these databases contain action unit labels and either part or all of the
seven prototypic facial expressions that are related to the emotional state (i.e.,
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anger, disgust, fear, contempt, happiness, surprise and sadness). The facial
expressions present in the CK+ database contain posed expressions that are
highly exaggerated and therefore of a synthetic disposition. Although unrealis-
tic, posed expressions have proven to be highly instrumental in the evaluation
of machine vision algorithms that were conceived at the early proof-of-concept
developmental stages. Compared to posed expression databases, acted expres-
sion databases such as the GEMEP-FERA database were more naturalistic.
However, these expressions still did not precisely reflected the spontaneity
of natural expressions. As pointed out in this chapter, this problem may
be addressed to some degree with the utilisation of spontaneous expression
databases. Of all three main types of expression databases, spontaneous ex-
pression databases have the ability to best reflect natural facial expressions as
they were recorded under more realistic scenarios. The difficulty with this type
of database, however, is the extreme challenge and laborious nature involved
with their acquisition. The spontaneous M3 database and the more recent
UNBC-McMaster Shoulder Pain Expression Archive (used for deceit detection
and pain monitoring respectively) were closely examined in this chapter.
Also examined in this chapter were the three core components that con-
stitute an AFER system: (i) face detection/tracking, (ii) extraction of feature
representations, and (iii) pattern classification. Among the most popular tech-
nique employed for face tracking was the Viola-Jones algorithm, primarily due
to the rapid computation times obtainable by the algorithm. This had in-
spired the development of other Haar-based techniques that were able to offer
further benefits in terms of computation speeds. Another popular approach
to face tracking was through the use of dense deformable mesh techniques
such as point distribution models. In this approach, registration accuracy was
favoured over computation speeds. An additional benefit was that pre-defined
key facial landmark points (i.e., coordinate positions of the eyes or brows, etc)
that are tracked on the face may also be utilised as feature representations.
Currently, the method of active appearance models are widely accepted to
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be the state-of-the-art in face tracking techniques (additonal details shall be
presented in Chapter 4).
The second core component of the AFER system is concerned with the ex-
traction of various forms of feature representations from the facial image. The
fundamentals of texture analysis was presented as a motivation towards utilis-
ing appearance-based feature representations in AFER. As pointed out in this
chapter, texture or appearance have the ability to encapsulate the richness and
complexity of facial expressions and therefore were considered to be superior
over traditional forms of shape-based feature representations. Upon this real-
isation, a significant amount of research was conducted over the past decade
into the development of numerous appearance-based feature representations
that were able to adequately capture textural information that was regarded
to be highly relevant to the description of facial expressions. Examples of these
included biologically-inspired Gabor filterbanks (which were employed in the
highly successful state-of-the-art in AFER systems), local binary pattern op-
erators and histogram of oriented gradient descriptors. At present, there is
still a significant amount of effort being made into the development of novel
feature representations that possess additional descriptive power and lower
computational expenses. Chapter 4 shall present the findings from a thorough
study to investigate how these popular feature representations operate on the
fundamental level to deliver superior recognition performance.
With the completion of an in-depth survey on face tracking and feature rep-
resentations, the concluding section of this chapter proceeded with a detailed
analysis on various pattern recognition techniques applied in AFER. From a
myriad of classifiers proposed in the AFER literature, ANNs and HMMs have
generated the most interest. Following findings from further research, however,
it was discovered that SVMs were found to be the most suitable classifier for
AFER. This was mainly due to good generalization capability and relatively
rapid training and testing times exhibited by SVMs. This discovery had led to
a widespread utilisation of SVMs as the classifier of choice by most researchers
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in more recently proposed academic manuscripts.
One of the objectives of this section was to acquaint the reader with a com-
prehensive understanding of the theory behind SVMs; which begun with the
fundamentals of hyperplane learning involving a simple dot product learning
example, then progressing to the more complex perceptron and finally lead-
ing up to the SVM itself. Another objective of this section was to present
the derivation from first principles of the SVM’s primal objective function,
for both separable and non-separable cases, based on geometrical reasoning.
Equally important was the derivation of the dual form of the primal objec-
tive function which was required to inspire a novel classifier coined modified
correlation filters (MCF) in Chapter 6. The proposal of MCF is regarded as
a major contribution from this thesis that had demonstrated significant im-
provements over the SVM in terms of generalization performance on a number
of challenging AFER problems.
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Table 3.4: Experimental results conducted on the CK+ database to show the
advantages of utilising appearance-based versus shape-based feature represen-
tations. AU recognition rates presented here are measured using the area un-
der the ROC curve: As to represent shape-based features, and Aa to represent
appearance-based features.
AU A′s A′a
1 0.93 0.92
2 0.91 0.93
4 0.88 0.91
5 0.98 0.97
6 0.99 0.99
7 0.95 0.94
9 0.99 0.98
11 0.89 0.97
12 0.99 0.99
15 0.91 0.93
17 0.93 0.9
20 0.9 0.96
23 0.91 0.95
24 0.98 0.95
25 0.97 0.93
26 0.87 0.89
27 1.00 1.00
Mean 0.94 0.95
Variance 0.19 0.11
Range 0.13 0.11
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Feature Encoding Methods
It was established in Chapter 3 how critical information residing within a facial
expression could be further emphasized using a filter that maps the input space
onto an alternate feature representation space possessing a different dimension-
ality. The first objective of this chapter is to elaborate on the technical details
surrounding key appearance-based feature representation techniques (i.e., Ga-
bor filters, LBP and HoG) that were briefly discussed in the previous chapter.
Next, this chapter shall provide theoretical grounds to explain the superior
performance offered by these feature representations.
Typically, an increase in feature space dimensionality that comes with the
application of feature representations (such as Gabor filters) would require an
additional feature selection step so as to reduce long computation times. An
interesting observation from experiments conducted in this chapter revealed
that a reduced feature space had in fact not experienced any significant degra-
dation in terms of recognition performance when compared to the full feature
space. This redundancy observed of the feature representation space begs the
question − how exactly do these feature representations function to provide
overall benefits to recognition performance?
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Another objective of this chapter is to answer a closely-related question −
can the feature representation extraction component be completely bypassed
with little or no deterioration in recognition performance? Several interesting
findings from this chapter indicate that it is indeed possible for one to dispense
with the feature representation extraction component under sufficiently reason-
able conditions that can be realistically expected in the deployment of AFER
systems. A significant portion of this chapter is devoted towards the AAM and
CLM face-tracking algorithms as they have been instrumental to this study,
whose outcomes contribute to the lofty goal of designing an effective affective
computing system.
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4.1 Optical Flow and Dimensionality Reduction
Representations
We shall begin our discussion on the need for feature representations by first
reviewing early feature encoding techniques, and then to other popular feature
representations utilised in the AFER literature such as Gabor filters, LBP and
HoG in subsequent sections. This chapter then makes a comparison between
all three feature representations before proceeding to analyse the role of feature
representations in AFER.
Among the more popular techniques employed during the incipient stages
of AFER research have been optical flow and various dimensionality reduc-
tion techniques. A method known as “EigenFaces” or “EigenActions” belong
to the latter category of techniques that apply unsupervised learning methods;
most notably, principal component analysis (PCA), and local feature analysis
(LFA). The underpinning basis of PCA is derived from second-order dependen-
cies such as pixel covariances, invariably leads to global and non-topographic
representations. On the other hand, the method of LFA is able to derive local
topographic representations for any class of objects, and has a further advan-
tage of producing sparsely-distributed representations. Therefore, LFA feature
representations are effectively low-dimensional and yet still able to retain all
the advantages of the compact representations of PCA.
Earlier studies have investigated the applicability of dimensionality reduc-
tion techniques such as these on the problem of facial expression recognition.
For example, several interesting findings have been reported in [136] from ex-
periments conducted to compare various dimensionality reduction techniques
(e.g., PCA and LFA) against the more sophisticated Gabor filter representa-
tions. It was discovered that the best performances were obtained from the
Gabor filter representations, and that the performances obtained from PCA
and LFA were only on par with naive human subjects. Later studies con-
ducted by [12, 136] have further corroborated that dimensionality reduction
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techniques such as PCA were less effective at representing facial actions com-
pared to Gabor wavelet representations.
From these studies made, much of the contemporary AFER research have
since [rejoin here] focused more on the design of filterbanks that are able to
extract texture from the facial image, which is arguably more appropriate in
comparison to flow-based algorithms [78].
4.2 Gabor Wavelet Filters
Gabor filters have the ability to derive both spatial and frequency information
about an image in a single operation, and explains why these filters have
been heavily applied to a multitude of image analysis problems. Examples of
these applications include face recognition and facial feature tracking [137], as
well as in facial expression recognition [138, 78]. The benefits obtained from
Gabor filters may be attributed towards its integrated analysis on both spatial
frequency and local edge information. In fact, several papers [139, 112] have
shown that a combination of Gabor wavelet filters and PCA features was able
to provide overall improvements in detection accuracy, as compared to using
either of the features on their own.
Having examined the versatility of Gabor filters, this section shall proceed
to provide a more technical description of these filters. Originally inspired by
breakthroughs in quantum theory, Dennis Gabor [140] derived an uncertainty
relation to communication theory that articulated a method of representing
a one-dimensional signal in two dimensions, by using time and frequency as
parameters. At that time, developments in quantum mechanics had been
a driving force behind Gabor’s research. His inspiration was driven by the
question of how to best represent the information content of a signal with a
finite amount of data, given that the signal was given a priori through many
function values.
Besides having its roots from communication theory, Gabor filters have
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Figure 4.1: Illustration of the visual pathway found in primates from the eyes
to the brain
also been frequently described as biologically-inspired algorithms that mimic
the visual processing systems of primates. The primary visual cortex system
(commonly referred to as V1) is the first cortical area of the brain dedicated
to visual processing. Figure 4.1 illustrates how visual signals received by the
eyes are conveyed to the primary visual cortex located at the back of the
brain for visual processing. Involvement in this area had grown substantially
since the seminal work of Hubel and Wiesel [141] who introduced a standard
classification of neurons in V1 into simple and complex cells. By means of
edge and line detection in the visual field, these neurons are able to administer
visual processing tasks. Simple cells are known to respond towards orientation
and position, whereas complex cells are known to respond only to orientation.
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During the 1980’s, the elaboration of this family of signals to include two-
dimensional spatial signals [142, 143, 109, 144] had led to a surge in interest
of the utilization of Gabor filters on images.
Utilisation of Gabor filters by the machine vision community has since been
widely reported in the facial analysis literature (face recognition [145, 146],
face detection [147], and facial expression recognition [148, 149, 78, 35]). In
the context of machine vision, facial analysis involves the extraction of Gabor
wavelet features which can be obtained through the two-dimensional Gabor
wavelet transform. In the spatial domain, a Gabor wavelet can be visualized
as a complex exponential modulated by a two-dimensional Gaussian envelope,
gω,θ(x, y) =
1
2piσ2
exp
{− x′2 + y′2
2σ2
+ jωx′
}
. (4.1)
where x and y denote pixel positions, x′ = x cos(θ) + y sin(θ), y′ = −x sin(θ) +
y cos(θ), ω represents the centre frequency of the complex exponential, θ rep-
resents the orientation of the Gaussian envelope, and σ refers to the standard
deviation of the Gaussian envelope. Earlier in 1987, Jones and Palmer [150]
conducted an interesting experiment to measure the activity of simple cells re-
siding within V1. The results obtained indicated that a single Gabor wavelet
linear filter was sufficient to model the behaviour of these cells. Intrigued
by this finding, Adelson and Bergen [151] supplemented this research to in-
vestigate the role that complex cells in V1 play in visual processing. They
discovered that simple cells were sensitive to both orientation and position,
but complex cells were only sensitive to orientation. The authors also found
that complex cells could be appropriately represented through an energy mech-
anism. The behaviour of these cells can be modelled as the square sum of the
responses from two identical Gabor wavelets that possess a 90◦ phase difference
with respect to each another, and thus would not become drifting sinusoids.
Adelson and Bergen [151] referred to the outputs of these filters as Gabor en-
ergy features. Because one Gabor filter is only capable of modelling a single
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cell in V1 (whether if they are simple or complex cellls), it has become common
practice to implement Gabor filterbanks which consist of multiple Gabor filters
instead. More importantly, it is imperative to implement Gabor filterbanks if
one wishes to detect bars from multiple orientations and positions.
Even though Gabor filterbanks have proven their usefulness in numerous
occasions, their disadvantage however lies with the extremely large computa-
tional cost and long training times associated with their application; especially
if very large filterbanks on the order of 64 filters are utilised1. The next sec-
tions shall discuss other popular feature representations (i.e., LBP and HoG)
that are able to provide similarly superior recognition performances, but incur
a much lower computational expense.
4.2.1 Local Binary Pattern Operators
Local binary pattern (LBP) operators are another type of feature representa-
tion commonly-employed in AFER. The advantage of these operators is that
they offer rapid computation speeds without any significant decrease in de-
tection accuracy. Minimal computational expense is desired in AFER due to
the high dimensionalities that are often involved with image analysis. The
rapid computation speeds offered by LBP is thus crucial in real-time applica-
tions. Although Gabor filters are known to be excellent appearance descrip-
tors, their computational overheads however rapidly increases proportionately
to the mask size. By utilising only a single measure (such as the mean or
variance) computed from the entire feature space, it is possible to reduce the
overall dimensionality of the Gabor feature space and in so doing reduce com-
putation time. However, the drawback with this approach is that these reduced
spaces usually do not possess sufficient descriptive power to model the spatial
structure of an image’s local texture. It was from this realisation that LBP
1This setup was utilised in the state-of-the-art AFER system. Please refer to Section 3.9
for additional details.
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Figure 4.2: Local binary pattern operator with a (a) 3×3 rectangular grid,
corresponding to (b) thresholded values T = 100110112 = 15510. Local binary
pattern operator with an (c) 8-neighbourhood circular grid, corresponding to
(d) thresholded values T = 101110112 = 18710.
operators were motivated.
Instead of relying on a single measure of texture, it is more beneficial to
consider the joint occurrences of two or more measures of texture [152, 86].
LBP was derived from a general definition of texture in a local neighborhood
and developed as a gray-scale invariant pattern measure that adds comple-
mentary information to the existing texture structure. This can be achieved
through a search for complementary pairs of texture descriptors (computed
through a two-dimensional Kullback classification scheme [153]) that convey
uncorrelated information about the local texture. The first incarnation of the
LBP operator was proposed in the seminal work of Ojala et al. [86] and had
relied on a 3×3 local rectangular grid that consisted of 8 neighbours which
depended on the gray value of the centre pixel as a reference threshold. An
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effective yet efficient local representation of texture T could be acquired by
thresholding all neighbourhood pixel values gP into a binary number through
the gray value of the centre pixel gc,
T =
P−1∑
P=0
t(gP − gc)2P (4.2)
t(:) =
 1 if gP ≥ gc0 otherwise.
where the size of the neighbourhood is described by radius R having P equally
spaced pixels. As faces are not naturally rectangular in shape, it is more appro-
priate to use circular grids which provide a better fit to unorthogonal objects
instead of rectangular grids. In addition, a joint distribution of pixel value dif-
ferences can be used by circular grids to better model the local texture of faces
without significant loss of information (Figure 4.2). Ever since its inception,
the LBP operator had gained popularity as an effective and computationally
simple texture descriptor. The operator allows for the simultaneous analysis of
both stochastic microtextures and deterministic macrotextures [93], and is thus
able to bridge statistical and structural approaches together for the purpose
of texture analysis [93]. In terms of speed and discriminative performance,
the LBP has demonstrated excellent performance in a number of comparative
studies [93].
4.3 Histogram of Oriented Gradients
Unlike pure texture-based feature representations such as Gabor filters and
LBP operators, the histogram of oriented gradients (HoG) method is able to
describe both appearance and shape. It achieves this by using local statistics
pertaining to the orientations of image gradients around key points on the face.
Local appearance and shape are often well-characterized by the distribution of
local intensity gradients or edge directions [85], and is the key idea behind the
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method. HoG features are reminiscent of edge orientation histograms [154, 155]
and shape contexts [156]. Additionally, HoG features bear a close relation to
the descriptor proposed in LoweŠs well-known SIFT approach [157], which was
originally designed for the coding of visual appearance. The key difference
between SIFT features and HoG features is that the former type of feature
representations are computed on a dense grid of uniformly spaced cells and
rely on overlapping local contrast normalizations for improved performance.
In HoG, an input image is first tiled with a dense grid of small spatial
regions which are either rectangular or radial log-polar sectors in shape (which
is akin to cells). A weighted one-dimensional histogram of gradient directions
is computed locally over all pixels that reside within the cell. At each pixel,
the image gradient vector is calculated from a derivative mask (i.e., a filter
of the form [-1, 0, 1], or its transpose) and converted into an angle, voting
into the corresponding orientation bin with a vote weighted by the gradient
magnitude. Orientation bins may be evenly spaced over 0◦C− 180◦C (unsigned
gradient) or 0◦C− 360◦C (signed gradient). Bilinear interpolation of votes may
be applied between neigbouring bin centres in both orientation and position to
reduce aliasing. Local normalization of neighbouring cells (which are referred
to as blocks) using the measured pixel intensity value across individual blocks
aids in incorporating invariance to illumination. Finally, the HoG descriptor
is computed by combining all histograms from every cell.
The HoG descriptor offers several important advantages over other feature
representation methods. First and foremost, HoG exhibits invariance to both
geometric/spatial and illumination variation as it is able to easily capture local
edge or gradient structures by controlling the local spatial and/or orientation
bin sizes. As was pointed out by Dalal and Triggs [85], the effects of transla-
tions and rotations can be rendered minimal through coarse spatial sampling
and fine orientation sampling, given that bin sizes are selected to be larger
than all transformations.
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4.4 A Comparison of the Popular Feature Rep-
resentations
With the dexterity to provide comprehensive information concerning spatial
frequencies and orientations, Gabor filters have been considered to be the
state-of-the-art [158] feature representation in texture description. Despite
the theoretical elegance of Gabor filters, these filters tend to be profoundly
computationally demanding [93], especially if large mask sizes are to be con-
sidered. In other words, the computational requirements of Gabor filters in-
crease proportionally to the spatial resolution that is desired. Additionally, it
was claimed in [93] that Gabor filters are affected to some extent by varying
illumination conditions.
Both Gabor filters and LBP operators have been heavily applied in the
AFER literature, and it would be interesting for a comparative study to be
made between them. A study conducted by Varma and Zisserman [159] had re-
vealed that Gabor filters fundamentally functioned by calculating the weighted
mean of pixel intensity values over a small neighborhood, whereas LBP oper-
ators consider each pixel in the neighborhood separately. This would imply
that the latter is able to provide additional fine-grained information. In this
respect, the LBP operator may thus be regarded as a micro-texton and Ga-
bor filters to be regarded as macro-textons. More importantly, a consequence
of this realisation for LBP operators was that a generic vocabulary of micro-
textons could now be used for most applications [93], meaning that there is
no more need to construct texton vocabularies that are application-specific
(which is very tedious). To test this theory, Pietikainen et al. [160] compared
the “Gabor texton” approach against the LBP operator on a challenging set
that contained 3D textures. As expected, the experimental results obtained re-
vealed that LBP operators were able to provide improvements in performance
and at a significantly lower computational overhead.
The HoG descriptor also possesses certain important advantages over wavelet-
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based techniques (e.g., Gabor filters fall under this category). For example, it
is known that HoG is able to significantly outperform various wavelet-based
techniques in the task of object detection. As was pointed out by Dalal and
Triggs [85], much of the available information from an image is derived from
abrupt edges at fine scales, and that the common practice of blurring the edges
with the goal of reducing the sensitivity to spatial position is a mistake. Under-
standing this, HoG requires only relatively coarse spatial quantization because
gradients are calculated at the finest available scale, rectified and then blurred
spatially. The consequence is that orientation can be sampled very finely with
little increase in the computational overhead (which is unlike the high compu-
tational demands of Gabor filters). In addition, HoG employs strong contrast
normalization which is essential for good results [85].
The improvements in terms of both computational overheads and recogni-
tion performances by LBP and HoG over Gabor filters in various applications
have indeed created plenty of excitement in the machine vision community.
These advances, however, may not be entirely applicable for the purposes of
AFER. In fact, the state-of-the-art in AFER technology had utilised Gabor
filterbanks and still obtained commendable performance in recognition accu-
racy. As a novel contribution form this thesis, Chapter 4 shall analyse all three
of these leading feature representations, raises several research questions and
then directly compare their recognition performances in a rigorous battery of
experiments on all the major facial expression databases.
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4.5 The Significance of Feature Representations
in AFER
From the literature, it is relatively easy to note a distinct emphasis that has
been placed by researchers on the feature representation extraction stage. To
achieve effective AFER, the dogma behind feature representation extraction
requires that an input facial image must be mapped onto either a lower- or
higher-dimensional space so that essential information about the facial expres-
sion that reside as miniscule details in the face can be detected. This chapter
argues against the need for a distinct feature representation extraction com-
ponent in all scenarios.
4.6 Additional Insights into Gabor Filterbanks
Due to their biological relevance and computational properties, Gabor filters
have been employed frequently in facial analysis (e.g., face recognition, face de-
tection and facial expression detection). The aim of this section is to provide
specific implementation details of Gabor filters for AFER, and it is beneficial to
first briefly revisit the Gabor filter theory from an alternate perspective. Gabor
filters were originally motivated by biologically-inspiration from V1. Neurons
within V1 are comprised of simple and complex cells [141] which administer
visual processing tasks by means of edge and line detection. In an ideal sense,
Gabor wavelets provide a sufficient representation of these cells [161, 151, 150].
Simple cells are sensitive to an imageŠs orientation as well as its position,
whereas complex cells are sensitive only to its orientation. The transfer func-
tion of a two-dimensional Gabor filter is composed of a Gaussian envelope
modulated by a sine carrier,
g(x, y) = K exp
{
− pi
[
a2(x− x0)2r + b2(y − y0)2r
]}
exp
{
j2pi(µ0x+ ν0y) + P
}
(4.3)
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Gaussian
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(c)
Figure 4.3: Building blocks of a 2D-Gabor filter: the Gabor wavelet function
(c) is essentially comprised of a Gaussian envelope (a) modulated with a sine
carrier (b).
where g(x, y) denotes a two-dimensional Gabor filter. The first exponential
term in (4.3) defines the two-dimensional Gaussian envelope (Figure 4.3(a)),
and the second exponential term defines the sinusoid carrier (Figure 4.3(b)).
Constant K determines the scale of the Gaussian envelope; the elongation
factor of the envelope is manipulated by variables a and b. The subscript r
stands for a rotation operation of the envelope. Horizontal and vertical spatial
frequencies of the sinusoid carrier are determined by u0 and v0; and P denotes
the phase of the sinusoid carrier. Upon closer inspection of (4.3), filtering
operations through the Gabor filter may be perceived to be synonymous to
that of a spatial bandpass filter. In view of the fact that a single Gabor filter
is only capable of representing only a single cell in V1, it has become common
practice to implement multiple Gabor filters as filterbanks. To detect bars
from multiple orientations and positions, it is imperative for Gabor filterbanks
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containing multiple filters (or cells) to be implemented. This explains the
reason for the adoption of Gabor filterbanks in the state-of-the-art in [17],
because having more filters would improve the overall representation of the
facial image. Other variants of conventional Gabor filters have been proposed
which have proven to be highly effective for AFER, such as log-Gabor filters
and Gabor energy filters. These shall be described in the following sub-sections.
4.6.1 Log-Gabor Filters
In 1987, Field [144] proposed that the coding of natural images could be im-
proved through the modification of the Gaussian envelope’s transfer function.
The suggestion was to design the Gabor filter so that the shape of the enve-
lope was retained on the logarithmic frequency scale instead of on the linear
frequency scale,
g(f) = exp
− log(
f
fn
)2
2[log( σ
f0
)]2 (4.4)
Extending the limit of the Gaussian envelope from the linear to the logarithmic
frequency scale would allow broader spectral ranges to be achieved. In conse-
quence, by the inverse relationship between frequency and spatial domains, a
broader spectral range would facilitate a finer resolution in the spatial domain.
In other words, log-Gabor filters may be designed with arbitrary bandwidth,
but not Gabor filters (one octave bandwidth limitation). Figure 4.4 illustrates
how log-Gabor features are computed from the convolution between an image
and a log-Gabor filter.
4.6.2 Gabor Energy Features
Energy mechanisms operate by summing the squares of the outputs of a
quadrature pair [151]. The quadrature counterpart of a linear operator is
equivalent to its Hilbert transform. Hence, taking the square-root of the sum
of squares between a Gabor feature and a 90-degree phase-shifted version of
itself would produce the corresponding Gabor energy feature. The complex
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input image
spatial Log-
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Features
Figure 4.4: Log-Gabor features are computed from the convolution of an input
image with a spatial log-Gabor filter.
cells in V1 can be appropriately represented by these energy mechanisms, for
the reason that they do not become modulated by drifting sinusoids [162],
e(x, y) =
√
g20(x, y) + g
2
−pi
2
(x, y). (4.5)
The advantage of Gabor energy filters over Gabor filters is that the former is
able to give a smooth response to an edge or line [163, 164]. This phenomenon
can be observed in Figure 4.5 where the resultant Gabor energy features are
observed to be sharper around edges (cheek contours and nose contours) as
compared to either the Gabor features or from its quadrature.
4.6.3 The Need for Feature Selection
High-dimensional feature representation spaces are an inevitable result from
the utilisation of a large number of filters (e.g., 8× 8 = 64 filters is one typical
choice). Considerably large feature representation spaces such as these often
necessitates the use of a feature selection step to reduce overall computation
times, by selecting only an optimal subspace from the entire feature space for
further processing. This step is important as the redundancy of insignificant
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(a)
(b)
(c)
Real Component Imaginary Component
Figure 4.5: This figure illustrates the formation of Gabor energy features from
Gabor features and its quadrature through Equation 3. a) Gabor features, b)
Quadrature Gabor features, c) Gabor energy features.
features would prolong training times of the classifier, and yet offer negligible
improvements in performance. AdaBoost was adopted in the state-of-the-
art [17] to deal with this problem of feature selection, and had also been
chosen in a study made as an original contribution for this thesis (Section
4.7). Boosting [65] is a type of committee method that is commonly applied
to improve the performance of an individual classifier. A multitude of weak
learners (also known as weak classifiers) are combined to reweighted versions
of the data at each iteration. A common realisation of weak learners is via
classification and regression trees [165]. Improvements in classification can be
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obtained at the final stage after a weighted voting scheme is applied on the
weak learners.
AdaBoost [63] is one of the most widely used form of boosting. In a binary
classification problem comprising N data points, a set of training data x1, . . . ,
xN is prepared to correspond to a set of binary target variables t1, . . . , tN
holding only either the value of +1 or -1. For example, t1 assigned a value of
+1 would label x1 as a positive instance; and a value of -1 would label x1 as a
negative instance. During initialisation, each data point is assigned a weighting
parameter wn with a value of 1N . At each iteration, a new classifier is trained
on the data set using weights adjusted according to the performance of the
previously trained classifier. A data point that has been incorrectly classified
would thus have its corresponding weight increased. Hence, this would mean
that the weights of the most discriminant features would converge in the least
number of iterations. In experiments conducted in this section, it was found
that only ten iterations were sufficient for the task of feature selection.
In Figure 4.6, |αt| represents the absolute value of the weight assigned by
AdaBoost to a feature. The figure on the left-hand side of Figure 4.6 illustrates
an ideal case − observe that the absolute value of the weights |αt| assigned
to the more discriminative feature (denoted by the black curve) converges to
zero quicker than the less discriminative feature (denoted by the red curve).
Shown on the right-hand side of Figure 4.6 is a practical example where con-
vergence of |αt| to zero is not so obvious. However, the features’ discriminative
power can still be determined by calculating the numerical gradients of the two
curves, which may be represented compactly through the sum of the numer-
ical gradients. Hence, a smaller sum would indicate that a feature is more
discriminative than a feature which outputs a larger sum.
Inspired by the work of Valstar and Pantic [64], the “GML AdaBoost Mat-
lab Toolbox” [166] was modified to perform feature selection using the Gentle
AdaBoost algorithm [65]. For each of the 64 filter outputs, only the 60 most
discriminant features were selected by AdaBoost. This gave a total of 60 × 8
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(a) (b)
AdaBoost Iterations AdaBoost Iterations
Figure 4.6: AdaBoost feature selection in determining how discriminative a
feature is: (a) ideal case clearly showing the black curve (more discriminative
feature) converges to zero more rapidly than the red curve (less discriminative
feature); (b) a practical example where convergence is not so obvious, but still
discernable through the curves’ numerical gradients.
× 8 = 3840 discriminant features for each image. Image dimensions were 80
× 100 pixels, which produced a total of 80 × 100 × 8 × 8 = 512,000 features
per image. Hence, only 60
8000
× 100 = 0.75% of the feature space (i.e., a very
small feature representation subspace) was utilised as discrimiant features. No
significant differences in performance was observed when the number of dis-
criminant features selected per image was increased ten-fold from 60 to 600.
Figure 4.7 illustrates the AdaBoost feature selection process as it selects
the most discriminant features from the original feature representation space.
The image on the left-hand side of Figure 4.7 portrays the “fear” expression of a
subject, and the image on the right-hand side portrays the “neutral” expression.
In this context, the task of feature selection is to identify the features that differ
the most between these two images. The markers highlighted in blue represent
the top one thousand most discriminant features between these two images.
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Fear Expression Neutral Expression
Figure 4.7: Discriminant features computed by AdaBoost. Left: Fear Expres-
sion, Right: Neutral Expression, the most discriminant features are highlighted
with blue markers.
4.6.4 Discriminant Features Depict Different Filter Mech-
anisms in Action Unit Detection
Visual inspection of the most discriminant features (between a frame contain-
ing an AU, and a frame containing the neutral expression) permitted further
insight into the different mechanisms by which these two filters operate. AUs
6 and 12 are used here for illustration (Figure 4.8). Blue markers indicate the
top 60 most discriminant features selected by AdaBoost. The “cheek-raiser”
action unit (AU6) is illustrated in Figure 4.8(a). The most discriminant Ga-
bor energy features were located in the region near the left-cheek. This region
corresponded to an area where distinct changes in texture and curvature oc-
curred. In the case of log-Gabor features, however, the locations of the most
discriminant features were scattered around the mouth region. This region
does not correspond to the same landmarks as the Gabor energy features.
This prompted the hypothesis that simple and complex cells had indeed
possessed different mechanisms of operation. Gabor energy features were well-
adept at representing macro structural changes as well as variations in texture.
On the other hand, log-Gabor features were particularly good at distinguishing
micro structural changes. Hence, it can be postulated that action units that
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Activated AU Neutral Expression
Original
Image
Gabor Energy
Features
Log-Gabor
Features
(Cheek Raiser)
AU6
Original
Image
Gabor Energy
Features
Log-Gabor
Features
Activated AU Neutral Expression
(Lip Corner Puller)
AU12(a) (b)
Figure 4.8: Illustration of the top 60 most discriminant features selected by
AdaBoost per filter are highlighted with blue markers. (a) AU6: Texture and
contour variation were easily detected by Gabor energy filters, while log-Gabor
filters were able to pick out small differences in spatial domain, (b) AU12:
notice that in the Gabor energy features, the single action of the ‘lip-corner
puller’ created actions in other regions of the face (movements in the nose and
eyes).
involve large facial structures are best represented using Gabor energy filters,
and action units that involve smaller facial structures are best represented
using log-Gabor filters.
4.6.5 Experimental Methodology
To prove the hypothesis, experiments were conducted on AU detection on
the CK+ database using the leave-one-subject-out evaluation strategy. In
situations where data is scarce, the S-fold cross validation technique is suitable
for training classifier models. A special case of S-fold cross validation is the
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leave-one-subject-out strategy2, where the number of folds equals the total
number of data points. This strategy was employed in our experiments to
train 17 selected action unit models on 97 subjects from the Cohn-Kanade [33]
dataset. The action units selected were - AU 1 2 4 5 6 7 9 11 12 15 17 20 23 24
25 26 27. Support vector machines (LibSVM [167] used) with a linear kernel
had been utilized. Images were rescaled to a size of 100× 80 pixels.
4.6.6 Discussion
It is clear from the literature that Gabor feature representations indeed of-
fer superior detection performance. Similarly, other appearance descriptors
commonly employed, such as LBP and HoG, have produced equally good per-
formances. As was shown earlier, high-dimensionality Gabor feature spaces
would necessitate the use of feature selection (e.g., AdaBoost). One draw-
back which accompany the utilization of appearance descriptors is an inherent
increase in feature dimensionality. Gabor feature subspaces derived using Ad-
aBoost were noted to be able to provide near-optimal performances compared
to utilizing the full Gabor feature space, which thus implies that the majority
of the feature space was indeed redundant. This tempts one to question −
what do these appearance descriptors specifically do to offer improvements in
recognition accuracy. The remaining sections of this chapter sheds light on
this important question that had largely been ignored by researchers.
4.7 The Role of Feature Representations
For AFER systems to be applicable in the real-world, they need to be able to
detect and track a previously unseen person’s face and its facial movements
accurately in realistic environments. A highly plausible solution involves per-
forming a “dense” form of alignment, where 60-70 fiducial facial points are
2Unless otherwise stated, all experiments in this thesis were conducted using the leave-
one-subject-our strategy.
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tracked with high accuracy. The problem is that, in practice, this type of dense
alignment had so far been impossible to achieve in a generic sense, mainly due
to poor reliability and robustness. Instead, many expression detection meth-
ods have opted for a “coarse” form of face alignment, followed by an application
of a biologically inspired appearance-descriptor such as Histogram of Oriented
Gradients (HoG) or Gabor magnitudes. Encouragingly, recent advances to a
number of dense alignment algorithms have demonstrated both high reliability
and accuracy for unseen subjects (e.g., constrained local models). This begs
the question: besides countering against illumination variation, what do these
appearance-descriptors do that standard pixel representations do not?
Research into affective computing has been very active over the past decade,
mainly driven by social, economic and commercial interests such as marketing,
human-computer-interaction, health-care, security, behavioral science, driver
safety etc. The main goal of this research is to have a computer system being
able to automatically detect/infer the emotional state of any person based on
various modes (i.e., face, voice, body, actions) in real-time.
The majority of this work has centered on the task of facial expression
detection, mostly by way of individual AU detection. The predominant ap-
proach [168, 121, 36] to this has been to first locate and track a person’s face
and facial features, derive a feature representation of the face and then classify
whether or not a frame contains the AU of interest or not. In terms of face
alignment [66, 169, 27], this can be done either coarsely through tracking a
couple of key features (i.e., Viola & Jones [61] type approach where the face
and eyes are tracked) or highly accurately via a deformable model approach
where a dense mesh of 60-70 points on the face is used. The latter is desired
due to their accuracy in addition to their ability to infer the 3D pose parame-
ters (i.e., pitch, yaw and roll) and view-point normalised pixel representations
(i.e., synthesize frontal view), which is ideal in situations where there is a lot
of head movement, especially out-of-plane rotations. Subject-dependent ac-
tive appearance models (AAMs) [69, 70] have been widely used in this field
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In the Pursuit of Effective Affective Computing:
Are Features Necessary?
Abstract—All facial expression recognition systems require
some geometric alignment of the face intensity image before
the classification process can occur. Ideally, one would attempt
to perform a “dense” alignment, where a large number (e.g.,
60-70) of fiducial points on the face image are accurately
detected with high accuracy. Up until recently, this type of
dense alignment, however, has been problematic due to poor
reliability and robustness. Instead, many expression detection
methods have relied on a two tier strategy of: (i) employing
a “coarse” alignment where only a few (e.g., 3-4) points on
the face are detected with relatively poor accuracy but high
reliability and robustness, and (ii) using a feature/descriptor
based representation of the coarsely registered image such as
Histogram of Orientated Gradients (HOG) or Gabor magni-
tudes. Recently, however, a number of new algorithms for face
alignment have demonstrated both dense alignment with high
reliability and accuracy (e.g. Constrained Local Models), which
begs the question: what do these features do that standard
pixel representations do not? In this paper we show that when
close to perfect alignment is obtained, there is no real benefit
in employing these different appearance-based representations
in consistent conditions. However, we show that when there is
misalignment these features do work well by encoding robustess
to alignment error. For this work, we compared two automatic
approaches to dense face alignment, subject-dependent (i.e.
active appearance models (AAMs)) vs subject-independent (i.e.
Constrained Local Model (CLM)) and conducted a battery of
experiments across various datasets (i.e. CK+, Pain, RUFACS
and GEMEP) to quantify these effects.
I. INTRODUCTION
Research into affective computing has been very active
over the past decade, mainly due to the vast number of appli-
cations in which it could be useful in (i.e. marketing, human-
computer-interaction, health-care, security, behavioral sci-
ence, car safety etc.). The main goal of this research is
to have a computer system being able to automatically
detect/infer the emotional state of any person based on
various modes (i.e. face, voice, body, actions) in real-time.
The majority of this work has centered on the task of facial
expression detection, mostly by way of individual action unit
(AU) detection. The popular approach to this has been to
first locate and track a person’s face and facial features,
derive a feature representation of the face and then classify
whether or not a frame contains the AU of interest or not
(see Figure 1). In terms of face alignment, this can be done
either coarsely through tracking a couple of key features (i.e.
Viola & Jones [1] type approach where the face and eyes are
tracked) or highly accurately via a deformable model type
approach where a dense mesh of 60-70 points on the face is
used. The latter is desired due to this accuracy in addition
to their ability to infer the 3D pose parameters (i.e. pitch,
yaw and roll) and features (i.e. synthesize frontal view),
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Fig. 1. Visualization of Gabor filter banks in spatial and Fourier domains. The above figure shows individual Gabor filters stemming
from a 4x4 coverage of the spectrum, with each individual filter corresponding to a different orientation and scale. Row 1: Frequency
domain Gabor filters. Row 2: Spatial domain Even filters. Row 3: Spatial domain Odd filters.
referred to as Parseval’s relation which states that,
xTi xj = xˆ
T
i xˆj∀i, j (12)
given that we assume our complex 2D-DFT basis F is or-
thonormal. Based on this formulation learning a linear SVM
in the spatial or Fourier domain should be identical.
5 RE-INTERPRETING LINEAR FILTERS
Taking the results from Sections 3 and 4 it is possible to
re-interpret the learning of an SVM with concatenated filter
responses zi in the spatial domain as being equivalent to
learning the support weight vector α in the dual problem,
max
0≤αi≤C
l￿
i=1
αi − 1
2
l￿
i=1
l￿
j=1
αiαjyiyjxˆ
T
i Sxˆj (13)
subject to
l￿
i=1
yiαi = 0
where xˆi is the 2D-DFT of the vectorized training image xi
and S is the diagonal weighting matrix of filters estimated in
Equation 8. Equivalently, one can view the prime problem as,
min
wˆ
1
2
wˆTS−1wˆ + C
l￿
i=1
[1− yiwˆT xˆi]+ (14)
where we can now view the SVM as attempting to maximize
the weighted Euclidean distance margin, inversely proportional
to wˆTS−1wˆ, in a N dimensional Fourier space. This is in
contrast to the canonical viewpoint that attempts to maximize
the Euclidean distance margin for an SVM in a NM dimen-
sional spatial filter response space. A major disadvantage to
the latter viewpoint is that memory storage and computational
cost are directly linked to the number of filter banks M
being employed. In our new viewpoint the matrix S can be
pre-computed before learning, making the equivalent learning
process now independent ofM . It is interesting to note that in
Equation 14 we are only manipulating the margin term, while
the form of the hinge error term remains the same.
5.1 Training with Complex Vectors
One problem, however, with our proposed computationally
efficient approach to learning a Gabor filtered linear SVM
is that learning has to occur in the Fourier rather than the
spatial domain. This means that an SVM has to be learnt
using complex (real and imaginary) vectors rather than just
real vectors obtained from the spatial image domain. At first
glance learning an SVM with complex Fourier vectors may
seem problematic and require SVM software specifically for
learning in the Fourier domain as: (i) in general the inner prod-
uct between two complex vectors is itself a complex number,
and (ii) most existing SVM packages (e.g., LibSVM [16]) can
handle only real vectors during training.
Fortunately, the first problem can be automatically circum-
vented through Parseval’s relation which guarantees that the
inner product in the Fourier domain is equivalent to the inner
product in the spatial domain. Since the spatial images are all
real, then the inner product in the Fourier domain must also
be real. The second problem can also be easily circumvented
through the realization that for any two Fourier complex
vectors xˆi and xˆj derived from spatial signals/images xi
and xj respectively the following equivalence holds,
xˆTi xˆj =
￿ Re{xˆi}
Im{xˆi}
￿T ￿ Re{xˆj}
Im{xˆj}
￿
(15)
a proof of this equivalence can be found in the Appendix.
Based on this equivalence one can replace any N dimensional
complex Fourier vector, equivalently, with a 2N dimensional
real vector where the real and imaginary components have
been concatenated into a single vector. Since the inner products
will be identical, according to the dual of the SVM objective
function, the estimated support weights should be identical.
This equivalence greatly simplifies the learning of the linear
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Figure 3.2: AFERS at various states. Row-wise from top-left to bottom-right:
Initial display, neutral, joy, disgust, surprise, contempt.
(a) (b) (c)
(a) (b)
(d)
Monday, September 27, 2010
Fig. 1: Most facial expression syst ms (a) align the face and
facial features (i. . either coarse registr tion (i.e. face and eyes)
or deformable models using de s mesh (i. . subject-dependent
approach (AAM) or subject-independent approach (CLM). After
tracking, an image f the f ce s obtained and this image may
or may not be post-processed (b) (e.g. Gabor filter bank) to
gain a feature r pres nt tion (c). These features are then used for
classifcation (d).
which is ideal in situations where there is a lot of head
movement, especially out-of-plane head rotations. Subject-
dependent active appearance models (AAMs) [2], [3] have
been widely used in this field [4], [5], [6], [7] for those
reasons but this approach requires manual labeling of key
frames of the target sequence (up to 5% of frames). For
applications where manually labeling frames is prohibitive
(e.g. marketing, security/law enforcement, health-care and
HCI), a more generic or subject-independent face alignment
approach is required. One such approach is the constrained
local model (CLM) method developed by Saragih et al. [8].
The CLM leverages the generalization capacity of local patch
experts and the constraint over joint deformation provided by
a point distribution model (PDM). It is similar to AAMs in
the fact that it tracks a dense mesh of points on the face that
produce both shape and appearance features, but through the
utilization of these patches it has been shown to work well
for the subject-independent case (i.e. unseen subjects).
Once the face has been tracked, the normal convention is
to apply a bank of filters, followed by a rectification step,
contrast normalization, and then a pooling/subsampling strat-
egy. For example, the popular Histogram of Orientated Gra-
dients (HOG) [9], [10], [11], [12], and Gabor magnitude [11],
[12], [13] descriptors readily fit into this parametric form.
These features have been widely used due to their biological
relevance, their ability to encode edges and texture, and their
invariance to illumination. An inherent problem with this
method is the large memory and computational overheads
required for training and testing these filter banks. Other
than cases where their is extreme illumination variation,
which is unlikely for the vast majority of applications of this
technology at the moment (i.e. the environment should be
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In the Pursuit of Effective Affective Computing:
Are Features Necessary?
Abstract—All facial expression recognition systems r quire
some geometric alignment of the face intensity image before
the classification process can occur. Ideally, one would atte pt
to perform a “dense” alignment, where a large numb r ( .g.,
60-70) of fiducial points on the face image are accur tely
detected with high accuracy. Up until recently, this ype of
dense alignment, however, has been problematic due to poor
reliability and robustness. Instead, many expression d t cti n
methods have relied on a two tier strategy of: (i) employing
a “coarse” alignment where only a few (e.g., 3-4) p i ts n
the face are detected with relatively poor accuracy but high
reliability and robustness, and (ii) using a feature/descriptor
based representation of the coarsely registered image such as
Histogram of Orientated Gradients (HOG) or Gabor magni-
tudes. Recently, however, a number of new algorithms for ace
alignment have demonstrated both dense alignment with high
reliability and accuracy (e.g. Constrained Local Models), whic
begs the question: what do these features do that standard
pixel representations do not? In this paper we show that wh n
close to perfect alignment is obtained, there is no real benefit
in employing these different appearance-based representations
in consistent conditions. However, we show that when there is
misalignment these features do work well by encoding robustess
to alignment error. For this work, we compared two automatic
approaches to dense face alignment, subject-dependent (i.e.
active appearance models (AAMs)) vs subject-independent (i.e.
Constrained Local Model (CLM)) and conducted a battery of
experiments across various datasets (i.e. CK+, Pain, RUFACS
and GEMEP) to quantify these effects.
I. INTRODUCTION
Research into affective computing has been very active
over the past decade, mainly due to the vast number of appli-
cations in which it could be useful in (i.e. marketing, human-
computer-interaction, health-care, security, behavioral sci-
ence, car safety etc.). The main goal of this research is
to have a computer system being able to automatically
detect/infer the emotional state of any person based on
various modes (i.e. face, voice, body, actions) in real-time.
The majority of this work has centered on the task of facial
expression detection, mostly by way of individual action unit
(AU) detection. The popular approach to this has been to
first locate and track a person’s face and facial features,
derive a feature representation of the face and then classify
whether or not a frame contains the AU of interest or not
(see Figure 1). In terms of face alignment, this can be done
either coarsely through tracking a couple of key features (i.e.
Viola & Jones [1] type approach where the face and eyes are
tracked) or highly accurately via a deformable model type
approach where a dense mesh of 60-70 points on the face is
used. The latter is desired due to this accuracy in addition
to their ability to infer the 3D pose parameters (i.e. pitch,
yaw and roll) and features (i.e. synthesize frontal view),
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Fig. 1. Visualization of G bor filter banks in s atial an Fourier domains. The above figure shows individual Gabor filters stemming
from a 4x4 coverage of the spe trum, with each individual filter corresponding to a different orientation and scale. Row 1: Frequency
domain Gabor filters. Row 2: Spatial domain Even filters. Row 3: Spatial domain Odd filters.
referred to as Parseval’s relation which states that,
xTi xj = xˆ
T
i xˆj∀i, j (12)
given that we assume our complex 2D-DFT basis F is or-
thonormal. Based on this formulation learning a linear SVM
in the spatial or Fourier domain should be identical.
5 RE-INTERPRETING LINEAR FILTERS
Taking the results from Sections 3 and 4 it is possible to
re-interpret the learning of an SVM with concatenated filter
responses zi in the spatial domain as being equivalent to
learning the support weight vect r α in the dual problem,
max
0≤αi≤C
l￿
i=1
αi − 1
2
l￿
i=1
l￿
j=1
αiαjyiyjxˆ
T
i Sxˆj (13)
subject to
l￿
i=1
yiαi = 0
where xˆi is the 2D-DFT of the vectorized training image xi
and S is the diagonal weighting matrix of filters estimated in
Equation 8. Equivalently, one can view the prime problem as,
min
wˆ
1
2
wˆTS−1wˆ + C
l￿
i=1
[1− yiwˆT xˆi]+ (14)
where we can now view the SVM as attempting to maxi ize
the weighted Euclidean distance margin, inversely proportional
to wˆTS−1wˆ, in a N dimensional Fourier space. This is in
contrast to the canonical viewpoint th t ttempts to maximize
the Euclidean distance margin for an SVM in a NM dimen-
sional spatial filter response space. A major disadvantage to
the latter viewpoint is that memory storage and computational
cost are directly linked to the number of filter banks M
being employed. In our new viewpoint the matrix S can be
pre-computed before learning, making the equivalent learning
process now independent ofM . It is interesting to note that in
Equation 14 we are only manipulating the margin term, while
the form of the hinge error term remains the same.
5.1 Training with Complex Vectors
One problem, however, with our proposed computationally
efficient approach to learning a Gabor filtered linear SVM
is that learning has to occur in the Fourier rather than the
spatial domain. This means that an SVM has to be learnt
using complex (real and imaginary) vectors rather than just
real vectors obtained from the spatial image domain. At first
glance learning an SVM with complex Fourier vectors may
see problematic and require SVM software specifically for
learning in the Fourier domain as: (i) in general the inner prod-
uct between two complex vectors is itself a complex number,
and (ii) most existing SVM packages (e.g., LibSVM [16]) can
handle only real vectors during training.
Fortunately, the first problem can be automatically circum-
v nted through Parseval’s relation which guarantees that the
inner product in the Fourier domain is equivalent to the inner
product in the spatial domain. Since the spatial images are all
real, then the inner product in the Fourier domain must also
be real. The second problem can also be easily circumvented
through the realization that for any two Fourier complex
vectors xˆi and xˆj derived from spatial signals/images xi
and xj respectively the following equivalence holds,
xˆTi xˆj =
￿ Re{xˆi}
Im{xˆi}
￿T ￿ Re{xˆj}
Im{xˆj}
￿
(15)
a pro f of this quivalence can be found in the Appendix.
Based on this equivalence one can replace any N dimensional
complex Fourier vector, equivalently, with a 2N dimensional
real vector where the real and imaginary components have
been concatenated into a single vector. Since the inner products
will be identical, according to the dual of the SVM objective
function, the estimated support weights should be identical.
This equivalence greatly simplifies the learning of the linear
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Figure 3.2: AFERS at various states. Row-wise from top-left to bottom-right:
Initial display, neutral, joy, disgust, surprise, contempt.
(a) (b) (c)
(a) (b)
(d)
Monday, September 27, 2010
Fig. 1: Most faci expressio syst ms (a) align the face and
facial features (i. . either coarse registr tion (i.e. face and eyes)
or deform ble mod l using de s mesh (i. . subject-dependent
approach (AAM) or subject-ind p ndent approach (CLM). After
tracking, an image f t e f c s obtained and this image may
r may not be post-processed (b) (e.g. Gabor filter bank) to
gain a feature r pres nt tion (c). These features are then used for
cl ssifcation (d).
which is id al in situations where there is a lot of head
move ent, especially out-of-plane head rotations. Subject-
dependent active app arance m dels (AAMs) [2], [3] have
been widely used in this field [4], [5], [6], [7] for those
reasons but this approach requires manual labeling of key
frames of the target sequence (up to 5% of frames). For
applications where manually labeling frames is prohibitive
(e.g. marketing, security/law enforcement, health-care and
HCI), a more generic or subject-independent face alignment
approach is required. One such approach is the constrained
local model (CLM) method developed by Saragih et al. [8].
The CLM leverages the generalization capacity of local patch
experts and the constraint over joint deformation provided by
a point distribution model (PDM). It is similar to AAMs in
the fact that it tracks a dense mesh of points on the face that
produce both shape and appearance features, but through the
utilization of these patches it has been shown to work well
for the subject-independent case (i.e. unseen subjects).
Once the face has been tracked, the normal convention is
to apply a bank of filters, followed by a rectification step,
contrast normalization, and then a pooling/subsampling strat-
egy. For example, the popular Histogram of Orientated Gra-
dients (HOG) [9], [10], [11], [12], and Gabor magnitude [11],
[12], [13] descriptors readily fit into this parametric form.
These features have been widely used due to their biological
relevance, their ability to encode edges and texture, and their
invariance to illumination. An inherent problem with this
method is the large memory and computational overheads
required for training and testing these filter banks. Other
than cases where their is extreme illumination variation,
which is unlikely for the vast majority of applications of this
technology at the moment (i.e. the environment should be
Linear SVM
(b)
(a)
Figure 4.9: I this co tribution we explore two paradigms for expression de-
tection where a ubject’s fac is: ( ) c a sely aligned followed by a biologically
motivat d descript r ( . ., HoG or Gabor magnit des), and (b) de sely aligned
usi g raw pixels. Both paradigms employ a linear SVM to perform classifica-
t o .
[169, 26, 170, 38] for those reasons but this approach requires manual labeling
of k y fram s f he training s quence (up o 5% of frames). For applications
where ma ually labeling of frames is prohibitive (e.g., marketing, security/law
enforcement he lth-care and HCI), a more generic or subject-independent face
alignment approach is required. One such approach is the constrained local
model (CLM) ethod [71, 72]. The CLM leverages the generalisation capacity
of local patch experts and constraints made on the joint deformation, as pro-
vided by a point distribution model (PDM). It is similar to AAMs in that it
tracks a dense mesh of points on the face that produce both shape and appear-
ance features, but through the utilisation of these patches it has been shown
to work well for the subject-independent case (i.e., unseen subjects). Once
the face has been tracked, the normal convention is to apply a bank of filters,
followed by a rectification step and then a pooling/subsampling strategy3. For
3The common step of contrast normalization step was neglected here, as we are primar-
ily interested in representations that have invariance to alignment error, not illumination
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example, HoG [157, 85, 12, 35], and Gabor magnitude [12, 35] descriptors
readily fit into this parametric form and have both been successfully applied
to expression detection [35] (other exotic variants such as [171] are also possi-
ble, but outside the scope of this paper). These features have been widely used
due to their biological relevance [141], their ability to encode edges and texture,
and their invariance to illumination. More recently, Whitehill et al. [35] have
argued that for the specific task of expression detection, these features provide
a non-linear classification boundary when using efficient linear classifiers (e.g.,
linear SVM). An inherent problem with this approach, however, is the large
memory and computational overheads required for training and testing. Other
than cases where there is extreme illumination variation, which is unlikely for
the vast majority of applications of this technology at the moment (i.e., the
environment should be somewhat constant for health [26, 27] and marketing
[172] applications), it begs the question: “if we have good registration, are
appearance descriptors worth the effort?”
In addition to this central question, this section specifically addresses other
questions which are vital in the quest for effective affective computing:
1. What advantages do these appearance-descriptors (i.e., HoG and Gabor
magnitudes4) have over pixel-based representations for the task of AU
detection? When there is close to perfect alignment, is there any benefit
in employing these? Does this vary between posed and spontaneous
expressions? How does this change when there is poor alignment?
2. What is the difference between subject-dependent (AAM) and subject-
independent (CLM) face alignment algorithms in terms of alignment ac-
curacy and AU detection performance?
variation.
4In this study, we selected only HoG and Gabor magnitudes (and not their other variants)
for in-depth investigations since these have been heavily employed in the recent expression
recognition literature.
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Figure 2.2: A graphical illustration of the CLM optimization procedure.
An illustration of the CLM optimization procedure is given in Figure 2.2. In
clm, there are two overloaded Fit functions; one that takes a single search re-
gion size wSize, and another that takes a list (i.e. vector of type CV 32SC1) of
search window sizes. This second Fit function essentially performs a coarse-to-
fine alignment strategy, where the schedule of search region shrinkage is described
through the vector wSize. Furthermore, this function also performs also performs
alignment by first constraining the shape model to be rigid, and then refining that
solution using the full nonrigid PDM. This two step procedure was found to exhibit
much better performance empirically compared to directly solving all parameters
in one step. The implementation of each fitting step itself can be found in the first
instance of the Fit function.
2.6.1 Similarity Normalized Search
The CLM implementation in FTLib searches for candidates in a similarity normal-
ized frame, whereby the image is warped to the reference frame of the model using
the similarity transform that best brings the current projected points into alignment
with the mean shape. After alignment, the model shape is projected back into the
image frame by re-applying the normalizing similarity transform. The purpose of
such a procedure is twofold. First, such a normalization removes variations in patch
appearance due to scale and rotation differences from the training set, resulting in
a more compact response map. Note that initially the estimate normalization esti-
mate will not be correct. However, as optimization proceeds, and the estimate of
the models similarity transform improves, this normalization becomes increasingly
more accurate. Second, the interpretation of distance between samples, which are
Figure 4.10: Illustration of CLM fitting and its two components: (i) an ex-
haustive local search for feature locations to yield the response maps, and (ii)
an optimiz tion strategy to maximize the responses of the PDM constrained
landmarks. This figure was taken from [72].
4.7.1 Subject-Dependent vs Subject-Independent Deformable
Image Alignment Algorithms
As expressions can be subtle, alignment using a deformable model is desired
so that the correspondence between various facial features and muscles con-
tracting and controlling the face can be maintained, enhancing the ability
of the classifier to detect the facial expression correctly. In addition to this,
w ere there is quite a lot of head-movement, especially out-of-plane rotation,
these models can be used to gain the 3D pose parameters (i.e., pitch, yaw and
roll) [173], and to synthesize a uniform frontal view. In this paper, we will
be comparing the subject-dependent active appearance model (AAM) [69, 70]
versus the subject-independent constrained local model (CLM) [72]. Subject-
dependent AAMs are tuned specifically to the subject, camera conditions, and
illumination of the target image sequence to be tracked [169, 26, 38] and are
able to exhibit “human like” accuracy. This tuning is accomplished through
the judicious hand labeling of key frames in the target image sequence, where
up to 5% of images in a given training sequence need to be manually labelled.
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In applications in the fields of behavioral science and others where time can
be taken to gain an accurate and objective measure, this is a viable solution.
For commercial applications where no enrollment of the subject is possible
(e.g., marketing, security/law enforcement, health-care and HCI), a generic or
subject-independent face alignment approach is required. Recently Saragih et
al. [72] proposed several adaptations to the constrained local model (CLM)
method, which leverages the generalisation capacity of local patch experts and
the constraint over joint deformation provided by a point distribution model
(PDM). It is similar to AAMs in that it tracks a dense mesh of points on
the face that produce both shape and appearance features, but through the
utilisation of these patches it generalises well for the subject-independent case,
where the AAM does not. A description of both alignment algorithms is given
in the following subsections.
4.7.2 Active Appearance Models
Active Appearance Models (AAMs) have been shown to be a good method of
aligning a pre-defined linear shape model that also has linear appearance vari-
ation, to a previously unseen source image containing the object of interest. In
general, AAMs fit their shape and appearance components through a gradient-
descent search, although other optimization methods have been employed with
similar results [69].
The shape, s, of an AAM [69] is described by a 2D triangulated mesh. In
particular, the coordinates of the mesh vertices define the shape s = [x1, y1, x2, y2, . . . , xn, yn],
where n is the number of vertices. These vertex locations correspond to a
source appearance image, from which the shape was aligned. Since AAMs
allow linear shape variation, the shape, s, can be expressed as a base shape,
s0, plus a linear combination of m shape vectors si,
s = s0 +
m∑
i=1
pisi, (4.6)
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Figure 4.11: Example of the CLM tracking a sequence from the GEMEP-
FERA dataset over time: (a) Once the face is tracked we extract: (b) the
canonical normalised appearance features, and (c) the similiarity normalised
appearance features.
where the coefficients p = (p1, . . . , pm)T are the shape parameters. These shape
parameters can typically be divided into rigid similarity parameters, ps, and
non-rigid object deformation parameters, po, such that pT = [pTs ,pTo ]. Sim-
ilarity parameters are associated with a geometric similarity transform (i.e.,
translation, rotation and scale). The object-specific parameters are the residual
parameters representing non-rigid geometric variations associated with deter-
mining the object shape (e.g., mouth opening, eyes shutting, etc). Procrustes
alignment [69] is employed to estimate the base shape s0.
Keyframes within each video sequence are manually labelled, while the
remaining frames are automatically aligned using a gradient descent AAM
fitting algorithm described in [70].
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4.7.3 Constrained Local Models
Similarly to the AAM, we want to find the shape s as in Equation 4.6, also
known as the point distribution model (PDM). Constrained local models (CLM) [71]
refer to a host of algorithms which utilize an ensemble of local detectors to de-
termine s. All of these methods have the following two goals: (i) perform an
exhaustive local search for each PDM landmark around their current estimate
using some kind of feature detector, and (ii) optimize the PDM parameters
such that the detection responses over all of its landmarks are jointly maxi-
mized. Figure 4.10 illustrates the components of the CLM fitting.
The particular instance of CLM used in this work is that proposed in [72].
The method uses linear SVMs over power normalised image patches to discrim-
inate aligned from misaligned mesh vertex coordinates. Composing the SVM
classification score with a Sigmoid function generates a likelihood map over the
vertices within a local search region around its current estimate (i.e., p(li|x)
in Figure 4.10). This allows a Bayesian treatment of the alignment problem.
The advantage of using the linear SVM over more sophisticated classifiers is
twofold. Firstly, it allows rapid computations of the mesh vertices’ probability
maps using efficient normalised cross correlation. Secondly, the linear model’s
limited capacity results in better generalisation to unseen subject identities.
Once likelihood maps for each mesh vertex have been computed, the CLM
variant in [72] uses an optimization strategy coined subspace constrained mean-
shifts. By assuming the vertex likelihoods are conditionally independent given
the shape, optimization proceeds by alternating two steps: 1) compute a single
mean-shift update for each vertex independently of all others, and 2) project
the mean-shifted vertex coordinates onto the subspace of the shape model
in Equation 4.6. By virtue of its interpretation as an instance of the EM
algorithm, this simple two step procedure is provably convergent. To encourage
convergence to the global optimum in cases with gross initial misalignment,
this optimization strategy is applied on a pyramid of smoothed versions of the
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likelihood maps, which is similar to the heuristic often used in AAM alignment
but with the difference that smoothing is applied directly to the objective
rather than indirectly through the image. An example of the CLM tracking
an unseen face is given in Figure 4.11(a).
4.8 Appearance-based vs Pixel-Intensity Feature
Representations
Under the assumption that there will always be some degree of registration
error in a target face image it is useful to explore features that give invariance to
registration. Holistic invariant features are difficult to derive as one rarely has
prior knowledge of how the image geometrically deforms holistically. Instead,
it is simpler to adopt a strategy where a single complex holistic deformation in
an image, such as those found in facial expressions, can always be broken down
into multiple simple deformations (e.g., optical flow, where a single complex
deformation can be defined as multiple, one for each pixel, locally constrained
translations). Representing an image as a “super vector” of concatenated local
region features that are invariant to simple deformations (e.g., translation), an
argument can then be made that this super vector will exhibit invariance to
more complex holistic registration errors.
Many different techniques for describing local image regions have been pro-
posed in the literature. The simplest feature is a vector of raw pixel-intensity
values. However, if an unknown error in registration occurs, there is an inher-
ent variability associated with the true (i.e., correctly registered) local image
appearance. Due to this variability, an argument can be made that these local
pixel appearances are more aptly described by a distribution rather than a
static observation point. In addition to the pixel-based representations which
we derive from our deformable face alignment algorithm, we investigate two
popular methods in vision for obtaining distribution features that exhibit good
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local spatial invariance: (i) histogram of oriented gradients (HoG), and (ii)
Gabor magnitudes (GAB). A similar comparison between pixel-based repre-
sentations and local binary pattern operators (LBP) shall be made in Section
4.10.
4.8.1 Pixel-Based Representations
Once we have tracked the subject’s face by estimating the shape and appear-
ance parameters, we can use this information to derive the following features:
• SPTS: The similarity normalised shape, sn, refers to the 68 vertex points
in sn for both the x- and y- coordinates, resulting in a raw 136 dimen-
sional feature vector. These points are the vertex locations after all the
rigid geometric variation (translation, rotation and scale), relative to the
base shape, has been removed. The similarity normalised shape sn can
be obtained by synthesizing a shape instance of s, using Equation 4.6,
that ignores the similarity parameters p.
• SAPP: The similarity normalised appearance features, an, refers to
where all the rigid geometric variation (translation, rotation and scale)
has been removed. It achieves this by using sn calculated above and
warps the pixels in the source image with respect to the required trans-
lation, rotation and scale. This is the type of approach that is employed
by most researchers [168, 35], as only coarse registration is required (i.e.,
just face and eye locations). When out-of-plane head movement is ex-
perienced some of the face is partially occluded which can affect per-
formance, also some non-facial information is included due to occlusion.
Furthermore, the shape transformation is inherently unknown since sub-
stantial variation exist between the shapes of different faces, which there-
fore makes the z−component of facial points difficult to estimate. An
example of this is shown in Figure 4.11(c).
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• CAPP: The canonical normalised appearance a0 refers to where all the
non-rigid shape variation has been normalised with respect to the base
shape s0. This is accomplished by applying a piece-wise affine warp on
each triangle patch appearance in the source image so that it aligns with
the base face shape. It was shown in [25] that by removing the rigid
shape variation, poor performance was gained. Examples of the CAPP
features is shown in Figure 4.11(b).
In this section, we are interested in analyzing the change in performance of the
different appearance features (SAPP and CAPP) between subject-dependent
and subject-independent alignment algorithms, as well as across different fea-
ture representations (next subsections).
4.9 Geometric Invariance via Descriptors
A laundry list of features/descriptors have now been proposed for in com-
puter vision literature for a myriad of matching/classification tasks including
expression classification. Biologically inspired descriptors such as HoG and
Gabor magnitudes have proven successful in recent state of the art expression
detection algorithms [12, 35]. As pointed out by Lecun et al. [174], these biolog-
ically inspired features/descriptors all share a common parametric form. This
parametric form has it roots in the seminal work of Hubel and Wiesel [141] in-
volving the study of the mamallian primary visual cortex (i.e., V1). Typically,
an input image is passed through a bank of filters, followed by a rectification
step, contrast normalization, and then a pooling/subsampling strategy. For
example, the HoG descriptor [157, 85, 12, 35], and Gabor magnitude descrip-
tor [12, 35] readily fit into this parametric form. Recently, variants of this
parametric have been explored [171, 175, 176], with impressive performance
being obtained for a number of vision classification tasks. For example, Serre
et al. [171] demonstrated that the tuning properties of a majority of cortical
cells in the visual cortex could be captured by selecting the parameter values
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that correspond to a host of different visual stimuli.
The performance of human vision is obviously far superior to that of current
computer vision systems at the moment, so there is a valid argument to be had
in emulating biological processes. However, this explanation is largely unsatis-
fying from an engineering perspective for understanding why these features are
useful. As Berg & Malik [177] elegantly point out, one useful consequence of
treating the positive and negative components of oriented edge responses sep-
arately (or rectifying them) is that information about zero crossings is not lost
under blurring. Instead of blurring the signal response around a zero crossing
to zero, the positive and negative responses are both blurred over the area,
retaining the information that there was a zero crossing, but allowing uncer-
tainty as to its position. This non-linear process enables an encoding that is
able to handle much greater tolerance than traditional pixel representations to
geometric misalignment. Lecun et al. [174] refers to this blurring process more
generically as “pooling”, pooling operations other than blurring (e.g., taking
the maximum of a local spatial cell) have been explored in [171, 175, 176].
4.9.1 Experimental Setup
In this subsection, all experiments were planned for the task of subject-independent
action unit (AU) detection. These experiments were to: 1) investigate the role
of biologically inspired features (Gabor and HoG features) across various lev-
els of registration accuracy and compare them to pixel representations, and
2) compare the registration accuracy between subject-dependent (AAM) and
subject-independent face registration algorithms and their subsequent perfor-
mance for AU detection. To facilitate this, we conducted these experiments
across four common facial expression datasets: i) CK+, ii) GEMEP-FERA,
iii) M3, and the iv) Pain database.
Once we tracked the face and extracted representative facial features, the
classification of these AUs was performed via a linear SVM. In this paper,
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(a) (b) (c) (d) (e) (f) (g)
Figure 4.12: In our experiments, we compared the SAPP (row 2) and CAPP
(row 3) features from the AAM across various geometric noise levels, which
is symptomatic of poor registration in subject independent algorithms: (a)
ideal tracking, (b) 5 RMS-PE, (c) 10 RMS-PE, (d) 15 RMS-PE, (e) 20 RMS-
PE, (f) 25 RMS-PE, and (g) 30 RMS-PE. From this it can be seen when the
amount of noise is increased, the piece-wise affine warp which synthesizes the
CAPP image causes significant deformation to the face which is a much noisier
representation than the SAPP image.
we used a one-vs-all linear two-class SVM (i.e., AU of interest vs non-AU of
interest) in all experiments. For the training of the SVMs, all frames which
were manually labelled by expert FACS coders to contain the AU of interest
were used as positive examples, regardless whether it occurred with other AUs
or alone. The frames that did not have the AU of interest in them were used
as negative examples5. It is worth noting that all AAM experiments were
subject-dependent (i.e., approximately 5% of all images in a training given
sequence were used to train an AAM to track that sequence). The CLM used
in these experiments had NOT seen any of the images in any of the datasets
(i.e., completely generic).
5There is the following exception, if similar AUs occurred - these were not used in the
negative example pool. Please refer to Table 4.2 for our AU pooling strategy. Please also
note that this intuitive strategy have not been empirically proven to provide optimal AU
detection performance.
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4.9.2 Experiment I: The Role of Features
We had two main interests here: i) comparing different AAM pixel representa-
tions across noise levels (SAPP vs CAPP), and ii) comparing these pixel rep-
resentations against biologically inspired features (i.e., HoG and Gabor magni-
tudes). To facilitate these goals, we added various amounts of geometric noise
to the test images. To do this, the similarity normalised base template had an
inter-ocular distance of 50 pixels. For a fair comparison, we took into account
differing face scales between testing images. This is done by first removing
the similarity transform between the estimated shape and the base template
shape and then computing the root-mean-squared pixel-error (RMS-PE) be-
tween the 68 points. We obtained the poor initial alignment by synthetically
adding affine noise to the ground-truth coordinates of the face. We then per-
turbed these points with a vector generated from white Gaussian noise. The
magnitude of this perturbation was controlled to give a desired RMS-PE from
the ground-truth coordinates (which were the AAM tracked landmarks). Dur-
ing learning, the initially misaligned images were defined to have between 5-30
RMS-PE. This range of perturbation was chosen as it approximately reflects
the range of alignment error that can be experienced using subject indepen-
dent face alignment algorithms. Examples of the poor tracking are given in
Figure 4.12. In our experiments, all training images were clean (i.e., zero noise)
and they were tested across different noise levels (i.e., 5-30 RMS-PE). After all
images were registered, they were downsampled to 48 × 48 pixels. As can be
seen in Figure 4.12(c), when the amount of noise is increased, the piece-wise
affine warp which synthesizes the CAPP image causes significant deformation
to the face (observe the lip area in Figure 4.12(c)) which is a much noisier
representation than the SAPP image. As this is the case, all HoG and Gabor
features were calculated on the SAPP pixel representations. The results for
these experiments are given in Figure 4.14.
As can be seen, there is a gradual drop-off in performance as the amount
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Figure 4.13: Fitting curves comparing the registration accuracy between the
AAM and CLM across the: (a) CK+, (b) UNBC-McMaster Pain Archive, (c)
M3, and (d) GEMEP-FERA datasets. Shape RMS error is presented as a ratio
with respect to inter-ocular distance (50 pixels).
of noise is increased across all the datasets (a-d). The first thing to note is the
performance of both the AAM representations (SAPP=black, CAPP=blue).
As observed from the two pixel representations, the performance is very similar
so there is little difference between these two at the zero-noise condition, but it
was observed that the performance CAPP appeared to deteriorate more rapidly
than SAPP on the CK+ and Pain experiments. What is interesting though, is
that when the amount of noise was increased, the biologically-inspired features
outperformed the pixel representations (especially for the CK+ Figure 4.14(a)
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and M3 datasets Figure 4.14(c)). This supports the reason for the combination
of coarse registration and a biologically-inspired descriptor is widely used in
literature [12]. As the amount of head motion present in the majority of
applications this system is applied on can be considered to be limited, having
a coarse registration (noise from 0-15 RMS-PE) would produce only slight
degradation in performance when these features are employed.
4.9.3 Experiment II: AAM vs CLM
Comparing Alignment Accuracy
In comparing the alignment accuracy of both the AAM and CLM to manu-
ally landmarked images, we first normalised all tracked AAM and CLM points
and manual landmarks for similarity to a common mesh size and rotation,
with a inter-occular distance of 50 pixels and aligned to the centre of the eye
coordinates. For the CK+ database, we compared against 393 manually land-
marked images; for the Pain database, we compared against 2584 manually
landmarked images, for M3 we compared against 1990 images; and for the
GEMEP we compared against 963 manually landmarked images. The align-
ment curves are given in Figure 4.13. As can be seen for the CK+ dataset
(Figure 4.13(a)), nearly all of the AAM landmarks are within 2 pixels RMS
error of the manual landmarks, which is negligible when one considers that
this is based on a distance of 50 pixels between the center of the eyes. The
CLM is within 5 pixels which is also very accurate.
For the more visually complex datasets such as the Pain database (Figure
4.13(b)), the AAM performed very well while the CLM performance was not as
good which highlights the benefit of a subject-dependent approach. However,
as the majority of images were tracked within 10 pixels, which is a reasonable
result, considering the relatively significant quantities of head motion in the
dataset. Similar findings can be found for both the M3 (Figure 4.13(c)) and
GEMEP-FERA (Figure 4.13(d)) datasets. Using the results in the previous
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Figure 4.14: Plots showing the average AU detection performance across all
noise levels for the pixel (PIX), histogram of Oriented gradients (HoG) and
Gabor features (GAB) for the following datasets: (a) CK+, (b) the UNBC-
McMaster Pain Archive, (c) M3 and (d) GEMEP-FERA. Detection perfor-
mance was evaluated using the weighted mean A` proportional to the number
of positive examples (i.e. the higher the number of positive examples the higher
the weighting).
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section, it can be seen that even though there was a drop-off in performance
across these noise levels, the discrepancy between the different pixel represen-
tations and HoG and Gabor features would be minimal.
Comparing AU Detection Performance
The experiments in Section 4.9.2 were conducted using subject-dependent
AAMs which provide ideal face registration. These subject-dependent AAMs
were tuned specifically to a particular subject to counter for high appearance
variabilities such as illumination, pose and camera conditions. The drawback
of this is that alignment accuracy deteriorates once the target population is
large, and having to learn specific models for each available subject becomes
infeasible. On the other hand, subject-independent CLMs are well-suited to
handle the problem of subject-dependence as they are able to generalise well
to unseen subjects. The trade-off, however, is that CLMs exhibit a deteriora-
tion in alignment accuracy as compared to AAMs. The experiments in this
section evaluate the role of features in CLM-derived pixel representations, and
determine if the implementation of such features could improve AU detection
performances to ideal AAM levels.
Similar to the synthetic experiments in Section 4.9.2, PIX (CAPP) was
compared against HoG and GAB across all four datasets, but this time only
clean test images were utilized. Experimental results illustrated in Figure
4.15 once again suggest that little benefit could be obtained from utilizing
HoG and GAB on CLM-derived pixel representations at 0 RMS-PE. Although
certain appearance-descriptors may be relatively “cheap” to compute (e.g., local
binary pattern operators), but these analyses provide additional insights into
their fundamental operations, and could serve as a platform to inspire future
methods in either appearance-descriptors or dense facial alignment methods.
For AU detection (Figure 4.16), the performance of the CLM was very
similar (within 3%) to the AAM in all but the Pain database. In this archive,
there was substantially more rigid head motion as compared to the other three
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Figure 4.15: Comparison of CLM-derived pixel representations (PIX) vs His-
togram of Oriented Gradients (HoG) and Gabor magnitudes (GAB) in AU
detection on the four facial expression datasets. Detection performance was
evaluated using the weighted mean A` scores averaged across all AUs. ∆PIX
represents the amount of benefit gained from using either HoG or GAB features
over PIX. .
datasets, which indicates that the CLM does provide similar face alignment
performances to the AAM when out-of-plane rigid head motion is kept min-
imal, but it is still outperformed by the AAM in aligning the face from a
synthesized frontal view.
4.10 FERA2011 Challenge Results
Motivated by these positive findings, we decided to participate [178] in the
recent Facial Expression Recognition and Analysis Challenge (FERA2011) [44],
as an opportunity to evaluate our CLM system. Participants of this challenge
were assigned the task of automatically recognising a total of 12 action units
(AU 1 2 4 6 7 10 12 15 17 18 25 26) in the AU sub-challenge, and a total
of 5 emotions (anger, fear, joy, relief and sadness) from the test partition of
the GEMEP-FERA database. Here, half of the test subjects were the same
as the subjects in the training partition. Our CLM (CAPP) AU detector was
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Figure 4.16: Comparison of the overall performance between subject-
dependent AAMs vs subject-independent CLMs in AU detection performance
on the four facial expression datasets. Detection performance was evaluated
using the weighted mean A` scores averaged across all AUs. ∆ represents the
difference in detection accuracy between the AAM and CLM. .
trained on using examples from the GEMEP-FERA training partition and the
CK+ dataset. AU detection thresholds were obtained where the maximum F1-
scores6 occurred in the respective precision-recall curves. The AU classification
rates achieved in the challenge are presented in Table 4.3, and the emotion
classification rates are presented in Table 4.4.
In comparison to the baseline system [44] (which employed local binary
pattern operators in combination with a RBF kernel SVM), our CLM system
achieved much better results. The poor detection of AU 6 and 25, however,
was somewhat puzzling. The poor detection of AU 25 could be attributed to
poor tracking of the mouth region, especially on the lips (since subjects were
constantly speaking). Registration-error of key points at the mouth region
could thus propagate through to the cheek region (AU 6), and subsequently
cause incorrect pixel-warping due to the poorly-tracked mouth region; and
hence explain the poor detection of AU 6.
The operation of LBP operators is understood to be similar in principle to
6Participants of the FERA challenge were required to utilise the F1-score as the perfor-
mance measure.
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the HoG descriptor, where a common attribute of the two techniques is that
they both share a same method of tiling an input image with a grid of cells. In
LBP, the gray-intensity values of every pixel need to be taken into account for
the calculation of local texture T . Likewise, global texture is represented as a
combination of all local textures. Hence, LBP operators may thus be perceived
as spatial-shift encoders, in a similar respect to Gabor filters and HOG descrip-
tors. To examine this, we compared pixel representations computed from the
CLM (both CAPP and SAPP) against the LBP operator. As illustrated in
Table 4.5, experiments conducted on the CK+ database revealed that there is
little difference in classification rates between pixel representations and LBP
feature representations; which is in accordance to the spatial-shift invariance
of feature representations theory.
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Table 4.1: Experimental results showing the area under the ROC curve for
pixels-only, log-Gabor and Gabor energy features. N indicates the number of
positive examples available.
AU N Pixels-only Log-Gabor Gabor Energy
1 142 0.93±0.02 0.96±0.02 0.91±0.02
2 103 0.93±0.03 0.94±0.02 0.93±0.03
4 148 0.92±0.02 0.92±0.02 0.87±0.03
5 76 0.97±0.02 0.98±0.02 0.94±0.03
6 106 0.99±0.01 0.99±0.01 0.99±0.01
7 105 0.94±0.02 0.95±0.02 0.90±0.03
9 49 0.98±0.02 0.99±0.01 0.95±0.03
11 33 0.97±0.03 0.96±0.03 0.94±0.04
12 91 0.99±0.01 0.99±0.01 0.99±0.01
15 71 0.94±0.03 0.96±0.02 0.90±0.04
17 147 0.91±0.02 0.94±0.02 0.89±0.03
20 67 0.96±0.02 0.95±0.03 0.92±0.03
23 41 0.95±0.03 0.96±0.03 0.91±0.04
24 41 0.95±0.03 0.98±0.02 0.92±0.04
25 285 0.93±0.02 0.97±0.01 0.91±0.02
26 36 0.89±0.05 0.91±0.05 0.89±0.05
27 75 1.00±0.00 1.00±0.00 0.99±0.01
Mean − 0.95±0.02 0.96±0.02 0.92±0.03
Variance − 9.3 6.39 13.78
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Table 4.2: In selecting negative training examples, the AUs which are in close
proximity with one another had been categorized into the following pools as
the differences between them are quite subtle (e.g., for AU1, we did not include
any frames which had AU2 nor AU4 in the negative pool).
AU Pool Facial Region AUs Involved
1 upper face 1−2−4
2 middle face 6−7−9−10
3 lower face 12−15−17−18−25−26
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Table 4.3: GEMEP-FERA dataset AU Testing Partition results (F1-Scores)
achieved by the CLM in the FERA2011 challenge. Baseline scores [44] are also
shown. µ represents the mean.
AU CLM System Baseline System
1 0.78 0.63
2 0.72 0.68
4 0.43 0.13
6 0.66 0.85
7 0.55 0.49
10 0.47 0.45
12 0.78 0.77
15 0.16 0.08
17 0.47 0.38
18 0.45 0.13
25 0.31 0.80
26 0.54 0.37
µ 0.53 0.45
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Table 4.4: GEMEP-FERA dataset Emotion Testing Partition results achieved
by the CLM in the FERA2011 challenge. Baseline scores [44] are also shown.
Emotion CLM Baseline
Anger 0.26 (0.89)
Fear 0.40 (0.20)
Joy 0.52 (0.71)
Relief 0.88 (0.46)
Sadness 0.92 (0.52)
µ 0.60 (0.56)
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Table 4.5: AU Classification Rates for the CK+ dataset (F1-Score). N repre-
sents the number of positive examples available, and µ represents the weighted
mean.
AU N PIX-CAPP PIX-SAPP LBP-CAPP LBP-SAPP
1 173 0.75 0.72 0.74 0.58
2 116 0.73 0.75 0.74 0.71
4 191 0.73 0.67 0.71 0.60
6 122 0.70 0.66 0.66 0.57
7 119 0.56 0.59 0.52 0.60
12 111 0.78 0.76 0.76 0.77
15 89 0.75 0.48 0.59 0.40
17 196 0.77 0.59 0.72 0.60
25 287 0.85 0.81 0.83 0.75
26 48 0.26 0.27 0.22 0.27
µ − 0.73 0.67 0.70 0.62
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4.11 Chapter Summary
The importance of feature representations in AFER had been highlighted in
earlier chapters in this thesis, which have also pointed out the popularity of
appearance-descriptors in the recent literature. The goal of this chapter was
to investigate in deeper detail the roles that feature representations play, and
how they function from a fundamental perspective to provide superior recogni-
tion performance. The chapter began with an analysis on Gabor filters, which
discovered that the spatial-bandpassing function of the filter could be tuned to
detect different types of facial features with a slight change to its formulation
(log-Gabor and Gabor-energy filters had been investigated here). These vari-
ants of the Gabor filter may exhibit some interesting properties, but otherwise
produced rather similar overall results in term of AU detection rates.
As have been reported in the literature, LBP and HoG appearance-descriptors
both appear to produce similar recognition rates in comparison to Gabor fil-
ters. This leads one to question if there is any similarity in terms of their
functionality between these three commonly used feature representations, and
what the roles do feature representations play in the context of facial expres-
sion recognition. This chapter investigated the hypothesis of spatial-shift in-
variance in feature representations, by replacing feature representations with
normalised pixel-intensity representations acquired from an AAM. As dense
deformable mesh techniques like the AAM are able to provide near-ideal regis-
tration, it had been possible to test the spatial-shift invariance property of the
feature representations. The results obtained interestingly revealed that very
similar recognition rates were achieved by the pixel-intensity representations
compared to recognition rates achieved from using feature representations.
Also, feature representations had demonstrated significantly higher recogni-
tion rates as opposed to pixel-intensity representations when the input was
artificially corrupted by spatial-noise in the experiments. Both of these impor-
tant findings indicate that the three popular feature representations selected
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in the study act as a filter which serve to attenuate spatial misalignments in
the input facial image, and were therefore sufficient to validate the spatial-shift
invariance of feature representations hypothesis.
The findings in this chapter provide a better understanding on how fea-
ture representations function at a deep level to provide superior recognition
rates, and would inspire future research to take advantage of this knowledge
in the design of novel feature representations. The current assumption for
consistent illumination conditions is valid for most AFER applications where
the illumination environment can be controlled (e.g., in a clinical setting for
the detection of pain). This would imply that the computationally expensive
feature extraction step may be bypassed if accurate registration is made avail-
able. This brings the scientific community one step closer to the lofty goal of
achieving effective affective computing.
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Sparse Representation Classifiers
for AFER
The role of feature representations had been scrutinized in the previous chap-
ter, which led to the theory of spatial-shift invariance that is exhibited by
appearance-based feature representations in delivering superior recognition
performances. Just as importantly, it was discovered that the computation-
ally expensive feature representation component may now be bypassed if dense
mesh deformable techniques (such as the AAM or CLM) that ensure low reg-
istration errors are used. It may thus be surmised that the process of feature
representation extraction may be implicitly assumed to be fused with the face-
tracking component.
The notion of being able to integrate process components entices one to
sanguinely speculate if the same function of spatial-shift invariance may sim-
ilarly be incorporated at the pattern classification component. A promising
algorithm known as sparse representation classifiers (SRC) is founded on a
theory that is reminiscent to that behind feature representation extraction.
The goal of this algorithm is to impose sparsity and redundancy as a descrip-
tive model for the signals-of-interest, such that each signal possesses a sparse
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representation over a specific and joint dictionary. More precisely, the goal is
to determine the smallest set of atoms from an overcomplete dictionary D to
represent the underlying structure of the signal (e.g., an AU or an emotion-
related facial expression). A usual choice for D is a pre-specified transform
matrix (e.g., in multi-scale analysis [179] with shift-invariant properties) which
is also suggestive of the role of feature representations.
Already, SRC has proven to be considerably successful in a number of
disciplines, which includes face recognition which is a closely-related field with
respect to AFER. It is therefore an important objective of this chapter to
explore the suitability of SRC for AFER, and examine if any specific benefits
could be derived from its utilisation. As was regularly pointed out throughout
this thesis, there is a lack of research being made into the pattern classification
component, which calls for a more in-depth examination of novel classifiers that
have not yet been closely investigated in the AFER literature. The secondary
objective of this chapter is to propose two modifications to SRC in order to
further enhance the recognition performance of SRC.
Before proceeding to examine SRC in detail, it is worthwhile to first analyse
sparse coding feature representations, as it is the progenitor from which these
classifiers had originally been inspired from.
5.1 Sparse Codes as a Feature Representation
for AFER
This section shall begin with a brief description of sparse coding, and then pro-
ceed to empirically determine if sparse codes similarly exhibit the same spatial-
shift invariance property observed of the other appearance-based feature repre-
sentations examined in the previous chapter. As a fast-maturing theory, rapid
developments have been made by both the mathematical and engineering sci-
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ences into discovering how signals may be represented sparsely. The typical
approach undertaken is to design an overcomplete dictionary that contains
N prototype signal-atoms as its columns, such that the original signals can
be adequately and sparsely described by linear combinations of these atoms.
A large number of applications have benefited significantly from utilising the
sparse representation of signals approach; for example in, data compression,
regularization in inverse problems and (most relevantly) feature representation
extraction.
Atom decomposition lies at the heart of sparse coding, which involves solv-
ing for a vector x ∈ RK when given the observed signal y ∈ Rn and a pre-
defined overcomplete dictionary D ∈ Rn×K ,
arg min
x
||x||0, s.t. y = Dx. (5.1)
To solve for x, two algorithms have been commonly employed: (i) orthogo-
nal matching pursuit (which applies greedy algorithms), and (ii) basis pursuit
(which was motivated from MAP estimation). More recently, an intriguing
question was posed by [179]: how can an optimal D be constructed to produce
the given examples via sparse representations? Instead of using only a single
example, the authors proposed in their KSVD [179] algorithm to permit the
input example to be represented by a linear combination of codewords. KSVD
replaces the usual vector quantization (VQ) method with a generalisation of
the K-means. In VQ, a family of signals Y = {yi}Ni=1(N >> K) is represented
through a codebook containing K codewords by nearest neighbor assignment.
The problem in VQ training is to find a codebook C that minimizes the error
E, subject to the limited structure of X whose columns must be taken from
the trivial basis,
arg min
C,X
||Y −CX||2F , s.t. ∀i,xi = ek for some k. (5.2)
The KSVD algorithm generalises the VQ objective (5.2) such that any
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signal may be represented by a linear combination of codewords or dictionary
elements (i.e., the coefficient vector is allowed to have more than one non-zero
entry). In other words, KSVD searches for the best possible dictionary for the
best sparse representation of Y,
arg min
D,X
||Y −DX||2F , s.t. ∀i, ||xi||0 ≤ T0, (5.3)
where Y is the example set and T0 is a pre-determined number of non-zero
entries in the solution.
In all experiments conducted in this section, the state-of-the-art KSVD [179]
algorithm was employed in the evaluation of sparse codes as a suitable feature
representation for AFER. Another important objective was to evaluate if these
codes similarly exhibited spatial-invariance properties like appearance-based
feature representations studied in the previous chapter. For a fair comparison,
the experimental setup employed was exactly the same as those conducted
in the previous chapter. Referring to Figure 5.1 for the experimental results,
it was observed that the spatial-shift invariance property expected from the
sparse codes was absent. In fact, there was a deterioration in recognition
performance observed from applying sparse codes in relation to the baseline
pixel-based representation reference.
We shall delay the theoretical grounds for the observed absence of spatial-
shift invariance until the next section alongside the discussion on SRC. The
reason being that both techniques share a similar theory in that the develop-
ment of SRC was originally inspired by sparse coding theory. An important
objective of the next section is to determine if SRC could be appropriately
utilised for AFER purposes, and shall include both a theoretical and an empir-
ical comparison between SRC and SVM (which is the most commonly adopted
classifier in AFER).
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5.2 On the Suitability of Sparse Representation
Classifiers for AFER
Support vector machines have proven time and again to be a valuable classi-
fier of choice in the field of automatic facial expression recognition. Recently,
the method of sparse representation classifiers has demonstrated tremendous
success in various fields, especially in face recognition. Despite the numerous
similarities shared between face and facial expression recognition, there has
been a relatively poor reception of SRC in the latter. The main goal of this
study is to present a theoretical and experimental evaluation of SRC for the
task of facial expression recognition. To determine its suitability, we relied
on the detection of both emotion and facial action units obtained from posed
and non-posed expression datasets as the experimental platform, which is then
compared with SVM. From understanding the behaviour of SRC on facial ex-
pressions, we further propose several modifications which had been specifically
designed to accommodate expression recognition.
Considerable success had been demonstrated by SRC on a variety of prob-
lems across multiple disciplines; most notably in face recognition [180]. Despite
the numerous similarities shared between face and facial expression recognition,
there is yet to be widespread adoption of SRC by the latter. Both disciplines
share the same goal in developing algorithms that are capable of effectively
and efficiently processing facial data (which are essentially images). Because
images are widely known to contain an abundance of redundant information
(e.g., in JPEG compression with the discrete cosine transform [181] or the
wavelet transform [182]), it is therefore logical to pursue algorithms that nat-
urally produce sparse outputs for the representation of faces.
SRC is one algorithm that seeks to achieve this by representing a facial
image using a minority set of linear combinations on a dictionary of atoms
(i.e., basis functions). In addition, one instance of SRC which is popular
in face recognition [180] requires downsampling of an input image through
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random projections, which therefore serves to crucially reduce computation
time. Just as interestingly, the support vectors computed by SVM are also
naturally sparse, implying that only a subset of the input space is required
for the construction of support vectors. This concept resonates strongly with
SRC.
The central contributions from this chapter are:
• Furnish the reader with an analytical comparison between SRC and SVM
using a mathematical platform which is common to both.
• Provide empirical results comparing the generalization performances of
SRC and SVM at detecting emotion and action units on both posed and
non-posed facial expression datasets.
• Propose two modifications to SRC (Graph-SRC and Temporal-SRC)
which enhances its suitability for facial expression recognition.
5.3 Historical Review of SRC in the AFER Lit-
erature
The concept of using sparse representations for classification is not completely
novel to the field of AFER. For example, instead of raw pixel-intensity fea-
tures, the authors in [183, 184, 185] had relied on sparse texture-based feature
representations computed using concatenated LBP responses of multiple pre-
defined patches of an input image to classify facial expressions. On the other
hand, the underlying idea of SRC allows one to employ a larger number of ran-
dom features that serves to reduce computation cost [180], while at the same
time obtain improvements in classification accuracy. Therefore, the techniques
proposed in the literature above are quite contradictory with the sparse rep-
resentation based classification concept.
Several recent research works [185, 186] have made comparisons between
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SRC and SVM for facial expression recognition. However, the rationale as to
why SRC performed better than SVM had not been discussed at all. Fur-
thermore, to the best of the author’s knowledge, there had been no study on
applying SRC for the task of AU recognition, which raises the question on
whether there is a fundamental problem inherent within SRC which prevents
its application on AUs. This section presents both theoretical and empirical
results for the first time to compare the performance of SRC with regards to
SVM in the context of facial expression classification. The modifications to
SRC − Temporal-SRC and Graph-SRC − shall be introduced in Section 5.9.
5.4 The Problem with Support Vector Machines
Support vector machines belong to a category of supervised binary classifiers
that attempt to construct a hyperplane that separates a given class of patterns
from another with minimum generalization error. Usually, this is accomplished
via a search for a pair of coordinates on the convex hull of each set, such that
the bounding planes are separated with maximum margin,
argmin
w
ζ
2
||w||2 + 1
m
m∑
i=1
V (yi − f(xi)), (5.4)
where y ∈ ±1 refer to class labels, xi ∈ Rn refer to the data, V (y, f(xi))
refers to the loss-functional and ζ refers to the regularization parameter for
the margin-loss. Note that an intuitive strategy for tuning ζ does not yet
exist [187], which explains why one usually relies on a range of values to es-
timate this parameter instead. Perhaps additional insights into this elusive
parameter can be gained by adopting alternate perspectives, such as through
Sollich’s [188] analogy which relates (5.4) to that of a maximum posteriori
problem. Considering that all elements in w (i ∈ {1, . . . , n} : wi) are under-
stood to be uncorrelated, it becomes clear that the margin-loss ||w||2 can be
modelled as a Gaussian Process (GP) with unit variance over a set of functions
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a(x) = w ·φ(x). The function values a(x) have a joint distribution because the
components of w do. The loss-functional in (5.4) may similarly be described
as a log-likelihood on all training examples {xi}mi=1,
P (y = ±1|x, a, b) = k(λ)exp−λl(z), (5.5)
k(λ) =
1
1 + exp(−2λ) , (5.6)
where l(z) represents the loss-functional. Appreciating this, (5.4) can now be
recast as a maximum posteriori problem from a GP prior as defined on a set
of log-posterior likelihoods (5.5-5.6). When examined in this new perspective,
however, it is imperative that an additional unknown class y(3) = 0 (s.t. yˆ ∈
{0,±1}) be introduced in order to enforce that the total probabilities from
all three classes sum to unity. Although this intuition may initially appear
somewhat unorthodox in SVM philosophy, the occurrence of y(3) = 0 can be
perceived as a “gap of uncertainty” (−1 < a(x) + b < 1), where one expects
the SVM output to be least certain. This would thus explain the high level of
difficulty encountered when selecting the optimal value of ζ in (5.4).
In other words, the estimation of the margin-loss proves to be a non-trivial
task, especially when examples reside within this “gap of uncertainty” found in
highly overlapping distributions. This is one limitation with the SVM formu-
lation. We shall show in Section 5.6.3 that this “gap of uncertainty” may be
mathematically described by an additional noise term δ, which interestingly
disappears in SRC.
Please note that in this section the notation δ refers to a “gap of uncertainty”
that is present in the SVM, which may be perceived as the amount of variability
that exist between different training examples that share the same class label.
We refer to this variabilitly generally as noise (and not the actual noise level of
the facial image). This notation is contrary to other dissertations that employ
δ to represent an ambiguous pattern in the input space or to the margin of the
SVM. In Chapter 6 of this thesis, the notation shall adopt w∗ ∈ Rn and xi to
denote the afore-mentioned quantities for the SVM classifier.
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5.5 The Advent of Sparse Representation Clas-
sifiers
Unlike SVMs which require computation of support vector coordinates prior
to evaluation, sparse representation classifiers (SRC) do not require any of-
fline training. Instead, SRC relies on an overcomplete dictionary A ∈ Rn×K ,
containing K prototype signal-atoms to search for sparse representations of
the observed signal y ∈ Rn. By optimizing a weight vector w ∈ RK , y can
be represented as a sparse linear combination of the atoms. However, if the
dictionary A is full-rank and if n < K, then an infinite number of solutions
may be produced [179]. This hence warrants that certain constraints be set on
the solution space, which can be accomplished through the `0−norm,
arg min
w
||w||0 s.t. y = Aw, (5.7)
where || · ||0 refers to the `0−norm whose function is to count the number of
non-zero entries in a vector. Ideally, an exact representation of the linear com-
bination y = Aw is desired, but a relaxation of the form into ||y−Aw||21/2 ≤ 
is also acceptable in practice. Whichever the case, (5.7) is still ill-posed and a
search for the sparsest solution is understood to be NP-hard. However, if w is
known apriori to be relatively sparse, then one is granted the liberty to replace
the `0−norm with the `1−norm (which is far more tractable to compute),
arg min
w
||w||1 s.t. y = Aw. (5.8)
Besides an assumption of sparsity on w, the convex `1−relaxation of (5.7)
into (5.8) pivots heavily on the premise that A obeys the restricted isometry
property (RIP) [189],
(1− δs)||w||2 ≤ ||Aw||2 ≤ (1 + δs)||w||2, (5.9)
where a vector is said to be s-sparse if it contains at most s non-zero entries,
and δs which defines the isometry constant of A is the smallest value such that
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(5.9) holds for all s-sparse vectors. Once these two conditions are fulfilled,
then (5.8) is understood to recover the exact same solution as (5.7).
5.6 Formulating a Common Platform to Com-
pare SRC versus SVM
Having examined the strengths and weaknesses in both classifiers, a mathemat-
ical platform whereby some commonality is shared between the two algorithms
is desired before more intense scrutiny can commence. In this section, we shall
begin by first writing a less familiar form of the SVM, and then proceed to
obtain an equivalent form for the SRC to make the comparison. The next two
subsections shall be borrowed largely from an interesting piece of theoretical
work from [190] so as to provide the reader with a clear analytical comparison
between SVM and SRC.
5.6.1 Re-Interpreting The Lagrangian of SVM
To commence our theoretical analysis, we deviate from conventional geomet-
rical reasoning and instead rely on regularization theory for the derivation of
SVM. This first requires rewriting the primal (5.4) as,
arg min
f∈H
1
2
Φ[f ] + ζ
l∑
i=1
V (yi − f(xi)), (5.10)
where the functions Φ[f ] are known to be smooth in Hilbert space H. Because
f ∈ H we know,
f(x) =
∞∑
n=1
cnφn(x) + b. (5.11)
Φ[f ] =
∞∑
n=1
c2n
λn
. (5.12)
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Substituting (5.12) into (5.11),
f(x) =
l∑
i=1
ai
∞∑
n=1
λnφn(x)φn(xi) + b,
=
l∑
i=1
aiK(x,xi) + b. (5.13)
If we select V (y, f(x)) to be the -insensitive loss-function (like in [191, 190])
where,
V (x) :=
 0 ; if |x| < |x| −  ; o.w. (5.14)
this would allow us to write (5.10) as,
arg min
f∈H
λ
l∑
i=1
(ξi + ξ
∗
i ) +
1
2
Φ[f ] (5.15)
s.t. f(xi)− yi ≤ + ξi
yi − f(xi) ≤ + ξ∗i .
By the method of Lagrange multipliers,
L(f, ξ, ξ∗;α, α∗, r, r∗) = λ
l∑
i=1
(ξi + ξ
∗
i ) +
1
2
Φ[f ] (5.16)
+
l∑
i=1
α∗i (y − f(xi)− − ξ∗i ) +
l∑
i=1
αi(f(xi)− yi − − ξi)
−
l∑
i=1
(riξi + r
∗
i ξ
∗
i ),
and the Karush-Kuhn-Tucker [133] necessary and sufficient optimality condi-
tions are given by,
cn = λn
l∑
i=1
(α∗i − αi)φn(xi), (5.17)
l∑
i=1
(α∗i − αi) = 0, (5.18)
rn = c− αn, (5.19)
r∗n = c− α∗n. (5.20)
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Finally if we substitute cn back into (5.11),
f(x, α, α∗) =
l∑
i=1
(α∗i − αi)φn(x)φn(xi) + b,
=
∑
i=1
l(α∗i − αi)K(x; xi) + b. (5.21)
and then substituting (5.21) back into (5.16) we obtain the Lagrangian Dual
of SVM,
arg min
α,α∗
L(α, α∗) = 
l∑
i=1
(α∗i + αi)− yi
l∑
i=1
(α∗i + αi) (5.22)
+
1
2
l∑
ij=1
(α∗i + αi)(α
∗
j + αj)K(xi; xj)
s.t. 0 ≤ α∗, α ≤ λ
l∑
i=1
(α∗i − αi) = 0.
5.6.2 An Equivalent Form for SRC
Having obtained the Lagrangian for SVM, we shall in this subsection derive
a similar form for SRC. Using linear superpositions of an orthonormal set of
basis functions φi(x), the goal of SRC can be described as one that recovers
an approximating function which returns the minimum `0−norm (i.e., sparsest
solution) from all possible combinations of,
f(x; a) =
n∑
i=1
aiφi(x). (5.23)
This is equivalent to selecting a set of coefficients ai which promotes sparsity
from the minimization of,
E[a] = ||f(x)−
n∑
i=1
aiφi(x)||2 + ||a||1. (5.24)
Assuming that f resides in a space of smooth functions H,
φi(x) = K(x; xi). (5.25)
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It follows from (5.23) that f(x; a) now takes the form,
fˆ(x; a) =
l∑
i=1
aiK(x; xi), (5.26)
which in turn precipitates to,
E[a] =
1
2
||f(x)−
l∑
i=1
aiK(x; xi)||2H + ||a||1. (5.27)
Now, if we assume zero-mean in Hibert-space (such that 〈f, 1〉H = 〈fˆ , 1〉H = 0),
then 〈∑li=1 aiK(x; xi), 1〉H = 0. BecauseK(·) possesses unity mean, this would
imply
∑l
i=1 ai = 0. (5.27) thus becomes,
E[a] =
1
2
||f ||2H −
l∑
i=1
ai < f(x), K(x; xi) >H (5.28)
+
1
2
l∑
i,j=1
aiaj < K(x; xi), K(x; xj) >H +||a||1.
It can be deduced through the reproducing property of the Reproducing Kernel
Hilber Space (RKHS) [192] that,
< K(x; xi), K(x; xj) >H= K(xi; xj), (5.29)
< f(x), K(x; xi) >H= f(xi) = yi, (5.30)
and the cost function reduces to,
E[a] =
1
2
||f ||2H −
l∑
i=1
aiyi +
1
2
l∑
i,j=1
aiajK(xi; xj) (5.31)
+ ||a||1.
Finally, if we disregard the smoothness term 1
2
||f ||2H and by defining a :=
a+i − a−i (where a+i and a−i are not allowed to be negative) such that ||a||1 =
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∑l
i=1(a
+
i + a
−
i ), we can write SRC in the form,
arg min
a+i ,a
−
i
−
l∑
i=1
(a+i − a−i )yi +
1
2
l∑
i,j=1
{
(a+i − a−i ) (5.32)
(a+j − a−j )K(xi; xj)
}
+ 
l∑
i=1
(a+i − a−i )
s.t. a+i , a
−
i ≥ 0
l∑
i=1
(a+i − a−i ) = 0
a+i a
−
i = 0.
5.6.3 A Comparison Between SRC and SVM
(5.32) is now easily recognizable to (5.22), which becomes more so once the
variables in (5.32) are renamed ai → αi and a∗i → α∗i ,
arg min
αi,α∗i

l∑
i=1
(α∗i − αi)− yi
l∑
i=1
(α∗i − αi) (5.33)
+
1
2
l∑
i,j=1
{
(α∗i − αi)(α∗j − αj)
}
K(xi; xj)
s.t. αiα
∗
i = 0
l∑
i=1
(α∗i − αi) = 0.
A comparison can be now easily made given that a common mathematical
platform for the two classifiers has been established. Here, an important ob-
servation from (5.30) states that SRC seeks an approximating function that
recovers exactly the label yi. However, it is important to note that this proves
to be an ideal and essential condition for SVM, whose goal is to maximize gen-
eralization performance by minimizing the probability of obtaining incorrect
label assignments by as much as possible [134],
P (f(X) 6= Y ) = E[1f(X) 6=Y ]. (5.34)
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Conversely, this would imply that (5.22) approaches (5.33) only when the
following assumption holds,
f(xi) = yi + (δi → 0). (5.35)
Thus and so, this regressive aspect of SVM allows it to approach SRC only
when the noise factor δ (or the “gap-of-uncertainty”, see Section 5.4) tends
towards zero. We can hence postulate that the performance of SVM ought to
degrade rapidly (relative to SRC) as δ increases.
5.7 Experimental Setup
To test this philosophy, we require two datasets − one that best reflects low
noise (i.e., variability) conditions (δ1 → 0), and one that reflects higher levels of
noise (δ2 > τ , where τ represents some lower threshold). We selected the CK+
dataset to represent δ1, and the GEMEP-FERA dataset for δ2. A primary goal
in all of our experiments was to measure generalization capability between the
two classifiers.
As with the other experiments conducted in this thesis, AAMs [69] had
been employed for face-tracking, and the corresponding output pixel repre-
sentations were used for training and testing (SAPP for emotions and CAPP
for AUs1). To ensure a fair comparison, we adopted the exact same two-fold
cross validation train/test data partitions in all experiments. Test examples
were entirely unseen in the training set (i.e., subject-independent). Note that
the training set for SVM is the same as the dictionary used for SRC (train-
ing is not required in SRC). All confusion matrices were generated through
majority-voting. Concerning SRC, a method commonly utilised to further
reduce computational complexity, while still maintaining an underdetermined
system of equations, employs a random projection matrix Φ such that Θ = ΦA
1It was found from preliminary experimental validation that these respective pixel rep-
resentations worked best for emotion and AU detection.
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in order to further reduce n. In this study, we adopt this random projections
strategy which had demonstrated much success in face recognition [180]. We
use a Φ which is populated by sampling normally distributed numbers with
zero mean and variance 1
d
( i.e., Φ ∼ N (0, 1
d
)). SRC theory has shown that
Φ ∼ N (0, 1
d
) obeys RIP when d ∝ Υ log ( n
Υ
). Here Υ is the measure of the
sparsity of w.
5.8 Experimental Evaluation
A linear SVM [167] was used in all experiments. For SRC, we shall denote by
λ as the factor by which an image had been downsampled by after random
projection (e.g., λ=4 if x˜ ∈ R 80004 =2000). In all SRC experiments, we selected
the best set of responses, and not the best individual responses obtained by
different λ’s (and/or the fusion method, this will be discussed later in Section
5.9.1). Due to the nature of AUs, we found from preliminary experiments
that λ needed to be as small as possible (e.g., AU1 and AU2 consists of only
a few pixels); but this was not the case for emotion detection. In all SRC
experiments, we selected the best responses from a single λ in the set {2, 4, 6,
8, 10, 12, 14, 16}.
5.8.1 Discussion: SRC vs SVM
It can be observed from Table 5.2 that both classifiers had achieved very similar
performances2, which supports the theory presented in Section 5.6. For a
larger N (Table 5.4), we were able to clearly observe a slight degradation
in performance by SRC. Although contradictory to the theory, this may be
explained from the first principles of SRC: given an underdetermined system
of equations which define a dictionary of atoms A ∈ Rn×K ;n > K, SRC
dictates as a necessary condition that the `1−solution must be sufficiently
2Slight differences may be neglected since N is relatively small.
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sparse [180] in order to solve for w∗1 → w∗0. Donoho [193] elegantly describes
this as k-neighborliness, which stipulates that the `0 ⇔ `1 equivalence holds
iff the quotient polytope P (formed by taking the convex hull of 2n points)
contains at most k non-zeros. For expression recognition, however, it is in the
nature of facial expressions to contain substantial amounts of intra- and inter-
subject variation; therefore w∗1 can no longer be guaranteed to be sufficiently
sparse (i.e., ||w||0 > t). Hence, the convex relaxation of (5.7) into (5.8) would
no longer hold due to this violation in the fundamental assumption, meaning
that w∗1 can only approach w∗0 with some margin of error.
Moving on to AU detection, SRC was observed to be inferior to SVM on
both datasets. Because AUs occupy only small areas on the face (e.g., AU1
and AU2 are comprised of only a few pixels), any usable information is further
reduced as a result of randomization and downsampling processes required by
SRC. The consequence of this reduction in usable information would thus lead
to a further reduction in the sparsity of w∗1. In the subsequent section, we
propose two modifications to SRC to address these issues.
5.9 Temporal Sparse Representation Classifiers
(TSRC)
The following modifications to SRC shall be proposed in this section − (i)
GSRC that fuses the SRC decision with prior information, and (ii) a rapid and
efficient method to exploit temporal information using TSRC. TSRC shall be
described in this section, while GSRC shall be described in the next section
(Section 5.10).
5.9.1 Temporal Characteristics of Facial Expressions
In automatic facial expression recognition, an increasing number of techniques
had been proposed for in the literature that exploits the temporal nature of
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facial expressions. As all facial expressions are known to evolve over time, it is
crucially important for a classifier to be capable of modelling their dynamics.
The method of sparse representation classifiers can be established to be a
suitable candidate for this purpose, and a framework for expression dynamics
to be efficiently incorporated can be subsequently incorporated into its current
formulation. We additionally show that for the SRC to be applied effectively,
then a certain threshold on image dimensionality must be enforced (unlike in
face recognition problems). Thirdly, we determined that recognition rates may
be significantly influenced by the size of the projection matrix Φ.
In the recent literature [194, 195, 64, 15], an increasing number of machine
learning techniques had been proposed to take advantage of the dynamics in-
herent in facial expressions. Intuitively, enabling the temporal information of
a signal to be exploited serves to elegantly unify a machine learning framework
with the architecture of how facial expressions naturally evolve (see Figure 5.4).
To illustrate this concept, observe in Figure 5.4(a) how the training/prediction
of a classifier is determined using only the terminal points (e.g., a single frame
containing the expression’s apex). A problem with such a static approach is
that it takes into account only a single state of the signal, but disregards the
signal’s past states (i.e., memoryless). By incorporating temporal information
(Figure 5.4(b)), one is able to amplify the minuscule static differences ∆static
using the signals’ temporal content to obtain a larger ∆temporal. A drawback
with adopting such a strategy revolving round a temporal framework, however,
is that the complexity of the problem increases proportionally to the quantity
of temporal information under consideration (i.e., more training and testing
data). Having this in mind, we aim to develop a method which achieves these
objectives, while at the same time being able to reduce data dimensionality.
One method which gracefully fulfills the latter requirement is the method of
sparse representation (SR) classification [180]. However, this method in its
current formulation is unable to fulfill the former objective of modelling the
dynamics of various expressions. In this section, we propose a temporal frame-
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work for it to fully exploit the dynamics of facial expression signals in an
efficient manner (see Section 5.9.3).
Recently, the above-mentioned (static) SR classification method had gener-
ated considerable excitement in the field of face recognition, thus its transition
towards facial expression recognition comes as little surprise. In [180], it was
proposed that the downsampling of the input image to a dimensionality of
approximately 10× 10 pixels, and then projecting this image using a random
projection produced impressive performance for the task of person identifica-
tion. From our experiments, we found that this procedure was not suitable for
expression recognition. As opposed to solving for the identity of a person, facial
expressions are formed through numerous interactions between various facial
muscle groups (e.g., eyebrows, lips, nose), most of which require an adequate
number of pixels to represent.
In Section 5.9.2 we show that the solution to such high dimensionality
vectors is computationally exhaustive. We employ SR theory to reduce the
image dimensionality, and investigate the impact of different dimensions on
recognition performance. Interestingly, different expressions were observed to
react differently to this.
In most of the works [196, 197, 198, 199] pertaining to using SR classi-
fiers for expression detection, a static approach had been adopted; that is,
only single independent frames from various sequences were used. However,
it should be recognised that facial expressions are inherently temporal by na-
ture (as shown in Figure 5.4) and it will be beneficial to incorporate temporal
information into the SR classifier. The central contributions of this section
are,
• Propose a temporal framework for sparse representation classifiers to
improve facial expression recognition rates.
• Investigate the effects of downsampling the input images, and the signif-
icance of dimensionality reduction on detection accuracy.
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• Compare the state-of-the-art SVM framework versus the conventional
static-SR classifier and the proposed temporal-SR classifier frameworks
and demonstrate that the proposed temporal method offers improved
recognition rates. To the best of our knowledge, we are the first to
quantitatively report the performance of SR classifiers for all seven ex-
pressions. This is important because application developers can decide
between SVM and temporal-SR classifier based on the accuracy versus
complexity trade-off.
5.9.2 Review of Temporal-based Methods in Expression
Recognition
Exploiting temporal information for facial expression recognition is not new.
For example, in [15] which used a dynamic Bayesian network to model the
dynamic evolution of various facial action units (AUs). A slightly different
approach was adopted in [64] which modeled AUs using expression dynamics
coupled with phase information. A list of other temporal techniques can be
found in [200, 201, 202]. The major difference between these works and ours,
however, is that all these methods proposed require complex features to be
extracted from multiple temporal frames. As feature extraction may be con-
sidered to be computationally expensive even in the static context, the problem
becomes additionally complex and computationally expensive when multiple
temporal frames are to be considered. On the other hand, our method does not
require any feature representations to be computed. Furthermore, our method
is driven by SR theory which is different from all of the above-mentioned meth-
ods. SR classification had been used for both face recognition [180] and facial
expression recognition [203] previously (especially in [180] which utilised ran-
dom features). However, none of these SR methods had capitalized on expres-
sion dynamics. Our proposed method exploits expression dynamics through
SR theory, and we demonstrate the advantages of this method over other
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feature-based alternatives that rely mainly on only spatial information.
In this section we describe the underlying mechanics of the proposed sparse
representation classifier for facial expression recognition. We have initiated
description of the underlying mechanics of SRC in in terms of static frames
(Section 5.5), and we now introduce the incorporation of temporal information
into the SRC framework. In transitioning to a temporal framework, the most
straightforward approach to incorporate the dynamics of a video sequence
(i.e., temporal frames) into a SR classifier would be to simply concatenate
consecutive frames into ξ, such that ξ˜ ∈ Rn×(N 7→τ), where τ = Nt and t
represents the length of the temporal window. Intuitively, one problem with
this approach is that the sparsity of the solution ~α∗ is ultimately reduced
(by a factor of t) due to the increase in dimensionality of ξ. Following this,
γ is then said to be composed of an additional number of terms in the linear
combination ξ~α (which may be considered to be noise). In order to circumvent
this problem, we postulate that the dimensions of ξ must be maintained to be
at N number of columns.
In order to retain the size to N , each column in ξ˜ is formed through the
fusion of multiple frames into a single frame that is representative of the tem-
poral information in all t frames; such that t 7→ 1 and ξ˜ ∈ Rn×τ 7→ ξ˜ ∈ Rn×N .
Another point that needs to be addressed is whether the utilisation of sparse
feature representations (i.e., a sparse ξ˜ ) would lead to a better dynamic model.
We explored a technique described in [197] which utilised absolute difference
images (i.e., |Iapex− Ineut|) as sparse feature representations for ξ and γ . The-
oretically speaking, an argument may be made that the majority of holistic
information in the face is effectively removed once the absolute difference op-
eration is performed. This may be undesirable because facial expressions are
essentially holistic in nature (i.e., anger or happiness, etc, occurs in the whole
face and are therefore not limited to specific local facial regions). To show
this, we incorporated absolute difference feature representations into ξ˜, and
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compared the performance with using just pixels,
Dj =
[∣∣I(apex−t) − Ineutral∣∣, ∣∣I(apex−t+1) − Ineutral∣∣,
. . . ,
∣∣Iapex − Ineutral∣∣];
where j ∈ {1, . . . , τ} (5.36)
where the columns Dj ∈ Rn×t of ξ˜ ∈ Rn×τ are calculated using absolute
difference image operations on the neutral frame with respect to frames 1 to t.
Empirical results shown in Figure 5.5(b) suggested that utilizing these sparse
absolute difference features had led to a deterioration in detection accuracy.
5.9.3 Temporal-Fusion
Understanding this, we focused on using only pixels (i.e., no features) and an-
alyzed various approaches of temporal fusion to form the columns of ξ˜. Simply
computing the global average of all t frames in the temporal window would
satisfy this criterion. However, from preliminary experiments conducted, we
found that one drawback with such an approach was that a blurring phe-
nomenon was induced as a result of registration-error/pixel-misalignments that
is inherent in all tracked faces. In order to minimize blurring, we employed
local averages of several selected facial regions which we had deemed vital in
expression recognition (i.e., eyes and mouth, see Figure 5.3). The pixels re-
siding outside of these two regions were then filled by the remainder of pixels
from the apex frame.
More sophisticatedly, temporal fusion can be accommodated by familiar
methods such as principal component analysis (PCA) and discrete wavelet
transforms, etc. To elucidate, the edges in an image may be considered to be
the most salient features [204] perceived by the human visual system. Wavelet
decomposition may be employed to extract these salient features, and the
combination of these features would thus effectively capture the dynamics of
the entire window into a single frame. Similarly with PCA, the most salient
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features are computed using the eigenvalues of the respective covariance matri-
ces. The complete list of all temporal fusion methods employed in this paper
is listed as follows − a) local average (AVG), b) gradient pyramid (GRA), c)
laplacian pyramid (LAP), d) principal component analysis (PCA), e) discrete
wavelet transform (DWT), f) shift invariant discrete wavelet transform (SID),
g) morphological difference pyramid (MOD), and h) filter-subtract-decimate
pyramid (FSD). Please refer to Figure 5.3 for an illustration of the fusion pro-
cess, and also refer to [205] for an excellent description of these image fusion
methods. In Section 5.9.5 we demonstrate that there is no universal fusion
technique that is better for all the facial expressions. It was also reported
in [206] that due to the subjective characteristics of the fusion performance
evaluation, it is difficult to recommend a method for a given expression. How-
ever, in future we wish to investigate why a given fusion method performs
better for a given expression.
5.9.4 Experimental Results: TSRC
As mentioned in Section 5.9.3, we wish to first highlight the effect of naively
concatenating temporal frames in ξ, such that ξ˜ ∈ Rn×(N 7→τ), is equivalent
to the addition of noise; and therefore would have a detrimental effect on
recognition rates. We further demonstrate that no benefits are introduced from
using difference images due to a lossy effect inherent in subtractive operations
on the holistic face. In contrast to the study conducted in [197], we found
that taking absolute difference images produced substantial deterioration in
classification performance as a result of the holistic information that is lost
from the subtraction. These were supported by empirical results presented
in Figure 5.5(b). In SRC, the dimension of the random projection matrix Φ
was taken to be a quarter that of the input image (we shall denote this by
λ = n
d
= 4).
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5.9.5 Investigating Temporal Fusion & The Dimension of
the Random Projection Matrix
In order to rectify the problems discussed in the previous section, two objec-
tives must be fulfilled: i) the dimensionN in ξ should not increase to obtain the
sparsest ~α∗, and ii) holistic face information must be retained. These two cri-
teria may be easily fulfilled through the utilisation of image fusion techniques.
All image fusion methods listed in Section 5.9.3 had been explored in our
experiments. Concerning image dimensionality, we found that downsampling
of facial images to a very low dimensionality was not suitable for expression
recognition (unlike in face recognition [180]). Figure 5.5(a) shows that when
all other variables except image dimensionality were held constant (λ = 4 and
t = 1 in this experiment), the mean detection accuracy was not influenced once
a threshold (25× 25 pixels) on the image dimensionality was exceeded. In all
subsequent experiments, the original image dimensionality had been preserved
(87× 93 pixels). It had also been observed that the dimension of the random
projection matrix played a significant role in emotional expression detection.
Denoting λ = n
d
as the factor by which the dimension of the projection matrix
is downsampled with respect to the dimension of the input image, we were
interested in analysing the effect that varying the temporal window length t
and λ had on recognition rates. The 3D plots (Accuracy versus time(t) versus
λ) shown in Figure 5.6 shows that the optimal λ and t can be very different
for different expressions. We observed that a larger t was more suitable for
contempt, a larger λ was more suitable for sadness, and a larger λ coupled
with a mid-range t was more suitable for anger. However, these two variables
did not significantly influence happiness, disgust and surprise; which achieved
near-perfect detections in our experiments.
159
5.10. GSRC CHAPTER 5. SPARSE
5.9.6 Discussion: TSRC
Recognition rates of TSRC versus the static-SRC is presented in Table 5.2.
The static-SR method experienced a deterioration of 1.3% with respect to
the SVM, but once temporal information had been incorporated into the SR
classifier, then a 3% improvement of the temporal-SR method over the static-
SR method was afforded. Although it may appear on the surface that the
differences between all three methods are not very significant, but we should
not ignore the fact that the asympotote of ideal detection (i.e., perfect 100%
recognition) is being approached and slight differences of a few percent may
be more significant than as it would appear.
5.10 Graph-Fusion for SRC (GSRC)
As a thought experiment, if we look at fear responses in Table 5.2 observe
that the performance of SRC was severely degraded with regards to SVM.
Preliminary analysis had shown that taking the mean or `2 differences was
usually sufficient to distinguish fear from other emotions most of the time,
hence leading us to hypothesize that a fusion of SRC residuals with prior
information could be beneficial. To gain additional insights, we turn to sparse-
coding (please refer to [179] for an excellent description), which is a closely-
related field to SRC. A goal of sparse-coding is to learn an optimal sparse
dictionary A for (5.7),
arg min
A,X
||Y −AX||2F , s.t. ||xi||0 ≤ T0; ∀i, (5.37)
which appears very similar in form to K-means,
arg min
C,X
||Y −CX||2F , s.t. ||xi||0 = 1; ∀i. (5.38)
These insights suggest that (5.7) possesses some inherent graph-theoretic (or
clustering) properties, which we built on in our fusion algorithm which has
been termed Graph-SRC (GSRC). A fundamental component of GSRC stems
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from computing `2−distances of y to all selected sub-components in A through
random walks. GSRC relies on a graph prior computed through random walks
in A to inform a decision (step 6, please refer to Algorithms 1 and 2) on
whether to select i∗(y) from: (i) original SRC, (ii) graph-prior fused SRC,
or (ii) further decompose A to contain only “more significant” classes (step
7) informed by the graph-prior to output a final decision. Please note that
the additional computational expense incurred by dictionary decomposition is
negligible since only a few classes are re-examined. A detailed description of
the GSRC algorithm can be found in Algorithms 1 and 2. Nomenclature −
R contains values that are randomly distributed iid, δi(w) ∈ Rn is a vector
whose non-zero entries point to elements in w that are associated with class i.
U(·) refers to a uniform distribution, range(x) = max{x} −min{x}, λ and τ
are user-defined variables.
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Algorithm 1: GSRC algorithm (continued in Algorithm 2).
Data: y ∈ Rn, A ∈ Rn×K
Result: winning class label i∗(y)
1. Initialize: k as the total number of classes;
R ∈ Rnλ×n, y˜ = Ry, A˜ = RA;
2. Solve the convex optimization problem (5.8);
minw ||w||1; s.t. y˜ = A˜w;
3. Compute residuals rsrci (y) = ||y˜ − A˜δi(w)||2;
4. Compute graph prior g through random walks in A, in block sizes of
0 < β < card(Ai);
while exit 6= 1 do
for m=1 to k do
for n=1 to numWalk do
g(n,m) = ||y − A¯i,β||2;
end
end
Normalize g such that shorter distances indicate larger weights and
rows sum to unity, and define g˜ ∈ Rk = g¯;
if g˜ 6∼ U(·) then
exit←1;
end
end
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Algorithm 2: GSRC algorithm (continued from Algorithm 1).
5. Define ∆g˜ as the absolute difference between the maximum two
entries in g˜. Fuse residuals with graph prior: rfuse(y) = rsrc(y) ◦ ∆g˜
g˜
;
6. rˆ(y) := sort{r(y)}, and rˆ(x)(y) represent the first x entries of rˆ(y),
and determine i∗(y);
if max{g˜} > 2
k
then
if rˆsrc(2)(y)
⋃
rˆfuse(2) (y) 6= ∅ & range{g˜(rˆfuse(2) (y))} < τ then
i∗(y) = arg mini rfusei (y);
else
i∗(y) = arg mini rsrci (y);
end
else
goto step (7);
end
7. Define i(x)[r(y)] as class labels referring to associated classes in r(y)
that contain the lowest x residuals. Proceed to decompose A˜:
• Compute residuals rdec1(y) through steps (2-3)
using A˜(i(3)[rfuse(y)]);
• Compute residuals rdec2(y) through steps (2-3)
using A˜(i(2)[rdec1(y)]);
• i∗(y) = arg mini rdec2i (y)
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Figure 5.1: This figure illustrates the AU recognition performance from util-
ising sparse codes as a feature representation. Subplots represent recognition
rates as a function of spatial-noise on the same four databases: (a) CK+,
(b) the UNBC-McMaster Pain Archive, (c) M3 and (d) GEMEP-FERA. In
reference to the pixel-based representation (CAPP), it can be observed that
the spatial-shift invariance property is absent; unlike appearance-based feature
representations.
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supportvectors
FaceTracking
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Facial Expression Recognition - SVM
Face Recognition - SRC
randomprojections
Figure 5.2: Sparse representation classifiers have demonstrated considerable
success in the field of face recognition. In spite of this, it has not enjoyed a
similar reception in the facial expression recognition literature; which still relies
heavily on support vector machines. For example, normalized pixel represen-
tations (a) obtained from a face-tracker are input into the SVM to compute a
sparse set of support vectors (b). In contrast, an input image is rendered inco-
herent in face recognition by a sparsifying basis (e.g., random projections [180])
(c) for the construction of a dictionary (d), which is then utilised to compute
a sparse weight vector. The similarity between both classifiers tempts one to
question why there has yet to be widespread adoption of SRC in the expression
recognition community, since both share a common goal of computing a sparse
weight vector from facial images that are naturally compressible.
165
5.10. GSRC CHAPTER 5. SPARSE
Table 5.1: Recognition rates for AU classification on the CK+ dataset. N
represents the number of examples available from each emotion and µ repre-
sents the weighted mean. No temporal information is available in the CK+
AU partition. MCF is a classifier proposed in the next chapter.
AU
N SVM SRC GSRC MCF
(λ=2) (λ=2)
AU1 173 88.6 79.3 85.1 88.1
AU2 116 94.3 80.7 87.0 96.3
AU4 191 81.6 80.9 84.0 82.5
AU6 122 86.3 81.3 83.9 85.6
AU7 119 86.3 81.5 82.5 85.8
AU12 111 86.4 72.5 90.8 91.6
AU15 89 92.5 77.1 92.8 89.9
AU17 196 87.4 68.5 89.6 85.6
AU25 287 78.5 53.2 86.3 78.3
AU26 48 78.5 84.1 82.4 97.9
µ − 85.3 72.9 86.5 86.0
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Table 5.2: Recognition rates for emotion classification on the CK+ dataset.
Classifier performance was measured using the weighted trace of the respec-
tive confusion matrices, N represents the number of examples available from
each emotion, µ represents the weighted mean, λ represents the downsampling
factor for SRC. MCF is a classifier proposed in the next chapter.
Emotion
N SVM SRC SRC GSRC TSRC MCF
(λ=16) (λ=2) (λ=2) (FSD)
Anger 45 86.1 77.3 86.4 90.9 95.5 86.4
Contempt 18 55.6 55.6 33.3 33.3 75.0 66.7
Disgust 59 100.0 100.0 93.1 100.0 100.0 100.0
Fear 25 91.7 58.3 58.3 83.3 75.0 91.7
Happiness 69 100.0 100.0 100.0 100.0 100.0 100.0
Sadness 28 85.7 85.7 78.6 85.7 92.9 92.9
Surprise 83 97.6 97.6 95.1 97.6 97.6 97.6
µ − 93.2 89.4 86.9 92.0 94.9 94.4
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Frame 1 Frame 2 Frame 3 Frame 4 Frame 5
Frame 6 Frame 7 Frame 8 Frame 9 Frame 10
Image Fusion
PCA
Temporal Window
DWB FSD GRA LAP
MODSIDWT
Fusion Outputs
AVG
Figure 5.3: Fusion of multiple images in a temporal window using i) AVG:
local-average (the red bounding boxes illustrate regions where the local aver-
aged were calculated from), ii) DWT: discrete wavelet transform , iii) FSD:
filter-subtract-decimate pyramid, iv) GRA: gradient pyramid, v) LAP: lapla-
cian pyramid, vi) PCA: principal component analysis, vii) SIDWT: shift invari-
ant discrete (SID) wavelet transform, and viii) MOD: morphological difference
pyramid.
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Figure 5.4: As a simple thought experiment, consider in (a) a static approach
which distinguishes between 2 classes of signals s1 and s2 (e.g., happiness vs
sadness as the choice of signals here). Observe that only the terminal points in
(a) are considered, where the signal’s temporal evolution have been discarded
(hence small ∆static). On the other hand, a strategy which exploits temporal
information is able to map (a) to (b), which enforces both signal classes to
occupy a two-dimensional space based on their ‘shape’ in time (i.e., temporal
content); and thus produces a large ∆temporal.
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Table 5.3: Recognition rates for AU classification on the GEMEP-FERA
dataset. Classifier performance was measured using the weighted trace of the
respective confusion matrices, N represents the number of examples available
from each emotion and µ represents the weighted mean. MCF is a classifier
proposed in the next chapter.
Emotion N SVM SRC GSRC TSRC TGSRC MCF
AU1 1600 76.4 73.3 68.3 68.1 69.6 79.6
AU2 1631 72.1 66.8 64.0 90.3 68.1 88.6
AU4 1356 76.3 58.4 49.5 79.9 60.2 83.0
AU6 1808 67.2 64.4 61.7 86.3 72.6 76.4
AU7 2123 69.8 62 60.0 71.7 77.0 70.1
AU10 2034 77 67 63.4 82.1 88.9 86.3
AU12 2725 81 58.9 58.7 89.5 80.9 81.2
AU15 1026 69 60.2 60.5 92.9 78.6 82.5
AU17 822 78.3 61.8 69.5 76.1 61.2 82.2
AU18 419 78.5 71.6 69.7 92.4 73.2 86.8
AU25 812 70.3 55.1 52.8 72.5 65.5 73.8
AU26 499 74.2 62.8 60.5 83.0 75.5 68.8
µ − 74.3 63.4 61.1 81.9 74.4 80.2
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Table 5.4: Recognition rates for emotion classification on the GEMEP-FERA
dataset. Classifier performance was measured using the weighted trace of the
respective confusion matrices, N represents the number of examples available
from each emotion and µ represents the weighted mean. MCF is a classifier
proposed in the next chapter.
Emotion N SVM SRC GSRC TSRC TGSRC MCF
Anger 673 59.1 59.9 38.8 58.3 66.7 79.0
Fear 481 18.7 9.6 15.4 38.5 23.1 51.0
Joy 576 53.0 32.1 39.1 66.7 75.0 100.0
Relief 695 25.9 33.7 36.8 58.3 66.7 61.0
Sadness 622 35.7 43.1 40.5 66.7 91.7 81.0
µ − 39.2 37.3 35.1 58.5 66.5 74.9
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Figure 5.5: (a) Once a threshold was exceeded (25 × 25 pixels), recognition
rates were no longer significantly influenced by the image dimensionality. But,
if image dimensionality fell below the threshold, then a unique solution to
the objective function could not be found. (b) A deterioration in recognition
rates was incurred when sparse absolute difference representations (DIF) were
utilised in place of raw intensity pixel values (PIX).
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Table 5.5: Recognition rates for AU classification on the Pain dataset. Clas-
sifier performance was measured using the weighted trace of the respective
confusion matrices, N represents the number of examples available from each
emotion and µ represents the weighted mean. MCF is a classifier proposed in
the next chapter.
Emotion N SVM SRC GSRC TSRC TGSRC MCF
AU4 872 74.1 75.3 75.5 63.9 72.2 76.1
AU6 3781 67.8 61.4 58.9 54.6 53.3 68.8
AU7 2004 77.0 68.7 66.4 64.5 59.2 84.6
AU9 4742 74.9 78.8 78.0 64.7 60.9 88.6
AU10 1640 93.7 87.2 88.0 58.3 66.7 95.7
AU12 1662 38.0 49.2 48.6 56.4 64.2 58.7
AU25 330 63.9 63.4 62.3 53.1 39.3 67.6
AU26 354 60.4 49.1 48.7 75.0 67.6 65.5
µ − 70.8 69.7 68.5 60.6 60.1 79.1
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Table 5.6: Recognition rates for pain-intensity (OPR) classification on the Pain
dataset. Classifier performance was measured using the weighted trace of the
respective confusion matrices, N represents the number of examples available
from each emotion and µ represents the weighted mean. MCF is a classifier
proposed in the next chapter.
Emotion N SVM SRC GSRC TSRC TGSRC MCF
OPR0 45 75.5 59.3 76.7 88.9 86.7 70.8
OPR1 18 13.6 30.6 37.3 30.8 38.5 58.3
OPR2 59 2.4 4.3 11.9 50.0 40.0 14.2
OPR3 25 12.5 4.3 5.5 18.8 31.3 93.9
OPR4 69 59.9 40.2 54.4 40.0 40.0 79.9
OPR5 29 0.0 0.0 1.8 0.0 0.0 12.3
µ − 33.7 26.0 35.9 44.0 43.0 54.4
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Figure 5.6: 3D plots (X-axis (time t), Y-axis (random projection matrix di-
mension downsampling factor λ = n
d
), Z-axis (Accuracy)) of the detection per-
foamnces of the seven emotions as functions of time and λ. The image fusion
method which produced the best recognition accuracy is shown in brackets.
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5.11 Chapter Summary
One of the central themes in this chapter was to emphasize on the lack of
attention paid to the pattern classification stage. A need to explore novel
classifiers apart from the SVM thus arose to address this vital research gap in
the AFER literature. This chapter focused on studying the suitability of the
sparse representation classifier (SRC) which had proven to have been consid-
erably successful in other disciplines, such as the closely-related field of face
recognition.
Even though there had been some research conducted on applying SRC
onto AFER problems, but there was still a lack of theory supporting why SRC
ought to work for facial expression recognition. In addition, there had been no
thorough effort made to evaluate the classifier with respect to the SVM, and
as a consequence there had been no means to gauge the performance of SRC
on AFER problems. Furthermore, there had been no experiments conducted
to show the performance of SRC in AU recognition. It was the purpose of this
chapter to provide theoretical justification to why (or why not) SRC ought to
fit the problem of facial expression recognition from a deep investigation into
the mathematical framework surrounding the SRC.
This chapter pointed out several interesting similarities between the SRC
and SVM using a common mathematical platform which allowed the two clas-
sifiers to be conveniently compared against. However, the experiments con-
ducted in this chapter demonstrated that the performance of SRC in AU and
emotion detection had not been able to surpass nor match that of the SVM.
The reason postulated for this in this chapter was that the solution vector w∗
solved from facial expression recognition problems is usually not sufficiently
sparse (unlike in face recognition), and is primarily due to the large variability
that is present in AU and emotion data (e.g., many variations of AU4 or anger
that can manifest between individuals). This implied that SRC in its current
formulation could not be optimally applied to AFER immediately. This led to
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the proposal of two algorithms to modify SRC which enhances its suitability
towards AFER problems. The next chapter proposes a novel classifier coined
MCF that is able to introduce even more superior facial expression recognition
performances.
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Modified Correlation Filter
As pointed out in Chapter 3, a consensus was generally forged by the research
community on that SVMs have for the most part been accepted as the most ap-
propriate learning approach for facial expression recognition. This was clearly
evident from there being no earnest attempt yet made in the literature to pro-
pose novel classifiers that are specially catered towards solving AFER-related
problems. In recognition of the vast improvements made in face-tracking and
feature representation extraction, it is trivial to understand how any improve-
ments made to the classifier would ultimately bring about overall improve-
ments to the entire AFER system. Otherwise, a lack of attention paid towards
the classifier would permit the limitations of SVM to undesirably function as
a bottleneck against whatsoever painstaking advancements that have already
made to preceding components of the AFER system.
Sparse representation classifiers, which in themselves are highly successful
state-of-the-art learning approaches have been carefully analysed in the previ-
ous chapter. Unfortunately, findings had indicated, that these classifiers were
not fully appropriate to solve AFER-related problems, which is despite the rec-
ommendations made in the previous chapter to enhance the suitability of the
classifier for AFER (i.e., even more improvements in recognition performance
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is desired). This chapter strives for a learning approach that is inherently el-
egant in its objective function, meaning that no fundamental violations result
from the application of facial expression data.
The core contribution of this thesis is presented in this chapter which pro-
poses a novel classifier coined modified correlation filters (MCF). This classifier
was originally proposed to solve a fundamental AFER-related problem: deal-
ing with the detrimental effects that noise and poorly labeled data have on
the generalisation performance of the classifier. Inspired by SVMs, MCF was
designed to be a supervised binary learning approach that is provably convex.
Inspired also by correlation filter theory, MCF casts the philosophy behind
correlation filters into an objective function which is similar to that of SVMs.
By doing so, MCF succeeded in retaining the strengths of both these powerful
learning approaches.
From rigorous experiments conducted, it was observed that MCF readily
addresses important problems when dealing with data possessing high variabil-
ity and noise which are characteristic of problems encountered in the practical
deployment of AFER systems. Most important of all, significant improvements
in terms of generalisation performance was demonstrated by MCF (with re-
spect to both traditional and modern variants of the SVM) in both AU and
emotional-related facial expression recognition tasks. Encouragingly, this in-
cluded the novel and challenging area of pain recognition and monitoring.
The next section shall commence with an additional review of SVM theory.
Instead of relying on the traditional geometrical reasoning, the focus on the
derivation of the objective function here shall be shifted towards statistical
learning theory. This derivation is crucial to point out fundamental limitations
of the SVM that directly affect generalisation performance.
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6.1 Formulation of SVM from Statistical Learn-
ing Theory
The traditionally geometrical approach adopted for the derivation of the SVM
primal objective function in Chapter 3 offers an intuitive and yet simple per-
spective on how classification may be performed based on hyperplane-learning.
Interestingly, the exact same primal and dual objective functions of SVM can
be equivalently derived through statistical learning theory, with the benefit
that it allows additional insights to be inferred about the intricate statistical
underlying phenomena that take place during hyperplane-learning. This was
the basis on which numerous variants of SVM have been proposed in the SVM
literature to solve various problems that cannot be easily discerned from the
geometrical perspective.
The goal of statistical learning theory stems from inference in a statistical
framework, in which future predictions and decisions concerning some phe-
nomenon can be made based on models that are constructed from a set of
data representing prior knowledge. The framework is based on assumptions
of the statistical nature about the underlying phenomena, providing a formal
definition of learning, generalization, over-fitting and also to characterize the
performance of learning algorithms to that it may help design better learning
algorithms [134]. In classical statistics, the number of free parameters of a
model is usually a measure of its complexity. The choice of a specific free pa-
rameter often depends on the problem at hand, and there is often no intuitive
way to measure complexity. This can be formalized in the No Free Lunch
theorem.
Theorem 6.1.1. (No Free Lunch Theorem [207]) For any algorithm, any n
and any  > 0, there exists a distribution P such that R∗ = 0,
P
[
R(gn) ≥ 1
2
− ] = 1.
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Theorem 6.1.1 asserts that prediction is impossible if there has been no as-
sumption made on the relationship between the prior and posterior (i.e., the
connection between future and past observations). This would mean that it
is not possible to generalise if no prior assumption or restriction had been
placed on the observed phenomena, and as a consequence any algorithm could
produce better generalization performance than another on some phenomenon.
Understanding this, it becomes clear that there is a need for certain constraints
to be imposed in order for stationarity between the prior and posterior to be
established, preferably through the use of a probabilistic model which governs
the relationship between the posterior and prior. Within this model is an inde-
pendence assumption which stipulates that both past and future observations
are sampled i.i.d. from the same distribution which represents the underlying
phenomenon, indicating that each new observation yields maximum informa-
tion. Formalization of the statistical model shall be made in the next section.
6.1.1 Formalization
Consider a binary pattern classification problem with an input space X and
output space Y ∈ {±1}. Here, the objective is to learn the mapping f :
X → {±1} which predicts Y from X. We assume that (X, Y ) ∈ X × Y are
distributed i.i.d. according to a fixed but unknown distribution p(x, y),
p(xi, yi|f) =
m∏
i=1
p(yi, xi|f)p(xi). (6.1)
The problem of achieving good generalization can then be cast as learning a
mapping fχ which reduces the probability of obtaining incorrect label assign-
ments by as much as possible,
zi := Pr(sign(fX (xi))) 6= yi. (6.2)
(6.2) can be equivalently interpreted as minimizing the expected or empirical
risk,
Rexp[f ] =
∫
X×Y
bz + 0.5c dP, (6.3)
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Remp[f ] =
1
m
m∑
i=1
bzi + 0.5c. (6.4)
In practice, Remp[f ] is usually employed as Rexp[f ] is an intuitive quantity;
but (6.4) still manifests as an ill-posed problem due to the set of functions
{fX} which remain unknown. To regularize this, an upper-bound on Remp[f ]
is enforced on Remp[f ], and a subset of feasible regions in fX is constrained to
lie within ||f ||K and bounded by R (this method is commonly referred to as
Ivanov regularization),
min
fX∈H,||fX ||K≤R
1
m
m∑
i=1
b(f(xi) 6= yi) + 0.5c, (6.5)
where K is a positive-definite kernel function [208] living in a Reproducing
Kernel Hilbert Space [208]. Even though the formulation now appears better
defined, the optimisation problem (6.5) is still NP-complete [209], and therefore
intractable as a result of the non-smooth and non-convex summands (which are
essentially zero-one losses). A remedy for this involves replacing all these loss
terms by a smooth and convex loss function V (y, f(xi)) while still enforcing
an upper bound on Remp[f ]. Again, it is not always tractable in practice for a
smooth V (y, f(xi)) to co-exist in (6.5). Instead of minimizing Remp[f ] subject
to strict bounds on ||f ||2K , it is far more tractable to smoothly trade-off ||f ||2K
and Remp[f ]; thus giving rise to the closely-related Tikhonov regularization
problem,
min
f∈H
1
m
m∑
i=1
V (yi, f(xi)) + λ||f ||2K . (6.6)
Here, λ effectively controls the regularization trade-off between ||f ||2K with
Remp[f ]. SVMs are often interpreted as a form of Tikhonov regularization
problem expressed in the form of (6.6) where,
V (yi, f(xi)) = [1− yiwTh(xi)]+, (6.7)
||f ||2K = ||w||pp, (6.8)
and [f(z)]+ = max(0, f(z)), (6.7) and (6.8) represent the hinge and margin
loss terms respectively, and p ∈ {1, 2}. A typical choice of SVM in automatic
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facial expression recognition problems is the linear `2-SVM (i.e., p = 2), mainly
because of their rapid training times and good generalization capabilities,
argmin
w,b
1
m
m∑
i=1
[1− yi(wTxi + b)]+ + λ
2
||w||22. (6.9)
6.2 A Limitation of SVM
The beauty of statistical learning theory is that it allows one to acquire far
deeper insights on the mechanics behind the intricate process of SVM margin-
maximisation, which otherwise is not observable from the classical geometric
perspective. For example, statistical learning theory had contributed heavily
in the understanding that one of the inherent drawbacks of SVM lies in its
sensitivity to large margin losses, which is mainly due to the influence from
noisy examples and outliers. Firstly, [187] pointed out that it is not a trivial
task for overlapping distributions to be modelled, which is mainly due to a
lack of probabilistic insight into the margin loss λ||f ||H , where an intuitive
procedure of tuning λ still does not yet exist. Several notable attempts had
been made in the theoretical literature which suggested that outlier points play
a central role in determining the hyperplane solution (since outliers incur the
highest costs), which led to a pursuit for a robust margin loss which pays no
further penalty to outliers after a certain threshold. One such example [210]
minimises a bound on the leave-one-out error of dual soft-margin SVMs,
arg min
α≥0
∑
i
[
1− yix>i XY α + αi||x||2
]
. (6.10)
The bound shows that the misclassification error achieved on a single example
i on the remaining m− 1 data points is in the range,
Error(xi, yi) ≤ yi
∑
j 6=i
αjyjx
>
i xj. (6.11)
The objective (6.10) implicitly reduces the influence of outliers, by placing
heavier weight on training examples which had contributed more in helping
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predict the labels of other training examples. This approach is simple and
elegant, but given the lack of intuition in the algorithm (i.e., prediction of the
labels of other examples by one example may be subject to noise) however, it
may sometimes produce results which are anomalous. It is known that soft-
margin SVMs inherently limits the influence of all training examples through
the constraint in the dual-formulation [211] (written in matrix form here),
arg min
w
λ
2
||w||2 +
∑
i
[
1− yix>i w
]
+
(6.12)
= arg min
w
λ
2
||w||2 + e>δ, s.t. δ ≥ e−YX>w ≥ 0
= arg max
α
α>e− 1
2λ
α>YX>XYα; s.t. 0 ≤ α ≤ 1,
where Y = diag(y). It can be see in (6.12) that the influence from every
single training example is bounded by the constraint 0 ≤ α ≤ 1. However,
the influence of outlier points is understood not to be close to zero, since they
normally have the largest loss, and thereby retaining maximal influence on
the hyperplane solution. Even though the widely-used hinge-loss functional
is a well-motivated proxy for missclassifcation error, there are no restrictions
placed on the costs associated with outlier points. This results in the SVM still
being inappropriately drawn toward outlier points. One approach to minimise
the influence of outlier points is by placing an upper-bound [212] on the hinge-
loss functional. The most straightforward way of accomplishing this would be
through a robust loss-functional give by,
Robust(w,x, y) = min(1, 1− yiw>xi). (6.13)
From (6.13), it is clear that the maximum loss associated with any outlier is
limited to be at most one. Even though the ramp-loss functional is a well-
motivated proxy for missclassifcation error, but it is still non-convex [187] and
NP-hard to optimise as it still contains the non-twice differentiable hinge-loss
functional in its formulation. The idea behind [187] was to augment the soft
margin SVM with outlier indicator variables ηi ∈ {0, 1} which are known
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beforehand. (6.13) can be equivalently be written as,
arg min
w,η
λ
2
||w||2 +
∑
i
(
ηi[1− yiw>xi]+ + 1− ηi
]
(6.14)
s.t. 0 ≤ ηi ≤ 1.
As the error functional in (6.14) consist of a convex quadratic program in w
and a linear program, both w and η are thus allowed to be simultaneously
optimised. The convex relaxation [187] can then be derived from the dual, by
first fixing η and then re-writing (6.14) as,
arg min
w
λ
2
||w||2 + e>ξ + e>(e− η) (6.15)
s.t. ξ ≥ N(e−YX>w) ≥ 0
= arg max
α
η>(α− e)− 1
2λ
α>[X>X ◦YY> ◦ ηη>]α + t
s.t. 0 ≤ α ≤ 1.
In spite of improvements gained, it was pointed out by [213] that the solution
to (6.15) would require semi-definite programming methods, which was an in-
herently slow approach that required at least polynomial time. To rectify this,
the authors suggested the use of a ramp-loss defined by two Huber functions
to approximate the a sum of two smoothened hinge-loss functionals,
Hhu1 (z) =

0 if z > 1 + h
(1 + h− z)2
4h
if |1− z| ≤ h
1− z if z < 1− h,
(6.16)
Hhu0 (z) =

0 if z > h
−(h− z)2
4h
if |z| ≤ h
z if z < 1− h.
(6.17)
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The primal objective function for the smooth ramp-loss was expressed as,
arg min
w,b
1
2
||w||2 + λ
∑
i=1
Hhu1 {yi(f(xi))} (6.18)
+ λ
∑
i=1
Hhu0 {yi(f(xi))}.
The authors in [213] further proposed the CCCP procedure (which is an itera-
tive procedure that is cast as an optimisation problem to ensure convergence)
to deal with the non-convexity of (6.18)) (which was a result of the concave
Huber function residing in (6.17)). Additional information about the CCCP
alogorithm can be found in [213]. There had also been other alternatives to
address the outlier problem, such as in [214] who suggested that the influ-
ence of outlier points residing far from their class centroids could be reduced
by modifying the margin loss through shifts relative to the distance from the
class centroid,
arg min
w
1
2
||w||2 +
∑
i
[
1− yiw>xi − λ||xi − µyi||2
]
+
, (6.19)
where µi represents the class centroid for class yi. Intuitively, training examples
that reside further away from the class centroid would possess a diminished
margin loss. Resultantly, these examples would thus hold less weight over the
determination of the hyperplane solution. As was expected, this approach had
indeed provided superior performance in cases where outliers were clearly ob-
served to reside far from their class centroids. A criticism of the approach,
however, was that it is heuristic and possessed no elegant theoretical justifi-
cation (i.e., an upper bound on misclassification error could not be inferred).
Another limitation of this approach was the absence of an effective method to
compute class centroids, in that it was possible in certain instances for class
centroids to be drawn away from the centre by outliers which reside far from
the centroid. On the other hand, the class median approach [215] offers a more
robust representation as compared to simple class centres. Here, the influence
from outliers is managed using class medians. Figure 6.1 illustrates that with
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Figure 6.1: Median SVM [215].
the absence of outliers, the class centroid would effectively lie in close proximity
to the median vector. The advantage of the class-median approach manifests
in cases where the central vector is pulled far away from the true centroid, but
the median vector can be observed to only change a little. Denoting by x+ and
x− as the medians of the positive and negative sets respectively, the distance
of the class medians d to the classification boundary can be worked out to be,
d+ =
|w>x+ + b|
||w|| ; d
+ =
|w>x− + b|
||w|| . (6.20)
The margin can then be written as,
d = d+ + d− =
w(x+ − x−)
||w|| , (6.21)
and the objective function of Median-SVM is written as,
arg min
w
1
2
||w||2 (6.22)
s.t. yi(w
>xi + b) ≥ δi ≥ 0
w>(x+ − x−) = 1.
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In a similar vein, other researchers had concentrated on replacing the hinge-
loss functional altogether, by employing − a smooth sigmoid function [216]
or a non-linear Gaussian error function [217] to depreciate the leverage that
extreme outliers hold on the margin loss. In the smooth support vector machine
(SSVM) [216], a smoothing technique was applied to a hinge-loss functional to
induce stronger convexity. The main observation behind the SSVM was that
the linear constraints of the SVM can be perceived to be equivalent to the
`1-norm of the slack variables,
−(w>xi − γ) ≥ δi − 1 ≡ [0, 1− yi(w>xi − b)]+. (6.23)
The smoothing parameter γ = w>x is also added to the margin term to
promote convexity,
1
2
(w>w + γ2), (6.24)
which gives the objective of SSM,
λ
2
(w>w + γ2) +
ν
2
||[1− yi(w>xi − γ]+||2. (6.25)
Here, the primal of SSVM (6.25) has the additional smoothness term γ added
into both the margin and slack variables, plus the `1-norm had been trans-
formed into the `2-norm in the slack variables. However, (6.25) is still not
convex as it is still not twice-differentiable. The solution adopted by SSVM
was to replace the hinge-loss with an approximation,
p(x, α) = x +
1
α
log(1 + −αx; α > 0. (6.26)
The approximation p(x, α) is essentially the integral of the sigmoid function
originally borrowed from artificial neural networks [218]. This transforms the
final objective function of SSVM into,
arg min
w,γ
λ
2
(w>w + γ2) +
ν
2
||p(1− yi(w>xi − γ, α)||2. (6.27)
This is now twice-differentiable and may employ fast optimization techniques
(e.g., the Newton-Armijo algorithm in the SSVM) to solve.
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6.3 Recent Advancements to SVM
More recently, support vector machines have subtly but clearly evolved into
different embodiments of their original form. Instead of focusing on modify-
ing the loss-functional, keen interest was directed at disputing the elementary
axioms of the SVM, which require support hyperplanes: i) to be parallel, and
ii) to be positioned at the support vectors. Proximal-SVMs (PSVM) [219] are
similar in principle to SSVM but they defy the latter rule by changing the sign
of the linear constraint,
arg min
w,γ
1
2
(w>w + γ2) +
λ
2
||y||2 (6.28)
s.t. D(Aw − eγ) = e− y. (6.29)
where A and D = diag(y) denotes the data and label matrices respectively.
Here, the equality constraint allow the support hyperplanes w>x− γ = ±1 to
“break free” from their traditional bounds and be pushed as far apart as pos-
sible by the term w>w + γ2 to be positioned proximally around the clustered
the data points of each class. This is illustrated in Figure 6.2(a). Interest-
ingly, the PSVM may be alternately interpreted as a regularized least squares
problem [220] of the system of linear equations,
D(Aw − eγ) = e, (6.30)
which seeks an approximate solution (w, γ with minimal `2-norm. In contrast,
the traditional SVM may similarly be interpreted through linear programming
perturbation theory [222] as a minimal `2-norm approximation to the system
of linear inequalities [219],
D(Aw − eγ) ≥ e. (6.31)
Generalised eigenvalue proximal SVMs (GEPSVM) [221] is one algorithm that
had evolved from the PSVM. It had inherited the PSVM’s concept of Śsup-
port hyperplane repulsionŠ, but the parallelism rule had been further dropped.
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Traditional SVM
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PSVM
Bounding Planes
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Traditional SVM
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GEPSVM
Bounding Planes
Figure 6.2: (a) Proximal support vector machines [219] defy the traditional
SVM rule of requiring support hyperplanes (also referred to as bounding
planes) to be positioned at support vector positions, while (b) generalised
eigenvalue proximal support vector machines (GEPSVM) [221] defy both SVM
rules concerning bounding and parallel planes.
Each non-parallel support hyperplane is now positioned closest to the dataset
associated with its class, and furthest from the other class, where each sup-
port hyperplane is generated by an eigenvector corresponding to the smallest
eigenvalue (Fig. 6.2(b)). This is achieved by first defining the following linear
constraints,
w(+)>x− γ = 0, (6.32)
w(−)>x− γ = 0. (6.33)
where (+) and (−) represent the weights associated with the positive and nega-
tive sets respectively. The expression for each hyperplane can be obtained by
minimizing the sum-of-squares of `2-norm distances between each of the data
points, and divided by the squares of the `2-norm distances between each of
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the data points in the other set,
arg min
(w,γ)6=0
||Aw − eα||2 + δ|| [ wγ ] ||2
||Bw − eα||2 , (6.34)
arg min
(w,γ)6=0
||Bw − eα||2 + δ|| [ wγ ] ||2
||Aw − eα||2 , (6.35)
where A and B denotes the data from the positive and negative sets respec-
tively, and δ represents a Tikhonov regularization parameter. It can be easily
shown that the Rayleigh’s quotient,
min
z 6=0
z>Gz
z>Hz
, (6.36)
reaches its minimum value λmin when x = νmin. It can be shown that eigen-
values are bounded and stationary points,
Gz = λHz, z 6= 0, (6.37)
5r(z) = 2[Gz− r(z)Hz
z>Hz
]
= 0. (6.38)
It is known from (6.38) that r(z) is stationary at and only at the eigenvectors
corresponding to λ, and therefore the smallest eigenvalue would correspond
to the minimum of the function and hence the optimum solution. Rewriting
(6.34) in the form of the Generalised Eigenvalue Problem we have,
G := [A− e]>[A− e] + δI, (6.39)
H := [B− e]>[B− e], (6.40)
z(+) := [ wγ ] . (6.41)
For (6.35) corresponding to the other hyperplane we have,
L := [B− e]>[B− e] + δI, (6.42)
M := [A− e]>[A− e], (6.43)
z(−) := [ wγ ] . (6.44)
Thus the objective functions for both non-parallel support hyperplanes can be
expressed as follows,
arg min
z(+) 6=0
z(+)>Gz(+)
z(+)>Hz(+)
, (6.45)
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arg min
z(+) 6=0
z(+)>Lz(+)
z(+)>Mz(+)
. (6.46)
The beauty and simplicity of (6.45) and (6.46) is that they can be easily solved
by a single MATLAB command − eig(G,H) and eig(L,M) − respectively.
The Twin-SVM (TWSVM) [223] fulfills the same objectives as GEPSVM, but
the solution for the two non-parallel support hyperplanes are solved differ-
ently. Instead of computing the eigenvalues, TWSVM casts the solutions
to the hyperplanes as two quadratic programs. This significantly enhances
computation speed but otherwise the solutions unchanged. In the spirit of
research, TWSVM was subsequently evolved into the Twin Bounded SVM
(TBSVM) [224] which augmented the concepts of structural risk minimization
into TWSVM through the introduction of a regularization term.
6.4 Theory of Modified Correlation Filters
So far in this thesis, the evolution of SVM had been traced all the way back
from simple hyperplane construction paradigms to artificial neural networks
before finally arriving at the full derivation of the support vector machine from
first principles. Insights gained from statistical learning theory have provided
a crucial understanding of the limitations of SVM which could otherwise not
have been deduced from the traditional geometrical perspective. Coming to
understand this, SVM researchers have since expended a considerable amount
of effort into proposing novel variants of loss-functionals and their ensuing
convex relaxations.
Recent advancements to the SVM have evolved the classifier to the point
where it has broken free from conventional trains-of-thought, and disputed the
elementary axioms of the SVM which require support hyperplanes to be: i)
parallel, and ii) positioned at the support vector positions. The proposed MCF,
on the other hand, has further evolved the classifier by merging the philosophy
behind correlation filters with the mathematical framework of SVM. Before
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commencing a detailed analysis on MCF, the next section shall first discuss
conventional correlation filters.
6.4.1 Correlation Filters
Fundamental principles which had aided in the development of MCF were
originally drawn from correlation filters, and as such, due acknowledgments
shall be accorded here. However, it should be mentioned that the similarity
between these algorithms exist solely in terms of philosophy, and not mathe-
matically. Using a variety of cross-correlation methods, correlation filters are
generally employed to detect the presence of a pattern in a target (e.g., face
verification [225], visual speaker verification [226], etc). One usually applies
the Fourier Transform to speed up computation. For example, the Minimum
Average Correlation Energy(MACE) filter [227] attempts to emphasize the cor-
relation peak by minimizing the average correlation plane energy, and hence
enhancing the peak-to-sidelobe ratio. Another example is the Maximum Av-
erage Correlation Height (MACH) filter [228] which was originally developed
to deal with object detection in cluttered environments. The primary objec-
tive of MACH is to minimise an energy function which effectively maximises
correlation and similarity simultaneously.
A shared objective between correlation filters and MCF lies in minimizing
the energy of non-targets (i.e., negative examples) in order to emphasize the
targets (i.e., positive examples). To the best of the authors’ knowledge, there
had been no prior application of correlation filters to facial expression recogni-
tion problems, probably due to their poor generalization capability. Nonethe-
less, the empirical performance of MACE filters (H = D−1X(X+D−1X)−1u)
[227] shall be presented alongside those of the SVM and MCF in Section 6.4.5.
As shall be discussed in the next section, the mathematics behind MCF and
correlation filters are shown to be entirely unrelated.
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6.4.2 Derivation of MCF
PSVM, GEPSVM and TWSVM all suggest an alternate perspective in how
SVMs may be formulated. These modifications, as well as those described
in Section 6.2, all appear to place important emphasis on V (yi, f(xi)). A
key concept behind the modified correlation filter (MCF) had emanated from
similar standpoints, and then merged with the philosophy behind correlation
filters (see Fig. 6.3). Instead of relying on error-loss variables from both positive
and negative sets to define V (yi, f(xi)), MCF uses only error variables from
the positive set,
w∗ = arg min
w,b
1
m
m∑
i=1
[1−wTx(+)i + b]+ +
λ
2
wTQw, (6.47)
Q = [X e][X e]T , (6.48)
X = [X(+) X(−)]. (6.49)
Here, the goal is learn an optimal uni-hyperplane classifier w∗ ∈ Rn, from
positive and negative sets which are represented by X(+) ∈ Rn×|X(+)| and
X(−) ∈ Rn×|X(−)| respectively, b refers to the bias, λ > 0, m = |X(+)|, e ∈ Rn
indicates a vector of ones, and | · | refers to set cardinality. Note that in (6.47),
only examples from the positive set reside in V (yi, f(xi)). There are several
advantages in doing so. First and foremost, the number of outliers in X re-
quired for optimization are considerably decreased (since |X(+)| << |X(−)|),
and therefore the empirical risk is in turn reduced. In order to distinguish
positive from negative examples, we insert both positive and negative sets
into the precomputable matrix Q in (6.48). From a Tikhonov regularization
standpoint, this may be interpreted as a trade-off between empirical risk and a
margin loss that is defined upon the energy of all training examples in X . It is
in this respect that MCF share a common philosophy with correlation filters,
but note that the similarity does not extend to their mathematical definitions.
The Lagrangian corresponding to the problem (6.47) is given by,
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Figure 6.3: An intuitive comparison between SVM, correlation filters and
MCF. (a) SVM computes the widest margin between classes in order to detect
‘+1’, (b) correlation filters minimises the correlation plane energy of ‘-1’ in
order to emphasize the correlation ‘+1’ peak. (c) MCF had drawn inspiration
from both SVM and correlation filters, and operates by seeking to emphasize
‘+1’ by minimising the energy of all examples except ‘+1’ examples, as cast
in a SVM optimization framework.
L(w, b, δ, α, β) =
1
2
[Xw + e1b]
T [Xw + e1b] + λe2δ (6.50)
−αT [X(+)w + e2b+ δ − e2]− βT δ,
where α and β represent the Lagrange multipliers, and e1 and e2 are vectors
of ones of appropriate dimensions. The KKT [133] necessary and sufficient
optimality conditions are given by,
XT [Xw + e1b]−X(+)Tα = 0, (6.51)
eT1 [Xw + e1b]− eT2 α = 0, (6.52)
λe2 − α− β = 0, (6.53)
X(+)w + e2b+ δ ≥ e2, (6.54)
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αT (X(+)w + e2b) + δ − e2 = 0; βT δ = 0, (6.55)
α ≥ 0, β ≥ 0. (6.56)
From (6.53) and (6.56) we have,
0 ≤ α ≤ λ. (6.57)
By combining and then simplifying (6.51) and (6.52),
[XT eT1 ][X e1][w, b]
T − [X(+)T eT2 ]α = 0, (6.58)
G := [X e1], H := [X
(+) e2], u := [w, b]
T , (6.59)
u = (GTG)−1HTα. (6.60)
Using (6.60) and the KKT conditions (6.51-6.56) we obtain the Wolfe Dual of
MCF as,
arg max
0≤α≤λ
eT1 α−
1
2
αTH(GTG)−1HTα. (6.61)
6.4.3 Robust Primal Form
By relinquishing a need for the joint-optimization of two sets, there is little
justification for choosing the value ‘1’ as reference points in the hinge-loss
functional (unlike in the SVM). Instead, we can replace the constant with an
offset parameter ρ,
w∗ = arg min
w,b
1
m
∑m
i=1[[ρ−wTx(+)i + b]+]− (6.62)
+ λ
2
wTQw,
ρ = 1− sign(min{w0Tx(+)i }mi=1). (6.63)
where [f(z)]− = min(ρ, f(z)). Because ρ ensures that [f(z)]+ is never allowed
to be negative during the first iterate, all examples in X(+) are guaranteed
to be optimised. Furthermore, [f(z)]− diminishes the influence from extreme
outliers by upper-bounding the maximum value of the slack variables to be at
most ρ.
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Figure 6.4: AU detection performance of MACE, SVM, GEPSVM, PSVM
and MCF on: (a) CK+ dataset, (b) GEMEP-FERA dataset, and (c) Pain-AU
dataset. Performance was evaluated using the weighted F1-score, which are
indicated numerically as shown.
6.4.4 Databases for MCF Experiments
All experiments conducted in this chapter were designed to evaluate all classi-
fiers under study for the tasks of frame-level AU detection and sequence-level
emotion-related expression detection. These experiments were designed to: (i)
evaluate the classification response of MCF, and (ii) reference the recognition
accuracy of MCF with respect to SVM1 and correlation filters2. In this sec-
tion, three facial expression databases (CK+, GEMEP-FERA, Pain database)
which had been carefully selected to reflect varying levels of noise conditions
usually encountered in practice.
Experiments were first aimed at evaluating MCF under low-noise condi-
tions using the posed expression database CK+, on the following AUs: {1 2
4 6 7 12 15 17 25 26} and all seven emotions (i.e., anger, contempt, disgust,
fear, happiness, sadness and surprise). Next, increased noise conditions were
1We used linear SVM, PSVM and GEPSVM in all of our experiments.
2We used MACE filters in all of our experiments.
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Figure 6.5: Emotion detection performance of MACE, SVM, GEPSVM, PSVM
and MCF on: (a) CK+ dataset, (b) GEMEP-FERA dataset, and (c) Pain-
OPR dataset. Performance was evaluated using confusion matrices computed
through majority voting. The trace of the respective confusion matrices are
indicated numerically as shown (details for the Pain-OPR intensity confusion
matrices can be found in Fig. 6.6).
simulated from the GEMEP-FERA database, with experiments focused on
detecting the following AUs: {1 2 4 6 7 10 12 15 17 18 25 26} and all five
emotions available (i.e., anger, fear, joy, relief and sadness). Finally, MCF was
evaluated on detecting spontaneous facial expressions from the Pain database,
in which considerable head movement had been exhibited. In the AU portion
of the experiments, experiments were aimed at detecting the following AUs:
{4 6 7 9 10 12 25 26 43}. Heavy emphasis had been placed on the task of
distinguishing between observer-rated pain-intensity levels, which were based
on a six-point scale − from OPR0 to OPR5, in increasing levels of observed
pain intensity.
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Figure 6.6: The diagonal elements of the respective confusion matrices ob-
tained for Pain-OPR intensity-level detection experiments are illustrated . N
indicates the number of examples available for each sequence. The traces of
these respective confusion matrices can be found in Fig. 6.5(c).
6.4.5 Experiments
As generalisation performance was our principal matter of interest, a leave-
one-subject-out cross-validation procedure had been adopted in all six experi-
ments3: i) AU and emotion detection on the CK+ dataset, ii) AU and emotion
detection on the GEMEP-FERA dataset, iii) AU and pain-intensity detec-
tion on the Pain database. Normalised pixel representations, acquired using
subject-independent constrained local models (CLM) [72], were employed as
input into the classifiers. Specifically, the pixel representations employed in this
study are referred to as canonical normalized appearance features (CAPP). The
only exception was in the Pain-OPR experiments where substantial difficulty
in achieving even reasonable levels of detection was experienced. For this ex-
periment only, we employed AAM-derived CAPP representations instead. We
had carefully neglected the use of appearance features in our experiments since
3All classifiers had been evaluated in the exact same manner.
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it was discovered in Chapter 4 that no significant benefits could be obtained
from utilizing appearance features once close to ideal registration.
6.4.6 Frame-level AU Detection
Of all classifiers examined, MACE had exhibited the poorest performance in
all AU experiments (Fig. 6.4). Considering that correlation filters are inher-
ently subject-dependent by design, and because the filters had been evaluated
subject-independently, this result was not unusual.
MCF offered significant improvements over SVM on the CK+ and Pain
databases, but equal levels in performance on the GEMEP-FERA database.
GEMEP-FERA contains only seven subjects, therefore implying lower inter-
subject variability (i.e., noise and outliers) compared to the other two databases.
Interestingly, MCF still had not performed worse than SVM. PSVM proved
well-suited for AU detection as noted by its good performance on all three
AU databases. On the other hand, GEPSVM had not performed too well.
One possible explanation for this could be the sensitivity of its non-parallel
support hyperplanes towards position and orientation, which may have been
adversely affected by the presence of several different AUs that were included
in the negative training set.
6.4.7 Sequence-based Emotion Detection
The best classification rates were achieved by MCF (Fig. 6.5). As with AU
detection, similar trends in performance were observed in MACE, SVM and
PSVM, except for GEPSVM on the CK+ database. Here, the construction
of non-parallel support hyperplanes appeared more applicable for the task of
distinguishing between emotions, but only if the data was relatively noise-free
(posed expressions). This observation, however, became less apparent in the
“noisier” GEMEP-FERA database.
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6.4.8 Intensity-based Experiments
The most interesting experiment tasked all classifiers to identify between six
different levels of pain-intensity in the Pain database. The high difficulty of
this task lies with the spontaneity of the expressions, marked by substan-
tially increased levels of both intra-/ and inter-subject expression variability.
Most noticeably, a large component of the difficulty is attributed to the visual
similarity between adjacent intensity levels (e.g., OPR 0 contained numerous
frames which appeared very similar to OPR 1). Hence, there was consider-
able overlap between positive and negative training examples; and therefore
provoking large numbers of outliers in X .
As observed in Fig. 6.5(c), MCF provided the best performance, delivering a
two-fold improvement over SVM. PSVM and GEPSVM both performed better
than SVM. Even so, the difference between MCF and the next-best classifier
(PSVM) was still observed to be very significant. Details of the respective
confusion matrices are presented in Fig. 6.6. Referring to the last row of the
MCF confusion matrix (corresponding to OPR 5), there was some difficulty
encountered by MCF at distinguishing OPR 5 from OPR 4. It should be
emphasized again that both these intensity-levels in close proximity to one
another appear very similar even visually. Equally important, there were only
very few (seven) examples for OPR 5 available for training. In spite of all these,
OPR 5 had not been misclassified by MCF to be of lower-intensity levels (i.e.,
OPR 0 to 3).
6.4.9 Chapter Summary
A novel supervised binary classifier coined Modified Correlation Filter (MCF)
was proposed as a key contribution in this thesis. MCF had been inspired by
the philosophy behind correlation filters but accomplished in implementation
through an objective function that closely resembles that of SVM. This chap-
ter began by communicating the motivation for MCF, by first revisiting SVM
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and laying out an alternate interpretation of the primal objective function
from a statistical perspective. Unlike the traditional geometrical interpreta-
tion, statistical learning theory revealed that the SVM could be interpreted as
a Tikhonov regularization problem on a loss-functional that was to be min-
imised. The advantage in doing so was that previously inaccessible knowledge
concerning the limitations of SVM could now be determined with the new
statistical interpretation.
A goal of this chapter was to communicate the recent advances made in the
SVM literature, including the state-of-the-art in SVMs and various proposals
that were deemed to be of benefit in improving overall classifier generalisation
performance. Some of these techniques emphasized heavily on the hinge-loss
functional, and could be partially credited for inspiring the mathematical im-
plementation of the correlation filter philosophy behind MCF. Instead of plac-
ing error-variables from both positive and negative training sets, MCF only
accepts variables from the positive training set in the hinge-loss functional of
its objective function. In this regard, MCF conserves the energy of the target
using linear constraints and then minimises the energy of both targets and
non-targets in the objective function which effectively reduces the influence of
outliers and noise in the training set.
The utility and benefits of MCF were rigorously examined on a battery of
posed, acted and spontaneous facial expression recognition experiments that
demonstrate the usefulness of MCF over SVM (plus several of its variants) and
correlation filters. Although originally designed for AFER problems, MCF can
still be applied generically as a classifier on other pattern recognition problems.
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Conclusions & Future Research
7.1 Summary of Contributions
Over the past two decades, scientific knowledge pertaining to AFER has been
progressing rapidly from the relatively simple task of detecting posed facial
expressions, to more complicated acted facial expressions and finally advanc-
ing to the stage where the goal is to detect spontaneous facial expressions.
Spontaneous expressions prove to be highly complex and exhibit significantly
longer time durations compared to expressions that have been synthetically
fabricated (i.e., posed expressions); and would hence closely simulate natural
facial expressions as they are encountered in nature. For this reason, it is
the ultimate goal of AFER to develop appropriate techniques that are able
to ensure reliable and accurate detection of spontaneous facial expressions in
the pursuit of effective and practical facial expression recognition that can be
applied in the real-world.
The research conducted in this thesis had focused on three central types
of facial expression databases available, with a particular emphasis on spon-
taneous facial expressions. For example, there was significant attention paid
to the experimental analysis on automatic pain recognition, which is a novel
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and important application of AFER that finds substantial value in hospital
settings where patients need to be closely monitored for signs of pain (this is
especially so at the ICU). In this case, AFER provides an effective solution
that may overcome manpower shortage problems at the hospital.
A topic that has received extensive attention from researchers over the past
decade had been on the design of various feature representations. More popu-
lar examples of such feature representations include Gabor filters, local binary
pattern operators, histogram of oriented gradients; and a whole host of their
variants. However, despite the considerable amount of effort expended there
has been an insufficient level of comprehension in how feature representations
operate on a fundamental level to provide superior recognition rates, nor had
there been a common theory proposed to explain the relationships between the
different types of feature representations. Several interesting findings presented
in Chapter 4 suggest the concept of spatial-shift invariance as an explanation
to the mechanics behind these popular feature representations. Building on the
same concept, Chapter 4 demonstrated that the common function of feature
representations could in fact be integrated with the face tracking and regis-
tration stage (e.g., AAM and CLM have been used as examples in this thesis)
given that illumination conditions are assumed to be fairly consistent (which is
a reasonable assumption for a majority of applications). It is thus possible for
computational requirements to be considerably reduced which is essential for
the practical deployment of AFER systems. This could be relevant for AFER
applications on mobile devices that do not possess a lot of processing power.
In regards to the pattern classification stage, Chapter 3 presented a de-
tailed survey of the research conducted in the literature. The literature review
revealed that there was a significant amount of research conducted during the
initial stages of AFER development in determining which classifier could best
distinguish between patterns residing among various facial expressions. At
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that time, researchers had concentrated their experiments on popular classi-
fiers such as artificial neural networks, Bayesian models and hidden Markov
models, etc, and arrived at the consensus that support vector machines proved
to be the most suitable classifier as these machines were able to generalise well
with relatively short training and prediction times. The problem, however,
was that there had been hardly any research conducted after this consensus
into investigating novel classifiers that may be useful for AFER; nor had there
been any effort made to develop entirely novel classifiers that were specially
tailored for AFER problems.
Chapter 5 partially addressed this research gap by analysing in detail the
suitability of sparse representations classifier (SRC) for AFER problems. This
classifier was selected for closer examination as it had shown ample promise
in numerous disciplines, including the closely-related field of face recognition.
Despite some research efforts made by AFER researchers on the utilisation
of SRC to classify facial expressions, there had been insufficient attempts to
provide a firm theoretical understanding as to how the method of SRC ought
to be suitable (or unsuitable) for AFER. Furthermore, there had been no thor-
ough comparisons made in the literature to evaluate SRC against SVMs, nor
had there been any attempt made to evaluate SRC for the task of AU recog-
nition (which was rather peculiar). This called into question why the former
classifier ought to replace the commonly-accepted latter for AFER classifica-
tion problems. Contributions from Chapter 5 have provided both theoretical
and empirical evidence to support the premise that SRC in their original form
was inherently unsuitable when facial expression data are used due to a fun-
damental violation in its objective function; i.e., it is not possible to reduce
the dimensionality of the face to below, say, 10× 10 pixels in order to satisfy
the conditions required by SRC and at the same time fulfill effective AFER
classification. In order to rectify this problem, two modifications to SRC were
proposed to enhance recognition performance to surpass that of SVM; one of
which naturally exploits the temporal nature of facial expression evolution.
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Despite the improvements obtained from the proposed modifications to
SRC, this thesis strove for even more significant improvements in terms of
recognition performance, and preferably if the classifier could be deliberately
tailored (and not borrowed from other disciplines) to address specific problems
encountered in AFER. For example, improving generalisation performance and
appropriately managing noise and distributions that possess high variance are
key problems in AFER. A key contribution of this thesis was the proposal of
a novel supervised binary classifier coined modified correlation filters (MCF)
which were designed specially to solve AFER-related problems. The philoso-
phy of MCF was originally inspired by correlation filters, but realised in an
objective function that was closely related to support vector machines. It was
shown in Chapter 6 that MCF was able to demonstrate superior generalisation
performance over conventional SVMs, as well as several more advanced vari-
ants of the SVM that were proposed recently. Most encouragingly, superior
recognition rates were observed from the application of MCF at distinguishing
between spontaneous facial expressions which inherently exhibit high levels of
variability and noise. Just as importantly, even though MCF was designed
specifically for AFER problems in mind, it may still be applied to other appli-
cations as a generic classifier.
7.2 Emerging Applications for AFER
Pursuant to the rapid growth of AFER technologies, abundant potential still
remains for novel applications to be explored; especially in the case of med-
ical applications. For example, facial expressions are known to be indicative
of cognitive deficits and neuropsychiatric symptoms (e.g., apathy), which are
important for diagnosing the onset of Alzheimer’s disease [229]. Proper social
functioning also demands the capacity to recognise facial affect appropriately.
This, however, appears to be absent in patients suffering from autism [230],
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semantic dementia [231] and bipolar disorder (BP) [232].
One of the main enzymes (catechol-O- methyltransferase) involved in the
metabolic degradation of dopamine in the prefrontal cortex was reported in [232]
to have been responsible for increased activity in BP patients. Hence, facial
expression recognition could provide an indirect but potentially objective mea-
sure for BP or other dopamine-related illnesses in the near future. Besides the
medical context, there are also other applications which warrant the use of
AFER such as in e-learning [233] which is emerging as a heavily learner-centric
technology that requires automatic inference of a person’s emotional state.
As of now, AFER still proves to be a relatively young scientific disci-
pline that was initially conceived as a synergy between psychology and ma-
chine learning. In just over two decades, the field of AFER had grown very
swiftly due to the vast number of contributions made by the collective commu-
nity. Beginning with only a modest intention to recognise the seven universal
emotional-related facial expressions, AFER has evolved fortuitously to include
depression or pain recognition, and (as mentioned above) could possibly en-
compass a whole spectrum of medical disorders in the years to come. After all,
“a man finds room in the few square inches of the face for the traits of all his
ancestors; for the expression of all his history, and his wants” (The Collective
Works of Ralph Waldo Emerson: The Conduct of Life).
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