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ABSTRACT 
In order to quantify any node’s capacity to support optimal information flow within a 
distributed command and control network, a novel node capability value calculation is 
developed from first principles.  The expression for the node capability value is 
developed using three fundamental building blocks: data throughput, bandwidth 
efficiency, and the link margin.  The data throughput depends on the average packet 
arrival rate, the probability of not dropping a packet and the probability of correct 
receiving a packet at the queue.  The bandwidth efficiency depends on the node data rate 
and the transmission bandwidth, while the link margin is a function of the received and 
required energy per bit to noise power density.  The generalized connectivity integrates 
the computed node capability value by considering all the distributed network 
connections scaled by their route length and estimating the characteristic tempo, which is 
the maximum information exchange rate. The generalized connectivity results reflect the 
amount and quality of detectable information that the nodes can process and transmit 
about the network.  The results also show how the power and bandwidth efficiency of any 
specific node compares the power and bandwidth efficiency of all the other nodes.  A 
four-node dynamic scenario is simulated and used to numerically evaluate the expression 
for the node capability value. 
Command and control tradeoff issues facing battlespace managers and decision 
makers are examined by including the networks characteristic tempo into a single 
observe, orient, decide and act (OODA loop). Also, included in the OODA loop, are 
action tempos and the command and control speed.  Consideration of the influence of 
three classic Sheridan levels of automation on decision making are used to model the 
operational impacts via three action tempo tiers: high, medium, and low-action.  Input 
command and control information rates produced the strongest observed influences on 
aggregate network simulation outputs. 
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A. NETWORK CENTRIC WARFARE 
During the last two decades, there has been a significant revision in the way that 
warfare should be directed and conducted.  At the heart of this new vision is a theory of 
warfare called Network Centric Warfare (NCW) [1].  In the study of command and 
control concepts within NCW, Dr. Paul W. Phister, Jr. points out that NCW theory is an 
integration of two other fundamental warfare concepts, Network Centric Operations 
(NCO) and Network Centric Infrastructure (NCI) [1].  NCI is the combination of all 
network assets, communications, and information management tools that are applied in a 
systematic sense in order to guarantee data and/or information is delivered to the correct 
person, place, and time [1]. NCO, on the other hand, is a series of procedures that a 
specific commander and his/her staff must use in order to conduct military operations in 
any level of war (strategic, operational, or tactical) [1].  With these concepts in mind, it is 
reasonable to see the functional dependence between NCO and NCI.  In order for 
network centric operations to be properly conducted, the centric infrastructure must 
integrate reliable, robust, and adaptable services, in ways that could face changes in the 
dynamic modern warfare environment, while ensuring fast information and/or data flow 
from source to destination [1]. 
In addition, NCW integrates a distributed system of Command and Control (C2) 
sensors and weapons and a network called a grid, to provide the capability to collect, 
process, and disseminate an uninterrupted flow of C2, sensor collections, and weapons 
status; and control information flows between the networked nodes [2].  In addition, a 
well-designed NCW (integrating NCO and NCI as described above), can help to improve 
the individual capability contributions of sensors and weapons that are integrated into the 
network, pursuing maximum efficiency in mission execution when possible [2]. 
In a real NCW scenario, modern technologies, communication tools and services, 
along with all supporting information-processing capabilities, have the potential for 
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making the important differences needed for battlespace managers and decision makers, 
and allowing for faster command and control execution for the commanders in the field. 
B. NODE CAPABILITY CONTRIBUTIONS 
In a distributed command and control system, the operations tempo characterizes 
the frequencies and time in which performances are executed, and are strongly affected 
by the timely availability of decision-supporting information flows between the various 
system nodes in a timely fashion within the distributed network.  The aggregate of all 
nodes in use are at play in pulling information towards the decision makers and pushing 
the resulting orders or requests [3].  Each node’s capability, in terms of the network 
performance, must be well understood in terms of the performance limitations it imposes 
to the distributed network as a whole.  An important network node, for example, may be 
a hand-held mobile Internet Protocol (IP) device with clear limits in connectivity, 
throughput, and user interactions.  Alternatively, a single network node might also be an 
entire command and control center complete with a significant number of links, people, 
workstations, and software.  There is an important reason for characterizing each node’s 
capability value.  For example, an information grid is sometimes assumed to have an 
infinite number of nodes each with a similar capability [4].  This analysis often leads to 
misleading results especially when a small number of dissimilar nodes are actually used 
[4].  To best define the network’s ability to support the systems’ required operational 
tempo, each node must be accurately characterized [3].  The performance of the network 
can then be determined using an aggregate sum of the node capability values.  
Consider, for example, the denial of service at a specific node due to electronic 
attack.  The question to be answered is what impact on the network’s maximum 
operational tempo results from the denied or degraded use of one or more jammed nodes 
in a distributed command and control infrastructure?  The answer lies in the ability to 
reliably characterize each node with an adaptable and repeatable descriptor that accounts 
for all levels of capability within a distributed network.  This also includes the distributed 
network in a disturbed environment, for example in the presence of jammers.  
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This thesis develops a novel metric useful in characterizing the performance 
capabilities of the critical nodes within a distributed network topology.  Node 
characterization methods are described which support architectural changes that can 
enhance the network performance and increase operational tempo. These changes would 
then enable increased robustness against threats by enhancing the survivability and 
maintainability of the network.  An algorithm incorporating the node capability metric is 
developed in this research.  The metrics required to support capability calculations are 
introduced, a simulation is developed, and the results are then evaluated to numerically 
quantify the network’s ability to sustain the required performance.  Moreover, because 
individual nodes’ capabilities affect the overall network performance, which in turn 
affects the speed and quality of all decisions that are made within the network, this 
research also employs a ‘simulation and results’ evaluation in a C2 cycle as well. 
C. THESIS OUTLINE 
This thesis develops concepts, discussions, and evaluations that build upon the 
framework described earlier for NCO and NCI.  Chapter II incorporates the network 
metrics described in [2] and [4], into the NCI and NCO, and show the node capability 
value as a key metric in evaluating the network performance.  In Chapter III, the node 
capability is defined and the NCI system communication model and node capability 
parameters and calculations are described.  In addition, Chapter III develops an adaptive 
expression for calculating the node capability value.  In Chapter IV, a NCI simulation 
using LPIsimNet [2] with a near-realistic scenario is accomplished to test and evaluate 
the proposed node capability expression and its dependence on the parameters used.  In 
Chapter V, the study extends its coverage to include the NCO concepts.  Chapter V first 
points out the tradeoffs that battlespace managers and decision makers must account for 
as a function of each node capability value, the overall network, and the environment in 
which the network is employed.  In addition, more realistic values for the network tempos 
are used in the LPIsimNet simulations.  The values are derived using the Sheridan levels 
of autonomous decisions.  Figure 1 shows the outline of the thesis with chapter 







Figure 1.   Thesis outline 
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II. NETWORK METRICS 
A. INTRODUCTION 
The focus for the material presented in this chapter is the establishment of suitable 
metrics for assessing the value of information and networking on the battlefield.  
Following the earlier developments in [4], this chapter adopts the initial NCW concept 
that helps to capture several important distributed network elements.  Those elements 
include: the degree of networking, dependence on the distributed topology and on the 
modes of operation.  The attributes are extended to evaluated the level of shared 
awareness and the quality of the decisions that are made from the information provided 
by the network. 
The measures of effectiveness involved in evaluating the network performance 
include:  connectivity measure and associated network reach, network richness, 
characteristic tempo, and maximum operation tempo [2].  These metrics represent a 
toolset to link the network and the battlespace in which these metrics are employed.  Each 
of the described metrics will be defined in this chapter. 
In the discussion that follows, the metrics that are described were originally 
developed in [2] and are being re-introduced and used here as the first step in establishing 
a novel approach for node capability calculations. 
B. GENERALIZED CONNECTIVITY MEASURE 
The Generalized Connectivity Measure ( MC ) of a network is a time-dependent 
metric and is defined as the sum of the node capability values and their connections 
scaled by the lengths of the routes and their directionality as [2, 4] 
( ) ( ) ( ) ( ) ( ) ( )( )1 1 1 1 1 1,
T TN N N NN N
M
F t
C t K t L d t K t L t
d
μ μν μ μν μνγμν μν
μ γ μ ξ
μ ν γ μ ν γ γ= = = = = =
= =∑ ∑∑ ∑ ∑ ∑                  (1) 
where μ is the node index, TN  is the number of nodes in the network, Nμ  is the total 
number of nodes connected to node μ , Nμν  is the total number of possible routes from 
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node μ  to node ν , d is the number of links of the route γ  and ( )K tμ  is the capability 
value of the node μ , defined to be the ability of the node to process and transfer 
information quickly.  Lμνγ  is the information flow parameter of the route γ  from nodes μ  
to node ν .  The values of ( )K tμ  and Lμνγ  are in the range ( )0 , 1K t Lμνμ γ≤ ≤  and 
depends on the particular network-enabled mission.  The functional dependence of Lμνγ  
on the length (number of links) of the route γ  at time t  can be simplified by separating it 
into a time independent value-component Lμν  and a time dependent flow 
coefficient ( )F tμνγ , which is scaled by the route length d  raised to the powerξ .  The 
value of ( )F tμνγ  is a minimum of zero and reaches a maximum of one when route γ  is 
capable of supporting all information exchanges. 
Illustrating these ideas, [4] assumes Kμ  is time independent and that any two 
nodes are either connected or not ( ( )F tμνγ  = 0 or 1).  The route length scaling exponent ξ  
= 1 and the time independent information flow parameter Lμν = 1 for every route are 












μ ν γ γ= = =
=∑ ∑∑  .                                              (2) 
C. EXTENDED GENERALIZED CONNECTIVITY MEASURE 
We can generalize (2) by considering the case where 0 1Fμνγ< <  (partial 
efficiency of route).  For instance, if a traversed node on one route has a low capability 
value ( 1Kμ << ), this route will not be able to maintain full capability in information flow 
due to the limitation in information exchange [2, 7].  Consider the route node1 Æ node3 
Æ node2 when 1 1K = , 2 0.75K =  and 3 0.25K = depicted in Figure 2. 
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Figure 2.   3-node information exchange 
The connectivity measure is evaluated as 1 1 2 0.5K dγ = = .  However, the 
capability of the traversed node 3 0.25K =  indicates that the information flow from node 
1 cannot be fully exchanged via node 3.  Taking the limitation of the traversed nodes into 








μ μν μνγ γ
μ ν γ γ= = =
=∑∑∑
                                                    
(3) 
where Kγ  represents the Kμ  with the lowest capability value (bottleneck) in routeγ .  
Note the fact that Kγ  in the route only considers the starting node and 
exchangers; the receiver is not included.  This consideration is due to the fact that many 
nodes in military networks only accept the information without an equivalent information 
processing capability in transmitting.  For the same route, node1 Æ node3 Æ node2, only 
the transmitter (node 1) and exchanger (node 3) are available for assignment to Kγ , 
reflecting the bottleneck of the information flow.  Therefore, the proposed MC is 
recalculated as 3 0.25 2 0.125K dγ = =  [2]. 
D. REFERENCE CONNECTIVITY MEASURE 
In order to compare the connectivity analysis to different network configurations, 
the value of MC must be normalized.  To normalize MC , the Reference Connectivity 
Measure ( RMC ) is defined to represent a fully connected bidirectional network, which 
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means all links between all nodes are assumed connected bi-directionally and each node 
has full capability, Kμ  = 1 [4].  Therefore, RMC  is calculated following [2, 4] 
( ) ( ) ( )( ) ( )( )2 2 3 2 3 1( ) 1  1
2 2 1
T T T T TR
M T T
T
N N N N N
C t N N
N
⎡ ⎤− − − − − ⋅⋅⋅= − + + ⋅⋅⋅⎢ ⎥−⎣ ⎦
 .       (4) 
E. NETWORK REACH 
The RMC is useful in allowing a means to normalize the connectivity measure, 





=  .                                                          (5) 
this normalization allows an investigation of varying degrees of network connectivity, 
nonidentical nodes, and links, and the effect of broken connections [1].  For example, due 
to a jammer and/or destruction of the node by a weapon system. 
F. NETWORK RICHNESS 
Building a measure of the network richness we start with the Information Rate 
( μλ ) of nodeμ , which is defined to represent the rate at which information is processed 
by the node (in Hz).  A Minimum Information Rate ( minμλ ) is also defined and is the 
minimum μλ  for generating knowledge [2, 4].  From the Shannon’s information theory, 








       0               , if 
ln           ,  if 












λλ λ λ λλ
λ λ λλ
⎧⎪ <⎪⎪ ⎛ ⎞⎪= < < ⋅⎜ ⎟⎨ ⎜ ⎟⎪ ⎝ ⎠⎪ ⎛ ⎞⋅⎪ = ≥ ⋅⎜ ⎟⎪ ⎜ ⎟⎝ ⎠⎩  .                          
(6) 
Using the knowledge function, the Network Richness ( QR ) is defined to represent the 
average knowledge that is generated and shared on the network as [2, 4] 
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= ∑  .                                                      (7) 
this equation brings up the fact that if a new node cannot provide the same knowledge 
capability ( )Qμ μλ λ  that equals the original knowledge level QR , then the overall QR  is 
degraded even if the summation of ( )Qμ μλ λ  increases [2]. 
G. CHARACTERISTIC TEMPO 
In the real world, every network has a maximum information exchange rate.  This 
rate is determined by the number of nodes, the connection condition, information 
equipment, and the network topology.  Evaluating this property of the network, Ling, 
Moon, and Kruzins proposed two assumptions [4].  First, there is a Characteristic Tempo 
( Tλ ) for information exchange associated with every network.  It is primarily governed 
by the network topology and the information and communication technologies employed.  
Second, for every command and control structure and associated doctrine and degree of 
training and professional mastery, there is a Characteristic Decision-Making Tempo 
( 2Cλ ) which reflects the decision making rate. 
The characteristic tempo for the network is defined as stated in (8).  It equals the 
product of network reach RI  and network richness QR  [2, 4] 
T R QI Rλ =  .                                                          (8) 
Since RI  is the information degree and QR  indicates the average knowledge rate shared, 
(8) reflects the information exchange capability of the network [4]. 
H. MAXIMUM OPERATION TEMPO 
The first observe, orient, decide and action (OODA) loop was first presented by 
John R. Boyd to achieve situational awareness (S/A) by acting fast and observing the 
operations environment, while at the same time creating confusion and chaos in your 
adversary’s mind. 
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Figure 3 shows a single OODA loop and time tempos parameters, where 1tΔ  
represents the time in the “Observe-to-Orient phase, which is limited by the network 
information exchange time ( 1 1/ Tt λΔ ≥ ).  The information exchange time is a function of 
improvements made by network technology and based on node the capability, network 
topology, number of nodes, and any other technical aspect of the network in information 
gathering [2].  In the “Orient-to-Decide” phase, the speed of decision making ( 2Cλ ) 
dominates, with 2tΔ  being the time from the orientation to decision phase ( 2 21 / Ct λΔ ≥ ) 
[2].  3tΔ  stands for the time from the decision to action phase, and must be greater than 
the sum of information exchange time (characteristic time) and deployment time ( dλ ) [2].  
4tΔ  is the time from the action to observation phase and is always greater than the sum of 
information exchange time and fighting time ( fλ ) [2]. 
 
Figure 3.   Time spent in each phase in OODA cycle. After [2] 
As a result, the Maximum Operation Tempo ( OODAΛ ) represents the maximum 
tempo of a network to perform an entire OODA and response to environment events and 













Λ ≤ ⎛ ⎞+ + +⎜ ⎟⎜ ⎟⎝ ⎠
 .                                        (9) 
Notice that in practice the operation tempo is not a fixed value.  The operational 
tempo calculated here represents the maximum value due to factors such as the limitation 
of the network topology, technology, doctrine in use, training, decision-maker 
experience, and node capabilities [4]. 
I. CONCLUSION 
This chapter described several valuable metrics used to characterize the network 
performance within the battlespace.  Such metrics have great value when integrating the 
network physical layers (sensors, links, and hostile jammers), the information domain 
(distributed intelligence, and sensed data flowing on the network), and the cognitive C2 
domain (decision making, command speed, and action tempos).  The value returned from 
these metrics is an understanding of the linkage between internal network performance to 
the military effectiveness of a distributed force.  Those metrics include:  connectivity 
measure, reference connectivity measure, network reach, network richness, characteristic 
tempo, and maximum operation tempo. 
In the next chapter, a general topology for network communication will be 
discussed in order to develop a node capability definition.  Also, Chapter III will present 
a communication model and the proposed node capability equation. 
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III. DEFINITION OF NODE CAPABILITY AND A 
COMMUNICATION NETWORK MODEL 
A. INTRODUCTION 
The study of network system performance1 analysis and optimization has been 
divided into two general categories [5]: 1) the parameters based on the channel condition; 
2) the parameters defined and controlled by the system design.  In defining a method to 
calculate the node capability value associated with a distributed network, this thesis 
follows that same approach.  From an end-to-end perspective, the node capability is a 
function of the channel state.  Alternatively, from a configuration perspective, the node 
design characteristics chosen to contend with those channel conditions prevail.  In each 
category, there are metrics involved that will be shown in detail within this chapter. 
The goal for this chapter is to define node capability and configure the 
communication model to be used for node capability calculations.  In accomplishing this 
goal, the development begins with a general definition used in pursuing the discovery of 
a reliable method to calculate the node capability as a function of either of the two 
categories listed above.  Then, the system’s communication model will be detailed 
together with the specific performance parameters involved.  Finally, a proposed formula 
to calculate the node capability value based on performance within the communication 
model will be presented. 
B. NODE CAPABILITY DEFINITION 
In networks, a node is a point in an overall topology where the lines of 
communication start (source), intersect (redistribution point), or end (endpoint) [6].  In 
fact, the definition of a node depends on the network scenario that the node itself is 
inserted into (i.e., we define nodes in terms of how they are used).  In general, some 
nodes generate information, some just exchange or relay information, and others only 
                                                 
1 This thesis assumes the same meaning for performance and capability.  They will be used 
interchangeably.  
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accept information [7].  In this study, however, the node is considered to be any device 
that can transmit or exchange (data routing) information. 
Figure 4 shows a simple and generic wireless 3-node topology where each node 
can either transmit original source information or each of these three nodes can be used to 
route information that originated elsewhere. 
 
Figure 4.   3-node network topology 
Each node in Figure 4 has its own design characteristics along with its own 
capability in dealing with the transmission channel, or medium, between itself and the 
desired next node, in order that the network as a whole transmits information between 
source and destination.  Each node can work as either a primary transmitter source, or it 
can just route information within the overall network.  For instance, if in Figure 4, Node 
1 wants to transmit information to Node 3, it cannot be done directly because the channel 
is unidirectional (i.e., only supporting information flow from node 3 to node 1).  In this 
case, Node 1, which is the primary transmitter source, uses Node 2 as a relay for 
information destined to arrive at Node 3.  In this scenario, Node 2 serves only to transfer 
information from Node 1 to Node 3. 
From the short discussion above, we might infer that node capability is primarily 
defined as the ability of the node to process and transfer information quickly [2].  
However, when considering wireless networks, the scarcity in available bandwidth and 
power should also be considered [8].  Therefore, an extended definition of node 
capability is proposed as follows: 
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Node Capability is a measure of the amount of data one node can process and 
transmit, and how efficient this node is in terms of power and bandwidth, in order to 
make the information both detectable and understandable to the next node and the 
network as a whole. 
At this point, it is important to build a diagram model that can provide a visual 
meaning related to the adopted approach.  To do so, the next topic will reveal a basic 
communication model that will be used to develop the node capability calculation 
process, the main objective for this thesis. 
C. COMMUNICATION MODEL 
1. Model Diagram 
Figure 5 shows a basic block diagram representing an end-to-end wireless 
connection system between transmitter and receiver.  In the process of defining node 
capability, and because of their importance, the focus is based on the wireless network 
links.  Such links represents the “bottleneck” in any wired-wireless network [8].  Wired 
networks are not considered in this model. 
 
Figure 5.   End-to-end wireless connection 
As shown in Figure 5, a finite-length queue (buffer) operating in first-in-first-out 
(FIFO) mode appears only at the transmitter side because the objective is to measure the 
node capability when this node operates as transmitter (Tx).  Nevertheless, the layer 
structure in Figure 6 shows that the queue occurs at the data link layer in both Tx and Rx 
terminals, and a packet is used as the protocol data unit that is passed between the two 
link layers [5, 8].  In this model, the buffer at the receiver side will be applied only if the 
receiver (Rx) has to route the data to another node; if the data is to be relayed on to 
another node it is considered a transmitter. 
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Figure 6.   Layer structure with processing unit per layer 
Although Figures 4, 5, and 6 depict a good visualization of the communication 
and layering models adopted, the next topic provides a detailed description of the 
information process occurring at the transmitter (Tx) and receiver (Rx). 
2. Model Description, Metrics, and Assumptions 
In Figure 5, the end-to-end system model considers a source (Tx) and a 
destination (Rx) in a wireless link with a single transmitting and receiving antenna.  From 
the node capability definition above, the focus of this model is to define the amount of 
data a node can process and transmit together with its required transmission bandwidth 
and power efficiency.  The data quantity evaluation will be based on the channel quality, 
between Tx and Rx. A description of the queue process, the bandwidth and power 
efficiency determined by considering various encoding and modulation techniques. 
a. Channel Quality 
The channel quality, or the channel state, can be measured using a single 
parameter called the received signal-to-noise ratio (SNR) [5, 8].  SNR is a power ratio 
formed by considering the signal power (in Watts) relative to the background noise 
power (also in Watts).  Estimation of the receiver noise with the SNR at a receiver is a 
pre-requisite when the possible ranges of required communications and quality of the link 
between transmitter and receiver have to be evaluated [9].  Moreover, the SNR 
establishes the link characteristic and affects the packet error rate (PER) at the data link 
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layer [5].  Thus, determining the channel state between two nodes in a network, based on 
the SNR, is the first condition for the proposed model.  Doing so, the SNR in dB for the 
wireless link is 
( ) ( ) ( ) ( )r n iSNR t P dBW P dBW L dB= − −                                     (10) 
where t  is the time index, rP  is the received power at the receiver antenna input 
terminals, nP  is the noise power at the receiver and, as in [8], iL  is the receiver 
implementation loss due to hardware connection cables (expressed in dB). 
Assuming a free space line-of-sight path between transmitter and receiver, 
the method used here calculates rP  based on the well-known Friis equation [10].  This 
equation is valuable in defining the interactions between transmitted and received power, 
antenna gain, distance between transmitter and receiver, and inherent loss of the 
intervening medium.  Thus, the received power is a function of the transmitted power tP  
(in dBW), the transmitted antenna gain tG  in the direction of the receiving antenna (in 
dB), the power gain of the receiving antenna rG  in the direction of the transmitter (in dB) 
and, also a function of the path loss pL  (in dB).  As in [10] the received power in dBW is 
calculated by 
( )r t pt rt G GP P L= + + − .                                              (11) 
Because a free space, line-of-sight, path is assumed in determining rP , the 
path loss (in dB) is evaluated [10] by  
( ) ( ) ( )32.44 20log 20logp MHz kmL t f d= + +                               (12) 
where MHzf is the transmitted frequency (in MHz) and kmd  is the distance (in km) between 
the Tx and the Rx.  The intervening distance between Tx and Rx can vary from time to 
time making pL  time dependent when nodes are in motion.  For the same reason, both 
SNR and rP can also vary with time. 
The receiver’s noise power level could be calculated using the gain or 
losses of each receiver stage as well as using the receive antenna equivalent noise 
temperature, as in the case of cascaded systems [9].  Alternatively, a good approach to 
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characterizing receiver noise is to use a representation of thermal noise and a 
characterization of the receiver noise factor, nF , which is useful in calculating the noise 
power without knowing explicit details of each receiver’s stage [9].  Noise factor, nF , is a 
measure of the degradation observed in SNR at the receiver output terminals relative to 
the SNR at the input.  Using thermal noise and noise factor, the noise power at the 
receiver is calculated (in dBW) by 
1010 log ( )nP kTFB=                                                       (13) 
where k  is Boltzmann’s constant 1.38×10
-21 J/K, T  is the ambient room temperature (in 
Kelvin; e.g., 290 degrees-K), B is the bandwidth of the receiver (in Hz), and F is the 
noise factor (unitless). The communication model here assumes fixed tP , tG , rG , f and nP , 
but allows for the distance, d , to vary from time to time for moving nodes.  Therefore, 
the SNR is time dependent as shown earlier. 
Over any wireless link, SNR is a figure of merit in qualifying the link 
robustness.  A minimum SNR will be required in the wireless system to overcome 
multipath fading (typically requiring SNR of 13 dB, or more).  An SNR above that 
minimum threshold serves to further assure reliable link operations.  Regarding the queue 
at the data-link layer (DLL), arriving packets can be dropped if the queue is full 
(overflow or blocking), or the packets can be lost if they are received with errors [5]. 
Once the SNR between the transmitter node and the receiver node is 
known, it is possible to determine the packet loss rate ( rξ ), assuming a fixed, desired, or 
target packet error rate ( 0P ), as in [5].  Target packet error rates are often determined 
using empirical data. 
For the purpose of establishing a probability of dropping a packet ( dP ) 
and for determining the packet loss rate ( rξ ), the results from [5] are adopted, where a 
graph in that reference depicts the packet loss rate as a function of the target packet error 
rate ( 0P ) for SNRs varying from 17 dB to 22 dB.  In the referenced development, 
specific transmission modes were used.  This thesis, however, assumes the same packet 
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loss rate behavior holds true for other modulations techniques.  Furthermore, the SNR 
values were extrapolated to cover the range from 13 dB to 25 dB in one dB step, 
providing a wider range that would likely represent most operational communication 
systems.  Based on the original work from [5], Figure 7 shows the derived relationship 
between dP  and rξ  described in this paragraph and used within this thesis. 
 
 
Figure 7.   Packet loss rate and packet error rate for different SNR 
An equation derived from [5] allows calculation of the packet dropping 
probability ( dP ) as follows 








ξ⎡ ⎤−⎣ ⎦= −  .                                                  (14)  
The metrics dP  and rξ  vary each time the SNR changes, which makes 
both of them time dependent.  Moreover, they are valuable parameters in order to develop 
a description of the average packet throughput (η ) after the queue process, which will be 
modeled next. 
b. Queue Process Model and Performance Metrics 
The queue process at the transmitter feeds the multiple levels (M-ary) 
modulator and occurs at the data link layer (DLL) using the packet as the fundamental 
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protocol data unit (PDU).  As in [5], a fixed packet length ( bN ) with a fixed number of 
bits composing each packet and are mapped together in blocks and then passed to the 
physical layer for transmission.  The physical layer has the frame as the basic protocol 
data unit (see Figure 8) that can consist of multiple packets to be transmitted throughout 
the medium plus header information.  A fixed frame length ( fL ) represents the time unit 
in seconds for the queue process.  Figure 8 shows a pictorial view of the aspects 
described in this paragraph. 
 
 
Figure 8.   Packet and frame structure 
In modeling the queue process, it is first necessary to model the queuing 
arrival process.  To do so, the procedures developed here follow the same approach as in 
[5] where the arrival process is assumed to be Poisson distributed.  In this way, the 
Poisson arrival process is a sequence of packets arriving randomly at each interval in time 
t  to the buffer [5].  When considering the wireless network with multipath or considering 
a specific link receiving information from multiple sources, different nodes can send 
packets to one node at different times, and the Poisson process defines the sequence of 
packets arriving at each time unit [11].  In this model, t  is the time index and tA  
represents the number of packets arriving at each time index.  As in [5], tA  is fixed for a 
specific time index and its expected value is: 
{ } /t fE A L packets timeunitλ=                                 (15) 
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where λ is the packet arrival rate (typically a known quantity). 
Considering two different time intervals, ( 1 2,t t ) and ( 3 4,t t ), 
where 1 2 3 4t t t t< < < , the expected arrivals between 1t  and 2t  can be considered 
independent of the arrivals between 3t  and 4t [11].   
For simplicity, fLλ  is assumed to be the Poisson distribution process 
parameter and, for a specific time interval ( )0,t , the probability of n  packets arriving in 
t  units of time is 






if xP A x x
otherwise
λ λ⎧ −⎪ ≥= = ⎨⎪⎩
 .                          (16) 
This assumption reinforces the fact that { }t fE A Lλ=  [5]. 
In this thesis, those assumptions were applied in a Poisson process with 
fixed parameter fTλ  in order to compute the average throughput (η ) as a function 
of fLλ , dP , and 0P .  As a result of the queue process, these parameters permit evaluation 
of the node capability in terms of the average packet throughput (η ), which is the most 
common metric when analyzing any wireless system performance, according to the 
literature.  From [5], the throughput is defined as:  
( ) ( )( )01 1f dt L P Pη λ= − −                                                 (17) 
where the factors ( )1 dP−  and ( )01 P−  represent the probability of not dropping a packet 
from the queue and the probability of correctly receiving a packet, respectively. 
It is important to mention here that η  is time dependent according to its 
direct relationship with dP  and rξ  (both vary with SNR ).  Remember that the average 
packet throughput is randomly Poisson distributed accordingly with its parameter fLλ .  
This study assumes that the value of η  is the average number of packets per frame that 
pass the queue and are ready for transmission.  As discussed above, η  has a strong 
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dependency on SNR through calculations of dP  and rξ .  Therefore, decreases in SNR 
will cause a corresponding drop in the number of packets transmitted and a 
corresponding degradation in throughput (η ).   
The next development is to find the number of packets per second ( pR ) 
and then, with a fixed number of bits per packet ( bN ), determine the expected average 
transmission data rate ( bR ).  The number of packets per second ( pR ) after the queue, is 
expressed as 
( ) ( ) /p
f
t
R t packets s
L
η⎡ ⎤= ⎢ ⎥⎢ ⎥⎢ ⎥
.                                         (18) 
The dependence of η  makes pR  time dependent as well.  Assuming a 
fixed packet length ( bN ) per frame length ( fL ), the time dependent transmission data 
rate ( bR ) in bits per second is evaluated as: 
( ) ( ) ( )b p b b
f
t
R t R t N N bps
L
η= = .                                    (19) 
Nevertheless, in calculating the node capability, the value of bR  is upper 
bounded by the maximum transmission data rate that the node can support based on its 
modulation option, and on which IEEE standard (e.g., 802.X) is being used.  Table 1 
provides an example of these theoretical upper limits [10].  For reference, a description of 





Table 1.   Comparison of IEEE 802 standards. After [10] 
Standard Frequency Data Rate Modulation Methods 
802.11 2.4 GHz 2 Mbps Q-PSK 
6 and 9 Mbps B-PSK 
12 and 18 Mbps Q-PSK 
24 and 36 Mbps 16-QAM 
802.11a 5 GHz 
48 and 54 Mbps 64-QAM 
6 and 9 Mbps B-PSK 
12 and 18 Mbps Q-PSK 
24 and 36 Mbps 16-QAM 
802.11g 2.4 GHz 
48 and 54 Mbps 64-QAM 
802.16 2 GHz to 11 GHz 100 Mbps (peak) B-PSK, Q-PSK, 16/64/256-QAM 
 
To evaluate node capability, it is reasonable to assume that all bits 
transmitted ( bR ) establish the data throughput ( bR μ ) delivered to the receiver; i.e., the 
receiver gets all bits transmitted, as in [12].  The subscript μ stands for the node index 
number in a distributed network composed with TN  nodes (μ =1, 2,..., TN ).  Typical 
values of bR μ  for wireless communication networks vary from the order of Kbps (kilobits 
per second) to Mbps (megabits per second).  Due to its dependence on pR , the value of 
bR μ  also varies with time, as follows  
( ) ( )b p bR t R t N bpsμ = .                                               (20) 
This thesis assumes that no forward error correction (FEC) is being 
implemented, and that no feedback acknowledge is used.  Figure 9 shows each metric 




Figure 9.   Queue process metrics 
Thus far, the model has established the channel state and the queue 
process for transmission based on channel quality.  We have also assumed that no 
transmit bits are lost or dropped before receipt by Rx.  These channel characterizations, 
therefore, also apply directly to receiver performance.  The approach now moves to the 
consideration of multi-level M-ary modulator metrics as they can be applied to 
transmission performance. 
c. M-ary Modulator Model and Performance Metrics 
Network communications technology permits the use of many modulation 
schemes, each with its own performance advantages and disadvantages.  Either analog or 
digital information can be applied to an encoder in order to better handle the form of the 
information to be transmitted or to optimally use the transmission medium and reduce 
any impairment.  As [13] points out, there are four types of signal encoding methods: 
• Digital data to digital signaling 
• Digital data to analog signaling 
• Analog data to digital signaling 
• Analog data to analog signaling 
For the purpose of this thesis, the approach is to focus on the case of 
transmitting digital data using analog signaling.  There are four main reasons for 
choosing the analog signaling option.  First, this type of encoding information covers 
common general and basic modulation techniques: amplitude shift keying (ASK), 
frequency shift keying (FSK), and phase shift keying (PSK).  Second, performance 
analysis formulas regarding the different modulation schemes are well developed and 
known, and are commonly used by the IEEE 802.X standards.  Third, analog signaling 
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uses a constant frequency carrier signal, and that frequency is chosen to match the 
channel requirements (one of the basic principles in evaluating capability in 
communications) [13].  Fourth, bandwidth and power are the first parameters to look into 
when evaluating capability options of different modulation schemes (channel quality and 
queue process, bandwidth and power efficiency are part of the method in measuring node 
capability). 
Figure 10 shows the input digital data from the queue process, at the 
modulator input.  The modulator itself encompasses specific metrics that, based on the 
modulation scheme chosen, can characterize the performance.  The model assumes a 




Figure 10.   Input and output modulator diagram 
In this model, the objective is not evaluation of the capability or 
performance of different modulations schemes.  Instead, the model assumes a node using 
one or more of the optional modulation schemes to transmit more efficiently.  In other 
words, the node might choose the preferred modulation scheme based on performance 
optimizations; however, once chosen, each node uses the same scheme for all links and 
all time steps. 
As mentioned before, the model involves one node operating with one of 
the three basic modulation schemes (ASK, FSK, and PSK) in order to transmit 
information or data.  Besides these three techniques, quadrature amplitude modulation 
(M-QAM) is also considered within the model along with encoding schemes for each of 
these four modulation types that include the use of  both binary and multiple levels (M-
ary) encoding.  
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More specifically, this thesis assumes that one can transmit modulating 








Each mode choice makes the node more, or less, efficient in either power 
or bandwidth.  Such efficiency is quantified by considering how bandwidth efficient and 
power efficient each node is when using one of the modulation schemes above and 
applied to a distributed network topology model [9]. 
Bandwidth efficiency ( eB μ ) (also called spectral efficiency) is the way in 
which a specific modulation scheme addresses data within a limited transmission 
bandwidth [9].  Here again, μ stands for the node index number in a distributed network.  
In practice, eB μ  is the ratio of the transmission data rate ( bR μ ) to the bandwidth ( TB ) 
required to transmit.  For reference, note that eB μ is also designated in several good data 
and computer communications textbooks using the lower-case variable r [14].  eB  is 
mathematically evaluated for any modulation as: 
( ) ( ) /be
T
R t
B t bps Hz
B
μ
μ =                                              (21) 
where bR μ  is the transmission-affected data rate (throughput) from the transmitter node to 
the receiver node. 
Here, the transmission bandwidth TB  is the minimum bandwidth 
necessary to accommodate the required data rate for transmission. Transmission 
bandwidth calculations rely on the formulas provided in [13].  Each TB  required for the 
modulations schemes adopted in this study is depicted in Table 2. 
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B-PSK ( )1 'T bB r R μ= +  






























⎡ ⎤+= ⎢ ⎥⎢ ⎥⎣ ⎦  
B-FSK ( )1 'T bB r R μ= +  
ASK ( )1 'T bB r R μ= +  
 
The variable 'r  in Table 2 equations represents a pulse-shaping filter 
variable that is used to better describe the signaling waveshape impact on transmission 
bandwidth, and its range is 0 ' 1r≤ ≤  [9, 13].  Where a zero (0) value for 'r  reflects a 
rectangular-shaped filter and a 1 reflects a sinc-shaped filter.  Of course the filter shape 
when 'r  = 0 results in the perfect Nyquist filter, which is difficult to implement in 
practice, but valuable for theoretical use.  The intermediate value of 'r  (or a raised cosine 
filter) technique is very popular and proves to be a commonly used signaling wave shape.  
In addition, the equations in Table 2 show that TB , for M-PSK, M-QAM, M-FSK and M-
ASK, are a function of the number of signal elements combinations, represented by M .  
The value of the number of signaling combinations is defined by 2LM = , where L  
represents the number of bits controlling the signal elements [13].  Typically, L = 2,…,8.   
Table 3 is an example showing some typical values of eB μ  for different 
sets of 'r and M , when considering multi-level ASK, PSK and FSK. 
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Table 3.   eB μ  for typical digital-to-analog modulation schemes. After [13]. 
 ' 0r =  ' 0.5r =  ' 1r =  
ASK 1 0.667 0.5 
4-PSK 2 1.333 1 
8-PSK 3 2 1.5 
16-PSK 4 2.667 2 
64-PSK 6 4 3 
4-FSK 0.5 0.333 0.25 
8-FSK 0.375 0.25 0.1875 
16-FSK 0.25 0.1667 0.125 
64-FSK 0.09375 0.0625 0.046875 
 
Table 3 also shows that eB μ  increases for M-PSK (which is bandwidth 
efficient) and decreases for M-FSK (which is not bandwidth efficient) as the value of 
M increases, whereas for ASK, eB μ varies only as a function of 'r  because, in this case, 
eB μ  is not a function of M .  B-PSK and B-FSK share the same behavior as ASK; 
however, it can also be seen that eB μ  decreases as 'r  increases for all schemes.  The 
smallest possible bandwidth occurs when ' 0r = (perfect Nyquist filter) while the largest 
bandwidth occurs when ' 1r =  (sinc spectrum resulting from a rectangular pulse).  Also, 
the formulas in Table 2 show that M-PSK and M-QAM have identical transmission 
bandwidth, which leads to both getting the same bandwidth efficiency, eB μ .  In this 
model, eB μ accounts for being able to transmit more data in addition to using less 
bandwidth.  These points are important conclusions when evaluating the node capability 
as a function of its bandwidth efficiency, as commented before and as will be seen in 
Chapter IV. 
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Besides bandwidth efficiency, power efficiency is always an important 
factor when evaluating network node capability.  This is noteworthy because power 
efficiency stands for the capacity of a chosen modulation scheme to maintain the 
accuracy of any digital message [15].  Such accuracy is based on how a digital 
communication system can increase its signal power, if needed, to maintain noise 
resistance.  Nevertheless, the option of a specific type of modulation affects the amount 
of signal power that should be increased in order to match a desired probability of bit 
error ( bP ) at the receiver. 
The power efficiency for any communication system is measured using a 
metric that is more applicable for a digital communications than is SNR (which is a 
performance figure of merit for analog communication systems).  This digital 
transmission system metric is defined to be the ratio of signal energy per bit to noise 
power density per hertz ( /b oE N ) [13], and is a measure of the required energy per bit to 
achieve a specified bP  at the receiver input [9].  For the purpose of calculations, this 
thesis represents this metric using the variable,
 
[ ]/b o reqE N . 
[ ]/b o reqE N
 
equations were derived from [15] for three different coherent 
modulation techniques (M-PSK, M-QAM and M-FSK), while the expressions for B-PSK 
and Q-PSK were derived from [9] and for B-FSK from [16].  Moreover, this thesis 
assumes binary ASK signaling which leads ASK to follow the same bP  as FSK, as [13, 
Fig. 5.4] depicts.  The [ ]/b o reqE N  equation for ASK was derived from [16]. 
The coherent receiver case is used because [ ]/b o reqE N  is measured at the 
input of the demodulator and coherent demodulation has better performance than the 
noncoherent demodulation [15].  [ ]/b o reqE N
 
is a function of the desired probability of bit 
error, and the number of different combinations of signal elements.  Depicted in Table 4, 
are the equations used to calculate [ ]/b o reqE N  for each individual modulation scheme in 
our models. 
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Table 4.   [ ]/b o reqE N  for typical digital-to-analog modulations schemes 
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From Table 4 equations, it can be seen that small values of bP  increase 
[ ]/b o reqE N .  Stated in another way, high values of [ ]/b o reqE N  are required to ensure low 
error performance.  In addition, it is also possible to infer from the Table 4 entries that the 
higher the number of signal elements ( M ), the higher the [ ]/b o reqE N  for a specific bP .  
For the purpose of this thesis, smaller values of [ ]/b o reqE N  mean increased power 
efficiency, or a more capable network node because less 
[ ]/b o reqE N  is needed for a 
specified probability of bit error.  Therefore, the node capability varies with the inverse of 
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[ ]/b o reqE N , meaning that higher node capability results from smaller [ ]/b o reqE N .  It is 
important to point out that the bP  here should not be confused with the 0P : while bP  
stands for the required probability of bit error at the receiver node in order to recover the 
sent message, 0P  is the target packet error rate at the data link layer and only affects the 
queue process at the transmitter. 
As the last point in describing this model, it is appropriate to point out that 
[ ]/b o reqE N  is not the same as the received [ ]/b o rE N  at the input of the received antenna 
[16].  While the required represents the value necessary to yield a specific probability of 
bit error, the [ ]/b o rE N  represents the value that incorporates a safety margin in order to 
guarantee that the required performance will be achieved at the output of the 
demodulator, assuming coherent demodulation is used.  In other words, when a 
transmitter is communicating with a receiver, it has to ensure that [ ]/b o rE N  is greater 
than [ ]/b o reqE N [16].  With[ ] [ ]/ /b o b or reqE N E N≥ , improvements in bP  required for a 
specific system are possible. 
Here, the received bit energy per noise power spectral density [ ]/b o rE N  is 
defined as in [13] by 
( ) ( ) ( / )b e
o r
E dB SNR dB B dBbps Hz
N μ
⎡ ⎤ = −⎢ ⎥⎣ ⎦
                      (22) 
where SNR is the signal-to-noise ratio and eB μ  is the bandwidth efficiency, as defined 
previously in this chapter. 
The last paragraph’s discussion and resulting equation, that considers the 
two different[ ]/b oE N , will be described as link margin ( Jμ ) for nodeμ , and used 
throughout this thesis as a parameter to measure the power efficiency required to 
guarantee a desired bP .  Because Jμ  depends on SNR, which vary with time for nodes in 
motion, it is also assumed to be time dependant.  As in [16], the link margin in dB is 
calculated by: 
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( ) ( ) ( )b b
o or req
E EJ t dB dB
N Nμ
⎡ ⎤ ⎡ ⎤= −⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
.                                 (23) 
Note that in the cited reference, the link margin is designated by M .  The 
option for a different variable is adopted to avoid confusion with using M as the number 
of signal elements, as it was defined earlier in this chapter. 
With all the computational metrics introduced above, the next step is to 
mathematically propose a formula for node capability calculation. 
D. PROPOSED NODE CAPABILITY FORMULA 
At this point, the objective is to define the node capability formula based on the 
background discussions described earlier in topics a, b, and c of this chapter. 
Mathematically, the node capability Kμ  for each network node is a function of 
the channel state and the queue process, where bR μ  was defined previously as the output.  
Node capability is also a function of the node performance in terms of being both 
bandwidth efficiency (through eB μ ) and power efficient (through Jμ ), from the node 
capability definition. 
Therefore, the proposed formula for calculating the node capability Kμ  for one 
node of a distributed network link is evaluated as the product of data throughput ( bR μ ), 
bandwidth efficiency ( eB μ ), and link margin ( Jμ ) 





K t R t Be J tμ μ μ μ⎡ ⎤ ⎡ ⎤= ⎣ ⎦ ⎣ ⎦14243 14243                                        (24) 
where the index μ  stands for the node number,  t is the time index, and each variable is 
assumed to be independent of each other. 
Each node, however, can be connected to one or more other nodes in each time 
step as demonstrated in Figure 4.  Accounting for the number of nodes connected to each 
one, the node capability value takes on the average value of all links γ  from node μ  to 
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node ν .  Here, node μ  is the node being evaluated and ν  is each receiver node from 
nodeμ .  To include only the nodes ν  that are directly connected to a transmitting 
nodeμ , the average over the Nμ  attached links is performed and the proposed node 
capability formula is expressed by 





K t R t B J t
N
μ
μ μ μ μ
μ =
⎡ ⎤ ⎡ ⎤= ⎣ ⎦ ⎣ ⎦∑&                                (25) 
where the notation Kμ  stands for the average value. 
Because the throughput values of bR μ vary from the order of Kbps to Mbps or 
higher, Kμ  assumes large values, making it difficult to compare capabilities from node to 
node.  To overcome that limitation, the approach used here was to normalize all values of 
Kμ  by the highest possible value considering all networked nodes for all time steps.  
When implemented, this scaling normalizes the capability metric, allowing it to vary 
from ( )0 1K tμ≤ ≤ .  Then, (25) changes to the normalized value of Kμ  defined as  
( )
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                                   (26) 
where the superscript N stands for the normalized value.  For simplicity, from this point 
on, this thesis will consider the notation Kμ  as the node capability notation calculated by 
(26). 
In summary, this chapter focused on describing the communication model 
established to determine node capability for vastly different nodes.  The approach 
adopted considers first the channel state, or quality, quantified by the SNR as a function 
of many transmission parameters for node Tx.  Second, a queuing or buffer process was 




packet error rate for transmission. Third, the model considered seven possible modulation 
schemes and their basic metrics for transmission performance.  Finally, a proposed 
calculation formula for node capability was shown in (26). 
The entire next chapter will be dedicated to validating the proposed node 
capability equation, using a near-realistic 4-node network scenario. 
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IV. NETWORK NODE CAPABILITY SIMULATION AND 
RESULTS 
A. INTRODUCTION 
The model established in Chapter III creates a mathematical foundation to 
calculate the capability of a distributed network node in a general topology.  With this 
general topology in mind, the attention now turns to creating a 4-node operational 
network to evaluate the metrics and parameters involved in that mathematical model.  
The objective is to establish a reasonable simulation of a realistic operational network 
using realistic parameters for its communication functions and tasks.  The initial idea is to 
create and implement a system configuration model through simulation.  Once 
established, this model will be modified (in the next chapter) to include more realistic 
operational parameters, such as decision tempo, deployment tempo and fighting tempo.  
A MATLAB code was developed to calculate the key performance metrics discussed in 
Chapter III (data throughput, bandwidth efficiency, and link margin).  The script code 
uses a reformulated Graphical User Interface (GUI) from LPIsimNet, developed by Pace 
and Chen [2, 7] to generate a pictorial visualization of the simulation configuration and 
network performance results.  For each setup, the analysis was viewed in incremental 
time steps, over a ten-time-step window (i.e., step 1 to step 10). 
This chapter first describes the scenario and nodes involved in the network 
simulation.  Secondly, the simulation time steps will be shown and described.  Next, 
network performance results are evaluated regarding the parameters and metrics involved 
through a process of considering node capability calculations and the metrics that account 
for those calculations.  Finally, a conclusion section will be provided that points out the 
more important findings.  
B. SCENARIO 
For all scenarios in this thesis, the SNR will be kept within the range of 13 dB and 
25 dB and only vary in one-dB steps, as stated earlier in Chapter III.  For all scenarios, 
 36
this thesis assumes that no collisions between packets occur when nodes are transmitting 
at the same time and over the same link.  The model nodes are as follows: 
1. Scenario Nodes 
Figure 11 shows the scenario setup for this simulation using LPIsimNet.  Four 
nodes compose the scenario, where two nodes are fixed in time and space (static nodes) 
and two are moving nodes (dynamic nodes).  A blue circle represents the dynamic nodes 
and a blue triangle represents the static nodes.  Along with each node representation, a 
label is provided showing the node number (i.e., N1, N2..., Nt, where Nt is the total 
number of nodes) along with the node name (e.g., C2HQ, UAV, etc).  Between nodes, a 
green line (see Figure 11) represents the wireless connection and, in this setup, the two 
green arrows individually represent each of the two one-way link connections involved, 
by direction (e.g., C2HQ→UAV and UAV→C2HQ).  Moreover, a grid in kilometers 
(km) provides 2-D visualization for azimuth and elevation between nodes. 
 
Figure 11.   LPIsimNet snapshot for the simulation environment 
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The network topology employed for this simulation mimics a network 
configuration design with an anti-ship ballistic missile that is intended to detect and 
destroy an enemy ship.  The overall scenario represents four nodes communicating with 
each other, i.e., transmitting and receiving information using specific parameters and 
working to guarantee the detect and destroy mission accomplishment.  For instance, the 
radar node (N3-OTHR), which represents an over-the-horizon radar, works with all other 
network nodes by communicating information and forwarding data to the adjacent nodes.  
Another example, the N3-OTHR node can function to relay data from N2-UAV to N1-
C2HQ, and vice versa.  This last link capability is the primary focus of this chapter as the 
objective is to simulate and measure node capability when nodes are communicating and 
exchanging information.  Following this, a brief description of each of the four node’s 
functionality within the network simulation will be configured, executed, and then 
evaluated, using Figure 12 as reference. 
 
Figure 12.   Network scenario 
(N3-OTHR) (N1-C2HQ) (N4-ASBM) 
(N2-UAV) 
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a. Node 1 – C2HQ 
The Command and Control Headquarters (network node N1-C2HQ, see 
Figure 12) has network-centric operations (NCO) responsibility and is the principle 
operating center node within the network.  Expected data flows are primarily in the 
information, cognitive, and social domains [1].  N1-C2HQ consists of an infrastructure 
composed of personnel, and command and control systems based on information 
technologies (IT).  In this scenario, N1-C2HQ is the node where decisions are made in 
one of the three ways:  humans without IT (computer) assistance, autonomously by 
computational systems, or both.  Examples of the expected decisions include re-
positioning of the unmanned aerial vehicle (UAV) to a specific area, launching an anti-
ship ballistic missile (ASBM), or passing data to other nodes in the network, such as the 
ship’s position, as provided by the OTHR (N3) to assist in reposition of the UAV, or 
correcting the track data for the ASBM route.  
The decision process itself is not the focus of this simulation.  The 
simulation is primarily concerned with the evaluation of how well each node or the 
system as a whole supports the assigned mission once any decisions have been made.  
Stated differently, and as was introduced in Chapter III, the focus is the evaluation of the 
flow of information between network nodes.    
b. Node 2 – UAV 
The N2-UAV node within the Figure 12 network topology has the 
capability of detecting a ship using either synthetic-aperture radar (SAR) or an early 
warning system based on autonomous decision electronic and signal intelligence 
(ELINT/SIGINT).  In addition, the UAV relays information between the N3-OTHR and 
N1-C2HQ and vice versa, autonomously.  Node 2 (N2-UAV) also has the capability of  
tracking  the anti-ship ballistic missile (ASBM, node 4) and sending the track information 




Because the UAV node is in motion, as described above, and due to the 
SNR constraint, the ten-step simulation that follows only maps the initial burst phase of 
the ASBM in other to assure that the system SNR stays within the specified 13 to 25 dB 
range.  All decisions in the UAV node are made autonomously. 
a. Node 3 – OTHR 
Node 3 (N3-OTHR) is principally tasked to either detect the presence of 
the ship or to interact with the UAV.  Once, information about the ship’s position is 
gathered, the N3-OTHR node passes this data through the network to the N1-C2HQ.  As 
was described in node 2 (N2-UAV), all decisions about receiving and/or transmitting data 
are made autonomously. 
b. Node 4 – ASBM 
The last node (N4-ASBM), the anti-ship ballistic missile is tasked with 
precisely defining and transmitting its position for the benefit of all other network nodes, 
or receiving re-positioning information, or command and control information from any of 
the other nodes.  Again, in this simulation, the N4-ASBM node assumes an autonomous 
decision process.  
2. Scenario Setup 
Table 5 shows the parameters for transmission and reception for each of the four 
nodes described above and shown earlier in Figures 11 and 12.  In order to properly 
configure an LPIsimNet run, the network tempos for the simulation were chosen as in [2, 
7] as those values that will not affect the calculation of node capability.  Based on those 
same reference documents, the values of 200 Hz, 400 Hz, and 300 Hz, respectively, were 
also assigned for Decision Tempo, Deployment Tempo, and Fighting Tempo.  A 
dedicated discussion regarding more appropriate values of the network tempos will be 
revisited in Chapter V. 
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Table 5.   Parameters for simulation with 4 nodes 
Node Index 1 2 3 4 
Name N1-C2HQ N2-UAV N3-OTHR N4-ASBM
Type Friendly Friendly Friendly Friendly 
Position (km) (38,3) (9,18) (19,3) (65,3) 
Velocity (km/time index) (0,0) (4.05,0) (0,0) (3,5) 
Transmitted Power (W) - Pt 10 20 5 10 
Transmitted Antenna Gain (dB) - Gt 20 10 20 25 
Transmitted Frequency (GHz) - f 14 12 14 28 
Packet Arrival Rate (packets/s) - λ 3000 3000 3000 3000 
Packet Length (bits) - Nb 4608 4608 4608 4608 
Frame Length (ms) - Lf 5 5 5 5 
Packet Error Rate – P0 10-4 10-4 10-4 10-4 
Modulation Scheme M-PSK M-QAM B-PSK Q-PSK 
Maximum data rate allowed (Mbps) 24 36 6 12 
Signal Element Combinations - M 16 64 2 4 
Raised Cosine Filter Factor – r’ 0.5 0.5 0.5 0.5 
Probability of Bit Error – Rx - Pb 10-3 10-3 10-3 10-3 
Receiver Bandwidth (MHz) – Rx - B 10 10 10 10 
Antenna Gain (dB) – Rx - Gr 20 10 15 20 
Noise Factor – Rx - Fn 3 3 3 3 
Implementation Loss – Rx - Li 10 5 10 10 
 
Using MATLAB and the LPIsimNet tool, a code was developed to calculate the 
node capability ( Kμ ) in order to assign a more realistic capability value for each node 
within the simulated network. 
The LPIsimNet configuration used in this thesis for the four-node topology design 
option is depicted in each of the tabulated parameter values provided in Table 5. Ten time 
steps are completed during simulation from beginning to end.  At the first time step, the 
largest signal-to-noise ratio considered in this simulation is available to all nodes within 
the link.  At the last time step (10 steps later), the smallest SNR exists. The SNR changes 
in the simulation are due to movements in the N2-UAV and the N4-ASBM as viewed by 
 41
all other nodes (see Figure 11).  For example, in the early time steps, the N1-C2HQ will 
have increases in SNR as the N2-UAV flies overhead but as the UAV passes the SNR, it 
will decrease with increasing range from the N1-C2HQ node.  The other moving node in 
the simulation is N4-ASBM, which has a path transverse to the fixed N3-OTHR and N1-
C2HQ nodes (see Figure 11). As can be seen in Table 5, most of the design parameters 
for the four-node simulation were fixed in order to be able to see variations in node 
performance under similar characteristics. 
3. General Configuration Details 
Several simulation parameter values were common to all time steps.  The data 
transmission consisted of 576 octets (or 4,608 bits) including both information and 
header bits [17].  A raised-cosine filter adaptation to the wireless channel was assumed 
for all end terminals.  The average packet arrival rate (λ ) was assumed as 3,000 
packets/second, 2000 packets more than the 1000 packets assumed in [5].  The 
probability of losing a packet ( 0P ) was set to 10
-4 and the probability of bit errors ( bP ) in 
the wireless link was set to 10-3.  These values were chosen to represent reasonable 
assumptions for expected field conditions of the distributed wireless link.   
a. N1-C2HQ Configuration Details 
Within the simulation grid, the N1-C2HQ position was arbitrarily located 
at 38 km azimuth (x-axis on the grid) and 3 km elevation (y-axis).  This node does not 
move (velocity is zero).  The N1-C2HQ node employed M-PSK signal encoding and the 
simulation established 16 different encoded phase levels ( 16M = ).  The 14 GHz 
transmitter at the N1-C2HQ node was set to an output power of 10 W and the transmitter 
was coupled to a 20 dB gain transmit antenna.  The communications receiver at the N1-
C2HQ node operated with 10 MHz bandwidth and a 3 dB noise figure.  Like the 
transmitter, the receiver was connected to a 20 dB gain antenna.  The receiver system has 
10 dB implementation losses. 
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b. N2-UAV Configuration Details 
Within the simulation grid, the N2-UAV initial position was arbitrarily 
located at 9 km azimuth (x-axis on the grid) and 18 km elevation (y-axis) for its initial 
position.  The N2-UAV is assumed to move at a velocity of 4.05 km per unit time (or 
roughly 440 mph) and its displacement involves linear movement in the azimuth 
direction relative to the N1-C2HQ node (see Figure 11).  The N2-UAV node employs M-
QAM signal encoding and the simulation established 64 different encoded phase and 
amplitude levels (M = 64).  The 12 GHz transmitter at the N2-UAV node was set to an 
output power of 20 W and was coupled to a 10 dB gain transmit antenna.  The 
communications receiver at the N2-UAV node operated with 10 MHz bandwidth with a 3 
dB noise figure.  Like the transmitter, the receiver was connected to a 10 dB gain 
antenna.  The receiver system has 5 dB implementation losses.   
c. N3-OTHR Configuration Details 
Within the simulation grid, the N3-OTHR was arbitrarily located at 19 km 
azimuth (x-axis on the grid) and 3 km elevation (y-axis) for its initial position.  The N3-
OTHR is not moving (velocity is zero).  The N3-OTHR node employs B-PSK signal 
encoding (binary).  The transmitter at the N3-OTHR node was set to an output power of 5 
W and was coupled to a 20 dB gain transmit antenna when operating at 14 GHz.  The 
communications receiver at the N3-OTHR node operated with 10 MHz bandwidth and a 
3 dB noise figure.  The receiver was connected to a 15 dB gain antenna.  The receiver 
system has 10 dB implementation losses.   
d. N4-ASBM Configuration Details 
Within the simulation grid, the N4-ASBM was arbitrarily located at 65 km 
azimuth (x-axis on the grid) and 3 km elevation (y-axis) for its initial position.  The N2-
UAV is assumed to move at a velocity of 3 km per unit time in the azimuth direction and 
5 km per unit time in the elevation direction, and its displacement involves movement 
away from the other three nodes.  Although the velocities for N4-ASBM are not very 
realistic, they were set up to allow variation in SNR between the limits (13 dB to 25 dB).  
The N4-ASBM node employs Q-PSK signal encoding (M = 4).  The transmitter at the 
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N4-ASBM node was set to an output power of 10 W and was coupled to a 25 dB gain 
transmit antenna when operating at 28 GHz.  The communications receiver at the N4-
ASBM node operated with 10 MHz bandwidth and a 3 dB noise figure.  The receiver was 
connected to a 20 dB gain antenna.  The receiver system has 10 dB implementation 
losses.  
C. RESULTS AND DISCUSSION 
A pictorial view of the network setup using LPIsimNet ScenerioEditor from [2] is 
shown in Figure 13 for the first time step in the simulation and with the configuration 
detail for node 1 (N1-C2HQ) listed as the viewed network node.  Similar views are 
available for each of the remaining 3 nodes.  At each time step, the configuration detail of 
any one of the 4 nodes is available in the model (Figure 13 only shows node 1 input 
configuration at time step 1). 
 
Figure 13.   LPIsimNet ScenarioEditor with the simulation parameters 
LPIsimNet calculates node performance metrics (described in Chapter II).  A 
compilation of the LPIsimNet results has been placed into an output table (see Table 6) 
that describes the computed performance parameters for each time step.  The output table 
includes computed data for time steps 1, 3, 5, 7, and 10.  Table 6 will be used to analyze 
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the network simulation results.  As can be seen in the scenario column (Table 6), a label 
is depicted beside each node, showing not only the node number and name but also the 
node capability value ( Kμ ) between the two.  Table 6 entries show evaluation metrics 
including: the node capabilities for each of the four nodes (tabulated for better view), the 
reference connectivity measure ( RMC ), the connectivity measure ( MC ), network reach 
( RI ), network richness ( QR ) (along with Tλ ), and the OODA-loop tempo ( OODAΛ ). 
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Table 6.   Results for five different time-steps from LPIsimNet 










QR (MHz) 4.82 
Tλ (MHz) 0.95 
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QR (MHz) 4.99 
Tλ (MHz) 0.91 
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QR (MHz) 4.99 
Tλ (MHz) 0.88 
5 
OODAΛ (Hz) 92.28 
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QR (MHz) 5.25 
Tλ (MHz) 0.95 
7 










QR (MHz) 4.56 
Tλ (MHz) 0.67 
10 
OODAΛ (Hz) 92.27  
 
The grid position plots shown in Table 6 were created to evaluate the trends in 
these calculated performance metrics as the scenario time step increased and these plots 
are presented.  Their trends are described in the material that follows.  Although most of 
the following metrics plots are depicted in decibels (dB), the data formats for the raw 
MATLAB code is expressed in absolute values. 
1. SNR Evaluation 
Signal-to-noise ratio varies accordingly by node connections and the motion of 
the moving nodes (N2-UAV and N4-ASBM).  Figures 14 and 15 plot the SNR behavior 
for all links associated with each of the four nodes, as a function of time.  The increase in 
SNR (positive slope) means that the nodes are getting closer with respect to time and the 
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decrease in SNR means the nodes are getting farther apart.  Stated differently, the SNR 
trends shown in Figures 14 and 15 for each node reveal the range differences as they 
affect SNR.  In all cases, the link range dependency is clearly the controlling element in 
computed SNR as the mobile nodes move throughout the grid over time.  As the nodes 
get closer together the SNR increases and as they move apart the SNR decreases; 
therefore, the range between nodes and SNR is highly dependent on the network topology 
(or configuration). 
The straight line for SNR for all time steps for the link between N1-C2HQ and 
N3-OTHR shown in Figure 14 confirms that the two fixed (non-moving) nodes on the 
link do not change in SNR over time relative to the communications link between these 
two fixed nodes.  Constant SNR for fixed node relationships was expected considering 
the model established in Chapter III (c.f., (10) to (13)).  The results displayed in Table 6 
shows that the ASBM is moving away from the C2HQ node in a linear fashion (also 
viewed in Figures 14 and 15).  The results in Table 6 also show that the UAV in the 
scenario configuration first moves towards the C2HQ node, then has some time at nearly 
a constant range, and finally starts to move away from N1. 
 
Figure 14.   Link based SNR behaviour 
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Figure 15.   Link based SNR behaviour 
2. Throughput Evaluation 
As a consequence of SNR changes, the model accounts for a change in packet 
loss in the queue process (specifically, more error-free packets are delivered) and in turn, 
the increased SNR predicts increased data throughput (as Figures 16 and 17 
demonstrate).  The opposite is also true: when SNR decreases, the node performance 
regarding data throughput ( bR μ ) degrades.  Figures 16 and 17 show the overall behavior 




Figure 16.   Link based bR μ  for node 1 (left) and node 2 (right) 
  
Figure 17.   Link based bR μ  for node 3 (left) and node 4 (right) 
From Figures 14 and 15, and as was described in the previous section, it is clear 
that SNR for this network changed significantly throughout the simulation. 
However, when comparing plots for the data throughput and SNR, specifically for 
node 3 (N3-OTHR), it could be seen that even with variation in SNR (degraded link 
between node 3 and node 2), the data throughput has not changed for any of the time 
steps.  There are no data throughput changes observed because in this model the signal 
encoding option for node 3 involves B-PSK for transmission and the model limited bR μ  
for B-PSK to 6 Mbps (according to Table 1 in Chapter III) for all time steps.  The large 
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SNR available for node 3 throughout all ten time steps is enough to limit the throughput 
to 6 Mbps for all time intervals, and no changes are observed.  On the other hand, when 
considering the link between nodes 1 and 2, there is a linear increase in the SNR for the 
first 8 time steps.  This improvement is about 7 dB over the SNR available for the first 
time step (see Figure 14 and 15).  Once again, changes in throughput as a function of the 
increases in SNR are not seen in Figure 16 and 17.  bR μ  shown in these figures, for both 
node 1 (N1-C2HQ) and node 2 (N2-UAV), was setup in the simulation configuration to 
be upper limited by 24 Mbps (16-PSK) and 36 Mbps (64-QAM), respectively.  N4-
ASBM was limited to 12 Mbps (Q-PSK).  Neither of these two nodes achieved these 
upper limits in throughput.  As can be seen in Figure 16, an about 13 Mbps throughput is 
available to this link. The limited throughput observed (13 Mbps) is due to the selected 
packet arrival rate, the number of bits, and frame size (see Table 5) for each individual 
packet.  These values limited throughput in the model and removed any SNR 
dependency.  If these parameter values were changed or a different type of encoding was 
employed, it is expected that the upper bound throughput rates of 24 Mbps and 36 Mbps 
could be approached by bR μ . 
From the throughput plots provided in Figures 16 ant 17, it can be seen that node 
1 and node 2 at least on the average have the same bR μ values, implying that both nodes 
have almost the same capability.  There is one case where SNR dependency is observed, 
however.  Notice that there is a gradual decrease in throughput over time for the link 
between the UAV and the OTHR radar after time step four (see Figures 15 and 16).  In 
this one case, and because of the packet arrival rate and the number of bits assumed in 
each packet, the simulation shows a SNR decrease effect on node throughput.  Further 
studies are recommended between the packet arrival parameters and influence on 
throughput.  In this study, all nodes were assumed to have identical packet arrival rates, 
packet length and frame sizes.  The consequence of that assumption is that only one node 
showed any SNR dependency when considering throughput, and the observed changes 
for that one node were small. 
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3. Bandwidth Efficiency Evaluation 
Next, the analysis moves to the parameters that will be influenced by the 
modulation option in each node.  Modulation choices are expected to have a strong 
influence on node capability as described in Chapter III through the influence of 
modulation on available bandwidth. 
Bandwidth efficiency ( eB μ ) affects the node capability value but, as defined in 
Chapter III, does not vary with time.  In other words, eB μ  is constant for each node 
according to its specific setup parameters (modulation technique, signal encoding 
combinations, and M ).  In this simulation, each end system was assumed to use a raised-
cosine filter to shape the signal spectrum and the assumed value for the pulse shaping 
filter was 0.5 ( ' 0.5r = , see Table 3 in Chapter III for theory development).  Based on the 
encoding method, the number of digital signalling levels employed and the pulse shaping 
filter used, Table 7 provides the computed values of eB μ  for this 4-node simulation. 
Table 7.   Bandwidth efficiency  






These values show that node 2 is more bandwidth efficient, as expected. This is 
reasonable because N2-UAV uses quadrature amplitude modulation (M-QAM) with 64 
possible combinations of signal elements and is controlled by 6-bit encoding.  Bandwidth 
efficiency for M-ary pulse code modulation varies directly with increased signalling bits. 
4. Node Link Margin Evaluation 
Continuing with a modulation scheme dependency, the next node parameter 
assessment is to evaluate the margin for each link as associated with each of the four 
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nodes.  As described in Chapter III, where the link margin ( Jμ ) was established in (23), 
link margin provides a method used to evaluate node performance in terms of power 
efficiency.  To do so, Figures 18 and 19 plot the received ratio of the signal energy per bit 
to noise power density per Hertz ([ ]/b o rE N ) for each bidirectional link (see (22), 
Chapter III), and shows the variability of this receiver metric for each link as a function 
of time. 
Calculation of [ ]/b o rE N , or the expected [ ]/b o rE N  available at the receiver, is 
only the first step in evaluating node margin.  In order to determine the full impact of 
node margin on node capability as a function of node power efficiency, it is necessary to 
consider the [ ]/b o reqE N that will guarantee link performance of each node.  Each of these 




Figure 18.   Link based [ ]/b o rE N  for N1 (left) and for N2 (right) 
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Figure 19.   Link based [ ]/b o rE N  for N3 (left) and for N4 (right) 
[ ]/b o rE N : As an initial observation, it is clear from the above curves (Figures 18 
and 19) that the [ ]/b o rE N  curves are all following a similar behavior as the SNR plots 
(Figures 14 and 15).  That behavior as a function of time was determined to be an inverse 
range dependency relative to the distance between any two network nodes.  The strong tie 
between receiver [ ]/b o rE N  and SNR is an expected result based in (22) (see Chapter III).  
The major difference in the current calculation for [ ]/b o rE N   is that the bandwidth 
efficiency ( eB μ ) is now being considered.  Increases in bandwidth efficiency for phase 
shift keyed encoding (PSK) come from encoding signals with more bits.  In order to 
determine the impact of the encoding configuration used for any specific node, observe in 
Figure 19 that the node 3 link for connection to node 1 was able to achieve the highest 
receive value (26 dB) for [ ]/b o rE N  when compared to any other node. Node 3 uses B-
PSK (i.e., two signalling bits).  Since eB μ  varies directly with the number of signalling 
bits, node 3 has the smallest possible eB μ  value of 0.667 (see Table 7).  Node three 
clearly is not bandwidth efficient relative to the other nodes, but it is power efficient.  
Two bit signalling has the advantage of requiring the smallest possible [ ]/b o rE N  to 
achieve a specified probability of error.  Since the noise is relatively constant, this implies 
that the energy per bit received for a binary signal is smaller than methods that encode a 
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larger number of bits than 2.  Similarly, higher values for eB μ  implies that the bits would 
be more tightly packet together, and the same amount of noise might affect more bits 
[13].  Moreover, for higher bandwidth efficiency encoding schemes, the same amount of 
energy should be divided between several signalling bits, leaving each bit with less 
average energy per bit than a signal encoded in the binary case [13].  Therefore, a binary 
PSK encoding option instead of multilevel encoding makes node 3 less susceptible of bit 
errors (higher receive margin) and also requires more transmission bandwidth (lower 
bandwidth efficiency).  To further support this argument, consider the other extreme as 
well, such as Figure 18, which describes node 2 (N2-UAV) where the encoding option is 
64-QAM (6 bits per symbol).  Certainly, this encoding technique will deliver increased 
bandwidth efficiency over B-PSK ( eB μ  scales by the number of signalling bits as shown 
in Table 7).  However, with 6 signalling bits, there will be less energy per bit than B-
PSK, and a corresponding higher value of bit errors (BER) results when the available 
energy is fixed. 
[ ]/b o reqE N :  The second aspect in analysing the link margin is to compare 
different values for the required signal energy per bit to noise power density per Hertz 
([ ]/b o reqE N ).  The simulation assumed a probability of bit error ( bP ) equals 10-3, which 
is a reasonable value when considering wireless communications.  A quick look at Table 
4 in Chapter III reveals that [ ]/b o reqE N  is time independent, as it is only a function of the 
modulation scheme option for a required bP .  Table 8 shows the calculated values in dB 
for [ ]/b o reqE N  for each of the four nodes, using formulas in Table 4 (see Chapter III). 




Node Modulation schemes [ ]/b o reqE N  (dB) 
N1-C2HQ 16-PSK 14.3467 
N2-UAV 64-QAM 14.7675 
N3-OTHR B-PSK 6.7895 
N4-ASBM Q-PSK 6.7895 
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The values presented in Table 8 show that node 2 (N2-UAV) has the smallest 
power efficiency of all the other nodes, which is reasonable taking in account that node 2 
uses 64-QAM.  Also, Table 8 shows that node 3 and node 4 have the same required low 
level of energy per bit, as expected because they both use a small number of signalling 
bits.   
With [ ]/b o rE N  and [ ]/b o reqE N computed, the 4-node capability evaluation 
moves to the specific analyses of the link margin.  To do so, Figures 20 and 21 plot 
( )J tμ  as a function of each of the ten time steps for all bidirectional links.  Equation 
(23) (Chapter III) is repeated here for convenience. 
( )( ) ( ) ( )b b
o or req
E EJ t dB dB dB
N Nμ
⎡ ⎤ ⎡ ⎤= −⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 
  
Figure 20.   Link based Jμ for node 1 (left)  and for node 2 (right) 
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Figure 21.   Link based Jμ for node 3 (left)  and for node 4 (right) 
Plots in Figures 20 and 21 demonstrate that node 3 has higher maximum and 
minimum values for the link margin ( Jμ ) making this node better able to supply the 
available power above the minimum required to ensure that a 10-3 probability of bit error 
is achieved at the receiver.  This large link margin occurs because node 3 modulates with 
binary PSK (which is very power efficient).  On the other hand, node 2 (see Figure 20) 
presents a link margin below 0 dB in time steps 1 to 3 when connected to node 1 and for 
all time steps when connected to nodes 3 and 4.  This means that, due to the node 
configuration parameters and link state, node 2 and its 64-QAM modulation technique 
was unable to provide the minimum required [ ]/b oE N  needed for a bit error probability 
of 10-3.  As a reminder, the range of SNR established for this study was limited to lie 
between 13 and 25 dB, which contributes to node 2 results. 
5. Node Capability Evaluation 
At this point in the presentation and analysis of a 4-node simulation, this chapter 
has described and set up the network topology and parameters for the proposed 
simulation, along with the evaluation of all parameters involved in the node capability 
(26), which is repeated here for convenience. 
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The final step in analyzing the simulation for node capability based on the 
described model is to evaluate the calculated node capabilities ( Kμ ) for all four nodes in 
all ten-time steps.  The largest computed capability for all nodes and in all time steps was 
from node 4 in the first time step.  Therefore, in the capability expression shown in (26), 
this condition works as the normalizing factor (denominator of (26)).  Figure 22 shows 
the plotted data supporting this evaluation. 
 
 
Figure 22.   Node capability Kμ  variation for the simulated network 
The plots in Figure 22 show the node capability variability according to the 
scenario setup parameters for all nodes.  Since all these curves are relative to the largest 
capability seen for all time steps, they show the relative capability for each of the 4 nodes 
over the time steps of the simulation.  Normalization produces a maximum capability of 1 
( ( )0 1K tμ≤ ≤ ). 
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Nodes N1-C2HQ and N3-OTHR have small variations in capability over time, 
implying they would have nearly constant capability at any time for this scenario. 
The N2-UAV linearly increases in capability to a peak value and then degrades.  
The peak capability occurs at time step 8 (based on range), where the UAV is at its 
closest point to N1-C2HQ.  These two nodes were able to get the highest values in data 
throughput (see Figures 16 and 17) and bandwidth efficiency, but both have the highest 
penalty in [ ]/b o reqE N  (see Table 8). 
N3-OTHR has an optimum capability interval near the third time step and then 
degrades in a non-linear fashion (due to range).  In addition, node 3 had a small value in 
data throughput and bandwidth efficiency (see Figure 17 and Table 7), but due to its 
setup parameters options was able get a very high value of margin for its links.  With 
such a margin, N3 delivers one of the largest sustained capabilities at all nodes. 
N4-ASBM starts the simulation (time step 1) with full capability.  At that time, 
N4 is not moving and was able to achieve maximum capability, according to its setup 
parameters and based on its short distance to C2HQ.  Then, as time increases, this 
capability, starting at time step 2, degrades exponentially over time because it suffers in 
range (i.e., SNR).  Variation in range for node 4 to node 1 starts at 27 km separation at 
time step 1 and goes to 70 km separation at time step 10.  The range to the moving N2-
UAV (54 km ± 3 km over all time steps) does not change as much as to node 1 (N1-
C2HQ).  These range considerations allow the inference that the range between N4 and 
N1 is the main reason for the exponential decrease in node capability from its maximum 
value.  Consequently, node 4 has the largest variation of all node capabilities.  In fact, its 
capability varies over 8 time steps more than any capability changes for all other nodes.  
In addition, the variation in channel state for node 4 is fast and accounts for its velocities 
(see Table 5) in both the x and y direction. 
The considerations above lead to the final observation that even though node 2 
(N2-UAV) has the smallest capability value, it operates with nearly constant capability 
like node 1 (N1-C2HQ) and node 3 (N3-OTHR), while node 4 (N4-ASBM) is 
exponentially unstable.  This makes N4-ASBM more susceptible to failure than the other 
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nodes, thus from a network perspective, requires more attention and effort by the network 
and command and control managers, in order to keep the entire network operating. 
As a final consideration for node capabilities, consider the plot shown in Figure 
23.  In this curve, the node capability data was not normalized to the largest value seen 
for all nodes, but instead each node was normalized to the largest capability value it 
experienced for the 10 time steps.  As described, each node capability now has a 
maximum value of 1.0 and Figure 23 can be used to compare the variability of node 
capability between the four nodes.  So, each node’s capability varies over time between 
its smallest value and a maximum value of 1 ( ( )0 1K tμ≤ ≤ ). 
 
Figure 23.   Individually normalized node capability Kμ  variation 
The normalized format shown in Figure 23 allows an easy interpretation of which 
node capabilities are varying the most over time.  Because they all peak at a maximum 
capability of 1.0, capability when viewed in this format allows a fair comparison of the 
changes in capability seen for each node.  As discussed above, a node that shows large 
variation in capability might require more network administration than one that showed 
small or moderate changes.  In other words, if the node capability over time varies less 
(as is the case for N1-C2HQ), it can probably take care of itself fairly well as the 
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environment changes.  Other nodes that vary significantly (as is the case for N4-ASBM) 
might require additional power be made available, or a different signal encoding 
technique, or perhaps a relaxation in the allowable bit error rate (BER). 
D. CONCLUSION 
In this chapter, a four-node distributed network was established and evaluated in 
order to test the novel node capability calculation proposed by this thesis. 
The three contributors to node capability included data throughput, bandwidth 
efficiency, and link margin.  The simulation as designed, showed a strong dependence in 
range throughout all nodes and all time steps as observed through SNR and[ ]/b o reqE N . 
All work in this chapter assumed equal weight for data throughput, bandwidth 
efficiency, and link margin.  The results showed that the power efficiency of node 3 over 
all time steps produced the largest node margin and therefore the largest node capability.  
In practice, however, power efficiency may not be the number one priority. 
In Chapter V, this thesis will review the findings from Chapter IV related to 
battlespace manager and decision-maker tradeoffs.  Moreover, network tempos will be 
evaluated. 
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V. COMMAND AND CONTROL PERSPECTIVE FOR NODE 
CAPABILITY AND NETWORK TEMPOS 
A. INTRODUCTION 
This chapter was designed to tie the development of the network simulation 
described in Chapter IV to Command and Control (C2).  Readers unfamiliar with the art 
and science of Command and Control (C2) are strongly encouraged to first read through 
the complementing material provided in Appendix B.  Appendix B provides a 
background discussion related to the relationships between information flow in a 
distributed network and the aspects involved within the process of how decisions are 
made in a military Command and Control (C2) operating system.  One of the most 
important C2 elements from the discussion in Appendix B is the fact that speed of 
information flow can be effectively used to enhance operations tempos of friendly forces.  
It is also possible that the speed of information flow can be used to defeat or at least 
paralyze and confuse an enemy’s operations [18].  The simulation results of the 4-node 
general topology network developed in Chapter IV permits us to visualize, or take into 
account, the impact of the network performance on operations tempo. 
Command and Control information flow is distributed throughout a commander’s 
entire operational battlespace [2].  That information includes both the collection of data 
as well as the dissemination of directives and orders from a command headquarters.  
From a C2 perspective, management of all the flowing information is a critical element 
leading to the success or failure of military operations.  With respect to information 
resourcing, battlespace management can be viewed as effective manipulation of all 
available information resources towards the successful accomplishment of assigned 
missions.  Battlespace managers are responsible, from an information resource 
perspective, for building network configurations that can make all required information 
flow effectively.  A solid understanding of the information sources and knowledge of 
how they are related to the major parameters affecting the information flow performance 
of each node, and as a consequence the entire network, leads to the ability to better 
manage and trade off available network and node resources. 
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This chapter addresses tradeoffs faced by battlespace managers and decision 
makers when dealing with those tradeoffs that result as a function of each node’s 
capability and the overall network.  In addition, in this chapter, considerations of more 
realistic values of the network tempos, described in Chapter II, will be provided in order 
to examine the impact of these changes on the entire network.  In closing this chapter, a 
conclusion summarizing the findings will be highlighted. 
B. NODE CAPABILITY REVIEW 
The main findings from the node capability evaluation provided earlier in Chapter 
IV are pointed out as follows: 
1) The range dependency between nodes prevailed throughout.  Signal-to-noise 
ratio (SNR) for each link was a strong function of range, where SNR decreased as the 
separation between dynamic or moving nodes increased with time.  Such a change in 
range, had a strong impact on network performance as it directly affected data throughput 
( bR μ ), link margin ( Jμ ), and thus node capability ( Kμ ).  Evidence of the strong 
dependency to node SNR was demonstrated by the rapid decreases in capability of node 4 
(N4-ASBM) as it moved away from the other three nodes of the network. 
2) The bandwidth efficiency varied significantly with modulation encoding 
levels ( M ) for a specified probability of bit error ( bP ).  Nodes N1-C2HQ and N2-UAV 
benefited from higher values of M , and thus were able to provide more than four times 
the bandwidth efficiency at a specific [ ]/b oE N  and bP  as were nodes N3-OTHR and N4-
ASBM. 
3) The simulation model for data throughput ( bR μ ) relied on the statistics 
associated with packet arrivals in the assumed queue process.  These results did not show 
significant variations in bR μ  over time for node performance calculations.  It is expected 
that variations were not seen because of the initial assumptions made for fixed packet 
arrival rates for all nodes and all times. 
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Battlespace managers need to have an understanding of the performance trends of 
their supporting networks in order to trade off the resources effectively using available 
tools for a specific scenario (see Chapter IV).  With regard to these tools, the managers 
have to consider four main findings from Chapter IV for the tradeoffs. 
1) For a large distributed wireless network that assumes line-of-sight 
connectivity between nodes (as this thesis assumed), range is the number one 
factor that must be considered.  A battlespace manager has to do everything 
possible to increase SNR to positively affect information collection and 
distribution system dynamic range. 
2) Bandwidth efficiency ( eB μ ) is highest (more than four times better) when 
16 and 64 encoding levels are used in the digital signaling scheme (for this 
specific scenario model).  Higher encoding levels corresponding directly to higher 
( eB μ ), (i.e., M = 128 or M = 256), are possible as well, realizing of course that 
increased levels have a corresponding penalty in [ ]/b oE N . 
3) For a given bP , [ ]/b o reqE N and eB μ  can be traded against each other over a 
specified performance range.  This is possible by making effective choices in the 
types of modulation techniques and the number of encoding levels ( M ) 
employed.  In addition, any implementation option for a specific Command, 
Control, and Communications system must account for tradeoffs in being 
operationally effective (higher bP ) or being accurate (small bP ). 
4) During the 4-node simulation, link margin ( Jμ ) increases were non-linear 
while SNR was linear.  This is an important consideration because rapidly 
increasing Jμ  can be an effective strategy that has potential use in rapidly 
improving node capability and operation tempo. 
Appendix B states that information gathering and decision making are strongly 
related to each other - that they are “perversely interacting” [19].  In addition, the 
appendix points out that the information collection is inversely proportional to the speed 
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of decisions.  Therefore, both can be seen as tradeoffs in timing that must be effectively 
balanced (information gathering and decision making) in real-time in order to effectively 
control the battlespace. 
The discussion in the previous paragraphs, as a result from Chapter IV node 
capability analyses, brings forward the bottom line for any battlespace manager or 
decision maker (i.e., the N1-C2HQ Commander and/or battlespace manager with his/her 
staff), as follows: 
• Quickly determine the major contributors to node capability in order to 
collectively manage the nodes as a whole and respond accordingly; 
• Understanding each node’s  limitations as well as its capabilities; 
• Build a better performing network implementation based on the current 
constraints related to  mission accomplishment; and 
• Employ available network resources as best as possible based on a 
detailed knowledge of node capabilities, limitations, and network 
performance status. 
In Chapter IV, this thesis defined the three major metrics that contribute to 
improving or degrading node capability (26).  In addition, Chapter IV built a near-
realistic network configuration (repeated here as Figure 24), which was used to validate 
the assumptions used for the simulation environment.  This model was useful for that 
purpose, but failed to address the above C2-related parameters in any realistic sense.  The 
next discussion topic will overcome this shortcoming. 
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Figure 24.   Network scenario for C2-related parameters simulation 
C. EXTENDING NETWORK TEMPOS 
Once the network design is established, the battlespace management focus 
switches to evaluating overall network performance.  In this thesis, and as described in 
Chapter II, the network performance considers five network tempos for performance 
evaluation.  Those performance attributes are the characteristic tempo ( Tλ ), decision 
tempo ( 2Cλ ), deployment tempo ( dλ ), fighting tempo ( fλ ), and maximum operational 
tempo ( OODAΛ ). 
Characteristic tempo ( Tλ , which relates the information exchange capability of 
the nodes within the network [2], will not be considered individually, as it is a derived 
metric from the other network descriptors, and is not expected to vary with command and 
control changes.  Maximum operational tempo ( OODAΛ  ) is also defined in Chapter II and 
(N3-OTHR) (N1-C2HQ) (N4-ASBM) 
(N2-UAV) 
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it aggregates all other tempos within the network [2].  As such, it will be a computed 
performance parameter in the following work.   
When using LPIsimNet, Tλ  and OODAΛ  are output variables, whereas 2Cλ , dλ , 
and fλ  are input by the user.  The values assigned for these three input tempos in 
Chapter II were based on previous work [2, 7] and set to 200 Hz, 400 Hz, and 300 Hz, 
respectively.  Now these tempos will be allowed to vary from these baseline values in 
order to determine their impact on derived node capability. 
The motivation for this new approach, (i.e., changes in tempo), relies on the 
discussion provided by [2] about human-computer interface considerations, where the 
Sheridan Levels of Authority were used to characterize autonomous decision processes.  
The Sheridan Levels is a system composed of eight different levels to characterize the 
automation introduced in the system input’s responses, and to determine whether a 
response should be best assigned to the system or the operator [2].  The eight Sheridan 
Levels are shown in Table 9. 
Table 9.   Sheridan Levels of Automation. From [2] 
Level Computer Task Human Task 
1 No assistance Does all 
2 Suggests alternatives Chooses 
3 Selects away to do task Schedules responses 
4 Selects and executes Must approve 
5 Executes unless vetoed His limited veto time 
6 Executes immediately Informed upon execution 
7 Executes immediately Informed if asked 
8 Executes immediately Ignored by computer 
 
In Chapter IV, the functionality description of each node established that in nodes 
N2-UAV, N3-OTHR and N4-ASBM, decisions were being made autonomously.  In 
addition to the autonomous decisions, in the functionality defined for node N1-C2HQ 




autonomously by computational systems or using both together.  Based on these 
considerations, the Sheridan Levels depicted in Table 10 will be taken into account for 
the decision-making impact for each node. 
Table 10.   Simulation node levels of decision 
Node Level (from Table 9) Computer Human Task 
1 No assistance Does all 
4 Selects and Must approve N1-C2HQ 
8 Does all No assistance  
N 2 - U A V 2 Does all No assistance 
N3-OTHR 3 Does all No assistance 
N4-ASBM 4 Does all No assistance 
 
Table 10 uses the three basic decision levels for node N1-C2HQ while 
considering the entire 4-node network.  N2, N3, and N4 only include immediate 
execution decision processes by a computer.  For the human element of N1, all 
immediate executions by the computer are outside the human decision-making domain 
(i.e., no assistance is provided by the human, and the computer does all decision making).  
The remaining options are complete decision responsibility by the human, where the 
computer provides no assistance, or a combination of shared decision-making 
responsibility.   
In this study, and following the same approach as [4], these interactive decision-
making processes are characterized in three action tempos: low-action, medium-action, 
and high-action.  The low-action tempo scenario is defined as the one that has 
independent human decision making with no computer assistance.  The medium-action 
scenario is defined as the one with shared decision-making responsibility (human and 
computer) and the high-action tempo is defined as the one with only a computer 
interference making autonomous decisions.  For each of these characteristics, unique 
action tempo values of 2Cλ , dλ , and fλ  were established for N1-C2HQ as shown in 




Chapter IV.  In assigning these tempos, the entire range of values that LPIsimNet allows 
a user to input into the model were adopted, this possible range extends from 100 Hz to 
900 Hz for each tempo. 
Table 11.   Setup simulation based on action tempos 
Node  2Cλ  (Hz) dλ  (Hz) fλ  (Hz) 
Low-action tempos 100 100 100 
Medium-action tempos 200 400 300 
High-action tempos 900 900 900 
 
As was done in Chapter IV, LPIsimNet was configured with all simulation 
parameters, the program executed, and the outputs entered into an output table with a cell 
designated for each time step.  The tempo changes shown for N1-C2HQ in Table 11 are 
the only differences from the previous baseline runs described in Chapter IV; therefore, 
any influence of the tempo affected by the different decision-making elements could be 
observed.   
Table 12, an extension of Table 11, summarizes the simulation output variation 
observed for the maximum operation tempo ( OODAΛ ) with adjusted tempo values 
associated with high, medium, and low-action tempos, considering the same time steps as 
earlier in Table 6.  Other output metrics presented in Table 6 remained unchanged from 
the Chapter IV baseline result in this simulation (i.e., unchanged Kμ ,
R
MC , MC , RI , QR , 
and Tλ ). 
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Table 12.   3-level action tempos and maximum operational tempo output 

























As might be expected, the results in Table 12 concluded that low-action tempos 
produce small values of maximum operation tempo ( OODAΛ ), whereas high-action tempos 
resulted in higher OODAΛ  values (nearly 300 Hz).  It is also observed that, within each type 
of action tempos, OODAΛ  stayed relatively constant for all 10 time steps.  These consistent 
action tempo findings over all time steps provide us with additional insight as to the 
battlespace management problem.  Managers and decision makers described in topics A, 
B, and C above must consider maximum operational tempo ( OODAΛ ) as the “total picture” 
or complete state of the network in its aggregate sense.  Further, OODAΛ  must be 
considered by the battle managers in addition to the individual tempos.  This aggregate, 
or overall metric ( OODAΛ ), provides a direct connection between the metrics within the 
network and the time required for a network to complete an entire Command and Control 
cycle (or OODA cycle) [2, 4] (see Chapter II). 
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The conclusion above brings about the need to include aggregate network tempo 
variations using the maximum operation tempo ( OODAΛ ), in addition to considering each 
individual tempo change.  In other words, instead of changing all input tempos at a 
constant rate, the next tempo-related evaluation will be done by varying 2Cλ , dλ , and fλ  
one at a time from the baseline values shown earlier as the “medium-action tempo 
baseline” ( in Table 12) to cover all values between the lowest (100 Hz) and highest (900 
Hz) action tempos available in LPIsimNet.  These variations allow twenty-seven 
interactions (nine for each of the three input tempo variables). 
Table 13 depicts six different interactions of 2Cλ , dλ , and fλ (two for each one), 
considering the high and low-action tempo values from Table 12.  The entire table with 
all twenty-seven interactions is available in Appendix C.  Table 13 also provides the 
results of the LPIsimNet maximum operational tempo ( OODAΛ ) evaluation due to these 
input changes in tempos. 
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Table 13.   3-level action tempos and maximum operational tempo output 













































Table 13 shows that when varying each tempo separately from the baseline 
values, either to the lowest possible action tempo (100 Hz)  or to the highest possible 
action tempo (900 Hz), the changes in decision tempo ( 2Cλ ) produced the smallest and 
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highest variation in OODAΛ , respectively.  This means that when moving to a lower-action 
tempo, changing only 2Cλ  brings the smallest aggregate tempo in the OODAΛ  output 
variable, whereas going to a higher action brings the highest improvement in the 
OODAΛ variable.  This observation proves what was theoretically mentioned in Chapter II, 
that 2Cλ  is the “biggest actor” for control of maximum operation tempo.  These same 
behaviors can be seen when considering all interactions (twenty-seven; see the tables in 
Appendix C), depicted here by examining Figure 25.  This figure shows the variations in 
OODAΛ  when affected by variations in each of the decision, deployment, and action 
tempos independently.  The interaction number on the x-axis indicates when moving to 
higher-action tempos (moving right) or lower-action tempos (moving left).  The curves 
also show that 2Cλ  achieves higher maximum and minimum OODAΛ  for this scenario.  
Therefore, when quantifying the information exchange rate within a network, the 
battlespace managers and decision makers are advised to pay more attention in command 
and control decision elements ( 2Cλ ).   
 
Figure 25.   Tempos affecting OODAΛ  and considered baseline 
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D. CONCLUSION 
Using a command and control perspective, this chapter introduced the tradeoffs 
faced by battlespace managers when employing an information network.  Network 
tempos were evaluated following the Sheridan Levels of Automation and three levels 
were proposed to evaluate the network established in Chapter IV.  High, medium, and 
low-action tempos were addressed in six interactions.  The results demonstrated the high 
importance of decision tempo ( 2Cλ ) in the speed of the C2 cycle. 
The remaining finding was the importance of the aggregate tempo ( OODAΛ ) for 
battlefield management.  This single metric, a derived result computed from the other 
tempos, reveals the integrated decision-making timing for the distributed network.  Once 
node capability is calculated, the reference connectivity is understood and the network 
reach is known leading to network richness and then defining the network characteristic 
tempo.  This characteristic tempo affects the maximum operational tempo ( OODAΛ ).  As 
described, this one metric ( OODAΛ ) is expected to have significant influence on operations 
tempo and value in providing insight into all network timing.  
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VI. SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 
A. SUMMARY 
This thesis focused on developing a novel method in calculating network 
capability in a general topology considering wireless networked nodes.  In Chapter II the 
network metrics were reviewed from [2].  In that chapter, the need for more realistic 
values for node capability confirmed the main reason for conducting this study.  Chapter 
III established the communication model used for developing the novel capability 
calculations for networked nodes used in this thesis.  Within the distributed model, the 
channel state, the queue process and the modulation scheme were all defined as the 
implementation parameters needed to calculate node capability.  The simulation method 
defined the signal-to-noise ratio SNR as a metric to quantify the channel state in terms of 
its ability to reliably deliver information from a source node to a destination node.  As a 
result of the queue process, the data throughput ( bR μ ) was defined to compute node 
capability as it is a classical method used in network performance calculations to 
compare one configuration against alternatives.  Consideration of the modulation scheme 
employed by any of the network nodes brought consideration of the bandwidth efficiency 
( eB μ ) and the link margin ( Jμ ) into the overall model.  Finally, a proposed formula was 
defined that would integrate all considerations for throughput, bandwidth efficiency, and 
link margin into a calculation of node capability.  The final form of the node capability 
was expressed in (26) and was built by combining the three metrics identified above. 
Next, in Chapter IV, this study evaluated the node capability formula (26) in a 
near-realistic operational scenario composed for four nodes and using a redesigned 
LPIsimNet from [2, 7].  Ten time steps were evaluated, but only five steps were presented 
in Table 6.  Those results showed that node capability has a strong dependence in range 
as observed through SNR and /b oE N .  Chapter IV simulation work within this thesis 
concluded that power efficiency was the main factor in defining the specific node 
capability for this scenario, however power efficiency was affected by bR μ  and eB μ .  In 
Chapter V, command and control perspective associated with node capability and 
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network tempos was pointed out.  The chapter started by showing the tradeoffs faced by 
battlespace and decision makers in order to build a more capable network.  Four main 
tradeoffs for improving node capability were demonstrated under the weighted node 
capability.  Next, the Sheridan Levels of Autonomous system was used to design three 
levels of action tempos (high, medium, and low) to evaluate the effectiveness of decision, 
deployment, and action tempos introduced in Chapter II from [2].  The evaluation 
considered the high and low tempos at the extreme values permitted by LPIsimNet (100 
Hz and 900 Hz), and the medium being the one adopted in the baseline Chapter IV 
simulation run.  Results suggested using OODAΛ  (i.e., the aggregate of tempos) as an 
additional performance tradeoff metric for battlespace managers and decision makers.  
Then, 27 interactions varying each of the three network tempos (decision, deployment, 
and action) one at a time were configured into a simulation model and runs conducted 
through the LPIsimNet tool were accomplished to determine the resulting impact.  These 
trials concluded that decision tempo ( 2Cλ ) produces the lowest loss for OODAΛ when going 
to low-action tempos and the highest improvement for OODAΛ  when going to high-action 
tempos, all considered relative to the baseline (medium-action tempo). 
B. RECOMMENDED FUTURE STUDIES 
Possible future studies can be extracted from each chapter, and are revealed as 
shown in the following list: 
• Increase the limits of SNR to a broader range that allows the user to see 
more variability in the queue process.  This study only evaluated the range 
from a lower limit of 13 dB to a maximum value of 25 dB (or 13 dB, 
total); 
• Improve the queue process statistically, including queue length and queue 
service, to better see the nature of the queue process.  We recognize that 
the probabilistic distribution of the random packet arrivals will be Poisson 
distributed, but were unable within this simulation to achieve the expected 
rapid declines expected in packets over time; 
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• Studies in varying the packet length and frame length for the queue 
process are strongly recommended.  This study will allow users to see 
more variations in data throughput and also to apply the results to a wide 
variety of network configuration scenarios; 
• Improve the limits of possible tempo values in the LPIsimNet to allow 
more evaluations considering autonomous and non-autonomous decisions.  
The work conducted in Chapter V provides a promising start along the 
lines of identifying appropriate metric values for tempo in simulation of a 
distributed network.  Appropriate and representative parameter values for 
2Cλ should be identified and folded into the distributed node capability 
performance model. 
• Suggest an evaluation of the impact when weighting the node capability 
parameters according to priority or according to operating environment.  
Specifically, the simulation in this thesis assumed uniform contributions 
for node capability from the throughput, bandwidth efficiency and link 
margin.  A suggested approach would be to modify these parameters in 
order to evaluate the relative priorities of data throughput ( bR μ ), 
bandwidth efficiency ( eB μ ), and link margin ( Jμ ) and to determine the 
impact of these changes on node capability over time.  To do so, a 
weighted formula for node capability is suggested as follows 
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               (27) 
where Rw , Bw and Jw are weighting factors for data throughput, bandwidth 
efficiency, and link margin, respectively, all varying between 0 and 1. 
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APPENDIX A.  IEEE 802 STANDARDS OVERVIEW 
Table 14 provides an overview of each 802.X standard area of operations 
discussed in Chapter III. 
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APPENDIX B.  COMMAND & CONTROL (C2) RELATIONSHIP 
[This discussion of Command and Control concepts was completely written by 
Lieutenant Colonel. Terry E. Smith, Naval Postgraduate School MILFAC-GSOIS and 
one of the advisors of this thesis]. 
In recent years many researchers have looked into Network-Centric Operations 
(NCO) in order to better quantify a set of metrics directly related to the internal and 
external aspects of a Command and Control cycle.  Moreover, NCO is a system-of-
systems concept where quantifying and understanding these metrics can help extend the 
individual capabilities of each platform, or sensor, integrated into a network, and also 
these metrics can help understand the complex network itself [4, 20].  Estimation of the 
contributions provided from sensor-elements of a networked operational force is an 
important step to obtaining a performance measure of the overall Command and Control 
(C2) network operational capabilities.  Estimations of the limitations of these sensor 
systems is equally important.  For example, sensor networks are sometimes assumed to 
have similar capability.  This kind of naïve assumption often leads to wrong results, 
especially when the network has sensors (nodes) with vastly different field performance 
characteristics [2]. 
The focus of the preceding thesis work was on characterizing node capability (K) 
in a linked and distributed network, specifically with respect to networks that are 
designed, developed, and fielded to provide us some form of military-utility (i.e., 
operations support).  The thesis objective was based on developing a first-principle 
method to more accurately calculate the node capability value in an operational network, 
with the ultimate goal of being able to better quantify, or characterize, the entire C2 
network cycle. 
A. MILITARY UTILITY 
Operational military networks are put to use every day in moving command and 
control (C2) information to-and-from decision makers.  These networks can be very 
diverse in both their function and composition.  As an example, real-time sensors are 
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distributed and activated (singularly and collectively) in applications that provide near-
continuous information updates to our common operating picture (CoP) situational 
awareness (S/A) displays.  These information displays are, in-turn, fused with other 
information sources, and finally the aggregate sum is put to use in battlespace 
preparations or, to make time-urgent operational decisions, or when needed, to determine, 
or verify, battle damage extent.  In other words, it’s the military-utility networks that 
handle the collection, processing, display, and communication of C2 information that is 
in-turn passed along to our shooters, decision makers, analysts, etc. 
In today’s military-utility environments, we frequently speak of having 
information available, anywhere and at any time—this might be an easy objective to 
state, but turns out to be a huge undertaking.  David Alberts in [21] talks about the 
information technology challenge in today’s information age as requiring enormously 
complex planning and coordination using near real-time processes and total situational 
awareness (S/A) complemented with decision support systems that filter and fuse 
information very rapidly.  These information systems perform deliberate and crises plan 
extensions or revisions almost automatically, and therefore rely on massive database and 
information exchange capabilities to track both friendly and enemy situations in order to 
rehearse and forecast battlespace dynamics.  The form of the data in these supporting 
information systems can also be influential with respect to the outcomes.  Thomas 
Coakley [22] points out that the relationship between the processed and displayed data 
relative to a human being’s direct voice can often be unbalanced – data is assumed as 
correct (even if it’s not) and human voice is sometimes assumed as biased (therefore, 
received skeptically).  In that light, we have introduced several of the complexities and 
the dynamics associated with information flow through our command and control 
systems.  Thus, as an introduction, we will need to briefly discuss command and control 
(C2) as an entity, and then describe how that background frames a requirement to 
characterize the performance of the support technology (in this specific case, the military-
utility network node capability). 
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B. C2 PROCESS OVERVIEW 
A simple command and control interactive process was provided in a well-
developed Naval Postgraduate School (NPS) Information Sciences Masters’ thesis [23], 
which related and integrated the C2 elements of people, information and structure 
together as shown in Figure 26. 
 
Figure 26.   Simplified Command and Control (C2) Process. After [23]. 
People collect and distribute C2 information, they collaborate and make decisions, 
and through their formation of mental images, people create an understanding of the core 
information elements that have been made available.  The information includes bits, 
symbols and messages used to convey new knowledge that is generally unknown to the 
people who receive these messages.  Finally, the structure includes all supporting 
processes, the formal and informal organizations involved, and all equipment and 
resources that facilitate these C2-related information flows.  Information flow, in this 
very simple diagram, is represented by the connecting links. 
Ultimately, the goal of any C2 process is to reduce the uncertainty with which 
commanders must deal to manageable levels.  The diagram provided above identifies the 
major elements involved in a military-utility command and control (C2) process, and is 
helpful, but lacks inherent ability to faithfully depict the important timelines associated 
with these information flows.  Nor does this C2 process diagram help to clarify the 
impact of the presence, or absence, of any specific C2 element, or the enhancements of 
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all elements when considered collectively, as they impact military-utility.  Such as, for 
example, the quality of any military operations decision ultimately produced by the 
shown C2 process.  With that in mind, let’s explore the impact of a C2 process on a very 
key and important military operations-related element, operations tempo.  Studies have 
previously been conducted by Colonel John Boyd in [18] on the dynamic relationships 
between all of the previously identified C2 core elements (people, information, and 
infrastructure).  Colonel Boyd (who retired from the Air Force in 1992 then passed away 
in 1997) was first and foremost a military strategist.  His experiences grew from F-86 
Sabre and F-100 Super Sabre engagements with MIG-15s in Korea that focused on speed 
and enemy counter-maneuvers.  Colonel Boyd strongly believed in enhancing situational 
awareness (S/A) by acting fast and observing the operations environment, while at the 
same time creating confusion and chaos in your adversary’s mind.  His most noteworthy 
contribution was the command and control (C2) OODA loop, (which stands for Observe, 
Orient, Decide, and Act).  The OODA loop has interactive elements, and is cyclical in 
nature (see figure).   
In terms of desired military operations impact, Boyd’s OODA theory, seeing in 
Figure 27, can best be summarized as implementing the following grand strategy, “In 
order to win – regardless of the relative size of the opposing force, we should operate at 
a faster tempo, or rhythm than our adversaries – or better yet, to get inside an 
adversary’s OODA time cycle or loop”. 
 
Figure 27.   Colonel Boyd’s OODA process. From [18]. 
 85
One useful interpretation of this description from Boyd’s work is that the C2 
system’s harmony can be severely disrupted by creating mismatches between the real-
world and cognitive perceptions of that same real world.  Boyd’s theory advocates a 
mental competition designed to permit a commander to more rapidly construct accurate 
operational strategies in the heat of battle than can his/her confused adversary.  Quicker, 
better decisions allow a commander to operate more effectively within an adversary’s 
decision cycle, providing opportunities to control the engagement.  The corollary, of 
course, is that the confusion and mental chaos that result from growing uncertainty (like a 
commander would wish on his/her adversary), will erode their position and lead to their 
defeat.  They will be unable to generate, and act on, clear mental pictures that strengthen 
their position.  Thus, the key to winning in conflict lies in establishing a relative 
advantage over one’s adversary in terms of both OODA loop speed and accuracy.  From 
that viewpoint, Colonel Boyd’s theory provides us with a tie between the C2 process, the 
influence of levels of certainty and the need for quality, or timely, decision making.  
Having faster C2 processes allows us time to figure out what enemy commanders are 
trying to do, and time to cut off their opportunities for doing those things.  It permits us to 
determine what indicators enemy commanders will key in on, so we can manipulate those 
same indicators to mislead the enemy.  In short, faster C2 is the key to playing with the 
enemy’s mind [22].  The OODA model represents the process of information collection, 
analysis, and dissemination and thus also showcases the important and critical role that 
information contributes to successful combat operations. 
Boyd’s theory was further analyzed by Lieutenant Colonel Gregg Roman in [19] 
who decomposed the 4-element OODA process into a set of two, interactive, C2 
elements, “information gathering” and “decision making”.  These two elements are 
strongly linked (as depicted in the provided diagram Figure 28) and perversely 
interacting.  For example a strong information collection capability will most likely slow 
the associated decision-making process as it becomes increasingly difficult to filter out 
the important data from the not-so-important.  A strong decision-making capability, on 
the other hand, stimulates higher demand for information, whether it can be delivered by 
the C2 system, or not. 
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Figure 28.   Lieutenant Colonel Roman’s Two-Element process. After [19] 
It is a balance between information gathering and decision making that is truly 
desired if one wishes to manage uncertainty levels.  That balance, however, is difficult to 
achieve and can quickly be upset as on-going events unfold.  Sometimes events and 
information act to lubricate the movements of information and decision activities, and 
sometimes these influences throw a wrench into their linkage (as shown in this diagram).  
The very same systems, processes, etc. that we employ to make any sense of reality, can 
also serve to generate mismatches in our cognitive abilities, and in-turn keep the real-
world as uncertain, ever-changing and unpredictable.  In the spirit of Gregg Roman’s 
analysis work, better C2 systems can certainly be realized with technology advancement 
– those advancements, however, also introduce new challenges as we attempt to field and 
support technology over extended lifecycles.  But, bottom line, it is a balance in the 
information-gathering and decision-making activities that is sought.  As technology 
provides more and better data at a much quicker pace, the desired balance can only come 
from accelerated decision processes that produce the desired quality decisions, but do so 
in less time.  So, how does one get faster quality decisions in order to balance the C2 
process?  The answer may come as a result of improved, or quickened decision-making 
changes in any of the three aforementioned basic C2 elements (i.e., people, information, 
or structure). 
 87
APPENDIX C.  NETWORK TEMPOS INTERACTIONS AND 
SIMULATION RESULTS 
Tables 15, 16, and 17, provide the entire interaction for the simulation and its 
results discussed in Chapter V.  In that discussion, a summarized table with six 
interactions (see Chapter V, Table 13) was included for quick view, whereas the tables 
that follow include all twenty-seven interactions. 
Table 15 depicts the nine possible interactions when varying only decision tempo 
( 2Cλ ) from the low-action tempo to the high-action tempo.  Table 16 and 17 have the 
same interactions approach, but this time considering deployment tempo ( dλ ) and 
fighting tempo ( fλ ).  For all 27-interactions the maximum operation tempo ( OODAΛ ) 
output result is provided. 
Table 15.   Nine-interaction simulation for varying 2Cλ  






































































Table 16.   Nine-interaction simulation for varying dλ   






































































Table 17.   Nine-interaction simulation for varying fλ   
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