This paper extends a characterization given by Harary and Norman for linedigraphs. It is also possible to repeatedly contract vertices of the line-digraph (with a new contraction procedure) so as to obtain the digraph derived from D by deleting all vertices with no incoming edges. Several new identities for arborescences are presented, leading to a combinatorial proof of Knuth's formula for the number of arborescences of a line-digraph. A new proof is given for the fact that in a digraph with every vertex having indegree equal to outdegree, the number of arborescences with root VY is independent of j. Finally a new proof is presented for Tutte's Matrix Tree Theorem which shows the theorem to be a special case of the principle of inclusion-exclusion.
INTRODUCTION
The notation and wording of this paper, especially this section, is designed to be compatible with that of Knuth [4] .
The graphs dealt with in this paper are directed graphs or digraphs. Vk . If ak > 1, then it will also be written as Vj -Vk or, alternatively, we will say that (Vj, Vk) is an edge. We also write crj = a 1 k =outdegree of Vj .
-k= E aj 1 = indegree of Vk .
71<j<n
The line-digraph D* (called the arc-digraph in [4] ) is a graph with Identifiability induces an equivalence relation which will be denoted as of To identify identifiable vertices V and V is to contract the two vertices into a single vertex V* with the following adjacency relations:
(a) For k ½ i or j, the number of edges from V* to Vk is aik, and the number of edges from Vk to V* is ak + a 1 k.
(b) The number of edges from V* to V* is aij + a. A complete bipartite digraph is a directed graph D whose vertices w abe partitioned into non-empty disjoint sets S and T such that each vertex of s 
where the sums are respectively over all 1, 2, 3-extendible subgraphs of D and the corresponding subgraphs of D. Proposition 2 follows from (1), Vj (2) , and the next lemma.
'es. 
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Furthermore, th
To complete the proof we derive from (3), (4) and (5) 
Clearly loops in a graph do not affect the number of arborescenses; to however, loops did play an important role in determining which vertices were identifiable. In the following definitions, we consider only directed ar graphs without loops.
Vertices The following corollary was first proved by Tutte in [8] . Van AardenneEhrenfest and DeBruijn proved it combinatorially in [1] . 
is is an
Combining (6) and (7) yields 
icS Combining Lemma 3 with (8) and (9) yields (6) In directed graph D assign to each edge e a weight w(e), where co(e) is an element of some abelian ring. (In most applications the ring is either the set of integers or the real number field.) The notation of the previous sections (7) is altered so that here we let aij be the sum of the weights of edges with tail Vi and head . Let aj be the sum of the weights of all edges with tail Vj.
Define the matrix M (mia) as follows:
For subgraph H of D let the weight of H be the product of the weights of ify edges of H, and denote the product as w(H). The following theorem was 2x.
proved by Tutte [8] .
an ng THEOREM. (Tutte) . If each edge of D is assigned weight 1, then the theorem implies that the minor of mjj in M is equal to the number of j-arbs of D. The Matrix Tree ar.
Theorem can be used to give algebraic proofs of all of the propositions in ly, Section 3, and was used by Knuth [4] in proving his formula. he
The following proof demonstrates that the Matrix Tree Theorem is a I special case of the principle of inclusion-exclusion as presented in [7] . 
(-l)k(H) J(H) =(-)e(v)
) .
(12) Subgraph H can be extended to an element of 5F by adding any set of edges e ,..., e with tails V= ,..., V ; this fact and (13) gives:
.0)
4_(H).= wo(H) -
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