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In this paper, I’m going to talk about the theoretical and experimental progress in studying spin-
orbit coupled spin-1 bosons. Realization of spin-orbit coupled quantum gases opens a new avenue
in cold atom physics. In particular, the interplay between spin-orbit coupling and inter-atomic
interaction leads to many intriguing phenomena. Moreover, the non-zero momentum of ground
states can be controlled by external fields, which allows for good quantum control.
PACS numbers: 34.50.Cx 67.85.Hj 75.25.Dk
Spin-orbit (SO) coupling is named because it’s the in-
teraction between a quantum particle’s spin and its an-
gular momentum. It comes from the conversion between
electric field to magnetic field when changing into the
moving frame of particles. It is important because when
dealing with neutral atoms, the interaction between spin
and magnetic field dominates. A key point of this paper
is to emphasize that a nearly isotropic SO coupling will
dramatically enhance the effects of inter-particle interac-
tions.
There are two types of interaction that have been stud-
ied extensively in condensed matter - Rashba (σxky −
σykx) [1] and Dresselhaus (σxky + σykx) [2] SO cou-
pling.These two coupling have explained lots of phenom-
ena for bulk materials. The Rashba SO coupling is a
momentum-dependent splitting of spin bands in two-
dimensional condensed matter systems (heterostructures
and surface states) similar to the splitting of particles
and anti-particles in the Dirac Hamiltonian. It can be
derived in the framework of the k · p perturbation theory
or from the point of view of a tight binding approxima-
tion. The Dresselhaus SO coupling can be derived in a
similar way. The most general expression of Rashba SO
coupling is presented below:
HSO = 2α(~σ × ~k) · ~v. (1)
Here v is the unit vector perpendicular to the surface,
k is the momentum of particle and σ is the vector of Pauli
matrices.
There is a naive derivation of Rashba Hamiltonian for
particles moving in static electric fields. For example,
E = E0zˆ. When we use the frame moving with atoms,
where v = ~m (kx, ky, kz). By applying the Maxwell func-
tion in a moving frame.
~E′ = ~E + ~v × ~B (2)
~B′ = ~B − ~v ×
~E
c2
(3)
In the new frame, we have
~E′ = E0zˆ (4)
~B′ =
E0
mc2
(−ky, kx, 0). (5)
Thus, the Hamiltonian has a term between the spin
and interaction with the magnetic field caused by mo-
mentum.
HSO = −~µ · ~BSO(k) = −gsµBS~ ·
E0
mc2
(−ky, kx, 0) (6)
= −gsµBE0
~mc2
(σxky − σykx) (7)
where gs is Lande´ g factor and µB is Bohr magneton.
As a result the total Hamiltonian for a single boson
only under the presence of electric field is :
H =
~2
2m
(~k2 + 2α(~σ × ~k) · zˆ). (8)
Here all the constants are combined in α. In general
situation with arbitrary ~E point in nˆ direction and with
atomic units ~→ 1,me → 1
H =
1
2m
(~k2 + 2α(~σ × ~k) · nˆ). (9)
The electric field given by a nucleus in the rest frame
of the electron is:
E = |E
r
|r. (10)
Additionally, since |E| = ∂V∂r
B =
1
mec2
1
r
r × p∂V
∂r
=
1
mec2
1
r
∂V
∂r
L. (11)
As a result,
H = −µ ·B (12)
=
1
mec2
1
r
∂V
∂r
L · −gsµBS~ = −
gsµB
mec2r~
∂V
∂r
L · S.
(13)
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2FIG. 1: (color online) Pseudo-spin rotation rotates the real
spin by 90o anticlockwise.
The Larmor interaction energy is in the form of L · S
coupling, that’s the reason why it’s called spin-orbital
coupling.
In the second quantized picture, the Hamiltonian is
H =
∫
d2rΨ†
1
2m
(~k2 + 2α(~σ × ~k) · ~n)Ψ (14)
In many other literature [3] people use pseudo-spin ro-
tation σ′x = −σy and σ′y = σx to simplify problem. This
rotation will change the cross product between σ and k
into a dot product, as shown in Fig. 1. Here, I follow
this conversion. The Hamiltonian will be
H =
∫
d2rΨ†
1
2m
(~k2 + 2α(~σ · ~k))Ψ (15)
In the first part of this paper, what I will focus on is the
ground state for a two dimensional (2D) Bose-Einstein
Condensates (BEC) and study different phases of them.
Numerical Method
In order to solve the ground state for general Hamil-
tonian, using a numerical method is a very popular way
to attack problem, given the advance of computer per-
formance nowadays. The method used here is called the
Imaginary Time Evolution method [4]. The physics be-
hind that is straightforward. Decomposing the initial
wave function into the eigenbasis, where φ0 is the ground
state with lowest energy and φn is the n
th excited state,
I have
|ψ >= c0|φ0 > +c1|φ1 > +c2|φ2 > + · · · (16)
The time evolution of the wave function is
|ψ(t) >= c0e−i
E0
~ t|φ0 > +c1e−i
E1
~ t|φ1 > + · · · (17)
FIG. 2: (color online) The energy dispersion for helicity ±
when a) α > 0 b) α < 0
If I change the time t into imaginary time −it, the time
evolution will become
|ψ(t) >= c0e−
E0
~ t|φ0 > +c1e−
E1
~ t|φ1 > + · · · (18)
The ground state will decay slowest since it has the lowest
energy. As a result, after every discrete imaginary time
step, if we renormalize |ψ(t) >, it will have a larger and
larger portion of |φ0 >. When the energy coverages to a
constant, we can consider |ψ(t) > as |φ0 >.
In this Hamiltonian, I noticed that there are differ-
ential operators that come from kinetic energy term K.
In order to solve that, the fast Fourier transformation
method instead of the time consuming finite difference
method is applied. When |ψ(x) > is transformed into
Fourier space |ψ(k) >, e−iK~ t can be multiplied directly
since it’s in the momentum space. After that I use the
reverse transform to get e−i
K
~ t|ψ(k) > back to real space
and multiply it with e−i
V
~ t, which is the spatial depen-
dent potential.
The algorithm for computing time evolution is
|ψ(x, t+∆t) >= e−iV~ ∆tIFFT (e−iK~ ∆tFFT (|ψ(x, t) >))
(19)
Here ∆t is the discrete time step between two iterations.
Spin-1/2 BEC without Interaction
Hamiltonian of spin-1/2 BEC without interaction is
identical to single particle Hamiltonian.
Without external potential
H0 =
1
2m
(~k2 + 2α~σ · ~k) (20)
Spin is no longer a good quantum number here. In-
stead, helicity is a good quantum number here. Helicity
“±” means that the spin direction is either parallel or
anti-parallel to the momentum. For these two helicity
3branches, their dispersion relation are given by
Ek± =
1
2m
(|k|2 ± 2α|k|) (21)
where |k| =
√
k2x + k
2
y.
For the case α > 0, the “−” helicity branch has
lower energy. The single particle minimum is locating
at |k| = α. This minimum has degenerate ground states
with different azimuthal angles. Without SO coupling,
the Hamiltonian has a unique ground state at k = 0.
The weak interaction won’t play a significant role here
because the ground state is unique. However, in the pres-
ence of SO coupling the weak interaction plays a large
part, since the ground states has a strong degeneracy.
Assuming the atoms are in a harmonic potential V =
1
2mω
2r2, since you need to trap the atom to observe it
and one of the most common way is to use the dipole
trap from a strong laser in experiment. In order to solve
the Schro¨dinger equation with the Hamiltonian (15) for
a many-body system, the mean-field theory is used here,
which replaces the field operator with its expectation
value φm =< ψˆm >. The energy of the system is in
the form
E =
∫
d2r
1
2m
(
∑
mz=↑,↓
φ∗mz (k
2 + ω˜2r2)φmz
+2α
∑
mz,m′z=↑,↓
φmz (σxkx + σykx)φm′z )
(22)
Here ω˜ = mω. Since what’s important is the value of ω˜
and α, I neglect the general factor 12m hereafter.
For the spin-1/2 case, the Pauli matrices look like this:
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (23)
Writing the energy in explicit form of spin components,
gives:
E =
∫
d2r{
∑
mz=↑,↓
φ∗mz (k
2 + ω˜2r2)φmz
+2α{φ∗↑(kx − iky)φ↓ + φ∗↓(kx + iky)φ↑}.
(24)
To solve it numerically, the main challenge comes from
the two spin components (φ∗m′zAφmz ,m
′
z 6= mz) be cou-
pled together. (A is any operator). I can separated the
coupled term Hso from non coupled term H0
|ψ(t) > = e−iH∆t|ψ >
= e−iHso∆t(e−iH0∆tI)|ψ > (25)
where e−iHso∆t = e−i2α(σxkx+σyky)∆t.
FIG. 3: (color online) The ground state density of both the
spin up a) and down b) without scattering interaction, which
has a strong degeneracy for different direction of k.
The e−iHsot has an analytic formula that is solvable,
because the exponential of a Pauli vector looks like:
eia(nˆ·~σ) = I cos a+ i(nˆ · ~σ) sin a, (26)
e−i2α(σxkx+σyky)∆t = I cos a+ i(nˆ · ~σ) sin a. (27)
Here, a = −2α∆t
√
k2x + k
2
y and nˆ =
(kx/
√
k2x + k
2
y, ky/
√
k2x + k
2
y)
Spin-1/2 BEC with Interaction
The interaction Hamiltonian term in a 2D spin-1/2
BEC is in the form of
Hint =
∫
d2rΨ†(
c0
2
n2 +
c2
2
S2z )Ψ (28)
n is the operator of number of particles and Sz is the op-
erator of total spin z-component. This formula is derived
from the contact interaction and the s-wave scattering.
Now the time-dependent equation looks like
i
∂ψ
∂t
= (H0 +HSO +Hint)ψ (29)
which is called Gross-Pitaevskii equation [5].
E =
∫
d2r{
∑
mz=↑,↓
φ∗mz (−∇2 + ω˜2r2)φmz
+2α{φ∗↑(kx − iky)φ↓ + φ∗↓(kx + iky)φ↑}
+
c0
2
(|φ↑|2 + |φ↓|2)2 + c2
2
(|φ↑|2 − |φ↓|2)2
(30)
Here below, all the numerical results are solved in
atomic units (a.u.), which is ~ = 1,me = 1.
The matrix form of the interaction Hamiltonian is:
4Hint =(
φ∗↑
φ∗↓
)(
c0+c2
2 |φ↑|2 + c0−c22 |φ↓|2 0
0 c0+c22 |φ↓|2 + c0−c22 |φ↑|2
)(
φ↑
φ↓
)
. (31)
e−iHint∆t =(
e−i(
c0+c2
2 |φ↑|2+
c0−c2
2 |φ↓|2)∆t 0
0 e−i(
c0+c2
2 |φ↓|2+
c0−c2
2 |φ↑|2)∆t
)
(32)
To simplify the expression, I use γ = c2/c0 as the ratio
between the different scattering lengths instead of using
c0, c2 as separate coefficients.
Combining these terms, I formulate the detailed equa-
tion that will be used to calculate the ground state.
ψ(t+ ∆t) = e−i(H0+HSO+Hint)∆tψ(t)
= e−iHSO∆te−i(H0+Hint)∆tψ(t)
= (I cos a+ i(nˆ · ~σ) sin a)e−i(H0+Hint)∆tψ(t)
(33)
With:
e−iH0∆t =(
e−i(k
2+ω˜2r2)∆t 0
0 e−i(k
2+ω˜2r2)∆t
)
(34)
I cos a+ i(nˆ · ~σ) sin a =(
cos a i(nx − iny) sin a
i(nx + iny) sin a cos a
)
.
(35)
As a result, we can also solve the equation to get the
ground state for the BEC with interaction. When γ > 0,
the ground state is called a plane wave (PW) phase. This
is because the phase of condensate wave function looks
like a plane wave in Fig. 5. When γ < 0, the ground state
is called standing wave (SW) phase. It’s pretty straight-
forward to understand it because the density looks pretty
much like a standing wave (Fig. 6) [6].
Although in numerical simulation, the harmonic trap
is included to avoid an artifact from a sharp boundary
and also simulate the practical situation of a cold atom
experiment, the results can be understood without ex-
ternal potential. With SO coupling, E±k = |k|2/2±α|k|
from the single particle Hamiltonian discussion above.
Here the “±” denotes different helicity (spin orthogonal
to wave factor). When |α| > 0, the single particle ground
state is in the negative helicity branch, with |k| = α by
minimizing the energy. The wave function is
φk =
1√
2
eikr
(
1
eiϕk
)
(36)
FIG. 4: (color online) The ground state density of both the
spin ↑ a) and ↓ b) with scattering interaction c0 = 5, γ = 1,
which is the PW phase. From the figures we can see the
vortices work as the domain wall.
FIG. 5: (color online) The phase of both the spin ↑ a) and
↓ b) ground state with scattering interaction c0 = 5, γ = 1.
Since the phase increase from −pi (dark regime) to pi (bright
regime) periodically, we call it ”plane wave phase” (PW)
where ϕk = arg(kx + iky) + pi which is anti-parallel to
momentum, and ϕ−k = ϕk + pi.
Consider the wave function as a composition of two
opposite wave vector states as
ϕ =
α1√
2
eikr
(
1
eiϕk
)
+
α2√
2
e−ikr
(
1
eiϕ−k
)
. (37)
Using this wave function to minimize the interaction
energy. When γ > 0, we get α1 = 1, α2 = 0 or α1 =
0, α2 = 1.
ϕ =
1√
2
eikr
(
1
eiϕk
)
or
1√
2
e−ikr
(
1
eiϕ−k
)
(38)
The wave function is a single plane wave, corresponding
to the PW phase. This state breaks the time-reversal,
5FIG. 6: (color online) The ground state density of both the
spin ↑ a) and ↓ b) with scattering interaction c0 = 5, γ = −1,
which is the SW phase. From the figures we can see both
components oscillate periodically in the SW regime.
FIG. 7: (color online) The phase of both the spin ↑ a) and ↓
b) ground state with scattering interaction c0 = 5, γ = −1.
the rotational symmetry and the U(1) symmetry of the
superfluid phase.
When γ < 0, we get α1 = α2 = 1/
√
2.
ϕ =
1
2
eikr
(
1
eiϕk
)
+
1
2
e−ikr
(
1
eiϕ−k
)
(39)
Thus
φ↑ ∝ cos(kr), φ↓ ∝ i sin(kr) (40)
Which corresponds to the SW phase (also named as a
“stripe superfluid”). This state breaks rotational sym-
metry while keeping the U(1) symmetry of the super-
fluid phase, reflection symmetry and translation symme-
try along stripe direction.
In general, we should substitute the single k state with
a superposition of all wave vector states with different
azimuthal angles:
∫
dϕk
αk√
2
eikr
(
1
eiϕk
)
(41)
If we minimize the energy with respect to αk, we can
find the most favorable solution is alway single k or for
a pair of {k,−k}. The reason of the symmetry breaking
is because the interaction term has preference in specific
spin vectors. This shows how a nearly can isotropic SO
coupling enhance the effects of inter-particle interactions.
FIG. 8: (color online) Numerical results for the spin-1 cases.
a1-a3 are density of -1, 0, 1 components in the SW phase with
γ = 0.2. b1-b3 are phase of -1, 0, 1 components in the PW
phase with γ = −0.2. [6]
Spin-1 BEC without Interaction
We can also derive the Hamiltonian for the spin-1 case.
For this case, the Pauli matrices look like this:
σx =
1√
2
0 1 01 0 1
0 1 0
 , σy = i√
2
0 −1 01 0 −1
0 1 0
 ,
σz =
1 0 00 0 0
0 0 −1
 (42)
The energy now changes into the form of
E =
∫
d2r{
∑
mz=1,0,−1
φ∗mz (−
~2
2m
∇2 + 1
2
mω2r2)φmz
+α/
√
2{φ∗1(ky + ikx)φ0 + φ∗0(ky − ikx)φ1
+φ∗0(ky + ikx)φ−1 + φ
∗
−1(ky + ikx)φ0}
(43)
E =
∫
d2r{
∑
mz=1,0,−1
φ∗mz (−
~2
2m
∇2 + 1
2
mω2r2)φmz
+α/
√
2{φ∗1(i∂y − ∂x)φ0 + φ∗0(i∂y + ∂x)φ1
+φ∗0(i∂y − ∂x)φ−1 + φ∗−1(i∂y + ∂x)φ0}
(44)
This is also solvable. This case is a little bit compli-
cated to program, so here I just present the results in
Fig. 8 from [6].
6FIG. 9: (color online) a) A schematic of NIST experiment,
in which two counter propagating Raman beams are applied.
b) A schematic of how F = 1 levels are coupled by Raman
beams. [3]
RELEVANT EXPERIMENT
Considering an experiment with a 87Rb Bose-Einstein
condensate (BEC), where a pair of Raman lasers cre-
ate a momentum-sensitive coupling between two internal
atomic states [7]. This SO coupling is equivalent to that
of an electronic system with equal distribution of Rashba
and Dresselhaus couplings, and with a uniform magnetic
field of B in the y−z plane. The derivation of the Hamil-
tonian is shown below.
The Raman resonance is a phenomenon which re-
quires two-photon processes. As Fig. 9 a) shows, I
have two counter-propogating beams shine on BEC. The
blue beam is
√
Ω/2ei(ω1t+k1x) while the red beam is√
Ω/2ei(ω2t−k2x). The frequency difference ω1−ω2 = δω.
Here δω is the energy gap between two spin components.
For this reason, the coupling term becomes:
H12 =
√
Ω/2ei(ω1t+k1x)
√
Ω/2ei(ω2t−k2x)
= Ω/2ei(δωt+(k1+k2)x)
(45)
At the situation where δω  k1, k2 and k1 ≈ k2 = k0,
the coupling term becomes H12 = Ωe
i2k0x. The matrix
form in the bases of |1,−1 >, |1, 0 >
H =
(
k2x
2m +
h
2
Ω
2 e
i2k0x
Ω
2 e
−i2k0x k2x
2m − h2
)
(46)
By applying a unitary transformation with
U =
(
e−ik0x 0
0 eik0x
)
(47)
One reaches an effective Hamiltonian that describes
FIG. 10: (color online) The dispersion relation for the Hamil-
tonian in the experiment with δ = 0 and Ω = 0 : 0.1 : 1.
SO coupling
HSO = UHSOU
†
=
(
(kx+k0)
2
2m +
h
2
Ω
2
Ω
2
(kx−k0)2
2m − h2
)
=
1
2m
(kx + k0σz)
2 +
Ω
2
σx +
h
2
σz
(48)
Using the pseudo-spin rotation σ′x = −σz, σ′z = σx,
and combining all constants in a single coefficient, we
have
H =
1
2m
(k2 + Ωσz + δσx + αkxσx) (49)
In this Hamiltonian, we get the last term kxσx equiva-
lent to an equal distribution of Rashba and Dresselhaus
couplings. Thus, this Raman laser coupling system is
equivalent to a 2D SO coupling:
H =
~2~k2
2m
− ( ~B + ~BSO(k)) · ~µ. (50)
Since in realty, there is no spin 1/2 bosons, we use F =
1 ground electronic manifold and label them with pseudo-
spin-up and pseudo-spin-down: | ↑>= |F = 1,mF = 0 >
and | ↓>= |F = 1,mF = −1 >. The initial BEC state is
an equal population of | ↑> and | ↓>.
Let’s do the same analysis, as the theory I mentioned
previously. Without the interaction, we can get the dis-
persion relation
E =
1
2m
(k2x ±
√
Ω2 + α2k2x + 2αδkx + δ
2) (51)
where the eigenstates are
u =
(
Ω−σ1
δ+αkx
1
)
, d =
(
Ω+σ1
δ+αkx
1
)
(52)
7FIG. 11: (color online) The ground state density when Ω
is large, so there is only one minima and it has an equal
distribution in | ↑>x, | ↓>x.
FIG. 12: (color online) The ground state momentum density
when Ω is large, since there is only one minima at kx = 0.
It’s easy to see the momentum density is centered at kx = 0.
Here σ1 =
√
Ω2 + α2k2x + 2αδkx + δ
2.
When δ = 0 and I increase Ω, the dispersion relation
changes from two minima at kx 6= 0 to a single minimum
kx = 0 as shown in Fig. 10.
Using the same numerical method as mentioned before,
the ground state can be calculated, here the | ↑>x, | ↓>x
are spin up and down eigenstates in the x direction. It’s
convenient to use this basis because of the two σx terms
in Hamiltonian.
When Ω = 0 and I change δ > 0, the dispersion relation
no longer has two global minima instead one of them
changes into two local minima as shown in Fig. 13. Thus,
the ground state will prefer the | ↓>x components and
change the average kx > 0. If Ω is not very strong, there
will still be some fraction in | ↑x, kx < 0 >. This result
is shown in Fig. 15 and Fig. 16.
Similar things will happen when Ω = 0 and I change
δ > 0. The ground state will prefer the | ↑>x components
and change the average kx < 0. If Ω is not very strong,
there will still be some fraction in | ↓x, kx > 0 >. This
result is shown in Fig. 17 and Fig. 18.
From the simulation results, the inter-particle inter-
action doesn’t play an important role here to determine
the ground state phase. This is because the SO coupling
here is not nearly isotropic. The kxσx term doesn’t have
a strong degeneracy here, thus there is no amplifying of
the scattering term in the Hamiltonian.
By changing different δ and Ω, I can control the disper-
sion minimum. I can realize the results of the simulations
by varying the Raman laser coupling Ω and z-direction
FIG. 13: (color online) The dispersion relation for the Hamil-
tonian in the experiment with small positive δ, which tilt the
ground state has two local minimum | ↓x, kx > 0 >, | ↑x, kx <
0 >.
FIG. 14: (color online) The dispersion relation for the Hamil-
tonian in the experiment with small negative δ, which tilt the
ground state has two local minimum | ↓x, kx > 0 >, | ↑x, kx <
0 >.
magnetic field δ adiabatically in experiment. To detect
whether the state is mixed or at different phase, the time
of flight method is applied. Through letting the con-
densates evolve freely after some time, ground states has
kx 6= 0 at the double minimum phase will split. The total
phase diagram in Fig. 19 is calculated in [7].
To sum up, I first introduced the definition of spin-
orbital coupling in this paper. Then, I discussed the SW
and PW phases in a 2D Rashba SO coupled spin-1/2
BEC by controlling the sign of the scattering term [6] in
the first part. The ground state in the PW phase will
show the domain wall formed by vortices. This reveals
the fact that nearly isotropic SO coupling can amplify
the inter-particle interaction. The next topic I discussed
is the realization in an experiment by using the Raman
coupling lasers in a 87Rb spin-1 BEC[7]. By taking ad-
vantage of this technique, I can study the effect of an
equal contribution of Rashba and Dresselhaus coupling.
By controlling the Raman coupling strength and mag-
8FIG. 15: (color online) The ground state density for small
positive δ. Large fraction of ground state is in | ↓>x as shown
in the Fig. 13.
FIG. 16: (color online) The ground state momentum density
when δ is positive, since there are two local minimum at kx 6=
0. Comparing to Fig. 15, the pairs | ↓x, kx > 0 >, | ↑x, kx <
0 > are indicated clearly.
netic field, the ground state can be tuned adiabatically
from a single spin component to double components, and
from nonzero momentum to zero momentum. The basic
method to do the analysis and numerical simulation is
also included also to help understand the results.
FIG. 17: (color online) The ground state density for small
negative δ. Large fraction of ground state is in | ↑>x as
shown in the Fig. 14.
FIG. 18: (color online) The ground state momentum density
when δ is negative, since there are two local minimum at
kx 6= 0. Comparing to Fig. 17, the pairs | ↓x, kx > 0 >, | ↑x
, kx < 0 > are indicated clearly.
FIG. 19: (color online) The ground state phase diagram cal-
culated in [7].
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