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Data-driven Decision Making with Probabilistic Guarantees (Part I):
A Schematic Overview of Chance-constrained Optimization
Xinbo Geng, Le Xie
Texas A&M University, College Station, TX, USA.
Abstract
Uncertainties from deepening penetration of renewable energy resources have posed critical challenges to the secure and reliable
operations of future electric grids. Among various approaches for decision making in uncertain environments, this paper focuses on
chance-constrained optimization, which provides explicit probabilistic guarantees on the feasibility of optimal solutions. Although
quite a few methods have been proposed to solve chance-constrained optimization problems, there is a lack of comprehensive
review and comparative analysis of the proposed methods. Part I of this two-part paper reviews three categories of existing methods
to chance-constrained optimization: (1) scenario approach; (2) sample average approximation; and (3) robust optimization based
methods. Data-driven methods, which are not constrained by any particular distributions of the underlying uncertainties, are of
particular interest. Part II of this two-part paper provides a literature review on the applications of chance-constrained optimization
in power systems. Part II also provides a critical comparison of existing methods based on numerical simulations, which are
conducted on standard power system test cases.
Keywords: data-driven, power system, chance constraint, probabilistic constraint, stochastic programming, robust optimization,
chance-constrained optimization.
1. Introduction
The objective of this article is to provide a comprehensive
and up-to-date review of mathematical formulations, compu-
tational algorithms, and engineering implications of chance-
constrained optimization in the context of electric power sys-
tems. In particular, this paper focuses on the data-driven ap-
proaches to solving chance-constrained optimization without
knowing or making specific assumptions on the underlying dis-
tribution of the uncertainties. A more general class of problem,
i.e. distributionally robust optimization or ambiguous chance
constraint, is beyond the scope of this paper.
1.1. An Overview of Chance-constrained Optimization
Chance-constrained optimization (CCO) is an important
tool for decision making in uncertain environments. Since its
birth in 1950s, CCO has found many successful applications
in various fields, e.g. economics (Yaari, 1965), control the-
ory (Calafiore et al., 2006), chemical process (Sahinidis, 2004;
Henrion et al., 2001), water management (Dupaov et al., 1991)
and recently in machine learning (Xu et al., 2009; Ben-Tal et al.,
2009; Caramanis et al., 2012; Ben-Tal et al., 2011; Sra et al.,
2012; Gabrel et al., 2014). Chance-constrained optimization
plays a particularly important role in the context of electric
power systems (Ozturk et al., 2004; Wang et al., 2012), appli-
cations of CCO can be found in various time-scales of power
system operations and at different levels of the system.
The first chance-constrained program was formulated in
(Charnes et al., 1958), then was extensively studied in the
following 50 years, e.g. (Charnes and Cooper, 1959, 1963;
Kataoka, 1963; Pintr, 1989; Sen, 1992; Prekopa et al., 1998;
Ruszczynski and Shapiro, 2003; Ben-Tal et al., 2009; Prkopa,
1995). Previously, most methods to solve CCO problems deal
with specific families of distributions, such as log-concave dis-
tributions (Miller and Wagner, 1965; Prkopa, 1995). Many
novel methods appeared in the past ten years, e.g. scenario ap-
proach (Calafiore et al., 2006), sample average approximation
(Ruszczyski, 2002; Luedtke and Ahmed, 2008) and convex ap-
proximation (Nemirovski and Shapiro, 2006). Most of them
are generic methods that are not limited to specific distribution
families and require very limited knowledge about the uncer-
tainties. In spite of many successful applications of these meth-
ods in various fields, there is a lack of comprehensive review
and a critical comparison.
1.2. Contributions
The main contributions of this paper are twofold:
1. We provide a detailed tutorial on existing algorithms to
solve chance-constrained programs and a survey of major
theoretical results. To the best of our knowledge, there is
no such review available in the literature;
2. We implement all the reviewed methods and develop an
open-source Matlab toolbox (ConvertChanceConstraint),
which is available on Github 1.
1github.com/xb00dx/ConvertChanceConstraint-ccc
Preprint submitted to Elsevier April 16, 2019
1.3. Organization of This Paper
The remainder of this paper is organized as follows. Section
2 introduces chance-constrained optimization. Section 3 sum-
marizes the fundamental properties of chance-constrained opti-
mization problems. An overview of how to solve the chance-
constrained optimization problem is described in Section 4,
which outlines Section 5-7. Three major approaches to solv-
ing chance-constrained optimization (scenario approach, sam-
ple average approximation and robust optimization based meth-
ods) are presented in Section 5-7, respectively. The structure
and usage of the Toolbox ConvertChanceConstraint is in Sec-
tion 8. Concluding remarks are in Section 9.
1.4. Notations
The notations in this paper are standard. All vectors and
matrices are in the real field R. Sets are in calligraphy fonts,
e.g. S. The upper and lower bounds of a variable x are denoted
by x and x. The estimation of a random variable  is ˆ. We use
1n to denote an all-one vector in Rn, the subscript n is some-
times omitted for simplicity. The absolute value of vector x is
|x|, and the cardinality of a set S is |S|. Function [a]+ returns
the positive part of variable a. The indicator function 1x>0 is
one if x > 0. The floor function bac returns the largest integer
less than or equal to the real number a. The ceiling function
dae returns the smallest integer greater than or equal to a. E[ξ]
is the expectation of a random vector ξ, V(x) denotes the vi-
olation probability of a candidate solution x, and Pξ(·) is the
probability taken with respect to ξ. The transpose of a vector a
is aᵀ. Infimum, supremum and essential supremum are denoted
by inf, sup and ess sup. The element-wise multiplication of the
same-size vectors a and b is denoted by a ◦ b.
2. Chance-constrained Optimization
2.1. Introduction
We study the following chance-constrained optimization
problem throughout this paper:
(CCO): min
x
cᵀx (1a)
s.t. Pξ
(
f (x, ξ) ≤ 0
)
≥ 1 −  (1b)
x ∈ X (1c)
where x ∈ Rn is the decision variable and random vector ξ ∈ Rd
is the source of uncertainties. Without loss of generality 2, we
assume the objective function is linear in x and does not de-
pend on ξ. Constraint (1b) is the chance constraint (or proba-
bilistic constraint), it requires the inner constraint f (x, ξ) ≤ 0
to be satisfied with high probability 1 − . The inner constraint
f (x, ξ) : Rn × Rd → Rm consists of m individual constraints,
i.e. f (x, ξ) =
(
f1(x, ξ), f2(x, ξ), · · · , fm(x, ξ)). Set X represent
the deterministic constraints. Parameter  is called the viola-
tion probability of (CCO). Notice that f (x, ξ) is random due to
2Using the epigraph formulation as mentioned in (Campi et al., 2009; Boyd
and Vandenberghe, 2004).
ξ, the probability P is taken with respect to ξ. Sometimes the
probability is denoted by Pξ to avoid confusion.
It is worth mentioning that CCO is closely related with the
theory of risk management. For example, an individual chance
constraint P( fi(x, ξ) ≤ 0) ≥ 1−i can be equivalently interpreted
as a constraint on the value at risk VaR( fi(x, ξ); 1− i) ≤ 0. This
connection can be directly seen from the definition.
Definition 1 (Value at Risk). Value at risk (VaR) of random
variable ζ at level 1 −  is defined as
VaR(ζ; 1 − ) := inf {γ : P(ζ ≤ γ) ≥ 1 − } (2)
More details about this can be found in Section 7.3.1,
(Rockafellar and Uryasev, 2000; Chen et al., 2010) and refer-
ences therein.
CCO is closely related with two other major tools for de-
cision making with uncertainties: stochastic programming and
robust optimization. The idea of sample average approxima-
tion, which originated from stochastic programming, can be
applied on chance-constrained programs (Section 6). Section 7
demonstrates the connection between robust optimization and
CCO.
2.2. Joint and Individual Chance Constraints
Constraint (1b) is called a joint chance constraint because
of its multiple inner constraints (Miller and Wagner, 1965), i.e.
P
(
f1(x, ξ) ≤ 0, f2(x, ξ) ≤ 0, · · · , fm(x, ξ) ≤ 0
)
≥ 1 −  (3)
Alternatively, each one of the following m constraints is called
an individual chance constraint:
P
(
fi(x, ξ) ≤ 0
)
≤ 1 − i, i = 1, 2, · · · ,m (4)
Joint chance constraints typically have more modeling power
since an individual chance constraint is a special case (m = 1) of
a joint chance constraint. But individual chance constraints are
relatively easier to deal with (see Section 3.2 and 7.3). There are
several ways to convert individual and joint chance constraints
between each other.
First, a joint chance constraint can be written as a set of
individual chance constraints using Bonferroni inequality or
Boole’s inequality. Notice (3) can be represented as
Pξ
(
∪mi=1
{
fi(x, ξ) ≥ 0}) ≤ . (5)
Since Pξ(∪mi=1{ fi(x, ξ) ≥ 0}) ≤
∑m
i=1 Pξ({ fi(x, ξ) ≥ 0}), if∑m
i=1 i ≤ , then any feasible solution to (4) is also feasible
to (3). In other words, (4) is a safe approximation (see Defini-
tion 11) to (3) when
∑m
i=1 i ≤ . With appropriate {i}mi=1, (4)
could be a good approximation of (3). However, it is usually
difficult to find such {i}mi=1. Some other issues of this approach
are discussed in Section 7.4.1.
Alternatively, a joint chance constraint (3) is equivalent to
the following individual chance constraint:
Pξ
(
f (x, ξ) ≤ 0) ≥ 1 −  (6)
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where f (x, ξ) : Rn × Rd → R is the pointwise maximum of
functions { fi(x, ξ)}mi=1 over x and ξ, i.e.
f (x, ξ) := max
{
f1(x, ξ), f2(x, ξ), · · · , fm(x, ξ)
}
. (7)
It is worth noting that converting { fi(x, ξ)}mi=1 to f (x, ξ) could
lose nice structures of the original constraint f (x, ξ) ≤ 0 and
cause more difficulties.
In this paper, we focus on the chance-constrained optimiza-
tion problems with a joint chance constraint.
2.3. Critical Definitions and Assumptions
Theoretical results in the following sections are based on
the critical definitions and assumptions below.
Definition 2 (Violation Probability). Let x denote a candidate
solution to (CCO), its violation probability is defined as
V(x) := Pξ
(
f (x, ξ) ≥ 0
)
(8)
Definition 3. x is a feasible solution for (CCO) if x ∈ X and
V(x) ≤ . Let F denote the set of feasible solutions to the
chance constraint (1b),
F := {x ∈ Rn : V(x) ≤ } = {x ∈ Rn : Pξ
(
f (x, ξ) ≤ 0
)
≥ 1 − }
then x is feasible to (CCO) if x ∈ X ∩ F .
Although (CCO) seeks optimal solutions under uncer-
tainties, it is a deterministic optimization problem. To
better see this, (CCO) can be equivalently written as
minx∈X cᵀx, s.t. V(x) ≤  or minx∈X∩F cᵀx.
Definition 4. Let o? denote the optimal objective value of
(CCO). For simplicity, we define o? = +∞ when (CCO) is
infeasible and o? = −∞ when (CCO) is unbounded. Let x?
denote the optimal solution to (CCO) if exists, and o? = cᵀx?.
Definition 5. We say a candidate solution x is conservative if
V(x)   or cᵀx  o?.
Most existing theoretical results on (CCO) are built upon
the following two assumptions.
Assumption 1. Let Ξ denote the support of random variable ξ,
the distribution ξ ∼ Ξ exists and is fixed.
Assumption 1 only assumes the existence of an underlying
distribution, but we do not necessarily need to know it to solve
(CCO). Removing assumption 1 leads to a more general class
of problem named distributionally robust optimization or am-
biguous chance constraints. Section 3.4 discusses cases with
Assumption 1 removed.
Assumption 2. (1) Function f (x, ξ) is convex in x for every in-
stance of ξ, and (2) the deterministic constraints define a convex
set X.
The convexity assumption makes it possible to develop the-
ories on (CCO). However, (CCO) is often non-convex even un-
der Assumption 2. More details are presented in Section 3.1
and difficulty (D2).
3. Fundamental Properties
3.1. Hardness
Although CCO is an important and useful tool for decision
making under uncertainties, it is very difficult to solve in gen-
eral. Major difficulties come from two aspects:
(D1) It is difficult to check the feasibility of a candidate solu-
tion x. Namely, it is intractable to evaluate the proba-
bility Pξ
(
f (x, ξ) ≤ 0) with high accuracy. More specif-
ically, calculating probability involves multivariate inte-
gration, which is NP-Hard (Khachiyan, 1989). The only
general method might be Monte-Carlo simulation, but it
can be computationally intractable due to the curse of di-
mensionality.
(D2) It is difficult to find the optimal solution x? and o?
to (CCO). Even with the convexity assumption (As-
sumption 2), the feasible region of (CCO) is often non-
convex except a few special cases. For example, Sec-
tion 3.3 shows the feasible region of (CCO) with separa-
ble chance constraints is a union of cones, which is non-
convex in general. Although researchers have proved var-
ious sufficient conditions on the convexity of (CCO), it
remains challenging to solve (CCO) because of difficulty
(D1). Most of times, however, we are agnostic about the
properties of the feasible region F .
Despite that fact that Assumptions 1 and 2 greatly simplify the
problem and make theoretical analysis on (CCO) possible, (D1)
and (D2) still exist and pose great challenges to solve (CCO).
Theorem 1 ((Luedtke et al., 2010; Qiu et al., 2014)). (CCO) is
strongly NP-Hard.
Theorem 2 ((Ahmed, 2018)). Unless P = NP, it is impossible
to obtain a polynomial time algorithm for (CCO) with a con-
stant approximation ratio.
Theorem 1 formalizes the hardness results of solving
(CCO), Theorem 2 further demonstrates it is also difficult to
obtain approximate solutions to (CCO): any polynomial algo-
rithm is not able to find a solution x∗ (with o∗ = cᵀx∗) such
that |o∗/o?| is bounded by a constant C. In other words, any
polynomial-time algorithm could be arbitrarily worse.
3.2. Special Cases
Although (CCO) is NP-Hard to solve in general, there are
several special cases in which solving (CCO) is relatively easy.
The most well-known special case is (9), which was first proved
in (Kataoka, 1963).
min
x∈X
cᵀx (9a)
s.t. P(aᵀx + bᵀξ + ξᵀDx ≤ e) ≥ 1 −  (9b)
Parameters a ∈ Rn,b ∈ Rd, D ∈ Rd×n and e ∈ R are fixed coef-
ficients. ξ ∼ N(µ,Σ) is a multivariate Gaussian random vector
with mean µ and covariance Σ. Notice that (9b) is an individ-
ual chance constraint with multivariate Gaussian coefficients.
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Let Φ(·)−1 denote the inverse cumulative distribution function
(CDF) function of a standard normal distribution. It is easy to
show that if  ≤ 1/2, (9) is equivalent to (10), which is a second
order cone program (SOCP) and can be solved efficiently.
min
x∈X
cᵀx (10a)
s.t. e − bᵀµ − (a + Dᵀµ)ᵀx ≥
Φ−1(1 − )√(b + Dx)ᵀΣ(b + Dx) (10b)
The case of log-concave distribution (Prkopa, 1971, 1995;
Prkopa et al., 2011) is another famous special case where
chance constraint is convex. There are many other sufficient
conditions on the convexity of chance constraints, e.g. (Lagoa,
1999; Calafiore and El Ghaoui, 2006; Henrion and Strugarek,
2008, 2011; Van Ackooij, 2015).
3.3. Feasible Region
A chance-constrained program with only right hand side
uncertainties (11) is considered in this section. With this ex-
ample, we provide deeper understandings on the non-convexity
of (CCO).
min
x∈X
cᵀx (11a)
s.t. P( f (x) ≤ ζ) ≥ p (11b)
In (11b), the inner function f (x) : Rn → Rm is deterministic.
The only uncertainty is the right-hand side value, represented
by a random vector ζ ∈ Rm. Chance constraints like (11b) are
also named separable chance constraints (or probabilistic con-
straints) since the deterministic and random parts are separated.
We replace 1−  with p in (11b) to follow the convention in the
existing literature.
Definition 6 (p-efficient points (Shapiro et al., 2009)). Let
p ∈ (0, 1), a point v ∈ Rm is called a p-efficient point of the
probability function Pζ(ζ ≤ z), if Pζ(ζ ≤ v) ≥ p and there is no
z ≤ v, and z , v such that Pζ(ζ ≤ z) ≥ p.
Theorem 3 ((Shapiro et al., 2009) (Prkopa, 1995)). Let E be
the index set of p-efficient points vi, i ∈ E. Let Fp := {x ∈ Rn :
Pζ( f (x) ≤ ζ) ≥ p} denote the feasible region of (11b), then it
holds that
Fp = ∪i∈EKi (12)
where each cone Ki is defined as Ki := vi + Rm+ , i ∈ E.
Theorem 3 shows the geometric properties of (CCO). The
finite union of convex sets need not to be convex, therefore the
feasible region of (CCO) is generally non-convex.
Remark 1. Many methods to solve (CCO) (e.g. (Beraldi and
Ruszczyski, 2002; Prekopa et al., 1998; Kress et al., 2007)
) start with a partial or complete enumeration of p-efficient
points. However, the number of p-efficient points could be as-
tronomic or even infinite. See (Shapiro et al., 2009; Prkopa,
1995) and references therein for the finiteness results of p-
efficient points and complete theories and algorithms on p-
efficient points.
3.4. Ambiguous Chance Constraints
Ambiguous chance constraint is a generalization of chance
constraints,
Pξ∼P
(
f (x, ξ) ≤ 0
)
≥ 1 − , ∀P ∈ P. (13)
It requires the inner chance constraint f (x, ξ) ≤ 0 holds with
probability 1 −  for any distribution P belonging to a set of
pre-defined distributions P.
Ambiguous chance constraints are particularly useful in the
cases where only partial knowledge on the distribution P is
available, e.g. we know only that P belongs a given family of
P. However, it is generally more difficult to solve ambiguous
chance constraints, and the theoretical results rely on different
assumptions of uncertainties. This paper only reviews solutions
to CCO, studies on ambiguous chance constraints are beyond
the scope of this paper.
4. An Overview of Solutions to CCO
This paper concentrates on solutions to (CCO) with the fol-
lowing properties: (i) dealing with both difficulties (D1) and
(D2) mentioned in Section 3.1; (ii) utilizing information from
data (only) without making suspicious assumptions on the dis-
tribution of uncertainties; and (iii) possessing rigorous guaran-
tees on the feasibility and optimality of returned solutions. Sec-
tion 4.1-4.3 explain these three properties in detail. Section 4.4
provides an overview of methods with the properties above.
4.1. Classification of Solutions
Existing methods on (CCO) can be roughly classified into
four categories (Ahmed and Shapiro, 2008):
(C1) When both difficulties (D1) and (D2) in Section 3.1 are
absent, (CCO) is convex and the probability P( f (x, ξ) ≤
0) is easy to calculate. The only known case in this cat-
egory is the individual chance constraint (9) with Gaus-
sian distributions, which might be the only special case
of (CCO) that can be easily solved;
(C2) When (D1) is absent but (D2) is present, it is relatively
easy to calculate P( f (x, ξ) ≤ 0) (e.g. finite distributions
with not too many realizations). As shown in Theorem 3,
the feasible region of (CCO) could be non-convex and so-
lutions typically rely on integer programming and global
optimization (Ahmed and Shapiro, 2008);
(C3) When (D1) is present but (D2) is absent, (CCO) is proved
to be convex but remains difficult to solve because of
the difficulty (D1) in calculating probabilities. This case
often requires approximating the probability via simula-
tions or specific assumptions. All examples mentioned in
Section 3.2 except (9) belong to this category.
(C4) When both difficulties (D1) and (D2) are present, it is al-
most impossible to find the optimal solution x? and o?.
All existing methods attempt to obtain approximate so-
lutions or suboptimal solutions and construct upper and
lower bounds on the true objective value o? of (CCO).
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Figure 1: Different Knowledge Levels to Solve (CCO)
Methods associated with (C1)-(C3) are briefly mentioned in
Section 3, the remaining part of this paper presents more gen-
eral and powerful methods in category (C4).
4.2. Prior Knowledge
In order to solve (CCO), a reasonable amount of prior
knowledge on the underlying distribution ξ ∼ Ξ is necessary.
Figure 1 illustrates three categories of prior knowledge:
(K1) We know the exact distribution ξ ∼ Ξ thus have complete
knowledge on the underlying distribution;
(K2) We know partially on the distribution (e.g. multivariate
Gaussian distribution with bounded mean and variance)
and thus have partial knowledge;
(K3) We have a finite dataset {ξi}Ni=1, this is another case of
partial knowledge.
It can be seen that prior information in (K2) is a strict subset of
(K1), also by sampling we can construct a dataset in (K3) from
the exact distribution in (K1). It seems (K1) is the best starting
point to solve (CCO). However, probability distributions are
not known in practice, they are just models of reality and exist
only in our imagination. What exists in reality is data. There-
fore (K3) is the most practical case and becomes the focus of
this paper. Almost all the data-driven methods to solve (CCO)
are based on the following assumption.
Assumption 3. The samples (scenarios) ξi (i = 1, 2, · · · ,N) in
the dataset {ξi}Ni=1 are independent and identically distributed
(i.i.d.).
4.3. Theoretical Guarantees
In this paper, we concentrate on the theoretical aspects of
the reviewed methods. In particular, we pay special attention to
feasibility guarantees and optimality guarantees.
Given a candidate solution x to (CCO), the first and pos-
sibly most important thing is to check its feasibility, i.e. if
V(x) ≤ . Although (D1) demonstrates the difficulty in cal-
culating V(x) with high accuracy, there are various feasibility
guarantees that either estimate V(x) or provide upper bound
on V(x). The feasibility results can be classified into two cat-
egories: a-priori and a-posteriori guarantees. The a-priori ones
typically provide prior conditions on (CCO) and the dataset
{ξi}Ni=1, the feasibility of the corresponding solution x is guar-
anteed before obtaining x. Examples of this type include
Corollary 1, Theorem 6,13 and 11. As the name suggests, the
a-posteriori guarantees make effects after obtaining x. The a-
posteriori guarantees are constructed based on the observations
of the structural features associated with x. Examples include
Theorem 7 and Proposition 1.
Given a candidate solution x and the associated objective
value o = cᵀx, another important question to be answered
is about the optimality gap |o − o?|. Although finding o? is
often an impossible mission because of difficulty (D2), bound-
ing from below on o? is relatively easier. Sections 5.5 and 6.4
dedicate to algorithms of constructing lower bounds o ≤ o?.
4.4. A Schematic Overview
A schematic overview of solutions to (CCO) and their rela-
tionships are presented in Figure 2. Akin methods are plotted
in similar colors, and links among two circles indicate the con-
nection of the two methods. The tree-like structure of Figure
2 illustrates the hierarchical relationship of the reviewed meth-
ods. Key references of each method are also provided. The
root node of Figure 2 is the “ambiguous chance constraint” or
distributionally robust optimization (DRO), which is the parent
node of “chance-constrained optimization”. This indicates that
DRO contains CCO as a special case. Similarly, for example,
node “scenario approach” has three child nodes “prior”, “poste-
rior” and “sampling and discarding”, this indicates the scenario
approach has three major variations.
As shown in Figure 2, CCO is a special case of ambiguous
chance constraints where the set of distributionsP is a singleton
(Section 3.4). Therefore methods to solve ambiguous chance
constraints can be applied on chance constraints as well. The
methods and algorithms to solve CCO are the main focus of this
paper, we will briefly mention the connection if some methods
are related with ambiguous chance constraints.
Figure 2 also outlines the first half of this paper, which ded-
icates to a review and tutorial on chance-constrained optimiza-
tion. We summarize key results on the basic properties (Section
3), three main approaches to solving chance-constrained opti-
mization problems, scenario approach (Section 5), sample av-
erage approximation (Section 6) and robust optimization (RO)
based methods (Section 7).
5. Scenario Approach
5.1. Introduction to Scenario Approach
Scenario approach utilizes a dataset with N scenarios {ξi}Ni=1
to approximate the chance-constrained program (1) and obtains
the following scenario problem (SP)N :
(SP)N : min
x∈X
cᵀx (14a)
s.t. f (x, ξ1) ≤ 0, · · · , f (x, ξN) ≤ 0 (14b)
SPN seeks the optimal solution x∗N which is feasible for all N
scenarios. The scenario approach is a very simple yet powerful
method. The most attractive feature of the scenario approach is
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Figure 2: A Schematic Overview of Existing Methods and Algorithms to Solve Chance-constrained Optimization Problems
its generality. It requires nothing except the convexity of con-
straints f (x, ξ) and X. It is purely data-driven and makes no
assumption on the underlying distribution.
Remark 2. SPN is a random program. Both its optimal objec-
tive value o∗N and optimal solution x
∗
N depend on the random
samples {ξi}Ni=1, therefore they are random variables. In conse-
quence,V(x∗N) is also a random variable. LetN := {1, 2, · · · ,N}
denote the index set of scenarios. The optimal objective value
of SPN is denoted by o∗(N) to emphasize its dependence on the
random samples.
Theoretical results of the scenario approach are built upon
the following assumption in addition to Assumptions 1, 2 and
3.
Assumption 4 (Feasibility and Uniqueness (Campi and Garatti,
2008)). Every scenario problem (SP)N is feasible, and its fea-
sibility region has a non-empty interior. Moreover, the optimal
solution x∗N of (SP)N exists and is unique.
If there exist multiple optimal solutions, the tie-break rules
in (Calafiore and Campi, 2005) can be applied to obtain a
unique solution.
Remark 3 (Sample Complexity N). We first provide some in-
tuition on the scenario approach. When solving (SP)N with a
very large number of scenarios, the solution x∗N will be robust
to almost every realization of ξ, thus the violation probability
goes to zero. Although x∗N is a feasible solution to (CCO) as
N → +∞, it is overly conservative because V(x∗) ≈ 0  .
On the other hand, using too few scenarios for SPN might re-
sult in infeasible solutions x∗N to (CCO). Notice that N is the
only tuning parameter in the scenario approach, the most im-
portant question in the scenario approach theory is: what is the
right sample complexity N? Namely, what is the smallest N
such that V(x∗N) ≤  (with high probability)? Rigorous answers
to the sample complexity question are built upon the structural
properties of SPN .
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5.2. Structural Properties of the Scenario Problem
Among N scenarios in the dataset {ξi}Ni=1, there are some im-
portant scenarios having direct impacts on the optimal solution
x∗N .
Definition 7 (Support Scenario (Calafiore and Campi, 2005)).
Scenario ξi is a support scenario for (SP)N if its removal
changes the solution of (SP)N . The set of support scenarios
of (SPN) is denoted by S.
Theorem 4 ((Calafiore and Campi, 2005; Calafiore, 2010)).
Under Assumption 2, the number of support scenarios in SPN
is at most n, i.e. |S| ≤ n.
Theorem 4 is built upon Helly’s theorem and Radon’s the-
orem (Rockafellar, 2015) in convex analysis. For non-convex
problems, the number of support scenarios could be greater than
the number of decision variables n. An example for non-convex
problems is provided in (Campi et al., 2018).
Definition 8 (Fully-supported Problem (Campi and Garatti,
2008)). A scenario problem SPN with N ≥ n is fully-supported
if the number of support scenarios is exactly n. Scenario prob-
lems with |S| < n are referred as non-fully-supported problems.
Definition 9 (Non-degenerate Problem (Campi and Garatti,
2008; Calafiore, 2010)). Problem SPN is said to be non-
degenerate, if o∗(N) = o∗(S). In other words, SPN is non-
degenerate if the solution of (SP)N with all scenarios in place
coincides with the solution to the program with only the support
scenarios are kept.
5.3. A-priori Feasibility Guarantees
Obtaining a-priori feasibility guarantees on the solution x∗N
to SPN typically involves the following three steps:
1. Exploring the problem structure of SPN and obtain an up-
per bound h on the number of support scenarios;
2. Choosing a good sample complexity N(, β, h) using
Corollary 1, Theorem 6 or Remark 4;
3. Solving the scenario problem SPN and obtain x∗N and o
∗
N .
Theorem 5 ((Campi and Garatti, 2008)). Under Assumption 1,
2 and 3, for a non-degenerate problem SPN , it holds that
PN
(
V(x∗N) > 
)
≤
n−1∑
i=1
(
N
i
)
 i(1 − )N−i. (15)
The probability PN is taken with respect to N random samples
{ξi}Ni=1, and the inequality is tight for fully-supported problems.
As mentioned in Remark 2, V(x∗N) is a random variable, its
randomness comes from drawing scenarios {ξi}Ni=1. For fully-
supported problems, Theorem 5 shows the exact probability
distribution of the violation probability V(x∗N), i.e.
PN
(
V(x∗N) > 
)
=
n−1∑
i=1
(
N
i
)
 i(1 − )N−i, (16)
the tail of a binomial distribution. We could use Theorem 5 to
answer the sample complexity question in Remark 3.
Corollary 1 ((Campi and Garatti, 2008)). Given a violation
probability  ∈ (0, 1) and a confidence parameter β ∈ (0, 1), if
we choose the number of scenarios N (the smallest such N is
denoted by N2008) such that
n−1∑
i=0
(
N
i
)
 i(1 − )N−i ≤ β (17)
Let x∗N denote the optimal solution to SPN , it holds that
PN
(
V(x∗N) ≤ 
)
≥ 1 − β (18)
In other words, the optimal solution x∗N is a feasible solution to
(CCO) with probability at least 1 − β.
For fully-supported problems, N2008 is the tightest upper
bound on sample complexity, which cannot be improved. For
non-fully supported problems, it turns out N2008 can be further
tightened. An improved sample complexity bound is provided
in Theorem 6 based on the definition of Helly’s dimension.
Definition 10 (Helly’s Dimension (Calafiore, 2010)). Helly’s
dimension of SPN is the smallest integer h such that
ess sup
ξ∈ΞN
|S(ξ)| ≤ h
holds for any finite N ≥ 1. The essential supremum is denoted
by ess sup. We emphasize the dependence of support scenarios
S on ξ by S(ξ).
Theorem 6 ((Calafiore, 2010)). Let h denote the Helly’s di-
mension for SPN , under Assumption 1, 2 and 3, for a non-
degenerate problem SPN , it holds that
PN
(
V(x∗N) > 
) ≤ h−1∑
i=0
(
N
i
)
 i(1 − )N−i (19)
Equivalently, for a fixed confidence parameter β ∈ (0, 1), if the
sample complexity N satisfies
h−1∑
i=0
(
N
i
)
 i(1 − )N−i ≤ β (20)
then the following probabilistic guarantee holds
PN
(
V(x∗N) > 
) ≤ β (21)
The only difference between Theorem 6 and Theorem 5
(and Corollary 1) is replacing nwith Helly’s dimension h in (19)
and (20). Unfortunately, Helly’s dimension is often difficult to
calculate, while finding upper bounds h on Helly’s dimension is
usually a much easier task. Similarly we can replace h by h in
(19) and (20), the same theoretical guarantees still hold because
of the monotonicity of (19) and (20) in N and h. The support-
rank defined in Schildbach et al. (2013) is an upper bound on
Helly’s dimension, some other upper bounds can be obtained by
exploiting the structural properties of the problem, e.g. Zhang
et al. (2015).
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Remark 4 (Sample Complexity Revisited). A binary search
type algorithm could be used to find N2008. And a looser but
handy upper bound is provided in (Campi et al., 2009):
N2009 :=
2

(
ln(
1
β
) + n
)
(22)
Notice n in (22) can be replaced by h or h.
5.4. A-posteriori Feasibility Guarantees
When the desired violation probability  is very small, the
sample complexity of the a-priori guarantees grows with 1/
(Remark 4) and could be prohibitive. In other words, the a-
priori approach is only suitable for the case where a sufficient
amount of scenarios is always available. In many real-world
applications (e.g. medical experiments, tests conducted by
NASA), however, the amount of data is quite limited, and it
could take months or cost a fortune to obtain a data point (ex-
periment). Because of the limitation on the data availability,
one of the most fundamental problem in data-driven decision
making (e.g. system identification, quantitative finance) is to
come up with good decisions or estimates with a moderate or
even small amount of data. To overcome this, the scenario ap-
proach is extended towards a-posteriori feasibility guarantees.
Similar with the a-priori guarantees, obtaining a-posteriori
guarantees typically requires taking the following three steps:
1. given dataset {ξi}Ni=1, solve the corresponding scenario
problem SPN and obtain x∗N ;
2. find support scenarios in {ξi}Ni=1, whose number is denoted
as s∗N ;
3. calculate the posterior violation probability (β, s∗N ,N)
using Theorem 7.
If the resulting violation probability (β, s∗N ,N) is greater than
the acceptable level , we could repeat this process with more
scenarios until reaching (β, s∗N ,N) ≤ . If the number of avail-
able scenarios is limited, then it might be impossible to obtain
a solution x∗N such that V(x
∗
N) ≤ .
Theorem 7 (Wait-and-Judge (Campi and Garatti, 2016)).
Given β ∈ (0, 1), for any k = 0, 1, · · · , n, the polynomial equa-
tion in variable t
β
N + 1
N∑
i=k
(
i
k
)
ti−k −
(
N
k
)
tN−k = 0 (23)
has exactly one solution (k) in the interval (0, 1). Under As-
sumption 1, 2 and 3, for a non-degenerate problem, it holds that
PN(V(x∗N) ≥ (s∗N)) ≤ β (24)
Theorem 7 is particularly useful in the following cases: (i)
the problem is not fully-support thus difficult to calculate a-
priori bounds on number of support scenarios; or (ii) only a
moderate or small amount of data points is available, it is diffi-
cult to meet the sample complexity from the a-priori guarantees.
Given a candidate solution x, the most straightforward
method is to approximate V(x) is by the empirical estimation
ˆ through Monte-Carlo simulation with Nˆ samples, i.e.
ˆ =
1
Nˆ
Nˆ∑
i=1
1 f (x,ξi)>0 =
Vˆ
Nˆ
(25)
where Vˆ :=
∑Nˆ
i=1 1 f (x,ξi)>0 is the total number of scenarios in
which x∗N is infeasible. Although (25) only involves f (x
, ξi) >
0 which is easy to calculate, it might require an astronomical
number Nˆ to have accurate estimation ˆ because of (D1). (Ne-
mirovski and Shapiro, 2006) shows a method to bound V(x)
from above using a dataset of a moderate size Nˆ.
Proposition 1 ((Nemirovski and Shapiro, 2006)). Given a can-
didate solution x and Nˆ samples, let Vˆ :=
∑Nˆ
i=1 1 f (x,ξi)>0 and
1 − ρ be the confidence parameter.
 := max
γ∈[0,1]
{γ :
Vˆ∑
i=0
(
Nˆ
i
)
γi(1 − γ)Nˆ−i ≥ ρ} (26)
After finding an upper bound , so that if  ≤ , we may be sure
that P(V(x) ≤ ) ≥ 1 − ρ.
Remark 5. Proposition 1 is closely related with scenario ap-
proach but with one fundamental difference. Theorem 7 holds
only for solution from scenario approach, while Proposition 1
can evaluate solutions from other methods.
5.5. Optimality Guarantees of Scenario Approach
Scenario approach together with order statistics can be used
to construct lower bounds o on o? of (CCO).
Proposition 2 ((Nemirovski and Shapiro, 2006)). Let {ξi, j}Ni=1
( j = 1, 2, · · · ,M) be M independent datasets of size N. For the
j th dataset, we solve the associated scenario problem SPN and
calculate the optimal value o∗j ( j = 1, 2, · · · ,M). Without loss
of generality, we assume that o∗1 ≤ o∗2 ≤ · · · ≤ o∗M .
Given δ ∈ (0, 1), let us choose positive integers M,N,L in
such a way that
L−1∑
i=0
(
M
i
)
(1 − )Ni[1 − (1 − )N]M−i ≤ δ (27)
then with probability of at least 1 − δ, the random quantity o∗L
gives a lower bound for the true optimal value x?.
(Pagnoncelli et al., 2009) shows that appropriate N should
be the order of O(1/) as [1 − (1 − )N]M ≈ (1 − exp(−N))M .
Typically we choose proper values for N and M first, then find
out the largest positive integer L that (27) holds true.
Proposition 2 turns out to be a general framework to con-
struct lower bounds on (CCO). (Pagnoncelli et al., 2009) ex-
tends the framework towards generating bounds using sample
average approximation, which is introduced in Section 6.4.
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6. Sample Average Approximation
6.1. Introduction to Sample Average Approximation
The idea of using sample average approximation to handle
chance constraints first appeared in (Sen, 1992) and was subse-
quently improved with rigorous theoretical results in (Luedtke
and Ahmed, 2008).
Let f (x, ξ) := max
{
f1(x, ξ), · · · , fm(x, ξ)}, then (CCO) is
equivalent to minx∈X cᵀx, s.t. P( f (x, ξ) ≤ 0) ≥ 1 − . Sample
Average Approximation (SAA) approximates the true distribu-
tion of the random variable f (x, ξ) using the empirical distribu-
tion from N samples {ξi}Ni=1, i.e. P( f (x, ξ) ≤ 0) is approximated
by 1N
∑N
i=1 1 f (x,ξi)≤0.
(SAA):min
x∈X
cᵀx (28a)
s.t.
1
N
N∑
i=1
1 f (x,ξi)>0 ≤ ε (28b)
(SAA) is also a chance constrained optimization problem, but
with two major differences from (CCO): (i) (SAA) is based on
the empirical (discrete) distribution from the true distribution of
ξ as in (CCO); (ii) (SAA) has the violation probability ε instead
of  in (CCO).
There are two critical questions to be addressed about
(SAA). What is the connection of solutions of (SSA) with that
of (CCO)? How to solve (SAA)? We first answer the second
question in Section 6.2, then present the theoretical results of
connecting (SAA) with (CCO).
6.2. Solving Sample Average Approximation
(SAA) can be reformulated as a mixed integer program
(MIP) by introducing variables z ∈ {0, 1}N (Ruszczyski, 2002;
Luedtke and Ahmed, 2008). Binary variable zi is an indicator if
f (x, ξ) ≤ 0 is being violated in sample i, i.e.
zi = 1 f (x,ξi)>0 (29)
(29) can be equivalently written as f (x, ξi) ≤ Mzi with a suf-
ficiently large coefficient M ∈ R+. Since f (x, ξi) is the max-
imum over m functions { f j(x, ξi)}mj=1, f (x, ξi) ≤ Mzi implies
f j(x, ξi) ≤ Mzi, j = 1, 2, · · · ,m. Then (SAA) is equivalent to
(30), in which 1m is an all one vector with size m.
min
x,z
cᵀx (30a)
s.t. f (x, ξ1) − Mz11m ≤ 0 (30b)
...
f (x, ξN) − MzN1m ≤ 0 (30c)
1
N
N∑
i=1
zi ≤ ε (30d)
x ∈ X, zi ∈ {0, 1}, i = 1, 2, · · · ,N (30e)
(30) is equivalent to (SAA) for general function f (x, ξ), but
formulations with big-M are typically weak formulations. In-
troducing big coefficients M might cause numerical issues as
well. Stronger formulations of (SAA) are possible by exploit-
ing the structural features of f (x, ξ). A good example is chance-
constrained linear program with separable probabilistic con-
straints: minx∈X cᵀx s.t.P(T x ≥ ξ) ≥ 1 − , with a constant ma-
trix T ∈ Rd×n. By introducing auxiliary variables v, an equiv-
alent but stronger formulation without big M is (31) (Luedtke
et al., 2010).
min
x∈X
cᵀx (31a)
s.t. T x = v (31b)
v + ξizi ≥ ξi, i = 1, 2, · · · ,N (31c)
1
N
N∑
i=1
zi ≤ ε (31d)
zi ∈ {0, 1}, i = 1, 2, · · · ,N (31e)
Various strong formulations for (SAA) can be found in
(Luedtke et al., 2010) and references therein. (30) and (31) are
mixed integer programs, some well-known techniques from in-
teger programming theory can speed up the process of solving
(SAA), e.g. adding cuts (Tanner and Ntaimo, 2010; Luedtke
et al., 2010; Kkyavuz, 2012) and decompositions (Zeng and An,
2014; Zeng et al., 2017).
6.3. Feasibility Guarantees of SAA
Various feasibility guarantees of (SAA) are proved in
(Luedtke and Ahmed, 2008; Pagnoncelli et al., 2009), e.g. the
asymptotic behavior of (SAA), whenX is finite, the case of sep-
arable chance constraints (11b), and when f (x, ξ) is Lipschitz
continuous. In this section, we only present the Lipschitz case,
which could be useful for many engineering applications.
Assumption 5. There exists L > 0 such that
| f (x, ξ) − f (x′, ξ)| ≤ L‖x − x′‖∞, ∀x, x′ ∈ X and ∀ξ ∈ Ξ. (32)
Theorem 8 ((Luedtke and Ahmed, 2008)). Suppose X is
bounded with diameter D and f (x, ξ) is L-Lipschitz for any
ξ ∈ Ξ (Assumption 5). Let ε ∈ [0, ), θ ∈ (0,  − ε) and γ > 0.
Then
P(F Nε,γ ⊆ F) ≥ 1 −
⌈
1
θ
⌉ ⌈
2LD
γ
⌉n
exp(−2N( − ε − θ)2) (33)
where the feasible region of (SAA) is defined as
F Nε,γ := {x ∈ X :
1
N
N∑
i=1
1 f (x,ξ)+γ≤0 ≥ 1 − ε}. (34)
For fixed  and ε, if we choose θ = ( − ε)/2 and a small
number γ > 0, then Theorem 8 suggests that using
N ≥ 2
( − ε)2
[
ln(
1
β
) + n ln(
⌈
2LD
γ
⌉
) + ln(
⌈
2
 − ε
⌉
)
]
(35)
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number of samples, solutions of (SAA) is feasible to (CCO)
with high probability 1 − β, i.e. P(F Nε,γ ⊆ F) ≥ 1 − β.
The results in Theorem 8 look quite similar to those of sce-
nario approach (e.g. Remark 4). Indeed, (SAA) with ε = 0 is
exactly the same as the scenario problme SPN . However, one
major difference of Theorem 8 from the scenario approach the-
ory is that: Theorem 8 holds for every feasible point of (SAA),
i.e. F Nε,γ ⊆ F with high probability. While the theory of the
scenario approach only proves the property of the optimal solu-
tion x∗N , i.e. x
∗
N is feasible with high probability. Other feasible
solutions to SPN do not necessarily process the properties guar-
anteed by the scenario approach (e.g. Theorem 5).
Although Theorem 8 provides explicit sample complexity
bounds for (SAA) to obtain feasible solution, it requires some
efforts to be applied, e.g. tuning parameters (ε, θ) and calcula-
tion of L and D. (Campi and Garatti, 2011) provides a similar
but more straightforward theoretical result.
Theorem 9 (Sampling & Discarding (Campi and Garatti,
2011)). If we draw N samples and discard any k of them, then
use the scenario approach with the remaining N − k samples. If
N and k satisfy(
k + n − 1
k
)
·
k+n−1∑
i=0
(
N
i
)
 i(1 − )N−i ≤ β (36)
then PN
(
Pξ( f (x∗N,k, ξ) ≤ 0) ≥ 1 − 
)
≥ 1 − β.
Given parameters N,  and β, we find the largest k that (36)
holds, then the solution to (SAA) with ε = k/N is feasible to
(CCO) with probability at least 1 − β.
6.4. Optimality Guarantees of Sample Average Approximation
It is intuitive that if ε > , then the objective values of SAA
yield lower bounds to (CCO). Theorem 10 formalizes this intu-
ition.
Theorem 10 ((Luedtke and Ahmed, 2008)). Let ε >  and
assume that (CCO) has an optimal solution. Then
P
(
oˆNε ≤ o?
)
≥ 1 − exp(−2N(ε − )2). (37)
Theorem 10 directly suggests a method to construct lower
bounds on (CCO).
Proposition 3. If we choose ε >  and N ≥ 12(ε−)2 log( 1δ ), let
oSAAε denote the objective value of (SAA), then oε is a lower
bound with probability at least 1 − δ, i.e. P(o∗N,ε ≤ o? ) ≥ 1 − δ.
There is an alternative method using SAA to generate lower
bounds of (CCO). (Luedtke and Ahmed, 2008) extends the
framework in Proposition 2 towards SAA.
Proposition 4 ((Luedtke and Ahmed, 2008)). Take K sets of
N independent samples {ξi, j}Ni=1, ( j = 1, 2, · · · ,K). For the jth
dataset {ξi, j}Ni=1, we solve the associated (SAA) problem and cal-
culate the associated objective value o∗N,ε, j (for simplicity o
∗
j and
j = 1, 2, · · · ,K). Without loss of generality, we assume that
o∗1 ≤ o∗2 ≤ · · · ≤ o∗K .
Given δ ∈ (0, 1), ε ∈ [0, 1), let us choose positive integers
N,L, K (L ≤ K) such that
L−1∑
i=0
(
K
i
)[
b(ε, ,N)
]i[1 − b(ε, ,N)]K−i ≥ δ (38)
where b(ε, ,N) :=
∑bεNc
i=0
(
N
i
)
 i(1 − )N−i.
Then o∗L serves as a lower bound to (CCO) with probability
at least 1 − δ.
7. Robust Optimization Related Methods
7.1. Introduction to Robust Optimization
The last category of solutions to (CCO) is closely related
with robust optimization (RO), its typical form is shown in (39).
(RC): min
x∈X
cᵀx (39a)
s.t. f (x, ξ) ≤ 0, ∀ξ ∈ U (39b)
(39) finds the optimal solution which is feasible to all realiza-
tions of uncertainties in a predefined uncertainty set U . (39)
is called the Robust Counterpart (RC) of the original prob-
lem (CCO). By constructing an uncertainty setU with proper
shape and size, solutions to (RC) could be suboptimal or ap-
proximate solutions to (CCO).
Designing uncertainty sets lies at the heart of robust opti-
mization. A good uncertainty set should meet the following
two standards:
(S1) The resulting (RC) problem is computationally tractable.
(S2) The optimal solution to (RC) is not too conservative or
overly optimistic.
Unfortunately, (RC) of general robust convex problems (under
Assumption 2) is not always computationally tractable. For ex-
ample, (RC) of a second order cone program (SOCP) with poly-
hedral uncertainty set is NP-Hard (Ben-Tal and Nemirovski,
1998; Ben-Tal et al., 2002; Bertsimas et al., 2011). Fortunately,
robust linear programs are well-studied, and (RC) of linear pro-
grams is tractable for common choices of uncertainty sets. Most
tractability results of robust linear optimization are summarized
in (Bertsimas et al., 2011). For tractable formulations of gen-
eral convex RO problems, various solutions can be found in
(Bertsimas and Sim, 2006; Ben-Tal et al., 2009).
For simplicity, we present solutions to the following
chance-constrained linear program (CCLP) 3.
min
x∈X
cᵀx (40a)
s.t. Pξ
(
xi0 + ξ
ᵀxi ≤ 0, i = 1, 2, · · · ,m
)
≥ 1 −  (40b)
3A (seemingly) more general form of the linear chance constraint is
P
(
A(ξ)x ≤ b(ξ))
)
≥ 1 − , where A(ξ) and b(ξ) denote affine functions of ξ.
This could be equivalently represented in the form(40b) by enforcing additional
affine constraints (Chen et al., 2010)
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and its robust counterpart
min
x∈X
cᵀx (41a)
s.t. xi0 + ξ
ᵀxi ≤ 0, ∀ξ ∈ U , i = 1, 2, · · · ,m (41b)
In (40) and (41), decision variables are {xi0, xi}mi=1, where xi0 ∈ R
and xi ∈ Rn. Uncertainties are represented by ξ ∈ Rd 4 With
a little abuse of notation, we use x = [x10, x
1, · · · , xm0 , xm]ᵀ to
represent all the decision variables.
Standard (S2) is directly connected with chance constraints,
we present the connection between RO and CCO in Section 7.2-
7.4.
7.2. Safe Approximation
Almost every RO-related solution to (CCO) is based on the
idea of safe approximation.
Definition 11 (Safe Approximation). Let F and F denote two
sets of constraints. We say F is a safe approximation (or inner
approximation) of F if F ⊆ F .
An optimization problem (SA) is called a safe approxima-
tion of (CCO) if F ⊆ F , where F represents the feasible re-
gion of (CCO) as in Definition 3.
(SA): min
x∈X
cᵀx (42a)
s.t. x ∈ F (42b)
F ⊆ F indicates that every solution to (SA) is feasible to
(CCO). Therefore every optimal solution to (SA) is suboptimal
to (CCO) and serves as an upper bound on (CCO).
There are two major approaches to constructing safe ap-
proximations of the chance constraint Pξ
(
f (x, ξ) ≤ 0) ≥ 1 − :
(i) constructing a function pi(x) ≥ Pξ( f (x, ξ) > 0), then pi(x) ≤ 
is a safe approximation of the chance constraint; (ii) construct-
ing a proper uncertainty set U such that F ⊇ FU := {x ∈
Rn : f (x, ξ) ≤ 0, ∀ξ ∈ U}. Although these two approaches
look quite different, Section 7.3.2 shows that they are closely
related with each other.
We first review how to apply these two approaches to ob-
taining safe approximation of individual chance constraints in
Section 7.2. Safe approximations of joint chance constraints
(Section 7.4) are built upon the results of individual chance con-
straints.
7.3. Safe Approximation of Individual Chance Constraints
RO has been quite successful in constructing safe approx-
imations of individual chance constraints. A general form of
individual chance-constrained programs is (43).
min
x∈X
cᵀx (43a)
s.t. Pξ
(
f (x, ξ) ≤ 0
)
≥ 1 −  (43b)
4Notice d = n in (40) and (41).
In the individual chance constraint (43b), the inner function
f (x, ξ) : Rn × Rd → R1 is a scalar-valued function. In Sec-
tion 7.3, all f (x, ξ) are scalar-valued functions if not specified.
Section 7.2 outlines two different but related approaches to
constructing safe approximations. The first approach is pre-
sented in Section 7.3.1-7.3.2. The second approach is summa-
rized in 7.3.3.
7.3.1. Convex Approximation
Convex approximation is a general framework to build safe
approximations of individual chance constraints. The idea of
convex approximation first appeared in (Pintr, 1989), then was
completed in (Nemirovski and Shapiro, 2006). The convex ap-
proximation framework is based on the concept of generating
function.
Definition 12 (Generating Function). A function φ : R→ R is
called a (one-dimensional) generating function if it is nonnega-
tive valued, nondecreasing, convex and satisfying the following
property:
φ(z) > φ(0) = 1,∀z > 0 (44)
The idea of convex approximation starts from the following
lemma.
Lemma 1. For a positive constant t ∈ R+ and a random vari-
able z ∈ R, it holds that
E[φ(t−1z)] ≥ E[1t−1z≥0] = Pz(t−1z ≥ 0) = P(z ≥ 0) (45)
Replace z with f (x, ξ), then E[φ(t−1 f (x, ξ))] ≥ Pξ
(
f (x, ξ) >
0
)
= Pξ
(
t−1 f (x, ξ) > 0
)
. In other words, E[φ(t−1 f (x, ξ))] ≤  is
a safe approximation to Pξ
(
f (x, ξ) ≤ 0
)
≥ 1 − .
Theorem 11 (Convex Approximation (Nemirovski and
Shapiro, 2006)). Let φ(·) be a generating function, then (CA)
is a safe approximation to (CCO).
(CA): min
x∈X
cᵀx (46a)
s.t. inf
t>0
[
tEξ[φ(
f (x, ξ)
t
)] − t] ≤ 0 (46b)
Under Assumption 2, (CA) is convex in x.
Remark 6. We can get rid of the strict inequality t > 0 by ap-
proximating it using t ≥ δ, where δ is very small positive num-
ber (e.g. δ = 10−4). Furthermore, we can show that (CA) is
equivalent to (47), which is convex in (x, t).
min
x∈X,t≥δ
cᵀx (47a)
s.t. tEξ[φ(
f (x, ξ)
t
)] − t ≤ 0 (47b)
Choosing a good generating functions plays a crucial role
in the convex approximation framework. Choices of generat-
ing functions include: Markov bound φ(z) = [1 + z]+, Chernoff
bound φ(z) = exp(z), Chebyshev bound φ(z) = [z + 1]2+ and
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Traditional Chebyshev bound φ(z) = (z+ 1)2. The least conser-
vative generating function is the Markov bound φ(z) = [1 + z]+
(Nemirovski and Shapiro, 2006; Fllmer and Schied, 2011).
Definition 13 (Conditional Value at Risk). Conditional value at
risk (CVaR) of a random variable z at level 1 −  is defined as
CVaR(z; 1 − ) := inf
γ
(γ +
1

E
[
[z − γ]+]) (48)
Proposition 5 ((Nemirovski and Shapiro, 2006; Chen et al.,
2010)). (CA) with Markov bound φ(z) = [z + 1]+ is equivalent
to (49).
min
x∈X
cᵀx (49a)
s.t. CVaR
(
f (x, ξ); 1 − ) ≤ 0 (49b)
Section 2 shows an individual chance constraint P
(
f (x, ξ) ≤
0
) ≥ 1 −  is equivalent to VaR( f (x, ξ); 1 − ) ≤ 0. It is
well-known that CVaR(z; 1 − ) ≥ VaR(z; 1 − ). Therefore,
CVaR( f (x, ξ); 1 − ) ≤ 0 implies VaR( f (x, ξ); 1 − ) ≤ 0. In
other words, CVaR( f (x, ξ); 1 − ) ≤ 0 is a safe approximation
to both VaR( f (x, ξ); 1 − ) ≤ 0 and the chance constraint (43b).
Remark 7 (Sample Approximation of CVaR). (Rockafellar and
Uryasev, 2000) utilizes a dataset {ξi}Ni=1 to estimate CVaR.
min
x∈X,t c
ᵀx (50a)
s.t.
1
N
N∑
i=1
[ f (x, ξi) + t]+ ≤ t (50b)
By introducing N auxiliary variables, (Rockafellar and Urya-
sev, 2000) shows that (50) can be reformulated as a convex
problem that is easy to solve. Detailed reformulation can be
found in (Rockafellar and Uryasev, 2000) and Appendix B.1.
With a sufficient number of data points (N is large enough),
(50) is a safe approximation to (CCO). However, it remains un-
known about the exact requirement on the number of samples
needed. The sample approximation of CVaR may not necessar-
ily yield a safe approximation (Chen et al., 2010).
The generating function based framework in (Nemirovski
and Shapiro, 2006) was further improved and completed in
(Ben-Tal et al., 2009; Nemirovski, 2012). But the methods
proposed there are mainly analytical and aim at solving dis-
tributionally robust problems, which is beyond the scope of this
paper. More details can be found in Figure 2 and references
therein.
7.3.2. CVaR-based Convex Approximation of Individual
Chance Constraints
As pointed out in (Nemirovski and Shapiro, 2006), calcu-
lating CVaR is computationally intractable. In order to obtain
tractable forms of the CVaR-based convex approximation, one
approach is the sample approximation in Remark 7. An alter-
native approach is to bound the CVaR function from above, e.g.
finding a function pi(x) ≥ CVaR( f (x, ξ); 1 − ), then pi(x) ≤ 0
is a safe approximation to both CVaR( f (x, ξ); 1 − ) ≤ 0 and
the original chance constraint (43). In the latter approach, the
uncertainties ξ ∼ Ξ are partially characterized using directional
deviations.
Definition 14 (Directional Deviations (Chen et al., 2007)).
Given a random variable ξ ∈ R with zero mean, the forward
deviation is defined as
δ+(ξ) := sup
θ>0
{√
2 ln(E[exp(θξ)])
θ2
}
(51)
and the backward deviation is defined as
δ−(ξ) := sup
θ>0
{√
2 ln(E[exp(−θξ)])
θ2
}
. (52)
Assumption 6 ((Chen and Sim, 2009)). Let W denote the
smallest closed convex set containing the support Ξ of ξ. We as-
sume that the support set is a second-order conic representable
set (e.g. polyhedral and ellipsoidal sets).
Assumption 7 ((Chen and Sim, 2009)). Assume the uncertain-
ties {ξi}di=1 are zero mean random variables, with a positive def-
inite covariance matrix Σ. We define the following index set:
J+ := {i : δ+(ξi) < ∞}, I+ := {i : δ+(ξi) = ∞}, (53)
J− := {i : δ−(ξi) < ∞}, I− := {i : δ−(ξi) = ∞}. (54)
For notation simplicity, we define two matrices diagonal P
and Q as:
P := diag(δ+(ξ1), · · · , δ+(ξd)), Q := diag(δ−(ξ1), · · · , δ−(ξd)).
Major results developed in (Chen et al., 2007; Chen and Sim,
2009) are for the individual linear chance constraint (55) with
decision variables x0 ∈ R, x ∈ Rn:
Pξ
(
x0 + ξᵀx ≤ 0
)
≥ 1 −  (55)
Its convex approximation using CVaR (or Markov bound) is
t +
1

E
[
[x0 + ξᵀx − t]+] ≤ 0 (56)
If we are able to find a function pi(x0, x) as an upper bound on
E
[
[x0 + ξᵀx]+
]
, then
t +
1

pi(x0 − t, x) ≤ 0 (57)
is a safe approximation to (56).
Theorem 12. (Chen and Sim, 2009) Suppose that the primitive
uncertainty ξ satisfies Assumption 6 and 7. The following func-
tions pii(x0, x), i = 1, · · · , 5 are upper bounds of Eξ[[x0+ξᵀx]+]:
pi1(x0, x) :=
[
x0 + max
ξ∈W
ξᵀx
]
+ (58)
pi2(x0, x) := x0 +
[ − x0 + max
ξ∈W
(−ξ)ᵀx]+ (59)
pi3(x0, x) :=
1
2
(
x0 +
√
x20 + x
ᵀΣx
)
(60)
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pi4(x0, y) := inf
µ>0
{
µ

exp
(
x0
µ
+
uᵀu
2µ2
)}
. (61)
where u j = max{x jδ+(ξ j),−x jδ−(ξ j)}, j = 1, · · · , n. This bound
is finite if and only if x j ≤ 0, ∀ j ∈ I+ and x j ≥ 0, ∀ j ∈ I−.
pi5(x0, y) := x0 + inf
µ>0
{
µ

exp
(
− x0
µ
+
vᵀv
2µ2
)}
. (62)
where v j = max{−x jδ+(ξ j), x jδ−(ξ j)}, j = 1, · · · , n. This bound
is finite if and only if x j ≥ 0, ∀ j ∈ I+ and x j ≤ 0, ∀ j ∈ I−.
Remark 8. The epigraphs of pii(x0, x), i = 1, · · · , 5 can be repre-
sented as second-order cones. Explicit representations depend
on the form of W. More details about the representation of
(57) with different choices of pii(x0, y) can be found in (Chen
and Sim, 2009) and Appendix B.2.
7.3.3. Constructing Uncertainty Sets
We consider the individual linear chance constraint (55) as
in Section 7.3.2. The robust counterpart of (55) is
x0 + ξᵀx ≤ 0, ∀ξ ∈ U (63)
Assumption 8. {ξi}di=1 are independent of each other with zero
mean and take values on [−1, 1]d, i.e. E[ξi] = 0 and ξi ∈ [−1, 1]
for i = 1, 2, · · · , d.
Clearly, under Assumption 8, a natural choice of uncertainty
set is the box Ubox := {ξ ∈ Rd : −1 ≤ ξ ≤ 1}. Then F boxU :=
{x ∈ Rn : f (x, ξ) ≤ 0, ∀ξ ∈ Ubox} is a safe approximation to F ,
i.e. F boxU ⊆ F . However, usingUbox leads to P( f (x, ξ) ≥ 0) =
0  , which causes conservativeness or even infeasibility in
many cases. The following choices of uncertainty sets are less
conservative.
Theorem 13 ((Ben-Tal et al., 2009; Ben-Tal and Nemirovski,
1999; Bertsimas and Sim, 2004)). (63) is a safe approximation
to (55) ifU is one of the following:
Uball :=
{
ξ ∈ Rd : ‖ξ‖2 ≤
√
2 ln(1/)
}
(64a)
Uball-box :=
{
ξ ∈ Rd : ‖ξ‖∞ ≤ 1, ‖ξ‖2 ≤
√
2 ln(1/)
}
(64b)
Ubudget :=
{
ξ ∈ Rd : ‖ξ‖1 ≤
√
2d ln(1/)
}
(64c)
And the resulting robust counterparts (RC)s are second-order
cone representable (see Chapter 2 of (Ben-Tal et al., 2009) and
Appendix A).
It turns out that constructing uncertainty set U is closely
related with the convex approximation framework in Section
7.3.1-7.3.2.
Theorem 14 ((Chen et al., 2010)). Suppose that pi(x0, x) is a
convex, closed and positively homogeneous, and is an upper
bound to Eξ
[
[x0 + ξᵀx]+
]
with pi(x0, 0) = x+0 . Then under As-
sumptions 6 and 7 and given  ∈ (0, 1), it holds that for all
(x0, x) such that pi(x0, x) < ∞, we have
inf
t
(
t +
1

pi(x0 − t, x)
)
= x0 + max
z∈U
xᵀz (65)
for some convex uncertainty setU .
Given an upper bound pi(x0, x) on E
[
[x0 + ξᵀx]+
]
with re-
quired properties, the safe approximation (57) can be repre-
sented in the form of x0 + maxξ∈U ξᵀx for someU . Theorem
14 only proves the existence of a corresponding uncertainty set
U . For the pii(x0, x) functions given in Theorem 12, their cor-
responding uncertainty sets can be explicitly calculated.
Proposition 6 ((Chen et al., 2010)). For the functions
pii(x0, y), i = 1, 2, · · · , 5 in Theorem 12, their corresponding un-
certainty sets areU1 ∼ U5 below.
U1 := W, (66)
U2 :=
{
ξ ∈ Rd : ξ = (1 − 1

)ζ, for some ζ ∈ W
}
,(67)
U3 :=
{
ξ ∈ Rd : ‖Σ− 12 ξ‖2 ≤
√
1 − 

}
(68)
U4 :=
{
ξ ∈ Rd : ∃s, t ∈ Rd, ξ = s − t,
‖P−1s + Q−1t‖2 ≤
√−2 ln()}, (69)
U5 :=
{
ξ ∈ Rd : ∃s, t ∈ Rd, ξ = s − t,
‖P−1s + Q−1t‖2 ≤ 1 − 

√
2 ln(
1
1 −  )
}
.(70)
where matrices Σ,P and Q are defined in Assumptions 6 and 7.
Theorem 14 and Proposition 6 demonstrate that the two
seemingly different approaches to constructing safe approxima-
tions in Section 7.2 are equivalent in many circumstances.
7.4. Safe Approximation of Joint Chance Constraints
Although RO has been successful in approximating individ-
ual chance constraints, it is rather unsatisfactory in approximat-
ing joint chance constraints (Chen et al., 2010). We restate the
joint chance constraint (1b) below
Pξ
(
f (x, ξ) ≤ 0
)
≥ 1 − . (71)
Most RO-based approaches convert a joint chance constraint to
several individual chance constraints, then apply the techniques
in Section 7.3 on each individual chance constraint. Results
along this line are summarized in Section 7.4.1. Very few ap-
proaches directly deal with joint chance constraints, these ap-
proaches are mentioned in Section 7.4.2.
7.4.1. Conversion Between Joint Chance Constraints and Indi-
vidual Chance Constraints
Section 2.2 presents two common approaches to converting
a joint chance constraint to individual chance constraints.
First, according to the Boole’s inequality or Bonferroni in-
equality, if
∑m
i=1 i ≤ , then the set of m individual chance
constraints
P
(
fi(x, ξ) ≤ 0
)
≤ 1 − i, i = 1, · · · ,m (72)
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is a safe approximation to the joint chance constraint
P( f (x, ξ) ≤ 0) ≤ 1 − . The main issue of this approach is
the choice of {i}mi=1. The problem becomes intractable if tak-
ing {i}mi=1 as decision variables (Nemirovski and Shapiro, 2006;
Chen et al., 2010). It remains unclear about how to find the op-
timal choices of {i}mi=1 5. Obviously, this approach could be
quite conservative in the following two cases: (i) the individual
constraints fi(x, ξ), i = 1, 2, · · · ,m are correlated; and (ii) the
choices of {i}mi=1 are suboptimal. (Chen et al., 2010) provides
some deeper observations on the limitation of this approach:
the Bonferroni’s inequality could still lead to conservativeness
even when (i) the individual chance constraints (72) are inde-
pendent; and (ii) the optimal choices of {i}mi=1 are found. In
other words, (72) is only a safe approximation at best, it may
not be equivalent to (1b) even with optimal {i}mi=1.
The second approach is to define the pointwise maximum
of functions { fi(x, ξ)}mi=1 over x and ξ, i.e.
f (x, ξ) := max
{
f1(x, ξ), · · · , fm(x, ξ)
}
.
then the joint chance constraint P( f (x, ξ) ≤ 0) ≥ 1− is equiva-
lent to the individual chance constraint Pξ
(
f (x, ξ) ≤ 0) ≥ 1 − .
The advantage of this approach is that it does not require pa-
rameter tuning or induce additional conservativeness. In some
cases, e.g. scenario approximation of CVaR in Remark 7, this
could lead to formulations that are easy to solve (Geng and Xie,
2019). However, in most cases, the structure of f (x, ξ) is too
complicated to apply the techniques in Section 7.3.
7.4.2. Other Approaches
There might be only three RO-related approaches that di-
rectly deal with joint chance constraints. The first approach is
robust conic optimization (see Chapter 5-11 of (Ben-Tal et al.,
2009)). The inner constraint f (x, ξ) ≤ 0 is written as a conic in-
equality, then tractable safe approximations of the robust conic
inequality are derived and solved. This approach can model
a majority of optimization problems under uncertainties. How-
ever, the main limitation is that the resulting robust counterparts
are not tractable in many circumstances.
The second approach (Chen et al., 2010) generalizes the
CVaR-based convex approximation in Theorem 12 and Propo-
sition 6. It proposes a safe approximation to the joint chance
constraint (1b), and the safe approximation is second-order
cone representable. The performance of this approach depends
on the choice of a few tuning parameters. Although it is dif-
ficult to find the optimal setting, (Chen et al., 2010) designed
an algorithm that is guaranteed to improve the choice of pa-
rameters. (Chen et al., 2010) also shows that it is possible to
combine all the pii(x0, x) functions in Theorem 12 together to
reduce conservativeness.
The third approach directly dealing with joint chance con-
straints is the data-driven robust optimization proposed in
(Bertsimas et al., 2018). It shows that by running different hy-
pothesis tests on datasets, it is possible to construct different
5Most people simply choose i = /m (Nemirovski and Shapiro, 2006; Chen
et al., 2007), which could be quite conservative if m is a large number.
Figure 3: Solving and Analyzing a Chance-Constrained Program via CCC
uncertainty sets that lead to safe approximations of the joint
chance constraint (1b) with high probability. It is worth noting
that the theoretical results in (Bertsimas et al., 2018) holds for
non-convex functions f (x, ξ), albeit the resulting (RC) is very
likely to be computationally intractable.
8. ConvertChanceConstraint (CCC): A Matlab Toolbox
Most existing optimization solvers cannot directly solve
(CCO). All reviewed methods in Section 5-7 translate (CCO)
to forms that can be recognized and solved by optimization
solvers, e.g. SAA converts (CCO) to a mixed integer pro-
gram (MIP), which can be solved by Gurobi. When solving
a chance-constrained program, a typical approach is to write
the converted formulation (e.g. the MIP of SAA) in the com-
pact format that a solver recognizes then rely on the solver to
get optimal solutions. This approach is unnecessarily repetitive
as it needs to be repeated by different researchers on different
problems. In addition, different solvers often take various in-
put formats, thus this typical approach is limited to one specific
solver. To overcome these issues, an interface or toolbox that
automatically converts (CCO) to suitable forms for a variety of
solvers is needed.
The remaining part of this subsection introduces the
open-source Matlab toolbox ConvertChanceConstraint (CCC),
which is developed to automate the process of converting
chance constraints. CCC is written in Matlab, one of the most
popular tools in engineering and many other fields. In consid-
eration of flexibility in modeling and compatibility with exist-
ing solvers, CCC is built on YALMIP (Lfberg, 2004), a model-
ing language for optimization in Matlab. CCC is open-source
on Github 6, other researchers and engineers could freely use,
modify and improve it.
Figure 3 illustrates the logic flow when using CCC to solve
and analyze a chance-constrained program. The problem is first
formulated in the language of Matlab and YALMIP, then the
chance constraint is modeled using the prob() function defined
in CCC. After receiving the problem formulation and specified
method to use (e.g. scenario approach), CCC translates the
6https://github.com/xb00dx/ConvertChanceConstraint-ccc
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Figure 4: Structure and Main Functions of ConvertChanceConstraint
chance constraint to the formulation that YALMIP could un-
derstand. Then YALMIP interfaces with various solvers and
further translates the problem for a specific solver. After op-
timization solver returns the optimal solution, CCC provides a
few functions for result analysis, e.g. checking out-of-sample
violation probability, calculating the posterior guarantees of the
scenario approach.
Figure 4 presents the structure and main functions of CCC.
Three major methods to solve (CCO) are implemented: sce-
nario approach, sample average approximation and robust op-
timization related methods. The implementation of RO-related
methods is based on the robust optimization module (Lfberg,
2012) of YALMIP. As illustrated in Figure 3 and 4, CCC is in-
terfaced via YALMIP with most existing optimization solvers,
e.g. Cplex (CPLEX, 2009), Gurobi (Gurobi Optimization,
2016), Mosek (Mosek, 2015) and Sedumi (Sturm, 1999).
9. Concluding Remarks
This paper presents a comprehensive review on the fun-
damental properties, key theoretical results, and three classes
of algorithms for chance-constrained optimization. An open-
source MATLAB toolbox ConvertChanceConstraint is devel-
oped to automate the process of translating chance constraints
to compatible forms for mainstream optimization solvers.
Many interesting directions are open for future research.
More thorough and detailed comparisons of solutions to (CCO)
on various problems with realistic datasets is needed. In terms
of theoretical investigation, an analytical comparison of exist-
ing solutions to chance-constrained optimization is necessary to
substantiate the fundamental insights obtained from numerical
simulations.
Appendix A. Representations of Robust Linear Programs
Appendix B. Representations of Convex Approximation
Appendix B.1. Sample Approximation of CVaR
Appendix B.2. Representations of pii(x0, x) Functions in Sec-
tion 7.3.2
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