The use of the Kramers-Kronig (KK) relations to evaluate the consistency of impedance data has been limited by the fact that the experimental frequency domain is necessarily finite. Current algorithms do not distinguish between the residual errors caused by a frequency domain that is too narrow and discrepancies caused by a system which does not satisfy the constraints of the KK equations. A new technique is presented which circumvents the limitation of applying the KK relations to impedance data which truncate in the capacitive region. The proposed algorithm calculates impedance values below the lowest experimental frequency which "force" the data set to satisfy the KK equations. Internally consistent data sets yield low-frequency impedance values which are continuous at the lowest measured experimental frequency. A discontinuity between the calculated low-frequency values and the experimental data indicates inconsistency which cannot be attributed to the finite experimental frequency domain.
To facilitate the interpretation of impedance measurements, an investigator should know whether the experimental data is characteristic of a linear and stable system. It has been suggested that the Kramers-Kronig (KK) relations can be employed to evaluate and analyze complex impedance data of electrochemical systems (1) (2) (3) . These equations, developed for the field of optics, constrain the real and imaginary components of complex physical quantities for systems that satisfy the conditions of causality, linearity, stability, and finite impedance values at the frequency limits of zero and infinity (4) (5) (6) . Bode (7) extended the concept to electrical impedance, and has tabulated various forms of these equations. Macdonald and Urquidi- Macdonald (8) have demonstrated analytically that equivalent electrical circuits involving passive elements (R, C, L), the Warburg impedance, the pore diffusion model, R--C transmission lines, R--L transmission lines, and R--C--L transmission lines obey the KK relations. Consequently, experimental data that can be fitted to the analytical response of an equivalent circuit described above through nonlinear regression analysis satisfy the conditions of the KK relations.
There is, however, controversy over the extent to which the KK relations can be used to validate electrochemical impedance data. The relationships are held to be valid, but Mansfeld and Shih (9) (10) (11) have argued that they are useless for data that do not include all the time constants for the system. Since the KK relations involved integrals over frequencies ranging from zero to infinity, valid data can appear to be invalid if the measured frequency range is insufficient. Macdonald et al. (2, 3, 12) have repeatedly emphasized the importance of collecting experimental * Electrochemical Society Active Member. data over a sufficiently wide frequency range in order to evaluate the KK relations with satisfactory accuracy, but this is not always possible. While the upper limit of modern frequency analyzers (65 kHz to 1 MHz) is sufficient for most electrochemical systems, the lower measureable frequency limit for systems exhibiting large time constants is often governed by noise. It is this value that currently restricts the utility of the KK transforms.
There is, therefore, a need to address the problem of applying the KK relations to data sets with finite frequency domains which do not extend to a sufficiently low value. Once this problem is properly resolved then the sensitivity of the KK relations to evaluate experimental impedance data for violations of the causality, linearity, and stability conditions can be individually investigate d . Previous authors have approached the problem differently:
Mansfeld and Shih (9) (10) (11) stated that the KK transforms yield valid results only when the impedance data have reached a dc limit within the experimental frequency domain. Application of a KK algorithm to valid data sets which truncate in the capacitive region result in discrepancies that may erroneously lead to the conclusion that the data sets are invalid. These discrepancies, however, are due to the neglected contributions to the integrals associated with the inaccessible frequency domain (12) . In one specific case, they were able to validate the experimental data using a KK algorithm only after having extrapolated the data below the lowest measured frequency using the fitting parameters of an equivalent circuit (10) . This shows the importance of performing the integration over the widest frequency domain possible. It should be pointed out that, since the impedance response of electrical circuits satisfy the KK relations, a "good fit" between the experimental data and the analytic response of an equivalent circuit (i.e., which exhibit randomly distributed residuals)
indicates that the data set satisfies the constraints associated with the KK relations (8, 13) . Macdonald et al. (3) suggested extrapolating the experimental data beyond the frequency extremes using polynomial expressions obtained from a regression analysis of the data set. Although this procedure minimizes the problem of the "the inaccessible 'tails' of the integrals" (12) , extrapolation of higher order polynomials in this manner is dangerous and may be justifiable only within a narrow frequency domain.
It is evident from the discussions of Shih and Mansfeld and Macdonald and Urquidi-Macdonald that the application of the KK relations to a broad range of experimental impedance data requires a method to eliminate errors associated with the unmeasured frequency domain. The object of this work was to develop such an algorithm that can distinguish between errors due to a finite frequency domain that is too narrow and discrepancies due to data that are truly inconsistent with the KK relations. This algorithm is intended to reduce the possibility for false rejection of a valid data set caused by an insufficient experimental frequency domain. The utility of the proposed technique is illustrated using synthetic data derived from equivalent circuits. Since the conditions of the KK relations are necessarily satisfied, the sensitivity of the technique for checking the violation of the stability criterion was investigated. The authors are currently investigating the application of this procedure to time-dependent processes such as the corrosion of copper, aluminum alloys, and hydrogenation of metal hydrides, and the extension of the method for application to purely capacitive systems. These will be addressed in subsequent papers.
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Concept
Through the KK relations, the value of one impedance component (real or imaginary) can be calculated at any given frequency if the other component is known over the entire frequency range. However, experimental difficulties constrain the acquisition of data within a finite frequency domain ~i, -< to < to .... The apparent lack of agreement between the experimental data and the corresponding KK transformations can be attributed to two factors: (i) the problem of residuals due to the unmeasured impedance values in the frequency ranges o~ < ~,.m and ~o > to~, and,
(ii) to processes associated with a nonstationary, nonlinear, and/or noncausat system.
The contributions to the integrals of the KK relations predominantly arise in the region near the frequency being evaluated (1) . This means that if an experimental data Set truncates in the capacitive region the problem of residuals described by factor (i) will be much more significant at the low-frequency range than at the high-frequency range. This is evident from the examples given in Ref. (9) (10) (11) where the greatest discrepancies between the experimental data and the calculated impedance values occurred at low frequencies.
The concept behind this work is that functions Z~(to) and Z~(~o) can be found for the low-frequency domain coo <-to < to~, which, when appended to the experimental data set, force the data to satisfy the KK equations over the frequency range o~0 to ~O~,x. Residual errors at the high-frequency extreme do not influence this calculation since the major contribution to the integrals of the KK relations is from the lower frequency domain. The consequence of this assumption will be discussed in a later section. The frequency range to0-(Omax is chosen to satisfy the requirement that the impedance spectrum does not terminate in the capacitive region; i.e., the real component attains an asymptotic value and the imaginary component approaches zero as r --~ too. Internal consistency between the impedance components also requires that the calculated functions be continuous with the experimental data at torero. These requirements cannot simultaneously be satisfied for data from systems that do not satisfy the constraints of the KK relations. Discontinuities at tom~, can therefore be attributed to properties unrelated to the use of a finite frequency range in the collection of data. A graphic representation of the algorithm is given in Fig. 1 , and the mathematical development is presented in Appendix A.
Results and Discussion
To test the approach, the algorithm was applied to several synthetic data sets. The objectives were:
1. To show that consistent data truncated in the capacitive region will be deemed to be consistent. Internally consistent data were generated within finite frequency ranges for the various equivalent circuits illustrated in Fig. 2 . The impedance spectra of these equivalent circuits necessarily satisfy the KK relations; therefore, the ability of the algorithm to calculate the low-frequency impedance values which are continuous with the experimental data at tomm is demonstrated. The analytic impedance equations for the electrical circuits are listed in Appendix B.
2. To show that the method can discriminate between errors due to a finite frequency range that is too narrow and discrepancies due to data that are truly inconsistent with the KK relations. A nonstationary system was simulated by changing the value of a circuit element through the course of the "experiment." The appearance of a discontinuity at ~Omin is shown to be characteristic of inconsistent impedance data.
Internally consistent data sets.--Synthetic data are generated for the equivalent circuits shown in Fig. 2 . Ten "experimental" data points were obtained per logarithmic decade of frequency. The truncation frequencies were chosen such that the data sets did not exhibit a dc limit in the low-frequency range. The impedance values below tomm were calculated using the algorithm presented in this paper, and the results are shown in Fig. 3 to 7 ; the analytic impedance of the electrical circuits are shown for comparison. These figures show that the calculated low-frequency impedance functions, Zr(r and Zi(~ol), are continuous with the experimental data at tomi, and closely approximate the theoretical values. It can be shown that the "complete" impedance data sets (i.e., the calculated low frequency impedance values appended to the experimental data set) satisfy the KK relations using the algorithms suggested by
The utility of the approach described here is that an equivalent circuit fit is not required to determine the consistency of the impedance data. Moreover, for data sets which do not exhibit a dc limit, employment of the KK relations no longer requires extrapolation below the lowest measure frequency using the fitting parameters of an equivalent circuit (11) or through polynomial expressions obtained within the experimental frequency domain (3) . The proposed KK algorithm will calculate accurately the lower-frequency impedance (i.e., within 5% of the theoretical values) if the experimental data provides enough information about the dominant time constant in the lower-frequency domain. It should be pointed out that the data set obtained from the electrical circuit of Fig. 2a was previously employed (11) to illustrate the shortcomings of the KK algorithm suggested by Macdonald et al. (3) . This same data set is deemed to be consistent using the KK algorithm presented in this paper, as shown in Fig. 3 .
The truncation frequencies of the data sets in Fig. 3 and 4 were sufficiently low to provide enough information on all the time constants of the equivalent circuits. The effect of increasing r is illustrated in Fig. 5 to 7 . The low frequency impedance values could not be accurately calculated as the experimental data moved further into the capacitive region. This reflects the lack of information about the impedance behavior of the system, particularly of the dominant time constant within the low-frequency region. It has been observed for consistent data sets that the continuity of the calculated real impedance at carom is an indication of consistency, while the appearance of a discontinuity for the calculated imaginary impedance reflects the missing time constant(s) in the lower frequency domain (see, for example, curve c of Fig. 6 and 7) .
Consistent data sets with scatter.--The applicability of the algorithm to data sets with scatter is presented in this section. Two "noisy" data sets (hereafter referred to as "good-noise" and "bad-noise") were simulated using the analytic impedance response of the equivalent circuit of Fig. 2d and a random number generator. Random "noise" was added or subtracted up to 5% of the impedance value at a given frequency. These data sets were fitted to the equivalent circuit using LOMFP (14), a complex nonlinear least squares immittance fitting program. The goodness of fit between the experimental data and the analytic response can be visually ascertained from the relative residual plots shown in Fig. 8 and 9 , for good-noise and badnoise, respectively. A "good" fit will exhibit a random distribution for the residuals about the analytic impedance values, such as that shown in Fig. 8 , and verifies the consistency of the data set called good-noise. The residual plots for bad-noise displays a nonrandom distribution for the real impedance, and provides a measure of the ill-fit of the data set to the chosen equivalent circuit.
The low-frequency impedance values below r were calculated using the KK algorithm, and the results are presented in Fig. 10 and 11 for good-noise and bad-noise, respectively. The calculated lower frequency impedance values for good-noise are shown to be continuous with the experimental data at the truncation frequency era, in, and is Invalid data sets.---The examples presented in this section are for nonstationary systems. Synthetic data were generated for the equivalent circuit shown in Fig. 2d by making the value of the resistor R, or the capacitor C, vary with time (see the section on simulation of inconsistent independence data in Appendix B). The "experimental" frequency range was 0.1 Hz-65 kHz. Ten data points were collected per logarithmic decade of frequency and the number of delay cycles at each frequency N was six. In- Observation of a discontinuity at ~mi~ for inconsistent data.--The calculated low frequency impedance values for a system with a variable R, are presented in Fig. 12 and 13, while those for a variable C~ are shown in Fig. 14 and 15 . The algorithm has "forced" consistency of the data sets with the KK equations at the expense of continuity at tornin between the calculated values and the experimental data. The degree of inconsistency is evident from the extent of discontinuity at the truncation frequency. It was observed that the calculations were very sensitive to the value of the lowest frequency (o 0. For a given invalid data set, the discontinuity at COm~ became more pronounced as (% was de- creased. This is in contrast to the results obtained for consistent data; i.e., the calculated impedance at the low-frequency range approached the theoretical impedance as the value of ~o0 was lowered.
By employing equivalent electrical circuits to simulate nonstationary systems, the sensitivity of the algorithm to test for the violation of the stability criterion is illustrated in Fig. 12 to 15 . Even at the lowest degree of inconsistency, the data sets were deemed to be invalid by the appearance of a distinct discontinuity at ~Om~. The sensitivity of the proposed KK algorithm to test for violations of the causality and linearity conditions were not investigated in this paper because the impedance data of the electrical circuits listed in Fig. 2 are inherently linear and causal. Macdonald and Urquidi-Macdonald (12) have stated that their KK algorithm was insensitive to the violation of the linearity condition for the specific case of iron in sulfuric acid. Application of the proposed KK algorithm to real experimental data with large amplitude voltage perturbations is an obvious extension of the present paper in order to investigate its sensitivity to the linearity constraint.
Determination of acceptable degree of discontinuity.--It is
expected that most experimental systems will show some degree of discontinuity since the algorithm is very sensitive to even slight deviations from stationary behavior. To determine bounds for acceptable amounts of discontinuity, the inconsistent data sets of Fig. 12 were fitted to the equivalent circuit of Fig. 2d using LOMFP (14) . The fitted values for the circuit elements of Fig. 2d are given in Table I . The extent to which these parameters are affected depends on the magnitude of the time constants associated with the circuit elements. The parameters Rw and Tw changed more as compared to the other circuit elements because the dominant time constant in the 10w-frequency region is associated with the Warburg impedance. This is the same frequency region where the value of the resistor R~ changed the most; however, the time constant R~C~ was significantly less than Tw at any given frequency. Similar results were obtained for other inconsistent data sets (where either C~ or Rw were allowed to be functions of time) or when the relative magnitude of the time constants was altered. These results were more evident when the dominant time constant was about Fitted parameters for the equivalent circuit of Fig, 2d with a variable resistor R~ using f = 0.0. The nonstotionary systems with various degrees of inconsistency ore given FP (10). The consistent data set is given for by f = 0. Fig. 16 , which illustrates the percent difference between the values of the circuit elements for the stationary and nonstationary systems as a function of the percent difference between the calculated and the experimental values for the real impedance at o~,. For these nonstationary systems, a discontinuity of less than 15% represents a deviation of less than -+5% for the Circuit elements not associated with the dominant time constant. In other words, regression of data showing a 15% discontinuity can be expected to yield circuit parameters associated with electrochemical reaction rate constants within 5% of the values that would apply at the beginning of the experiment. The Warburg component would show a large error. This establishes an error bounds for the circuit parameters of impedance data sets deemed to be inconsistent.
The effect of truncating high-frequency impedance data.-
The algorithm incorporated an assumption that the highfrequency impedance data have negligible contributions to the integral when the KK equations are evaluated at low frequencies. There is a limit to the truncation of high-frequency data, however, for this assumption to be valid.
Low-frequency impedance values were calculated for the equivalent circuit shown in Fig. 2d with decreasing (0max. The results are presented inFig. 17. The Bode plots for ~om~ = 10 kHz show that the calculated low-frequency impedance is continuous with the available data at 0.1 Hz. However, when O~max = 1 kHz, there is a distinct discontinuity at r due to the residual errors at the high-frequency extreme.
The maximum frequency r must be sufficiently large that the impedance data at the high-frequency range do not truncate in the capacitive region. This requirement can be relaxed by assuming polynomial expressions for the real and imaginary impedance in the range to > coax. Additional summation terms and polynomial coefficients would be introduced into Eq. [12] and [13] to account for the new intervals at the high-frequency extreme.
Numerical constraints.--The accuracy of the calculations is influenced by the choice of the adjustable parameters of the algorithm (see Appendix A). The polynomial orders K and M must be sufficient to establish the behavior of the impedance components within the low-frequency range; values for K and M between 6 and 10 were deemed to be adequate. As illustrated in Fig. 4 , the problem of residuals was minimized by setting coo to be about three or four orders of magnitude less than COmic. The parameters N~ and N~ were specified by dividing the entire frequency range into logarithmic decades, and assigning 300 to 1000 ~i divisions per decade. There was minimal difference between the results obtained when ~i : 1000 and when ~ = 300 (note that the optimal value for 8~ can be determined if an adaptive quadrature method were employed). A noticeable difference was observed when double precision (8-byte floating-point number) was employed as compared to extended precision (10-byte floating-point number); the discrepancy is due to round-off errors when the summations are performed.
When Nc = 4, N~ = 6, ~i = 1000, and K = M = 9, there are 10,000 evenly spaced frequency divisions, and the summation routine is performed at 20 frequencies within ~o0 ---to < O~m~ .. The average computational time required for implementing the algorithm under these conditions was approximately 5 min on a 16 MHz 80386 personal computer with a math co-processor.
Conclusion
An approach has been presented which successfully resolves the problem of applying the KK relations to impedance data which do not exhibit a dc limit. This method differs from current KK algorithms such that it does not require extrapolation of the experimental data beyond the measurable frequency domain in order to evaluate the in- tegrals of the KK relations. The proposed technique uses only the available impedance data, which is necessarily constrainted within a finite frequency domain. The only requirement for testing the consistency of the data using the method presented in this paper is that the highest measured frequency should be large enough to ensure that the high-frequency impedance data do not terminate in the capacitive region.
This KK algorithm should facilitate the analysis and interpretation of experimental data. This procedure complements the method of fitting impedance data to an equivalent circuit; in part because a fitting procedure can be a tedious and time consuming exercise. By first appl~-ing the KK algorithm, an experimenter will know whether the data are suitable for analysis by a fitting procedure. If the experimental data is found to satisfy the KK relations, then an equivalent circuit could be found which will provide a "good" and acceptable fit. Otherwise, the experimenter will be aware of the inconsistency of the data set, and should interpret the results of the fitting procedure in light of a possible violation of one of the conditions of the KK relations.
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APPENDIX A
Algorithm far Calculating Low-Frequency Impedance
The two forms of the KK relations (3, 7) employed in this algorithm were
Zr(r and Zi(r are the real and imaginary components of the impedance, and r and x are angular frequencies. Equation [A-l] represents the imaginary impedance that is internally consistent with the real component of the experimental data. Equation [A-2] represents the real impedance that is internally consistent with the imaginary component of the experimental data. Based on the assumptions presented in the section on Concept, the infinite integration region for the KK equations is limited to r -< x -< r Experimental data were assumed to be available for the frequency range r --< X --< COmax; the real component reaches an asymptote Zr| and the imaginary component approaches zero at ~0max. The object of the algorithm was to determine the functions for the real and imaginary components
within the low-frequency range r <-o)1 < com~ which, when appended to the experimental data set, force the data to satisfy the KK equations. These functions are polynomial expressions of order K and M, with coefficients a(0 ~) to a~ ) and a~ ~) to a~ ), respectively 
Z~ ( 
Numerical integration was employed due to the complicated form of the integrands. In the region coo -< x -< r the singularity at x = ~o] is avoided because the limit of the integrand is zero under the same condition (3). The reciprocal of the denominator at this point can simply be assigned a value of zero. An alternative method is to use Maclaurin's formula while accounting for the parity of the point to avoid calculating the denominator when x = co~ (15) .
The technique suggested by Macdonald et al. (3) for evaluating the integrals was employed. This involves subdividing the regions into several segments of evenly spaced frequencies as illustrated in Fig. 1 . N~ represents the number of segments in the low-frequency range, and N~ the number of segments in the experimental frequency range. Within each segment in the frequency range Xmi~ --< X <--X .... the interval is uniformly spaced over 8i divisions such that 
The same algebraic manipulation was performed on Eq. 
mial coefficients a 0 to a K and a 0 to a M comprise the (K+ M + 2) unknowns to be determined. Therefore, (K + M + 2) independent equations must be obtained at frequencies within the interval r 0 -<col <r where 1 -l -< (K + M + 2). This is conveniently achieved by evenly dividing coo <-x < r in logarithmic scale and assigning the (K + M + 2) values of frequency to o)i. The summations in Eq. [A-12] and [A-13] were evaluated using Simpson's rule. Finally, a gaussian elimination routine was employed to solve the linear system of equations.
Equations [A-12] and [A-13] are algebraically coupled because of the interdependence of the impedance components. This means that the polynomial coefficients calculated from each equation must be equal. The two equations could be solved independently and must yield equivalent values for the polynomial coefficients. However, discrepancies may arise due to numerical errors associated with the regression analysis, the 81 interpolations for the discrete data set, and the summation routines involved
in calculating the numerical coefficients C k and C m. An iterative refinement algorithm must be implemented to match the set of polynomial coefficients for both equations where [for example, see algorithm 7.4, Ref. (16)].
This iterative routine may be avoided by using Eq. [A-12] ft and [A-13] simultaneously when constructing the linear h system of(K + M + 2) equations. For example, Eq. [A-12] is Z employed when l is odd, and Eq. [A-13] when I is even. This h direct method yields polynomial coefficients that are valid for both equations and which result in residuals of compa-P rable orders of magnitude. This was the approach taken in K the calculations presented in this paper. The computer program to implement the algorithm was written in Turbo Pascal (Boriand International, Version 5.0) and compiled ~2 in math mode. The gaussian elimination routine with ~1 scaled-column pivoting (16) and the Simpson's rule routine were performed using 80 bit "extended" floating-point 0-numbers to minimize round-off errors.
APPENDIX B
Theoretical Impedance Expressions
The analytic expressions employed for calculating the impedance response of the equivalent circuits depicted in Circuit 2d.--The equivalent circuit of Fig. 2d was employed to model the impedance response of copper dissolution in alkaline chloride solutions (19) . The expression employed for the Warburg impedance Zw is given by (14) tanh (X/jtOTw) Zw = Rw tent impedance data for a nonstationary system were simulated by changing the value of a circuit element during the course of the "experiment." A simple case is to assume that the value of the circuit element E varies proportionally with time. Therefore
where Eo is the value of the circuit element at start of the experiment, i is the number of data points collected, and Ei is the value of E as the experiment progresses. The "inconsistency factor" f accounts for the direction of change of E; the value of E decreases with time when f < 0, and increases when f> 0. N represents the number of cycles used to make measurement at a given frequency. The time 
ABSTRACT
The active current density of Fe-8Cr-7W-13P-7C alloy is almost three orders of magnitude lower than that of the Fe-8Cr-13P-7C alloy. The passive current density in the low potential region also decreases with increasing alloy tungsten content. The surface analysis by XPS reveals that chromium and tungsten ions are concentrated in the surface film on a tungsten containing alloy in the active region. The thickness of the surface film formed on the low tungsten alloy in the active region is x-ray photoelectron spectroscopically infinite, whereas the film thickness on the Fe-SCr-7W-13P-7C alloy in the active region is of the same order of magnitude as the thickness of the passive film. The chromium enrichment in the passive film becomes more significant with increasing tungsten content. Passivation of low tungsten alloys seems to occur by the formation of the passive film with the least enrichment of chromium ions necessary for passivation due to different dissolution rates of iron and chromium during a large amount of alloy dissolution. Passivation of tungsten containing alloys takes place through transformation of the air-formed film to the passive film as a result of preferential dissolution of a small amount of iron without dissolution of chromium ions.
It is well known that amorphous metal-metalloid alloys with a certain amount of chromium have extremely high corrosion resistance in neutral and acidic solutions (1) (2) (3) (4) (5) (6) (7) (8) . Such a high corrosion resistance of amorphous alloys has been thought to be due to their chemical homogeneity and high passivating ability of amorphous alloys (3): amorphous alloys are free of defects such as grain boundaries and dislocations, and of compositional fractuation formed by solid-state diffusion, Such a chemical homogeneity assists the formation of a uniform passive film on amorphous alloys. The high chemical reactivity of amorphous alloys is partly based on the existence of many coordinatively unsaturated atoms which enhances dissolution of elements unnecessary for the formation of the passive film. Rapid dissolution of such elements is responsible for the high passivating ability due to rapid surface concentration of ions, such as chromic ions, necessary for passive film formation.
The addition of molybdenum to amorphous iron-chromium-metalloid alloys further improves the corrosion resistance (4) (5) (6) (7) (8) . When sufficient amounts of chromium and molybdenum are added, the amorphous iron-metalloid alloys passivate spontaneously even in hot concentrated hydrochloric acid (5) (6) (7) (8) . It is also well known that the addition of molybdenum to stainless steels increases the corrosion resistance, especially resistance to occluded cell corrosion (9) (10) (11) .
Some of the present authors have carried out the analysis of surface films on amorphous and crystalline iron-base alloys containing chromium and molybdenum by x-ray photoelectron spectroscopy and attempted to clarify the role of molybdenum in increasing the corrosion resistance (7, 8, 12) . It has been revealed from these investigations that in the active region, molybdenum ions are remarkably enriched in a surface film but not in the passive film and that the passive film is composed mostly of hydrated chromium oxyhydroxide. They proposed a possible role of molybdenum in assisting the formation of the passive hydrated chromium oxyhydroxide film by considering the analytical data as well as passivation kinetics.
The beneficial effect of tungsten has been known for many years. For example, tungsten improves resistance to pitting corrosion of stainless steels in chloride media (14, 15) . Like molybdenum, the addition of tungsten improves the corrosion resistance of amorphous Fe-P-C alloys with and without chromium in hydrochloric acid (4, 13) . However, its effect in improving the corrosion resistance is not sufficiently understood yet.
This work has been performed to clarify the beneficial role of tungsten on the corrosion behavior of amorphous Fe-Cr-W-P-C alloys in hydrochloric acid by combination of electrochemical methods and x-ray photoelectron spectroscopy.
Experimental
Fe-xCr-yW-13 atom percent (a/o) P-7 a/o C (x = 4, 6, and 8 a/o; y = 0, 1, 2, 3, 5 and 7 a/o) alloy ingots were prepared by high-frequency induction melting of laboratory made iron phosphide and commercial iron carbide, tungsten, chromium, and iron under an argon atmosphere. Iron phosphide was prepared by sintering red phosphorus in iron. From these ingots, amorphous alloy ribbons of about 1 mm width and 10-30 ~m thickness were prepared by a single-roller method. X-ray diffraction patterns of the alloys were measured with the x-ray diffractometer using Cu Ks radiation. All of the specimens used showed only halo patterns characteristic of amorphous structure.
Prior to electrochemical measurements, the amorphous alloy ribbons were polished in cyclohexane with silicon carbide paper up to no. 1000, degreased ultrasonically in acetone and dried in air. Electrochemical measurements were carried out at 303 K in deaerated 1M HC1 solution which was prepared from a reagent grade chemical and deionized water. Potentiodynamic polarization curves were measured with a potential sweep rate of 143 mV min-L Potentiostatic polarization was carried out for lh at various potentials by using different specimens to get different points in potentiostatic polarization curves. After the potentiostatic polarization or immersion for lh, these specimens were washed in water and dried in air, and then they
