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Abstract
For β < 1, let Pγ (β) denote the class of all normalized analytic functions f such that
Re
{
eiϕ
(
(1 − γ )f (z)
z
+ γf ′(z)− β
)}
> 0, z ∈ ∆,
for some ϕ ∈ R. Let S∗(µ), 0 µ < 1, denote the usual class of starlike functions of order µ,
S∗(µ) =
{
f : Re
(
zf ′(z)
f (z)
)
>µ, z ∈ ∆
}
.
In this paper we find conditions so that the integral transform Vλ(f )(z) =
∫ 1
0 λ(t)
f (tz)
t dt carries
Pγ (β) into S∗(µ). We provide a number of applications for certain special choices of λ(t). These
results extend previously known results by a number of authors.
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LetA denote the class of analytic functions f in the open unit disk ∆ = {z ∈ C: |z| < 1}
with the normalization f (0) = 0 = f ′(0) − 1. Throughout this paper we let λ : [0,1] → R
be a nonnegative weight function normalized so that
∫ 1
0 λ(t) dt = 1. For f ∈A we define
the integral transform
Vλ(f )(z) =
1∫
0
λ(t)
f (tz)
t
dt. (1.1)
This operator introduced by Fournier and Ruscheweyh [5] has been studied by a number
of authors by various choices of λ(t). For 0 γ  1 and β < 1, let Pγ (β) denote the class
of all functions in A such that
Re
{
eiϕ
(
(1 − γ )f (z)
z
+ γf ′(z) − β
)}
> 0
for some ϕ ∈ R and for all z ∈ ∆. This class has been considered by several authors on
different counts (see [9,12] and references therein). For f ∈ P1(β), the starlikeness of the
transformation Vλ(f ) was studied first by Fournier and Ruscheweyh [5] and was extended
to starlikeness of order α by Ponnusamy and Rønning [12]. Further applications, extensions
and improvements have been obtained in [1,2,7,14]. In this paper, we are interested in the
following problem.
Problem 1.1. For f ∈ Pγ (β), find conditions such that Vλ(f ) ∈ S∗(µ). Here S∗(µ) de-
notes the usual class of starlike functions of order µ, 0 µ < 1.
In a recent paper, Kim and Rønning [7] answered this problem for the case µ = 0 and
the same method has been used earlier to discuss similar problems involving P1(β) [5,12,
14]. In this paper, we discuss the above problem for µ ∈ [0,1/2] and hence, our results
extend and improve the work of Fournier and Ruscheweyh [5] (γ = 0 = µ), Ponnusamy
and Rønning [12] (γ = 0, µ ∈ [0,1/2]), Kim and Rønning [7] (γ ∈ [1/2,1], µ = 0). One
of the main differences between these papers and the present one is that it handles an im-
portant inequality in a simpler and nicer way (see Lemma 5.1). Apart from this, we obtain
a number of new applications. For f ∈ Pγ (β), Ponnusamy [9] used the idea of differen-
tial subordination to discuss the starlikeness of Vλ(f ) under a special case of λ, namely
λ(t) = (1 + a)ta (a > −1), for which Vλ is known as the Bernardi operator. Another in-
teresting special choice of λ(t) is given by
λ(t) = (1 + a)
p
Γ (p)
ta
(
log
(
1
t
))p−1
, a > −1, p  0,
and in this case the corresponding operator given by Vλ(f ) is called the Komatu oper-
ator [8]. We remark that if p = 1, the Komatu operator becomes the Bernardi operator.
However, a more general operator which sets in the language of (1.1) but includes the Ko-
matu operator as a special case has been studied by the second author [15] where a number
of open problems have also been suggested.
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d
dt
(
t1/γ
(
1 + gµγ (t)
))= 2
γ
t1/γ−1[1 − µ(1 + t)]
(1 − µ)(1 + t)2 , g
µ
γ (0) = 1. (1.2)
Solving (1.2), we have
gµγ (t) =
2
γ (1 − µ)t
−1/γ
t∫
0
u1/γ−1 1 − µ(1 + u)
(1 + u)2 du − 1. (1.3)
Now, we are in a position to state our first result which generalizes Theorem 2.1 in [7].
Theorem 1.2. Let f ∈Pγ (β), γ > 0, 0µ 1/2 and β < 1 with
β
1 − β = −
1∫
0
λ(t)gµγ (t) dt,
where gµγ (t) is given by (1.3). Define Λγ (t) =
∫ 1
t
λ(s)
s1/γ
ds. Assume that limt→0+ t1/γΛγ (t)
= 0. Then Vλ(f )(z) =
∫ 1
0 λ(t)
f (tz)
t
dt is starlike of order µ if and only if
Re
1∫
0
t1/γ−1Λγ (t)
[
h(zt)
tz
− 1 − µ(1 + t)
(1 −µ)(1 + t)2
]
dt  0, z ∈ ∆, (1.4)
where
h(z) =: hµ(z) = z
(
1 + 	 + 2µ − 1
2(1 − µ) z
)
(1 − z)−2, |	| = 1.
More often the most difficult part is to check the condition (1.4). Therefore, we need to
find a useful sufficient condition which implies the inequality (1.4). To do this, we intro-
duce
LΛγ (h) = inf
z∈∆
1∫
0
t1/γ−1Λγ (t)
[
Re
h(zt)
tz
− 1 − µ(1 + t)
(1 − µ)(1 + t)2
]
dt
and prove the following result which is useful in our applications.
Theorem 1.3. Let µ ∈ [0,1/2]. Assume Λγ is integrable on [0,1] and positive on (0,1).
Assume further that
Λγ (t)
(
log
(
1
t
))−1−2µ
(1.5)
is decreasing on (0,1). Then for 1/2 γ  1, LΛγ (h) 0, where h is defined above.
358 R. Balasubramanian et al. / J. Math. Anal. Appl. 293 (2004) 355–373Now, we include here some basic notation. For two analytic functions f (z) =∑∞
k=0 akzk and g(z) =
∑∞
k=0 bkzk in the unit disc ∆, we define the usual Hadamard prod-
uct, or convolution, of f and g as (f ∗ g)(z) = ∑∞k=0 akbkzk. Note that f ∗ g is also
analytic in ∆.
Let (a,n) denote symbol for the generalized factorial,
(a,0) = 1 for a = 0, (a, n) := a(a + 1) . . . (a + n − 1) for n ∈ N,
and define
2F1(a, b; c; z) := F(a, b; c; z)=
∞∑
n=0
(a,n)(b,n)
(c, n)(1, n)
zn
(|z| < 1),
the Gaussian hypergeometric function. This function is analytic in the unit disc ∆.
2. Applications
Theorem 2.1. Let 1/2 γ  1, −1  a  1/γ − 1, p  1 + 2µ, µ ∈ [0,1/2] and gµγ (t)
be defined by (1.3). Suppose that β = β(a,p, γ,µ) is given by
β
1 − β = −
(1 + a)p
Γ (p)
1∫
0
ta
(
log
(
1
t
))p−1
gµγ (t) dt.
Then for f ∈ Pγ (β), the Hadamard product function Φp(a; z) ∗ f (z) defined by
Φp(a; z) ∗ f (z) =
( ∞∑
n=1
(1 + a)p
(n + a)p z
n
)
∗ f (z)
= (1 + a)
p
Γ (p)
1∫
0
(
log
(
1
t
))p−1
ta−1f (tz) dt
belongs to S∗(µ). The value of β is sharp.
Theorem 2.1 for µ = 0 yields Theorem 2.3 in [7]. For γ = 1, an improved form of
Theorem 2.1 is available in [2, Corollary 3.2] but not otherwise.
For f ∈A, we have a natural convolution operator Ha,b,cf defined by
Ha,b,c(f )(z) := zF (a, b; c; z)∗ f (z).
Note that this is a three-parameter family of operators and contains as special cases several
of the known linear integral or differential operators studied by a number of authors. In fact,
this convolution operator was introduced and investigated systematically by Hohlov [6].
Later, this operator has been studied extensively by Ponnusamy [11], Ponnusamy and
Rønning [13] and many others [2,3,7]. In fact, the corresponding convolution operators
involving a generalized hypergeometric function (in place of the Gauss hypergeometric
function) were also investigated in a recent paper by Dziok and Srivastava [4].
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Suppose that β = βa,b,c,γ ,µ is given by
β
1 − β = −
Γ (c)
Γ (a)Γ (b)Γ (c − a − b + 1)
×
1∫
0
tb−1(1 − t)c−a−bF
(
c − a, 1 − a
c − a − b + 1 ;1 − t
)
gµγ (t) dt.
Then for f ∈ Pγ (β), the function zF (a, b; c; z) ∗ f (z) belongs to S∗(µ) whenever
a, b, c, γ,µ are related by any one of the following conditions:
(i) a ∈ (0,1], 0 < b  1/γ − 2µ with c − a − b 2µ,
(ii) a ∈ (0,1], b + 2µ c − a  c−a−b+1
γ [(c−a−b+1)a+2µ(1−a)] .
The value of β is sharp.
For the case µ = 0 of Theorem 2.2(i), we have the result of Kim and Rønning [7, The-
orem 2.4] while µ = 0 of Theorem 2.2(ii) gives the result of Choi et al. in [3, Theorem 2].
For γ = 1, an improved form of Theorem 2.2(i) has been obtained by Balasubramanian et
al. [2, Corollary 3.15] where it was shown that the conclusion of Theorem 2.2 for γ = 1
continues to hold if a, b, c,µ are related by any one of the following conditions:
(i) a ∈ (0,1], b ∈ (0,3] and c a + b with γ = 0,
(ii) a ∈ (0,1], b ∈ (0,2] and c a + b + 2γ with γ ∈ (0,1/2].
However, our next result extends Theorem 2.2(i) and (ii) for the case γ = 1 in the following
form which increases the range of b whenever a < 1.
Theorem 2.3. Let a, b, c > 0 and µ ∈ [0,1/2]. Suppose that a, b, c,µ are related by any
one of the following conditions:
(i) a ∈ (0,1], b c − a  3/a, µ = 0,
(ii) a ∈ (0,1], b + 2µ c − a  2(µ+1)(c−a−b+1)
(c−a−b+1)a+2µ(1−a) ,
and that β = βa,b,c,µ is given by
β
1 − β = −
Γ (c)
Γ (a)Γ (b)Γ (c − a − b + 1)
×
1∫
0
tb−1(1 − t)c−a−bF
(
c − a, 1 − a
c − a − b + 1 ;1 − t
)
×
[
1 + µ − (1 − µ)t − 2µ log(1 + t)
]
dt.(1 − µ)(1 + t) (1 − µ) t
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sharp.
Note that for γ = 1, Theorem 2.3 improves Theorem 2.2 as the range of b in The-
orem 2.3 is enlarged in both cases. Our final application concerns the integral operator
introduced and studied by Ponnusamy [10]. Define
λ(t) =
{
(a + 1)(b + 1)( t a(1−t b−a)
b−a
)
for b = a, a > −1, b > −1,
(a + 1)2ta log( 1
t
)
for b = a, a > −1.
(2.1)
The corresponding operator Gf (a, b; z) =
∫ 1
0 λ(t)
f (tz)
t
dt has been discussed further
in [2,12]. In view of the symmetry between a and b, we assume that b > a in the case
b = a.
Theorem 2.4. Let b > −1, a > −1, γ ∈ [1/2,1], µ ∈ [0,1/2] and gµγ (t) be defined by
(1.3). Suppose that a, b, γ,µ are related by any one of the following conditions:
(i) a ∈ (−1,1/γ − 1], b = a and µ ∈ [0,1/2],
(ii) a ∈ (−1,1/γ − 1], b > a and µ = 0,
(iii) a ∈ (−1,1/γ − 1), 0 < b − a  1
µ
( 1
γ
− 1 − a) and µ ∈ (0,1/2],
and λ(t) is defined by (2.1). If β is given by β1−β = −
∫ 1
0 λ(t)g
µ
γ (t) dt , then, for f ∈ Pγ (β),
the function Gf (a, b; z)∈ S∗(µ). The value of β is sharp.
The sharpness parts of Theorems 2.1–2.4 follow easily if we use the method of [5,7,12,
14]. So, we do not include these details. In the case γ = 1, it was shown that [2, Corol-
lary 3.13] conditions (i)–(iii) of Theorem 2.4 can be replaced by any one of the following
conditions which has a wider range for the parameter a:
(i) a ∈ (−1,2], b > a with µ = 0,
(ii) a ∈ (−1,1], 0 < b − a  5/2 with µ ∈ (0,1/2],
(iii) a ∈ (−1,2], b = a, with µ = 0,
(iv) a ∈ (−1,1], b = a, with µ ∈ (0,1/2].
A comparison of the results of [12] for the case γ = 1 supports the following
Conjecture 2.5. The conclusion of Theorem 1.3 holds under weaker hypotheses.
We recall the following lemma which is crucial in the proof of Theorem 2.3.
Lemma 2.6 [12]. Assume Λ is integrable on [0,1] and positive on (0,1). Assume further
that Λ(t)(1 + t)−1(1 − t)−1−2µ is decreasing on (0,1). If Λ(t) = ∫ 1
t
λ(s) ds/s, and β =
β(λ,µ) is given by
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1 − β = −
1∫
0
λ(t)
[
1 + µ − (1 −µ)t
(1 − µ)(1 + t) −
2µ
1 −µ
log(1 + t)
t
]
dt,
then we have Vλ(P(β)) ⊂ S∗(µ), 0 µ 1/2, where Vλ(f ) is defined by (1.1).
3. Proofs of Theorems 2.1–2.4
In order to apply Theorem 1.3 with µ ∈ [0,1/2], it suffices to show that g(t) =
Λγ (t)(log(1/t))−1−2µ is decreasing on the interval (0,1), where Λγ (t) =
∫ 1
t λ(s)s
−1/γ ds.
Taking the logarithmic derivative of g(t) and using the fact that Λ′γ (t) = −λ(t)t−1/γ , we
have
g′(t)
g(t)
= − λ(t)
t1/γΛγ (t)
+ 1 + 2µ
t log(1/t)
.
Note that g(t) > 0. Therefore, we observe that g′(t) 0 for t ∈ (0,1) is equivalent to the
inequality
ψ(t) = Λγ (t) − t
1−1/γ λ(t) log(1/t)
1 + 2µ  0 for t ∈ (0,1). (3.1)
Clearly ψ(1) = 0 and, we note that if ψ(t) is increasing on (0,1) then g(t) is decreasing on
(0,1) and the proof will be completed. In view of this observation, it suffices to prove that
ψ(t) is increasing on (0,1). We compute ψ ′(t) explicitly and after a simple calculation we
obtain that
ψ ′(t) = t
−1/γ λ(t)
1 + 2µ
[(
1
γ
− 1
)
log
(
1
t
)
− 2µ
]
− t
1−1/γ λ′(t) log(1/t)
1 + 2µ
and therefore, ψ ′(t) 0 for t ∈ (0,1) is equivalent to the inequality
λ(t)
[(
1
γ
− 1
)
log
(
1
t
)
− 2µ
]
 λ′(t)t log
(
1
t
)
. (3.2)
Now, we let φ by φ(1 − t) = 1 + ∑∞n=1 bn(1 − t)n, where bn  0 for each n  1, and
consider
λ(t) = KtB−1(1 − t)C−A−Bφ(1 − t), (3.3)
where K is a constant chosen such that
∫ 1
0 λ(t) dt = 1. With the λ(t) given by (3.3), by a
simple computation, we find that
λ′(t) = λ(t)
t (1 − t)
[{
(B − 1)(1 − t) − −(C − A − B)t}− t (1 − t)φ′(1 − t)
φ(1 − t)
]
and therefore, a simple calculation proves that (3.2) is equivalent to
log
(
1
t
)(
1
γ
− B + (C − A − B) t
1 − t
)
− 2µ−t log
(
1
t
)
φ′(1 − t)
φ(1 − t) . (3.4)
With this background it is possible to prove Theorems 2.1 and 2.2.
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φ(1 − t) =
(
log(1/t)
1 − t
)p−1
=
(− log(1 − (1 − t))
1 − t
)p−1
,
C − A − B = p − 1, B = a + 1 so that λ(t) defined by (3.3) takes the form
λ(t) = Kta(1 − t)p−1φ(1 − t), K = (1 + a)
p
Γ (p)
.
Then it is easy to see that
φ′(1 − t)
φ(1 − t) = (p − 1)
(
1
t log(1/t)
− 1
1 − t
)
.
Clearly, to complete the proof, it suffices to verify inequality (3.4) for all t ∈ (0,1). Substi-
tuting the value of the above λ(t) and the expression for φ′(1 − t)/φ(1 − t), (3.4) becomes
log
(
1
t
)(
1
γ
− B + (C − A − B) t
1 − t − (p − 1)
t
1 − t
)
+ p − 1 − 2µ 0.
As C − A − B = p − 1 0, this inequality is same as
log
(
1
t
)(
1
γ
− a − 1
)
+ p − 1 − 2µ 0
which is clearly true for all t ∈ (0,1) by the hypothesis of Theorem 2.1. 
Proof of Theorem 2.2. As in [2,7], for f ∈A, we have the integral representation
[
Ha,b;c(f )
]
(z) := zF (a, b; c; z)∗ f (z) =
1∫
0
λ(t)
f (tz)
t
dt,
λ(t) = Ktb−1(1 − t)c−a−bφ(1 − t),
with
φ(1 − t) = F
(
c − a, 1 − a
c − a − b + 1 ;1 − t
)
and K = Γ (c)
Γ (a)Γ (b)Γ (c − a − b + 1) .
According to (3.4), it suffices to verify the inequality
log
(
1
t
)(
1
γ
− b + (c − a − b) t
1 − t
)
− 2µ−t log
(
1
t
)
φ′(1 − t)
φ(1 − t) . (3.5)
Case (i). Assume that a ∈ (0,1], 0 < b 1/γ − 2µ with c − a − b  2µ. Rewrite (3.5)
as
log(1/t)
1 − t
[(
1
γ
− b
)
(1 − t) + (c − a − b)t
]
− 2µ−t log
(
1
t
)
φ′(1 − t)
φ(1 − t) . (3.6)
The hypotheses imply that the square bracketed term in the left-hand side of this inequality
is nonnegative for t ∈ (0,1) while the right-hand side is always nonpositive. In fact, as
c−a  0, 1 −a  0 and c−a−b−1 0, it follows that φ(1− t)−1 0 and each of the
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[0,1]. Therefore, as log(1/t)/(1 − t) 1, the inequality (3.6) (and hence (3.5)) holds for
t ∈ (0,1) if(
1
γ
− b − 2µ
)
(1 − t) + (c − a − b − 2µ)t  0
which clearly holds under the hypotheses.
Case (ii). Assume that a ∈ (0,1],
b + 2µ c − a  c − a − b + 1
γ [(c − a − b + 1)a + 2µ(1 − a)] .
Now, for convenience, we let A = c − a, B = 1 − a, C = c − a − b + 1 and φ(t) =
F(A,B;C; t). Then
tφ′(1 − t)
φ(1 − t) =
AB
C
(
tF (A + 1,B + 1;C + 1;1 − t)
F (A,B;C;1 − t)
)
, t ∈ (0,1),
and therefore (3.5) is equivalent to
log(1/t)
1 − t
[(
1
γ
− b
)
(1 − t)F (A,B;C;1 − t) + (c − a − b)tF (A,B;C;1 − t)
+ AB
C
t(1 − t)F (A + 1,B + 1;C + 1;1 − t)
]
 2µF(A,B;C;1 − t). (3.7)
We observe that the hypergeometric function F(A + 1,B + 1;C + 1; z), z ∈ ∆, satisfies
the identity
z(1 − z)AB
C
F(A + 1,B + 1;C + 1; z)
= −(C − 1 − Az)F(A,B;C; z)+ (C − 1)F (A,B − 1;C − 1; z). (3.8)
Using (3.8), it is easy to see that the inequality (3.7) is equivalent to
log(1/t)
1 − t
[
(C − 1)F (A,B − 1;C − 1;1 − t) + (1 − t)
γ
F (A,B;C;1 − t)
]
 2µF(A,B;C;1 − t),
which, by the series expansion of the hypergeometric function, is seen to be equivalent to
log(1/t)
1 − t
[
c − a − b +
∞∑
n=0
(c − a,n)(1 − a,n)
(c − a − b + 1, n)(1, n + 1)
×
{
(c − a)(−a)+ 1
γ
+
(
1
γ
− a
)
n
}
(1 − t)n+1
]
 2µF(c − a,1 − a; c − a − b + 1;1 − t). (3.9)
The hypotheses imply that c − a − b  0 and (c − a)(−a)+ 1/γ + (1/γ − a)n 0 for all
n  0 so that the square bracketed term in the inequality (3.9) is nonnegative. Moreover,
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square bracketed term in (3.9) is bigger than or equal to 2µF(c − a,1 − a; c − a − b + 1;
1 − t) which, by a simple calculation, is equivalent to
c − a − b − 2µ +
∞∑
n=0
(c − a,n)(1 − a,n)
(c − a − b + 1, n + 1)(1, n+ 1)ψ(n)(1 − t)
n+1  0,
t ∈ (0,1), (3.10)
where
ψ(n) = (c − a − b + 1 + n)
{
(c − a)(−a)+ 1
γ
+
(
1
γ
− a
)
n
}
− 2µ(c − a + n)(1 − a + n).
Again, by hypotheses, it can be easily seen that ψ(n) is an increasing function of n 0
and therefore, ψ(n)  ψ(0)  0. Thus, the inequality (3.10) holds. The second part fol-
lows. 
Proof of Theorem 2.3. We follow the proof of [2] which uses Lemma 2.6. Since the
beginning part of the proof is exactly as in [2, Theorem 3.8], we skip the details. However,
from the proof of [2, Theorem 3.8], it suffices to verify the inequality
φ(1 − t)
[
(1 − t)(2 − b) + t (c − a − b − 2µ) + t (1 − t)(1 + µ)
µ + (1 + µ)t
]
+ t (1 − t)φ′(1 − t)
 0,
where φ(1− t) = F(A,B;C;1− t), with A = c−a, B = 1−a, C = c−a−b+1. Using
the identity (3.8), this inequality is seen to be equivalent to
(1 − t)F (A,B;C;1 − t)
[
2 − 2µt
1 − t +
t (1 + µ)
µ + (1 +µ)t
]
+ (C − 1)F (A,B − 1;C − 1;1 − t)
 0,
which, by the series expansion of the hypergeometric function, is the same as
C − 1 +
∞∑
n=0
(A,n)(B,n)
(C,n)(1, n + 1)
×
[
(n + 1)
(
2 − 2µt
1 − t +
t (1 +µ)
µ + (1 + µ)t
)
+ (A + n)(B − 1)
]
(1 − t)n+1
 0.
In view of the equality
2 − 2µt + t (1 + µ) = − 2µ + (1 +µ)
(
2 + t
)
,1 − t µ + (1 + µ)t 1 − t µ + (1 +µ)t
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c − a − b − 2µ +
∞∑
n=0
(c − a,n)(1 − a,n)
(c − a − b + 1, n + 1)(1, n+ 1)ηt (n)(1 − t)
n+1  0, (3.11)
where
ηt (n) = (c − a − b + 1 + n)
{
(n + 1)(1 + µ)
(
2 + t
µ + (1 + µ)t
)
− a(c − a + n)
}
− 2µ(c − a + n)(1 − a + n). (3.12)
Thus, to prove that (3.11) holds for all t ∈ (0,1), it suffices to show that ηt (n) 0 holds
for all n 0 and t ∈ (0,1).
Case (i). Let µ = 0. Then, it can be easily seen that (3.12) becomes
ηt (n) = n2(3 − a)+ n
[
(3 − a)(c − a − b + 1)+ (3 − a(c − a))]
+ (c − a − b + 1)[3 − a(c − a)],
which is clearly nonnegative, by hypotheses. The desired conclusion follows.
Case (ii). Let 0 < µ  1/2. In this case, we first observe that ηt (n)  η0(n) for all
t ∈ (0,1) and so it suffices to show that η0(n) 0 for all n 0. To do this, we consider the
quadratic equation ψ(x) = a1x2 +a2x+a3. It is a simple exercise to see (even graphically)
that if a1 > 0, a3 = ψ(0) > 0 and ψ(−1) < 0, then ψ(x) 0 for all x  0. Applying this
idea to ψ(x) = η0(x), it can be easily seen that η0(n) 0 for all n 0. Note that η0(0) 0
is equivalent to
K = 2(1 + µ)(c − a − b + 1) − (c − a)[a(c − a − b + 1)+ 2µ(1 − a)] 0,
which holds by hypothesis and therefore, we complete the proof. 
Proof of Theorem 2.4. Clearly, as in the proof of earlier theorems, it suffices to verify the
inequality (3.2) for the λ(t) defined by (2.1). Now, for the λ(t) given by (2.1), we have
tλ′(t) =
{
(a+1)(b+1)
b−a t
a(a − btb−a) for b > a > −1,
(a + 1)2(−1 + a log( 1
t
))
ta for b = a > −1.
Case (i). Let b = a > −1. If we substitute the λ(t) and the tλ′(t) values in (3.2), the
inequality (3.2) is seen to be equivalent to(
1
γ
− 1 − a
)
log
(
1
t
)
+ 1 − 2µ 0, (3.13)
which is clearly true whenever a ∈ (−1,1/γ − 1] and µ ∈ [0,1/2].
Case (ii). Let a ∈ (−1,1/γ − 1] and b > a. In this case, we see that the inequality (3.2)
is equivalent to
(1 − tb−a)
[(
1
γ
− 1
)
log
(
1
t
)
− 2µ
]
 (a − btb−a) log
(
1
t
)
, t ∈ (0,1). (3.14)
This inequality for µ = 0 becomes 1/γ −1−a  tb−a(1/γ −1−b), which is clearly true,
since 0 t  1 and b − a > 0.
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For the proof of this part, we rewrite (3.14) as
b − a  (ta−b − 1)
[
2µ
log(1/t)
−
(
1
γ
− 1 − a
)]
. (3.15)
If we set t = e−rµ/(1/γ−1−a), then log(1/t) = rµ/((1/γ ) − 1 − a) so that (3.15) is seen to
be equivalent to(
erµk − 1
rk
)
(2 − r) 1 for 0 r  2, (3.16)
where k = (b − a)/(1/γ − 1 − a). It suffices to prove (3.16) whenever kµ = 1. The in-
equality for r = 0 and r = 2 is trivial. If kµ = 1, then (3.16) is equivalent to
µ
[
er − 1
r
]
 1
2 − r , i.e., 2µ
[ ∞∑
n=0
rn−1
n!
]

∞∑
n=0
rn−1
2n−1
.
As 0 < µ  1/2, it suffices to verify this inequality for µ = 1/2. However for µ = 1/2,
the term-by-term comparison confirms the inequality. We complete the proof. 
4. Proofs of Theorems 1.2 and 1.3
Proof of Theorem 1.2. For f (z) ∈Pγ (β), we consider
F(z) = Vλ
(
f (z)
)=
1∫
0
λ(t)
f (tz)
t
dt.
Since f (z) ∈ Pγ (β), there exists some ϕ with |ϕ| < π/2 such that Re eiϕG(z) > 0 for
z ∈ ∆, where
G(z) = 1
1 − β
(
(1 − γ )f (z)
z
+ γf ′(z) − β
)
.
In view of the principle of duality as in [12,16], we restrict our attention to the functions
f (z) ∈Pγ (β), for which
G(z) = 1 + xz
1 + yz, |x| = |y| = 1.
It is well known from the theory of convolution [16] that F(z) ∈ S∗(µ) if and only if
(F (z) ∗ h(z))/z = 0 for z ∈ ∆, where
h(z) = z
(
1 + 	 + 2µ− 1
2 − 2µ z
)
(1 − z)−2, 0µ < 1, |	| = 1.
Thus, for F(z) ∈ S∗(µ), we have
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1∫
0
λ(t)
f (tz)
tz
dt ∗ h(z)
z
=
1∫
0
λ(t)
1
1 − tz dt ∗
(
1 − β
γ z1/γ
z∫
0
w1/γ−1 1 + xz
1 + yz dw + β
)
∗ h(z)
z
= (1 − β)
1∫
0
λ(t)
(
h(tz)
tz
+ β
1 − β
)
dt ∗ 1
γ z1/γ
z∫
0
w1/γ−1 1 + xz
1 + yz dw
= (1 − β)
1∫
0
λ(t)
(
h(tz)
tz
− gµγ (t)
)
dt ∗ 1
γ z1/γ
z∫
0
w1/γ−1
1 + xz
1 + yz dw
= (1 − β)
1∫
0
λ(t)
(
1
γ z1/γ
z∫
0
w1/γ−1 h(tw)
tw
dw − gµγ (t)
)
dt ∗ 1 + xz
1 + yz ,
where β1−β = −
∫ 1
0 λ(t)g
µ
γ (t) dt. It follows that 0 = F(z)z ∗ h(z)z if and only if
Re(1 − β)
1∫
0
λ(t)
(
1
γ z1/γ
z∫
0
w1/γ−1 h(tw)
tw
dw − gµγ (t)
)
dt > 1/2,
which is seen to be equivalent to
Re
1∫
0
λ(t)
t1/γ
(
t1/γ
γ z1/γ
z∫
0
w1/γ−1 h(tw)
tw
dw − t
1/γ (1 + gµγ (t))
2
)
dt > 0.
Substituting u = tw, we get
Re
1∫
0
λ(t)
t1/γ
(
1
γ z1/γ
tz∫
0
u1/γ−1
h(u)
u
du − t
1/γ (1 + gµγ (t))
2
)
dt > 0.
In view of the fact that Λ′γ (t) = − λ(t)t1/γ , integrating by parts with respect to t , we obtain
Re
1∫
0
t1/γ−1Λγ (t)
(
h(tz)
tz
− 1 − µ(1 + t)
(1 − µ)(1 + t)2
)
dt  0, z ∈ ∆, (4.1)
which completes the proof. 
Proof of Theorem 1.3. In view of the similarities between this proof and the proof of
Theorem 2.3 in [12], we shall omit some details. With h(z) as in the proof of Theorem 1.2,
we want to prove (4.1). Using the same argument as in [12], we observe that it suffices to
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respect to θ . Then as in [12] we see that (4.1) follows if
1∫
0
t1/γ−1Λγ (t)
[
Re
2 − 2µ + (2µ− 1)tz
(1 − tz)2 −
t
|1 − tz|2 −
2 − 2µ(1 + t)
(1 + t)2
]
dt  0
(4.2)
for |z| = 1, z = 1. Further calculations gives the equivalent condition
H(γ,µ)(y) :=
1∫
0
t1/γ−1Λγ (t)
(
tA1(y, t) − 2µA2(y, t)
)
dt  0, (4.3)
where
A1(y, t) = 3 − 4(1 + y)t + 2(4y − 1)t
2 + 4(y − 1)t3 − t4
(1 + t2 − 2yt)2(1 + t)2 ,
A2(y, t) = 1 − t
(1 + t2 − 2yt)(1 + t)
with −1 y = Re z < 1. As in [14], we can write
H(γ,µ)(y) =
∞∑
k=0
H˜
(γ,µ)
k (1 + y)k, |1 + y| < 2,
where H˜ (γ,µ)k is a positive multiple of
h˜
(γ ,µ)
k =
1∫
0
t1/γ−1Λγ (t)
(
sk(t) − 2µuk(t)
)
dt, (4.4)
where
sk(t) = (k + 3)t
k+1
(1 + t)2k+4
(
1 − 2t + k − 1
k + 3 t
2
)
and uk(t) = t
k+1
(1 + t)2k+4 (1 − t
2).
We see that sk(t) − 2µuk(t) has exactly one zero in (0,1). We denote this zero by tµk
and then we can see that sk(t) − 2µuk(t) > 0 if 0  t < tµk and sk(t) − 2µuk(t) < 0 if
t
µ
k < t < 1. Let
h
(γ,µ)
k =
1∫
0
t1/γ−1
(
log
(
1
t
))1+2µ(
sk(t) − 2µuk(t)
)
dt
and
Λ˜γ (t) = Λγ (t) − Λγ (tk)1+2µ
(
log
(
1
))1+2µ
.
(log(1/tk)) t
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and sk(t) − 2µuk(t) have same sign in (0,1). Therefore
0
1∫
0
t1/γ−1Λ˜γ (t)
(
sk(t) − 2µuk(t)
)
dt = h˜γ ,µk −
Λγ (tk)
(log(1/tk))1+2µ
h
γ,µ
k .
If we can prove that hγ,µk  0, then it follows that h˜
γ ,µ
k  0 and further LΛγ (h)  0 as
desired. In Lemma 5.1, we have shown that h1/2,µk  0. Therefore, it suffices to show that
for 1/2  γ  1 and 0  µ  1/2 the inequality hγ,µk  h
1/2,µ
k holds which would then
imply that LΛγ (h)  0 provided we can show that h
1/2,µ
k  0. It remains to show that
h
1/2,µ
k  0 for k  1. Now, with tk as above, we set M
γ
k = t1/γ−2 which is  1. Then
I
γ,µ
1 =
tk∫
0
1
t2−1/γ
t
(
log
(
1
t
))1+2µ(
sk(t) − 2µuk(t)
)
dt
Mγk
tk∫
0
t
(
log
(
1
t
))1+2µ(
sk(t) − 2µuk(t)
)
dt := Mγk I1
and
I
γ,µ
2 =
∣∣∣∣∣
1∫
tk
1
t2−1/γ
t
(
log
(
1
t
))1+2µ(
sk(t) − 2µuk(t)
)
dt
∣∣∣∣∣
Mγk
∣∣∣∣∣
1∫
tk
t
(
log
(
1
t
))1+2µ(
sk(t) − 2µuk(t)
)
dt
∣∣∣∣∣ := Mγk I2.
Hence hγ,µk = Iγ,µ1 − Iγ,µ2 Mγk (I1 − I2) = h1/2,µk = Hµk  0, where Hµk is as defined in
Lemma 5.1. Thus we complete the proof. 
5. Main lemma
Lemma 5.1. For k ∈ N and µ ∈ [0,1/2], define
H
µ
k =
1∫
0
(
log
(
1
t
))1+2µ[
(k + 3)(1 − t)2 − {2µ+ (4 − 2µ)t2}]( t
(1 + t)2
)k+2
dt.
Then Hµk  0 for all k ∈ N and µ ∈ [0,1/2].
Proof. To prove Hµ  0 for all k ∈ N, we need to show thatk
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1∫
0
(
log
(
1
t
))1+2µ
(k + 3)(1 − t)2(α(t))k+2 dt
 J :=
1∫
0
(
log
(
1
t
))1+2µ{
2µ + (4 − 2µ)t2}(α(t))k+2 dt,
where α(t) = t/(1 + t)2. Since α′(t) = (1 − t)/(1 + t)3, a simple computation and the
integration by parts give
I =
1∫
0
(
log
(
1
t
))1+2µ
(1 − t)(1 + t)3 d[αk+3(t)]
=
1∫
0
(
log
(
1
t
))1+2µ
αk+2(t)
[
4t2 − 2t + (1 + 2µ)(1 − t
2)
log(1/t)
]
dt. (5.1)
From the well-known series expansion for − log(1 − x) on (0,1), we have
(1 − x)(− log(1 − x))= x − x2
2
−
∞∑
n=2
(
1
n
− 1
n + 1
)
xn+1, (5.2)
which shows that (1−x)(−x−1 log(1−x)) 1−2−1x. If we replace x by 1 − t , then this
inequality becomes 1 − t2(log(1/t))−1  2t . In view of this inequality, (5.1) implies that
7I  7
1∫
0
(
log
(
1
t
))1+2µ
αk+2(t)
[
4t2 − 2t + (1 + 2µ)2t]dt
=
1∫
0
(
log
(
1
t
))1+2µ
7(4t2 + 4µt)(α(t))k+2 dt. (5.3)
Further, for all k  2, the initial definition of I gives
I 
1∫
0
(
log
(
1
t
))1+2µ
5(1 − t)2(α(t))k+2 dt (5.4)
so that, by combining (5.3) and (5.4), we have
(7 + 4µ)I 
1∫
0
(
log
(
1
t
))1+2µ(
α(t)
)k+2[20µ(1 − t)2 + 7(4t2 + 4µt)]dt.
Thus, to show that I  J for k  2, it suffices to show that
20µ(1 − t)2 + 7(4t2 + 4µt) (7 + 4µ)[2µ+ (4 − 2µ)t2].
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(1 − 3t)2 + 2 4µ(1 − t2),
which is clearly true, since 4µ(1 − t2) 2 for 0 < µ 1/2. Thus, I  J for all k  2 and
so, H
µ
k  0 for k  2. It remains to show that H
µ
1  0. To do this, by (5.2), we compute(
1 + x
2
6
)
(1 − x)(− log(1 − x))
= x − x
2
2
−
∞∑
n=1
[(
1
n + 2 −
1
n + 3
)
+ 1
6
(
1
n
− 1
n + 1
)]
xn+3.
It follows that(
1 + x
2
6
)
(1 − x)(− log(1 − x)) x − x2
2
.
If we replace x by (1 − t), then the last inequality is equivalent to
2t
(
1 + (1 − t)
2
6
)
 1 − t
2
log(1/t)
.
In the view of this inequality, (5.1) for k = 1 implies that
I 
1∫
0
(
log
(
1
t
))1+2µ[
4t2 − 2t + (1 + 2µ)
{
2t
(
1 + (1 − t)
2
6
)}](
α(t)
)3
dt
=
1∫
0
(
log
(
1
t
))1+2µ[
4t2 + 4µt + (1 + 2µ)
3
t (1 − t)2
](
α(t)
)3
dt. (5.5)
The initial definition of I for k = 1 gives that
I =
1∫
0
(
log
(
1
t
))1+2µ
4(1 − t)2(α(t))3 dt. (5.6)
On multiplying (5.5) by (4 − 2µ + µ2) and (5.6) by (3µ − µ2) and adding the resulting
two, we get
(4 + µ)I 
1∫
0
(
log
(
1
t
))1+2µ
M(t)
(
α(t)
)3
dt, (5.7)
where
M(t) = (4 − 2µ + µ2)
{
4t2 + 4µt + (1 + 2µ)
3
t (1 − t)2
}
+ 4(3µ −µ2)(1 − t2).
At the same time for k = 1, the integral J becomes
J =
1∫ (
log
(
1
t
))1+2µ{
2µ+ (4 − 2µ)t2}(α(t))3 dt. (5.8)0
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M(t) (4 + µ){2µ + (4 − 2µ)t2},
which, after an elementary calculation, is equivalent to
N(t) := 2µ[2 − 3µ + 2(µ2 − 2)t + (4 +µ)t2]+ (4 − 2µ +µ2)(1 + 2µ)t (1 − t)2
3
 0.
Now, our aim is to prove this inequality for all t ∈ [0,1] and 0 µ 1/2. For 0 µ 1/2,
we have 4 − 2µ+µ2 > 3 and 1 + 2µ> 3µ. Therefore, (4 − 2µ+µ2)(1 + 2µ)> 9µ. This
observation shows that N(t) 0 whenever
Lµ(t) := 2 − 3µ + 2(µ2 − 2)t + (4 + µ)32 t (1 − t)
2  0.
To verify this inequality, we first observe that
Lµ(t) −L1/2(t) =
(
µ − 1
2
)[
t2 + 2
(
µ + 1
2
)
t − 3
]
and, since 0 µ 1/2 and, for all t ∈ [0,1],
t2 + 2
(
µ + 1
2
)
t − 3 1 + 2
(
µ + 1
2
)
− 3 = 2µ − 1 0,
we find that Lµ(t)  L1/2(t). However, L1/2(t) = (1/2)[3t3 + 3t2 − 4t + 1] and writing
the bracketed expression in two different ways as (1 − t)(1 − 3t) + 3t3 and (1 − 2t)2 +
(3t − 1)t2, we see that L1/2(t) > 0 for all t ∈ [0,1] showing that Lµ(t) > 0 and so,
M(t) > 0. In particular, I  J for the case k = 1. Thus, we complete the proof. 
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