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Abstract
Drawn symbolic pictures are an extension of drawn pictures obtained by associating a symbol from an alphabet
to each point of the picture. In the paper we will address some new interesting issues derived from the introduction
of the symbols and we will identify the conditions, which ensure the preservation of properties holding for drawn
pictures in the setting of the proposed extension.
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1. Introduction
In the literature, several rewriting systems have been proposed for the generation and description of
pictures [26]. Each of these proposals considers a particular data structure for representing the pictures (a
string, an array, a tree, a plex, and a graph). Pioneering work in suggesting and applying string languages
to describe picture languages has been done by Freeman [7,8], who introduced the notion of “chain code”
as a digital representation of line drawing. Such line drawing was originally described using a string of
symbols over an eight letters alphabet to denote the movements north, south, east, west, northeast,
northwest, southeast, and southwest. This encoding method represents a geometric curve by a sequence
of octal digits called a chain. Since a chain is a string, these pattern languages can be treated as string
languages [9].
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More recently, some efforts toward classifying the complexity of picture languages [5,20,21,29] have
simplified the chain codes to strings over a four letters alphabet {u, d, r , l} to represent the movements
up, down, right, and left, respectively. One of the most elegant and successful four letters chain code
methods for working with line drawing was introduced in 1982 by Maurer et al. [20], defining a drawn
picture as a connected set of axis parallel unit lines from the Cartesian plane considered as a square. Acc-
ording to such proposal, a picture description is a word over  = {u, d, r, l} encoding a walk through
the picture. The symbol u (d, r , and l, respectively) is interpreted as “draw one unit line in the Carte-
sian plane by moving the pen up (down, right, and left, respectively) from the current position.” In the
last decades, such a model has been extensively investigated by providing a firm theoretical background
and at the same time by establishing the intractability of several important decision problems [2,3,12–
17,20,25,29]. As examples, the membership problem has been proved to be undecidable for context-sen-
sitive languages [20] and NP-complete for regular languages [29] and for context-free languages [13],
while the equivalence and containment problems are undecidable for regular picture languages [16]. The
considerations about the intractability of such problems motivated the investigation of subclasses of
drawn pictures, with nice properties from the decidability and complexity point of view [13,18,29].
In [4] an extension of drawn pictures, named drawn symbolic pictures, has been proposed. Such
an extension is based on the observation that a picture may embed more information than the shape,
such as colors, labels, icons, etc. This information may be described by associating symbols from an
alphabet  to each point of the picture. Thus, a drawn symbolic picture can be seen as a set of symbols
arranged on a two-dimensional plane such that pairs of symbols on the plane are connected by unit lines
to form a connected graph. Although the extension is simple and intuitive, it will turn out to be useful to
describe more complex pictures. However, the introduction of symbols requires new theoretical issues
to be addressed. In this paper we will investigate such issues. From the descriptive point of view we
will introduce a particular string-based representation, named  ∪-word, consisting of strings whose
symbols are taken from the alphabets and. Then, for any string-based representation a corresponding
drawn symbolic picture will be constructed by applying a mapping dspicf which is parametric with
respect to a merging function f. The notion of merging function will allow us to solve an interesting
issue determined by symbol introduction. Indeed, since a  ∪-word can describe any position more
than once, possibly with different symbols, the merging function will be used to establish the symbol
which will be actually associated to each position. Many different merging functions can be considered,
making the mechanism for drawn symbolic picture description and construction to be very general.
The theoretical analysis of the proposed picture model will be carried out by establishing the proper-
ties of merging functions for which the set of drawn symbolic pictures is a monoid, a finitely generated
monoid, and a finitely generated inverse monoid. These characterizations turn out to be particularly
interesting since all picture semigroups used in “picture language theory,” such as drawn pictures [20],
non-connected pictures [11], and connected pixel pictures [19], are finitely generated inverse monoids.
In the paper special focus will be put on the class of regular symbolic picture languages for which
several decidability and complexity properties will be established. As a matter of fact, the analysis of the
proposed string representation will allow us to formalize the property of merging-independency and the
decidability of the merging-independency problem for regular drawn symbolic picture grammars will be
addressed. Indeed, we will prove that it is always possible to decide whether or not a regular grammar
generates only merging-independent descriptions for drawn symbolic pictures. Then, the theoretical
analysis of regular symbolic picture languages will proceed by investigating the interesting issue to
determine the conditions, which ensure the preservation of decidability and complexity properties of
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drawn pictures in the setting of symbolic pictures. Indeed, it is worth noting that the problems, which
were intractable for drawn picture languages, turn out to be obviously intractable also for drawn symbolic
picture languages. On the other hand, the nice properties determined for restricted subclasses of drawn
picture languages not always can be inherited by the analogous subclasses of drawn symbolic picture
languages. To ensure such preservation, two characterizations will be provided in the paper, one involves
properties of merging functions and the other concerns with the merging-independency of string descrip-
tions. In particular, it turns out that the property of merging functions ensuring the characterization of
the set of drawn symbolic pictures as a monoid is also crucial to extend the membership results of drawn
pictures in the setting of symbolic pictures.
The paper is structured as follows. In Section 2 we settle some preliminary notations from Formal
Language Theory and give the basic notions concerning with picture languages and their string descrip-
tions. Section 3 formally defines the drawn symbolic pictures as an extension of drawn pictures, their
string representations and the grammar model which generates such descriptions. In Section 4 a char-
acterization of drawn symbolic pictures according to the finitely generated monoid theory is provided.
In Section 5 the notion of merging-independency is introduced and the decidability of the merging-
independency problem for regular drawn symbolic picture grammars is proved. Section 6 focuses on
decidability and complexity problems for drawn symbolic picture languages and provides the conditions
ensuring the preservation of the properties for some subclasses of drawn symbolic picture languages.
Final remarks conclude the paper.
2. Preliminaries
We assume that the reader is familiar with the basic definitions of the Formal Language Theory
[10,28]. We just recall several standard notations before reporting the basic notions concerning picture
languages from [20].
Let A be a finite set of symbols called an alphabet. For a string w over A, |w| denotes its length. Given
a finite set P , 2P denotes the set of its subsets. As usual, Z denotes the set of integers.
Given a set S and a binary operation ∗, M = (S, ∗) is a monoid if (1) ∗ is associative and (2) have a
neutral element u (i.e., u ∗ a = a ∗ u = a for all a ∈ S).
Let M be a monoid, a generating system of M is a pair (, h) where  is an alphabet and h is an
homomorphism on M such that h(∗) = M [27].
In the literature the term picture has been used for several different formalisms. One of the most
interesting is certainly the definition of picture as given in [20]. In agreement with such definition a
picture (called drawn picture) consists of unit lines drawn on the Cartesian plane considered as a square
grid. The authors also provide an elegant description of picture languages in terms of string languages.
Indeed, a picture is described by a string over the alphabet {u, d, r, l} encoding a walk through the pic-
ture. The symbol u (d, r , and l, respectively) is interpreted as “draw one unit line in the Cartesian plane
by moving the pen up (down, right, and left, respectively) from the current position.” More formally, we
recall the following basic concepts and notations.
The universal point set, denoted by M0, is the Cartesian product of Z with itself. For each point
v = (m, n) ∈ M0, the up-neighbor of v, denoted by u(v), is the point (m, n + 1), the down-neighbor
of v, denoted by d(v), is the point (m, n − 1), the left-neighbor of v, denoted by l(v), is the point
(m − 1, n), and the right-neighbor of v, denoted by r(v), is the point (m + 1, n). The neighborhood of
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Fig. 1. A drawn picture.
v is defined as N(v) = {u(v), d(v), l(v), r(v)}. The universal line set M1 is defined as the set of lines of
length 1 and ends in M0. Formally, M1 = {{v, v′} | v, v′ ∈ M0 and v′ ∈ N(v)}.
A drawn picture q is a triple q = 〈p, s, e〉, where p is a connected finite subset of M1, and the points
s = (0, 0) and e are called start and end point of q, respectively. If p is nonempty then s and e are
points in W(q) = {v ∈ M0 | {v, v′} is in q, for some v′ ∈ M0}. If p is empty then s = e = (0, 0), and
W(q) = {(0, 0)}. Thus, the empty drawn picture is denoted by 〈∅, (0, 0), (0, 0)〉.
As an example, let us consider the drawn picture q = 〈{{(0, 0), (1, 0)}, {(1, 0), (1, 1)}, {(1, 1), (2, 1)},
{(2, 1), (2, 0)}, {(2, 0), (3, 0)}}, (0, 0), (1, 1)〉 which is depicted in Fig. 1. A circle is used to denote the
start point and a square is used to denote the end point.
A drawn picture language is a set of drawn pictures.
The translational mapping is used to move pictures in the plane preserving their shape, size, and rela-
tive symbols. For integers m and n, the translational mapping tm,n is a function from M0 to M0, which is
defined as tm,n(i, j) = (i + m, j + n). Several mappings are induced by tm,n. In particular, if P is a sub-
set of M0, tm,n(P ) = {tm,n(v) | v ∈ P }. Similarly, if A is a subset of M1, tm,n(A) = {{tm,n(v), tm,n(v′)} |
{v, v′} ∈ A}. Let q1 = 〈p1, s1, e1〉 and q2 = 〈p2, s2, e2〉 be two drawn pictures. q1 is translational equiv-
alent to q2 if there exists integers m and n such that q1 = 〈tm,n(p2), tm,n(s2), tm,n(e2)〉. Moreover, let
tm,n(s2) = e1 for some m, n ∈ Z, the concatenation of q1 and q2, denoted by q1 · q2, is defined as q1 ·
q2 = 〈p1 ∪ tm,n(p2), s1, tm,n(e2)〉.
Since any point v in the plane has four neighbors (namely, u(v), d(v), l(v), and r(v)), a natural way
to describe a drawn picture q = 〈p, s, e〉 is to describe a walk through the picture. Such a walk starts
from the start point s, touches at least once each line in p, and ends at the end point e. Each move in
the walk from a point v to its neighbor v′ is represented in a string by a single symbol: “u” if v′ = u(v),
“d” if v′ = d(v), “l” if v′ = l(v), “r” if v′ = r(v). Thus, a walk is described by a string on the alphabet
 = {u, d, l, r}. For example, the string w = rurdrlul describes the drawn picture of Fig. 1. The empty
drawn picture 〈∅, (0, 0), (0, 0)〉 is described by the empty string .
The drawn picture described by a string w over , denoted by dpic(w), is defined inductively as
follows:
• if w = , then dpic(w) = 〈∅, (0, 0), (0, 0)〉;
• ifw = zπ for some z ∈∗ andπ ∈, with dpic(z)= 〈p, s, e〉 then dpic(w)= 〈p ∪ {e, π(e)}, s,π(e)〉.
Let w be a -word and dpic(w) = 〈p, s, e〉 be the corresponding drawn picture. As defined in [20],
the shift of w is shift(w) = (x(e) − x(s), y(e) − y(s)), where for a point v = (m, n), x(v) = m, and
y(v) = n. As an example, given the-word w = rrl, the drawn picture resulting from dpic(w) has start
point (0,0) and end point (1,0), so shift(w) = (1, 0).
Every string from ∗ is called a picture description, and every language over  is called a picture
description language. If G is a context-free string grammar which generates a picture description lan-
guage, then we say that G is a context-free picture description grammar. Thus, the notion of picture
grammar and language can be defined as follows.
A picture grammar G is a pair 〈G, dpic〉, where G is a picture description grammar and dpic is as
above. Given a picture grammar G = 〈G, dpic〉, the picture language L generated by G, denoted by
L(G), is L(G) = dpic(L(G)) = {dpic(x) | x ∈ L(G)}.
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3. Drawn symbolic picture languages
In this section we formalize the class of drawn symbolic picture languages as an extension of the
drawn picture languages. The extension is based on the following observation. A drawn picture consists
of unit lines drawn on the Cartesian plane. If we associate a symbol from an alphabet to each point of
the picture, then we have the notion of drawn symbolic picture [4].
In Section 3.1 we will introduce the formal definition of drawn symbolic pictures then in Section
3.2 we will present a string-based representation of such pictures. In Section 3.3 the notion of drawn
symbolic picture grammar is provided.
3.1. Drawn symbolic pictures
In order to define a drawn symbolic picture we introduce the notion of invisible symbol φ which
is a special symbol that has no visual representation when it is associated to a point in a picture.
In the sequel, we indicate with  an arbitrary alphabet which does not contain φ, with φ =  ∪
{φ} the set which contains φ. Thus, the definition of drawn symbolic picture can be formalized as
follows.
Definition 3.1. A drawn symbolic picture is a triple q = 〈sc,, δ〉, where sc is a drawn picture,  is
an alphabet of symbols, and δ : W(sc) → φ is a function that associates a symbol to each point of the
picture. The start and end points of q are the start and end points of sc, respectively. The empty drawn
symbolic picture is denoted by  = 〈〈∅, (0, 0), (0, 0)〉,, δ〉, where δ((0, 0)) = φ.
Let us consider the following examples.
Example 3.1. Let q = 〈sc,, δ〉 be a drawn symbolic picture, where sc = 〈{{(0, 0), (1, 0)}, {(1, 0),
(1, 1)}, {(1, 1), (2, 1)}, {(2, 1), (2, 0)}, {(2, 0), (3, 0)}}, (0, 0), (3, 0)〉, = {a, b, c}, and δ is the func-
tion such that δ((0, 0)) = a, δ((1, 0)) = φ, δ((1, 1)) = b, δ((2, 1)) = b, δ((2, 0)) = φ, δ((3, 0)) = a.
The visual representation of this picture is depicted in Fig. 2, where the start and end points are marked
with a circle and a square, respectively. 
Example 3.2. The electric circuit shown in Fig. 3(i) can be described by the drawn symbolic picture
depicted in Fig. 3(ii). 
Example 3.3. The drawn symbolic picture, depicted in Fig. 4, describes a section of a natural rubber
molecule [6]. The symbols “C” and “H,” represent the carbon atom and the hydrogen atom, respectively,
while symbol “2” is used to denote a double link between two carbon atoms. 
A set of drawn symbolic pictures is a drawn symbolic picture language.
Fig. 2. A drawn symbolic picture.
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Fig. 3. (i) An electric circuit. (ii) The corresponding drawn symbolic picture.
Fig. 4. A drawn symbolic picture describing a section of a natural rubber molecule.
3.2. String representations of drawn symbolic pictures
In order to introduce a string-based representation of drawn symbolic pictures we need the following
notations.
Given two alphabets  and  such that  ∩  = ∅, a string in the set  ∪  is called a  ∪ -
word. For example, the strings “a,” “arbdclar,” “arbdrclarrb,” and “arbbcdla” are words in the set
( ∪ )∗ = ({a, b, c} ∪ {u, d, l, r})∗, where symbols from the two sets are shown using different styles
for sake of clarity. A set of  ∪ -words is called a  ∪ -language.
The description of a drawn symbolic picture can be given in analogy with the description of a drawn
picture by describing a walk through the picture. Such a walk starts from the start point, touches at least
once each line and symbol in the drawn symbolic picture, and ends at the end point. Thus, such a walk
is described by a  ∪-word, where  is the alphabet of symbols and  contains the moves {u, d, l,
r}. As an example, given the drawn symbolic picture depicted in Fig. 2, a possible walk is described by
the  ∪-word “arubrbdra.”
Although drawn symbolic pictures represent a simple and intuitive extension of drawn pictures, the
introduction of symbols requires new theoretical issues to be addressed. As a matter of fact, let us
observe that any -word describes one and only one picture. This is not the case for  ∪-words. As
an example, the  ∪-word w = arbucdg can specify both the pictures depicted in Fig. 5(i) and (ii).
Indeed, w specifies two symbols (b and g) for the same point (1, 0). From the definition of drawn sym-
bolic pictures only one symbol can be associated to each point. Thus it is necessary to establish which
symbol must be associated to point (1, 0). This symbol could be b or g, or a symbol that summarizes
the information of b and g. In general, this symbol could be the image of b and g by a function f. So, if
function f is such that f (b, g) = b, then w describes the drawn symbolic picture depicted in Fig. 5(i), if
f (b, g) = g then w describes the drawn symbolic picture of Fig. 5(ii). Similarly, if f (b, g) = e then w
describes the drawn symbolic picture of Fig. 5(iii).
In the sequel, we name f merging function whose formally definition follows.
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Fig. 5. Possible drawn symbolic pictures described by w = arbucdg.
Definition 3.2. Let φ be an alphabet of symbols. A merging function f : φ × φ → φ is a mapping
such that:
• f is a total function, and
• f (φ, a) = f (a, φ) = a for each a ∈ φ .
Now we are ready to provide the definition of drawn symbolic picture described by a  ∪-word w
with respect to a merging function f, denoted by dspicf (w).
Definition 3.3. Let w be a  ∪-word and f be a merging function on φ . The drawn symbolic picture
described by w w.r.t. f , denoted by dspicf (w), is defined inductively as follows:
• if w = , then dspicf (w) is the empty drawn symbolic picture  = 〈〈∅, (0, 0), (0, 0)〉,, δ〉, where
δ((0, 0)) = φ;
• if w = w′τ for some w′ ∈ ( ∪)∗, with dspicf (w′) = 〈sc,, δ〉, sc = 〈p, s, e〉,
dspicf (w) =
{〈〈p ∪ {e, τ (e)}, s, τ (e)〉,, δ1〉 if τ ∈ ,
〈〈p, s, e〉,, δ2〉 if τ ∈ ,
where δ1: W(sc) ∪ {π(e)} → φ is the labeling function such that
δ1(v) =
{
φ if v /∈ W(sc),
δ(v) otherwise,
where δ2: W(sc) → φ is the labeling function such that
δ2(v) =
{
f (δ(v), τ ) if v = e,
δ(v) otherwise.
Informally, dspicf (w) constructs a drawn symbolic picture by scanning the string w from left to
right. The initial position in the plane is set to (0,0) and a pointer p points to the first symbol in w.
Whenever p points to a symbol π ∈ , then the current position on the plane is updated in agreement
with π and φ is associated to that position if it is new. Whenever p points to a symbol σ ∈ , and ρ is
the symbol associated to the current position in the plane then f (σ , ρ) is written on that position, and p
is moved to the next symbol in w. Then, as usual p points to the next symbol in w.
Let us consider the following example.
Example 3.4. Let = {a, b, c, e}, f be a merging function onφ and w = auberadlcrble be a ∪-
word. The drawn symbolic picture described by w w.r.t. f is dspicf (w) = 〈〈{{(0, 0), (0, 1)}, {(0, 1),
(1, 1)}, {(1, 1), (1, 0)}, {(1, 0), (0, 0)}}, (0, 0), (0, 0)〉, , δ〉 where δ is shown in Table 1. The drawn
symbolic picture dspicf (w) is obtained by applying dspicf on the prefixes of w as follows:
• dspicf (a) = 〈〈∅, (0, 0), (0, 0)〉,, δ1〉, visualized as in Fig. 6(i);
• dspicf (au) = 〈〈{{(0, 0), (0, 1)}}, (0, 0), (0, 1)〉,, δ2〉, visualized as in Fig. 6(ii);
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Table 1
Function δ of Example 3.4
δ1 δ2 δ3 δ4 δ5 δ6 δ7 δ8 δ9 δ10 δ11 δ12 δ13
(0,0) a a a a a a a a f (a, c) f (a, c) f (a, c) f (a, c) f (f (a, c), e)
(0,1) — φ b f (b, e) f (b, e) f (b, e) f (b, e) f (b, e) f (b, e) f (b, e) f (b, e) f (b, e) f (b, e)
(1,1) — — — — φ a a a a a a a a
(1,0) — — — — — — φ φ φ φ b b b
Fig. 6. The application of dspicf on the prefixes of “auberadlcrble.”
• dspicf (aub) = 〈〈{{(0, 0), (0, 1)}}, (0, 0), (0, 1)〉,, δ3〉, visualized as in Fig. 6(iii);
• dspicf (aube) = 〈〈{{(0, 0), (0, 1)}}, (0, 0), (0, 1)〉,, δ4〉, visualized as in Fig. 6(iv);
• dspicf (auber) = 〈〈{{(0, 0), (0, 1)}, {(0, 1), (1, 1)}}, (0, 0), (1, 1)〉,, δ5〉, visualized as in Fig. 6(v);
• dspicf (aubera)=〈〈{{(0, 0), (0, 1)},{(0, 1), (1, 1)}},(0, 0),(1, 1)〉,, δ6〉, visualized as in Fig. 6(vi);
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• dspicf (auberad) = 〈〈{{(0, 0), (0, 1)}, {(0, 1), (1, 1)}, {(1, 1), (1, 0)}}, (0, 0), (1, 0)〉,, δ7〉, visual-
ized as in Fig. 6(vii);
• dspicf (auberadl) = 〈〈{{(0, 0), (0, 1)}, {(0, 1), (1, 1)}, {(1, 1), (1, 0)}, {(1, 0), (0, 0)}}, (0, 0), (0, 0)〉,
, δ8〉, visualized as in Fig. 6(viii);
• dspicf (auberadlc) = 〈〈{{(0, 0), (0, 1)}, {(0, 1), (1, 1)}, {(1, 1), (1, 0)}, {(1, 0), (0, 0)}}, (0, 0),
(0, 0)〉,, δ9〉, visualized as in Fig. 6(ix);
• dspicf (auberadlcr) = 〈〈{{(0, 0), (0, 1)}, {(0, 1), (1, 1)}, {(1, 1), (1, 0)}, {(1, 0), (0, 0)}}, (0, 0),
(1, 0)〉,, δ10〉, visualized as in Fig. 6(x);
• dspicf (auberadlcrb) = 〈〈{{(0, 0), (0, 1)}, {(0, 1), (1, 1)}, {(1, 1), (1, 0)}, {(1, 0), (0, 0)}}, (0, 0),
(1, 0)〉,, δ11〉, visualized as in Fig. 6(xi);
• dspicf (auberadlcrbl) = 〈〈{{(0, 0), (0, 1)}, {(0, 1), (1, 1)}, {(1, 1), (1, 0)}, {(1, 0), (0, 0)}}, (0, 0),
(0, 0)〉,, δ12〉, visualized as in Fig. 6(xii);
• dspicf (auberadlcrble) = 〈〈{{(0, 0), (0, 1)}, {(0, 1), (1, 1)}, {(1, 1), (1, 0)}, {(1, 0), (0, 0)}}, (0, 0),
(0, 0)〉,, δ13〉, visualized as in Fig. 6(xiii). 
Different merging functions can be considered. As an example, we can define a merging function f
which always selects for a position the first symbol associated to it during scanning and ignores other
possible symbols. In the following we denote such a merging function with i1. By applying such function
to the  ∪-word w = auberadlcrble of Example 3.4 we have that i1(i1(a, c), e) = a and i1(b, e) =
b. So, the picture described by w w.r.t. i1 is depicted in Fig. 7(i).
Analogously, i2 denotes the merging function which always selects the second symbol, thus producing
an overwriting effect. In Fig. 7(ii) it is depicted the picture described by w = auberadlcrble w.r.t. i2.
As another example we can consider a merging function f that uses a total order relation < on φ ,
such that f (a, b) = b iff a < b. Obviously, φ < a for each a ∈ . In the following we denote such a
merging function with ord. With regard to Example 3.4, if we suppose that φ < a < e < b < c is the
total order relation used by ord on φ , then ord(ord(a, c), e) = c and ord(b, e) = b. Thus, the picture
described by the  ∪-word w = auberadlcrble w.r.t. ord, is depicted in Fig. 7(iii).
The merging functions introduced above work as selection functions since they select one of the input
symbols. In general, a merging function maps two symbols a, b ∈ φ into a generic symbol c ∈ φ . As
an example, let us consider a drawn symbolic picture language where the symbols associated to points
represent colors in RGB representation, i.e., triples (r, g, b) where each component is a value in the set
{0, 1, . . . , 255}. Whenever a description associates two different colors to the same position then the
composition of them is visualized. Hence, merging function f used by dspicf is the additive function
for the RGB representation. In particular, given two colors c1 = (r1, g1, b1) and c2 = (r2, g2, b2) then
f (c1, c2) = ((r1 ∗ r2)/255, (g1 ∗ g2)/255, (b1 ∗ b2)/255). In the following we denote such function
with addRGB. As an example, given the  ∪-word w′ = (165, 165, 165)u(150, 150, 150)r(188, 188,
Fig. 7. The drawn symbolic pictures described by w = auberadlcrble w.r.t. i1 (i), i2 (ii), ord (iii), and union (iv), respectively.
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Fig. 8. The drawn symbolic picture obtained by dspicaddRGB(w′).
188)l(204, 204, 204) the corresponding drawn symbolic picture is depicted in Fig. 8, where the colors
of the picture are gray levels.
Finally, let us consider a merging function, named union, which allows us to collect for each position
all the symbols associated to it. Let  = 2 \ ∅ with  a finite set of symbols. Merging function union :
φ × φ → φ is such that union(A,B) = A ∪ B. As an example, let  = {a, b, c, e}, the picture
described by w = auberadlcrble w.r.t. union is depicted in Fig.7(iv).
Let us observe that in agreement with our definition of dspicf , the merging function makes a binary
choice at each occurring overlap. It is obvious that this is not the only possible solution. For instance,
the merging function could be based on a larger memory associated to each point of the picture. Such
solution is exploited by the notion of interpretation of two-way finite state generators (2FSG, for short)
[5] which deal with the same kind of ambiguities. Nevertheless our approach does not cause any loss
of generality. As a matter of fact, we have shown that all the interpretations given for 2FSGs, such as
overwrite, set and priority, can be easily simulated by merging functions i2, union, and ord, respectively.
As usual, the definition of dspicf can be easily extended to the languages of  ∪-words in a natural
manner, i.e., given a  ∪-language S, dspicf (S) = {dspicf (w) |w ∈ S}.
3.3. Drawn symbolic picture grammars
As shown in Section 3.2, a drawn symbolic picture can be constructed by applying the function
dspicf to a  ∪-word. In agreement with this approach, a grammar generating drawn symbolic pic-
ture descriptions must be able to generate strings of symbols and moves. Given two alphabets  and
 a  ∪ -grammar is a string grammar that generates a  ∪ -language. More formally, we have the
following definitions:
Definition 3.4. Let  and  be two disjoint finite sets of symbols, a  ∪ -grammar is specified by
a 5-tuple 〈,, N, P, S〉, and is defined as a grammar G = 〈 ∪ , N, P, S〉 for which L(G) ⊆ ( ∪
)∗.
In the sequel, a  ∪-grammar, denoted by G∪, will be used to generate drawn symbolic picture
descriptions. Thus, the drawn symbolic picture grammars and languages are defined as follows.
Definition 3.5. A drawn symbolic picture grammar G is a pair 〈G∪, dspicf 〉, where G∪ is a
 ∪-grammar and dspicf is the function that translates a  ∪-word into a drawn symbolic picture
in agreement with a merging function f . Given a drawn symbolic grammar G = 〈G∪, dspicf 〉, the
drawn symbolic picture language L generated by G, denoted by L(G), is
L(G) = dspicf (L(G∪)) = {dspicf (x) | x ∈ L(G∪)}.
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Example 3.5. Let G = 〈G∪, dspicord〉 be a drawn symbolic grammar, where ord is the total order
relation φ < a < e < b < c and G∪ is the ∪-grammar specified as follows: G∪ = 〈{a, b, c, e},
, {S,B,C}, P , S〉 where S is the initial symbol and P contains the productions:
S → aubB,
B → erCrble,
C → adlc,
C → dC.
L(G) contains the drawn symbolic picture of Fig. 7(ii), indeed G∪ generates the  ∪-word
“auberadlcrble.” 
A drawn symbolic picture language L is regular (context-free) if there exists a regular (context-
free) drawn symbolic picture grammar G that generates L. A drawn symbolic picture grammar G =
〈G∪, dspicf 〉 is regular (context-free) if G∪ is a regular (context-free) drawn symbolic picture
description grammar.
Examples given in Section 3.1 concerning with electric circuits and molecules can provide a hint of
the capability of the proposed model to describe patterns of real world applications. So, questions about
how to describe a given picture as a drawn symbolic picture could be interesting. Analogously, the issue
to have an algorithm which would allow us to identify a (regular) drawn symbolic picture grammar to
describe a given language could deserve attention. Nevertheless, in the present paper we do not consider
such pattern description problems and applications rather we focus on more theoretical issues. As a mat-
ter of fact, in Section 4 we provide the monoid characterization of drawn symbolic pictures, in Section 5
we investigate the decidability problem of the merging-independency for regular picture grammars and
in Section 6 some decidability and complexity problems are addressed for subclasses of regular drawn
symbolic picture languages.
4. The set of drawn symbolic picture languages as a finitely generated monoid
In the previous section, we have defined the class of drawn symbolic picture languages as an extension
of drawn picture languages. It is worth noting that the set of drawn pictures as defined in [20] is a finitely
generated monoid. Moreover, such a property holds for all picture semigroups used in “picture language
theory,” such as non-connected pictures [11] and connected pixel pictures [19].
In this section we provide an analogous characterization for the set of drawn symbolic pictures. In
particular we will identify the properties of merging functions ensuring that the set of drawn symbolic
pictures is a finitely generated monoid. As a consequence of such characterization several results for the
class of regular drawn symbolic picture languages can be easily obtained.
We start by introducing the concatenation operator on drawn symbolic pictures, and identifying the
conditions which ensure that the set of drawn symbolic pictures together with such operator is a monoid.
In analogous way to concatenation between drawn pictures, the concatenation of two drawn symbolic
pictures can be obtained by overlapping the end point of the first picture with the start point of the second
picture. However, the presence of symbols requires a suitable extension of such procedure to determine
the symbol associated to each overlapping position. In order to clarify such need, let us consider the two
drawn symbolic pictures q1 = 〈〈p1, s1, e1〉,, δ1〉 and q2 = 〈〈p2, s2, e2〉,, δ2〉 depicted in Fig. 9(i) and
9(ii). Let us observe that the drawn symbolic picture obtained by concatenating q1 and q2 presents two
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Fig. 9. Two drawn symbolic pictures (i) and (ii), and their concatenation (iii).
overlapping positions. As a matter of fact, (2,0) and (3,0) do not only belong to p1 but also to t3,0(p2)
since there exist points (−1, 0) and (0, 0) in p2. Since both δ1 and δ2 provide a symbol for these positions
we can exploit the merging function to determine the symbol to be associated to these points.
As an example, if merging function f is such that f (a, e) = a and f (b, g) = e, then we obtain the
drawn symbolic picture depicted in Fig. 9(iii).
Thus, the concatenation operator can be defined w.r.t. a merging function. In the following, we provide
the formal definition.
Definition 4.1. Let q1 = 〈〈p1, s1, e1〉,, δ1〉 and q2 = 〈〈p2, s2, e2〉,, δ2〉 be two drawn symbolic pic-
tures. Let m, n ∈ Z be such that tm,n(s2) = e1, and f be a merging function on φ . The concatenation
of q1 and q2 w.r.t. f , denoted by q1 •f q2, is defined as
q1 •f q2 = 〈〈p1 ∪ tm,n(p2), s1, tm,n(e2)〉,, δ〉,
where δ : W(〈p1 ∪ tm,n(p2), s1, tm,n(e2)〉) → φ is such that
δ(v) =


δ1(v) if (v ∈ W(〈p1, s1, e1〉)) and (v /∈ W(tm,n(〈p2, s2, e2〉))),
δ2(t−m,−n(v)) if (v /∈ W(〈p1, s1, e1〉)) and (v ∈ W(tm,n(〈p2, s2, e2〉))),
f (δ1(v), δ2(t−m,−n(v))) if (v ∈ W(〈p1, s1, e1〉)) and (v ∈ W(tm,n(〈p2, s2, e2〉))).
It is easy to verify that the concatenation of two drawn symbolic pictures is always defined and it is
unique with respect to a given merging function f.
In the sequel we provide the properties on merging function f ensuring that the set of drawn symbolic
pictures equipped with the concatenation operator •f is a monoid and a finitely generated monoid.
Proposition 4.1. (DSP, •f ) and (φ, f ) are monoids iff f is associative.
Proof. Let us observe that by definition of merging function it can be easily verified that if f is asso-
ciative then (φ , f ) is a monoid. Moreover, the associative property of •f directly follows from the
associative property of f , and  = 〈〈∅, (0, 0), (0, 0)〉,, δ〉 is the neutral element of •f .
On the contrary, if f is not associative then (φ , f ) is not a monoid and •f is not associative. Indeed,
let us consider a merging function f such that f (a, f (b, c)) /= f (f (a, b), c) and pictures q1, q2, q3
depicted in Fig. 10. It is easy to verify that (q1 •f q2) •f q3 is not equal to q1 •f (q2 •f q3). 
Proposition 4.2 states that (DSP, •f ) is a finitely generated monoid.
Proposition 4.2. Let DSP be the set of drawn symbolic pictures on a setφ and •f be the concatenation
operator w.r.t. associative f. The set DSP with •f is a finitely generated monoid.
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Fig. 10. Three drawn symbolic pictures q1, q2, and q3.
Proof. Since (φ, f ) is a monoid, from Proposition 4.1 it follows that (DSP , •f ) is a monoid. We prove
that it is finitely generated by induction on the length of the drawn symbolic pictures. The basis of induc-
tion is given by the drawn symbolic pictures of length 0 and 1. In this case the thesis can be easily proved.
Indeed, the drawn symbolic pictures 〈〈∅, (0, 0), (0, 0)〉,, δ〉 and 〈〈{(0, 0), π(0, 0)}, (0, 0), π(0, 0)〉,,
δ〉 with π ∈  are finitely generated since  and are finite sets. Let us suppose that the thesis holds for
drawn symbolic pictures of length n and prove that it also holds for drawn symbolic pictures of length
n+1. It can be easily verified from the definition of concatenation, that a drawn symbolic picture q, with
|q| = n + 1, can be obtained as the concatenation of two drawn symbolic pictures q1 and q2 such that
q = q1 •f q2 with |q1|  n and |q2|  n. By inductive hypothesis q1 and q2 are finitely generated so q
is finitely generated. 
Proposition 4.3. Let DSP be the set of drawn symbolic pictures on a setφ and •f be the concatenation
operator w.r.t. f. If (φ, f ) is a monoid then the mapping function dspicf is a morphism from the free
monoid ( ∪)∗ into the monoid (DSP, •f ).
Proof. By the definition of dspicf it turns out that: dspicf () = . Moreover, it is easy to verify
that the associativity of f ensures that dspicf (w1w2) = dspicf (w1) •f dspicf (w2) for all w1, w2 ∈
( ∪)∗. 
As a consequence, according to finitely generated monoid representation theory [24], each  ∪-
word represents a drawn symbolic picture and ( ∪, dspicf ) is the generating system of (DSP , •f ).
It is worth noting that given a drawn symbolic picture q and a merging function f, there may exist
many different  ∪-words w describing q (i.e., such that dspicf (w) = q). As an example both the
 ∪-words w1 = arubrcderglr and w2 = arubrcderg describe the drawn symbolic picture depicted
in Fig. 9(i). As described in [19] we can define the congruence associated to the generating system
( ∪, dspicf ), denoted by ≡f , such that
w ≡f w′ iff dspicf (w) = dspicf (w′) for w,w′ ∈ ( ∪)∗.
Thus, given a drawn symbolic picture q, let w ∈ ( ∪)∗ such that dspicf (w) = q. The description
language of q w.r.t. f is the set
[w]≡f = {w′ ∈ ( ∪)∗ |w ≡f w′}.
It can be easily proved that each equivalence class of ≡f is a rational language of ( ∪)∗ [1].
This property immediately implies that the membership problem is decidable for each subset S =
dspicf () ⊆ DSP such that  ⊆ ( ∪)∗ is obtained by applying rational operations on singleton
of ( ∪)∗.
As another consequence of the previous observations we can state the following theorem, which
provides a set-theoretical characterization for regular drawn symbolic picture languages.
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Theorem 4.1. Let DSP be the set of drawn symbolic pictures on a set φ and •f be the concatenation
operator w.r.t. associative f. A drawn symbolic picture language K ⊆ DSP is regular iff there exists a
nonempty regular  ∪-language L such that K = dspicf (L).
Let us observe that all picture semigroups used in picture language theory are inverse monoids. In the
following we characterize merging functions for which the set of drawn symbolic pictures is an inverse
monoid.
Let us recall that a monoid M = (S, ∗) is inverse if for each x ∈ S, there exists a unique element,
denoted x−1, such that x ∗ x−1 ∗ x = x and x−1 ∗ x ∗ x−1 = x−1. The element x−1 is named inverse of
x [22].
Proposition 4.4 provides the conditions ensuring that monoid (DSP, •f ) is inverse.
Proposition 4.4. Let DSP be the set of drawn symbolic pictures on a set φ and •f be the concate-
nation operator w.r.t. a merging function f. (DSP, •f ) is an inverse monoid iff (φ, f ) is an inverse
monoid.
Proof. Let us suppose that (φ , f ) is an inverse monoid. By definition of inverse monoid we have that
for each x ∈ φ there exists a unique symbol x−1 such that f (f (x, x−1), x) = x and f (f (x−1, x), x−1)
= x−1. From Proposition 4.1 (DSP, •f ) is a monoid. In order to prove that (DSP, •f ) is inverse, let
us consider a drawn symbolic picture q = 〈〈p, s, e〉,, δ1〉 in DSP and show that there exists a unique
inverse q−1. Let q−1 = 〈〈p, e, s〉,, δ2〉 where δ2 is such that f (f (δ1(v), δ2(v)), δ1(v)) = δ1(v) and
f (f (δ2(v), δ1(v)), δ2(v)) = δ2(v) for each v ∈ W(〈p, s, e〉). Since (φ, f ) is an inverse monoid δ2(v)
exists and is unique for each δ1(v). This ensures that δ2(v) is well-defined and q−1 exists and is unique
for each q ∈ DSP .
Now, let (DSP, •f ) be an inverse monoid. By definition of inverse monoid we have that for each
q ∈ DSP there exists a unique picture q−1 such that q •f q−1 •f q = q and q−1 •f q •f q−1 = q−1.
By definition of •f , the inverse drawn symbolic picture q−1 = 〈〈p, e, s〉,, δ2〉 is such that for each v ∈
W(〈p, s, e〉) if δ1(v) = x then δ2(v) = y, where y is such that f (f (x, y), x) = x and f (f (y, x), y) =
y. Since (DSP, •f ) is an inverse monoid then the above y exists and is unique for each x ∈ φ . This
ensures that (φ, f ) is an inverse monoid. 
From Propositions 4.2 and 4.4, we have the following theorem.
Theorem 4.2. Let DSP be the set of drawn symbolic pictures on a set φ and •f be the concatenation
operator w.r.t. a merging function f. (DSP, •f ) is a finitely generated inverse monoid iff (φ, f ) is an
inverse monoid.
5. The decidability of the merging-independency for regular drawn symbolic picture languages
In this section we characterize an interesting subclass of drawn symbolic picture languages, named
merging-independent, and prove that it is decidable to establish whether or not a given regular  ∪
-grammar is merging-independent.
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Let us observe that in general a  ∪-word w can describe different pictures depending on the ap-
plied merging function, as shown in Section 3.2. We say that a word w is merging-independent whenever
it describes the same picture, independently from the applied merging function. More formally, we give
the following definition.
Definition 5.1. Let  be the family of merging functions on φ . Given a  ∪-word w, w is merging-
independent whenever the following condition holds:
dspicf (w) = dspicg(w), ∀f, g ∈ .
A  ∪-language L is merging-independent if ∀w ∈ L, w is merging-independent.
Taking into account the definition of merging functions, it is easy to verify the following character-
ization which provides a condition ensuring the merging-indenpendency of  ∪-words.
Proposition 5.1. A  ∪-word w is merging-independent iff one of the following conditions holds:
• w = ;
• w = w′τ for some merging-independent w′ ∈ ( ∪)∗, dspicf (w′) = 〈sc,, δ〉, sc = 〈p, s, e〉,
and τ ∈  or (τ ∈  and δ(e) = φ).
In other words, w is merging-independent iff it specifies at most one symbol in  for each point
of the described picture. Otherwise we say that w presents a “conflict” or w is merging-dependent.
As an example, the  ∪-word w=arbrcl is merging-independent. On the contrary, the  ∪-words
w′ = arbrcle and w′′ = raarcle are merging-dependent because two symbols (b and e in w′, and two
occorrences of a in w′′) are specified for the same position. The set of merging-independent words which
describe a drawn symbolic picture p, is defined as
Cdspdes(p) = {w ∈ ( ∪)∗ | dsicf (w) = p ∀f in the family of the merging functions}
It can be easily proved the regularity of the set Cdspdes(p).
The concept of merging-independency can be extended to drawn symbolic picture grammars in a
natural way.
Definition 5.2. A  ∪-grammar G∪ is merging-independent if any  ∪-word w ∈ L(G∪) is
merging-independent. A drawn symbolic picture grammar G = 〈G∪, dspicf 〉 is merging-independent
if G∪ is merging-independent.
It is worth noting that given a merging-independent  ∪-word w such that w = w1w2, it turns out
that dspicf (w) = dspicf (w1) •f dspicf (w2) independently from the properties (such as the associa-
tivity) of function f .
Now, we will show the decidability of the merging-independency problem for regular  ∪-gram-
mars. In other words, we will prove that it is decidable whether or not a given regular  ∪-grammar G
generates only merging-independent drawn symbolic picture descriptions. To this aim we introduce the
notion of shift of a  ∪-word, in analogy to the concept of shift for a drawn picture as defined in [20].
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Definition 5.3. Let w be a  ∪-word and dspicf (w) = 〈〈p, s, e〉,, δ〉 be the corresponding drawn
symbolic picture. The shift of w is defined by shif t (w) = (x(e) − x(s), y(e) − y(s)), where for a point
v = (m, n), x(v) = m, and y(v) = n.
As an example, given the  ∪-word w = arbrcla, the drawn symbolic picture resulting from
dspicf (w) has start point (0,0) and end point (1,0), so shif t(w) = (1, 0). Let us observe that w =
arbrcla is a merging-dependent description. Indeed, the application of dspicf to w produces a conflict
between symbols b and a. Such a conflict can also be detected by considering the  ∪-subsentence
w1 = brcla (which starts from symbol b and ends to symbol a) and by observing that shif t (w1) =
(0, 0). So, the merging-independency problem for a  ∪-grammar G can be reduced to verify whether
or not G generates a (sub)sentence w = aiαaj with α ∈ ( ∪ )∗, ai, aj ∈  such that shif t(w) =
(0, 0).
Let us observe that given a regular  ∪-grammar G = (,, N, P, S) it is always possible to find
a deterministic finite automaton, named  ∪-automaton, that recognizes L(G). A  ∪-automaton
is a 5-tuple M = (Q, ( ∪ {})∗, δ, q0, F ) where (1) Q is a finite set of states of the finite control, (2)
( ∪ {})∗ = {πτ |π ∈  ∪ {} and τ ∈ ∗}, (3) δ is a transition function that maps the elements of
the set Q × (( ∪ {})∗) into subsets of Q, (4) q0 ∈ Q is the initial state of the finite control, and (5)
F ⊆ Q is the set of final states. Without loss of generality, we can suppose that such an automaton has
the following properties:
(a) the initial state has no input arc,
(b) arcs leaving from the initial state are labelled only with σ belonging to ∗,
(c) any other arc is labelled with πα, where π ∈  and α ∈ ∗,
(d) for any state qi the strings belonging to ∗ on the input arcs of qi are equal and we denote by
InSymb(qi) such sequence of symbols.
An example of  ∪-automaton which exhibits the above properties is depicted in Fig. 11.
A path p = (q1, . . . , qm), with m > 0 and q1 /= q0, identifies the  ∪-word w = α1π2α2 · · ·πmαm,
where α1 ∈ InSymb(q1) and πiαi is the label on the arc from qi−1 to qi , with 2  i  m. As an example,
the path (0, 1, 3, 5, 7, 8) in Fig. 11 identifies the  ∪-word “adbuadr.”
Thus, the merging-independency problem for a regular  ∪-grammar is equivalent to verify if there
exists a path which identifies a string w = aiαaj with α ∈ ( ∪ )∗, ai, aj ∈  such that shif t(w) =
(0, 0).
In order to detect the merging-dependent descriptions, let us introduce the following notions. A simple
path p is a sequence of states (q1, . . . , qm) with m > 0, qi /= qj for 1  i, j  m and i /= j . A path
p = (q1, . . . , qm) forms a cycle if q1=qm and in p there are at least two different states. We say that p
is incident on q1. A cycle is simple if, in addition, q2, q3, . . . , qm are distinct. Otherwise the cycle is
Fig. 11. A  ∪-automaton M .
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named nested. With regard to the  ∪-automaton M depicted in Fig. 11 the simple path p1 = (1, 2)
exhibits the simple cycle (1, 2, 1) incident on state 1. Any nested cycle on p can be decomposed in a
main cycle that is a simple cycle (qi, p′, qi) on p, and in a set of cycles on p′. As an example the simple
path p2 = (1, 3, 4) in Fig. 11, exhibits the simple cycle (1, 2, 1) incident on state 1, and a nested cycle
incident on state 3. Such nested cycle can be decomposed in the main cycle (3, 5, 6, 3) and in the simple
cycle (5, 7, 8, 5).
Any simple path p in M identifies a language, denoted by lan(p), whose sentences are obtained by
traversing once all the states of p and zero or more times each of the cycles on p. As an example, let us
consider the simple paths p1 = (1, 2) and p2 = (1, 3, 4) in M of Fig. 11. The correspondent languages
lan(p1) and lan(p2) can be described by the expressions a(uf ua)∗uf and a(uf ua)∗db (ua(drra)∗ug
lb)∗dc, respectively.
It is obvious that the shift of any sentence in lan(p) is given by the sum of the shift of the sentence
indentified by the simple path and the shifts determined by the sentences on the cycles multiplied for
the number of times any cycle has been visited. As an example, let us consider the sentence in lan(p1)
obtained by traversing the cycle (1, 2, 1) two times. The shift of such a sentence is
shif t (a(uf ua)2uf ) = shif t (auf ) + shif t (auf ua) ∗ 2 = (0, 1) + (0, 2) ∗ 2 = (0, 5),
where auf is identified by p1 and auf ua is identified by the simple cycle incident on state 1.
It is possible to represent the shifts of all the sentences contained in lan(p) by using a couple formed
by a shift determined by the simple path p and by a list (possibly nested) of shifts determined by the
cycles on p. More formally.
Definition 5.4. Let p be either a simple path or a simple cycle with n  0 cycles, and let denote by
mck the main cycle of the kth cycle. Let wp be the  ∪-word identified by p. The shift of lan(p) is
defined as
lansh(p) =
{
(shif t (wp), [ ]) if n = 0,
(shif t (wp), [lansh(mc1), . . . , lansh(mcn)]) if n > 0.
In the sequel we denote the couple ((x, y), [ ]) with 〈x, y〉. As an example, the shift of the pre-
vious languages lan(p1) and lan(p2) are lansh(p1) = lansh((1, 2)) = (shif t (auf ), [lansh(1, 2, 1)])
= ((0, 1), [(shif t (auf ua), [])]) = ((0, 1), [〈0, 2〉]) and lansh(p2) = ((0,−2), [〈0, 2〉, ((−1, 2),
[〈2,−1〉])]), respectively.
Given lansh(p), we can verify whether or not lan(p) contains a sentence w with shif t (w) = (0, 0).
For sake of clarity, we will first consider the case where each cycle is without subcycles. The general
case will be treated in the forth.
Let lansh(p) = ((x, y), [〈x1, y1〉, . . . , 〈xn, yn〉]) then the shift of a sentence in lan(p) is (x, y) +
(x1, y1)h1 + · · · + (xn, yn)hn where each hi is a natural number which indicates how many times the
ith cycle is traversed. It is worth noting that lan(p) contains a sentence with shift (0, 0) iff there exist
h1, . . . , hn ∈ N such that{
x + x1h1 + x2h2 + · · · + xnhn = 0,
y + y1h1 + y2h2 + · · · + ynhn = 0.
Let us observe that the above system is a linear Diophantine equations system because a different vari-
able is associated to each shift (xi, yi). In [23] it is shown that it is always possible to decide whether or
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not such systems have a nonnegative integer solution, thus it is decidable to establish if lan(p) contains
a sentence with shift (0, 0) when p has no nested cycles.
As an example, let us consider the previous simple path p1 with lansh(p1) = ((0, 1), [〈0, 2〉]). It
identifies a sentence with shift (0,0) iff the following linear equations system has a nonnegative integer
solution:{
0 = 0,
1 + 2h1 = 0.
It can be easily seen that the system has no such solution.
Let us now consider the case where p has nested cycles and verify whether lan(p) contains a sentence
with shift (0,0). In particular, given the simple path p2 of the previous example, from lansh(p2) =
((0,−2), [〈0, 2〉, ((−1, 2), [〈2,−1〉])]) we construct the following linear equation systems:
{
0h1 = 0,
−2 + 2h1 = 0,


0h1 + (−1)h2 + 2h3 = 0,
−2 + 2h1 + 2h2 + (−1)h3 = 0,
h2 ≥ 1,
where h1, h2, and h3 are, respectively, the numbers of times that the simple cycles (1, 2, 1), (3, 5, 6, 3),
and (5, 7, 8, 5) are traversed. The first system is obtained considering h2 = 0 and h3 = 0 because if the
main cycle c = (3, 5, 6, 3), is not traversed at least once then its subcycle (5, 7, 8, 5) cannot be traversed
either. The second system considers the sentences in lan(p2) obtained by traversing c in M at least once.
For this reason the variable h2 associated to c must be greater than zero. Such condition is not considered
in a linear Diophantine equations system. Nevertheless we can obtain an equivalent linear Diophantine
equation system by setting h2 = (h′2 + 1) as shown in the following:{−(h′2 + 1) + 2h3 = 0,−2 + 2h1 + 2(h′2 + 1) − h3 = 0.
It can be easily seen that h1 = 1 is a solution for the first system. So, lan(p2) contains at least a sentence
w such that shif t(w) = (0, 0).
In general, let us observe that given a nested cycle ci whose shift is (si , [si1 ,si2, . . . , sim]) with m > 0,
if the main cycle of ci , whose shift is si , is not traversed at least once then any subcycle with shift sik
cannot be traversed either. Thus, the value of the variable associated to sik can be greater than zero only
if the value of the variable associated to si is greater than zero. Such observation can be iterated to each
nested subcycle of ci . In order to verify if a sentence contained in lan(p) has shift (0, 0), we must resolve
a set of linear Diophantine equation systems obtained from lansh(p) by considering the combinations of
the shifts of the cycles on p.
Finally, let G be a regular  ∪-grammar G, and M a  ∪-automaton that recognizes L(G), G is
merging-dependent, if there exists a path p = (qi, . . . , qj ) in M with InSymb(qi) /=  and InSymb(qj ) /=
, such that lansh(p) contains a sentence with shift (0, 0).
This strategy can be summarized by the algorithm described in Fig. 12.
Thus we can state the following theorem.
Theorem 5.1. Given a regular  ∪-grammar G, it is decidable whether or not G is merging-
independent.
Proof. Let M be the  ∪-automaton that recognizes the sentences in L(G). Let us observe that M
has a finite number of different simple paths. Moreover for any simple path p the number of linear
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Fig. 12. The algorithm for the merging-independency test.
Diophantine equations systems is bounded by the number 2(ns+1)(nl) where nl is the maximum nesting
level of a cycle in M and ns is the maximum number of cycles on a simple path in M . Thus the theorem
follows from the decidability of the existence of nonnegative integer solutions for linear Diophantine
equations systems. 
It is worth noting that the notion of merging-independent description is strongly related to the con-
cept of self-avoiding picture word introduced in [25]. As a matter of fact, a picture word is self-avoid-
ing if each nonempty factor is not a loop, i.e., its shift is different from (0, 0). Thus, as an immediate
consequence of Theorem 5.1, we can state the following corollary.
Corollary 5.1. Given a regular-grammar G that generates a string description language L(G), it is
decidable whether or not L(G) contains a non self-avoiding string description.
Let us observe that the problem to decide whether or not a -language L contains a self-avoiding
-word is more difficult. As a matter of fact Robilliard and Simplot have proved that, given a rational
language L over , it is undecidable to know whether or not L contains a self-avoiding word [25].
6. Complexity and decidability problems of regular drawn symbolic pictures
In the last decades, drawn picture languages have been deeply analyzed and the intractability of
several important decision problems has been proved. In particular in [29] it has been shown that the
membership problem is NP-complete for regular picture languages, and that the intersection emptiness
problem is not partially decidable for regular picture languages. Moreover, other decision problems such
as the equivalence problem, the containment problem, and the ambiguity problem are proved to be also
undecidable for regular drawn picture languages [13,16].
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These results have motivated the investigation of subclasses of drawn pictures, with nice properties
from the decidability and complexity point of view [13,18,29]. In particular, such subclasses are the
stripe, three-way, and k-reversal picture languages. It is worth noting that the problems, which were
intractable for drawn picture languages, turn out to be obviously intractable also for drawn symbolic
picture languages. On the other hand, the nice properties (from the decidability and complexity point of
view) determined for restricted subclasses of drawn picture languages not always can be inherited by the
analogous subclasses of drawn symbolic picture languages.
In this section we investigate the interesting issues to determine the conditions which allow us to
preserve such properties in the case of stripe, three-way and k-reversal regular symbolic picture lan-
guages. To this aim we will provide two characterizations, one involving properties of merging functions
and the other concerning with the merging-independency of string descriptions.
6.1. Stripe picture languages
In this section we analyze decidability problems for regular stripe drawn symbolic picture languages.
In the setting of drawn pictures, it has been proved that it is decidable whether a context-free picture
language is a stripe picture language. Moreover, the membership problem in regular stripe drawn picture
languages is decidable in linear time, and it is decidable whether two regular stripe picture languages
coincide or whether they have a nonempty intersection [29]. Thus, in this section we investigate the
conditions ensuring that such decidability and complexity results for drawn pictures can be extended to
symbolic pictures.
A drawn symbolic stripe picture language is a drawn symbolic picture language whose pictures fit into
a stripe defined by two parallel lines. In particular, let y = kx + d1, and y = kx + d2 be the equations
of two parallel lines, where k, d1, d2, are real numbers such that d1 < d2. The (k, d1, d2)-stripe consists
of the integer grid points which are between these lines and is defined by
M
(k,d1,d2)
0 = {(i, j) ∈ M0 | ki + d1  j  ki + d2}.
The special case of the vertical stripe (i.e., k = ∞) can be defined by
M
(∞,d1,d2)
0 = {(i, j) ∈ M0 | d1  j  d2}.
In the sequel we only consider non vertical stripes. Nevertheless, the provided results can be easily
extended to the case of vertical stripes.
Now, we are ready to give the formal definition of drawn symbolic stripe picture language.
Definition 6.1. A drawn symbolic picture q = 〈〈p, s, e〉,, δ〉 is a drawn symbolic (k, d1, d2)-stripe
picture if W(〈p, s, e〉) ⊆ M(k,d1,d2)0 . A drawn symbolic picture language L is a drawn symbolic (k, d1, d2)
-stripe picture language if every drawn symbolic picture in L is a drawn symbolic (k, d1, d2)-stripe
picture.
Example 6.1. Let q = 〈〈p, s, e〉,, δ〉 be a drawn symbolic picture, where p = 〈{{(0, 0), (0,−1)},
{(0, 0), (1, 0)}, {(1, 0), (1, 1)}, {(1, 0), (2, 0)}, {(2, 0), (2, 1)}}, (0, 0), (2, 1)〉, = {a, b, c}, and δ is the
function such that δ((0,−1)) = φ, δ((0, 0)) = a, δ((1, 0)) = c, δ((1, 1)) = b, δ((2, 0)) = φ, δ((2, 1))
= c. It can be easily verified that q is a drawn symbolic (1,−2, 0)-stripe picture (see Fig. 13). 
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Fig. 13. A drawn symbolic (1,−2, 0)-stripe picture.
Fig. 14. The set F0 is representative of any point in the (3/2,−3, 2)-stripe.
The drawn symbolic picture language describing the repetitive structure of a rubber molecule given
in example 3.3 is a drawn symbolic (0,−1, 2)-stripe picture language.
Let us consider a (k, d1, d2)-stripe with k = n/m, such that n and m have no common divisor and
m > 0 (the case with k = 0, can be similarly analyzed), the (m, n, d1, d2)-unit point field, denoted by
F0, and the (m, n, d1, d2)-unit labeled point field, denoted by LF0, are defined as follows:
F0 = {(i, j) ∈ M(k,d1,d2)0 | 0  i < m},
LF0 = {[a, (i, j)] | a ∈ , (i, j) ∈ F0}.
It is worth noting that M(k,d1,d2)0 =
⋃
i∈Z tim,in(F0).1 Thus, any point in the stripe can be mapped in
a corresponding point in the set F0, and the set F0 can be used to represent any position of a drawn
symbolic (k, d1, d2)-stripe picture. As an example, let us consider the (3/2,−3, 2)-stripe shown in Fig.
14. The shared region represents the (2, 3, −3, 2)-unit point field F0. Given the point (3/2, 1) belonging
to F0, we have that (7/2, 4) = t2,3((3/2, 1)) and (−1/2, −2) = t−2,−3((3/2, 1)).
Next theorem states that we can decide whether a drawn symbolic picture grammar generates a drawn
symbolic stripe picture language or not. The proof can be obtained by a simple extension of Theorem
5.3 in [29].
1 Let us remember that tm,n = (i + m, j + n), where v = (i, j) and tm,n(A) = {{tm,n(v), tm,n(v′)} | {v, v′} ∈ A}.
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Theorem 6.1. Let G be a contex-free drawn symbolic picture grammar. It is decidable whether or not
L(G) is a drawn symbolic stripe picture language or not.
Now, we prove that the membership problem for some subclasses of regular drawn symbolic stripe
picture languages can be decided deterministically in linear time. To this aim, we establish a correspon-
dence between regular string languages and the previous regular languages. In order to prove such a
correspondence, a stripe is divided into vertical stripes of equal width (named sliced portions) so that
any picture is divided into a sequence of subpictures. The alphabet of the string language consists of the
set of such possible different subpictures. Since in any stripe picture language only a finite number of
different subpictures can occur, the alphabet is finite. The proof exploits a two-way finite state generator
(2FSG) with so-called set interpretations as introduced in [5]. This device has a writing head with a
finite control and a two-way infinite working tape. Every cell of the tape contains an initially empty set
of symbols from an alphabet . At each step it adds a symbol to the set under the writing head, moves
in either direction and changes state. More formally, we have the following definition.
Definition 6.2. [5] A two-way finite state generator (2FSG, for short) is a tuple
H = (Q, τ, d,A0, Af ,, pr),
where Q is a finite nonempty set of states, τ : Q → 2Q is a transition function, d : Q → 2{−1,0,1} is a
direction function, which indicates whether the writing head can move to the left (−1), to the right (1)
or can remain in the same position, A0 is the initial state, Af is the accepting state,  is the printing
alphabet and, finally out : Q+ →  is an interpretation function.
In the sequel we recall from [29] the concepts of computations and generated language related to
two-way finite state generators. The computations of a 2FSG H are described by strings over (Q × Z),
where (A, j) means that “the current state is A and the current position on the tape is j .” The transition
function τ induces a move relation  associated to a 2FSG. Let c ∈ (Q × Z)∗, (A, j) ∈ (Q × Z). Then
c(A, j)  c(A, j)(A′, j + i)
if A′ ∈ τ, i ∈ d(A). The transitive closure of  is denoted by ∗ and it allows us to define the set of valid
computations of H , denoted by comp(H), and defined as
comp(H) = {c ∈ (Q × Z)∗(Af × Z) | (A0, 0) ∗ c}.
For a prefix of a valid computation c ∈ (Q × Z)∗, the leftmost (rightmost) position visited by c,
denoted by lm(c) (rm(c), resp.), is defined as the minimal (maximal, resp.) j such that c can be written
as c = c1(A, j)c2, for some c1, c2 ∈ (Q × Z)∗, (A, j) ∈ (Q × Z). Given a valid computation c, the
history-j-homomorphism hj : (Q × Z)∗ → Q∗ is defined as
hj (A, i) =
{
A if i = j,
 if i /= j.
Such a mapping allows us to describe the sequence of states of the finite control, in which the writing
head passed position j on the tape. The interpretation function can be defined using a printing func-
tion pr : Q →  where  is an alphabet such that  = 2. Finally, the cell j will contain the element
outj (c) = {pr(A) |A ∈ alph(hj (c))}, where alph(hj (c)) denotes the set of symbols which occur in
hj (c). Thus the word generated by a computation c is
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word(c) = outa(c)outa+1(c) . . . outb−1(c)outb(c) ∈ ∗,
where a = lm(c) and b = rm(c). Finally, the language generated by H is defined as
lang(H) = {word(c) | c ∈ comp(H)} ⊆ ∗.
In [5] it has been proved that the language generated by a 2FSG is a regular language.
Now, we are ready to give the string language characterization for a subclass of regular drawn sym-
bolic stripe picture languages. Such subclass is identified by providing properties (associativity and
commutativity) of merging functions.
Lemma 6.1. Let k be a rational number and d1 and d2 real numbers (d1  0  d2). There exists an
alphabet  and an encoding µ from the set of drawn symbolic (k, d1, d2)-stripe pictures into ∗ with the
following properties:
1. For two drawn symbolic (k, d1, d2)-stripe pictures q1 and q2, we have µ(q1) = µ(q2) iff q1 = q2.
2. For a drawn symbolic (k, d1, d2)-stripe picture q, we can compute µ(q) in linear time.
3. If D is a regular drawn symbolic (k, d1, d2)-stripe picture language generated by a drawn symbolic
grammar G =〈G∪,dspicf 〉 where f is a commutative and associative merging function then
µ(D) = {µ(q) | q ∈ D}
is a regular string language, which can be effectively constructed from D.
Proof. Statements 1 and 2. Let k = n/m, such that n and m have no common divisor and m > 0.
Consider the (m, n, d1, d2)-unit labeled line field
LF1 = {{[a, v], [b, v′]} | a, b ∈ φ, {v, v′} ∈ M1, v ∈ F0, v′ ∈ (F0 ∪ tm,n(F0))}
The alphabet  consists of the set of subsets of LF0 ∪ LF1 ∪ {c/, $}. Any subpicture in a sliced portion
will be encoded by a subset of LF1. Moreover, the presence of the endpoint within the sliced portion
of the subpicture will be indicated by means of an element in LF0 and a $. While c/ will denote the
presence of the start point in the sliced portion. The position of the start point will be (0, 0). More
formally, let q = 〈〈r, (0, 0), e〉,, δ〉 be a drawn symbolic (k, d1, d2)-stripe picture. Let us define for all
integers i,
σ−i =


(δ(r) ∩ LF1) ∪ {c/} if i = 0, e /∈ F0,
(δ(r) ∩ LF1) ∪ {c/, $, [δ(e), e]} if i = 0, e ∈ F0,
(tim,in(δ(r)) ∩ LF1) if i /= 0, tim,in(e) /∈ F0,
(tim,in(δ(r)) ∩ LF1) ∪ {$, [δ(e), tim,in(e)]} if i /= 0, tim,in(e) ∈ F0,
where δ(r) = {{[a, v], [b, v′]} | a, b ∈ φ, (v, v′) ∈ r, δ(v) = a, δ(v′) = b}, and
tim,in(δ(r)) = {{[a, tim,in(v)], [b, tim,in(v′)]} | {[a, v], [b, v′]} ∈ δ(r)}.
For example, given the drawn symbolic (1/3,−1, 2)-stripe picture depicted in Fig. 15(i), the set
F0 = {(i, j) | (i, j) ∈ M0, 0  i < 3} and
σ0 = {{[a, (0,0)], [b, (0,1)]}, {[a, (0,0)], [d, (1,0)]}, {[d, (1,0)], [b, (2,0)]}, {[b, (2,0)], [c, (3,0)]},
c/}
σ−1={{[b, (3,2)], [c, (2,2)]}, {[c, (2,2)], [d, (2,1)]}, $, [d, (2,1)]}
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Fig. 15. (i) A drawn symbolic (1/3,−1, 2)-stripe picture. (ii) Its corresponding sequence µ(q).
σ1 = {{[c, (0,−1)], [c, (0,0)]}, {[c, (0,0)], [b, (1,0)]}}
since
δ(r) = {{[a, (0,0)], [b, (0,1)]}, {[a, (0,0)], [d, (1,0)]}, {[d, (1,0)], [b, (2,0)]}, {[b, (2,0)], [c, (3,0)]},
{[c, (3,0)], [c, (3,1)]}, {[c, (3,1)], [b, (4,1)]}, {[b, (0,1)], [c, (−1,1)]}, {[c, (−1,1)], [d, (−1,0)]}}
t3,1(δ(r)) = {{[a, (3,1)], [b, (3,2)]}, {[a, (3,1)], [d, (4,1)]}, {[d, (4,1)], [b, (5,1)]}, {[b, (5,1)], [c, (6,1)]},
{[c, (6,1)], [c, (6,2)]}, {[c, (6,2)], [b, (7,2)]}, {[b, (3,2)], [c, (2,2)]}, {[c, (2,2)], [d, (2,1)]}}
t3,1(δ(r))∩LF1 = {{[b, (3,2)], [c, (2,2)]}, {[c, (2,2)], [d, (2,1)]}}
t−3,−1(δ(r)) = {{[a, (−3,−1)], [b, (−3,0)]}, {[a, (−3,−1)], [d, (−2,−1)]}, {[d, (−2,−1)], [b, (−1,−1)]},
{[b, (−1,−1)],[c, (0,−1)]},{[c, (0,−1)],[c, (0,0)]},{[c, (0,0)],[b, (1,0)]},{[b, (−3,0)],[c, (−4,0)]},
{[c, (−4,0)], [d, (−4,−1)]}}
t−3,−1(δ(r))∩LF1 = {{[c, (0,−1)], [c, (0,0)]}, {[c, (0,0)], [b, (1,0)]}}
Now, let a be the minimal i such that σi /= ∅ and b be the maximal i such that σi /= ∅. The string
µ(q) = σaσa+1 · · · σ0 · · · σb−1σb represents the encoding of the picture q. For the above example µ(q) =
σ−1σ0σ1, which is shown in Fig. 15(ii). Thus, it is easy to verify that the first two statements of the lemma
hold.
Statement 3. In order to prove point (3), namely the correspondence between regular string languages
and regular drawn symbolic stripe picture languages generated by a grammar G =〈G∪, dspicf 〉 where
f is commutative and associative, we construct a two-way finite state generator H which generates the
regular string language lang(H) = µ(D). In general, lang(H) is not equivalent to µ(D) since the cells
of the working tape of H could not correspond to the fields σi of the encoded drawn symbolic stripe
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picture. As a matter of fact, two different symbols could be associated to the same position of a picture.
In order to overcome such problem, we will introduce two homomorphisms h1 and h2 to be applied to
lang(H). The language L obtained is equivalent to µ(D) where D is a regular language. The thesis of
point (3) follows then from the regularity of L since lang(H) is regular and the regular languages are
closed under homomorphism [10].
Thus, the rest of the proof is organized in three parts: (a) construction of the 2FSG, (b) construction
of the homomorphisms h1 and h2, (c) justification of the need for the associativity and commutativity of
the merging functions.
(a) Construction of the 2FSG
Let G =〈G∪, dspicf 〉 be a regular drawn symbolic grammar with f commutative and associative
such that D = dspicf (L(G)) is a drawn symbolic (k, d1, d2)-stripe picture language. Without loss of
generality, we can suppose that G = (,, N, P, S) is in right linear form, i.e., G has productions of
the form S → αA, S → α, S → , A → παB, A → πα, where the start symbol S does not occur on
the right-hand of the production in P,A,B ∈ N , α ∈ ∗, and π ∈ .
Now, we show how to construct a 2FSG which simulates the drawing of a symbolic picture w in
L(G). The cells of the working tape of the automaton will correspond to the fields σi of the encoded
drawn symbolic stripe picture. The 2FSGH = (Q, τ, d,A0, Af ,, pr) is defined as follows:
1. Q = {A0, Af }
∪{〈A, v1, v2, i〉 |A ∈ N, {v1, v2} ∈ LF1, i ∈ {−1, 0, 1}}
∪{〈S, c/, (0, 0), i〉 | S is the start symbol of G, i ∈ {−1, 0, 1}}
∪{〈S, c/, [a, (0, 0)], i〉 | a ∈ φ, i ∈ {−1, 0, 1}}
∪{〈, v, $, 0〉 | v ∈ LF0 ∪ {(0, 0)}}
∪{〈, v1, v2, 0〉 | {v1, v2} ∈ LF1};
2. τ(A0) = {〈S, c/, (0, 0), i〉 | i ∈ {−1, 0, 1}};
τ(Af ) = ∅;
τ(〈, v, $, 0〉) = {Af } for v ∈ LF0 ∪ {(0, 0)};
• 〈A, c/, [a, (0, 0)], i〉 ∈ τ(〈S, c/, (0, 0), i〉) iff S → αA is in P , where α ∈ ∗, a is in α and if α = 
then a = φ;
• 〈, [a, (0, 0)], $, 0〉 ∈ τ(〈S, c/, (0, 0), i〉) iff S → α is in P , where α ∈ ∗, a is in α and if α = 
then a = φ;
• for 〈B,w1, w2, j〉, 〈A, v1, v2, i〉 ∈ Q (v1 possibly c/)
〈B,w1, w2, j〉 ∈ τ(〈A, v1, v2, i〉)
iff A → παB is in P , where π ∈ , α ∈ ∗,
w1 = [φ, t−im,−in(x, y)], v2 = [b, (x, y)], and w2 = [a, π(w1)], a is in α and if α =  then a =
φ;
• for 〈,w1, w2, 0〉, 〈,w′2, $, 0〉, 〈A, v1, v2, i〉 ∈ Q (v1 possibly c/){〈,w1, w2, 0〉, 〈,w′2, $, 0〉} ⊆ τ(〈A, v1, v2, i〉)
iff A → πα is in P , where π ∈ , α ∈ ∗, w1 = [φ, t−im,−in(x, y)], v2 = [b, (x, y)], w2 =
[a, π(w1)], w′2 = [φ, π(w1)], a is in α and if α =  then a = φ;
3. d(A0) = d(Af ) = {0};
d(〈A, v1, v2, i〉) = {i} with 〈A, v1, v2, i〉 ∈ Q;
4.  = LF0 ∪ LF1 ∪ {c/, $, (0, 0)};
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5. pr: Q → , is such that:
pr(A0) = c/,
pr(〈S, c/, (0, 0), i〉) = c/,
pr(〈A, c/, [a, (0, 0)], i〉) = c/,
pr(〈, v, $, 0〉) = v,
pr(〈, v1, v2, 0〉) = {v1, v2}, v1 /= c/, v2 /= $,
pr(〈A, v1, v2, i〉) = {v1, v2}, v1 /= c/, v2 /= $,
pr(Af ) = $.
Now, we give the interpretation of the states for a 2FSG which simulates the generation of a word w
in L(G). The state 〈S, c/, (0, 0), i〉 means that the generation starts, and (0, 0) is the current position of
the drawing head in the field, and i denotes the position of the next move (−1 for ‘left’, 0 for ‘no move’
and +1 for ‘right’). 〈A, c/, [a, (0, 0)], i〉 means that the generation is started by writing symbol a on the
starting position (0, 0). A state 〈A, v1, v2, i〉 with v1 = [a,w1], v2 = [b,w2] means that: the derivation
uses a nonterminal A, a line w1, w2 is drawn in the cell under the writing head and the labels a, b are
assigned to the points w1 and w2, respectively. Finally, the states 〈, v, $, 0〉 mean that the generation
ended in position v in the cell under the writing head.
(b) Construction of homomorphisms h1 and h2
Let us observe that in general G could describe a point of the picture more than ones possibly with
different symbols. Now, we introduce the homomorphism h1 that substitutes in the fields σi of the
encoded drawn symbolic stripe picture the symbols associated to the same position with the symbol
obtained by applying merging function f on such symbols. The homomorphism h1 :  →  is defined
as follows:
h1(σ ) =


h1(σ ′) if ∃ {[a1, (x, y)], v1}, . . . , {[an, (x, y)], vn},[a, (x, y)] ∈ σ with n 1
where σ ′= ρ ∪ {{[f (a1, . . . , an, a), (x, y)], v1},. . . ,{[f (a1, . . . , an, a),
(x, y)], vn},[f (a1, . . . , an, a), (x, y)]}
with ρ ∪ {{[a1, (x, y)], v1}, . . . , {[an, (x, y)], vn},[a, (x, y)]}=σ,
h1(σ ′) if ∃ {[a1, (x, y)], v1}, . . . , {[an, (x, y)], vn} ∈ σ with n 2
where σ ′= ρ ∪ {{[f (a1, . . . , an, a), (x, y)], v1}, . . . , {[f (a1, . . . , an, a),
(x, y)], vn}}
with ρ ∪ {{[a1, (x, y)], v1}, . . . , {[an, (x, y)], vn}}=σ ,
σ otherwise.
Thus,
h1(lang(H))={h1(word(c)) | c ∈ comp(H)}
={h1(outa(c)outa+1(c) . . . outb−1(c)outb(c)) | c ∈ comp(H)}
={h1(outa(c))h1(outa+1(c)) . . . h1(outb−1(c))h1(outb(c)) | c ∈ comp(H)}.
Now we provide an example of application of homomorphism h1. Let us consider the 〈G∪, dspicf 〉
grammar where f is commutative and associative, and it is defined as: f (a, c) = c, f (e, c) = c, f (b, b)
= b, f (d, a) = d, f (d, e) = d, f (a, a) = a. Moreover, let H be the 2FSG constructed from the gram-
mar G∪ and ρ−1ρ0ρ1 ∈ lang(H) such that
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ρ−1 = {{[φ, (3, 2)], [c, (2, 2)]}, {[φ, (2, 2)], [d, (2, 1)]}, $, [d, (2, 1)]},
ρ0 = {{[a, (0, 0)], [d, (1, 0)]}, {[φ, (1, 0)], [b, (2, 0)]}, {[φ, (2, 0)], [c, (3, 0)]}, {[φ, (3, 0)], [b, (2, 0)]},
{[φ, (2, 0)], [a, (1, 0)]}, {[φ, (1, 0)], [φ, (0, 0]}, {[φ, (0, 0)], [b, (0, 1)]}, c/},
ρ1 = {{[c, (0,−1)], [c, (0, 0)]}, {[c, (0, 0)], [b, (1, 0)]}}.
By applying the homomorphism h1 on ρ−1, ρ0, ρ1 we obtain
ρ′−1 = {{[φ, (3, 2)], [c, (2, 2)]}, {[c, (2, 2)], [d, (2, 1)]}, $, [d, (2, 1)]},
ρ′0 = {{[a, (0, 0)], [d, (1, 0)]}, {[d, (1, 0)], [b, (2, 0)]}, {[b, (2, 0)], [c, (3, 0)]}, {[φ, (3, 0)], [b, (2, 0)]},{[b, (2, 0)], [a, 1, 0]}, {[d, (1, 0)], [a, (0, 0)]}, {[a, (0, 0)], [b, (0, 1)]}, c/},
ρ′1 = {{[c, (0,−1)], [c, (0, 0)]}, {[c, (0, 0)], [b, (1, 0)]}}.
Now, let us observe that the points on the border of two contiguous slices are described by both,
so two different points in two contiguous slices can represent the same position in the plane. As an
example, in Fig. 15(ii) the points (3, 0) in σ0 and (0,−1) in σ1 correspond to the position (3, 0) in
the drawn symbolic picture of Fig. 15(i). So it can happen that such points have associated different
symbols, even if the homomorphism h1 has been applied. In order to resolve such ambiguity, we
introduce the homomorphism h2 that is applied to each contiguous couple of elements of the words
in lang(H).
Let  = {w ∈ ∗ | |w| = 2}, the homomorphism h2 :  →  is defined as follows:
h2(σ1σ2) =


σ1σ2 if  ∃{[a, (x, y)], v1} ∈ σ1 and {[c, t−m,−n((x, y))], v2} ∈ σ2,
h2(σ
′
1σ
′
2) otherwise,
where σ ′1 = ρ1 ∪ {[f (a, c), (x, y)], v1} and σ ′2 = ρ2 ∪ {[f (a, c),
t−m,−n((x, y))], v2} with ρ1 ∪ {[a, (x, y)], v1} = σ1
and ρ2 ∪ {[c, t−m,−n(x, y)], v2} = σ2.
As an example, the application of homomorphism h2 on slices ρ′−1, ρ′0, ρ′1 produces slices σ−1, σ0, σ1
depicted in Fig. 15(ii).
Now, let us introduce some notations.
Given a language K , the following languages can be defined.
K1 = {w |w ∈ K and |w| = 1},
Ke = {w |w ∈ K and |w| is even},
Ko = {w |w ∈ K and |w| is odd}.
The above notations allow us to specify languages L1 and L2.
L1 = h1(lang(H)),
L2 = L11 ∪ h2(Le1) ∪ {h2(w) |wa ∈ Lo1 − L11}.
Thus, we are ready to define the regular language L.
L = L12 ∪ {h2(w) | awb ∈ Le2} ∪ {h2(w) | aw ∈ Lo2 − L12}.
Finally, from the associative and commutative properties of merging function f it follows that µ(D)
corresponds to regular language L obtained by applying homomorphisms h1 and h2 to lang(H) as
described previously.
c) Justification of the need for the associativity and commutativity of the merging functions
In order to provide an intuitive justification of the need for the associative and commutative properties
of the merging functions to ensure the equivalence between L and µ(D), let us observe that the 2FSG
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is not able to keep track of the symbol insertion order during the construction of the slices. Moreover,
if a point is traversed more than once the homomorphisms exploit the merging function to establish
the actual symbol to associate to such point. As a consequence, if merging function f is not associative
or commutative then different symbols could be associated depending on the application order of f.
Obviously, this could determine erroneous results because we have already lost such ordering. On the
other hand, to keep track of the symbol insertion order we should need a device enhanced with memory
(and hence we would have different complexity results). 
Now, we are ready to provide the following membership result.
Theorem 6.2. The membership problem for a regular drawn symbolic stripe picture language L gener-
ated by a drawn symbolic picture grammar G = 〈G∪, dspicf 〉 with f commutative and associative
can be decided deterministically in linear time.
Examples of commutative and associative merging functions are addRGB and ord presented in section
3.2. The conditions on merging functions required in the previous theorem can be linked to the results
provided in Section 4. As a matter of fact, the associative property of merging functions is turned out
to be crucial also to ensure that the set (DSP, •f ) is a monoid. Thus, we can restate Theorem 6.2 as
follows:
Let (φ, f ) be an abelian monoid. The membership problem for a regular drawn symbolic stripe picture language L generated
by a drawn symbolic picture grammar G = 〈G∪, dspicf 〉 can be decided deterministically in linear time.
Now we extend the previous membership result to the case of merging-independent ( ∪)-gram-
mars. Let us observe that if G is merging-independent then each point in σi have associated at most
one symbol in  and/or a certain number of occurrences of φ. As a consequence, merging function f
always produces a unique symbol when applied by the homomorphisms h1 and h2 independently from
its application order. Thus, the associative and commutative hypothesis are no longer needed in order to
ensure that L is equivalent to µ(D). As an immediate consequence, Lemma 6.1 can be easily extended to
merging-independent drawn symbolic (k, d1, d2)-stripe picture languages, and the following complexity
result can be stated.
Corollary 6.1. The membership problem for a regular drawn symbolic stripe picture language L
generated by a merging-independent drawn symbolic picture grammar G = 〈G∪, dspicf 〉 can be
decided deterministically in linear time.
Moreover, the above membership results can be exploited to prove other decidability results. As a
matter of fact, the following theorem, representing an extension of the analogous result for regular drawn
picture languages, provides the conditions ensuring the decidability of the equivalence and intersection
emptiness problems for regular stripe picture languages.
Theorem 6.3. Given two regular  ∪-languages L1 and L2 and two merging function f and g
on φ such that dspicf (L1) is a drawn symbolic stripe picture language. It is decidable whether
dspicf (L1) = dspicg(L2), and dspicf (L1) ∩ dspicg(L2) = ∅ in the following cases:
1. f and g are commutative and associative, or
2. L1 and L2 are merging-independent.
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Proof. It follows from Theorem 6.1, Lemma 6.1, Corollary 6.1 and the properties of regular string
languages. 
6.2. Three-way picture languages
In this section we analyze decidability problems for regular three-way drawn symbolic picture
languages.
In the setting of drawn pictures, it has been proved that the membership problem for regular three-way
picture languages is decidable in linear time [13]. However, other important problems are undecidable
for three-way drawn pictures. In particular, the equivalence and containment problems are undecidable
for a regular language L1 and a linear language L2, where both L1 and L2 describe three-way stripe
picture languages. The intersection emptiness problem is undecidable for two three-way stripe linear
picture languages. The intersection emptiness problem is also undecidable for a regular language L1 and
a linear language L2, where L1 describes a three-way stripe picture language and L2 describes a stripe
picture language [13].
It is obvious that the intractability of previous problems holds also in the case of symbolic pictures.
Thus, in this section we investigate the conditions ensuring that the nice membership decidability result
for three-way drawn pictures can be extended to symbolic pictures. As a result, the same conditions
which have allowed us to extend the membership result for stripe languages can be exploited to pro-
vide the extension in the case of three-way languages. We start by considering drawn symbolic picture
grammars G = 〈G∪, dspicf 〉 such that f is commutative and associative, and proving that the mem-
bership problem is solvable deterministically in linear time. Then, we provide the extension in the case
of merging-independent grammars.
Consider a three-letter subset ′ of . A picture is called a three-way drawn symbolic picture if it
can be described by a  ∪′-word and a drawn symbolic picture language is called a three-way drawn
symbolic picture language if it can be described by a  ∪′-language. For the discussion that follows,
we shall fix ′ to be {u, d, r}.
A three-way drawn symbolic picture can be described by a sequence of line-disjoint horizontal and
vertical line (with symbols on ) which come in turn. For example, the drawn symbolic picture p shown
in Fig. 16(i) can be partitioned into eight subpictures p1, p2, . . . , p8, as depicted in Fig. 16(ii) from left
to right, so that p = p1 •f p2 •f · · · •f p8 and it is denoted by partf (p) = (p1, p2, . . . , p8).
Let us observe that the associativity property of merging function ensures that if w and wpi are such
that dspicf (w) = p and dspicf (wpi ) = pi then dspicf (wp1) •f dspicf (wp2) •f · · · •f dspicf (wp8)= dspicf (w), for i = 1, 2, . . . , 8. It is worth noting that each pi is a stripe picture, so we can reduce
the membership problem for regular three-way drawn symbolic picture languages to the membership
problem for drawn symbolic stripe picture languages. Thus, it is intuitive that the conditions used in the
case of stripe languages work also in the case of three-way languages.
In the following, we shall assume that the  ∪′-language is specified by a  ∪′-automaton M .
An automaton M is in reduced form if, for each state q, q is reachable from the initial state by a finite
sequence of transitions of M and a final state is reachable from q by a finite sequence of transitions of M .
Let M = ({0, 1, 2, . . . , t}, (′ ∪ {})∗, δ, 0, t) be a reduced ∪′-automaton where {0, 1, 2, . . . , t}
is a finite set of states of the finite control, (′ ∪ {})∗ = {πτ |π ∈ (′ ∪ {}) and τ ∈ ∗}, δ is a
transition function that maps the elements of the set {0, 1, 2, . . . , t} × ((′ ∪ {})∗) into subsets of
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Fig. 16. (i) A three-way drawn symbolic picture and (ii) its partition.
{0, 1, 2, . . . , t}, 0 is the initial state, and t is the final state. Given a drawn symbolic picture, we want
to determine whether or not p ∈ dspicf (M). Let partf (p) = (p1, p2, . . . , pm) for some integer m.
Without loss of generality we assume that p1 is an horizontal line segment, m is an even number, the
initial state 0 has no input arcs and the transition function is
δ(0, σ ) = i with 0 < i  t and σ ∈ ∗,
δ(0, xσ ) = undefined ∀ x ∈ ′ and σ ∈ ∗,
otherwise ∀ i > 0
δ(i, xσ ) = j with 0 < j t and ∀ x ∈ ′ and σ ∈ ∗,
δ(i, σ ) = undefined ∀ σ ∈ ∗.
For i = 1, 2, . . . , t, j = 1, 2, . . . , t and k = 0, 1, . . . , t, construct new finite automata Mh0,k , Mhi,j , and
Mvi,j as follows:
Mh0,k = ({0, 1, . . . , t}, (′ ∪ {})∗, δh0,k, 0, k), where
δh0,k(q, xσ ) =
{
δ(q, xσ ) if x = r or (x =  and q = 0),
∅ if x = d or u.
Mhi,j = ({1, . . . , t}, (′ ∪ {})∗, δhi,j , i, j), where
δhi,j (q, xσ ) =
{
δ(q, xσ ) if x = r,
∅ if (x = d or u) or q = 0.
Mvi,j = ({1, . . . , t}, (′ ∪ {})∗, δvi,j , i, j), where
δvi,j (q, xσ ) =
{
δ(q, xσ ) if x = u or d,
∅ if (x = r) or (q = 0).
The words accepted by Mh0,k are those obtained by running the  ∪′-automaton M , starting from state
0 and ending at state k, using only transitions with r-movements.
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Fig. 17. The  ∪′-automaton M .
Fig. 18. The  ∪′-automata (i) Mh0,3, (ii) Mv1,2, and (iii) Mh3,2.
The words accepted by Mvi,j (Mhi,j , respectively) are those obtained by running the  ∪′-automaton
M, starting from state i and ending at state j. Thus, dspicf (Mvi,j ) (dspicf (Mhi,j ), respectively) is the set
of all vertical (horizontal, respectively) line segments with symbols in φ that can be described by these
words. For example, let M be the  ∪′-automaton described by the transition graph depicted in Fig.
17. Then, Mh0,3, M
v
1,2, and M
h
3,2 are the  ∪′-automata depicted in Fig. 18(i)–(iii), respectively.
For s = 1, 2, . . . , m, let Ts be a Boolean matrix (t + 1) × (t + 1) defined by
Ts[i, j ] =
{
1 if ps ∈ dspicf (Mai,j ),
0 otherwise,
where a = h if s odd, and a = v if s even. Let T be a Boolean matrix (t + 1) × (t + 1) defined by
T =
m∏
s=1
Ts.
Before introducing the algorithm for the membership we give the following lemma.
Lemma 6.2. The picture p belongs to dspicf (M) iff T [0, t] = 1.
Proof. p belongs to dspicf (M) iff exists a sequence of finite  ∪′-automata
Mhi1,j1,M
v
i2,j2
, . . . ,Mhim−1,jm−1,M
v
im,jm
such that i1 = 0, is = is−1, for all s = 2, 3, . . . , m, jm = t , and pk belongs to dspicf (Maik,jk ) for all
k = 1, 2, . . . , m, where a = h if k odd, and a = v if k even. From this, we have that p belongs to
dspicf (M) iff T1[i1, j1] = T2[i2, j2] = · · · = Tm[im, jm] = 1 iff T [0, t] = 1. 
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Fig. 19. A three-way drawn symbolic picture.
Fig. 20. The four subpictures of part (p).
In the following we present an application of the previous lemma.
Example 6.2. Let p be the three-way drawn symbolic picture depicted in Fig. 19. It can be described by
the  ∪′-word w = arf ucuaredc and partf (p) = (p1, p2, p3, p4) is depicted in Fig. 20. The  ∪′-
words: w1 = arf , w2 = ucua, w3 = re, w4 = dc describe p1, p2, p3, p4, respectively. The properties
of f ensure that dspicf (w1) •f dspicf (w2) •f dspicf (w3) •f dspicf (w4) = dspicf (w).
If M is the  ∪′-automaton defined in the last example, then p ∈ dspicf (M) because the sequence
of  ∪′-automata Mh0,3, Mv3,1, Mh1,2, Mv2,3, as depicted in Fig. 21, is such that T [0, 3] = 1. 
In Fig. 22 it is described the membership algorithm for three-way regular drawn symbolic picture
languages. The algorithm takes O(|p|) because each step takes O(|p|) time. In particular in step (3),
determining each entry of matrix Tk is the membership problem for a regular drawn symbolic stripe
picture language; it takes O(|pk|) time. Therefore, step (3) takes O(t2|p1| + t2|p2| + · · · + t2|pm|) =
O(|p|) time. So, the membership problem for three-way regular drawn symbolic picture languages is
decidable deterministically in linear time.
Fig. 21. The  ∪′-automata Mh0,3, Mv3,1, Mh1,2, Mv2,3.
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Fig. 22. The membership test for three-way regular drawn symbolic picture languages.
Fig. 23. (i) A three-way drawn symbolic picture and (ii) its partition.
As a consequence we have the following theorem.
Theorem 6.4. Let (φ, f ) be an abelian monoid. The membership problem for regular three-way drawn
symbolic picture languages generated by drawn symbolic picture grammars G = 〈G∪, dspicf 〉 can
be decided deterministically in linear time.
Now, we show that the previous result can be extended to the case of regular merging-independent
three-way drawn symbolic picture languages. Let us consider the drawn symbolic picture q depicted in
Fig 23(i) and described by the merging-independent  ∪-word w = arf ucuaredrc in L(G) where
G is a merging-independent drawn symbolic picture grammar. The picture can be partitioned into five
subpictures as depicted in Fig. 23(ii) from left to right, and they can be described by the  ∪-words
“arf ,” “ucua,” “re,” “d,” and “rc,” respectively.
As shown in Section 5, the merging-independency ensures that dspicf (w) = dspicf (arf ) •f dspicf
(ucua) •f dspicf (re) •f dspicf (d) •f dspicf (rc) = q, for any merging function f . So, we can still
reduce the membership problem for regular merging-independent three-way drawn symbolic picture
languages to the membership for merging-independent drawn symbolic stripe picture languages and as
a consequence of Corollary 6.1 the following result holds.
Corollary 6.2. The membership problem for a regular three-way drawn symbolic picture language L
generated by a merging-independent drawn symbolic picture grammar G = 〈G∪, dspicf 〉 can be
decided deterministically in linear time.
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Fig. 24. (i) A drawn symbolic picture p and (ii) its transformation h(p).
6.3. k-Reversal-bounded picture languages
In this section we focus our attention on the class of regular k-reversal-bounded drawn symbolic
picture languages. Given an integer k  0, and a  ∪-word w, w is k-reversal-bounded if the number
of alternating r’s and l’s is bounded by k. As an example the  ∪-word w = arf uarf ucla describing
the drawn symbolic picture depicted in Fig. 24(i) is 1-reversal-bounded.
It can be easily proved that if G is a regular  ∪-grammar, then the set of all  ∪-words in L(G)
having at most k reversals is a regular  ∪-language that can be effectively constructed (by extending
the analogous result for drawn pictures [17]).
It is worth noting that reversal bounded drawn symbolic picture languages are an easy extension
of three-way drawn symbolic picture languages. As a matter of fact, every 0-reversal bounded  ∪
-language can be represented by the union of two three-way  ∪-languages. That is, if L is a 0-
reversal-bounded  ∪-language, then L = L1 ∪ L2, where L1 = L ∩ ({r, u, d} ∪ )∗ and L2 = L ∩
({l, u, d} ∪ )∗. It follows that by using the algorithm described in Fig. 22, the membership
problem for 0-reversal-bounded regular  ∪-languages can be solved in linear time. It is intuitive that
the problems undecidable for three-way drawn symbolic pictures such as the equivalence, containment
and intersection emptiness problems are also undecidable for k-reversal-bounded drawn symbolic pic-
tures. Moreover, in [17] it has been shown that there is a 1-reversal-bounded linear-language describ-
ing a stripe picture language for which the membership problem is NP-complete. Such undecidability
results can be easily extended to drawn symbolic picture languages.
Fortunately, regular k-reversal-bounded drawn picture languages have also nice complexity prop-
erties. As a matter of fact, it has been proved that the membership problem is decidable in polyno-
mial time [17]. Such result can be extended to the setting of symbolic pictures by exploiting the same
characterizations (associativity and commutativity of merging functions, and merging-independency of
string descriptions) which have allowed us to generalize the results concerning with stripe and three-way
languages. In the sequel we provide a simple intuition to obtain that, since using such conditions we can
easily recast the (very long) proof provided in [17].
Given a drawn symbolic picture p and a k-reversal-bounded description language L, the membership
problem asks to determine whether p ∈ dspicf (L).
First, language L is transformed by applying the following homomorphism:
h(πσ) =
{
πσπσ if π ∈ {r, l},
πσ otherwise.
for each π ∈  and σ ∈ .
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Fig. 25. The vertical stripes for the picture in Fig. 24(ii).
The input drawn symbolic picture p can be easily transformed into p′ so that p ∈ dspicf (L) iff p′ ∈
dspicf (h(L)). Fig. 24(i) and (ii) depict a drawn symbolic picture p and its transformation h(p), respec-
tively.
As in the case of stripe and three-way, the proof is still based on partitioning the input picture into vertical
stripes. Fig. 25 depicts vertical stripes p1, p2 and p3 obtained by partitioning the drawn symbolic picture
of Fig. 24(ii).
Let M = (Q, ( ∪ {})∗,, q0, qf ) be a k-reversal-bounded automaton such that L(M) = h(L).
All the valid computations of the subpictures can be determined by classifying the different methods
of visiting each vertical stripe by the automaton M . By combining such computations it is possible to
establish if h(p) ∈ dspicf (L(M)). It is worth noting that the hypothesis of associativity and commuta-
tivity of merging functions (or the merging-independency of L(M)) are exploited in order to associate a
unique symbol to each point in each vertical stripe and to glue consecutive valid computations, as it is
the case for stripe and three-way symbolic picture languages.
Thus, we can state the following theorem.
Theorem 6.5. The membership problem for a k-reversal-bounded regular drawn symbolic picture
language L generated by a drawn symbolic picture grammar G = 〈G∪, dspicf 〉 can be decided
deterministically in polynomial time if one of the following conditions holds:
1. f is commutative and associative, or
2. L is merging-independent.
7. Final remarks
In the paper we have introduced the model of drawn symbolic pictures as a simple and intuitive
extension of drawn pictures. Nevertheless, the introduction of symbols has required new issues to be
addressed. From the descriptive point of view we have introduced a new string-based representation
which has been used to specify drawn symbolic pictures. Moreover, a mapping dspicf has been defined
in order to obtain a unique drawn symbolic picture from a string description. Such a mapping is para-
metric with respect to a merging function f , which has a crucial role in establishing which symbol must
be visualized whenever more than one symbol is associated to a position. As exemplified in the paper,
many different merging functions can be considered, making the mechanism for drawn symbolic picture
description to be very general.
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From the theoretical point of view we have identified the properties of merging functions ensuring
that the set of drawn symbolic pictures is a monoid and a finitely generated inverse monoid. These
characterizations have allowed us to easily obtain several results for the class of regular drawn symbolic
picture languages.
Moreover, the analysis of the string descriptions has allowed us to point out also the notion of merging-
independency, which is close to the classical self-avoiding property, and the decidability of the merging-
independency problem for regular languages has been proved.
From the complexity and decidibility point of view we have investigated the conditions which allow
us to extend the nice results proven for subclasses of picture languages in the setting of symbolic pictures.
Two characterizations have been provided, one involving properties of merging functions and the other
concerning with the merging-independency of string descriptions.
Other interesting issues can been foreseen as future work, such as the extension of the analysis to
context-free languages, and the identification of other classes with nice decidability and complexity
properties.
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