INTRODUCTION
Let X -{X(t) : t > 0) be a real-valued (measurable) stochastic process representing the output of a simulation. (To incorporate output I sequences X into our framework, we set X(t) -X where Ftl is the greatest integer less than or equal to t.) The process X is said to possess a steady-state if there exists a finite constant r such that (1.1) r(t) f X(s)ds -r t0 as t + -, where --= denotes weak convergence. The problem of consistently estimating and producing confidence intervals for the parameter r is known, in the simulation literature, as the steady-state simulation problem.
The limit theorem (1.1) suggests that r(t) can be used to consis-% tently estimate r. It turns out that one can frequently establish that the output process X in fact satisfies a somewhat stronger relation, namely, there exist finite constants r and a such that 
rs(t) s(t)'
(1.4) r(t) -z(6) s/2 r(t) + z( 6 ) t t is an asymptotic I00(I-6)% confidence interval for r, provided that z (6) is chosen to solve the equation P{N(O,1) < z(6)} I -6/2.
The above discussion suggests that in the presence of an output process satisfying (1.2) with a > 0, the steady-state simulation problem is, in principle, solved, once an estimator s(t) for a has been constructed. 1 , compute the analog of (1.5) for the fitted process, and use that quant a a tity as an estimator of (1.5) for I. As for the regenerative method (see pp. 89-94 of [31), it, loosely speaking, uses the special structure of a regenerative process to "truncate" the integral on the left-hand side of (1.5) at a regeneration time, threby simplifying the estimation problem.
In this paper, we propose a new method for consistently estimating a, which does not make any explicit use of relationship (1.5). Our estimators are based on known limit theorems about the increments of Brownian motion;
the constant a appears as a scaling constant in these limit theorems. We then use strong approximation methods to translate the resulting estimator for a from the Brownian motion back to the original output process X; the resulting estimator for a depends only on the observed values of K, and not the Rrownian motion.
In some respects, our method is similar to that of SCHRUBEN (1983).
The method of standarized time series depends on the fact that a appears .as a scaling constant when one veaklv approximates the original process by a Brownian motion; a is not estimated but is instead "cancelled" out. Rv contrast our method involves strong approximation results and gives rise to strongly consistent estimators for a. As proved in GLYNN and ILEtART In Section 2, we introduce our estimators s(t) for a; our basic hypothesis on X is that a suitable strong approximation by Brownian 'N 3 motion is possible. Section 3 is devoted to discussion of processes I which satisfy the strong approximation hypothesis. In Section 4, the rate of convergence of s(t) to a is studied, and compared to that available via the regenerative method. Our main contribution here is to suggest that entirely new methods for estimating a may be worth exploring. Further comparison of these new methods with the old methods should be carried out via numerical examples.
A MV CLASS OF ESTIMATORS FOR G

Let S -{S(t): t > 0), where S(t) X(s)ds.
Throughout this section, we shall assume that:
(2.1) there exists a probability space supporting a process S* and a standard Brownian motion such that:
for some constants r, a, and X (0 < X < 1/2, a > 0) as t %
*.
We shall refer to (2.1) as our strong approximation assumption; It says that a process S*, possessing precisely the same distribution as S, can be a.s. well approximated by a Brownian motion. Note that under (2.1)
as t + . By (2.1) (i), it follows that (2.2) also holds with S taking the role of S*; this shows that (2.1) automatically implies (1.2).
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PROOF. CSORGO and REVESZ (1979a) showed that i.e., lm
Furthermore, the law of the iterated logarithm for Brownian motion implies that
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(2.7)
T B(t) a.s.
(2t log log )
Applying the strong approximation (2.1) (11) to (2.7), we find that (2.8) r*(t) -r 0 ((log log t)1/2) a.s.
where r*(t) = S*(t)/t. Since (log log t) * t + 0, it follows from (2.6) and (2.8) that
But S has the same distribution as S*, so the theorem follows immediately from (2.9).
We can further define the following estimators: The proof of this theorem follows exactly as for Theorem 2.4; the key is to have available an analog to (2.4) for Brownian motion, for each of the estimators s (t), 2 < i < 5. For si(t), 2 < i < 4, we refer to CSORGO and REVESZ (1979a); for s(t) , the result can be found in CSORGO and REVESZ (1979b).
STRONG APPROIIMATION OF STOCHASTIC PROCESSES
We now proceed to discuss conditions under which Assumption 2.1 holds. 
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(iii) EZ (1) > 0, where Z(n) f f (X(s) -) ds and T(n-1) Iro
T(1) p S E(f X(s) ds)/ET(1) .
T(0)
Then, (2.1) is satisfied with r -p, a 2 -EZ 2(1)/Er(1), and X satis- Thus, the assumption (2.1) is satisfied by a large class of stochastic processes exhibiting weak time dependencies.
We should also comment that the convergence rates (i.e., the size of 
COMPARISON OF CONVER GENCE RATES
It has been shown by REVESZ (1980) that if 0 < p < 1, then
for 6 -0; it is further indicated in CSORGO and STEINEBACH (1981) that for 6 > 0, the above lim sup's are infinite.
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.9. It is instructive to compare this rate of convergence to that available when a is estimated via the regenerative method of simulation (we choose this method as a basis for comparison, since we can do the convergence rate analysis easily in this setting).
Let Y be a regenerative process with regeneration times 0 < T(0) by Taylor's theorem, we have
where &(t) lies between v(t) and a 2 and g'(x) -1/(2x 1/ 2 ). Since v(t)I *a2 a.s., it follows that g'C(()) + 11C2a) a. 
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as k * ; this shows that "r(k) Roughly speaking, Theorem 4.2 says that s(t) converges to a at rate (log log t/t) /2. By comparison with the previously obtained convergence rate for sit) (i-1,3), this is much faster. This does not V necessarily, however, imply that the estimators s i(t) for a will behave worse than the regenerative estimator for purposes of confidence interval generation. '.4...
