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GRAPH SEPARATION TECHNIQUES FOR QUADRATIC 
ZERO-ONE PROGRAMMING 
PANOS M. PARDALOS AND SOMESH JHA 
Computer Science Department, Pennsylvania State University, University Park, PA 16802 USA 
Abst ract - - In  this paper, we cormider a divide-and-conqueT algorithm for qutsdr&tlc sero-one pro- 
grams. The algorithm is based on the use of separators of the related grttph. For some claues of 
problems, the algorithm runs in suhexponentlal or in polynomial time. 
1. INTRODUCTION 
Let B" be the set of all 0, 1 n-vectors, and consider the quadratic 0-1 problem of the form 
rain f(z) = zTAz (1.1) 
zEB" 
where A is any symmetric matrix of order n. Since z~ = zi, any linear function can be implicitly 
taken into account in the quadratic part. Quadratic zero-one programming has numerous appli- 
cations in various fields [4-7]. From the complexity point of view, the problem is NP-hard since it 
contains, axnong other things, the minimum cut and maximum clique problerrm [3]. In addition, 
this is a global optimization problem with a variety of applications in operations research and 
engineering [13]. 
It has been shown [5] that any nonlinear zero-one program may be written as a polynomial 
zero-one program with the same number of variables and constraints. Furthermore, Rosenberg 
[16] has shown that any unconstrained polynomial zero-one program is equivalent to a quadratic 
zero-one program. For a survey of methods and proposed heuristics used to solve quadratic integer 
programs, see [6] and [2]. Methods that have been proposed include algebraic and enumerative 
algorithms (e.g. [10]) and different linearization approaches. It has been proved in [12] that if 
the off-diagonal terms of the matrix A are nonpositive then the problem (1.1) can be solved in 
polynomial time by reducing it to a min-cut problem in a related network. Some additional cases 
of problem (1.1) that can be solved in polynomial time are discussed in [1]. In this paper, we 
discuss some cases of problem (1.1) that can be solved in polynomial or subexponential time. 
2. ALGORITHM USING GRAPH SEPARATION 
Given problem (1.1), we define the graph G(A) = (V, E), associated with the symmetric matrix 
A = (aij), as follows: 
V = {v l , . . .  , v ,}  
(vi, vj)(i # j) E E if and only if aq # O. 
If I is a subset of vertices of a graph G(V, E), where [V[ = n, then the subgraph induced by I 
is the graph G(I, El) where El = {(w, v)[(w, v) G E and w, v q I}. The graph G(V, E) is said 
to be S(n)-separable (see also [8,9]) if the set of vertices V can be partitioned into three sets I, 
J, K, such that no edge joins a vertex in I with a vertex in J, neither I nor J contains more 
than an vertices (for some 0 < a < 1), K contains no more than ~S(n) vertices (8 > 0) and the 
subgraph induced by I is S(llD-separable, and the subgraph induced by J is S(IJI)-separable. 
The set K is called the separator for the graph G. 
The authors would like to thank Professors A.H.G. Rinnooy Kan, and Robert E. Tarjan for their comments related 
to our work. 
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THEOREM 1. / f  the graph G(A) is S(n)-separable, then problem (1.1) can be solved in time 
T(n)  = O(log n(p(n) + u(n))2 `s(") to,.) 
where c > O, p(n) is the time required to find the S(n) separator of the graph G(A) and u(n) < 
min{(n - 1)/~S(n), IEI}, where B is the constant in the dd]nition of the separator. 
PRooF. For each vertex vi of G(A) = (V, E) we assign a weight aii, and for each edge (vi, vj) the 
weight is aij. Weights on vertices represent diagonal elements of the matrix A and edge weights 
represent off-diagonal elements. 
Let I, J, K be the sets in the definition of S(n)-separator f G(A). Let G I be the graph 
induced by the vertex set I and the graph G $ be the graph induced by the vertex set J. For 
a 0-1 feasible point z = (za,.. .  ,z ,) ,  the ith component zi corresponds to the vertex vi. If 
K = {via,... ,vi~} where k = IKI, then for all 2 ~ values of the 0-1 vector (zt , , . . .  , zt,), we solve 
the problems corresponding to the graphs G z and G J. Then we take the best solution out of the 
2 ~ possible ones. The weights on the edges of G z and G J are the weights of the corresponding 
edges in G(A). If G I = (I, EI) and veI, N(v) be the neighbors of v, then weight of the vertex v 
in G t is defined as by 
weight (v) in G z = weight (v) in G(A) + E 2" weight of (via, v)'zi~. 
vijcN(v)nK 
Note that if we have a term like 2aqztzj in problem (1.1) and we set zj = 1, then we get a 
diagonal term 2aijz~ in the reduced problem (this corresponds to modifying the weights of the 
vertices in the corresponding graph). Similarly we define weights for vertices in the graph G ~. 
By the definition of a separator, the number of vertices in G / and G" do not exceed an for some 
0 < a < 1, and we solve 2 IKI subproblems corresponding to G ~ and G ]. Hence, the recurrence 
equation is 
T(n) < 21Kt(2*T(an) + p(n) + u(n)) + 2 IKl - 1 
where p(n) is the time to find a separator, u(n) represents he time to update the weights of the 
vertices, and 2 IKI - 1 accounts for the time to find the minimum of 21Kl possible solutions. Since, 
]g] < j3S(n),/3 > 0, we have that 
T(n) <_ 2PS(n)(2"T(an) + p(n) + u(n)) + 2 as(n) - 1. 
Using repeated substitution, it can be shown that 
j - I  j--1 
T(n) < 2r'{E'~(~s(a'n)+*)T(Mn) + E(p(ain) + u(ain))2 z~-o~s(a'") + E 2z'L'°~s(a'")" 
i=0 i=0 
Setting j = Llogl/~ nJ and using the fact that 
T(aLl°ga/° "in) = 0(because 0 < ot Ll°g*/" nJ n _< 
we obtain 
frl 171--I 
T(n)  _< E(p(ain ) + u(ainl)2 (~'~-o~s("'")) + E 2r" i '*#s(""") '  
i=0 i=0 
where m =/logi]o nJ. By simple manipulation of the above equation we obtain 
T(n) < m(p(n) + u(n))2 zs(')" + m2 zs(")". 
From the fact that m = Llogx/a nJ it follows that 
T(n) = O(logn(p(,) 4- u(n))2 cs(")l°g") for some c > 0. 
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Next we obtain bounds for the quantity u(n). Let K - {vh,..., vi, } be the separator, where 
k = [K I. Given N(vi#), the set of neighbors of the vertex vi#, for any vertex v~ieK we update 
the weights of, at most, [N(vi#)[ vertices. Therefore, 
k 
u(n) < IN(%)I _< (n - 1)k _< (n - 1)#S(n) as k = IKI < 
i=1 
The number of updates is also bounded by the number of edges in the graph G(A) = (V, E). 
Hence, 
u(n) <_ min{(n - 1)~S(n), IEI}. 
The correctness of the algorithm is obvious and follows straight from the definition of the sepa- 
rator. 
COROLLARY 1. If the graph G(A) is planar, then problem (1.1) can be solved in time 
T(n) = O(n log n2 evil°g") 
PROOF. Lipton and Tarjan [8] proved that a planar graph is vcfi separable, and proposed an O(n) 
time algorithm to find a separator of a planar graph. Note that u(n) _< 3n, since the number of 
edges [E[ in a planar graph with n > 3 nodes is bounded by 3n - 6. In Theorem 1, substitute 
S(n) = yrn, p(n) = O(n), and u(n) = 3n to obtain the result. 
COROLLARY 2. I£ G(A) is a binary tree, then problem (1.1) can be solved in polynomial time. 
PROOF. The proof is based on the fact that a forest of binary trees is O(1)-separable. 
REMARK.  Graph separation techniques can be applied to the general pseudo-Boolean problem 
of the form 
fn 
min f (z l , . . .  ,zn) = E ctnjeT(Ox~ "i'' 
zE{O,I} t=l 
where rn is the number of terms of the polynomial, T(t) is a subset of {1,... ,n}, and ajt E 
{0, 1},j • T(t). Instead of using the graph defined for (1.1), we use the "co-occurrence" graph 
G(.f) of f(z). The graph V(f) is defined to have vertices Y = {zl , . . .  ,z,} and there is an 
edge between zi and xj (i ~ j) if these two variables occur simultaneously, either in direct or 
complement form, in at least one term of f(z). 
Next we formally describe a procedure (Figure 1). Solve (V, E, WV(V), WE(E),zop,), for 
solving problem (1.1) using separator techniques as described in the proof of Theorem 1, where 
V:  
E:  
wv(v)  : 
WE(E):  
X op ~ • 
Vertex set of the graph. 
Edge set of the graph. 
This gives the weight for each vertex v E V. 
This gives the weight for each edge e E E. 
A zero-one vector assigning 0 or 1 to each vertex. 
This zero-one vector corresponds to the optimal function value. 
The weights on the vertices correspond to the diagonal terms in the quadratic program, and the 
weights on the edges correspond to the off-diagonal terms. 
110 P.M. PARDALOS, $. JHA 
Solve (V, E, WV(V),  WE(E),  zop,) 
ff IV[ _< 3 then 
Solve the problem exhaustively by checking all possible zero-one vectors of size 
IV[. Return the zero-one vector with minimum function value. 
else 
1. Find the separator K = {vi i , . . .  , vik}, k = IK[ corresponding to the graph 
G = (V,E). 
2. Let z/~ = (z~l,.. .  , zi~) be the 0-1 vector corresponding to the above sep- 
arator, and let I, J be the two disconnected sets of vertices. 
rnin f(x) -- 0 
z" = (0, 0 , . . . ,  O)~RlVl 
for all zg  ~ {0, 1} k do 
2.1. Let G I = (I, EI) be the graph induced by the vertex set I. 
a) WE(EI)  denote the weights of the edges in Ei. 
b) For r¢I we define the weight WV(I)(r)  of vertex r by 
wv(o( , )  = wv(v) ( , )  + 2"WV(E)(,)'xi, 
where N(r) is the set of neighbors of r. 
c) Call Solve (I, El, WV(I) ,  WE(EI) ,  xl 
2.2. Similarly if G J = (J, Es) is the graph induced by the vertex 
set J,  then call Solve (J, Ej ,  WV(J) ,  WE(E j ) ,  x j).  
end if 
end Solve 
end for 
3. Xort = z* 
2.3. Combine xl ,x~ and zK to form a vector zt of dimension [V[. 
Let f(z~) be the function value at that point. 
if min f (z)  > f(zt) ,  then rain f (z)  = f(xt), 
update z* = xt 
end if 
Figure 1. 
EXAMPLE I. 
following matrix A given by 
1 
-7  
0 
-1  
0 
0 
0 
0 
0 
In our example G(A) is a 3 x 3 grid. The graph in Figure 2 corresponds to the 
-7  0 -1  0 0 0 0 0 
2 6 0 2 0 0 0 0 
6 -2  0 0 -4  0 0 0 
0 0 3 -8  0 2 0 0 
2 0 -8  -4  4 0 -3  0 
0 -4  0 4 6 0 0 5 
0 0 2 0 0 -2  3 0 
0 0 0 -3  0 3 3 -2  
0 0 0 0 5 0 -2  -2  
In Figure 2a, we show a 3 x 3 grid and, in Figure 2b, we show the weight of the vertices and the 
edges of the grid. When we separate the 3 x 3 grid, the three sets of vertices are I = {vz, v2, vs}, 
J -- {v~, vs, Vg}, and K = {v4, vs, re}. Let the vector XK correspond to the vertices in the set K. 
The subgraphs induced by I and J are shown in Figure 2c. The for-loop in the procedure "Solve" 
runs for eight different values of the zero-one vector XK. 
For z/¢ = (1, 0, 1), the weights on the vertices and the edges of the graph G I induced by I 
and the graph G J induced by J are shown in Figure 2d. Since G I and G a have three vertices, 
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we solve the problem corresponding to these graphs exhaustively. The weight of vertex vl in the 
graph GI is -1  because there is an edge between vertex vl and v4 of weight -1  in the graph 
G(A) and when we assign value 1 to the vertex v4, we have to decrease the weight of the vertex 
Vl by 2"(-1) - -2 .  Similarly, we obtain the weights of the rest of the vertices. By solving 
the problems corresponding to graph G z and G ~, we obtain zz - (1,1,0) and z~ = (0,0,0). 
Combining the three vectors, we get z* - (1, 1,0, 1, 0, 1,0, 0, 0) with f(z*) -- -4 .  Similarly, we 
obtain the following results for the remaining 7 value of the vector zK. 
zg  -- (0, 0, 0) z'=(1,1,0,0,0,0,1,0,1) f(z')=--15 
zK ---- (1,0,0) m'----(1,1,0,1,0,0,0,1,1) f(z')------13 
zK=(0,1,0) z*=(1,1,0,0, I,0,0,1,1) .f(z')=--20 
ZK=(1 ,1 ,0 )  z '=(1 ,1 ,0 ,1 ,1 ,0 ,0 ,1 ,1 )  f ( z ' )=- -35  
ZK=(0,0,1) z'=(l,l,0,0,0,1,1,0,0) f(z')=--7 
eK -- (0,1,1) z* - - (0 ,0 ,1 ,0 ,1 ,1 ,0 ,1 ,0)  / ( z ' ) - - -9  
zK -- (1,1,1) z ' - - (1 ,0 ,1 ,1 ,1 ,1 ,0 ,1 ,0 )  f ( z ' ) - - - -17  
Hence, the optimal solution is z~, = (1, 1, 0, 1, 1,0, 0, 1, 1) with f(zop,) = -35. 
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EXAMPLE 2. In our second example, 
of the vertices and thc~e of the edges 
following matrix A: 
1 0 
0 -2  
0 1 
0 0 
-3  0 
0 0 
0 1 
-10 0 
we consider the graph shown in Figure 3a. The weights 
are shown in Figure 3b. The graph corresponds to the 
0 0 -3  0 0 -10'  
1 0 0 0 1 0 
3 0 0 0 0 9 
0 -4  0 0 4 0 
0 0 5 0 1 0 
0 0 0 -6  0 -7  
0 4 1 0 7 1 
9 0 0 -7  1 -8 .  
The graph is separated and the sets of vertices are I = (v~, v4}, J = (vl, vs, vs}, and K = {v3, vT}. 
The subgraphs induced by I and J are shown in Figure 3c. The for-loop in the procedure Solve 
runs for four different values of the 0-1 vector zK. 
For zK = (0, 1), the weights on the vertices and the edges of the graph G I induced by I and 
the graph G ~ induced by J are shown in Figure 3d. Since G I has two vertices, the corresponding 
problem can be solved exhaustively, but G J has to be separated again since it has four vertices. 
The weight of v4 is 4 because there is an edge between v4 and v7 of weight 4 in G(A) and, when 
the value of 1 is assigned to v~, the weight of v4 has to be increased by 2*4 = 8. Similarly, 
the weights of the rest of the vertices are obtained. By solving the problems corresponding to 
graphs G z and G I, we obtain zi  = (1,0) and z$ = (1,0, 1, 1). Combining the three vectors, we 
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get z* = (1, 1, 0, 0, 0, 1, 1, 1) with f(z') = -38. Similarly, we obtain the following results for the 
remaining 3 values of xg  : 
a:K'-(0,0) z*-'(1,1,0,1,1,1,0,1) f(x*)=--54 
XK=(I,0) z*'-(1,1,1,1,1,1,0,1) f(z*)=--31 
xK=(1,1) z*--(1,0,1,0,0,1,1,1) f(x*)---17 
Hence, the optimal solution is Xopt = (1, 1,0, 1, 1, 1,0, 1) with f ( zopt )  = -54 .  
3. CONCLUDING REMARKS 
In this paper, we consider a divide-and-conquer algorithm for quadratic zero-one programs 
based on separator techniques. The separators are used for the graph associated with the objective 
function of the quadratic problem. If this graph is planar, the corresponding quadratic zero-one 
problem is solved in subexponential time, and if the graph is a binary tree, the problem is solved 
in polynomial time. It was pointed out to the authors (by R.E. Tarjan), that using the results 
of [9], problem (1.1) can be solved in 2 °(4W) time on planar graphs, and in 2 °("') time on graphs 
having n'-size separators, for any fixed constant • > 0. The log n term in the exponent of our 
result in Corollary 1 is only needed for cases of graphs with very small separators, e.g. constant 
size or polylog-size separators. 
The methodology in our approach is recursive; that is, the subproblems themselves are solved 
by the divide-and-conquer technique. This leads naturally to the development of efficient parallel 
algorithms for the quadratic zero-one problem. Different approaches for parallel implementations 
of divide-and conquer-algorithms are discussed in [11,12,15]. 
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