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CYCLIC REPRESENTATIONS OF GENERAL LINEAR p-ADIC
GROUPS
MAXIM GUREVICH AND ALBERTO MI´NGUEZ
Abstract. Let pi1, . . . , pik be irreducible smooth representations of general linear groups
over a non-Archimedean local field. A long-circulating conjecture states that the Bernstein-
Zelevinsky (parabolic induction) product pi1×· · ·×pik is irreducible, if and only if, pii×pij
is irreducible for all i < j. The question of irreducibility of parabolic induction is thus
reduced to the maximal parabolic subgroup case.
We prove this conjecture by emulating the techniques of Hernandez from the setting
of quantum affine algebras. Our proof incorporates the Langlands data of irreducible
representations, while relinquishing any reliance on categorical equivalences. The method
is potentially amenable for generalizations to irreducibility criteria for other groups.
Along the way we study the notion of cyclic representations (quotients of standard), a
new tool for the p-adic domain, which we consider to be of high potential.
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1. Introduction
Parabolic induction is a pivotal part of the smooth representation theory of reductive
p-adic groups. Given a group G and a parabolic subgroup P = MN of G, where M
is a Levi subgroup, normalized parabolic induction provides an exact functor that sends
an M-representation Π to a G-representation I(Π). This inductive process allows for a
systematic construction and classification of the representations of G. As a cornerstone
example, the Langlands Quotient Theorem (LQT) describes all irreducible representations
of G as unique quotients of standard representations, a class that is obtained through
parabolic induction.
While I(Π) is known to be of finite length for an irreducible Π, information of higher
precision on the nature of the resulting representation I(Π) remains elusive. One desired
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goal of the theory would be satisfactory irreducibility criteria for I(Π). More generally, in
the reducible case we would like to understand the sub-representation lattice of the induced
representation.
Here we deal with the fundamental case of G = GLn(F ), for a non-Archimedean local
field F . Those problems may, in this case, take an algebraic flavor. Each Levi subgroup
M < G is isomorphic to a group of the form GLn1(F )×· · ·×GLnk(F ), where n1+. . .+nk =
n. Thus, an irreducible representation Π of M takes the form π1 ⊗ · · · ⊗ πk, where each πi
is an irreducible GLni(F )-representation.
We view parabolic induction as a product operation - the so-called Bernstein-Zelevinsky
product. Namely, we define
π1 × · · · × πk := I(π1 ⊗ · · · ⊗ πk) .
The following elegant criterion reduces this irreducibility question to the case of a max-
imal parabolic subgroup.
Theorem 1.1. Suppose that π1, . . . , πk are irreducible representations of GLni(F ), i =
1, . . . , k, respectively. The induced representation
π1 × · · · × πk
is irreducible, if and only if, πi × πj are irreducible, for all i 6= j.
Some particular cases of this theorem were already known: In [12, Prop. I.9] and
[15, Theorem 1.2], the case of Speh representations is treated; and in [9, Lemma 5.17],
Lapid-Mnguez solved the case when all but at most one of the πi’s satisfy that πi × πi is
irreducible.
It was recently observed [6] that the above theorem, which was circulating for long as a
conjecture, can be deduced from an analogous result of Hernandez [7] pertaining the rep-
resentation theory of quantum affine algebras. Such deduction requires the Chari-Pressley
[4] Schur-Weyl duality for affine Hecke algebras, together with the involved machinery that
describes Bernstein blocks of the GLn(F ) representation category.
The technique of passing results between settings through the Schur-Weyl duality gate-
way remains intriguing. Yet, one is left to wonder whether Theorem 1.1, whose statement
is native to the p-adic group representations domain, can be proved using intrinsic tools of
the p-adic setting. Indeed, such a proof stands as a part of this work.
We present a new technique for the p-groups settings, which is inspired by later de-
velopments of Hernandez [8] in the quantum affine setting. We call a (possibly reducible)
representation π of G cyclic, if π can be realized as a quotient of a standard representation.
In [6], the cyclic class played a crucial role in the resolution of certain branching laws for
p-adic groups (local Gan-Gross-Prasad conjectures). Cyclic representations are also those
attached to strongly sub-additive multisegments in the sense of [11]. We believe that the
cyclic representations class is a useful definition with further potential, which we import
in this work from the quantum affine setting.
A simple argument (Corollary 5.3) shows that Theorem 1.1 follows from the following
result:
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Theorem 1.2. Suppose that π1, . . . , πk are irreducible representations of GLni(F ), i =
1, . . . , k, respectively. If πi × πj are cyclic, for all i < j, then the induced representation
π1 × · · · × πk
is cyclic as well.
We present a proof of Theorem 1.2, which gives an interpretation of the ideas of [8] in
a language of p-adic groups. More precisely, we adapt Hernandez’s proof of an analogous
quantum affine statement to a form that suitably fits the LQT classification of irreducible
representations. Our proof avoids the need of passing through non-trivial categorical equiv-
alences.
Recall that irreducible representations of a group GLn(F ) have a well-known Zelevinsky
classification by multisegments, which is significantly finer than the LQT classification (in
analytic terms, it takes square-integrable inducing data, rather than the tempered data of
LQT). The quantum affine Schur-Weyl duality conveniently translates the Zelevinsky clas-
sification into the common Drinfeld polynomials classification of simple Uq(sˆlN)-modules.
While the proof of [8] technically works with modules through their Drinfeld polynomials
classification, our observation is that the essence of the proof (when suitably translated to
our setting) can settle for the coarser LQT classification. To our understanding an analog
of the LQT does not appear in the quantum groups literature.
This observation is crucial when approaching further irreducibility criteria for p-adic
groups. Outside of Lie type A, the p-adic groups setting and the quantum affine setting
diverge, with no functorial gateway available. Furthermore, analogs of the Zelevinsky
classification are less effective than the situation of type A. Thus, the proof presented here
for Theorem 1.2 has the clearest potential for an extension towards irreducibility criteria
for other groups.
We mention that an alternative treatment of Theorem 1.2 was also presented in [6], where
Schur-Weyl duality was invoked again to import the result in [8], after some additional
comparisons of the categories involved.
We sketch now the main ideas of the proof. Suppose that π1, . . . , πk are irreducible
representations satisfying the assumptions of Theorem 1.2. By LQT, each πi is a quotient
of a standard representation
Σi = ρ
i
1(r
i
1)× · · · × ρ
i
ti
(riti) .
with ri1 > . . . > r
i
ti
. Here, ρji are all tempered irreducible representations, while (r) with
r ∈ R means a twist by the 1-parameter family |det|rF of characters. Hence, we have a
surjection
p : Ξ =
(
ρ11(r
1
1)× · · · × ρ
1
t1
(r1t1)
)
× · · · ×
(
ρk1(r
k
1)× · · · × ρ
k
tk
(rktk)
)
→ π1 × · · · × πk .
The representation Ξ is not standard, since the twisting parameters are no longer properly
aligned. However, a rearrangement of the same essentially tempered factors that define Ξ
will yield a standard representation Σ. Thus, our mission becomes roughly equivalent to
the production of an intertwiner map T : Σ→ Ξ, for which p ◦ T is still surjective.
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Two key ingredients play a role in the construction of such a map T . One is the following
inductive mechanism. The truncated representation
Σ−i = ρ
i
2(r
i
2)× · · · × ρ
i
ti
(riti) ,
is still standard, with a unique irreducible quotient, that we denote π−i .
We prove in Section 3 that the cyclicity of πi × πj implies the cyclicity of π
−
i × π
−
j . It
follows from a subtle analysis on the exact Jacquet functor. We note that the translation
of this information into the quantum affine setting is far from clear. Instead, the proofs in
[7, 8] apply the theory of q-characters for quantum affine modules. A definitive statement
on the relation between the Jacquet functor and the q-character remains an interesting
goal to pursue.
With induction in place, we obtain a map T− : Σ− → Ξ−, for which T− ◦ p− makes
π−1 × · · · × π
−
k into a quotient of a standard representation, i.e. cyclic (here, Ξ
−, p− are
defined analogously). The second key ingredient of the proof is the incorporation of the
essentially tempered part of Σ with largest twisting parameter into that map T−. This is
done through tools from the well-developed theory of Weyl group intertwiner operators for
representations of p-adic groups. The key deformation idea in the proof of Theorem 5.2
was essentially given in [8]. We adopt this method into the p-adic theory.
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2. Preliminaries
2.1. Representation theory of non-Archimedean GLn. Let F be a fixed non-Archime-
dean locally compact field of residue characteristic p.
For n ∈ Z≥1, let Repn denote the abelian category of complex, smooth, finite length
representations of the group Gn := GLn(F )
1. Let Irrn denote the set isomorphism classes
of irreducible elements in Repn. Set Rep = ⊕n≥0Repn and Irr =
∐
no≥0 Irrn. Here we treat
Rep0 as the trivial group.
Let Rn be Grothendieck group of Repn. We denote by π 7→ [π] the natural semi-
simplification map Repn →Rn.
We write a ≤ b for elements a, b ∈ Rn, if b− a = [σ], for a representation σ ∈ Repn. In
particular, for π ∈ Irrn and Π ∈ Repn, [π] ≤ [Π] means that the isomorphism class of π
appears as a subquotient in Π.
For any π ∈ Repn and any s ∈ C, we write π(s) for the twist of π by |det|
s
F , where | |F
is the normalized absolute value on F .
1Using [10, §3.3] the results of this paper are also valid for inner forms of GLn(F ). However, we restrict
ourselves to the split case because the proof in this case does not need any heavy machinery.
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For π ∈ Repn that admits a central character χπ : Z(Gn)
∼= F× → C×, we define
c(π) ∈ R to be the number which satisfies |χπ| = | |
c(π)
F , as characters F
× → R×>0.
We write c′(π) = c(π)
n
. Clearly, when c′(π) is defined, we have c′(π(s)) = c′(π) + ℜ(s).
2.2. Parabolic induction and the Jacquet (parabolic restriction) functor. For
n ∈ Z≥1, let α = (n1, . . . , nr) be a composition of n. Let Mα be the subgroup of Gn
isomorphic to Gn1 × · · · × Gnr consisting of matrices which are diagonal by blocks of size
n1, . . . , nr. Let Pα the subgroup of Gn generated by Mα and the upper unitriangular
matrices. A standard parabolic subgroup of Gn is a subgroup of the form Pα and its
standard Levi factor is Mα.
For given representations πi ∈ Repni, i = 1, . . . , r, we write
π1 × · · · × πr ∈ Repn1+...+nr
to be the representation obtained by normalized parabolic induction (through Pα) of the
representation π1 ⊗ · · · ⊗ πr of the group Mα, where α = (n1, . . . , nr).
Recall that × gives an associative product structure on the group ⊕n≥0Rn. Moreover,
the product is commutative, in the sense that [π1 × π2] = [π2 × π1], for all π1, π2 ∈ Rep.
In fact, parabolic induction extends to an exact functor
× : Repn1 ⊗ · · · ⊗ Repnr → Repn1+...+nr ,
which possesses a left-adjoint functor
Jα : Repn1+...+nr → Repn1 ⊗ · · · ⊗ Repnr ,
called the Jacquet functor.
In this work, we will focus on the Jacquet functor with respect to the maximal parabolic
subgroups P(n1,n2). Usually, the groups in question will be clear from the context and we
will just write J instead of J(n1,n2).
Remark 2.1. When π1, π2 ∈ Rep both admit central characters, so does π1 × π2, and
c(π1 × π2) = c(π1) + c(π2) holds. It also means that c
′(π1 × π2) belongs to the real closed
interval between c′(π1) and c
′(π2).
Similarly, when σ1 ⊗ σ2 is an irreducible subquotient of J(π), for π ∈ Rep that admits a
central character, we have c(π) = c(σ1) + c(σ2).
One symmetry of the categories involved in Rep is often referred to as the Gelfand-
Kazhdan duality [5]. We will state here one corollary of this symmetry which will be useful
for our purposes.
Proposition 2.2. For all π1, . . . , πt ∈ Irr, the socle (maximal semisimple subrepresen-
tation) of π1 × · · · × πt is isomorphic to the co-socle (maximal semisimple quotient) of
πt × · · · × π1 .
6 MAXIM GUREVICH AND ALBERTO MI´NGUEZ
2.3. The Geometric Lemma. We recall here a combinatorial version of the Geometric
Lemma of Bernstein–Zelevinsky [1] for p-adic groups. This is a Mackey-type statement
which describes the composition of a Jacquet functor with parabolic induction. While the
general statement of the lemma pertains a decomposition of the composed functor, it is
often applied (e.g. [9]) in a semi-simplified form, that is, as a statement on the irreducible
composition factors of the resulting representation. In this paper we will state and use the
following intermediate version, for which factors, that are not necessarily irreducible, are
described combinatorially.
Let α = (n1, . . . , nr) and β = (m1, . . . , ms) be two compositions of an integer n ≥ 1.
For every i ∈ {1, . . . , r}, let πi ∈ Repni be given.
Denote by Matα,β the (finite) set of r × s matrices B = (bi,j) with non-negative integer
entries such that:
s∑
j=1
bi,j = ni, i ∈ {1, . . . , r},
r∑
i=1
bi,j = mj , j ∈ {1, . . . , s}.
Fix B ∈ Matα,β. For any i ∈ {1, . . . , r}, αi = (bi,1, . . . , bi,s) is a composition of ni. Let
σ
(k)
i = σ
(k)
i,1 ⊗ · · · ⊗ σ
(k)
i,s , σ
(k)
i,j ∈ Repbi,j , k ∈ {1, . . . , li},
be a sequence of (possibly reducible) factors from which the representation Jαi(πi) is glued,
through a fixed filtration. For any j ∈ {1, . . . , s} and a sequence k = (k1, . . . , kr) of integers
such that 1 ≤ ki ≤ li, define
ΣB,kj = σ
(k1)
1,j × · · · × σ
(kr)
r,j ∈ Repmj .
Then Jβ(π1 × · · · × πr) admits a filtration with factors of the form:
{ΣB,k1 ⊗ · · · ⊗ Σ
B,k
s }B∈Matα,β , k.
2.4. Decomposition by supercuspidal support. For a set A, we denote by N(A) the
free monoid generated by elements of A, consisting of finite formal sums of elements of A.
We denote by Cusp ⊂ Irr the set of isomorphism classes of irreducible supercuspidal
representations.
For every π ∈ Irr, there exist ρ1, . . . , ρr ∈ Cusp, for which π is a sub-representation of
ρ1 × · · · × ρr. The notion of supercuspidal support can then be defined as the multiset
supp(π) ∈ N(Cusp) given by the tuple (ρ1, . . . , ρr).
For any s ∈ N(Cusp), let Reps be the subcategory of Rep consisting of representations all
of whose irreducible subquotients have supercuspidal support s. We have a decomposition
of abelian categories
(1) Rep = ⊕s∈N(Cusp)Reps .
For π ∈ Rep and s ∈ N(Cusp), we write πs ∈ Reps for the s-component of π with respect to
the above decomposition. Similarly, for any object Π of Rep⊗Rep and any s, s′ ∈ N(Cusp),
we write Πs⊗s′ for the s⊗ s
′-component of Π with the respect to the decomposition
Rep⊗Rep = ⊕s,s′∈N(Cusp) Reps⊗Reps′ .
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Clearly, the parabolic induction functor restricts to an exact functor Reps⊗Reps′ →
Reps+s′ , for all s, s
′ ∈ N(Cusp).
Remark 2.3. It also follows that for π1, . . . , πk ∈ Irr, we have π1×· · ·×πk ∈ Reps, where
s =
∑k
i=1 supp(πi).
Definition 2.4. We write Js,s′ : Reps+s′ → Reps⊗Reps′ for the exact functor given by
π 7→ J(π)s⊗s′.
2.5. Standard representations. We denote by Temp ⊂ Irr the set of isomorphism
classes of irreducible tempered representations.
Proposition 2.5. A representation π ∈ Irrn is tempered, if and only if, c
′(π) = 0 and for
any n1 + n2 = n and any irreducible subquotient σ1 ⊗ σ2 of J(n1,n2)(π), we have
c′(σ2) ≤ 0 ≤ c
′(σ1) .
Proof. It follows from Casselman’s classical criterion for square integrability (and tempered-
ness) of representations of p-adic groups. See, for example, [16, Proposition III.2.2]. 
A Langlands datum m = ({ρi}
k
i=1, {si}
k
i=1) for Gn consists of a tuple of representations
ρ1, . . . , ρk ∈ Temp and real numbers s1 > s2 > . . . > sk, so that
Σ(m) := ρ1(s1)× · · · × ρk(sk) ∈ Repn .
Such representation Σ(m) is called the standard representation associated with m.
We write Std for the set of isomorphism classes of standard representations, for all
{Gn}n∈Z≥1. We write Mult for the set of possible Langlands data for the groups {Gn}n∈Z≥1 .
The assignment m 7→ Σ(m) is known to be a bijection Mult ∼= Std, in the sense that
m ∈ Mult is uniquely defined by the isomorphism class of Σ(m).
The Langlands Quotient Theorem ([14],[3, XI.2]) gives a bijection
L : Mult→ Irr
defined as follows: The representation L(m) is the unique irreducible quotient of the stan-
dard representation Σ(m).
We will also write Σ(π) := Σ(m) ∈ Std, when π = L(m) ∈ Irr.
We can extract invariants of a representation π ∈ Irr out of the datum m ∈ Mult, for
which π = L(m) holds.
Namely, let us write m = ({πi}
k
i=1, {si}
k
i=1) as before. We then set k(π) = k, smax(π) = s1
and smin(π) = sk.
Similarly, we write k(Σ), smax(Σ) and smin(Σ), for Σ = Σ(m) ∈ Std.
For π1, π2 ∈ Irrn, we say that π1  π2,when [π1] ≤ [Σ(π2)]. This relation puts a partial
order on Irr [17, §7].
Lemma 2.6. Let Σ ∈ Std be a standard representation, and σ1 ⊗ σ2 an irreducible sub-
quotient of J(Σ).
Then, smin(Σ) ≤ c
′(σ1) and c
′(σ2) ≤ smax(Σ).
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Proof. Suppose that
Σ = ρ1(s1)× · · · × ρk(Σ)(sk(Σ)) ,
for ρ1, . . . , ρk(Σ) ∈ Temp and real smax(Σ) = s1 > . . . > sk(Σ) = smin(Σ).
By the Geometric Lemma (2.3), we can write [σ1] ≤ [τ1 × · · · × τk(Σ)] and [σ2] ≤ [τ
′
1 ×
· · ·×τ ′k(Σ)], where for each i = 1, . . . , k(Σ), τi⊗τ
′
i is an irreducible subquotient of J(ρi(si)).
Clearly, τi(−si)⊗ τ
′
i(−si) is a subquotient of J(ρi). Hence, by Proposition 2.5, we have
si ≤ c
′(τi). Now, by Remark 2.1, that means
smin(Σ) ≤ min{c
′(τi)}
k
i=1 ≤ c
′(σ1) .
The second inequality is derived from a similar analysis on {τ ′i}. 
Proposition 2.7. Let Σ+,Σ− ∈ Std be standard representations, for which smax(Σ
−) <
smin(Σ
+) holds.
Let σ+ (resp. σ−) be a (possibly reducible) subquotient of Σ+ (resp. Σ−). We write
s+, s− ∈ N(Cusp) for the supercuspidal supports with Σ+ ∈ Reps+ and Σ
− ∈ Reps−.
Then,
Js−,s+(σ
+ × σ−) = σ− ⊗ σ+
holds.
In particular,
Js−,s+(Σ
+ × Σ−) = Σ− ⊗ Σ+ .
Proof. This proposition follows from [?LM3-conj, Lemma 7]. As the proof in this particular
case is quite simple we include here for the convenience of the reader.
By the Geometric Lemma (2.3), σ− ⊗ σ+ appears as a subquotient of J(σ+ × σ−). We
need to show that there are no further contributions to J(σ+ × σ−)s−⊗s+ .
Assume the converse. Then, again by the Geometric Lemma, there is an irreducible
subquotient σ+1 ⊗ σ
+
2 (resp. σ
−
1 ⊗ σ
−
2 ) of J(σ
+) (resp. J(σ−)), such that supp(σ+1 ) +
supp(σ−1 ) = s
− and supp(σ+2 ) + supp(σ
−
2 ) = s
+.
Since the central character of a representation is determined by its supercuspidal support,
we see that
c(σ+1 ) + c(σ
−
1 ) = c(σ
−) = c(σ−1 ) + c(σ
−
2 )
holds, which implies c′(σ+1 ) = c
′(σ−2 ). Yet, Lemma 2.6 gives a contradiction through
c′(σ−2 ) ≤ smax(Σ
−) < smin(Σ
+) ≤ c′(σ+1 ).

2.6. Sums of Langlands data and relation to the Zelevinsky theory. The Zelevin-
sky classification [17] allows to describe the collection Irr in concrete combinatorial terms.
Using this classification, we can naturally identify the collection Mult with the monoid
N(Seg), where Seg is a certain collection of combinatorial objects (segments) defined by
supercuspidal data. In fact, our notation Mult stands for multi-segments, which is a key
tool in Zelevinsky’s theory.
Although immensely useful for most applications, we will not require the refined clas-
sification for the entirety of this work. We expect this possibility of abstention to be
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advantageous when thinking of the problems at hand as special cases of problems for more
general p-adic groups.
Let us describe the resulting monoid structure on Mult directly as a sum operation on a
pair of Langlands data. Suppose that m1 = ({ρ
1
i }
k1
i=1, {s
1
i }
k1
i=1) and m2 = ({ρ
2
i }
k2
i=1, {s
2
i }
k2
i=1)
are given in Mult. Then, let t1 > . . . > tl be the tuple which satisfies
{t1, . . . , tl} = {s
1
1, . . . , s
1
k1
} ∪ {s21, . . . , s
2
k2
} .
We then define the representations ̺1, . . . , ̺l ∈ Temp as
̺j =


ρ1i tj = s
1
i 6∈ {s
2
1, . . . , s
2
k2
}
ρ2i tj = s
2
i 6∈ {s
1
1, . . . , s
1
k1
}
ρ1i1 × ρ
2
i2
tj = s
1
i1
= s2i2
.
Here we use the known fact for Gn that τ1 × τ2 is irreducible (and tempered) for τ1, τ2 ∈
Temp [2].
Finally, the sum m1 +m2 ∈ Mult is described as ({̺j}
l
j=1, {tj}
l
j=1).
We denote the inherited additive structure on Std and Irr by ∗, that is, Σ(m1)∗Σ(m2) :=
Σ(m1 +m2) and L(m1) ∗ L(m2) := L(m1 +m2).
Remark 2.8. (1) As a consequence of the commutativity of the parabolic induction on
the Grothendieck group level, it is easy to see that [Σ1 ∗ Σ2] = [Σ1 × Σ2], for all
Σ1,Σ2 ∈ Irr.
(2) It is known (see, for example, [9, Theorem 2.6]) that π1 ∗ · · · ∗ πr appears with
multiplicity 1 in the Jordan-Ho¨lder series of π1 × · · · × πr, for all π1, . . . , πr ∈ Irr.
In particular, when π1 × · · · × πr is irreducible, we necessarily have π1× · · · × πr ∼=
π1 ∗ · · · ∗ πr.
3. Cyclicity
3.1. Cyclic representations.
Definition 3.1. We say that a representation π ∈ Rep is cyclic, if there is a standard
representation Σ ∈ Std with a surjective homomorphism Σ→ π.
Our choice of terminology for this definition is based on the analogous notion in the
quantum affine setting [8], where cyclic representations are those that are generated by
their highest weight vector. In both settings the notion differs from the purely algebraic
notion of being generated by an (arbitrary) single vector.
Yet, let us mention that it is known ([3, Proposition XI.2.6(4)]) that for cyclic represen-
tations in our sense there is indeed a (choice of a) generating vector.
Definition 3.2. We say that a tuple of representation π1, . . . , πk ∈ Rep satisfies Cyc(π1, . . . , πk),
if π1 × · · · × πk is cyclic.
Remark 3.3. If π, π′ ∈ Irr we thus have Cyc(π, π′) if and only if SSA(m,m′) in the sense
of [11, Definition 2], where m and m′ are the Zelevinsky multisegments corresponding re-
spectively to π and π′. Through this identification, further aspects of cyclic representations
are explored in [11].
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We prefer our terminology in this setting because of the clear analogy to the quantum
affine setting and the work of Hernandez in [8].
All irreducible representations in Rep are cyclic by the Langlands Quotient Theorem.
In particular, if π1× · · ·× πk is irreducible for π1, . . . , πk ∈ Irr, then Cyc(π1, . . . , πk) holds.
More explicitly, in this case we have a surjection
Σ(π1) ∗ · · · ∗ Σ(πk)→ π1 ∗ · · · ∗ πk ∼= π1 × · · · × πk .
Proposition 3.4. For representations π1, . . . , πk ∈ Irr, the following are equivalent:
(1) Property Cyc(π1, . . . , πk) holds.
(2) The product π1×· · ·×πk is isomorphic to a quotient of the standard representation
Σ(π1) ∗ · · · ∗ Σ(πk).
(3) The representation π1×· · ·×πk has a unique irreducible quotient, which is isomor-
phic to π1 ∗ · · · ∗ πk.
Proof. Clearly, (2) implies (1).
Now, suppose Cyc(π1, . . . , πk) holds. Then, π1×· · ·×πk is a quotient of Σ(n) ∈ Std, for
n ∈ Mult. By Remark 2.8, this means that π1 ∗ · · · ∗ πk  L(n). On the other hand, since
L(n) is the unique irreducible quotient of Σ(n), we obtain that
[L(n)] ≤ [π1× · · · × πk] ≤ [Σ(π1)× · · · ×Σ(πk)] = [Σ(π1) ∗ · · · ∗Σ(πk)] = [Σ(π1 ∗ · · · ∗ πk)] ,
which implies that L(n)  π1 ∗ · · · ∗ πk. Hence, L(n) = π1 ∗ · · · ∗ πk and Σ(n) = Σ(π1) ∗
· · · ∗ Σ(πk). In other words, (2) holds.
Since Σ(π1) ∗ · · · ∗ Σ(πk) has a unique irreducible quotient given by π1 ∗ · · · ∗ πk, (2)
implies (3).
The fact that (3) implies (2) was shown in [9, Lemma 3.2.(5)].

Remark 3.5. When π1, π2 ∈ Irr satisfy Cyc(π1, π2), then Cyc(π1(s), π2(s)) holds for any
s as well.
3.2. Cut-off operations. Suppose that a standard representation Σ = Σ(m) ∈ Std is
given, with m = ({ρi}
k
i=1, {si}
k
i=1) ∈ Mult. For a fixed number r ∈ R, we set l(r) to be the
maximal index for which r < sl(r) holds, if exists. Otherwise, we set l(r) = 0.
We define the Langlands data
m>r = ({ρi}
l(r)
i=1, {si}
l(r)
i=1), m
≤r = ({ρi}
k
i=l(r)+1, {si}
k
i=l(r)+1) ∈ Mult ,
using which we set Σ>r = Σ(m>r) and Σ≤r = Σ(m≤r).
Similarly, for π = L(m) ∈ Irr, we write π>r = L(m>r) and π≤r = L(m≤r).
Clearly, we have smax(Σ
≤r) ≤ r < smin(Σ
>r) and
Σ = Σ>r ∗ Σ≤r = Σ>r × Σ≤r .
Remark 3.6. For any Π,Σ ∈ Std, it is evident that
Π>r × Σ≤r = Π>r ∗ Σ≤r ∈ Std .
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In particular, we see that for any π, σ ∈ Irr, π>r × σ≤r is a quotient of the standard
representation Σ(π)>r × Σ(σ)≤r, which implies that Cyc(π>r, σ≤r) is always satisfied.
With similar reasoning, if we assume that smin(π) ≥ r (note that weak inequality is
enough), then Σ(π)× Σ(σ)≤r ∈ Std and Cyc(π, σ≤r) holds.
Remark 3.7. Any π ∈ Irr is the unique irreducible quotient of Σ(π) = Σ(π>r)× Σ(π≤r).
Hence, π is also a quotient of π>r × π≤r and, by Proposition 2.2, a sub-representation of
π≤r × π>r.
Proposition 3.8. For π1, π2 ∈ Irr that satisfy Cyc(π1, π2) and a number r ∈ R, we have
Cyc(π>r1 , π
>r
2 ) and Cyc(π
≤r
1 , π
≤r
2 ).
Proof. We write si = supp(πi), s
>r
i = supp(π
>r
i ) and s
≤r
i = supp(π
≤r
i ) , i = 1, 2.
By assumption, π1×π2 is a quotient of a standard representation Σ = Σ
>r×Σ≤r ∈ Std.
From Proposition 3.4, we know that Σ = Σ(π1) ∗ Σ(π2). It follows that Σ
>r = Σ(π>r1 ) ∗
Σ(π>r2 ) and Σ
≤r = Σ(π≤r1 ) ∗ Σ(π
≤r
2 ).
Let us denote the functor F = J
s
≤r
1
+s≤r
2
, s>r
1
+s>r
2
. By Proposition 2.7, we have
F (Σ) = Σ≤r ⊗ Σ>r .
Since F is exact, it is enough to show that
(2) F (π1 × π2) =
(
π≤r1 × π
≤r
2
)
⊗ (π>r1 × π
>r
2 ) .
From Remark 3.7 we see that πi is a sub-representation of π
≤r
i × π
>r
i , for i = 1, 2. Thus,
by functor adjunction we know that J(πi) has π
≤r
i ⊗ π
>r
i as a quotient.
By the Geometric Lemma (2.3), we deduce that
(
π≤r1 × π
≤r
2
)
⊗ (π>r1 × π
>r
2 ) appears as
a subquotient of J(π1 × π2).
Now, the above inclusions also show that
[π1 × π2] ≤ [π
>r
1 × π
≤r
1 × π
>r
2 × π
≤r
2 ] = [π
>r
1 × π
>r
2 × π
≤r
1 × π
≤r
2 ] =
∑
i,j
[τ+i × τ
−
j ] ,
where [π>r1 × π
>r
2 ] =
∑
i[τ
+
i ] and [π
≤r
1 × π
≤r
2 ] =
∑
j[τ
−
j ] are the decompositions of the
corresponding representations into their irreducible subquotients.
Note, that for each i,
[τ+i ] ≤ [π
>r
1 × π
>r
2 ] ≤ [Σ(π
>r
1 )× Σ(π
>r
2 )] = [Σ(π
>r
1 ) ∗ Σ(π
>r
2 )] = [Σ
>r] ,
and, similarly, for each j, [τ−j ] ≤ [Σ
≤r]. Hence, by Proposition 2.7, we have
F (τ+i × τ
−
j ) = τ
−
j ⊗ τ
+
i ,
for all i, j. Since F is exact, we obtain the inequality
[F (π1 × π2)] ≤
∑
i,j
[τ−j ]⊗ [τ
+
i ] = [π
≤r
1 × π
≤r
2 ]⊗ [π
>r
1 × π
>r
2 ]
in the appropriate Grothendieck group Rl1 ⊗Rl2 , which completes the proof of (2).

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Corollary 3.9. For π1, π2 ∈ Irr that satisfy Cyc(π1, π2) and a number r ∈ R, we have
Cyc(π>r1 , π2).
Proof. By Proposition 3.8, the standard representation Σ := Σ(π>r1 ) ∗ Σ(π
>r
2 ) maps onto
π>r1 × π
>r
2 . Since smin(Σ) > r ≥ Σ(π
≤r
2 ), we see that Σ× Σ(π
≤r
2 ) ∈ Std. Now,
Σ× Σ(π≤r2 )→ π
>r
1 × π
>r
2 × π
≤r
2 → π
>r
1 × π2
is a surjection by Remark 3.7.

The proofs of Proposition 3.8 and Corollary 3.9, that are built on exactness properties
of the Jacquet functor, effectively substitute the quantum affine q-character tools used in
the analogous proofs of Hernandez [7, 8]. We are curious the see a direct link between the
arguments of this section and q-character properties, when compared under Schur-Weyl
duality.
4. On intertwining operators
4.1. Basics. We recall here some well known facts about intertwining operators [16, §IV.1].
For π1, π2 ∈ Rep and s ∈ C, we write Mπ1,π2(s) for the standard intertwining operator
Mπ1,π2(s) : π1(s)× π2 → π2 × π1(s) .
It depends on the choice of a Haar measure, but this will not be important for us.
It is a standard fact of the theory that the induced representations π1(s) × π2, when
s ranges over complex values, can all be realized on the same function space. The same
holds for the complex family of representations π1 × π2(s). With these identifications in
mind, we can refer to Mπ1,π2(s) as a meromorphic family of operators between two fixed
vector spaces.
Given π1, . . . , πk ∈ Rep and 1 ≤ i < k, it will be convenient to use the notation
M iπ1,...,πk(s) := id×Mπi,πi+1(s)× id for the operator between
π1×· · ·×πi−1×πi(s)×πi+1×πi+2×· · ·×πk → π1×· · ·×πi−1×πi+1×πi(s)×πi+2×· · ·×πk .
Alternatively, we will write simply M i(s).
More generally, for any permutation ω ∈ Sk, we have a standard intertwining operator
Mω(s1, . . . , sk) : π1(s1)× · · · × πk(sk)→ πω−1(1)(sω−1(1))× · · · × πω−1(k)(sω−1(k)) .
In particular, for a simple transposition ǫi = (i i+ 1) ∈ Sk,
M ǫi(s1, . . . , sk) =M
i(si − si+1) .
The following key property of intertwining operators makes them a valuable tool for our
purposes.
Proposition 4.1. For any π1, π2 ∈ Rep, the operator Mπ1,π2(s) is a well-defined isomor-
phism of representations, for all s ∈ C except for finitely many values.
Proof. If π1 and π2 are irreducible, this is well known (see for example [13, Thorme IV.1]).
The reducible case follows from the five lemma. 
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We will also make use of the associativity properties as stated below.
Proposition 4.2. For all π1, π2, π3 ∈ Rep, we have the identities
Mπ1,π2×π3(s) = (idπ2 ×Mπ1,π3(s)) ◦ (Mπ1,π2(s)× idπ3) ,
Mπ1×π2,π3(s) = (Mπ1,π3(s)× idπ2(s)) ◦ (idπ1(s)×Mπ2,π3(s)) .
For representations π1, π2 ∈ Rep, let dπ1,π2 ≥ 0 be the order of the pole of Mπ1,π2(s) at
s = 0 and let
Rπ1,π2 = lim
s→0
sdpi1,pi2Mπ1,π2(s).
Thus, Rπ1,π2 is a non-zero intertwining operator from π1 × π2 to π2 × π1.
In similarity with M i(s), we will use the notation Ri = Riπ1,...,πk = id×Rπi,πi+1 × id.
4.2. Cyclic representations and intertwining operators.
Proposition 4.3. Suppose that π1, π2 ∈ Rep are cyclic representations. Then, for small
enough non-zero s, π1(s)× π2 ≃ π2 × π1(s) is cyclic.
Proof. The representation π1(s) × π2 is a quotient of Σ1(s) × Σ2, for given Σ1,Σ2 ∈ Std.
Suppose that
Σ1 = ρ1(s1)× · · · × ρk(sk),
Σ2 = ρ
′
1(s
′
1)× · · · × ρ
′
l(s
′
l),
are the corresponding decompositions into Langlands data.
For small enough s, by Proposition 4.1 Mρi(si),ρ′j(s′j)(s) are isomorphisms, for all i, j.
Hence,
ρi(si + s)× ρ
′
j(s
′
j)
∼= ρ′j(s
′
j)× ρi(si + s) .
We see as a consequence that Σ1(s)× Σ2 ∼= Σ1(s) ∗ Σ2 is a standard representation.

Lemma 4.4. Suppose that Cyc(π1, π2) holds for π1, π2 ∈ Irr. Then, the image of Rπ1,π2 is
an irreducible representation given by π1 ∗ π2.
Moreover, up to a scalar, Rπ1,π2 is the only non-zero intertwining operator from π1 × π2
to π2 × π1.
Proof. By Proposition 3.4, π1 ∗ π2 is the unique irreducible quotient of π1 × π2. Through
Proposition 2.2, we also know that π1 ∗ π2 is the unique irreducible sub-representation of
π2 × π1.
Now, suppose that T : π1 × π2 → π2 × π1 is a non-zero intertwining operator. We
write K = ImT . Then, K must have both a unique irreducible quotient (as a quotient of
π1 × π2) and a unique irreducible sub-representation (as a sub-representation of π2 × π1).
In particular, both the quotient and the sub-representation must be isomorphic to π1 ∗ π2.
However, by Remark 2.8(2), π1∗π2 cannot appear inK with multiplicity. Thus, K ∼= π1∗π2.
As a consequence, we see that such T is unique, up to a scalar.

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Proposition 4.5. Suppose that π1, . . . , πk ∈ Irr are representations, for which Cyc(πi, πj)
holds for all 1 ≤ i < j ≤ k.
Let ω = ǫit · · · ǫi1 ∈ Sk be a permutation given in terms of a reduced decomposition into
simple transpositions.
Then,
(1) The image of the operator
R := Rit ◦ · · · ◦Ri1 : π1 × · · · × πk → πω−1(1) × · · · × πω−1(k)
contains π1 ∗ · · · ∗ πk as an irreducible subquotient. In particular, R is non-zero.
(2) If σ1, . . . , σl ∈ Irr are such that ImR < σ1 × · · · × σl < πω−1(1) × · · · × πω−1(k),
π1 ∗ · · · ∗ πk = σ1 ∗ · · · ∗ σl ,
and σ1 × · · · × σl is cyclic, then ImR = σ1 × · · · × σl.
Proof. We prove (1) by induction on the length of ω, that is, t.
By the induction hypothesis for ω′ := ǫitω, the image R
it−1 ◦· · ·◦Ri1 has Π := π1∗· · ·∗πk
as a subquotient. Thus, it is enough to prove that Π does not appear in the kernel of Rit .
By Remark 2.8(2), Π appears in πω′−1(1) × · · · × πω′−1(k) with multiplicity 1. Hence, it is
enough to show that Π appears in the image of Rit . Indeed, since the given decomposition
of ω is reduced, we know that ω−1(it) < ω
−1(it+1) and Cyc(πω−1(it), πω−1(it+1)) holds. Thus,
by Lemma 4.4, ImRit is given as
πω−1(1) × · · · × πω−1(it) ∗ πω−1(it+1) × · · · × πω−1(k) .
In particular, again by Remark 2.8(2), it contains Π.
The proof of (2) is straightforward: the condition π1 ∗ · · · ∗ πk = σ1 ∗ · · · ∗ σl implies
(Proposition 3.4) that π1 ∗ · · · ∗πk is the unique irreducible quotient of σ1×· · ·×σl, which
also appears in it with multiplicity 1. We must thus have ImR = σ1 × · · · × σl. 
5. Proof of the main theorem
We start with a simple lemma in linear algebra, which will serve us through the main
induction step.
Lemma 5.1. Let U, V,W be complex vector spaces.
Let {Fs} be a meromorphic family of linear maps from V into W . Let g : U → V and
f : V → W be given linear maps, such that
0 6= f = lim
s→0
sdFs ,
holds for a suitable integer d ≥ 0. (i.e. f is the leading term of Fs in s = 0.)
If f is surjective and Fs ◦ g is surjective, for all s in a punctured neighborhood of 0, then
f ◦ g is surjective as well.
Proof. Since f is surjective, it is enough to prove that Im g+ker f = V . By the assumption,
Im g + kerFs = V holds, for s in a punctured neighborhood of 0. Yet, from continuity
kerFs ⊂ ker f holds, for small enough s.

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Theorem 5.2. Let π1, . . . , πn ∈ Irr, be such that Cyc(πi, πj) holds, for all 1 ≤ i < j ≤ n.
Then, Cyc(π1, . . . , πn) holds as well.
Proof. We set K = K(π1, . . . , πn) :=
∑n
i=1 k(πi), and prove the theorem by induction on
K.
Let us write Π := π1 ∗ · · · ∗ πn ∈ Irr. We set
r := smin(Π) = min{smin(π1), . . . , smin(πn)} ∈ R .
It is clear that, for all 1 ≤ i ≤ n, we have either π≤ri ∈ Irr0 (i.e. πi = π
>r
i ), or k(π
≤r
i ) = 1,
that is, Σ(π≤ri ) = π
≤r
i and π
≤r
i (−r) ∈ Temp.
Let 1 ≤ i0 ≤ n be the minimal index for which π
≤r
i0
6∈ Irr0. For all 1 ≤ i < i0, we
have πi = π
>r
i , hence, Cyc(πi, π
>r
i0
) by Proposition 3.8. From Corollary 3.9 we see that
Cyc(π>ri0 , πj), for all i0 < j ≤ n.
Since K(π>r1 , . . . , π
>r
i0
, πi0+1, . . . , πn) < K, the induction hypothesis implies
Cyc(π>r1 , . . . , π
>r
i0
, πi0+1, . . . , πn) .
In particular, there is a surjective map
Σ× π≤ri0 → π1 × · · · × πi0−1 × π
>r
i0
× πi0+1 × · · · × πn × π
≤r
i0
,
for Σ ∈ Std. Yet, since π≤ri0 (−r) ∈ Temp and smin(Σ) ≥ r, we see that Σ × π
≤r
i0
∈ Std. In
other words,
π1 × · · · × πi0−1 × π
>r
i0
× πi0+1 × · · · × πn × π
≤r
i0
is a cyclic representation.
In case i0 = n we are done by Remark 3.7. Otherwise, let us write Λ = πi0+1×· · ·×πn−1.
The rest of the proof will be dedicated to producing a surjective map
π>ri0 × Λ× πn × π
≤r
i0
→ πi0 × Λ× πn ,
which will imply that π1 × · · · × πn is cyclic.
Note, that since smax(π
≤r
i0
) ≤ smin(πi), for all 1 ≤ i ≤ n, we have Cyc(πi, π
≤r
i0
). By the
induction hypothesis, we also have Cyc(πi0 , . . . , πn−1).
Using this fact and Proposition 4.5(2), we see that the image of the operator
S = R
π>ri0
,π
≤r
i0
◦R
π2,π
≤r
i0
◦ · · · ◦R
πn−1,π
≤r
i0
: π>ri0 × Λ× π
≤r
i0
→ π≤ri0 × π
>r
i0
× Λ ,
is πi0 × Λ.
Hence, we have a surjective map
f := S × idπn : π
>r
i0
× Λ× π≤ri0 × πn → πi0 × Λ× πn .
It is left to show that
Γ := f ◦ g : π>ri0 × Λ× πn × π
≤r
i0
→ πi0 × Λ× πn
remains surjective, where g = R3
π>ri0
,Λ,πn,π
≤r
i0
.
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In case i0 = n − 1 (i.e. Λ ∈ Irr0), the surjectivity of Γ follows again from Proposition
4.5(2) and Cyc(πi0 , πn). Thus, to ease notation, we may assume without loss of generality
that i0 = 1 and n ≥ 3 for the rest of the proof.
We would like to deform the map f . We set Fs = S(s)× idπn, where
S(s) := R1
π>r
1
,π
≤r
1
,Λ(s)
◦M2
π>r
1
,Λ,π≤r
1
(s) : π>r1 × Λ(s)× π
≤r
1 → π1 × Λ(s) .
By Proposition 4.2, we have S = lims→0 s
dS(s) and f = lims→0 s
dFs, for a suitable power
d ≥ 0.
By Lemma 5.1, it is left to show that Γ(s) = Fs ◦ g is onto π1 × Λ(s) × πn for small
enough non-zero s.
Note, that Γ(s) = T1 ◦ T2 ◦ · · · ◦ Tn, where
Tn = R
n : π>r1 ×π2(s)×· · ·×πn−1(s)×πn×π
≤r
1 → π
>r
1 ×π2(s)×· · ·×πn−1(s)×π
≤r
1 ×πn ,
while for all 2 ≤ i ≤ n − 1, Ti = M
i
π>r
1
,π2(s),··· ,πi,π
≤r
1
,πi+1(s),··· ,πn−1(s),πn
(s) is (By Proposition
4.1 and the uniqueness in Lemma 4.4) the intertwining operator
Ri : π>r1 × π2(s)× · · · × πi(s)× π
≤r
1 × πi+1(s)× · · · × πn−1(s)× πn →
→ π>r1 × π2(s)× · · · × π
≤r
1 × πi(s)× πi+1(s)× · · · × πn−1(s)× πn .
Finally,
T1 = R
1 : π>r1 × π
≤r
1 × π2(s)× · · ·× πn−1(s)× πn → π
≤r
1 × π
>r
1 × π2(s)× · · ·× πn−1(s)× πn.
Let us verify that Γ(s), with the above decomposition in mind, fits the conditions in the
statement of Proposition 4.5.
By Proposition 4.3, for all 2 ≤ i ≤ n − 1, we have Cyc(π>r1 , πi(s)), Cyc(πi(s), πn) and
Cyc(πi(s), π
≤r
1 ). By Remark 3.5, we have Cyc(πi(s), πj(s)), for all i < j. By Corollary 3.9,
we have Cyc(π>r1 , πn). By Remark 3.6 we get Cyc(π
>r
1 , π
≤r
1 ) and Cyc(πn, π
≤r
1 ). Finally,
π1 × Λ(s) × πn ≃ π1 × πn × Λ(s) by Proposition 4.1 and π1 × πn × Λ(s) is cyclic by
Proposition 4.3.
We can now use Proposition 4.5(2): the image of Γ(s) must be onto π1×Λ(s)×πn which
finishes the proof of the Theorem. 
5.1. On irreducibility of parabolic induction. In this Paragraph we prove the follow-
ing corrolary.
Corollary 5.3. Let π1, . . . , πn ∈ Irr be given.
Then, πi × πj is irreducible for all 1 ≤ i < j ≤ n, if and only if, π1 × · · · × πn is
irreducible.
Proof. One direction is obvious by exactness of parabolic induction. Let us prove the
converse.
Recall that, for all i < j, since πi × πj ∈ Irr, we have πj × πi ∼= πi × πj . In particular,
Cyc(πi, πj) holds, for i 6= j. Thus, by Theorem 5.2, both Θ = π1 × · · · × πn and Θ
′ =
πn × · · · × π1 are cyclic.
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Therefore, Π = π1 ∗ · · · ∗ πn = πn ∗ · · · ∗ π1 appears as a unique irreducible quotient of
both Θ and Θ′. Through Proposition 2.2 this also means that Π is unique irreducible sub-
representation of Θ. Arguing as in the proof of Lemma 4.4, this forces Θ to be irreducible.

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