Let f be a noncommutative polynomial in two variables. Let S be a multiplicative semigroup of linear operators on a finite-dimensional vector space and T a fixed linear operator such that f (T, S) is nilpotent for all S in S. In [3] the authors propose questions, what one can say about the invariant subspace structure of S under this and other related conditions. In particular, they study the question under the condition that [S, T ] 2 = 0, where T is a given idempotent of rank one. In this paper we extend some of the results given there to the case that T is a given idempotent of rank two.
Introduction
Several authors have studied the effect of polynomial conditions on reducibility and (simultaneous) triangularizability of semigroups of operators in the following sense. Let S be a (multiplicative) semigroup of linear operators on a finite-dimensional vector space V over an algebraically closed field. (The semigroup may have to satisfy more conditions to get certain results, e.g., it may be required that it be a group or an algebra.) Let f be a noncommutative polynomial in two variables. One may assume conditions such as f (S, T ) = 0 for all S and T in S, or tr f (S, T ) = 0, or f (S, T ) is nilpotent for all pairs. When does such a condition imply that S is abelian, (simultaneously) diagonalizable, triangularizable, or at least reducible, i.e., has a common nontrivial invariant subspace? Guralnick proved in [1] that if the polynomial xy − yx is nilpotent on S, then S is triangularizable. In particular, if S is a bounded group of operators on a complex vector space, then this condition implies that S is actually commutative (and therefore diagonalizable). For an extension of this result to infinite dimensions see [5] . For results on more general polynomials see [2] .
In this paper we consider polynomial conditions involving operators from outside the semigroup S. For example, if T is a fixed operator (not necessarily from the semigroup) and f (S, T ) = 0 for all S in S, what can we conclude about the structure of invariant subspaces of S? Even for simple polynomials, this question seems much harder than the previously mentioned kind of questions, perhaps not surprisingly. In [3] the authors study reducibility conditions on semigroups satisfying a nilpotency condition with respect to an idempotent of rank one. Assuming higher ranks in the condition studied there seems to yield a much harder problem. It is the main purpose of this paper to study a similar condition with an idempotent of rank two. In order to do so we have to develop some techniques which appear to be new in the field.
Throughout the paper we will consider only complex vector spaces, although most of our results extend easily to the case of an arbitrary algebraically closed field.
Singly generated semigroups
In this Section we fix an idempotent P ∈ M n (C) of rank two. We will consider commutators of P with elements S from a semigroup S ⊂ M n (C) of matrices. We continue study of the condition
satisfied by all S ∈ S started in [3] . We need to introduce some new techniques. Observe that the dimension of the underlying space n has to be at least 2 so that idempotents of rank two exist and it has to be at least 3 in order that this condition is not always satisfied. However, in dimension n = 3 the idempotent Q = I − P of rank one yields an equivalent condition to (2.1), so that it is reasonable to assume that n is no smaller than 4 since the case of idempotent of rank one has already been covered in [3] . Write the matrix S in a block form with respect to the decomposition induced by the idempotent P as
and condition (2.1) on S implies that BC = 0 and CB = 0. So, we can conclude.
Lemma 2.1. If condition (2.1) holds for a given matrix S, then either (a) at least one of operators B and C is zero, or (b) operators B and C are both of rank one.
Proof. If (a) is not true, then B and C are both nonzero. However, since their product CB is zero, neither of them is of full rank two.
If S ∈ S satisfies condition (b) of this lemma, then we call it (just for the purpose of this paper) a matrix of rank one corners. Let now S be an invertible matrix of rank one corners satisfying condition (2.1). Then, we can write B = xu tr and C = vy tr for some nonzero two-dimensional columns x and y and (n − 2)-dimensional columns u and v. If we write the matrix S 2 in the same block form
we get that B = Axu tr + xu tr D and C = Dvy tr + vy tr A.
The fact that S is invertible has a few simple implications that will be used frequently in the sequel. First, CB = 0 implies that AB = 0 and similarly BD = 0. If, in addition, S 2 also satisfies condition (2.1), then the products Ax, u tr D, Dv, and y tr A are all nonzero. These follow immediately from the next proposition. Proposition 2.2. Let S be an invertible matrix such that S and S 2 both satisfy condition (2.1). Let S have rank one corners and denote by xu tr , respectively vy tr , the northeast corner, respectively southwest corner of S, then either In both cases the northwest corner and the southeast corner of S are invertible matrices.
Proof. Matrix S 2 also satisfies either (a) or (b) of the Lemma. If in the first case B is zero, then, in particular, there exists a scalar α such that Ax = αx. The fact that y tr A = βy tr for some scalar β then follows by the fact that y tr is the (up to multiplicative constant) unique row vector perpendicular to x. Since CB = 0, we have that Cx = 0 and y tr B = 0, and consequently, x 0 is a right eigenvector of S and y tr 0 is a left eigenvector of S. The case C = 0 is obtained from the previous case by going to the transposed matrix of the matrix S. In either of the cases we have shown that the assertion (b1) holds. Now, if B and C are both nonzero, then they are of rank one by Lemma 2.1. If Ax and x are parallel, i.e. linearly dependent, we proceed as above. A similar conclusion follows if y tr and y tr A are parallel, so that we are again in case (b1). It remains to treat the case that both pairs of vectors are linearly independent. In this case we get that u tr and u tr D are parallel and also that v and Dv are parallel, so that u tr is a left eigenvector of D and v is a right eigenvector of D. The fact that these are also eigenvectors of S now follows from equality BC = 0 and (b2) holds.
It remains to verify the last assertion of the proposition. In case (b1) it is clear that α and β, the respective eigenvalues corresponding to the two eigenvectors, are nonzero since they are eigenvalues of the invertible matrix S. However, they are also (both) eigenvalues of A (in the above notation), it follows that A is invertible. Invertibility of D now follows by, say, a standard exercise in determinant analysis. Write the matrix of S in a basis in which A is upper triangular with α and β on the diagonal. The determinant of S can now be computed by expanding on the first column and the second row to get the product of α, β, and the determinant of D. So, S is invertible if and only if D is invertible. Case (b2) goes similarly. We first observe that the two eigenvalues are nonzero and then write the matrix of S so that the corresponding eigenvectors are set on the first column and respectively the last row of the second block. Next, we expand the determinant of S first on this column and then on this row. Finally, we observe that the only nonzero term in the expansion is the determinant of a block-diagonal matrix, the blocks being equal to A, respectively to the rest of D after crossing out the first of its columns and the last of its rows.
Let P ∈ M n (C) be an idempotent of rank two such that condition (2.1) is satisfied for all S ∈ S, where S ⊂ M n (C) is a one-generated semigroup of invertible matrices. Apply Lemma 2.1 and Proposition 2.2 to the generator S of the semigroup. Case (b) of the lemma yields either (b1) of the proposition implying case 1 below, or (b2) implying case 2. Case (a) yields the other two possibilities. Thus, at least one of the following conditions holds true:
1. The generator satisfies condition (b1) of the proposition.
2. The generator satisfies condition (b2) of the proposition.
3. The semigroup leaves ImP invariant.
The semigroup leaves KerP invariant.
We will call within this paper a one-generated semigroup (or its generator) to be of type i if it satisfies the i-th condition of this list. Note that a generator can be of more than one type at the same time. In particular, the generator can be simultaneously of type 1 and 2, or it can be simultaneously of type 3 and 4. However, if the generator is of either type 1 or 2, it has rank one corners and it cannot be of neither type 3 nor 4. Moreover, if it is of either type 3 or 4, it does not have rank one corners and it cannot be of neither type 1 nor 2.
On the other hand, the type of the generator does not determine the type of its powers. For example, the 4 × 4 matrix
where I is the 2×2 identity and N is a 2×2 nilpotent of rank one, generates a group of two elements. If P is the projection on the first block along the second one, the group satisfies condition (2.1) and S is simultaneously of type 1 and 2, while its square is simultaneously of type 3 and 4.
3 Two-generated semigroups
In this section we consider an idempotent P ∈ M n (C) of rank two and two invertible elements S and T of a semigroup S ⊂ M n (C) satisfying condition (2.1) for all S ∈ S. Each of these two elements and their products is of one of the four types introduced in the previous section. We will try to reduce the number of all these possibilities. We assume that S has rank one corners, so that we can write it in the form
If S is of type 1, then its k-th power can be computed as
for a sequence of scalars λ k and sequences of (n − 2)-dimensional columns u k and v k , for any k ∈ N. This can be shown inductively:
Actually, this proof also yields the formulas for computing the two sequences of vectors u
, where α and β are the eigenvalues of A defined by Ax = αx and y tr A = βy tr , i.e. they are of the form a polynomial in D multiplied by u tr on the left, respectively v on the right. Recursive formulas for the sequence λ k are also obtainable from the above. If S is of type 2, then its k-th power can be computed as
for a sequence of scalars µ k and sequences of 2-dimensional columns x k and y k , for any k ∈ N. This can again be shown inductively: Consider another operator T that also has rank one corners and write it similarly
The powers of T can be written either in the form (3.1) or (3.2) depending on whether T is of type 1 or 2. For any given indices j, k ∈ N the northeast corner of the product S j T k is of one of the following four types depending on whether operator S, respectively T , is of type 1, respectively 2:
We have labelled these cases in a self-explanatory way: NEpq means the northeast corner of S j T k whenever S is of type p and T is of type q for p, q = 1, 2. Note that here we do not give the actual northeast corner blocks of the product S j T k , but equivalent matrices obtained by multiplying these blocks on the left and on the right with the respective diagonal blocks of S j and T k . Similarly, in these cases the southwest corner of the same power is of one of the following four types (labelled as above):
In the proof of these facts we need the following lemma:
Lemma 3.1. If A is an invertible matrix and N is a square zero nilpotent such that the products N A and AN are both scalar multiples of N , then (A + N )
Proof. A straightforward computation after observing that the products N A −1 and A −1 N are also scalar multiples of N .
It is now easy to get the above eight assertions. To prove NE12, say, one has to multiply the first block-row of the matrix (3.1) with index k replaced by j with the second blockcolumn of the matrix (3.2) with matrices x k , u and so on replaced respectively by x k , u and so on. The result is then multiplied by the inverses of matrices A j + λ j xy tr from the left hand side and D k + µ k v u tr from the right hand side. In this way each of the above eight expressions becomes a sum of two rank-one operators, one depending only on the jth power of operator S and the other one depending only on the k-th power of operator T . Using the previously established eigenvector-eigenvalue relations we can slightly simplify these equations further into:
Maximal possible rank of any of these corners is two in which case we will say that this corner is of full rank. If S and T are both of type 1 and the two eigenvectors of their respective northwest corners are parallel, and may therefore be assumed with no loss of generality equal, i.e. x = x and y tr = y tr , we will say that they are simultaneously of type 1. Similarly, if they are both of type 2 and the two eigenvectors of their southeast corner are parallel, and may therefore be assumed with no loss of generality equal, i.e. u tr = u tr and v = v, we will say that they are simultaneously of type 2. The following proposition says that these are the only two cases to be considered.
Observe that in the proofs of the following Proposition we only need condition (2.1) to be satisfied by elements of a subsemigroup of S generated by two elements S and T of S. Proposition 3.2. Let a semigroup S ⊂ M n (C) of invertible matrices satisfy condition (2.1) for all S ∈ S and a fixed idempotent P ∈ M n (C) of rank two, and let elements S and T of S have rank one corners. Then they are either simultaneously of type 1 or simultaneously of type 2.
Proof. We treat the four possible cases separately.
Case I. Elements S and T of the semigroup are both of type 1 but not necessarily simultaneously. In the notation above we have in our case that either x is not parallel to x or y tr is not parallel to y tr . By considerations as at the beginning of the proof of Proposition 2.2 these two conditions are actually equivalent so that we have that neither x is parallel to x nor y tr is parallel to y tr . We consider the northeast corner, respectively the southwest corner of products ST and ST 2 . None of these corners can be zero and consequently all of them are of rank one by Lemma 2. Case II. Element S is of type 1 and element T is of type 2. We first suppose that there is an index j ∈ N such that u tr is not parallel to u tr j . Under this assumption it may happen that for some index k ∈ N either (1) x k is not parallel to x, or (2) x k is parallel to x. If (1) is true, then the northeast corner of the product S j T k is of full rank implying that its southwest corner is zero, so that, in particular, y tr k A −k is parallel to y tr . If, on the other hand, (2) is true, then the northeast corner of this product is of rank one. The fact that the product of the two corners is zero (together with the fact that the product of the corresponding corners of S j is zero) now implies that, again, y tr k A −k is parallel to y tr . Therefore, the latter conclusion is true for all k ∈ N forcing operator T to be also of type 1 and reducing this case to Case I.
Next, we suppose that there is an index j ∈ N such that D −j v j is not parallel to v.
Under this assumption it may happen that for some index k ∈ N either (1) y (1) is true, then the southwest corner of the product S j T k is of full rank implying that its northeast corner is zero, so that, in particular, x k is parallel to x. If, on the other hand, (2) is true, then the southwest corner of this product is of rank one. The fact that the product of the two corners is zero now implies that, again, x k is parallel to x. Therefore, the latter conclusion is true for all k ∈ N forcing again operator T to be also of type 1 and reducing this case to Case I.
In order to finish the proof of Case II it remains to treat the possibility that for all indices j ∈ N we have that u Case III. Element S is of type 2 and element T is of type 1. This case can be brought to case II by considering the semigroup of matrices made of transposed matrices of the semigroup S. Observe that the new semigroup has the opposite multiplication, while the types of corresponding elements do not change.
Case IV. Elements S and T of the semigroup are both of type 2 but not necessarily simultaneously. We first study the case that u tr is not parallel to u tr and consider the product S j T k for j ∈ N and k ∈ N. Just as in the proof of Case II we show that given any j ∈ N we have that y tr j is parallel to y
Consequently, T is of type 1 reducing our case to case III. Next, if v is not parallel to v, we can reduce the problem to the previous one by going to the transposes. And finally, if both u tr is parallel to u tr and v is parallel to v, then S and T are simultaneously of type 2.
Semigroups of invertible elements
For a given idempotent P of rank 2 let condition (2.1) hold for all S in a semigroup S of invertible matrices and let C be the set of all S ∈ S with rank one corners. Proof. First assume that C contains an operator S ∈ C that is of type p and not of type q for p = q ∈ {1, 2}. Furthermore, choose an operator T ∈ C different form S. By Proposition 3.2, T has to be simultaneously of the same type with S. Since S is not of type q, they are simultaneously of type p. Now, since T is arbitrary, the lemma follows.
It remains to treat the case that all the members of C are of both types. We want to show that there exist a type p ∈ {1, 2} such that they are all simultaneously of type p. Assume the contrary. Then there are operators S, T ∈ C such that they are (by Proposition 3.2) simultaneously of type p but not simultaneously of type q for some p = q ∈ {1, 2}; and furthermore, there exists an operator R ∈ C which is (again by Proposition 3.2) simultaneously of type q with S and simultaneously of type q with T . This brings us to the conclusion that S and T are simultaneously of type q in contradiction with the above.
So, we can speak about the type of the set C and write C = C 1 if the members of C are of type 1 and C = C 2 in the other case. In the proof of the following theorem we need an easy and well-known fact that we state here for reference. Lemma 4.2. Let S be invertible. If T S and S have a joint right eigenvector x, then x is also an eigenvector of T . If ST and S have a joint left eigenvector y tr , then y tr is also an eigenvector of T .
Proof. From Sx = αx and T Sx = βx for some scalars α and β we get α = 0 and T x = α −1 T (Sx) = α −1 βx. The second claim follows from the first one by going to the transposes. Theorem 4.3. Let a semigroup S ⊂ M n (C) of invertible matrices satisfy condition (2.1) for all S ∈ S and a fixed idempotent P ∈ M n (C) of rank two and denote by C the set of elements with rank one corners. Then either: Proof. If ImP is invariant for S, then C is empty and we are done. If KerP is invariant for S, we are done as well. In both cases (a) holds. Let us assume from now on that (a) is not true. We will first show that in this case C is nonempty. Assume the contrary. Then, there is an S ∈ S of the form
and a T ∈ S of the form
such that B and C are both nonzero. Since A and A are invertible, it follows easily by Lemma 2.1 that T S ∈ C, so that C is nonempty, contradicting the above. By Lemma 4.1 we have that either C = C 1 or C = C 2 . Consider the case that S contains operators S and T of the form If in this case C = C 1 , then x is the common right eigenvector of all northwest corners of elements of C, because it is a column of the northeast corner of ST ∈ C 1 . So, it is an eigenvector of A A + xu tr vy tr and consequently also an eigenvector of A A. Moreover, since Ax is a column of the northeast corner of T S ∈ C 1 , it has to be parallel to x, so that x is also an eigenvector of A. By Lemma 4.2, x is also an eigenvector of A. A similar argument proves that y tr is a left eigenvector of both A and A. The fact that y tr x = 0 then implies that
which is a common right eigenvector of all elements of C, is also a right eigenvector of both S and T . Similarly, y = y tr 0 is a common left eigenvector of all elements of C together with S and T . The case that C = C 2 goes similarly. If S \ C contains an operator T of block-diagonal form T = A 0 0 D it follows easily that T has the same right eigenvector and the same left eigenvector as all the members of C. Finally, it remains to treat the cases that either all the members of S \ C are block upper-triangular or they are all block lower-triangular. In either case elements of C have a common right eigenvector and a common left eigenvector. In order to finish the proof it suffices to show that in both cases the two eigenvectors are common for elements T ∈ S \C as well. Now, assume that all the members of S \ C are block upper-triangular, choose a T of the kind and an S ∈ C. Then neither ST nor T S is block upper-triangular, so they both belong to C. It follows by Lemma 4.2 that T has the same right eigenvector as T S and S and the same left eigenvector as ST and S and we are done. The other case follows by going to the transposes.
