Abstract-In this paper we report on our ongoing research on wearable active vision, where we have iteratively prototyped a Wearable Visual Robot -a body mounted robot for which the main sensor is a camera. Two main areas have been studied: robot design and visual algorithms. In the design stage, we have analysed sensor placement through the computation of the field of view and body motion using a 3D model of the human form. A design methodology for the robot morphology was developed with the help of an optimisation algorithm based on the Pareto front. The wearability of the device has progressed over several iterations as have the sensor and control architectures. In terms of visual algorithms, we have studied methods of visual tracking fused with inertial sensors, real-time template tracking, human head pose recovery and more recently real-time simultaneous ego-localisation and autonomous 3D map building. Our main long-term application areas are enhanced remote collaboration and autonomous wearable assistants that use vision.
Introduction
With the substantial increase in portable computing power over the last few years, visual perception has become a realisable application in wearable computing. In our laboratory we have been begun to marry active vision with wearable robotics by designing and building a lightweight, wearable and directable camera (figure 1), able to stabilise itself against disturbance using both inertial and visual sensing cues [1] . Such a robot has applications in prosthetic sensing, tele-cooperation and as a computer interface with a unique perspective of the wearer's activities and surroundings.
At the human scale, a moving camera is a good compromise between high resolution and small volume. Both criteria are of great importance for living beings and thus, not surprisingly, important to any wearable agent that browses the world using a visual sensor. Depending on its extent, robot motion can be used to compensate for user posture and motion changes or even perhaps to view places occluded in the line of sight from an otherwise fixed sensing location.
A wearable robot equipped with vision is in a position to detect both the actions of its wearer (e.g. grasping motions) and the state of the environment (e.g., the window is open), and therefore has the potential to act as an assistant to a wearer working in various domains. It could act as an aid to memory in a construction scenario, helping the wearer keep track of tools and materials; it could provide warnings of dangerous situations or objects, or draw attention to those of interest; with possession of specific domain knowledge it could provide the wearer with a work-plan. Fig. 1 . The current wearable robot has three motorised axis, is worn above the shoulder and it is equipped with a firewire video camera.
In this paper we describe in broader terms the design issues for wearable active vision that we have studied, namely sensor placement, robot design and wearability. We also comment on our past and ongoing results regarding the design of visual and control algorithms for this kind of wearable interface.
We preface discussion of these issues by considering the frames of reference we wish the wearable robot camera to address.
Wearable robots and frames of reference
The key link between the types of tasks that a wearable sensor is expected to perform and the design of the mechanism and controller is through the frames of reference that the sensor must address. We have identified three classes of frame of reference for wearable visual sensing. First is the set of frames attached to different parts of the wearer's body which are particularly relevant to sensing the wearer's task -perhaps sensing the manipulative space in front of the user's chest, or where the user's head is pointing. Second is the frame aligned with the static surroundings, where for example, the camera might wish to maintain alignment with gravity; and third is the class of frames defined by the wearer's position relative to independent moving objects, particularly relevant to object tracking.
For a wearable visual robot to work in all these frames of reference, it is essential both to be able to decouple the wearer's motions from those of the sensor, and to provide a wide field of view (FOV). Both requirements can be met by allowing the camera to control its direction of gaze, removing the need to carry multiple sensors and hence reducing bulk and power consumption. Furthermore, as the device is going to be in close proximity to humans, we believe that a sensor able to indicate where it is looking (and hence where it is not looking) is more socially acceptable than using or wearing wholly passive sensors.
Sensor placement
A variety of solutions for placing wearable passive cameras on the human body appear in the literature (see for example [2] , [3] , [4] ). However, little or no research has been reported analysing the performance of visual sensing in different body locations, and the lack of quantitative measures makes comparative assessment impossible.
To simulate the placement of cameras on the human form, we have resorted to a polygonal model from the Human Animation Working Group [5] . The model consists of some 1000 marker points and 1800 polygons arranged into 16 body-segments which can be independently rotated to simulate different body poses. The code allows the simulated camera to be positioned arbitrarily in space around the body or, for exploring how performance changes with movement, in a position fixed relative to one of the humanoid's polygons by establishing a local coordinate system on it. Occlusion in any direction is determined by raytracing from the camera's optical centre and checking for intersection with any of the component polygons.
Absolute field of view
How much can a camera see from a given position? Figure 2(a) shows the complete human model with the shade of each polygon indicating the FOV for a device placed 37.5mm above it. Light areas indicate a small field of view, dark areas a wide one, and the shade has been quantised for clarity. As the model is quite thin, any position on the periphery of the coronal anatomical plane has a wide view, including the outside edges of the hands, arms, legs and shoulders. In particular we note that the head, the position of choice for many researchers and nature, is preferable, as are the shoulders. This comes as no surprise: however it is important to note which alternative placements are favourable if these locations cannot be used, say for social reasons.
In most positions, raising the sensor away from the body reduces the degree of occlusion. In Figure 2 (b) we show the change in occluded fraction as the camera is moved away from the surface from 0mm to 150mm in five favoured body locations. At all of the chosen positions the occlusion reduces as the height is increased, but the most significant gains are made for the head-mounted positions and shoulder area. For these positions, increasing the displacement beyond 50mm makes no significant improvement.
View of the handling space
Of particular importance in a number of applications is the visibility of the user's hands and the objects that they are manipulating. The area immediately in front of the chest is the region in which the majority of manipulation occurs. Based on data from biomechanical analysis [6] we evenly filled a volume of 0.5×0.5×0.25m
3 with points and cast a ray to each of them to measure the proportion of the volume visible from the device. Here we have combined the areas suggested for precision, medium and heavy work into a volume we might call the handling space. The results obtained from simulation were used to shade the polygons of Figure 2 (c).
User motion
When making measurements outside the wearer's frame, such as viewing an object in the scene, the amount of underlying body motion that must be compensated for is an important feature in determining location. The degree of motion encountered varies enormously with the task, and the example chosen here is that of walking. The amount of motion is characterised as the length of the path described by each point on the figure as it walks through space, corrected to discount forward translation. The results are shown in Figure 2( 
Fusing the criteria
We are interested in addressing all the three frames of reference described in section 2, and therefore maximal FOV and minimal motion are the primary requirements. We are also interested in maintaining a moderate view of the handling space, but consider it of less importance. Figure 3 shows the resulting scores over the body for gains of g FOV = 50, g motion = 30, g handling = 1. As before, favourable sites are shown dark and unfavourable ones light; the best sites are on the head and shoulders. Although positions on the head dominate the map, it is important to have the ability to decouple the sensor's attention from the user's attention.This suggests that the sensor should not be placed on the head, and when FOV is important the shoulder emerges as the best alternative. Decoupling is especially important for tele-cooperation, where the remote operator may require an independent point of view. Table I summarises sensor placement when all the frames of reference are important.
Robot morphology optimisation
The robot has been subject to optimisation against seven criteria, all of which should be minimised: (i) working volume; (ii) self collisions between motors and sensors, which
generated variations of the 3D coordinates of camera and motors and after these seven criteria were evaluated for each variation, a Pareto test of non-dominance [7] was applied to select the best candidates from which the final robot was built as detailed in [9] . The non-dominance test checks every available solution; a multi-criteria solution S1 is declared non dominated by S2 if S1 is as good as S2 in all criteria, or if it is better in at least one of those criteria. All non-dominated candidates are part of the Pareto-front and are the only ones that need to be considered for further stages of design. Figure 4 shows how different space positions of the robot's components generate different working volumes that in turn impact on the performance of the considered criteria. 
The current device
For the most recent version of the Wearable Robot we have used a Firewire camera for which the sensor (a colour SONY Wfine* CCD with 640x480 pixels) was extracted and mounted on top of the motorised platform. The camera connects via cable with the computer.
In the past, we have used accelerometers to stabilise the camera with respect to gravity. Whilst we are considering the use of more complete inertial sensing (full 3D orientation), we have also explored using fast vision algorithms to stabilise gaze (as described later in the paper) . However, inertial sensing is useful to keep an absolute frame of reference that vision cannot provide.
Regarding wearability, we know that good eyes cannot be allowed to wander freely, but at the same time a wearable device cannot be rigidly attached either. In designing the robot's mounting we have opted for a collar since 5 . Main control architecture. Two main switchable control paths are possible. Path A uses inertial information as feedback to refer the camera to a world coordinate frame (gravity). Path B relies on servo-motor control to make camera movements relative to user's body. Vision can be combined with either path to provide tracking of independent objects. this structure allows easy fitting and removal for different types of user garment. The shape of the supporting collar has been iterated several times resulting in a design that provides two fixed points either side of the wearer's collar bone and a lever that rests below the base of the neck, providing a third grasping point that prevents the collar tipping backwards. Figure 1 shows our current robot based on the optimised design, attached to the custom polyethylene collar.
A multi micro-controller architecture is used to interface the robot with the host computer (shown simplified in figure 5).
Visual tracking
Tracking a region of attention through a sequence of images is a fundamental task in many vision systems. Our visual robot needs to not only be able to decouple wearer's motion but needs to be able to track independent objects in real time. We have developed a fast (∼ 3ms/frame in a 2.2GHz computer) planar template tracking algorithm. The algorithm is based on first pre-learning some expected motions and then estimating the current image transformation based on the learnt data. The algorithm handles occlusions in a moderately robust way and permits dynamic change of the scale and size of the sampling pattern. Figure 6 shows the tracking of an assumed planar region while both camera and subject experience motion.
Other algorithms that use colour or histograms and that are generally more robust to 3D deformations could be good replacements. We are investigating rather different methods to tackle this problem.
Head pose estimation
Here we consider the control of the wearable robot from the pose of an un-adorned human head, as shown in figure 7. In the context of teleoperation, these may be the head movements of a remote operator, perhaps acting as the wearer's assistant, or perhaps head motions from an external person that the robot is observing ( figure 8 ). These movements are likely to be larger than those in videoconference applications, and so frontal facial features are insufficient. Recovering head pose can also be used to direct attention of the wearable robot in a natural manner. The method developed by Tordoff [8] is an on-line system which incrementally combines a fixed 3D shape model with specific features found on the observed head. Robust methods, including the incorporation of a colour model, are used to mitigate the effect of mismatching, the main contribution being the use of both interest points and colour features within a single random-sampling framework (figure 9 ).
The hand from a wearable view
Hand gestures are a natural aid or even replacement of keyboards in the wearable domain. We have been developing robust methods for hand gesture detection and tracking as shown in figure 10 . One of our basic systems is based on skin colour detection which is then processed to locate the hand and validate the gesture. 
SLAM with wearable active vision
If a wearable robot equipped with a vision system is to assist its user, either autonomously or via remote annotation, the robot must know where it is with respect to objects Outside-in vision is used to estimate remote supervisor head orientation (left) which is sent as a demand to the wearable robot (right). The wearable robot images are then returned to the supervisor (in this case we used wireless transmission for both video and robot demands). of interest in the surroundings. While various other sensor types (often requiring additional scene infrastructure, such as magnetic or ultrasonic sensors) can provide localisation information, achieving localisation using only the image data acquired from the robot's own camera in natural scenes is very appealing: the robot is making use of the same data type as its human wearer and potential remote collaborator, and is able directly to make use of measurements of the objects of interest themselves. Visual annotation for augmented reality becomes natural and accurate, and restrictions on user movement are removed.
To simultaneously localise and build a map (SLAM) using an agile single camera moving through general unknown scenes is a very challenging problem when realtime performance is required -most successful structure from motion work has been achieved under off-line processing conditions.
Large scale real-time visual mapping of whole rooms, buildings or even outdoor scenes is currently unfeasible. We are therefore currently focused on real-time small-scale workspace localisation. A workspace may be the volume of several cubic metres in which a wearer must carry out a task.
Localisation within a workspace entails solving a series of problems imposed by proximity. When objects are close, perspective changes and objects' mutual occlusions become pronounced and frequent even under moderately small motions of the camera. Furthermore, objects can change position and orientation or even disappear, perhaps moved by the wearer himself. Another relevant issue is that relatively small objects like hands, can inflict large amounts of occlusion because they inhabit the space near the sensor. The probabilistic framework developed by Davison [10] deals with these issues by mapping a widely-spaced, sparse set of features to act as localisation landmarks. While it cannot cope with full scene occlusion, partial scene occlusion and periods when only small numbers of features are visible are dealt with naturally.
Once a map of various features has been built up, the robot can be directed at will to any and commanded to control its orientation to maintain fixation during an extended period of user motion. In our scheme, since global localisation is continuously recovered, a command can then send the robot back to fixate any other feature known to the ongoing map, even if that feature is out of the current view and the wearer is moving during the commanded transition. Figure 11 shows the experimental setup and figure 12 shows two frames from a live run where the scene has been enhanced by the remote operator with virtual objects.
Concluding remarks
A wearable camera able to re-direct its gaze, allows the wearable computer to take measurements of the world independent of wearer's posture and motion.
Beside the application scenarios discussed in previous sections, we suggest that such a device opens a range of possibilities not only in autonomous measurement but also in human-human communication and social computing. A distant collaborator may experience less frustration if he or she is able to maintain some level of control of the visual sensor even though it is being worn and moved around by an independent user. In our case this remote control may be assisted by the wearable robot using visual and inertial information to maintain stability. Tracking the hands and head opens extra assistive possibilities. A quantitative approach to two issues in the design of a wearable robotic camera has been conduced. The first issue was where on the body to site the camera, addressed by performing visibility calculations using a 3D human model, taking into account field of view, view of the workspace, and underlying camera motion over the whole body. The motion considered was walking, but the method is easily adapted to account for other activities, and indeed other criteria might easily be included (e.g. [11] ).
The second design issue considered was that of robot morphology within the constraints of a chosen kinematic chain, and constraints of commercially available hardware. We used the Pareto front within an optimisation algorithm in a multi-dimensional cost space to remove the need to make subjective weighting of the performance criteria. This allows the designer to have a better idea of the landscape of the multi-criteria problem and is useful when manual inspection can be used for taking the final decision.
In terms of visual algorithms we have developed techniques that track planar templates in spans of time faster than frame-rate, methods to recover head posture to be used to slave the attention of the robot and a technique that simultaneously localises and builds a map in an unknown environment. The fusion of inertial data with vision has also been implemented, allowing effective visual navigation of the robot between world objects.
One can think of this wearable robot as a physical interface between computer and wearer. Other authors have used wearable active vision for face tracking and indexing [12] , and to sense the specific region that the wearer is attending with his eyes [13] .
