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THE VALIDITY OF THE ANALOG OF THE RIEMANN
HYPOTHESIS FOR SOME PARTS OF ζ(s) AND THE NEW
FORMULA FOR π(x)
JAN MOSER
Abstract. An analog of the Riemann hypothesis is proved in this paper.
Some new integral equations for the functions pi(x) and R(x) follows. A new
effect that is shown is that these function - with essentially different behavior
- are the solutions of the similar integral equations.
This paper is the English version of the paper of reference [1].
1. The main result
1.1. Let (comp. [2], (7), (21); 2Pβ < lnP0)
(1.1) P = (lnP0)
1−ǫ, β =
î
ln
2ǫ
3 P0
ó
, P0 =
…
T
2π
,
0 < ǫ is arbitrarily small and (p is the prime)
ζ1(s) =
∏
p≤P
β∑
k=0
1
psk
=
∑
n<P0,p≤P
1
ns
=
∑′
n<P0
1
ns
,
ζ2(s) =
∏
p≤P
β∑
k=0
1
p(1−s)k
=
∑
n<P0,p≤P
1
n1−s
=
∑′
n<P0
1
n1−s
,
ζ3(s) = χ(s)ζ2(s)
(1.2)
where (see [3], p. 16)
(1.3) χ(s) = πs−
1
2
Γ
(
1−s
2
)
Γ
(
s
2
) , s 6= 2k + 1, k = 0, 1, 2, . . . ,
and s = σ + it ∈ C. We define the function ζ˜(s) as follows
ζ˜(s) = ζ˜(s;P, β) = ζ1(s) + ζ3(s) =
=
∑′
n<P0
1
ns
+ χ(s)
∑′
n<P0
1
n1−s
, s ∈ C, s 6= 2k + 1.(1.4)
Since
ζ˜(1 − s) =
∑′
n<P0
1
n1−s
+ χ(1− s)
∑′
n<P0
1
ns
,
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and (see [3], p. 16) χ(s)χ(1 − s) = 1, then
ζ˜(s) = χ(s)ζ˜(1− s), s ∈ C, s 6= 2k + 1.
Remark 1. The function ζ˜(s) obeys the functional equation
ζ˜(s) = χ(s)ζ˜(1− s)
hence, the zeros of ζ˜(s) either lie on the critical line σ = 12 or occur in pairs
symmetrical about this line.
1.2. Since (comp. [3], p. 79)
χ
Å
1
2
+ it
ã
= e−i2ϑ(t)
then from (1.4) the formula
eiϑ(t)ζ˜
Å
1
2
+ it
ã
=
∑′
n<P0
ei{ϑ(t)−t lnn}√
n
+
∑′
n<P0
e−i{ϑ(t)−t lnn}√
n
=
= 2
∑′
n<P0
1√
n
cos{ϑ(t)− t lnn} = Z1(t;P, β)
(1.5)
follows. We have studied the zeros of Z1(t), i.e. the zeros of ζ˜(s), on the critical
line in the paper [2]. Let
D = D(T,H,K) = {s : σ ∈ [−K,K], t ∈ [T, T +H ]},
K > 1, T > 0, H ≤
√
T .
(1.6)
In this paper we prove the following theorem.
Theorem.
(1.7) ζ˜(s) 6= 0, s ∈ D, σ 6= 1
2
for all sufficiently big T > 0, i.e. for ζ˜(s), s ∈ D, T → ∞ the analog of the
Riemann hypothesis is true.
Let us remind the approximate functional equation of Riemann-Hardy-Littlewood
([3], p. 69)
(1.8) ζ(s) =
∑
n≤t′
1
ns
+ χ(s)
∑
n≤t′
1
n1−s
+O(t− σ2 ), t′ =
…
t
2π
,
and the Riemann-Siegel formula (comp. (1.5))
eiϑ(t)ζ
Å
1
2
+ it
ã
= Z(t) = 2
∑
n≤t′
1√
n
cos{ϑ(t)− t lnn}+O(t− 14 ) =
= 2
∑
n<P0
1√
n
cos{ϑ(t)− t lnn}+O(T− 14 ) +O(HT− 34 ), t ∈ [T, T +H ].
(1.9)
Remark 2. The term the part of the function ζ(s) is specified by the comparison of
the formulae (1.4), (1.8). Next, the condition H ≤ √T is related with (1.9).
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2. The formulae for some parts of ζ˜(s)
We have (see (1.2))
ζ1(s) = B1(s)e
iψ1(s), B1(s) = |ζ1(s)| > 0, σ > 0,
where
B1(s) =
∏
p≤P
|M1(p; s, β)|, ψ1(s) =
∑
p≤P
arg{M1(p; s, β)},
M1(p) =
1−Qβ+11
1−Q1 , Q1 = Q1(p; s) =
1
ps
, |Q1| = 1
pσ
< 1,
(2.1)
and similarly,
ζ2(s) = B2(s)e
iψ2(s), B2(s) > 0, σ < 1,
where
B2(s) =
∏
p≤P
|M2(p)|, ψ2(s) =
∑
p≤P
arg{M2(p)},
M2(p) =
1−Qβ+12
1−Q2 , Q2 =
1
p1−s
, |Q2| = 1
p1−σ
< 1.
(2.2)
Next, we have (see [3], pp. 68,79, 329)
(2.3) χ(s) =
Å
t
2π
ã 1
2−σ
e−i2ϑ(t)
ß
1 +O
Å
1
t
ã™
,
i.e.
χ(s) = |χ(s)|eiψ3(s)
where
|χ(s)| =
Å
t
2π
ã 1
2−σ
{1 +O} , |χ(s)| > 0, s ∈ D,
ψ3(s) = −2ϑ(t) +O
Å
1
t
ã
, T →∞.
(2.4)
Consequently, we obtain the following formulae
ζ˜(s) = B1(s)e
iψ(s) +B2(s)|χ(s)|eiψ4(s),
ψ4(s) = ψ2(s) + ψ3(s), a ∈ D ∩ {0 < σ < 1}, T →∞.
(2.5)
Remark 3. Let us remind that the formula (2.3) is connected with the Stirling’s
formula for ln Γ(z), z ∈ C to which corresponds arbitrary fixed strip −K ≤ σ ≤ K
(comp. [3], p. 68).
3. The lemmas on B1(s), B2(s)
3.1. Let
(3.1) D1(∆) =
ß
s : σ ∈
ï
1
2
+ ∆, 1−∆
ò
, t ∈ [T, T +H ]
™
, ∆ ∈
Å
0,
1
4
ã
.
The following lemma holds true.
Lemma 1.
(3.2) exp
Å
−A
∆
p
1
2−∆
ã
< B1(s) < exp
Å
A
∆
p
1
2−∆
ã
, s ∈ D1(∆), T →∞.
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Proof. We have (see (2.1))
|M1| =
∣∣∣∣1− 1p(β+1)s
∣∣∣∣
∣∣∣∣1− 1ps
∣∣∣∣−1 =
=
ß
1 +
1
p2(β+1)σ
− 2 cos{(β + 1)ϕ}
p(β+1)σ
™ 1
2
ß
1 +
1
p2σ
− 2 cosϕ
pσ
™− 12
=M11M12
where
ϕ = t ln p.
Next, we have (see (1.1))
lnM11 =
1
2
ln
®
1 +O
Ç
1
p
β
2
å´
= O
Ç
1
p
β
2
å
,
M11 = exp
®
O
Ç
1
p
β
2
å´(3.3)
uniformly for ∆ ∈ (0, 14 ), and since
1
2
+ ∆ ≤ σ ≤ 1−∆, 1
p2σ
≤ 1
p1+2∆
< 1,
then
lnM12 = −1
2
ln
Å
1− 1
p2σ
ã
− 1
2
ln
Å
1− 2p
σ
p2σ + 1
cosϕ
ã
=
=
1
pσ
cosϕ+O
Å
1
p2σ
ã
,
M12 = exp
ß
1
pσ
cosϕ+O
Å
1
p2σ
ã™
.
Hence (see (2.1)), we have
(3.4) B1(s) = exp


∑
p≤P
1
pσ
cosϕ+O
Ñ∑
p≤P
1
p2σ
é
 , s ∈ D1(∆)
uniformly for ∆ ∈ (0, 14 ). Since
∆ ≤ 1− σ ≤ 1
2
−∆,
then ∣∣∣∣∣∣
∑
p≤P
1
pσ
cosϕ+O
Ñ∑
p≤P
1
p2σ
é∣∣∣∣∣∣ < A
∑
p≤P
1
pσ
<
A
1− σp
1−σ <
A
∆
p
1
2−∆,(3.5)
and from this (see (3.4)) we obtain (3.2). 
3.2. The following lemma holds true
Lemma 2.
(3.6) exp
(−AP 1−∆) < B2(s) < exp (AP 1−∆) , s ∈ D1(∆), T →∞
if the condition
(3.7) ∆β > ω(T )
is fulfilled, where ω(T ) increases to ∞ for T →∞.
Page 4 of 12
Jan Moser
Proof. Since by (3.7), (see (2.2)),
(1− σ)(β + 1) ≥ ∆(β + 1) > ω(T )
then putting 1− σ = σ¯, we obtain the formula
(3.8) B2(s) = exp


∑
p≤P
1
pσ¯
cosϕ+O
Ñ∑
p≤P
1
p2σ¯
é
 ,
(similarly to (3.4)). Since (see (3.1), comp. (3.5); ∆ ≤ σ¯ ≤ 12 −∆)
∑
p≤P
1
pσ¯
+O
Ñ∑
p≤P
1
p2σ¯
é
= O
Ñ∑
p≤P
1
pσ¯
é
= O
Å
P 1−σ¯
1− σ¯
ã
= O(P 1−∆),
then we obtain (3.6) from (3.8). 
Remark 4. The estimate (3.6) is valid in somehow wider domain
D+1 (∆) =
ß
s : σ ∈
ï
1
2
, 1−∆
ò
, t ∈ [T, T +H ]
™
.
4. The function ζ˜(s) has no zero in the rectangle D1(∆0)
First off all (see (2.4))
(4.1) |χ(s)| < A
P 2∆0
, s ∈ D1(∆).
Next (see (2.5), (3.2), (3.6))
|ζ˜(s)| ≥ B1(s)− |χ(s)|B2(s) > exp
Å
−A
∆
P
1
2−∆
ã
− A
P 2∆0
exp(AP 1−∆) >
> exp
Å
−A
∆
P
1
2−∆
ã
− A
P 2∆0
exp(AP ) =
=
ß
1− A
P 2∆0
exp
Å
AP +
A
∆
P
1
2−∆
ã™
exp
Å
−A
∆
P
1
2−∆
ã
>
>
ß
1− A
P 2∆0
exp
Å
2A
∆
P
ã™
exp
Å
−A
∆
P
1
2−∆
ã
=
=
ß
1−A exp
Å
2A
∆
P − 2∆ lnP0
ã™
exp
Å
−A
∆
P
1
2−∆
ã
.
(4.2)
Since
2∆ lnP0 − 2A
∆
P =
2 lnP0
∆
Å
∆2 −A P
lnP0
ã
then we put (see (1.1))
(4.3) ∆0 = ∆0(T, ǫ) =
Å
2A
P
lnP0
ã 1
2
=
√
2A
(lnP0)
ǫ
2
.
Because (see (1.1))
∆0β > A1(lnP0)
ǫ
6 →∞, T →∞
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then the condition (3.7) is fulfilled. Hence, we obtain from (4.2) by (1.1) and (4.3)
the estimate
|ζ˜(s)| > 1
2
exp
Å
− A
∆0
P
1
2−∆0
ã
> exp
Å
− A
∆0
P
1
2
ã
= exp
Ç
−
…
A
2
lnP0
å
,
s ∈ D1(∆0), T →∞.
Namely, we have the following lemma holds true.
Lemma 3.
|ζ˜(s)| > e−
√
A lnP0 , s ∈ D1(∆0), T →∞.
Corollary 1.
(4.4) ζ˜(s) 6= 0, s ∈ D1(∆0), T →∞.
5. The function ζ˜(s) has no zero in the rectangle D2(∆0)
Let
D2(∆0) = {s : σ ∈ [1−∆0,K], t ∈ [T, T +K]}.
We remark that the formula (3.4) is valid for all σ ∈ [1 −∆0,K], see the proof of
the Lemma 1. Since in our case (comp. (3.5))∣∣∣∣∣∣
∑
p≤P
1
pσ
cosϕ+O
Ñ∑
p≤P
1
p2σ
é∣∣∣∣∣∣ < A
∑
p≤P
1
p1−∆0
<
A
∆0
P∆0 ,
then we obtain the estimate (comp. (3.2))
(5.1) exp
Å
− A
∆0
P∆0
ã
< B1(s) < exp
Å
A
∆0
P∆0
ã
for s ∈ D2(∆0), T →∞.
Next, for ζ2(s) we use the formula (see (1.2))
ζ2(s) =
∑′
n<P0
1
n1−s
.
First of all (see (1.1), (4.3) and (1.2) - the product formula for ζ2(s))∑
n<P0
1 = (β + 1)π(P ) = exp{π(P ) ln(β + 1)} <
< exp
Å
A(ǫ)
P
lnP
ln lnP0
ã
= exp
{
A(ǫ)(lnP0)
1−ǫ} < exp(∆0 lnP0) = P∆00
(5.2)
where we have used the upper estimate of Chebyshev for π(x). Next, (see (1.1),
(2.4))
|χ(s)| < A
P 2σ−10
, 1−∆0 ≤ σ ≤ K.
Now:
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(A) in the rectangle
D21(∆0) = D2(∆0) ∪ {1−∆0 ≤ σ ≤ 1}
we have (see (1.2), (5.2); 1− 2∆0 ≤ 2σ − 1 ≤ 1)
ζ3(s) = χ(s)ζ2(s) = O
(
1
P 2σ−10
∑′
n<P0
1
n1−σ
)
= O
(
1
P 2σ−10
∑′
n<P0
1
)
=
= O
Ç
1
P 1−2∆00
P∆00
å
= O
Ç
1
P 1−3∆00
å
,
(5.3)
(B) in the rectangle
D22(∆0) = D2(∆0) ∪ {1 < σ ≤ K}
we have
ζ3(s) = O
(
1
P 2σ−10
∑
n<P0
1
n1−σ
)
= O
{
1
P σ0
∑′
n<P0
Å
n
P0
ãσ−1}
=
= O
(
1
P σ0
∑′
n<P0
1
)
= O
Ç
1
P 1−∆00
å
.
(5.4)
Consequently (see (5.3), (5.4)), we have
(5.5) ζ3(s) = O
Ç
1
P 1−3∆00
å
, s ∈ D2(∆0).
Since (see (1.1), (4.3))
A
∆0
P∆0 =
A√
2A1
(lnP0)
ǫ
2 (lnP0)
(1−ǫ)∆0 < (lnP0)
2ǫ
3 , T →∞,
then (see (2.5), (5.1), (5.5)) we obtain in the domain D2(∆0)
|ζ˜(s)| ≥ B1(s)− |ζ3(s)| > exp
Å
− A
∆0
P∆0
ã
− A
P 1−3∆00
=
=
ß
1− exp
ï
A
∆0
P∆0 − (1 − 3∆0) lnP0 + lnA
ò™
exp
Å
− A
∆0
P∆0
ã
>
>
1
2
exp
î
−(lnP0) 2ǫ3
ó
> exp [−(lnP0)ǫ] , T →∞,
i.e. the following lemma holds true.
Lemma 4.
|ζ˜(s)| > e−(lnP0)ǫ , s ∈ D2(∆0), T →∞.
Corollary 2.
(5.6) ζ˜(s) 6= 0, s ∈ D2(∆0), T →∞.
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6. Lemma on the difference of logarithms
Let
(6.1) D3(∆0) =
ß
s : σ ∈
Å
1
2
,
1
2
+ ∆0
ò
, t ∈ [T, T +H ]
™
where
σ =
1
2
+ δ, δ ∈ (0,∆0).
The following lemma holds true.
Lemma 5.
(6.2) lnB1(s)− lnB2(s) = O
¶
δ(lnP0)
1−ǫ
2
©
, s ∈ D3(∆0), T →∞.
Proof. We have (see (2.1), (2.2))
(6.3) lnB1(s)− lnB2(s) = Y1 + Y2
where (|z| = |z¯|)
Y1 =
∑
p≤P
®
ln
∣∣∣∣∣1− p
−i(β+1)t
p(β+1)(
1
2+δ)
∣∣∣∣∣− ln
∣∣∣∣∣1− p
−i(β+1)t
p(β+1)(
1
2−δ)
∣∣∣∣∣
´
,
Y2 =
∑
p≤P
®
ln
∣∣∣∣1− pit
p
1
2−δ
∣∣∣∣− ln
∣∣∣∣1− pit
p
1
2+δ
∣∣∣∣
´
.
Let
x =
1
pσ
, x ∈
ñ
p−δ√
p
,
pδ√
p
ô
.
It is clear that (see (1.1), (4.3))
δ ln p = O(∆0 lnP ) = O
ß
ln lnP0
(lnP0)
ǫ
2
™
→ 0, T →∞,
pδ − p−δ√
p
= O
Ç
δ
lnP0√
p
å
.
Next, by the mean-value theorem
ln
∣∣∣∣∣1− p
−i(β+1)t
p(β+1)(
1
2+δ)
∣∣∣∣∣− ln
∣∣∣∣∣1− p
−i(β+1)t
p(β+1)(
1
2−δ)
∣∣∣∣∣ =
=
p−δ − pδ√
p
d
dx
{
ln
∣∣∣1− xβ+1p−i(β+1)t∣∣∣}∣∣∣∣
x=x1
,
x1 =
1
pc
, c ∈
Å
1
2
− δ, 1
2
+ δ
ã
.
Since (ϕ = t ln p)
ln
∣∣∣1− xβ+1p−i(β+1)t∣∣∣ = 1
2
ln
(
1 + x2β+2 − 2xβ+1 cos{(β + 1)ϕ}) ,
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then (see (1.1))
d
dx
ln
∣∣∣1− xβ+1p−i(β+1)t∣∣∣ =
=
1
2
(2β + 2)x2β+1 − 2(β + 1)xβ cos{(β + 1)ϕ}
1 + x2β+2 − 2xβ+1 cos{(β + 1)ϕ} = O
Å
β
pσβ
ã
= O
Ç
β
p
β
2
å
where σ > 12 , and consequently
(6.4) Y1 = O
Ñ
δ
∑
p≤P
β
p
β
3
ln p√
p
é
= O
Ñ
δ
β
2
β
6
∑
p≤P
1
p
β
6
é
= O(δ).
Similarly, we obtain in the case Y2
ln
∣∣∣∣1− pit
p
1
2−δ
∣∣∣∣− ln
∣∣∣∣1− pit
p
1
2+δ
∣∣∣∣ = p−δ − pδ2√p ddx ln (1 + x2 − 2x cosϕ)
∣∣∣∣
x=x2
where
d
dx
ln
(
1 + x2 − 2x cosϕ) = 2x− 2 cosϕ
1 + x2 − 2x cosϕ = O(1),
because
1 + x2 − 2x cosϕ ≥ (1 − x)2 >
Ä
1− 2− 12+δ
ä2
>
Ä
1− 2− 13
ä2
> 0.
Thus, we have (see (1.1)
(6.5) Y2 = O
Ñ
δ
∑
p≤P
ln p√
p
é
= O(δ
√
P ) = O
¶
δ(lnP0)
1−ǫ
2
©
,
(the Abel’s transformation was used, comp. [2], (31), (33)). Now, (6.2) follows
from (6.3) by (6.4), (6.5). 
7. More accurate formula for ln |χ(s)|
The following lemma holds true.
Lemma 6.
(7.1) ln |χ(s)| = −
Å
σ − 1
2
ã
ln
t
2π
+O
Å
2σ − 1
t
ã
, s ∈ D3(∆0), T →∞.
Proof. Since (see (1.3))
|χ(s)| = πσ− 12
∣∣∣∣∣Γ
(
1−σ
2 − i t2
)
Γ
(
σ
2 + i
t
2
)
∣∣∣∣∣ = πσ− 12G1(σ, t),
where
G1(σ, t) > 0, s ∈ D3(∆0), T →∞,
then
(7.2) ln |χ(s)| =
Å
σ − 1
2
ã
lnπ + lnG1(σ, t) =
Å
σ − 1
2
ã
lnπ +G2(σ, t),
and G2(σ, t) is the analytic function of the real variable σ for arbitrary fixed t if
s ∈ D3(∆0), T →∞. Since ∣∣∣∣χ
Å
1
2
+ it
ã∣∣∣∣ = 1
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then
G2
Å
1
2
, t
ã
= 0,
and
G2(σ, t) =
Å
σ − 1
2
ã
G3(σ, t).
Now, (see (7.2))
(7.3) ln |χ(s)| =
Å
σ − 1
2
ã
{lnπ +G3(σ, t)}, s ∈ D3(∆0), T →∞.
In the case (2.4) we have
(7.4) ln |χ(s)| = −
Å
σ − 1
2
ã
ln
t
2π
+G4(σ, t), G4(σ, t) = O
Å
1
t
ã
,
under the conditions (7.3) where G4(σ, t) is the analytic function of the real variable
σ. Since
G4
Å
1
2
, t
ã
= 0
(see (7.3), (7.4)) then
(7.5) G4(σ, t) =
Å
σ − 1
2
ã
G5(σ, t).
Next, by (7.5), the orders of the functions
G4(σ, t), G5(σ, t), s ∈ D3(∆0), T →∞
in the variable t are equal, i.e. (see (7.4))
(7.6) G5(σ, t) = O
Å
1
t
ã
.
Now, the formula (7.1) follows from (7.4) by (7.5), (7.6). 
Remark 5. The formula (7.1) can be proved directly, of course.
8. Proof of the Theorem
8.1. Let
lnΛ(s) = lnB1(s)− lnB2(s)− ln |χ(s)|, s ∈ D3(∆0), T →∞.
Since (see (1.1), (7.1), σ = 12 + δ)
(8.1) ln |χ(s)| = −δ ln t
2π
+O
Å
δ
t
ã
= −2δ lnP0 +O
Å
δH
T
ã
+O
Å
δ
T
ã
then we obtain (see (1.6), (6.2), (8.1))
lnΛ(s) = 2δ lnP0 +O
¶
δ(lnP0)
1−ǫ
2
©
+O
Å
δ√
T
ã
=
= δ
ï
2 lnP0 +O
¶
(lnP0)
1−ǫ
2
©
+O
Å
1√
T
ãò
> δ lnP0 > 0.
(8.2)
Consequently,
Λ(s) > 1, s ∈ D3(∆0), T →∞,
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and (see (2.5))
|ζ˜(s)| ≥ B1(s)− |χ(s)|B2(s) = |χ(s)|B2(s)
Å
B1(s)
|χ(s)|B2(s) − 1
ã
=
= |χ(s)|B2(s)[Λ(s)− 1] > 0, s ∈ D3(∆0), T →∞.
(8.3)
(The inequality B2(s) > 0, s ∈ D3(∆0), T →∞ follows from Remark 4.) Now, by
(4.4), (5.6), (8.3) and from Remark 1, we have (1.7).
8.2. As an addition to the Theorem we obtain an lower estimate for |ζ˜(s)|, s ∈
D3(∆0). Namely, we have
Lemma 7.
(8.4) |ζ˜(s)| > 1
P0
sinh
Å
δ
2
lnP0
ã
, s ∈ D3(∆0), T →∞, δ ∈ (0,∆0).
Proof. Since (see (1.1), (3.6), Remark 4 and (6.1))
B2(s) > exp
(−AP 1−∆0) > exp(−AP ) = exp{−A(lnP0)1−ǫ} ,
and (see (8.1), (8.2))
|χ(s)| > P−(2+ǫ)δ0 , Λ(s) > P δ0
then (see (8.3))
|ζ˜(s)| > exp
{−A(lnP0)1−ǫ}
P
(2+ǫ)δ
0
(
P δ0 − 1
)
>
> 2
exp
{−A(lnP0)1−ǫ}
P
( 32+ǫ)∆0
0
sinh
Å
δ
2
lnP0
ã
>
1
P0
sinh
Å
δ
2
lnP0
ã
,
i.e. (8.4). 
9. A new property of the functions π(x), R(x)
Let
D(∆0) = D(∆0, T,H,K) =
=
ß
s : σ ∈
ï
1
2
+ ∆0,K
ò
, t ∈ [T, T +H ]
™
, ∆0 =
A
(lnP0)
ǫ
2
.
We can prove the following
Formula 1.
(9.1) ln ζ˜(s) = s
∫ P
2
π(x)
x(xs − 1)dx− π(P ) ln
Å
1− 1
P s
ã
+O (e−Aβ) ,
where s ∈ D(∆0), T →∞ and O
(
e−Aβ
)
is the estimate of∑
p≤P
ln
Å
1− 1
ps(β+1)
ã
+ ln
Å
1 +
χ(s)ζ(s)
ζ1(s)
ã
= Ω1(s;P, β).
Since
π(x) =
∫ x
0
dx
ln v
+R(x) = U(x) +R(x),
then we obtain from (9.1)
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Formula 2.
ln ζ˜(s) = s
∫ P
2
R(x)
x(xs − 1)dx−R(P ) ln
Å
1− 1
P s
ã
+O (e−Aβ) ,
s ∈ D(∆0), T →∞
where O (e−Aβ) is the estimate of
Ω1(s;P, β) + Ω2(s;P ),
and
Ω2(s) = −s
∫ P
2
dx
lnx
∫ x
2
dv
v(vs − 1) − U(P ) ln
Å
1− 1
2s
ã
=
=
∞∑
n=0
1
n+ 1
∫ P
2
dx
x(n+1)s lnx
= O
Ç√
lnT
T
å
.
Thus, the following properties of the functions π(x), R(x) holds true:
(A) the function π(x), x ∈ [2, P ] is the solution of the integral equation (for
every fixed s ∈ D(∆0))
(9.2) ln ζ˜(s) = s
∫ P
2
Φ(x)
x(xs − 1)dx− Φ(P ) ln
Å
1− 1
P s
ã
+Ω1(s),
(B) the function R(x), x ∈ [2, P ] is the solution of the perturbed integral
equation
(9.3) ln ζ˜(s) = s
∫ P
2
Φ(x)
x(xs − 1)dx− Φ(P ) ln
Å
1− 1
ps
ã
+Ω1(s) + Ω2(s).
Remark 6. Hence, we have a new property of the functions π(x) and R(x): these
functions are to solutions of the integral equations (9.2) and (9.3), respectively
and the mentioned integral equations are close each to other. This property of
π(x) and R(x) is fully missing in the theory of π(x), R(x) based on the Riemann
zeta-function.
Let us remind that the behaviour of the functions π(x), R(x) is essentially dif-
ferent, π(x) ∼ xln x , x→∞, and R(x), x→∞ infinitely many times alternates its
sign (Littlewood, 1914).
I would like to thank Michal Demetrian for helping me with the electronic version
of this work.
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