Regularity for Lorentz Metrics under Curvature Bounds by Anderson, Michael T.
ar
X
iv
:g
r-q
c/
02
09
07
3v
1 
 2
0 
Se
p 
20
02
REGULARITY FOR LORENTZ METRICS UNDER CURVATURE BOUNDS
MICHAEL T. ANDERSON
Abstract. Let (M, g) be an (n+1)-dimensional space time, with bounded curvature, with respect
to a bounded framing. If (M, g) is vacuum, or satisfies a mild condition on the stress-energy tensor,
then we show that (M, g) locally admits coordinate systems in which the Lorentz metric g is well-
controlled in the (space-time) Sobolev space L2,p, for any p < ∞.
1. Introduction
A well-known issue in the geometry of space-times is to understand the regularity of metrics
with given bounds on the curvature tensor. This issue arises frequently in discussions and analysis
of the behavior at the boundary and definitions of singularities for space-times, c.f. [11], [6], [7],
[14] for example.
More specifically, it has been an open problem for some time, cf. [4]-[6], [14] for instance, whether
a space-time (M, g) which has curvature bounded in L∞ in a suitable sense has coordinate charts
in which the metric g = gαβ is C
1,γ ∩L2,p, for any γ < 1, p <∞. Here Ck,γ is the Ho¨lder space of
functions whose kth derivatives are Ho¨lder continuous of order γ, while Lk,p is the Sobolev space of
functions with k weak derivatives in Lp.
The purpose of this paper is to provide an affirmative solution to this problem, at least for
vacuum space-times or space-times satisfying a mild condition on the stress-energy tensor.
The solution of the corresponding problem in Riemannian geometry has been known for some
time, and it is useful to state the exact result in this context before considering the Lorentzian
analogue. Thus, let (M,g) be a Riemannian n-manifold, with say C∞ smooth metric g. Suppose
there exists a point p ∈M such that
(1.1) distg(p, ∂M) ≥ 1.
Let R = Rijkl denote the Riemann curvature tensor of (M,g), and let Bp(r) denote the geodesic
ball of radius r about p in (M,g). Suppose one has bounds
(1.2) |R|L∞(Bp(1)) ≤ C, volgBp(
1
2) ≥ vo,
for arbitrary constants C <∞, vo > 0. Then there exists a constant ro > 0, depending only on C,
vo and n, such that the ball Bp(ro) admits a coordinate chart U = {uk}, in which the metric g is
C1,γ ∩L2,p, for any γ < 1, p <∞. Further, there exists a constant Ro, depending only on C, vo, n
and p, such that
(1.3) ||gij ||L2,p ≤ Ro,
where the norm is taken over the ball Bp(ro). A proof of this result may be found in [12] for instance.
By Sobolev embedding C1,γ ⊂ L2,p, for γ = 1− np , so that (1.3) also gives a bound on gij in C
1,γ .
A direct analogue of this result in Lorentzian geometry is false, due to the existence of large
families of non-flat space-times for which the curvature norm |R|2 = RijklR
ijkl vanishes identically.
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Thus, consider for instance the class of vacuum plane-fronted gravitational waves on R4, with metric
of the form
(1.4) g = −dudv − h(x, y, u)du2 + (dx2 + dy2),
(1.5) ∆(x,y)h = 0.
For such metrics, the two possible scalar invariants in the curvature tensor, namely
|R|2 = 〈R,R〉 = RijklR
ijkl, and 〈R, ∗R〉 = Rijkl(∗R)
ijkl,
vanish identically. The vacuum Einstein equations impose only the condition (1.5), i.e. that h is
harmonic as a function of (x, y). Thus, the function h may be an arbitrary function of u, and so is
not controlled in any Ho¨lder or Sobolev space. It is thus clear that there is no coordinate system
in which a general metric g of the form (1.4) is controlled in L2,p, or even C0.
To deal with this situation, one imposes bounds on the components of R in a fixed coordinate
system or framing. An efficient way to do this is to choose a future-directed unit time-like vector
T = e0 and extend it to an orthonormal frame eα, 0 ≤ α ≤ n, where the space-time dimension is
n+1. Since the space T⊥ orthogonal to T is space-like and O(n) is compact, the particular choice
of framing for T⊥ is unimportant. The norm of R w.r.t. T is then defined as
(1.6) |R|2T =
∑
(Rijkl)
2,
where the components are w.r.t. the framing eα.
Observe that if, at a point p ∈M, the vector T = Tp is contained in a compact subset W of the
future interior null cone T+p M, then the norms (1.6) are all equivalent, with constant depending
only on W . Hence, if K is a compact subset of the space-time (M, g) and T is a continuous vector
field on K, then T , (or more precisely, Im T , where T is viewed as a section of the tangent bundle),
lies within a compact subset of T+M, where T+M is the bundle of future interior null cones in the
tangent bundle TM.
To state the main result, we need the following definition, which is essentially just a normalization
on the size of the region to be considered in (M, g), as is (1.1).
Definition 1.1. Let Ω be a domain in a smooth Lorentz manifold (M, g). Then Ω satisfies
the size conditions if the following holds: The domain Ω admits a smooth time function t, with
c−1o ≤ ||∇t|| ≤ co, for an arbitrary but fixed constant co <∞. Further, one has
(1.7) C1 = Bp(1)× [−1, 1] ⊂⊂ Ω,
i.e. the 1-cylinder C1 has compact closure strictly contained in Ω. Here Bp(r) is the geodesic r-ball
about a point p in S, where S = S0 = t
−1(0) and the metric g on S is that induced from g. The
product Bp(1)× [−1, 1] is identified with a subset of Ω by the flow of ∇t, i.e. (q, s)→ γq(s), where
γq(s) is the flow line of ∇t, starting at q and terminating on the s-level set Ss = t
−1(s).
Let T = ∇t/||∇t|| be the corresponding future-directed unit time-like vector field, and set
(1.8) D = ImT |C1 ⊂⊂ T
+Ω.
The size conditions represent a Lorentzian analogue of the condition (1.1). They can always be
realized by choosing Ω to be a sufficiently small open set in (M, g) and rescaling the metric up
sufficiently. Essentially, they just serve to normalize the data.
The main result of the paper is then the following:
Theorem 1.2. Let Ω be a domain in a vacuum (n + 1)-dimensional space-time (M, g), n ≥ 2,
satisfying the size conditions. Suppose that there are constants C <∞ and vo > 0 such that
(1.9) |R|T ≤ C, volgBp(
1
2) ≥ vo.
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Then there exists a constant ro > 0, depending only on C, vo, co, D, (and n), and a coordinate
system (τ, xi), 1 ≤ i ≤ n, on the ro-cylinder
(1.10) Cro = Dp(ro)× [−ro, ro] ⊂ C1,
such that the components of the metric gαβ are in C
1,γ ∩ L2,p, for any γ < 1, p <∞. Here Dp(r)
is the geodesic r-ball about p in the level set τ = 0 and the product structure is that induced by the
flow of ∇τ .
Further, there exists a constant Ro < ∞, depending only on C, vo, co, D and the exponent p,
such that, on Cro,
(1.11) ||gαβ ||L2,p ≤ Ro.
More precisely, for any k ≤ 2, and 0 ≤ α, β ≤ n,
(1.12) ||∂kµgαβ ||L2−k,px ≤ Ro,
where ∂kµ denotes any k-fold space-time partial derivative and the spatial L
2−k,p
x norm is taken over
any spatial slice {τ = const} in Cro . The constant Ro is independent of τ in [−ro, ro].
The coordinates in Theorem 1.2 are geometrically natural; the time coordinate τ is a Gaussian
(equidistant) coordinate, while the spatial coordinates are chosen to be harmonic on the spatial
slices {τ = const}. It is not clear if there exist space-time harmonic, i.e wave, coordinates, in which
g has this degree of regularity.
The condition that (M, g) is vacuum, i.e. Ricg = 0, is used in a rather minor way. It is only
used, via the Bianchi identity, to obtain Lp bounds on the 2nd time derivatives ∂τ∂τg0α of the
components g0α. This is equivalent to bounds on the 2
nd time derivatives on the components of
the shift vector of the coordinates, i.e. a bound on the acceleration of the shift. Such acceleration
components do not appear in any component of the curvature tensor R. All other estimates on
∂kγgαβ are independent of the Einstein equations.
The vacuum condition can be weakened to an assumption on the stress-energy tensor T in the
Einstein equations, of the form
(1.13) ||∇TT ||L−1,px ≤ C.
Here L−1,px is the dual space of L
1,q
o , the space of L
1,q
x functions of compact support on spatial slices
{τ = const} within Cro, p
−1 + q−1 = 1.
The condition (1.13) will be satisfied automatically for many physically natural matter fields, cf.
Remark 2.1.
Theorem 1.2 is formulated in such a way that it is easy to pass to limits. Thus, suppose (Mi,gi)
is a sequence of smooth space-times satisfying the hypotheses of the Theorem. There exist then
domains Ωi ⊂ (Mi,gi), points pi ∈ Ωi such that the size conditions (1.7)-(1.8) hold, with Di
uniformly compact in T+Ωi, (i.e. T does not become arbitrarily close to null cones). If (1.9) and
(1.13) hold uniformly on Ωi, then there is a subsequence which converges to a limit C
1,γ ∩ L2,p
space-time (M, g), defined at least on an ro-cylinder Cro . Further, the convergence to the limit is
C1,γ and weak L2,p, and the bound (1.12) holds on the limit.
Define a Lorentz manifold (M, g) to be weakly regular if g is a continuous Lorentz metric, with
g ∈ L1,2loc(M). It is well-known, cf. [11], [9] for example, that such metrics have a well-defined
curvature tensor R in the sense of distributions. This leads to the following corollary.
Corollary 1.3. Let (M, g) be a weakly regular Lorentz manifold, and let Ω ⊂⊂ M be a domain
with compact closure in M. Suppose the size conditions hold locally on Ω, in that the constant 12
is replaced by a small constant δo so that Bp(δo) ⊂⊂ M, for any p ∈ Ω. Suppose also the bounds
(1.9) hold locally and uniformly on δo cylinders as in (1.7), centered at any p ∈ Ω.
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Then Ω may be covered by a finite atlas of charts in which the metric g = gαβ satisfies all the
bounds in (1.12), except for the Lpx bound on ∂τ∂τg0α. The bounds in (1.12) depend, near ∂Ω, on
the distance of ∂Ω to ∂M.
If in addition the bound (1.13) holds distributionally on M, (e.g. (M, g) is a weak solution of
the vacuum equations), then all bounds in (1.12) hold locally on (Ω,g).
We refer to the proof of Corollary 1.3 below for the precise meaning that (1.13) holds distribu-
tionally.
The proof of Theorem 1.2 and Corollary 1.3 follow in §2, while §3 concludes the paper with
several remarks and extensions of these results, together with some open problems.
2. Proofs of the Results.
In this section, we prove Theorem 1.2 and Corollary 1.3. For clarity, the proof of Theorem 1.2
is divided into several steps, each treating basically separate issues. In the following, as already
above, space-time quantities are generally denoted in boldface while spatial quantities are not in
boldface.
Step I. (Initial Choice of Domain).
Let Bp(r) be the intrinsic geodesic ball about p in S. Since S is achronal in the cylinder C1 from
(1.7), the extrinsic radius of Bp(r) is bounded below for r small. Thus, if γ is any space-like curve
in (M, g) from p to x ∈ ∂Bp(r1) ⊂ S, for r1 small, then the length L(γ) satisfies L(γ) ≥ lor1; the
constants lo and r1 depend only on co and D in Definition 1.1.
Let Dr1 be the domain of dependence of Bp(r1) in the manifold (M, g). Thus, by choosing r1
sufficiently small, again depending only on co, D, one has
(2.1) Dr1 ⊂⊂ Ω,
i.e. Dr1 has compact closure in Ω.
The region Dr1 is globally hyperbolic and hence any pair of time-related points in Dr1 may be
joined by a time-like maximizing geodesic in Dr1 . Recall from Definition 1.1 that the curves γx are
the flow lines of ∇t through x. For r2 > 0 small, (to be determined below), let
(2.2) q = γp(−r2),
so q << p, i.e. q is to the past of p. For x to the future of p, x >> p, let
(2.3) τ(x) = distg(x, q)− distg(p, q),
so that τ(p) = 0 and τ(x) > 0, for x >> p. The distance τ(x) is realized by a maximizing time-like
geodesic σv(τ) = expq(τ + τo)v from q to x; here v ∈ T+q M, with g(v, v) = −1, and τo = distg(p, q).
This normalization gives p = σvo(0), for some vo ∈ T
+
q M. Let
N = ∇τ
be the corresponding unit time-like vector field, so that N is the tangent vector to geodesics σ
issueing from q. Although N is well-defined and smooth along the individual geodesics σv(τ), (for
any τ until one reaches the boundary of (M, g)), at points where the exponential map expq has
cut or conjugate points, N is not uniquely defined. Of course, past such cut or conjugate points,
the geodesics σv(τ) are no longer maximal. Thus, in general, τ is merely Lipschitz and N , as a
vector field, is defined only almost everywhere to the future of q. At the end of Step I, (via the
work in Step V), it will be seen that in fact τ and N are smooth, in suitable domains of a definite
size. In the following, unless stated otherwise, all geodesics are assumed to be maximal, i.e. they
are not continued past the conjugate or cut points of q.
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Next, let Σ = Σ0 = τ
−1(0) and similarly let Στ be the τ -level set of τ in Dr1 . Since the geodesics
are maximal, σv(τ) ∈ Στ , and p ∈ Σ = Σ0. Again, in general, Στ is only Lipschitz. For r2 ≤ r1,
consider the intrinsic geodesic ball Bp(r2) ⊂ S and let
(2.4) C = {x ∈ Dr1 : x = σ(τ), τ ≤ r2, and σ(τ) ∩Bp(r2) 6= ∅} ⊂ Dr1 .
This is the “cone” of maximal geodesics σ starting at q, hitting S within Bp(r2), and terminating
at time τ = r2.
Observe that the vector field N restricted to C stays within a compact subset of T+M. In fact,
since N is parallel along its geodesic flow lines, this needs to be verified only at the base point q,
where it holds by construction. It then follows from the curvature bound (1.9) and the remarks
following (1.6) that
(2.5) |R|N ≤ C1 = C1(C,D).
Now the curvature bound (2.5) and the Rauch comparison theorem, cf. [2] for instance, imply
that if r2 is sufficiently small, depending (explicitly) only on C1, then the exponential map expq
restricted to the interior future null cone in T+q , has no conjugate points in C. Thus, expq is
of maximal rank, and so a local diffeomorphism on C. In fact, for r1 is sufficiently small, again
depending only on C and co, no time-like or null geodesic within Dr1 has conjugate points, and so
expx is of maximal rank on time-like geodesics in Dr1 , ∀x ∈ Dr1 .
Since Dr1 is globally hyperbolic and without time-like conjugate points, it follows then from [2,
Thm.11.16] for instance, that any pair of points x, y ∈ Dr1 with y >> x, may be joined by a unique
maximizing time-like geodesic in Dr1 , provided Dr1 is future 1-connected, (i.e. any pair of time-like
curves joining x and y are homotopic through time-like curves).
In general, Dr1 need not be future 1-connected. Consider for example the past null cone of
2-dimensional Minkowski space in hyperbolic coordinates t ∈ (−∞, 0), φ ∈ (−∞,∞),
−dt2 + t2dφ2.
If φ is identified periodically, with any period, then the resulting space-time is globally hyperbolic
but not future 1-connected. The future exponential map based at any point q has cut points; if the
period of φ is sufficiently small, or if q is sufficiently close to {0}, then cut points occur arbitrarily
close to q.
However, Dr1 is future 1-connected if it has a simply connected Cauchy surface S, i.e. S ≡ Sr1 =
S ∩ Dr1 , for S as in (1.7ff). To see this, let γ1, γ2 be two time-like curves with common endpoints
in Dr1 . The flow of the time-like vector field ∇t gives a strong deformation retraction of γ1 ∪ γ2
onto a closed loop λ1 ∪ λ2 in S. If S is simply connected, then λ1 may be deformed into λ2 within
S. These two homotopies, time-like along ∇t and space-like along the Cauchy surfaces St may
be performed simultaneously, but with the latter at a larger speed than the former, to produce a
time-like homotopy from γ1 to γ2.
We will prove later that S, (or more precisely, a domain in S of a definite size), is simply
connected. However, in order not to overburden the arguments to follow with such further issues,
we assume in the following, through Step IV, that the Cauchy surface S ⊂ Dr1 is simply connected.
This hypothesis will be removed in Step V, using the results obtained in the previous steps.
It follows then that the exponential map expq is a diffeomorphism onto C, when restricted to a
suitable domain in T+q M. The time function τ is smooth in C \ {q}, as are the level sets Στ ∩ C,
and there is a unique maximizing geodesic from q to any point in C.
From now on, we consider Στ ⊂ C, and so let Στ denote the prior Στ intersected with C. The
level sets Στ form a foliation of C by equidistant space-like hypersurfaces, with unit normal N .
Step II. (Initial Curvature and Volume Estimates).
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The geodesic congruence σ on (C,g) satisfies the Riccati or transport equation
(2.6) K ′ +K2 +RN = 0.
Here K = D2τ is the 2nd fundamental form or extrinsic curvature of the leaves Στ , RN is the
symmetric bilinear form given by RN (X) = 〈R(N,X)X,N〉 and
′ is the covariant derivative in the
direction N . Hence, the bound (2.5) gives
|K ′ +K2| ≤ C1.
This estimate holds on Στ , for all τ ∈ [−r2, r2]. It then follows by standard comparison theory for
the Riccati ODE (2.6) that if r2 is sufficiently small, depending only on co, D, and C1, then
(2.7) |K|L∞ ≤ C2, |K
′|L∞ ≤ C2,
on all Στ , τ ∈ [−
r2
2 , r2]. The constant C2 depends only on r2 and C1. The Gauss equation relating
the curvature R of the ambient manifold (M, g) with that of the spatial slices Στ reads
(2.8) Rijkl = Rijkl +KikKjl −KilKjk,
for spatial components (ijkl). This, together with the bounds (2.5) and (2.7), thus gives the bound
(2.9) |Rg|L∞ ≤ C3,
on Στ , τ ∈ [−
r2
2 , r2]. Let dK be the exterior derivative, (w.r.t. the connection induced by g), of K,
whenK is viewed as a 1-form with values in TΣτ , i.e. dK(X,Y,Z) = (∇XK)(Y,Z)−(∇YK)(X,Z).
The Gauss-Codazzi equations are
dK = RN ,
where RN (X,Y,Z) = 〈R(N,X), Y, Z〉. Hence, (2.5) also implies
(2.10) |dK|L∞ ≤ C3.
We record also the well-known constraint equations:
(2.11) δK = −dH −Ric(N),
R− |K|2 +H2 = 2Ric(N,N) +R,
where H = tr K is the mean curvature and the operators δ and d are taken on Στ .
Next, we use the bounds above to obtain a lower volume bound on the spatial slices Στ , τ ∈
[− r22 , r2], from that on the slice S = S0 in (1.9). To do this, let Ŝ = S ∩ C. The domain Ŝ may be
written as a graph over Σ = Σ0 ⊂ C via the time coordinate τ in the usual way. Thus, each geodesic
σ = σv intersects Σ and Ŝ in exactly two points σ(τ1), σ(τ2), with |τi| ≤ r2. For x = σv(τ1) ∈ Σ,
let u(x) = τ2 − τ1, so that σv(τ2) ∈ Ŝ. This gives a diffeomorphism φ : Σ→ Ŝ, and hence
volŜ =
∫
Ŝ
dVŜ =
∫
Σ
φ∗(dVŜ) =
∫
Σ
JdVΣ,
where J = detDφ is the Jacobian of φ. Since both Ŝ and Σ are space-like, the function u is a
Lipschitz function, (cf. [11]), whose (weak) derivative is uniformly bounded, since both normal
vectors N and T lie in compact subsets of interior null cones. In addition, the (uniform) time τ
exponential map, mapping Σ to Στ has Jacobian uniformly bounded above and below on [−
r2
2 , r2],
by the bound (2.7). (Recall that H = trK measures the infinitesimal volume expansion or con-
traction). It follows that the Jacobian J is uniformly bounded below, (depending only on C, D).
Hence,
(2.12) volΣ ≥ v1 · volŜ.
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Now the lower bound on volBp(
1
2) ⊂ S in (1.9) does not immediately imply a lower bound on volŜ;
(it could apriori happen that most all of the volume of Bp(
1
2 ) occurs outside Ŝ). However, in this
case one can repeat all the estimates (2.6)-(2.9) when the construction of C is based at other center
points q′ in place of q. Thus, for p′ ∈ Bp(
1
2 ) ⊂ S, define q
′ as in (2.2) and let C′ be then as in
(2.4). The same estimates as above then hold in C′. The corresponding domains Ŝ′ = S ∩ C′ give a
covering of Bp(
1
2) ⊂ S. Hence the volume bound in (1.9) and the estimates above now do give the
existence of points po ∈ Bp(
1
2 ) ⊂ S such that
(2.13) volΣpo ≥ v2 > 0,
where Σpo is the level set of τ , (i.e. τo), containing po and v2 = v2(vo,D,C1). (The local estimate
(2.12) does not in fact depend on the absence of future cut points of expq, cf. the discussion
concerning (2.59) below).
Recall the standard volume comparison theorem in Riemannian geometry: if (N, g) is a Rie-
mannian n-manifold, with Ricg ≥ −(n− 1)k, then the ratio
volD(r)
volDk(r)
,
is monotone non-increasing in r. Here D(r) denotes the volume of a geodesic r-ball at any fixed
point, while Dk(r) is the geodesic r-ball in the n-dimensional space form of constant curvature
k. It then follows from the curvature bound (2.9), together with (2.13), that the geodesic balls
Dpo(r) ⊂ (Σpo, g) satisfy
volDpo(r) ≥ v3r
n,
for all r ≤ r2, where v3 depends only on v2 and C3.
Observe that a similar estimate also holds for geodesic balls on other spatial slices Στ , with
Σ0 = Σpo, for τ ∈ [−
r2
2 , r2]. Namely, the L
∞ bound on K in (2.7) bounds the infinitesimal
distortion in the spatial metrics, and hence distances and volumes, under the flow of N . It follows
that within the cylinder Co centered at po, the volume estimate above holds for balls Dpτ (r) ⊂ Στ ;
thus, for pτ = σvo(τ), where po = σvo(0), and for r ≤ r2, one has
(2.14) volDpτ (r) ≥ v4r
n,
v4 = v4(vo, C,D). An upper bound on the volume of volDpτ (r) of the form (2.14) follows immedi-
ately from the curvature bound (2.9).
In the construction above, we have shifted the original base point p to a new base point po.
However, one may now use these estimates to obtain equivalent volume bounds for the slices Στ
within the original cylinder C centered at p. This may be done by constructing a suitable chain,
of bounded cardinality, of overlapping cylinders Ci from Co to C. One then uses the arguments
above on each Ci, together with the fact that upper and lower volume bounds of spatial slices are
equivalent to upper and lower volume bounds of each cylinder Ci.
Thus, in the following, we work on the original cylinder C from (2.4) centered at p; the bound
(2.14) holds with p in place of po.
Step III. (Local Coordinates).
In this step, we define the cylinder Cro and the local coordinate system on it, and obtain in
addition some initial estimates on gαβ . The local coordinates are Gaussian in time and harmonic
in space, (Gaussian-harmonic coordinate system).
Thus, the function τ from (2.3) is chosen as the time coordinate on C. To construct spatial
harmonic coordinates, start with the slice Σ = Σ0 within C. By (2.9) and (2.14), one has the
bounds
(2.15) |Rg| ≤ C3, volgDp(r2) ≥ v4.
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It then follows, for instance from the discussion in §1, that there exists ro > 0, depending only
on C3 and v4, such that the geodesic ball Dp(ro) ⊂ Σ admits a harmonic coordinate system {xi},
1 ≤ i ≤ n, in which the spatial metric g = g|Σ is controlled in L
2,p, i.e.
(2.16) ||gij ||L2,p ≤ Ro,
where the L2,p norm is taken on Dp(ro), and Ro = Ro(C3, v4, p). The harmonic functions xi are
solutions to the Dirichlet problem
(2.17) ∆gxi = 0, xi|∂D = φi,
where D = Dp(ro) and φi are suitably chosen boundary values, (approximating linear-type func-
tions, cf. [12]).
Let φi,τ = φi ◦ ψτ , where ψτ is the time τ flow from Στ to Σ0 along the integral curves of N .
Thus, ψτ maps a domain Dτ ⊂ Στ diffeomorphically onto D and φi,τ are functions defined on ∂Dτ .
It follows that
(2.18) N(φi,τ ) = 1 at ∂Dτ .
Define the functions xi on Dτ to be solutions to the Dirichlet problem
(2.19) ∆gτxi = 0, xi|∂Dτ = φi,τ .
By (2.9) and (2.14), the estimate (2.15) holds uniformly on Dτ , for τ ∈ [−
r2
2 , r2]. Hence, as
with Σ0, ro > 0 may be chosen, depending only on C3 and v4, such that the functions {xi} form a
harmonic coordinate system on Dτ ⊂ Στ , on which one has the bounds
(2.20) ||gij ||L2,p ≤ Ro,
where the L2,p norm is taken on Dτ and g = gτ . The estimate (2.20) holds for all |τ | ≤ ro.
This construction gives the local coordinate system (τ, xi), 1 ≤ i ≤ n, on the ro-cylinder
(2.21) Cro = Dp(ro)× [−ro, ro]
about p, where the product structure is defined by the flow of ∇τ . For the remainder of the proof,
Στ is now redefined to be its intersection with Cro, i.e. Στ ≡ Dτ .
The metric g in these coordinates has the form
(2.22) g = (−1 + |ξ|2)(dτ)2 + gij(dxi + ξidτ)(dxj + ξjdτ),
where ξ = {ξi} is the shift vector. Thus,
∂/∂τ = N + ξ,
with N = ∇τ . The lapse function α of this foliation satisfies α ≡ 1.
On each slice Στ ⊂ Cro , one has good spatial control, namely for gij = gij = g|Στ , (2.20) holds.
As usual, Latin indices i, j, denote spatial variables, i.e. 1 ≤ i, j ≤ n, while Greek indices α, β
denote space-time variables, 0 ≤ α, β ≤ n.
In the following, all Sobolev norms Lk,p are understood to be spatial norms, i.e. the derivatives
and norms are taken on spatial leaves Στ . Thus, for emphasis or clarity, we sometimes write L
k,p
x
in place of Lk,p. All estimates will be independent of τ , for τ ≤ ro.
Step IV. (L2,p Estimates of gαβ).
In this next step, we extend the estimate (2.20) to include the remaining terms g0α, 0 ≤ α ≤ n,
and also obtain estimates on the time derivatives of gαβ .
Before beginning, we first improve the estimate (2.7) on the 2nd fundamental form. Recall the
Simons’, (or Bochner-Weitzenbock) formula, cf. [3, Ch. 1I]:
D∗DK = δdK + dδK −R(K),
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on (Στ , gτ ), where the term R(K) is linear in the curvature and K; the exact form of R(K) plays
no role in the argument, but for completeness is given by R(K) = Ric◦K+K ◦Ric−2R◦K, where
R ◦K is the action of the curvature tensor R on symmetric bilinear forms. The elliptic operator
D∗D = −trD2 is the so-called rough Laplacian.
In the following, we frequently write f ∈ Lk,p or f ∈ Lk,px as shorthand for f is uniformly bounded
in Lk,p along the spatial slices Στ , |τ | ≤ ro.
By (2.10), dK ∈ L∞, and hence δdK ∈ L−1,px , for all p <∞; recall that these spaces are defined
as following (1.13). Similarly, by (2.11), since dd = 0,
(2.23) dδK = d(RicN) ∈ L−1,px ;
here we recall that the operators δ and d are spatial. The term R(K) is also bounded in L∞.
Hence, one has
(2.24) D∗DK = Q1,
where Q1 is uniformly bounded in L
−1,p
x , for any p <∞, while K is uniformly bounded in L∞. By
(2.20), the coefficients of D∗D in the local coordinates {xi} are controlled in L
2,p ⊂ C1,γ . It then
follows from standard elliptic regularity theory, cf. [10], that
(2.25) |K|L1,px ≤ C2,
where C2 = C2(C, vo, co,D, p), on all spatial slices Στ , |τ | ≤ ro.
Spatial Estimates.
Here, we prove that the components g0α also satisfy the L
2,p = L2,px estimate (2.20) uniformly
on Στ . One has N = g
0α∂α,∇xi = g
iα∂α. Hence, N(xi) = 〈N,∇xi〉 = g
0αgiβgαβ = g
0i.
To obtain estimates on N(xi), differentiate the harmonic coordinate condition (2.17), in the
normal, (i.e. N), direction. Let x′i = N(xi). Since ∆xi = 0, a standard computation, cf. [3, 1.184]
for example, gives
(2.26) ∆x′i = −∆
′xi = 〈D
2xi,K〉 − 〈dxi, δK +
1
2dH〉.
Here, as above and in the following, all metric quantities in (2.26) are on spatial slices Στ .
By (2.25), K is uniformly bounded in L1,p. The term D2xi is also uniformly bounded in L
1,p,
since by (2.20) the spatial metric is uniformly bounded in L2,p and hence the coordinate functions
are uniformly bounded in L3,p. Further, both δK and dH are uniformly bounded in Lp. Thus,
∆x′i = Q2,
where Q2 is uniformly bounded in L
p, |τ | ≤ ro. As before, the coefficients of ∆ are controlled in
L2,p. Further, by construction, cf. (2.18), x′i = 1 on ∂Στ . Hence, standard elliptic regularity again
gives
(2.27) ||x′i||L2,p = ||g
0i||L2,p ≤ C4,
where C4 = C4(C, vo, co,D, p). Observe also that
(2.28) g00 = −1,
(since the lapse function α ≡ 1). Hence g0α ∈ L2,p, i.e. the L2,p norm of g0α is uniformly bounded,
0 ≤ α ≤ n.
From this and (2.20), it is then an elementary exercise in linear algebra to see that
(2.29) ||gαβ ||L2,p ≤ C5.
Briefly, g0γ = (detgαβ)
−1A0γ , where A0γ is the (0, γ) cofactor in the matrix gαβ . The cofactor
A00 involves only gij , and hence by (2.20), A00 ∈ L
2,p. Thus detgαβ ∈ L
2,p. The same reasoning
on g0α then gives A0α ∈ L
2,p, for all α. Each determinant A0k may be expanded along the first
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column to obtain a linear form in the variables g0i, with coefficients (n− 1)× (n− 1) determinants.
Thus, one has a linear system of n equations in n unknowns g0i. The matrix of this system is the
(n− 1)-compound Gn−1 of the matrix [gij ], i.e. (Gn−1)kl = detAkl, where Akl is the (k, l) cofactor
of [gij ]. Since [gij ] is non-singular, and since [gij ] non-singular implies that Gn−1 is non-singular,
(cf. [8, §1.4] for instance), it follows that this linear system is invertible.
The components g0i are rational expressions in {gij} and {A0k}, each of which is now bounded
in L2,p. Hence g0i is bounded in L
2,p. Finally, since 1 = g0αgα0 = g
00g00 + g
0igi0, it follows from
(2.28) that g00 is also bounded in L
2,p. This establishes the bound (2.29).
Recall that ∂τ = N + ξ, while 〈N, ∂i〉 = 0, i > 0, by construction. Since 〈∂i, ∂τ 〉 = gi0 is bounded
in L2,p, it follows that 〈ξ, ∂i〉 is bounded in L
2,p. Hence the shift vector ξ = {ξi} is bounded in L
2,p,
(2.30) ||ξ||L2,p ≤ C6.
This completes the L2,p estimates of gαβ in spatial directions.
1st Time Derivatives.
Next we turn to estimates on the time derivatives of gαβ , i.e. L
1,p estimates for ∂τgαβ . To begin,
using the Leibniz rule, and the fact that [∂α, ∂τ ] = 0, it suffices to estimate
(2.31) 〈∇∂α∂τ , ∂β〉 = 〈∇∂αN, ∂β〉+ 〈∇∂αξ, ∂β〉.
Suppose first α > 0, β > 0, so (α, β) = (i, j). The first term in (2.31) is then Kij , which is bounded
in L1,p by (2.25), while the second term is also bounded in L1,p by (2.30), (and the L2,p spatial
bounds on gαβ in (2.29)). This gives uniform L
1,p bounds on ∂τgij , i.e.
(2.32) ||∂τgij ||L1,px ≤ C7.
It follows of course that also
||∂xk∂τgij ||Lpx ≤ C7.
The bounds on ∂τg0α require more work. Writing ∂τ = N+ξ as above, the L
2,p spatial estimates
above imply that ξ(g0α) is bounded in L
1,p, so one needs to obtain L1,p bounds on N(g0α).
Recall that x′i = N(xi) = g
0i. Hence N(g0i) = NN(xi) = x
′′
i . To obtain estimates on x
′′
i ,
differentiate the equation (2.17) in the N direction twice. This gives
(2.33) ∆x′′i = −(2∆
′x′i +∆
′′xi).
Here, as before, all metric quantities are on the spatial slices Στ . It has already been proved that
x′i ∈ L
2,p. From the form of ∆′ in (2.26), one then easily sees that
∆′x′i ∈ L
p.
Next, one has
(2.34) ∆′′xi = N〈D
2xi,K〉 −N〈dxi, δK +
1
2dH〉.
To estimate these terms, let eα be a local orthonormal basis on Στ , with ∇eαeβ = 0 at any fixed
point in Στ . Then the first term in (2.34) may be written
N〈D2xi,K〉 = N(D
2xi(ea, eb)) ·K(ea, eb) +D
2xi(ea, eb) ·N(K(ea, eb)).
By (2.25) and (2.7), Kab ∈ L
1,p and NKab ∈ L
p, while by (2.20), D2xi ∈ L
1,p. Thus
(2.35) D2xi(ea, eb) ·N(K(ea, eb)) ∈ L
p.
Further N(D2xi(ea, eb)) = N〈∇eadxi, eb〉 = 〈∇N∇eadxi, eb〉, so that
(2.36) N(D2xi(ea, eb)) = 〈∇ea∇Ndxi, eb〉+ 〈R(N, ea)dxi, eb〉 − 〈∇ebdxi,∇eaN〉.
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The curvature term in (2.36) is bounded in L∞, while the last term equals 〈D2xi(eb),K(ea)〉, which
is bounded in L∞. For the first term, one has
(2.37) 〈∇ea∇Ndxi, eb〉 = ea〈∇Ndxi, eb〉 = ea〈∇ebdxi, N〉 = −ea(K(dxi, eb)).
Since K ∈ L1,p, this term is bounded in Lp. Combining these estimates, it follows that the first
term in (2.34) is bounded in Lp.
For the next term in (2.34), N〈dxi, dH〉 = 〈∇Ndxi, dH〉 + 〈dxi,∇NdH〉 = 〈∇dHdxi, N〉 +
〈N,∇dxidH〉, so that
(2.38) N〈dxi, dH〉 = −2K(dH, dxi),
which is bounded in Lp.
Finally, −N〈dxi, δK〉 = NeaK(dxi, ea)−NK(∇eaea, dxi)−NK(ea,∇eadxi). By (2.7), the latter
two terms are in L∞. For the first term, writeNeaK(dxi, ea) = eaNK(dxi, ea)−(∇eaN)(K(dxi, eb)).
The latter term here is −[K(ea)](K(dxi, eb)), which is bounded in L
p by (2.25). For the first term,
since NK(dxi, ea) is bounded in L
∞, eaNK(dxi, ea) = div(N(K(dxi))) is bounded in L
−1,p, since
the derivatives ea are spatial. This shows that
(2.39) N〈dxi, δK〉 ∈ L
−1,p.
Thus, combining these estimates on (2.33) gives a uniform bound on ∆x′′i in L
−1,p. On the
boundary ∂Στ , one has x
′′
i = 0. It then follows from elliptic regularity as before, (as in (2.24)), that
N(g0i) = x′′i ∈ L
1,p.
Of course, by (2.28), N(g00) = 0. As above, g0i is a rational expression in {gij} and {A0k}. The
bound (2.32) implies that each of these has N -derivative in L1,p and hence, by the same arguments
as before, N(g0α) ∈ L
1,p. This gives uniform bounds
(2.40) ||∂τgαβ ||L1,px ≤ C8.
This completes the estimates for the first time derivatives on spatial slices. In particular, all
Christoffel symbols are bounded in L1,px .
2nd Time Derivatives.
Finally, we obtain Lp estimates on the 2nd time derivatives ∂τ∂τgαβ . To do this, take ∂τ of the
term 〈∇∂α∂τ , ∂β〉 in (2.31). One then obtains
〈∇∂α∇∂τ∂τ , ∂β〉+ 〈R(∂τ , ∂α)∂τ , ∂β〉.
The curvature term is bounded in Lp, in fact L∞. (This uses the fact that ξ is controlled, so the
framing is controlled).
Write ∇∂τ∂τ = Γ
γ
00∂γ . Hence
〈∇∂α∇∂τ∂τ , ∂β〉 = Γ
γ
00〈∇∂α∂γ , ∂β〉+ ∂α(Γ
γ
00)〈∂γ , ∂β〉.
By the first derivative estimates above, the Christoffel symbols are bounded in L1,px . The first
term is a product of Christoffel symbols, and hence is bounded in L
1,p/2
x ⊂ Lnp/(2n−p), by Sobolev
embedding. For p > n, (recall that p is arbitrarily large), Lnp/(2n−p) ⊂ Lp. Thus the first term is
bounded in Lp.
For the second term, if α > 0, then ∂α(Γ
γ
00) is bounded in L
p by (2.40). Hence, this gives
(2.41) ||∂τ∂τgij ||Lp ≤ C9,
uniformly in τ . It remains to estimate the second time derivatives of g0α. These correspond to the
second order time behavior of the shift vector ξ.
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These estimates are the most involved, and are the only estimates dependent on the Einstein
equations. To obtain these estimates, one needs to differentiate (2.17) three times in the normal N
direction. Thus, from (2.17) again,
(2.42) ∆x′′′i = −3∆
′x′′i − 3∆
′′x′i −∆
′′′xi.
Recall x′i = g
0i is bounded in L2,p, while x′′i = N(g
0i) is bounded in L1,p. From previous work, it
is then straightforward to bound the first two terms on the left in (2.42).
To see this, one has
∆′x′′i = 〈D
2x′′i ,K〉 − 〈dx
′′
i , δK +
1
2dH〉,
which is bounded in L−1,px , since x′′i ∈ L
1,p
x . To estimate the term ∆′′x′i, one just replaces xi in the
estimates (2.34)-(2.39) by N(xi). Using the fact that N(xi) ∈ L
2,p, one sees by checking term by
term that this is bounded in L−1,p.
It remains to analyse
(2.43) ∆′′′xi = NN〈D
2xi,K〉 −NN〈dxi, δK +
1
2dH〉.
To begin,
(2.44) NN〈D2xi,K〉 = 〈∇N∇ND
2xi,K〉+ 2〈∇ND
2xi,∇NK〉+ 〈D
2xi,∇N∇NK〉.
By the Riccati equation (2.6), ∇NK is bounded in L
∞, while by the estimate on (2.36), ∇ND
2xi
is bounded in Lp. Hence, the middle term in (2.44) is bounded in Lp. For the last term, taking the
N -derivative of the Riccati equation (2.6) gives
(2.45) 〈D2xi,∇N∇NK〉 = −2〈D
2xi, (∇NK)K〉 − 〈D
2xi,∇NRN 〉.
The first term in (2.45) is bounded in L∞. The second (curvature) term in (2.45) will be analysed
below.
For the first term in (2.44), one needs to take N -derivatives of all terms following (2.35) to (2.37).
The only one which is not bounded in L−1,p by previous estimates is the term
(2.46) N〈R(N, ea)dxi, eb〉 = (∇NR)(N, ea, dxi, eb) + lower order.
We return again to this curvature term below, and proceed with the second term in (2.43).
Again, to estimate this, one takes N -derivatives of the estimates in (2.38) to (2.39). This gives
first
NK(dH, dxi) ∈ L
p,
since NK is bounded. For the δK term, modulo lower order terms, this is of the form
N〈∇N∇eaK(dxi), ea〉 = N〈∇ea∇NK(dxi), ea〉+N〈R(N, ea)K(dxi), ea〉 =
= 〈∇N∇ea∇NK(dxi), ea〉+ (∇NR)(N, ea,K(dxi), ea) =
= 〈∇ea∇N∇NK(dxi), ea〉+ (∇NR)(N, ea,K(dxi), ea) + 〈R(N, ea)∇NK(dxi), ea〉;
the equalities here are understood to be modulo lower order terms. Modulo terms bounded in Lp,
this may be rewritten as
(2.47) ∇ea(∇NR)(N,K(dxi), N, ea) + (∇NR)(N, ea,K(dxi), ea).
Combining these estimates gives then uniform L−1,px bounds on all terms in (2.43), except for
the four curvature terms of the form (∇NR)N.
We obtain bounds on the curvature terms via the contracted 2nd Bianchi identity on (M, g):
δR = −dRic,
or more precisely, cf. [3, 16.3],
(2.48) δR(X,Y,Z) = −dRic(Y,Z,X).
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Write, on M,
(2.49) (∇NR)N = −δR+ δR = dRic+ δR,
where the divergences δ, δ are the space-time and space-like divergences on Στ respectively.
Now the space-time curvature R is bounded in L∞, (in bounded framings). Hence the spatial
divergence δR is bounded in L−1,px , for any p < ∞. Thus, the curvature term (2.46) may be
rewritten, modulo L−1,px , as
(∇NR)(N, ea, dxi, eb) = dRic(dxi, eb, ea) ∈ L
−1,p
x ,
where the last estimate follows since all derivatives of Ric are taken in spatial directions. Similarly,
for the second curvature term in (2.47), one has, for the same reasons, modulo L−1,px ,
(∇NR)(N, ea,K(dxi), ea) = dRic(K(dxi), eb, ea) ∈ L
−1,p
x .
This leaves left the two curvature terms:
(2.50) 〈D2xi,∇NRN 〉 and ∇ea(∇NR)(N,K(dxi), N, ea).
The second term is of form δdRic(N,K(dxi)), (to leading order), which cannot be controlled
without the Einstein equation, since it involves differentiation in the N direction. Similarly,
(2.51) ∇NRN = dRic(N, ·, ·), modulo L
−1,p
x ,
is not controlled without the Einstein equations.
Dropping the usual constants, the Einstein equations on (M, g) are
(2.52) Ric −
R
2
g = T ,
where T is the stress-energy tensor. Suppose (M, g) is vacuum, or more generally, suppose the
stress-energy tensor T satisfies
(2.53) dT (N, ea, eb) ∈ L
−1,p
x ,
where ea, eb are spatial. Since the Einstein equations and the bound (2.5) imply that ∇eaT (N) ∈
L−1,px , (2.53) is equivalent to
(2.54) ∇NT ∈ L
−1,p
x , or LNT ∈ L
−1,p
x ,
where LN denotes the Lie derivative in the direction N .
Combining the bound (2.53) with the estimates obtained above on the terms in (2.42) then gives
(2.55) ∆x′′′i = ∆NN(g
0i) ∈ L−2,px ,
since δdRic(N,K(dxi)) ∈ L
−2,p
x , not L
−1.p
x . As before, since the coefficients of the Laplacian
are well-controlled, (i.e. bounded in L2,p), and the functions x′′′i have 0 boundary values, elliptic
regularity gives
NN(g0i) ∈ Lp.
(One sees this from duality in the standard way, using the fact that ∆ : L2,po → Lp is an isomorphism,
cf. also [13]).
Applying the linear algebra argument as before then gives the bound
(2.56) ∂τ∂τg0α ∈ L
p.
This completes all of the estimates on gαβ . We refer to Remark 2.1 below for further discussion
on use of the Einstein equations. Finally, the assumptions (2.53) or (2.54) are equivalent to (1.13).
To see this, both T and N lie within a compact subset of T+Ω. Since the covariant derivative w.r.t.
T or N involves only the pointwise behavior of these vector fields, one may replace T by N in
(1.13), which then corresponds to (2.54).
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Step V. (Issue of Cut Points).
In this final step, we show that by passing to a smaller cylinder if necessary, of definite size within
Cro , the exponential map expq′ at a suitable base point q
′, has no future cut points. By the work
above, this will complete the proof.
To begin, return to the “cone” C in (2.4). Let V be the collection of time-like unit vectors in
T+q Dr1 for which there is a maximal geodesic σv issueing from q and terminating in C. Let
(2.57) C˜ = {sv : v ∈ V, s ≤ r1} ⊂ T
+
q Dr1 ,
so that in particular expqC˜ contains C. Here, as in Step I, r1 is chosen so that no geodesic σv(s),
for v ∈ V , has conjugate points with s ≤ r1. Of course the geodesics σv(s) now are no longer
necessarily maximal. Since expq is of maximal rank on C˜, we work on the pullback (C˜, g˜), where
(2.58) g˜ = (expq)
∗g.
The domain C˜ is a compact connected cone in TqM, w.r.t. the vector space structure. By the
Gauss Lemma, the straightline generators of this cone are geodesics in the g˜ metric. Let τ˜ denote
the distance to the origin {0} w.r.t. g˜, within C˜. This is now a smooth function on C˜ \ {0}, and
serves as the parameter for the geodesics from {0}. Inside the cutlocus of expq on C˜, (i.e. where
expq is a diffeomorphism), τ˜ is just the lift of the function τ from (2.3), up to an additive constant.
The level sets Σ˜τ˜ ⊂ C˜ of τ are smooth, and hence the images expqΣ˜τ˜ are smoothly immersed
submanifolds in C. The original Lipschitz level surface Στ is just the part of expqΣ˜τ˜ contained in
the domain U τ = {x : τ(x) ≥ τ} ∩ C. Observe that the timelike exponential map e˜xp0 of (C˜, g˜)
based at 0 is a diffeomorphism onto C˜; this map has no conjugate or cut points within C˜.
Thus, we are now in exactly the same situation as at the end of Step I, with (C˜, g˜) in place of
(C,g). Set S˜ = (expq)
−1(C) ⊂ C˜, so that S˜ is an embedded hypersurface in C˜. Since expq is a local
isometry of S˜ onto Ŝ, one has
(2.59) volg˜S˜ ≥ volgŜ.
Hence, by the same reasoning as in Step II, the volume estimate (2.14) holds on the smooth
hypersurfaces Σ˜τ˜ .
We may thus apply the work in Steps II - IV to conclude that there is an ro > 0, depending only
on C, D, co, vo, and an ro-cylinder C˜ro ⊂ C˜, centered on p˜, on which there are coordinates (τ˜ , x˜i)
in which the metric g˜ is controlled in L2,p in the sense that (1.12) holds.
It remains to prove the existence of a suitable cylinder C ′ “downstairs”, i.e. within (Ω,g), with
these properties. Thus, let Σ˜τ˜ now denote the part of Σ˜τ˜ contained in C˜ro . Each Σ˜τ˜ is an n-ball,
topologically. Recall, as in Step II, that S˜ ∩ C˜ro is a graph over Σ˜τ˜o , for some τ˜o. Hence, S˜ ∩ C˜ro
is also an n-ball topologically. By construction, both Σ˜τ˜o and S˜ ∩ C˜ro have a uniform lower bound
on their volume and size, i.e. distg˜(p˜, ∂(S˜ ∩ C˜ro)) ≥ r3 > 0, (and similarly for Σ˜τ˜o). These bounds
depend only on the initial bounds on C, vo and D, co.
Let U be the interior of the cutlocus of expq|C˜ . The domain U is starshaped w.r.t. the origin
{0} in T+q Dr1 . Further, again by construction, S˜ ∩ C˜ro is contained in the closure U¯ of U . If
(S˜ ∩ C˜ro) ∩ ∂U 6= ∅, one may perturb it slightly, along the geodesic straight lines to {0}, to obtain
an n-ball S˜′ ⊂ C˜ro with S˜
′ ⊂ U . As before, the ball S˜′ has a definite lower bound on its volume
and its size.
The exponential map expq now gives a diffeomorphism, in fact an isometry, from (S˜
′, g˜) to (S′, g),
S′ = expqS˜
′. Let D′ be the domain of dependence of S′ in (M, g). This gives a globally hyperbolic
region D′ ⊂ (M,g), with a simply connected Cauchy surface of definite size and volume. The work
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of Steps I - IV may now be applied to this situation within (M, g) to produce a new cylinder C ′,
centered at p, satisfying the bounds (1.12).
This completes the proof of Theorem 1.2.
It is an open question whether Theorem 1.2 holds without an assumption of the form (1.13), i.e.
whether there exist coordinate systems in which (1.12) holds under only the bounds (1.9).
Remark 2.1. From the physical point of view, most stress-energy tensors T derive from matter
fields satisfying a hyperbolic system of PDE, of 1st or 2nd order. In such a situation, these equations
can frequently be used to interchange a time derivative ∇NT on spatial slices, with a spatial
derivative ∇XT , modulo lower order terms, e.g. (∇NT )(X) ∼ (∇XT )(N), modulo lower order
terms. This is exactly the process used via the 2nd Bianchi identity above. For instance, this is
easily seen to be the case for electromagnetic fields, via use of the Maxwell equation dF = 0.
When the matter equations allow for such time-space replacement, modulo lower order terms,
the condition (1.13) is of course not necessary in Theorem 1.2.
Next we turn to the proof of Corollary 1.3.
Let (M, g) be a weakly regular space-time, satisfying the size conditions, and satisfying the
bound (1.9) distributionally. Thus, the components of R, well-defined as distributions, are in fact
bounded in L∞.
Any such space-time (M, g) is a limit of a sequence of (C∞) smooth space-times (M,gk), cf. [9,
Theorem 4] for instance. The metrics gk are obtained in the usual way by taking the convolution
of g with a sequence of smooth mollifiers. The local size conditions and local volume bound in
(1.9), with δo in place of
1
2 , depend only on the C
0 behavior of the metric. Since the convergence to
the limit is C0, it follows that local size conditions and local volume bounds hold uniformly on the
sequence (M,gk). Similarly, the fact that |R|T is bounded on (M,gk) implies that the curvature
|Rgk|Tk of (M,gk) is uniformly bounded, for unit time-like vector fields Tk → T , as k →∞.
It then follows from Theorem 1.2 that for any p ∈ Ω, there are ro-cylinders ((Cro)k, pk) ⊂⊂
(M,gk), with pk → p, and coordinates on (Cro)k in which the metric gk is controlled: this in the
sense that the bounds (1.12) hold, with the exception of the bound on ∂0∂0g0α. Since the bounds
on C, vo and D, co, hold uniformly on (M,gk), and pk remains a bounded distance away from ∂M,
it follows that there is a limit cylinder (Cro , p) ⊂ (M,g) on which (1.12) holds, again except for
the bound on ∂0∂0g0α.
This proves the first part of Corollary 1.3. For the second part, one needs to make sense of the
condition (1.13) on (M, g). It suffices to do this locally, i.e. on cylinders Cro ⊂ (M,g). Of course
∇NRic, or equivalently ∇NT , is well-defined in L
−1,p(Ω), (since Ric ∈ L∞), but one needs to
define it in L−1,p(Στ ).
To do this, from the above, we know that gτ = g|Στ is in L
2,p
x (Στ ), for any Στ ⊂ Cro. Let h be a
symmetric bilinear form in L1,q(Στ ), of compact support, for a given τ . Extend h into Cro by the
flow of N , so that LNh = 0. Hence, h is defined on all Στ ⊂ Cro . Formally, or alternately on the
smooth approximations (M,gk) of (M, g), one has
(2.60)
∫
Στ
〈h,∇NRic〉dV =
∫
Στ
N〈h,Ric〉dV −
∫
Στ
〈∇Nh,Ric〉dV.
Observe that ∇Nh = LNh + h(∇∂aN, ∂b) + h(∂a,∇∂bN) = h(K(∂a), ∂b) + h(K(∂b), ∂a). Since
K ∈ L1,p(Στ ) and p is large, it follows ∇Nh is well-defined in L
q(Στ ), for any τ . Hence, the second
term in (2.60) is well-defined, (since Ric is bounded in L∞).
For the first term on the right in (2.60), one has
(2.61)
∫
Στ
N〈h,Ric〉dV =
d
dτ
∫
Στ
〈h,Ric〉dV −
∫
Στ
〈h,Ric〉HdV.
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The second term in (2.61) is well-defined, since again H ∈ L1,p ⊂ Cα. Thus, to define (1.13) on
Cro , we require that the derivative
(2.62)
d
dτ
∫
Στ
〈h,Ric〉dV, or equivalently,
d
dτ
∫
Στ
〈h,T 〉dV
exist for all τ ∈ [−ro, ro], for any h as above. Under this condition, the bound (1.13) on Cro is then
equivalent to a uniform bound on (2.62), for all τ ∈ [−ro, ro].
Given this definition of the condition (1.13) on the limit Cro, it follows from the same proof as
in Theorem 1.2 that ∂0∂0g0α is uniformly bounded in L
p(Στ ), |τ | ≤ ro. This completes the proof
of Corollary 1.3.
3. Concluding Remarks.
We conclude the paper with several remarks extending the validity of Theorem 1.2, together
with some open problems.
Theorem 1.2 gives the existence of cylinders C of a definite size in the interior of M, and
a definite distance away from any boundary ∂M, on which there exist coordinates in which the
metric is controlled in L2,p.Of course, by rescaling up suitably to realize the size conditions, applying
Theorem 1.2, and then rescaling back down, the cylinders C may be chosen to be arbitrarily close
to ∂M. (This is already implicit in Corollary 1.3). However, the coordinates may change in the
(smaller and smaller) cylinders as one approaches ∂M.
The main reason it is necessary to stay a definite distance away from ∂M in the proof is that
one needs to work in globally hyperbolic regions, as in (2.1), which are future 1-connected. IfM is
globally hyperbolic and future 1-connected to begin with, then it is no longer necessary to stay a
given distance away from ∂M. We describe an alternate version of Theorem 1.2 in this context.
Thus, suppose (M, g) is globally hyperbolic and future 1-connected; (for instance, (M, g) has a
simply connected Cauchy surface). Choose any point q ∈M and time-like unit vector No ∈ T
+
q M.
Let V ⊂ T+q M be the compact cone of unit vectors forming a fixed angle θ with No, and let
C = expqτv, v ∈ V , be the corresponding “cone” in (M, g). Also, let N be the corresponding
vector field tangent to the geodesics σv(τ) = expq(τv), and let Στ be the level sets of τ in C. We
make the following assumptions: there exist constants C <∞ and vo > 0 such that
(3.1) |R|N ≤ C, within C,
(3.2) volΣτ ≥ vo · (diamΣτ )
n.
Although (3.2) is understood to hold for all τ ≤ r1, for a fixed r1, the methods used in Step II
show that it suffices to assume (3.2) holds for a fixed τo > 0, where the size τo depends only on C
in (3.1). The bound (3.2) is of course scale-invariant.
We then have the following result, valid at least up to a point in ∂M.
Corollary 3.1. Let (M, g) be a globally hyperbolic, future 1-connected space-time satisfying the
assumptions (3.1)-(3.2). Suppose also (M, g) is vacuum, or more generally, satisfies (1.13). Then
there exist small constants do > 0, and ro > 0, depending only on C, vo, No and θ, such that if
σNo(τ) ∈M, ∀τ < do,
then there exist coordinates (τ, xi) on the cylinder
(3.3) Cro(d1) = Dp(rodo)× [
d1
2 , d1] ⊂M,
in which the metric satisfies the bounds (1.12). Here d1 is the largest value such that d1 ≤ do and
Cro(d1) is contained in M.
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The proof of this result is exactly the same as that of Theorem 1.2. In fact it is simpler, since
the issues of global hyperbolicity and future 1-connected are assumed, and one works with N in
place of the vector field T from Definition 1.1. Thus, for do small as above, and for C(V ) the cone
on V in TqM, the exponential map expq restricted to (C(V ) \ {0}) ∩ B0(d1) is a diffeomorphism
onto (C ∩Bq(d1)) \ q, where Bq(d1) = expq(B0(d1)). The domain C ∩Bq(d1) plays exactly the same
role as C in Step I. All the estimates of Steps II-IV then proceed just as before and are uniform for
τ ∈ [d12 , d1].
Remark 3.2. One may also derive a version of Theorem 1.2, (or Corollary 3.1), without the lower
volume bound in (1.9). Thus, one has a uniform spatial curvature bound (2.9), either on the slices
Στ ⊂ C downstairs, or on the slices Σ˜τ˜ ⊂ C˜ upstairs in TqM. (The bound (2.9) does not require any
apriori volume bound). If the volume Στ or Σ˜τ˜ is very small, then the injectivity radius of gτ is very
small, i.e. the spatial metric gτ is highly collapsed in the sense of Cheeger-Gromov. However, (as
before), the Rauch comparison theorem implies that the intrinsic exponential map on Στ or Σ˜τ˜ is
still of maximal rank on geodesic balls of a definite size, (depending only on the curvature bound).
Suppose first one works in the situation of Στ ⊂ C. Then just as before in time-like directions,
one can lift the metric gτ up to the tangent space by pulling back by its exponential map, i.e.
consider the metric g˜τ = (exppτ )
∗gτ defined on balls in TpτΣτ . The metric g˜τ has a uniform lower
bound on the volumes of small balls. All the arguments in Steps II-IV can then be carried out as
before on this “unwrapped” space-time and the corresponding unwrapped cylinder C˜ro . This gives
coordinates (τ˜ , x˜i) for C˜ro on which the metric g˜ satisfies the bounds (1.12). The same procedure
holds when working with Σ˜τ˜ . These coordinates upstairs within TqM give then “multi-valued”
coordinates downstairs in (M, g).
To conclude, we mention two open problems. First, for certain purposes, the L∞ bound on the
curvature in (1.11) may be viewed as too strong. It would be of interest to know if a version of
Theorem 1.2 holds with suitable Lp bounds on |R|T , p > n/2, in place of L
∞ bounds.
Second, it would be very interesting if the Einstein equations could be used to remove the
dependence of these results on bounds on the full curvature, i.e. if bounds on the full curvature
could be replaced by bounds on the Ricci curvature, possibly introducing other hypotheses not
related to curvature. This seems to be a challenging problem; cf. [1] for some further discussion.
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