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Abstract
We treat the question of Jordan decomposition for R-orders, where R is an integrally closed
noetherian integral domain with perfect field of quotients K. We shall relate the existence of
a Jordan decomposition for orders to Hochschild cohomology and derive local–global prin-
ciples for Jordan decomposition. We treat the cases of orders contained in Mat(2, K) and of
orders generated by a single element in detail, and develop a new procedure for computing the
semisimple part of a matrix in Mat(n, K).
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1. Introduction
It is well known that every (n× n)-matrix µ over a perfect field K has a unique
Jordan decomposition µ = σ + ν, where σ is diagonalizable over the algebraic clo-
sure K of K , ν is nilpotent and σν = νσ . This fact plays an important role in the
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theory of algebraic groups and of Lie algebras [3,10,11]. Since Z is the univer-
sal commutative ring, it is important to consider the above decomposition for µ ∈
Mat(n,Z). More generally we shall consider an integral domain R with perfect field
of fractions K and ask for µ ∈ Mat(n, R) the question: Do the matrices σ and ν lie
in Mat(n, R)?
In case of a positive answer we say that µ has INTEGRAL JORDAN DECOMPOSI-
TION with respect to R. Our investigation is motivated by the paper [1]. For a survey
on the results on which this paper is based we refer to [6].
We shall put the above question in a wider framework. Let φ ∈ EndK(K(n)) and
let Aφ = K[φ] be the finite dimensional K-algebra generated by φ, let Nφ be its nil-
potent radical and let Sφ be its semisimple quotient. Then we have an exact sequence
EAφ : 0 −→ Nφ −→ Aφ κ
′−→ Sφ −→ 0.
The theorem of Malcev–Wedderburn implies that this sequence splits, K being
perfect. Observe that the splitting is equivalent to φ having a Jordan decomposition
over K . It should be noted that in case of N2φ = 0 the splitting is a consequence
of the fact that the Hochschild cohomology group H 2
Seφ
(Sφ,Nφ) is zero, since Sφ is
separable, K being perfect. For a general argument we refer to Proposition 2.6 and
the proof of Theorem 2.4.
Let R be an integrally closed noetherian integral domain with field of fractions
K . We say that  ⊂ A is an R-ORDER in the finite dimensional K-algebra A if it
is a unital subring of A, spanning A over K and finitely generated as R-module.
Let φ ∈ EndR(R(n)) and define φ :=R[φ], which is an R-free R-order in Aφ (cf.
Section 4). This gives rise to a corresponding exact sequence
Eφ : 0 −→ Nφ −→ φ κ−→ φ −→ 0,
where Nφ = Nφ ∩ φ is the nilpotent radical of φ . Moreover φ :=κ ′(φ) is an
R-order in the separable K-algebra Sφ . We note that in general there is no reason for
Nφ or φ to be R-free. The above question appears in a different light in view of the
fact that φ has integral Jordan decomposition if and only if the sequence Eφ is split
(cf. Remark 2.2). There is another natural question in connection with the theorem
of Malcev–Wedderburn:
Let A be a finite dimensional K-algebra and let  be an R-order in A. Then we
have the corresponding exact sequences EA and E.
EA : 0 −→ NA −→ A
κ ′A−→ SA −→ 0 ,
where NA is the nilpotent radical of A and
E : 0 −→ N −→  κ−→  −→ 0
with N = NA ∩ , the nilpotent radical of . Moreover,  :=κ ′A().
I.B.S. Passi et al. / Linear Algebra and its Applications 355 (2002) 241–261 243
By the Malcev–Wedderburn theorem, the sequence EA splits; moreover, the semi-
simple part SA is separable. Recall that associated with any R-algebra  we have its
enveloping algebra e :=⊗R op, where op is the opposite algebra. The natural
questions which arise are:
Problem
1. When does the exact sequence E split?
2. When is the order  separable, i.e.,  is projective over e?
In case the sequence E splits we say that has GLOBAL INTEGRAL JORDAN DE-
COMPOSITION. These questions are intimately related to Hochschild cohomology.
We have the natural exact sequence—the AUGMENTATION SEQUENCE—
H : 0 −→ I −→ e mult−→  −→ 0,
which is induced from the multiplication “mult”; I is called the AUGMENTATION
IDEAL; it is generated by the elements {δ ⊗ 1 − 1 ⊗ δ : δ ∈ }. In case N2 = 0—
this is called the ABELIAN CASE—the sequence E is split if and only if its coho-
mology class in H 2e(,N) is zero. In the NON-ABELIAN case one has to use
“NON-ABELIAN” HOCHSCHILD COHOMOLOGY, which is filtered by abelian pieces
(cf. [15]). For details see the proof of Proposition 2.6. Observe that the second prob-
lem is answered positively if and only ifH 1e(, I) = 0. To exhibit the difficulties
involved in deciding the projectivity of , we compute in Section 6 explicitly the
Hochschild cohomology H 1e (, I), where  is an R-order generated by a 2 × 2
diagonal matrix.
We shall prove a local-global principle for these questions in Section 2. In Sec-
tion 5 we shall try to answer them in case  = φ . As an application one notices a
relationship with the following well-known results in number theory:
Proposition 1.1. Let S = Ẑp[α] be an unramified extension of the ring Ẑp of p-adic
integers, with the minimal polynomial of α having roots {mi} for 1  i  n. Then∏
i<j (mi −mj) is a unit in S.
Proposition 1.2. Let µ(X) ∈ Z[X] be a monic non-linear irreducible polynomial
with roots {mi}, 1  i  n. Let K = Q[m1, . . . , mn] with ring of integers Rµ be a
splitting field for µ. Then∏i<j (mi −mj) is not a unit in Rµ.
We prove in Section 3 that if  is an R-order in the K-algebra A ⊂ Mat(2,K),
then  has global integral Jordan decomposition. We next address in Section 4 the
problem of computation of the semisimple component Ms of a given matrix M . For
a practical procedure for computing Ms see [17]. We present an alternate proce-
dure, hopefully more convenient, at least when the number of different eigenvalues
is small. For instance, if M is a matrix whose Jordan canonical form consists of
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exactly two Jordan blocks Jn(a) and Jm(b), corresponding to the eigenvalues a and
b, a /= b and n  m, then Ms = fa,b(M), where fa,b(X) = a + f0,b−a(X − a) and
the polynomial f0,c(X) is explicitly given by the following formula for a general
element 0 /= c ∈ R:
f0,c(X) := X
n
cn−1
·
m−1∑
j=0
(−1)j m−1∑
k=j
(
k
j
)(
n+ k − 1
k
) · Xj
cj
.
We refer the reader to Proposition 4.3. This may be compared with the computations
required for calculating the semisimple component via the method given in [17].
Without saying it explicitly, K always stands for a PERFECT field, the quotient
field of an integrally closed noetherian integral domain R, A is a finite dimensional
K-algebra and  is an R-order in A.
2. Local-global principles for Jordan decomposition
Recall that an element a ∈ A is called SEMISIMPLE if the minimal polynomial
of a over K has no repeated roots over the algebraic closure of K , and that every
element a ∈ A has a unique Jordan decomposition a = as + an in A, as semisimple,
an nilpotent with as · an = an · as .
Definition 2.1
1. Let λ ∈  ⊂ A have a Jordan decomposition λ = as + an in A with as ∈ A semi-
simple and an ∈ A nilpotent. The element λ is said
(a) to be SEMISIMPLE if λ = as . This is equivalent to R[λ] being an R-order in
the semisimple (i.e., separable) K-algebra K[λ];
(b) to have INTEGRAL JORDAN DECOMPOSITION provided an and consequently
as lie in . Then we write λs = as and λn = an.
2.  is said to have LOCAL INTEGRAL JORDAN DECOMPOSITION, provided every
element λ ∈  has an integral Jordan decomposition.
3.  is said to have GLOBAL INTEGRAL JORDAN DECOMPOSITION, provided  is
isomorphic as an R-algebra to the semidirect product N.
Remark 2.2
1. If λ ∈  has an integral Jordan decomposition, then it is unique, since it is already
unique in A.
2. The order  has global integral Jordan decomposition if and only if the exact se-
quence E is split as sequence of algebras. In this case and N areR-projective
provided  is R-projective.
3. Global integral decomposition for orders is naturally related to Hochschild coho-
mology. Observe that the order  with N2 = 0 has global integral Jordan decom-
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position if and only if the Hochschild 2-cocycle associated to the exact sequence
E is a 2-coboundary.
4. In case  = R[λ], the order  has global integral Jordan decomposition if and
only if λ has integral Jordan decomposition. In fact, if λ = λs + λn is the in-
tegral Jordan decomposition we have R[λ] = R[λs] ⊕ λn · R[λ], observe that
R[λs] does not contain any nilpotent element. Conversely, if  = N we
write λ = ν + σ accordingly and have an integral Jordan decomposition with
λn = ν and λs = σ—note that  is commutative. In this case N = λn · R[λ]
and  = R[λs].
5. The integral group ring ZG of a finite group always has a global integral Jordan
decomposition, QG being semisimple. However, it has rather rarely a local one,
e.g. out of the dihedral groups of order 2n with n odd, exactly the ones with n a
prime have local integral Jordan decomposition (cf. [5]). In general a global inte-
gral Jordan decomposition does not imply a local integral Jordan decomposition;
the converse does not hold either (cf. Example 2.3).
6. Note that the property of having a global integral Jordan decomposition is invari-
ant under Morita equivalence. This is proved by the usual arguments; first prove
it for a free module and then use the idempotent corresponding to the underlying
progenerator. However, the local integral Jordan decomposition is not invariant
under Morita equivalence (cf. Example 2.3, 1.).
Example 2.3
1. Assume that Mat(3,K) ⊂K-algebra A (not necessarily unital) and that  is an R-
order in A. Define 0 := ∩ Mat(3,K) ⊂ A. Then  has global integral Jordan
decomposition if A is semisimple, but  never has local integral Jordan decom-
position in case R /= K . In fact, the matrix
M :=
0 0 a2b1 0 −(a2 + 2ab)
0 1 2a + b

has integral Jordan decomposition if and only if (b − a) is a unit inR (cf. Example
4.5). Note that there exists 0 = r ∈ R such that r · Mat(3, R) ⊂ 0, and hence
r ·M ∈ 0 ⊂ . However, assuming that r/(b − a) /∈ R (e.g. for b − a = r · c,
where 0 = c /∈ R×), the formula (1) in Example 4.5 shows that then r ·M also
does not have integral Jordan decomposition, since (r ·M)s = r ·Ms .
2. This also gives an example where one has local integral Jordan decomposition
over the localization but not over the completion. In fact, let K = Q and R = Zp
the localization of Z at the prime p. Let K̂ and R̂ be the corresponding comple-
tions. Assume that A is a central skewfield of dimension n2 at least 9 which is split
by K̂ (for the existence of A, see [14, Sections 14 and 32]). Let  be a maximal
R-order in A. Then, since there are no nilpotent elements in A, the order  has
local integral Jordan decomposition. But by the previous remark R̂ ⊗R  does
not. Observe that R̂ ⊗R  is conjugate in Â = K̂ ⊗K A to Mat(n, R̂).
246 I.B.S. Passi et al. / Linear Algebra and its Applications 355 (2002) 241–261
3. Next we shall give an example to show that a local integral Jordan decomposition
does not imply a global one. We let R = Z[q] be the ring of polynomials in the
variable q and define an R-order  :=R〈1, d, y, z〉 subject to the relations
d2 = q + y + z, d · y = y · d = z, d · z = z · d = q · y,
y2 = z2 = y · z = z · y = 0.
The exact sequence E does not split, since it does not split when reduced mod-
ulo 2. In fact, 2 :=/2 ·  is an order over F2[q]. Its total ring of quotients
F2(q)⊗F2[q] 2 is an example of an algebra B, where the sequence EB does not
split (cf. [16, p. 211, Example 1]). Thus  does not have a global integral Jordan
decomposition. In order to show that it has a local one we look at the generic
element λ = α · 1 + β · d + γ · y + δ · z. Simple calculations show that it acts on
 via the matrix
α β γ δ
β · q α β + δ · q β + γ
0 0 α β
0 0 β · q α
 ,
which has an obvious integral Jordan decomposition provided we can show that
S :=
(
α β
β · q α
)
is semisimple. If β = 0, S is obviously semisimple. So we assume that β /= 0. In
that case the characteristic polynomial of S is equal to
X2 − 2α ·X + α2 − q · β2,
which has distinct roots and thus S is semisimple.
4. The above example can be modified to show that a Z-order may have a local
integral Jordan decomposition but not a global one. Let  be the Z-order obtained
by specializing q to 2. Observe that the nilpotent radical of  is generated by y
and z. Thus the quotient  is isomorphic to Z[
√
2]. Therefore, if the sequence E
would split,would have to contain a square root of 2. However, one finds out by
straightforward calculation that this is not the case. Consequently, does not have
global integral Jordan decomposition. On the other hand, the same calculations as
above show that  does have local integral Jordan decomposition.
Theorem 2.4. Let  be an R-order in A. Then the following are equivalent:
1.  has global integral Jordan decomposition.
2. For every m ∈ max(R) the Rm-order m :=Rm ⊗R  has global integral Jordan
decomposition.
3. For every m ∈ max(R) the R̂m-order ̂m := R̂m ⊗R  has global integral Jordan
decomposition.
Here Rm is the localization and R̂m is the completion of R at the maximal ideal m.
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Before we come to the proof we collect some facts on Hochschild cohomology.
For more details, we refer the reader to [15].
Lemma 2.5. Let  be an R-order and let B be a -bimodule; i.e., a finitely gener-
ated left e-module. Let δ ∈ H 2e (, B) be given. Then the following are equivalent:
1. δ = 0 in H 2e (, B).
2. δm = 0 in H 2em(m, Bm) for every m ∈ max(R).
3. δ̂m = 0 in H 2̂em(̂m, B̂m) for every m ∈ max(R).
Proof. Observe that
Rm ⊗R H 2e (, B)  H 2em(m, Bm)
and
R̂m ⊗R H 2e (, B)  H 2̂em(̂m, B̂m).
We consider the R-submodule of H 2e (, B) generated by our element δ. This
will be zero if and only if it is zero at all localizations (resp. completions). 
Proposition 2.6. Let N be a characteristic ideal in the R-order  inducing the
following exact sequence of algebras:
E : 0 −→ N α−→ β−→ −→ 0.
Assume that N contains a characteristic subideal N1 such that N21 = 0. With φ :
N −→ N/N1 :=N we associate the pushout E · φ:
and assume that the pushout E · φ is split by γ1. Then the sequence E is split if and
only if the sequence
E1 : 0 −→ N1 −→ ψ−1 (γ1()) −→  −→ 0
is split.
Proof. If E is split by β1 :  −→ , then this splitting will induce a splitting γ1 :=
β1ψ on E · φ making the pushout diagram commute. But then β1() ⊂ ψ−1(γ1())
and so the sequence E1 is split.
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Conversely assume that E1 is split by ε1. Then ε1 splits E.
Observe that this is essentially the same argument as in the proof of Proposition 4 of
[15]. 
Proof of Theorem 2.4. Let
0 = N0 ⊂ N1 ⊂ · · · ⊂ Ns = N
be the filtration of the nilpotent radical N by its powers, whose sections then have
trivial multiplication, i.e., N2i ⊆ Ni−1, 1  i  s. The proof will be done by induc-
tion on s, the nilpotency degree. By this induction, the sequence E · φ as in Pro-
position 2.6 splits globally if and only if it splits locally. The splitting of E1 is a
consequence of Lemma 2.5, since we have an abelian kernel. This lemma also guar-
antees the beginning of the induction. 
As one would expect, the question of global Jordan decomposition of an order
is in close connection to the theorem of Malcev–Wedderburn in the formulation of
[15].
Proposition 2.7. Let  be an R-order in A with nilpotent radical N. Assume that
the quotient  :=/N is separable in the sense of Hochschild cohomology. Then
 has global integral Jordan decomposition.
Proof. Since  is separable, we have for the Hochschild cohomology H 2e (,M) =
0 for every -bimodule M . Since N has a filtration by characteristic ideals
with abelian sections, N being nilpotent, the result follows from Proposition 4 in
[15]. 
Proposition 2.8
1. The R-order  has local integral Jordan decomposition if and only if m has
local integral Jordan decomposition for every m ∈ max(R).
2. If ̂m has local integral Jordan decomposition, then so has m. The converse is
not true in general (cf. Example 2.3).
Proof. Assume that  has local integral Jordan decomposition and let λm ∈ m.
Then there is r ∈ R\m with λ1 := r · λm ∈  and hence λ1 has integral Jordan de-
composition, say λ1 = σ1 + ν1. But then we have in m the integral Jordan decom-
position λm = (1/r) · σ1 + (1/r) · ν1.
Conversely, assume that everym has local integral Jordan decomposition. Let us
be given λ ∈  ⊂ A and let λ = as + an be its Jordan decomposition inA. If we look
at λ ∈ m it has an integral Jordan decomposition λ = σm + νm. However, m ⊂ A
and so λ = σm + νm is also Jordan decomposition of λ in A. By the uniqueness
we conclude σm = as , hence as ∈ A ∩ m for all m ∈ max(R) and consequently as
belongs to . Hence λ has integral Jordan decomposition.
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As for the second part, let ̂m have local integral Jordan decomposition and let
us be given λ ∈ m ⊂ ̂m, which has a Jordan decomposition λ = σ̂m + ν̂m in ̂m.
Since A ⊂ Âm, this decomposition coincides with the one for λ in A. So σ̂m ∈ A ∩
̂m = m, hence m has local integral Jordan decomposition. 
3. Jordan decomposition of orders in Mat(2,K)
As a generalization of the fact that Mat(2, R) has local integral Jordan decompo-
sition (see [1]), we show:
Proposition 3.1. Let  be an R-order in the K-algebra A⊂Mat(2,K). Then  has
global integral Jordan decomposition.
Proof. We set J := rad(A). There is nothing to show if J = 0. So we assume J /= 0,
implying that dimK(A)  3. Observe that, since A ⊂ Mat(2,K), the square of the
radical must be zero.
First we claim that dimK(J ) = 1. Assume to the contrary that there are two lin-
early independent nilpotent elements n and m in A, and dimK(A) = 3. Then we have
n ·m = 0 = m · n ∈ J 2. Since A is the K-span of the set {1, n,m}, this implies that
A is commutative. But the dimension of a commutative K-subalgebra of Mat(2,K)
is bounded above by 2, a contradiction. So we must have a one-dimensional radical
J = K · n.
We set S :=A/J . From the theorem of Malcev–Wedderburn we conclude that the
short exact sequence
EA : 0 −→ J −→ A −→ S −→ 0
is split as sequence of algebras. In the following we shall make use of this fact with-
out further comment.
In the case that S = K , the algebra A = 〈1, n〉 is isomorphic to K[X]/(X2). The
semisimple quotient  = /N is an R-order in K , which must therefore coincide
with R, since R is integrally closed. Thus  is obviously separable and we may
invoke Proposition 2.7 to finish.
We are left with the case of dimK(A) = 3 with two-dimensional semisimple quo-
tient S. From Wedderburn’s structure theorem on semisimple K-algebras we con-
clude that either S∼=K ×K or S is a field extension of K of degree 2. We claim that
the second possibility cannot occur. Assume to the contrary that S is isomorphic to
K[X]/(f ), where f = X2 + α ·X + β is an irreducible polynomial in K[X]. Thus
we find a semisimple element s ∈ A satisfying the relation s2 = −α · s − β. Let us
have a look at the operation of s on the radical J . The element s · n is nilpotent, so
we must have an equality s · n = k · n for some k ∈ K , implying that s2 · n = k2 · n.
On the other hand we have
s2 · n = (−αs − β) · n = (−αk − β) · n.
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Altogether we obtain (k2 + αk + β) · n = 0, implying that k ∈ K must be a root of
the irreducible polynomial f , a contradiction.
The semisimple quotient S is therefore isomorphic to K ×K , implying that we
find an orthogonal decomposition e1 + e2 = 1 ∈ A into idempotents. Studying again
the action of the idempotents on the radical J , one obtains immediately the following
equations:
e1 · n = a · n, e2 · n = (1 − a) · n,
n · e1 = b · n, n · e2 = (1 − b) · n,
with a, b ∈ {0, 1}. Observe that e1 · n = n · e1 would imply that the algebra A is
commutative, which is impossible. Thus we can assume without lost of generality
that the following equations are satisfied:
e1 · n = n = n · e2 and n · e1 = 0 = e2 · n.
Summarizing, we have constructed an explicit isomorphism
A = 〈e1, e2, n〉K ∼=
(
K K
0 K
)
,
e1 →
(
1 0
0 0
)
, e2 →
(
0 0
0 1
)
, n →
(
0 1
0 0
)
.
Note that with this identification the above short exact sequence EA takes the follow-
ing form:
0 −→
(
0 K
0 0
)
−→
(
K K
0 K
)
κ−→
(
K 0
0 K
)
−→ 0,
with obvious maps. We shall denote with ψ the splitting of κ given by the inclu-
sion of the diagonal matrices on the right hand side into the upper triangular matrices.
In the present case we have N = J ∩  =
(0 a
0 0
)∼= a, where a is a fractional
ideal in K . The semisimple quotient  :=/N can be described as the pullback
obtained from the projection onto the simple components  · e1 ∼=R∼= · e2 and
is therefore isomorphic to R b—R :={(r1, r2) ∈ R × R : r1 ≡ r2 mod b} for some
ideal b in R. We put 0 :=
(
R a
0 R
)
. The exact sequence EA induces a short exact
sequence E0 and we have a commutative diagram of the following form:
The top row is split exact by the corresponding restriction of ψ , and the bottom
order  is the full inverse image of . Consequently, ψ ↓ is a splitting of the
bottom row. 
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4. Computation of the semisimple component of matrices
We begin by formulating an integral version of the method described in [17] for
the computation of the semisimple component of a matrix in Mat(ν,K). We quote
the crucial property of R, namely of being integrally closed, in the version in which
we need it.
Lemma 4.1 (Gauß’ lemma). Let φ ∈ R[X] be monic. If φ = α · β is a factoriza-
tion of φ over K[X] into monic factors, then α, β ∈ R[X]. In particular, the monic
irreducible factors of φ lie in R[X].
Denote by K the algebraic closure of K with ring of integers R. Because of the
equivalence of matrices in Mat(ν, R) and R-linear maps R(ν) −→ R(ν) we switch
freely between these two concepts. Let T ∈ Mat(ν, R) be given. Then we get a short
exact sequence
0 −→ 〈µT (X)〉 −→ R[X] −→ R[T ] −→ 0.
By Gauß’ lemma we know that the minimal polynomial µT (X) lies in R[X] since
the characteristic polynomial χT (X) already lies in R[X], and hence it generates the
kernel of R[X] −→ R[T ]. Observe that we are far off from dealing with a principal
ideal domain. Let µT (X) =∏mi=1 pi(X)ei be the minimal polynomial of T , factored
over K with different monic irreducible factors pi(X), which again by Gauß’ lemma
lie in R[X]. We put g(X) =∏mi=1 pi(X) and let g′(X) be the formal derivative of
g(X). It is easily seen that g(X) and g′(X) do not have a common irreducible factor,
K being perfect. Hence there are polynomials h(X) and k(X) in R[X] such that
g′(X)h(X)+ g(X)k(X) = α ∈ R.
We define the algebra homomorphism θ = θT : K[X] → K[X] by setting X →
X − g(X)h(X)/α. Then the semisimple component Ts of T in Mat(ν,K) is s(T ),
where s(X) = θr (X), r  1 being the least integer satisfying the condition 2r 
ei for all i (see [17]). The question of interest now is to decide when s(T ) lies in
Mat(ν, R). We make some obvious observations.
Remark 4.2
1. In case g(X)h(X)/α ∈ R[X], then trivially s(X) ∈ R[X] and so s(T ) ∈ Mat(ν,
R), hence in this case we have an integral Jordan decomposition for T . It is, how-
ever, possible that g(X)h(X)/α ∈ R[X], but still s(T ) ∈ R[T ]. For example, let
T be the companion matrix of the polynomial g(X) = X2 − 2X = X · (X − 2) ∈
Z[X]. Clearly, T is semisimple and so s(T ) = T ∈ Z[T]. However,
X − 1
2
· g′(X)− g(X) = 1 ,
and so s(X) = X − (X − 1) · g(X)/2 /∈ Z[X].
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2. Observe that two polynomials a(X) and b(X) belonging to R[X], which are rel-
atively prime over K[X], may or may not be so over R[X]. In fact, in general,
it is quite difficult to decide for two given monic integral polynomials which are
relatively prime over K[X] whether or not they are relatively prime over R[X].
The difficulty lies in the computation of the “greatest common divisor”, namely
the R-ideal 〈 a(X), b(X) 〉R[X] ∩ R. For instance, over Z[X] any two cyclotomic
polynomials belonging to different primes stay relatively prime over Z[X]. How-
ever, the polynomials 1 +X +X2 and X2 − 2 are clearly relatively prime over
Q[X], while they have as greatest common divisor the Z-ideal 〈7〉.
Since we are mainly interested in predicting when a matrix M ∈ Mat(ν, R) has
integral Jordan decomposition, the above procedure does not seem to be suitable
for this purpose, in view of the computation of the greatest common divisor via the
Euclidean algorithm and the iteration required for defining s(X). So we develop an
alternative procedure, hopefully more suitable to this end.
For a matrix M ∈ Mat(ν, R) we shall construct a polynomial M(X) with the
property that M(M) = Ms . Since our construction is such that M(X) depends
only on the minimal polynomial of M , and since the computation of the semisimple
part can be done equally well in any extension field, we may assume after extending
the ground field that all eigenvalues lie in K , and hence in R. Conjugating M with
C ∈ Mat(ν,K) to its Jordan canonical form does not alter the polynomialM(X) =
C·M·C−1(X). We point out, however, that in general C ·Ms · C−1 /= Ms , and as
a matter of fact the question of the existence of an integral Jordan decomposition
strongly depends on the matrix C, as will be shown below. For the computation of
the polynomialM(X) we may assume that M is given in its Jordan canonical form.
As a first step in the inductive procedure, we treat the case when M has two eigen-
values, namely 0 of multiplicity n and, say, b /= 0 of multiplicity m, and has exactly
two Jordan blocks of sizes n  m  1 resp. Our matrix is written correspondingly
in block form(
Jn(0) 0
0 Jm(b)
)
,
where Jk(λ) denotes the k × k-Jordan block with eigenvalue λ. We proceed as fol-
lows for constructing the polynomial M(X). Observe that
Ms =
(
0 0
0 b · Im
)
.
Since
Mn =
(
0 0
0 Jm(b)n
)
,
we need only construct a polynomial g(X) over K such that
Jm(b)
n · g(Jm(b)) = b · Im.
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For, then the polynomial M(X) :=Xn · g(X) evaluated at M is Ms . Clearly this
essentially means finding a formula for the inverse of Jm(b)n. We make the following
observation: LetB = diag(b, b2, . . . , bn). Then Jm(b) = b · B · Jm(1) · B−1. Hence
in order to compute the inverse of Jm(b)n it is enough to compute the inverse of
Jm(1)n. Now observe that Jm(1) = Im +Nm, where for simplicity we set Nm :=
Jm(0), and therefore Jm(1)−n =∑m−1i=0 ai ·Nim, where ai = (−1)i · (n+i−1i ) for
0  i  m− 1. Thus we have
Jm(b)
−n = b−nB · Jm(1)−n · B−1 = b−n
m−1∑
i=0
ai · BNimB−1.
Replacing Nm by Jm(b)− b · Im and simplifying we get
Jm(b)
−n = b−n
m−1∑
i=0
(ci/b
i) · Jm(b)i ,
where ci = (−1)i ·∑m−1k=i (ki)(n+k−1k ). Tracing back our computations, we have now
obtained
Mn
bn−1
·
m−1∑
i=0
ci · M
i
bi
= diag(0, . . . , 0, b, . . . , b),
i.e., inserting M into the polynomial
θ
n,m
0,b (X) := (Xn/bn−1) ·
m−1∑
i=0
ci · (Xi/bi)
we get its semisimple part. If now N is a matrix with two different eigenvalues α
and β having multiplicities n  m resp., and with two Jordan blocks, then subtract-
ing α · In+m we are led to the above case with b :=β − α. Thus the polynomial
θ
n,m
α,β (X) :=α + θn,m0,β−α(X − α) evaluated at N will give the semisimple part Ns of
N .
Summarizing, we have proved:
Proposition 4.3. Let R be an integrally closed integral domain and let M ∈
Mat(n+m,R), n  m, be such that M has exactly two Jordan blocks Jn(α) and
Jm(β) with α /= β. Then the semisimple component Ms of M is given by M(M),
where
M(X) = θn,mα,β (X) = α +
(X − α)n
(β − α)n−1 ·
(
m−1∑
i=0
ci · (X − α)
i
(β − α)i
)
,
and
ci = (−1)i ·
m−1∑
k=i
(
k
i
)(
n+ k − 1
k
)
.
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Moreover, M has integral Jordan decomposition if and only if M(M) belongs to
Mat(n+m,R).
Remark 4.4
1. Observe that our expression for the polynomial M(X) is given using divided
powers with respect to the difference of the eigenvalues of M , but where the
coefficients ci are independent of M to the extent that they depend only on the
eigenvalue multiplicities m and n.
2. It should be noted that the difficulty of obtaining such polynomials with the
method given in [17] lies in the iteration of polynomial substitutions any number
of times, since n is unbounded, followed by reduction modulo a polynomial. This
clearly is hard to keep track of.
For the general case we note that we can make without loss of generality the
following assumptions for a matrix M ∈ Mat(ν, R):
1. All eigenvalues {αi} lie in K , hence in R.
2. M has Jordan canonical form with, say, µ( 3) blocks.
3. The minimal polynomial of M coincides with its characteristic polynomial; i.e.,
to each eigenvalue there is exactly one Jordan block. This assumption is justified
since our construction of the desired polynomial given below depends only on the
minimal polynomial.
By induction we assume that we have constructed the polynomial C(X) for all
matrices C with µ− 1 different eigenvalues and blocks. Let α1 be an eigenvalue of
M of multiplicity m1. Consider the matrix M1 :=M − α1 · Iν ; it has the form(
Jm1(0) 0
0 M2
)
,
where M2 has Jordan form with µ− 1 eigenvalues. Hence M3 :=M2(M2) is dia-
gonal with eigenvalues {αi − α1 : i > 1}. The matrix M2(Jm1(0)) is of the form
N + a · Im1 , where a is the constant term of the polynomialM2(X) and N is proper
upper triangular and hence nilpotent, say Ns = 0. We now look at the matrix(
Ns = 0
(M3 − a · Iν−m1)s =: M4
)
.
Then M4 is a diagonal matrix with diagonal entries {βsi } with βi := (αi − α1 − a),
i > 1. If βsi = βsj for some 1 < i /= j , we suitably enlarge s to ensure that βsi = βsj
for all 1 < i = j . Indeed, for 1 < i < j define
Nij :={k  1 |βki = βkj } and set nij :=
{
min(Nij), Nij /= ∅,
1, Nij = ∅.
Now choose c ∈ N such that s˜ :=c · (∏i<j nij)+ 1 > s. Then s˜ satisfies the de-
manded conditions. As a final step we use the classical Lagrange interpolation for-
mula for constructing the required idempotents
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Ei =
∏
j /=i
(M4 − βsj )/(βsi − βsj ).
Now
(∑µ
i=2 Ei · (αi − α1)
)+ α1 · Iν is the semisimple part of M and retracing the
steps we obtain the desired polynomial M(X).
Example 4.5. We can now easily prove the assertion from Example 2.3. Let
A =
a 1 00 a 0
0 0 b

be the matrix over R with a /= b. The characteristic polynomial of A, which is at the
same time its minimal polynomial is
f (X) = (X − a)2(X − b) = X3 − (2a + b)X2 + (a2 + 2ab)X − a2b.
The companion matrix of f (X) is
C =
0 0 a2b1 0 −(a2 + 2ab)
0 1 2a + b
 ,
which is similar to the matrix A, else it would be diagonalizable with minimal poly-
nomial (X − a)(X − b). Note that A clearly has Jordan decomposition over R, i.e.,
it has its semisimple component in Mat(3, R). For computing the semisimple part of
C we only have to evaluate the polynomial θ2,1a,b (X) = (X − a)2/(b − a)+ a at C,
obtaining
Cs = θ2,1a,b (C) = −
1
a − b ·
 ab a2b a2b2−2a −a(a + b) −2ab2
1 b b2 + ab − a2
 . (1)
By looking at the (3, 1)-entry, Cs lies in Mat(3, R) if and only if a − b is a unit
in R. Thus we see that it is possible for two matrices over R to be similar over the
quotient field K with one having Jordan decomposition over R and the other failing
to do so.
In order to demonstrate the inductive procedure discussed above, we treat the
case of 4 × 4 matrices completely. Note that the case of 3 × 3 matrices was already
treated in [1] by ad hoc methods; this inspired us to find the above general method
for dealing with such examples.
Example 4.6. Let M ∈ Mat(4, R). We want to list explicit polynomials for comput-
ing the semisimple part Ms of M . The cases of M having either only one eigenvalue
or four different eigenvalues are obvious. Suppose next that M has two different
eigenvalues a and b. We only treat the two cases that cannot be reduced to smaller
matrix rings, namely:
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J3(a) 0
0 J1(b)
)
and
(
J2(a) 0
0 J2(b)
)
.
By Proposition 4.3, we have for these two cases
θ
3,1
a,b (X) =
1
(a − b)2 · (X
3 − 3aX2 + 3a2X − ab(2a − b)),
and
θ
2,2
a,b (X) =
1
(a − b)2 · (−2X
3 + 3(a + b)X2 − 6abX + ab(a + b)).
We are left with the last case of M having three different eigenvalues a, b and c, the
only non-trivial case being when there is a Jordan block of size 2, say J2(a). Since
we want to give an example for the recursive procedure described above, we choose
precisely the eigenvalue a, although this leads to more complicated calculations.
Subtracting a · I4 from M , we obtain the matrix(
J2(0)
b − a =: β
c − a =: γ
)
.
Since the lower part of the matrix is already in diagonal form, we do not have to apply
any transformation. If β2 /= γ 2 then the power s = 2 suffices, if not take s = 3 so
that β3 /= γ 3. Therefore the desired polynomial is of the form
θ
2,1,1
a,b,c := (X − a)s ·
(
(X − a)s − βs
γ s − βs · γ
1−s + (X − a)
s − γ s
βs − γ s · β
1−s
)
+ a ,
where s equals 2 or 3. The second factor of the first summand of θ2,1,1a,b,c comes from
Lagrange interpolation; the reader might get convinced easiest of the exactness of
the formula by substituting X with our matrix M . Note that the same polynomial
will work for a having any multiplicity n  2 choosing the appropriate s.
5. Semisimple elements and separable orders
As a contribution to Problem 2 raised in the introduction our goal in this section
is to consider a characterization (see Theorem 5.2) of those semisimple matrices
T ∈ Mat(ν, R) for which the order T :=R[T ] is separable. This characterization is
provided in [4], using a generalization of classical Galois theory. However, we shall
give an alternate proof in the present framework without the use of “general Galois
theory”.
Letµ(X) = µT (X) be the minimal polynomial of T . ThenAT :=K[T ]  K[X]/
〈µ 〉. Since T is integral, the monic polynomial µ(X) lies in R[X] and so the order
T = R[X]/〈µ 〉 depends only on µ(X), and not on T . Note that although T may
have eigenvalues with multiplicity >1 the polynomial µ(X) has no repeated roots.
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We first restrict ourselves to the case where T is diagonalizable over K , i.e., T has
all its eigenvalues, say {mi}, 1  i  n, in K and hence also in R. We observe that
for the matrix M = diag(m1, . . . , mn) ∈ Mat(n, R) we have R[M]  R[X]/〈µ 〉 
R[T ]. Hence it suffices to consider the matrix M .
Let R× denote the group of units of R.
Lemma 5.1. Let M = diag(m1, . . . , mn) ∈ Mat(n, R), n > 1, be a diagonal matrix
with mi, 1  i  n all distinct. Then M is separable if and only if
d :=
∏
i<j
(mi −mj) ∈ R×.
Proof. We first show that the condition is sufficient. To prove the separability ofM
it suffices to construct a set of n primitive orthogonal idempotents in M . To this end
we shall use induction on n. Let n = 2, with M = diag(a, b). Then M − a · I2 =
diag(0, b − a). Since b − a is a unit, the ring M contains a pair of primitive or-
thogonal idempotents and hence is isomorphic to R × R, which is separable. For the
general case we consider the following matrices for i > 1:
Mi :=diag(m1 −mi, . . . , mi−1 −mi, 0, mi+1 −mi, . . . , mn −mi) ∈ M.
Thus we have
∏
i>1 Mi = diag(
∏
i>1 (m1 −mi), 0, . . . , 0). By assumption the
element
∏
i>1 (m1 −mi) ∈ R× and so e1 = diag(1, 0, . . . , 0) ∈ M . Hence diag(0,
m2, . . . , mn) ∈ M and we are done by induction, since mi −mj ∈ R× for 1 < i <
j  n.
Conversely, let us assume that M is separable and hence contains the full set of
primitive orthogonal idempotents ei = diag(δij)j=1,...,n for 1  i  n. To see this,
first observe that by the Chinese Remainder Theorem we have—note that mi /= mj
for i /= j :
M ⊂
n∏
i=1
K ∼=K[X]
/〈
n∏
i=1
(X −mi)
〉
.
So M maps onto Rj :=R[X]/〈X −mj 〉 for any j ∈ {1, . . . , n}:
M −→ Rj ∼= R[X]/〈µ 〉〈X −mj 〉/〈µ 〉 −→ 0, M → mj .
Since Rj is obviously R-projective and M is separable, Rj is even M -projec-
tive. The corresponding splitting gives the desired idempotent ej .
We shall compute the kernel L of the projection map M → M · (1 − e1). Let∑n−1
j=0 rjMj ∈ L. Then, for i > 1, we must have
∑
j rj ·mji = 0, in particular
−r0 =∑j>0 rj ·mji . Thus for every i > 1
n−1∑
j=0
rjm
j
1 =
n−1∑
j=1
rj · (mj1 −mji ) ∈ (m1 −mi) · R.
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Since L is generated by e1 · R, the element m1 −mi must be a unit. By iteration
of the above argument we deduce that mi −mj is a unit for 1 < i < j  n and
consequently, d =∏i<j (mi −mj) is a unit in R. 
Let µ(X) ∈ R[X] be a monic polynomial. Let Dµ := ∏i /=j (mi −mj), where{mi} are the roots of µ(X) in the splitting field Kµ of µ(X) over K . Note that Dµ
lies in R and is in fact the resultant of µ(X) and its formal derivative µ′(X) (see [13,
p. 204]).
We are now in the position to treat the general case.
Theorem 5.2 (see [4,Theorem 4.4, p. 111]). Let T ∈ Mat(ν, R) be semisimple with
minimal polynomial µ(X) = µT (X). The order T is separable if and only if Dµ ∈
R×.
Proof. Let Rµ denote the integral closure of R in Kµ. Assume first that T is
separable. Since separability is invariant under ground ring extension (see [4, p. 44,
Corollary 1.7]), we have that Rµ ⊗R T ∼=Rµ[X]/〈µ 〉 is a separable Rµ-algebra.
Lemma 5.1 implies then Dµ ∈ R×, noting that Rµ contains all the roots of µ(X).
As for the converse, let us assume that Dµ ∈ R×. Recall that Dµ is the resultant
ofµ(X) and its formal derivativeµ′(X), and therefore we can find polynomials α(X)
and β(X) in R[X] such that (see [13, p. 200ff]):
Res(µ(X), µ′(X)) = Dµ = α(X)µ(X)+ β(X)µ′(X).
Since Dµ is a unit, this means that µ(X) and µ′(X) are coprime elements in R[X],
and we thus have an equation a(X)µ(X)+ b(X)µ′(X) = 1 with a(X), b(X) in
R[X]. Now separability is a local property (see [4, p. 72, Theorem 7.1]) and can
be checked for T by showing that T /mT is a separable algebra over the field
k :=R/m for every maximal ideal m of R. Denote by p¯(X) ∈ k[X] the reduction
modulo m of a polynomial p(X) ∈ R[X]. Note that T /mT ∼= k[X]/〈 µ¯ 〉. Since
a¯(X)µ¯(X)+ b¯(X)µ¯′(X) = 1¯,
µ¯(X) is a separable polynomial over k, and therefore T /mT is a separable k-
algebra and we are done.
We refer the interested reader to the papers [7,12] for a study of separable poly-
nomials over commutative rings. 
Definition 5.3. We call a monic polynomial µ(X) ∈ R[X] INTEGRALLY SEPARA-
BLE over R, provided Dµ ∈ R×.
Remark 5.4
1. Note that our definition of integrally separable extends the usual one in field the-
ory.
2. It is easily seen from the definition that for rings of algebraic integers R ⊂ S in
local number fields, S is separable over R if and only if rad(S) = rad(R) · S, i.e.,
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S is unramified over R (cf. [2]). With this observation Theorem 5.2 clearly proves
Proposition 1.1.
3. Proof of Proposition 1.2. Let us consider the case R = Z. Let us be given T ∈
Mat(ν,Z) semisimple with minimal polynomial µ(X) and splitting field Kµ with
ring of integers Rµ. Then T is separable if and only if the discriminant of Kµ is
all of Rµ. By a theorem of Minkowski (cf. [18, p. 215]) we must necessarily have
Rµ = Z. This shows that T cannot be separable and so the proposition follows.
4. Theorem 5.2 shows for number theory anew that the prime divisors that ramify
are precisely the divisors of the discriminant (cf. [8, Chapter 25, p. 449]).
5. For the p-adics Ẑp and Q̂p we have the following consequence: Let R be an
unramified extension of Ẑp and let µ(X) be any monic integral normal generating
polynomial of the quotient field of R. Then µ(X) is integrally separable over Ẑp.
6. Let µ(X) ∈ Ẑp[X] be integrally separable. Then the various prime factors of
µ(X) over Ẑp are pairwise coprime. In fact, this is a consequence of the sepa-
rability.
6. An example of Hochschild cohomology
In this section we compute a Hochschild cohomology group H 1e (, I)∼=Ext1e
(, I) as a deviation from the augmentation sequence from being split and also
to demonstrate the complexity of such a computation. We do this explicitly for the
algebra
 = R[φ] ∼=R[X]/(X2 − (a + b) ·X + ab)
corresponding to the R-order generated by the diagonal matrix φ = (a 00 b), where
a, b ∈ R, a = b.
First of all observe that the augmentation ideal I is R-free with basis given by
the elements
κ1 = 1 ⊗ φ − φ ⊗ 1
and
κ2 = ab(1 ⊗ 1)− a(φ ⊗ 1)− b(1 ⊗ φ)+ (φ ⊗ φ).
Here we have chosen κ2 in a “symmetric” manner with respect to a and b. This
simplifies the calculation considerably.
We consider I as the space of columns
(
R
R
)
with respect to the (ordered) basis
{κ1, κ2} and write R-linear maps acting on it as matrices (always acting from the left,
although they may correspond to right actions).
The left action of  on I is determined by left multiplication with φ ⊗ 1 cor-
responding to the matrix
(
b 0
1 a
)
. The right action is determined by left multiplication
with 1 ⊗ φ and corresponds to ( a 0−1 b). (The “symmetry” of the chosen basis becomes
already apparent here.)
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Now we compute H 1e (, I) over the canonical projective presentation
0 −→ I α−→ e mult−→ −→ 0
inducing H 1e (, I)∼=Ende (I)/Im(α) after the application of the functor
Home (−, I). Note that Im(α) corresponds to the embedding of I into Ende (I)
given by multiplications:
I # x → (x·) := (y → yx) ∈ Ende (I).
From the representing matrices for the left and right action of φ one computes
easily Ende (I), which is again R-free on the identity map and the map Y corre-
sponding to
(
d 0
1 0
)
, where we have put d = b − a. This element satisfies the relation
Y 2 = d · Y , so
Ende (I)∼=R[Y ]/(Y 2 − dY ) =: .
Now we have to factor by the ideal of multiplications with elements in I, which is
obviously generated by
(κ1·) ∼
(−d 0
−2 d
)
∼ d − 2Y =: κ˜1
and
(κ2·) ∼
(
0 0
d −d2
)
∼ dY − d2 =: κ˜2.
But κ˜2 + d · κ˜1 = −dY , so M :=〈κ˜1, κ˜2〉 = 〈d − 2Y, dY 〉. So finally we have
H 1e (, I)∼=;/M ∼=R[Y ]/〈Y 2, dY, d − 2Y 〉.
If d ∈ R× one sees immediately that H 1e (, I) = 0, in accordance with Theorem
5.2.
Finally we should remark that generalizing this example to more than two ele-
ments in the diagonal seems to be a difficult task; but it may give more insight into
the problems treated in this paper. We refer the reader to the recent paper [9], which
might be a good starting point for attacking this problem.
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