A novel homogeneity-based method for music structure analysis is proposed.
and Bello, 2010). Apart from a few exceptions e.g., (Maddage, 2006 ; Paulus 100×10 is a column orthonormal random matrix and R i ∈ R 100×100 is a random rotation matrix. Consequently, the data matrix X = [X 1 , X 2 , . . . , X 6 ] ∈ R 100×600 is drawn from a union 6 independent subspaces, where X i = U i M i ∈ R 100×100 , i = 1, 2, . . . , 6. M i ∈ R 10×100 , i = 1, 2, . . . , 6, is a random mixing matrix. Clearly the representation matrix Z is blockdiagonal ((a)-(d)) if the the EN, the SR, the LRR, or the RR is applied onto X. This does not hold for the SDM in (e) where non-zero between subspace affinities are observed. Next, to simulate the case of highly correlated feature vectors, the data matrix X = [X 1 ,X 2 ,X 3 ] ∈ R 100×192 is constructed as follows:X s = [X 1 s ,X 2 s , . . .X 8 s ] ∈ R 100×64 , s = 1, 2, 3, whereX k 1 = [x 1k + α 1 x 2k , x 1k + α 2 x 2k , . . . , x 1k + α 8 x 2k ] ∈ R 100×8 ,X k 2 = [x 3k + α 1 x 4k , x 3k + α 2 x 4k , . . . , x 3k + α 8 x 4k ] ∈ R 100×8 andX k 3 = [x 5k + α 1 x 6k , x 5k + α 2 x 6k , . . . , x 5k + α 8 x 6k ] ∈ R 100×8 , a i are random weights, and x ij denotes the jth column of X i . In other words,X s is drawn from a union of 2 subspaces containing in its columns highly correlated vectors and thus the columns ofX live in 3 unions of subspaces. It is clear form (f)-(j) that only the EN, is able to reveal the hidden subspace structure ofX s .
in Fig. 2 (f) . In that sense, the EN-based similarity measure of feature Frobenius-norm).
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• The matrix EN is obtained by a novel algorithm, whose convergence is 
99
• Based on the matrix EN induced similarity measure, music structure 100 analysis can be performed by applying the normalized cuts algorithm columns of X) are quite similar and thus are expected to be highly correlated. unveiling the hidden subspace structure and it is obtained by solving:
In (1), the matrix ℓ 1 -norm is defined as 
Theorem 1. Assume the columns of X are drawn from a union of K 182 linear independent subspaces of unknown dimensions. Without loss of gen- In practice, the assumption X = XZ does not hold exactly, because the a robust solution is sought for the following convex optimization problem:
where λ 3 > 0 is a regularization parameter.
197
To efficiently solve (3), the Linearized Alternating Directions Method 
where Ξ gathers the Lagrange multipliers for the equality constraints in (3) 
208
The approximate solution of (5) are set to zero in (7) in order to fulfil the constraint in (4).
213
To set the internal parameters of the Algorithm 1, i.e., θ = ησ 2 and ρ 214 which are independent from the data X, 10 data matrices have been con- Algorithm 1 Solving (4) by the LADM method. Input: Data matrix X ∈ R d×N and the parameters λ 1 , λ 2 , λ 3 . Output: Matrix Z ∈ R N ×N and matrix E ∈ R d×N .
1: Initialize: Fix E [t] , and update Z [t+1] by
4:
and update E [t] by
5:
Update the Lagrange multiplier by
6:
, 10 10 ).
7:
Check convergence conditions
t ← t + 1. 9: end while 
Segmentation based on the Elastic Net induced similarity measure
The EN-based affinity matrix, is further post-processed by applying a 2D
233
Gabor filter with angle π/4 in order to enhance any diagonal structures in it.
234
The segmentation of the columns of X into K section-types is performed by 
Estimation of the number of section-types
A challenging problem in music structure analysis is the automatic es- 
260
The audio signal is modeled using three beat-synchronous feature vec- Kotropoulos, 2012b), respectively, to derive Z and finally employing (10).
271
Next, all affinity matrices are enhanced by Gabor filtering, and finally the
272
NCuts algorithm is applied to all post-processed affinity matrices. The pro- to determine the parameter τ in (11).
294
Three different metrics are used for music segmentation evaluation. That 295 is, the pairwise F -measure (P F ), the conditional entropy-based measure for 
297
In the following, the discussion refers to beat synchronous feature vectors , where the pairwise precision, P P , and the 304 pairwise recall, P R, are defined as:
denoting the set cardinality. S o and S u are defined as follows: 
Experimental results

331
The structure segmentation performance on the Beatles dataset for a 332 fixed number of section-types (i.e., K = 5) is summarized in Table 1 For individual features, the experimental results in Table 1 indicate that: By inspecting The subspace clustering methods achieve a better segmentation performance,
365
which is statistically significant, than the SDM-based structure segmentation 
