Abstract. The paper is devoted to stochastic differential equations with a fractional Brownian component. The fractional Brownian motion is constructed on the white noise space with the help of "forward" and "backward" fractional integrals. The fractional white noise and Wick products are considered. A similar construction for the "complete" fractional integral is considered by Elliott and van der Hoek. We consider two possible approaches to the existence and uniqueness of solutions of stochastic differential equation with a fractional Brownian motion.
Introduction
We consider quasi-linear stochastic differential equations with a fractional Brownian component.
The paper is organized as follows. Section 2 contains the construction of the "forward" and "backward" fractional Brownian motions on the white noise space (a similar construction for the "two-sided" fractional Brownian motion is described in [1, 2] ).
In Section 3, the fractional Brownian noise related to the "forward" fractional Brownian motion is considered. It is proved that the fractional Brownian noise belongs to the Hida space S * . Section 4 contains the conditions on the process Y under which the Wick product Y W H with a fractional Brownian noise W H is S * -integrable. It is also proved that the S * -integral with a nonrandom integrand and a "forward" fractional Brownian motion as the integrator can be reduced to the ordinary Itô integral with a nonrandom integrand that is a kernel of the Volterra type, and with a Wiener process as the integrator.
Two possible methods of solving stochastic differential equations with a fractional Brownian noise are described in Section 5. The first method is based on the Lipschitz and growth conditions for negative norms of coefficients (note however that those conditions are rather restrictive). The second method is applied only to quasi-linear equations and is based on the Giessing lemma [3] . Both methods show that fractional stochastic differential equations on the white noise space are very close in their properties to ordinary stochastic differential equations with respect to the Wiener process.
2. "Forward" and "backward" fractional Brownian motion Consider a probability white noise space. More precisely, let S(R) be the Schwartz space of real smooth rapidly decreasing functions on R, and let S (R) be the dual space of tempered distributions equipped with the weak-star topology. We treat S (R) as the 
It follows from the Fubini theorem that
It follows from (3) and (4) 
It is seen from representations (5)- (6) that B H is a "forward" fractional Brownian motion, since it depends only on the "past", namely on {B(u), −∞ < u ≤ t}. Similarly, B * H is a "backward" fractional Brownian motion, since it depends on the "future", namely on {B(u), t ≤ u < ∞}. In what follows we consider only stochastic equations with B H (t), since the solutions are adapted and depend on σ{B(u), u ≤ t} in this case.
Note that the so-called "two-sided" fractional Brownian motion is considered in [1] . This process depends on the whole trajectory {B(t), t ∈ R}. This property creates difficulties when calculating the mutual correlation of the processes B H and B, since
Now we construct a linear combination of our operators,
and the corresponding linear combination of fractional Brownian motions with different Hurst indices,
Fractional white noise and its representation in terms of Hermite functions
In what follows we adopt the following notation of [1, 5] . Let N 0 = N ∪ {0}, I be the set of all finite multiindices α = (α 1 , . . . , α n ) with α i ∈ N 0 . Put |α| = α 1 + · · · + α n and α! = α 1 ! α 2 ! · · · α n !. Consider the Hermite polynomials
and the Hermite functions
It is well known that the functionsh
for a random variable F . Then
by [4] , and
Consider the following dual spaces.
(a) S: F ∈ S if the coefficients of expansion (7) are such that
F admits a formal expansion (7) with a finite negative norm
Further we define the spaces
We also define the inverse operator M −1 in terms of the Fourier transform. Let
where
It is clear that the functions
. Now we represent the linear combination of the fractional Brownian motions B M (t) in terms ofh k , k ≥ 1, by using the conjugacy property of M and M * .
Lemma 1. The following representation holds:
and the series converges in L 2 (Ω).
Proof. First assume that ω ∈ S(R). Using relation (2) we obtain
and (8) is proved for ω ∈ S(R). Now we can extend (8) to the whole space Ω = S (R), since S(R) is tight in S (R) in the weak-star topology generating the weak convergence. Finally
and
whence it follows that series (8) converges in L 2 (Ω).
Now we define the fractional white noise W H (t) as the formal series
The linear combination of fractal noises is given by 
where the constants C > 0 and γ > 0 do not depend on k and t ∈ R (see [1, 5] ). Therefore
The proof is complete.
Wick products, integrals, and some representations
According to [5] , F G ∈ S for F, G ∈ S, and F G ∈ S * for F, G ∈ S * . Let Z : R → S * and
for all F ∈ S. We define the S * -integral R Z(t) dt as the unique element of S * such that
L1(R) (2N)
−qα < ∞ for some q > 0. 
Then the Wick product Y (t) W M (t) is S * -integrable and
where l(β) equals the subscript of the last nonzero element in the index β (the length of the index β). It is shown in the proof of Lemma 2.5.7 in [5] that for all α and β there exists at most one number k such that α
L1(R)
.
By the definitions of the S * -integral and Wick product,
12 . Interchanging the sum and the integral in (11) we obtain
and (10) follows.
)). By Theorem 1 this means that Y (t) W M (t) is S
* -integrable and (10) holds.
Corollary 2. Let Y (t) ≡ 1. Then it follows from Corollary 1 that
T 0 W M (t) dt = α,k T 0 M * h k (t) dt · H α+ε k (ω) = k T 0 M * h k (t) dt · h k , ω = B M (T ).
In this sense, we say that a fractional noise is the S * -derivative of a fractional Brownian motion.
Consider the case where Y (t) ∈ L 2 (R) is a nonrandom function. Then c α (t) = Y (t) for α = 0 and c α (t) = 0 otherwise. It follows from Theorem 1 that
The right-hand side of (12) is the same as that of equality (2.5.22) in [5] . Thus the left-hand sides also are equal, and
Then it follows from (13) and Theorems 2.5.4 and 2.5.9 in [5] that
for nonrandom Y ∈ L 2 (R), where the symbols δ and d stand for the Skorokhod and Itô integrals, respectively. Therefore, the S * -integral
so that the Itô integral is well defined. Note also that it is proved in [1] that the integrals R Y (t) dB M (t) and R M Y (t) dB(t) coincide in the case of a nonrandom Y and a "two-sided" fractional Brownian motion.
Stochastic differential equations with a fractional white noise
Consider two possible methods for solving stochastic differential equations with a fractional noise.
Lipschitz and growth conditions posed on negative norms of coefficients.
Consider a stochastic differential equation of the form
The case of equation (15) with a usual (nonfractional) white noise is considered in [6] . Note that the proof presented in [6] does not use the structure of a white noise; it is based on the fact that the white noise belongs to the space S * , and this is true for fractional noises as well. If F ∈ S −r , G ∈ S −q , and r < q − 1, then
by Theorem 1 in [6] . According to Lemma 2, W H k (t) ∈ S −q for all q > 11 6 . In particular,
for r < −3, F ∈ S −r , and t > 0.
Assume that the coefficients a and b and initial value X 0 of equation (15) 
Since b k are strongly measurable, it follows from Theorem 6 of [6] that
also is strongly measurable. The existence of the integrals t 0 a(s, X(s)) ds
follows from condition (B). The latter integrals can be viewed as Bochner integrals in
The following result can be proved by the standard successive approximation method (a similar proof for a white noise can be found in [6] ).
Theorem 2. Assume conditions (A) and (B). Then equation (15) has a unique solution on [0, T ], and this solution belongs to C([0, T ], S −r ).
5.2. Quasi-linear stochastic differential equations with a fractional noise. The Lipschitz and growth conditions on negative norms of coefficients together are very restrictive (see [6] ). Consider a stochastic differential equation for which one can drop these conditions, namely the following quasi-linear equation:
where Put Z(t) := J σ (t) X(t). By the rules of stochastic differentiation given in [5] ,
(t) W H (t) · σ(t).
Taking the Wick product of both sides with dJσ(t) dt , we obtain from (17) that
(t, X(t)).
Now we apply the Giessing lemma:
where T is the shift operator and T w0 f (w) = f (w + w 0 ). Similarly,
Z(t) = J σ (t) · T −MH σt X(t).
By (18) for every w ∈ S (R), Z(0) = X 0 .
