Multiple-input and multiple-output processing techniques in fiber optical communications have been proposed as a promising approach to meet increasing demand for information throughput. In this context, the multiple channels correspond to the multiple modes or multiple cores or both in the fiber. In this paper, we characterize the distribution of the mutual information with Gaussian input in a simple channel model for this system. Assuming significant crosstalk between cores, negligible backscattering and near-lossless propagation in the fiber, we model the transmission channel as a random complex unitary matrix. The loss in the transmission may be parameterized by a number of unutilized channels in the fiber. We analyze the system in a dual fashion. First, we evaluate a closed-form expression for the outage probability, which is handy for small matrices. We also apply the asymptotic approach, in particular the Coulomb gas method from statistical mechanics, to obtain closed-form results for the ergodic mutual information, its variance as well as the outage probability for Gaussian input in the limit of large number of cores/modes. By comparing our analytic results to simulations, we see that, despite the fact that this method is nominally valid for large number of modes, our method is quite accurate even for small to modest number of channels.
I. INTRODUCTION
T HE ongoing exponential growth in wire-line data traffic is primarily driven by high-bandwidth digital applications, such as video-on-demand, cloud computing and telepresence. As a result, it is expected that the currently deployed infrastructure will soon reach its limits, leading to the so-called "capacity crunch" [1] . To counter this trend, scientists have been working towards exhausting all available degrees of freedom of fiber-optical transmission, including the bandwidth (through WDM modulation), available power (subject to power constraints imposed by non-linearities), and polarization diversity [2] . One possibility to increase throughput is spatial modulation, which would allow multiple transmission streams within the same fiber or fiber bundle. This can be achieved by designing multi-mode (MMF) and/or multi-core fibers (MCF).
An important issue that arises is that typically there is cross-talk between fiber modes, which increases with segment length [3] and can be attributed to imperfections, as well as to the twist and the bending of the fiber [4] , [5] , and slight variations in the local temperature [6] . There have been two trends of work in this direction. In the first, effort has been made to minimize cross talk between cores to extremely low levels [7] , thus not having to deal with self-interference. While appealing from a signal processing point of view, the downside is that this methodology does not scale, in the sense that coupling becomes unavoidable with increasing number of cores in a fiber. Another more pragmatic approach is to design fibers without bothering about the appearance of cross-talk. Indeed, bringing cores close to each other can lead to power being spread at the receiver side evenly in the outlook of the channel [8] .
Recently, it was proposed [2] , [9] , [10] to use sophisticated transceiver techniques developed in the context of wireless communications between multiple transmitting and receiving antennas (MIMO), which can mitigate self-interference, thus providing significant throughput increases. Of course, optical fiber multi-core systems have several differences compared to multi-antenna wireless systems, which need to be addressed. One important difference is the one-dimensional, near-lossless propagation through the optical fiber. As a result, the incoming and outgoing propagating modes of the fiber are related through a so-called scattering matrix [11] , which is unitary in the limit of lossless propagation. In contrast, since wireless propagation incurs significant radiation loss to the environment, the corresponding channel coefficients may be taken to be i.i.d and Gaussian [12] , [13] . Second, due to the existence of non-linearities at high powers, one cannot expect arbitrarily large powers to be practical. Hence, the intuitive analysis of the tradeoff between diversity and multiplexing [14] , [15] , which is popular in the wireless context is not applicable here. Third, in contrast to the wireless setting, where due to physical motion the channel fades significantly over time, the variability of the channel is mostly over different frequencies and fiber segments. Hence, given that a given packet is likely to travel over different segments and frequencies, which cannot be known apriori to the transmitter, it is important to define an outage criterion over the realization of the channel matrix in this context. Finally, the practical metric for the performance is not the ergodic mutual information, but, rather, the outage capacity at very low outage (e.g. 10 −4 ) [2] , due to the fact that feedback from the receiver to the transmitter to request a retransmission in the case of packet loss, is almost always impossible.
It is therefore important to develop a propagation channel model for the fiber-optical MIMO channel, which addresses these issues. Several attempts in this direction have been made [10] , [16] , however the unitary aspect of propagation has not been dealt with explicitly until [2] and then [17] introduced the unitary aspects of the transmission channel. In particular, [17] introduced in a somewhat ad-hoc fashion the so-called Jacobi MIMO channel, in which the matrix corresponding to the channel is a rectangular submatrix from a Haar distributed random matrix from U (N).
In this paper, we derive a channel model for an fiberoptical MIMO channel when the coupling between transmitting channels is strong and backscattering is weak. These two assumptions allow us to provide the general random matrix that characterizes the propagation in such a multimode fiber in the presence of time-reversal symmetry. The resulting model is similar to the one introduced by [17] , but it also parameterizes loss in the fiber. We show how for increased loss, the channel interpolates between unitary and Gaussian. This channel allows us to analyze the outage capacity of the optical MIMO channel. As mentioned above, this is the relevant information transmission metric for fiber-optical coupled multi-core channels. We analyze the problem in a dual way. First, we obtain closed form expressions for the outage probability for small numbers of channels. We also obtain analytical expressions, which are valid technically in the limit of large channel numbers, but also work well over smaller channel numbers. The method is particularly suited to obtain the outage mutual information for very low outages with finite SNR. Essentially, it amounts to calculating the rate function of the logarithm of the average moment generating function of the mutual information. The methodology we use is based on the so-called Coulomb gas approach which was developed in the physics literature in the context of random matrix theory [18] in the 60's. It is quite intuitive because it interprets the eigenvalues as point charges on a line repelling each other logarithmically. The Coulomb gas method has seen recently a renewed interest in its use to obtain large deviations results for random matrix problems [19] - [22] and also in communications [23] - [26] . We will follow the basic steps discussed in more details in [23] . As a by-product of this analysis we obtain the ergodic mutual information and its variance for this channel.
A. Outline
In the next section we will define the system model, and show that that the appropriate channel matrix is a random Haar unitary matrix and also define the outage probability, which we would like to analyze. In Section III we provide the equations describing the closed-form exact solution for the outage probability, details of which are given in Appendix A. In Section IV we introduce the mathematical methodology of the Coulomb gas and provide our analytic results. Section V deals with numerical validation of our results. Finally, in Section VI we conclude.
II. SYSTEM MODEL
We consider a single-segment N-channel lossless optical fiber system, with N t ≤ N transmitting channels excited and N r ≤ N receiving channels coherently excited in the input (left) and output (right) side of the fiber. The propagation through the fiber may be analyzed through its 2N × 2N scattering matrix given by [2] , [27] 
This matrix "connects" the N left ( ) with the N right (r ) modes of the fiber. The kth column (for k = 1, . . . , N) of R correspond to the reflection coefficients at the left of the N modes of the fiber when a unit amplitude signal is inserted from the kth left input of the fiber. The same input signal results to transmission through the fiber, with transmission coefficients at the right hand of the fiber given by the kth column of T r . In an analogous fashion the kth columns of R r and T correspond to the right-reflection and left-transmission coefficients when a unit amplitude signal is inserted from the kth right input of the fiber. The input signal is represented by an 2N dimensional vector, in which the first N entries correspond to the amplitudes of the left-incoming signal and the remaining entries to the amplitudes of the right-incoming signal.
We now assume that the signal propagates through the above N channels. In this case, for any input v in the total input power into the fiber is equal to the total output power, i.e.
since v out = Sv in . As a result, the matrix S has to be unitary, i.e. S † S = I 2N .
A second important property of the scattering matrix relates to its time-reversal symmetry. It is well known that electromagnetic propagation in the absence of external magnetic fields is symmetric under time reversal. In this context, time reversal corresponds to a change in the direction of propagation and time. For example, under time-reversal the amplitude of a propagating plane-wave ψ(x, t) = exp[i(kx − ωt)] changes both time t → −t and propagation direction k → −k.
Hence, time-reversal amounts to phase conjugation [11] . Therefore, if propagation through the optical fiber is to be time-reversal invariant, feeding the system with the timereversed version of the output should produce the original version of the input. This implies that R = R t , R r = R t r and T = T t r . As a result, we are left with three different matrices, namely R , R r and T = T t r ≡ T. These matrices are not independent, since they share the same singular values, since
It is convenient to define the matrix as the diagonal matrix with the reflection eigenvalues, i.e. = R † R = R † r R r . It has been shown elsewhere [27] , [28] that S can be expressed in terms of by means of a so-called polar decomposition as follows
As a result, the information of the scattering matrix S is encoded in the matrix and the unitary matrices W and V.
We now discuss two important properties of the scattering matrix as seen from experimental data in the literature, which will help describe it better. We start with the strength of backscattering, i.e. reflection in optical fibers. This process is typically due to localized imperfections in the fiber and is sometimes called Rayleigh scattering. The strength of the reflected light is typically proportional to the product of the density of such imperfections and the length of the fiber [29] , i.e. proportional to the average number of such imperfections over the fiber length travelled. Due to the high quality of fiber production techniques this imperfection density is extremely small. Hence, in [30] single core fibers have reflection coefficients approximately equal to −120dB/mm, which amounts to −30dB per 1000km. Similarly, in [31] a 25km single mode fiber has Rayleigh backscattered power roughly −30dB. These very low reflected powers appear in single mode fibers, however, we conjecture that they should be quite low for multi-core fibers described below. As a result of this low backscattering amplitudes we may assume that the reflection in the fiber may discarded, and hence ≈ 0. In this limit the transmission matrix T can be expressed as T = WV t , which is thus random Haar distributed.
A second important property of the scattering matrix in a multicore/multimode fiber is the considerable mixing between core transmissions. For example, in a 60km three coupled core fiber analyzed in [8] , the crosstalk is so strong that light injected into one core is equally distributed across all cores in the output. Considerable crosstalk has been seen in other cases, e.g. in [32] where crosstalk of −25dB/km was observed. Even if this effect is smaller that in [8] above due to the different design of the cores (it results to −8dB coupling for 60km), it highlights the relevance and ubiquitous nature of crosstalk in multicore fibers, when they have their cores placed close to each other. It should be pointed out that the difference in magnitude of backscattering and crosstalk can be attributed to different mechanisms being responsible for the two effects. In the backscattering case, as discussed above, the effect is due to localized scattering [30] , while in the latter the mechanism is scattering among the core modes due their proximity, or due to bending [4] .
A. Statement of Problem
In summary, we consider fibers with negligible backscattering and strong mixing between core modes. We assume this mixing to be random over different frequency subbands, due to strong delay spread. For example, in [33] 10nsec delay spreads were measured over 700km transmission over a 6 mode fiber using 50GHz sub-band widths. Hence the transmission matrix T will be modelled as a Haar random matrix of dimension N × N. Without loss of generality we assume N t ≤ N transmitting channels and N r ≤ N receiving channels, and therefore we only consider a submatrix of the full transmission matrix T, which we denote by U, since not all transmitting or receiving channels may be available to a given link. For simplicity we assume that this is the upper left corner of T. We should emphasize that the remaining N − max(N t , N r ) "untapped" channels in T can be used to model loss to the environment in the fiber propagation [12] . This is done in an analogous way to wireless communications, where the energy transmitted from an antenna operating at wavelength λ is spread away over a large number of modes (e.g. plane waves) and only a tiny fraction thereof O(λ 2 /R 2 ) is received at a receiving antenna at a distance R away. Indeed, in the limit of large N N t , N r the channel will converge to a Gaussian distributed channel, [12] similar to the case of open space wireless propagation, where the signal loss is significant. As a result, the corresponding MIMO channel for this system reads
with coherent detection and channel state information only at the receiver [34] , [35] . x, y and z are the N t × 1 input, the N r × 1 output signal vectors and the N r × 1 unit variance noise vector, respectively, all assumed for simplicity to be complex Gaussian. This assumption is also based on the optical MIMO modulation scheme, which uses MZM (Mach-Zehnder Modulator) [36] to modulate a continuous wave (CW) laser to generate the digital signal, which is then, transmitted through the fiber. This modulation is achieved by equally splitting the incoming optical signal and enforcing a time delay (phase shift) in one path, before recombining it. Therefore the signal output from an MZM is complex, which for simplicity we model as a complex Gaussian. We also assume no mode-dependent loss. As a result, the mutual information can be expressed as
In the last equation p(x) is the spectral density of U † U defined as
Also, "log" is the natural logarithm, ρ is the average total signal-to-noise ratio, λ k are the eigenvalues of the matrix U † U and we assume for concreteness N t ≤ N r . It is useful to define [17] showed that we may recover the above form by replacing N t → N − N r , N r → N − N t and N 0 → −N 0 and I N → I N + n log(1 + ρ). It should be emphasized that the above mutual information is used as a performance metric of the channel.
We may now define the main problem we address, namely the calculation of
where (x) is the indicator (step) function. We will also analyze the density of r i.e.
The aim of this paper is to calculate the tails of the distribution of the rate r . The first step is to express the joint distribution of eigenvalues of U † U as derived initially in [12] and more recently in this context [17] 
In the above, Z N t is a normalization constant defined in (74).
In the above equation, we can see that when N 0 becomes large, the last term can be approximated roughly as (1−λ) N 0 ≈ e −N 0 λ . This corresponds to the eigenvalue distribution of a Wishart matrix [37] , which is typically used to model wireless MIMO channel propagation because the latter has significant power loss in the atmosphere. Hence, it can be seen that the parameter N 0 can effectively model power loss through the fiber and provide a continuous cross-over between lossless and lossy fibers [12] .
In contrast, as was shown in [17] , for N 0 < 0, there is no outage below rates r = |n| log(1+ρ), because all transmission can be performed over channels with unit constant channel.
In the next section, we will show how the above expression can be used to provide a closed form solution for the outage probability, in terms of finite sums of simple functions. However, it will become clear that for increasing channel numbers, the formula becomes quite cumbersome, without providing much intuition. Hence, in Section IV a different approach will be adopted, namely the large-N analysis of the outage probability using the Coulomb gas formalism.
III. EXACT SOLUTION
In this section, we will obtain a closed form expression for the outage probability P out (r ). We start by introducing an integral representation for the function
where is an infinitesimal positive number indicating that the k-integral goes over the pole at zero. As a result, the outage probability can be expressed as follows:
where the integral notation dλ signifies multiple integration over all λ k for k = 1, · · · , N t . In Appendix A we show how the above multiple integral can be evaluated. The final result can be expressed as follows:
In the above c k,n are given in (64), Z N t is given in (74), while e (x 1 , x 2 , . . . , x N t ) is the elementary symmetric polynomial of degree [38] . The prescription of how to deal with F(z, s) in the case where two or more integers s i are equal is discussed in Appendix A. We also note that the density of r , P(r ), can be obtained directly from the above by differentiation with respect to r . Although analytic and in closed form, the above result is handy and provides intuition for the answer at best for small values of N t , N r , N 0 . When this is not the case, one needs an alternate path, which can be achieved using the asymptotic approach in N, which will be discussed next.
IV. COULOMB GAS METHODOLOGY
In this section we will follow a complementary approach to the above and will derive the outage probability in the limit of large channel numbers. The first step is to rewrite the joint distribution of eigenvalues of U † U provided in (11) in the following form
where
represents the normalized potential energy of N t unit charges bound on the unit interval x ∈ (0, 1), while repelling from each other and from the boundaries logarithmically. It is reasonable to expect that when N is large, the charges will coalesce to a smooth density p(x). This hypothesis, which is originally due to Dyson [18] , and is called the Coulomb (or Dyson) gas approach, has been used extensively in statistical physics [13] , [19] , [39] and more recently in communications [23] . This hypothesis was set in a more mathematical footing by [40] who proved that the large deviations of the law of the spectral density p(x) can be described by a rate function corresponding to the continuum limit of E(λ). [40] showed this for the case of the Wigner Gaussian matrices, while [41] generalized it to Wishart matrices. Their proof can be directly applied to this model by restricting the support of eigenvalues from λ ∈ (0, ∞) to the unit interval λ ∈ (0, 1). We will apply this formalism to obtain the tails of P out (r ). The first result is summarized in the following theorem, which is proved in Appendix B. Let us first denote by X the space of probability measures on (0, 1), endowed with weak topology.
Theorem 1 (Large Deviations of Eigenvalue Density): Let
For concreteness and future use, we define as r erg the rate for the probability density p 0 (x), namely
In this paper we mostly interested in the outage probability defined in (7) and therefore the above result is of interest. However, an analogous result can be obtained for the 1 − P out (r ): Corollary 2: If X r includes the density p 0 (x) (or is arbitrarily close to it), then from the above we conclude that inf p∈X r E[ p] = E 0 and hence for r > r erg we have log P(I N ≤ r )/N 2 t → 0. Hence, in this case, we do not strictly speaking have a large deviation event. Nevertheless, in this case it can be shown that the complement of X r , namely
is a large deviation event if r > r erg , i.e.
Due to the convexity of E[ p] and X r , it is sufficient to find a local minimum of the functional, subject to the constraints, which then is ensured to be a global minimum. One handy way to do so is to introduce a Lagrangian and include the constraints of normalization and positivity of p(x) using Lagrange multipliers. We thus have
from which we obtain E 0 and E(r ) by maximizing over the dual parameters ν (non-negativity constraint), c (normalization constraint) and k (mutual information constraint):
Note that the functional form of (25) amounts to replacing the mutual information inequality constraints in (20) and (22) with an equality constraint. Hence, to obtain the large deviation results above, we need to optimize of E(r ) as follows
It is useful to summarize here some properties of E(r ):
The proof is deferred for Appendix C. The convexity of L 0 , L over p ensures uniqueness of the minimizing p. Therefore, if we find a local minimum for the corresponding Lagrangian for k, c and ν that satisfy the constraints, this will be a unique one. It is also worth pointing out that the only difference between E 0 and E(r ) above is that the former can be seen as the maximum over L[ p, ν, c, k] keeping k = 0; this relation will come in handy later, because it allows us to work with L and at the very last step set k = 0 to obtain E 0 . This result is in agreement with (75) derived in Appendix B using other methods. To find a local minimum of L, it suffices to calculate its functional derivative with respect to p and which is then set to zero. Note that the functional derivative of L at p ∈ X r is the distribution δL[ p, ν, c, k] whose action on test functions which leave E[ p] finite is given by:
Note that maximizing the result with respect to k and c simply corresponds to enforcing the normalization and mutual information constraints that appear in (24) and (25):
The maximization over ν(x) ensures the non-negativity of p(x). It can be shown [42] that either ν(x) or p(x) are non-zero, therefore making ν(x) p(x) = 0. For simplicity we will not analyze this constraint, instead enforcing it explicitly. Setting the functional derivative of L[ p] to zero results to
for all x in the support of p(x). Once again, due to the convexity of E[ p] and X r , it is sufficient to find a local minimum of the functional, subject to the constraints, which then is ensured to be a global minimum. Hence, we look for a solution for the above equation with p(x) having support on the (connected) interval (a, b) ⊆ (0, 1), with a, b to be determined. Taking the derivative with respect to x in the above we obtain the following integral equation, which has the physically intuitive meaning of force balancing at the charges in x:
where P represents the Cauchy principal value of the integral. Once p(x) has been determined, we can obtain E(r ) by direct integration. To evaluate the double integral in (19) we can integrate using (33) . Then the value of c can be determined by calculating (33) at x = a [20] , [23] . Following Tricomi's theorem [23] , [43] this integral equation may be solved to yield the following general expression
where C is a constant. This is a valid solution if the right hand side expression of (34) is L 1+ integrable (for some > 0) over the support (a, b). Clearly, this is not the case if a = 0 or b = 1, whenever β > 1 or n > 0, respectively. Therefore, in those cases the values of a and b need to be found self-consistently, by demanding that p(x) is continuous at that value, i.e. that p(a > 0) = 0 or p(b < 1) = 0. As a result, we find four types of solutions, depending on whether n, β AND r a = 0 and/or b = 1. Before summarizing the solution results for these four cases, we obtain the solution for the case k = 0, which corresponds to most probable value of r = r erg . In this case, the eigenvalue distribution that minimizes L 0 is simply
which has been obtained using other methods in [12] and [44] . From the above p 0 (x), E 0 can be evaluated. The result thus obtained matches the result obtained using a more direct method in Appendix B.
In the next sections we will obtain the solution for E(r ) for all allowed values of parameters n, β, r . The analysis is based in the methodology in [23] . It should be stressed that given the convexity of E[ p] with respect to p, it is sufficient to find an acceptable solution of the constrained extremization procedure discussed above. Below we will analyze the four possible types of solutions, corresponding to a = 0 or a > 0 and b = 1 or b < 1. We will see that for any parameter value of n, β, r , there is a single solution to the Tricomi equation above (34) , which is consistent with all constraints, as well as positivity and continuity on (0, 1). We will see that while continuity will exclude some types of solutions, e.g. a = 0 when β > 1 and b = 1 when n > 0, we will find two or three types of solutions applicable for a given set of n and β.
Of course, only one is valid for any given value of r . We will see that there is a critical value of r , at which one type of solution becomes invalid, while another becomes applicable. This phase transition is characterized with the attachment of the support of p(x) to a boundary of (0, 1) and has been in the literature with a third order phase transition and the Tracy-Widom law [19] - [21] , [23] . In Table I we summarize the validity of each solution type, denoted by S 01 , S a1 , S 0b and S ab , where the first index describes the infimum of the support (0 if a = 0 and a if a > 0) and the second corresponds to its supremum (1 if b = 1 and b if b < 1).
A. Solution S 01 : a = 0, b = 1
We start with the most trivial type of solution, namely when the support boundaries a = 0 and b = 1 are enforced. This solution can be valid only when n = 0 and β = 1, since otherwise the right-hand-side of (34) and hence also p(x) [43] will not be L 1+ -integrable. The resulting optimal normalized spectral density is
The resulting relation between r and k obtained by enforcing the rate constraint is (32)
and the corresponding value of the exponent E = E(r ) − E 0 becomes quadratic
The validity of the above result breaks down when the positivity constraint of p(x) is violated. This happens when
with corresponding values of the rate obtained through r < r c1 = r (k c1 ) and r > r c2 = r (k c2 ), respectively. If this is true, we need seek for a solution allowing b < 1, or a > 0, respectively. This will be analyzed in the next two subsections.
This solution can only be valid for β = 1. In this case the resulting optimal eigenvalue density is given by
The normalization condition (31) gives
which is shown in Appendix D to have a unique solution, while the rate equality (32) condition gives
and finally
In the above we have introduced the functions G(x, y) and I 3 (x) . Their definition and closed-form expressions can be seen in Appendix E, where we have used results from [45] . When n = 0, (43) breaks down (and hence p(x) is not properly normalized) if k > k c1 , assuming of course b ≤ 1. Hence, in this case this solution is invalid in agreement with the discussion in the previous subsection. In contrast when n > 0, the above solution breaks down when p(x) < 0 for small x. This happens when, in addition to (43) 
, which corresponds to r > r c3 = r (k c3 ). In this case, we need to allow a > 0, which will be analyzed in a later subsection.
In the spirit of previous subsections, this solution can only be valid when n = 0. In this case the resulting optimal eigenvalue density is given by
Using the normalization equation 47) and the rate constraint (32)
we can finally calculate E(r )
When β = 1, for k < k c2 , where k c2 is defined in (41), (47) gives a < 0, which is obviously not allowed, hence invalidating this solution. This is in agreement with subsection IV-A.
In contrast when β > 1, the above solution breaks down when p(x) < 0 for x ≈ 1. This happens when, in addition to (47) we have (β − 1) + (1 + β + k c4 )ρ √ a c4 = 0, which corresponds to r = r c4 = r (k c4 ). In this case, we need to also allow b < 1, which will be analyzed below.
The final, more general case includes generic a and b. In this case the resulting optimal eigenvalue density is given by
obtained by demanding p(a) = p(b) = 0. The parameters a, b, k can be evaluated uniquely from the above equation in addition to the normalization constraint (31)
and the rate constraint (32)
For notational simplicity we also definē a = a/ , a c = 1 − a,ā c = (1 − a c 
The G function can be seen in Appendix E. We may now integrate over p(x) and obtain an expression for E(r ) as follows
To make contact with the solutions of the previous sections, we observe that the conditions (51) and (52) cannot be simultaneously be satisfied if β = 1, n > 0, and k < k c3 (corresponding to r < r c3 ) unless a < 0. In this parameter region S 0b applies. Also, for β > 1, n = 0, and k > k c4 (and correspondingly r > r c4 ), the above equations result to b > 1, thereby invalidating the solution and necessitating the solution S a1 . In conclusion, we see that the above four solutions are mutually exclusive and cover all possible parameter values, thereby providing the unique solution to the exponent E(r ) of the outage probability.
E. Probability Distributions P(r ) and P out (r )
In the previous sections we obtained the asymptotic behavior of the outage probability in the large N t limit. We found that the outage probability is approximately P(
when r < r erg and we can similarly find for r > r erg that P(
. By differentiation we obtain to leading exponential order that the probability density follows the same law, i.e. P(r )
To obtain the normalization constant for the density, we observe that the distribution close to its peak will be asymptotically Gaussian. This can be checked by calculating E(r ) in the small k limit and showing that it is quadratic in r . Hence the normalization of the distribution will be given for large N t by the variance of the distribution close to the peak. Therefore, we obtain
where v erg is the variance at the peak of the distribution. Correspondingly r erg is the solution of r (k = 0) in (39), (44), (48) or (53) (depending on the values of n, β) and corresponds to the ergodic rate. To obtain the value for v erg we observe that E (r ) = k(r ), which is negative for r < r erg and positive for r > r erg . Similarly, we can obtain the local variance by differentiating once again E (r ) = dk(r )/dr. Setting k = 0, it follows that
where a 0 , b 0 are given in (37) . To obtain an expression for the outage probability that is continuous at k = 0, we may integrate P(r ) above from 0 to r and noticing that due to the exponential dependence on N t , only the region close to r will be important. Thus for r < r erg the outage probability is
and for r > r erg it is
and E (r ) = k(r ) and E (r ) = k (r ) are the first and second derivative of E(r ) with respect to r and Q(x) = ∞ x dte −t 2 /2 / √ 2π. This approximation, while is essentially the same as (28) when N t is large irrespective of r , but it is convenient, because it gives the crossover for fixed N t and r ≈ r erg . Fig. 3 .
Outage probability curves as a function of transmitted rate for moderate signal-to-noise ratio ρ = 10 and three different values of N 0 . For each set of parameters we plot three curves, namely the LD (blue dashed) curves (corresponding to the current large deviations methodology), the numerically generated curves (in black) and the ones corresponding to the Gaussian approximation (red dot-dashed). First, we observe that with decreasing values of N 0 the whole curve shifts to the right signifying increased throughput. Notice that this is so even when N 0 = −2 < 0. In this case, as mentioned also in [17] , a number of channels (|N 0 |) becomes deterministic without fading. Second, we observe that while the LD curves follow the numerical curves very closely, the Gaussian curves tend to deviate at low outages. Even though the curves look to be close, the outage difference between LD and Gaussian come out to about a factor of 2.
V. NUMERICAL SIMULATIONS The above section has provided us with the mathematical formulae to express the outage probability as a function of rate r for various values of β, n and ρ. We will now briefly describe the performance of the optical MIMO system and the accuracy of the analytic approach. Apart from the outage probability, which is expressed in (57) we will also show the behavior of the so-called Gaussian approximation. The corresponds to assuming the outage probability is given by an error function with variance v erg evaluated in (56) and mean the value of r erg defined in (21) , i.e.
In Fig. 3 we plot the outage probability for moderate signalto-noise ratios ρ = 10 for different values of N 0 . We see that the outage curves are shifted to larger values of the rate as N 0 is reduced, in agreement with out intuition: the fewer channels we leave untapped, the more throughtput we can get from the transmission. This holds also for negative N 0 , in which case, as [17] predicted, a number of channels (|N 0 |) will become non-fading. We also see that the LD outage curves are in good agreement with numerics, while the Gaussian approximation also tends to follow along, with some small deviations.
The deviations of the Gaussian approximation become more pronounced for larger values of ρ, as in Fig. 4 . For lower outages we see a significant deviation which reaches in the figure to about a factor of 20. This behavior has been observed in the context of wireless MIMO tails [23] . The reason is that for larger ρ the importance of eigenvalues of the matrix that are of the order of 1/ρ become significant. However, in the Gaussian approximation these eigenvalues are "frozen" out of the problem. Nevertheless, the accuracy of the LD results is good. Fig. 4 . Outage probability curves as a function of transmitted rate for large signal-to-noise ratio ρ = 100 and two different values of N 0 . As in the previous figure, three curves are plotted for each parameter set, namely the LD (blue dashed) curves, the numerically generated curves (in black) and the Gaussian (red dot-dashed) curves. The LD curves continue to follow the numerical curves very closely, however the Gaussian curves deviate much more from the numerical curves and the deviation can reach a factor of 20. Hence, for large SNR the Gaussian approximation does not provide such good results as the LD approach.
Fig. 5.
Outage probability curves as a function of transmitted rate for moderate signal-to-noise ratio ρ = 10 and two different values of N 0 . In contrast to Fig. 3 , here the parameter β = 1, i.e. N t = N r . As in the previous figure, three curves are plotted for each parameter set, namely the LD (blue dashed) curves, the numerically generated curves (in black) and the Gaussian (red dot-dashed) curves. In this case, the LD, while following close the numerical values, there is a larger deviation compared to the case β > 1. Furthermore, we see that the Gaussian deviate even more and finally for small rates become completely unreliable. This behavior is mainly due to the very small values of rates at low outages, making the Gaussian curve "feel" that there are no negative values of r.
We also tested the system for the case when N t = N r , i.e. β = 1, in Fig. 5 . Here, and for moderate values of ρ, we see that the Gaussian approximation ceases to be valid deviating significantly from the numerical curves. Instead the LD approximation, although it also deviates, is relatively close to the numerical curves, suggesting that it is robustly correct overall, even for small channel numbers (N 0 = N t = N r = 2).
VI. CONCLUSION
The purpose of this paper was to analyze the outage capacity for a particular model of the optical MIMO channel applicable to a multimode-multicore optical fiber system. The assumptions underlying the model assume strong forward scattering of light between the modes/cores, while the backscattering is weak. At the same time, we can model loss inside the fiber by varying a particular parameter of the model, namely N 0 . We have provided two complementary approaches to provide analytic solutions for the outage capacity. In the first, we derived closed-form expressions for the outage probability. Despite its exactness, this approach becomes cumbersome to use beyond the size of a few channels. Therefore, we also implemented a large deviation approach first introduced in physics [18] to calculate the outage capacity for the optical MIMO channel in the limit of large channel numbers. Our method is especially applicable for the tails of the distribution, which is relevant for low outage requirements due to the absence of feedback and finite SNR. Our analytical results agree very well with numerical experiments. On the other hand the Gaussian approximation fails to follow the respective numerical and the deviation becomes greater as our system increases in size and complexity (β and n) Additionally the method provides the distribution of eigenvalues constrained on the transmission rate and SNR. Although the channel assumptions taken here are somewhat idealized, this result gives an analytic metric to compare with other more complicated channel models. Clearly, more work is necessary, both from the channel sounding side, but also from the channel modeling side, so that the model will become more realistic.
APPENDIX A DETAILS FOR DERIVATION OF CLOSED FORM SOLUTION
In this appendix we provide details of the derivation of the closed form expression for the outage presented in Section III. We start with (12) . It is convenient to make the change of variables 1 + ρλ k = y k to get
where dy = dy 1 . . . dy N t and A a normalization constant. Now we invoke the Andréief identity (see also [12, Lemma 8] ), which takes advantage of the fact that the products of the form n,m (y n − y m ) can be written as a Vandermonde determinant. Defining the function
we have [1,1+ρ] 
In the second line we used the Leibnitz expansion of determinants [12] , where the sum is over all permutations a with (−1) |a| being the sign of the permutation. In the final line we re-summed the integrated quantities to get a determinant of the Hankel matrix H with elements H i+ j which can be expressed as
where B(x, y − x) and F(w, x; y; z) are the Beta and hypergeometric functions respectively [46] , for the parameters w =
This results to the following expression for the outage probability
The integral (61) can be evaluated in the most elementary form exploiting the fact that both |N t −N r | and N 0 are integers. Using the binomial theorem to expand the second and third powers, we get
Let us now expand the determinant in (62) using (63). After rearranging the sums we get
where the sum over the integer components of the vector k = [k 1 , · · · , k N t ] is over the interval [0, |N t − N r |], while for the vector n = [n 1 , · · · , n N t ] its components are summed over the interval [0, N 0 ]. Also, C k,n = A i c k i ,n i and
where the components of the integer vector s σ are s j = j + σ j −1 +k j + N 0 −n j . Expanding the product in the numerator of the above equation, we obtain
where in the second line we have used the elementary symmetric polynomials e (x 1 , x 2 , · · · , x N t ) of degree .
As a result, in order to evaluate the outage probability in closed form we only need to evaluate the complex integral in F(z, s). Since all poles of the integrand are in the lower half complex p-plane, if z > 0 (hence N t r > log(1 + ρ)) then the integral vanishes [47] . Hence only -terms with N t r < log(1 + ρ) survive. Having this in mind the integral can be evaluated by summing over the residues of the poles. As a result we obtain
Putting all above formulae together provides the final result expressed in (13) . Before concluding this section, it is worth discussing the value of the above equation when two or more integers s i are equal. To address this issue it will prove useful to express F 1 (z, s) as a ratio of determinants [48] . Indeed we get
where the elements of the vector function f(x, z) is defined as follows
When one or more values of s j are identical, the ratio is ill-defined, because both numerator and denominator vanish. Although we could have dealt with the problem directly at the level of complex integration by considering double poles, it is more instructive to analyze this case as a limit of the s's approaching each other. Following [49, Lemma 1] we can show that if s 1 has multiplicity m then F 1 (z, s) can be expressed as
where the matrix Z can be expressed as 
where the primes represent partial derivative with respect to the first argument. We can similarly obtain expressions for the case when we have several multiplicities in s.
APPENDIX B
PROOF OF THEOREM 1
In this appendix we will provide some details on the proof of the above theorem.
1) Convexity: The convexity of E[ p] has been shown in [40] over functions in X , as also in [23] .
2) Uniqueness: The uniqueness of the minimum of E[ p] has been shown in [40] and [41] . The value of E 0 can be obtained form the limit E 0 = − lim N t →∞ log Z N t /N 2 t . However, the normalization factor Z N t can be evaluated explicitly using the Selberg integral [13] as follows:
Using the Stirling approximation for the -functions and approximating the sums with integrals, we get that E 0 = (β + n + 1) 2 2 log(β + n + 1) − (β + n) 2 2 log(β + n) − β 2 2 log β + (β − 1) 2 2 log(β − 1)
− (1 + n) 2 2 log(1 + n) + n 2 2 log n (75)
3) Exponential Asymptote of Pr ob(I N < N t r ): Let X r be the set given by Given the linearity of the constraint, the above set is convex. Now, in [41] it has been shown that Prob(I N ≤ r ) obeys the large deviation principle with good rate function I
The analogous result can be obtained for Corollary 2 by noting that the complement of X r , namely X c r is also convex. Then the above result follows directly for P(I N > r ).
APPENDIX C PROOF OF LEMMA 3
We first define 
By the definition of (25) we have E(r ) = sup k (kr − (k)).
We start by noting that for r > r erg , E(r ) can be obtained by optimizing over only k > 0, i.e. E(r ) = sup k>0 (kr − (k)). Indeed, for any k ≤ 0 kr − (k) ≤ kr erg − (k) ≤ E(r erg ) = E 0 (79)
Hence, since we have inf r E(r ) = E 0 from Theorem 1(b), the quantity kr − (k) will have its supremum for positive k. Part (1) of this Lemma is then proved by taking the derivative of E(r ) with respect to r , which is
where k(r ) is the k-value of the supremum. We can similarly prove that k(r ) < 0 for r < r erg , hence showing part (b) of Lemma 3.
To prove convexity, let θ ∈ [0, 1]. Then we have
