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ON THE GEOMETRY OF THE NORMAL BUNDLE WITH A METRIC OF
CHEEGER-GROMOLL TYPE
WOJCIECH KOZ LOWSKI
Abstract. We investigate the geometry of a normal bundle equipped with a (p, q)-metric, i.e., Rie-
mannian metric of Cheeger-Gromoll type, to the submanifold of a Riemannian manifold. We derive all
natural object as the Levi-Civita connection, curvature tensor, sectional and scalar curvature. We prove
that under some natural conditions the sectional curvature of this bundle may be bounded from below
by given arbitrary large positive constant. Next we investigate (p, q)-metrics from the complex geometry
point of view. We show when the normal bundle can by equipped with a structure of almost Hermitian,
almost Ka¨hlerian, conformally almost Ka¨hlerian or Ka¨hlerian manifold.
MSC (2000) 53C07, 53C25, 53C55, 53B35.
1. Introduction and preliminaries
The best known example of a natural metric on the tangent TM to the Riemannian manifold (M, g)
has been constructed by S. Sasaki in the late of 1950s. The geometry of TM with the Sasaki metric
g˜S is proved to be very rigid. For example, O. Kowalski [10] showed that (TM, g˜) is locally symmetric
iff (M, g) is flat. Moreover, in [12] E. Musso and F. Tricerri proved that (TM, g˜S) is of constant scalar
curvature iff (M, g) is locally Euclidean.
Next, A. A. Borisenko and A. L. Yampolski showed the full analogy between the geometry of the
tangent bundle and the geometry of the normal bundle to the submanifold of a Riemannian manifold.
Another example of a natural metric on TM has been given by J. Cheeger and D. Gromoll in [7]. This
metric g˜Ch−G is known in literature as Cheeger-Gromoll metric. Later the geometry of (TM, g˜Ch−G) has
been investigated by M. Sekizawa [13] and by S. Gudmundsson and E. Kappos [8]. In [8] it is proved
that if the sectional curvature K of (M, g) is constant then (TM, g˜Ch−G) is of positive scalar curvature
iff K is bounded by some constants. Notice also that M. T. K. Abbassi and M. Sarih invesigated in [1]
Cheeger-Gromoll metric in the context of Kiling vector fields.
Recently, the geometry of TM with a very general deformation of the Cheeger-Gromoll metric g˜a,b has
been investigated by M. I. Munteanu ([11]). The author of [11] determined the geometry of (TM, g˜a,b)
and described some aspects of the geometry of the unit tangent bundle T1M ⊂ TM . He also investigated
(TM, g˜a,b) from the complex geometry point of view. Applying the method developed by M. Anastasiei
in [2], Munteanu showed TM can be equipped with an almost complex structure J˜ compatible with g˜a,b.
He proved when (TM, ga,b, J˜) is almost Hermitian, almost Ka¨hlerian, locally conformal Ka¨hlerian, or
Ka¨hlerian manifold
Independently, in [3] M. Benyounes, E. Loubeau and C. M. Wood introduced a some class of natural
Riemannian metrics on vector bundles of Cheeger-Gromoll type. These metrics, hp,q, p, q ∈ R, q ≥ 0,
called (p, q)-metrics generalize both the Sasaki metric and the Cheeger-Gromoll metric, but are less
general than the metrics introduced by Munteanu.
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(p, q)-metrics have been discovered together with some new harmonics maps, but, as the authors
showed, the geometry of (TM, hp,q) is of the independent interest [4].
Although, metrics from [11] are much more general than (p, q)-metrics, (p, q)-metrics have very nice
geometrical properties. Among results from [4] the following seems to be very important: Suppose that
M is a space of constant curvature. Then there exist p and q such that the scalar curvature of (TM, hp,q)
is strictly positive.
In the light of [4] and [6] there appears a question on the geometry of the the normal bundle with
(p, q)-metric. In this paper we investigate (p, q)-geometry of the normal bundle T⊥L to a submanifold
L of Riemannian manifold M . Having (T⊥L, hp,q) we derive all natural geometric objects: the Levi-
Civita connection ∇˜, curvature tensor R˜, sectional curvature K˜ and scalar curvature S˜ of hp,q. We show
that this objects are determined by the Levi-Civita connection ∇ of L, normal connection ∇⊥, normal
curvature tensor R⊥ and its adjoint Rˆ, and the parameters p and q.
We prove that (Theorem 2.1): for every submanifold L of codimension ≥ 2, (T⊥L, hp,q) is flat iff
p = q = 0, L is flat and the normal connection ∇⊥ is flat.
We also obtain some estimations for scalar curvature and prove that (Theorem 2.3): if L is of codi-
mension ≥ 2, its scalar curvature and normal curvature tensor are bounden by some positive constant
then the scalar curvature of T⊥L can by bounded below by arbitrary large constant.
Next we study (p, q)-metrics from the complex geometry point of view. We prove that under some
natural conditions it is always possible to introduce almost complex structure J˜ on T⊥L compatible
with the given hp,q, i.e., (T
⊥L, hp,q, J˜) is an almost Hermitian manifold (Proposition 3.1). We also prove
when T⊥L is locally conformal almost Ka¨hlerian, almost Ka¨hlerian (Theorem 3.2) or Ka¨hlerian manifold
(Theorem 3.3).
1.1. Our setting. Our important data are: a Riemannian manifold (M, g) of dimension ≥ 2, its sub-
manifold L ⊂ M ( 1 ≤ dimL < dimM) and the normal bundle pi : T⊥L → L. g induces a Riemannian
metric 〈, 〉 on L and a fibre metric 〈, 〉⊥ in T⊥L. Let ∇ be the Levi-Civita connection of 〈, 〉, and ∇⊥ be
the normal connection in T⊥L induced from the Levi-Civita connection of g.
All maps, vector fields, sections etc. are assumed to be smooth.
We will denote by X,Y, Z vectors / vector fields tangent to L, and by ξ, ζ, η members / sections of
T⊥L. Recall that the connection map related to ∇⊥ it is a bundle morphism K : T (T⊥L) → T⊥L,
uniquely determined by the conditions
(K1) For every x ∈ L and θ ∈ T⊥L, K : Tθ(T⊥x L→ T⊥x L is a canonical isomorphism.
(K2) For every section ξ of T⊥L and vector field X on L, K(ξ∗X) = ∇⊥Xξ.
Under the action of ∇⊥, the bundle T (T⊥L) splits as: T (T⊥L) = H⊕V, where V = kerpi∗ is the vertical
bundle and H = kerK is the horizontal bundle. Every A ∈ Tθ(T⊥L) can be uniquely written as a sum
A = HA+ VA, where HA and VA is the horizontal and vertical part of A, respectively.
We denote by Xh and ηv a unique horizontal and vertical lift of X and η, respectively. Moreover, Θ
denotes the canonical vertical vector field, i.e., for every θ ∈ T⊥L, Θθ is the vertical lift of the vector θ
to the point θ, or equivalently, Θ is a section of V such that K(Θθ) = θ.
2
Lemma 1.1 ([6]). Let θ ∈ T⊥L. For every vector fields X,Y on L and every sections ξ, eta of T⊥L we
have
[ξv, ηv] = 0, [Xh, ηv]θ = (∇⊥Xη)vθ ,
[Xh, Y h]θ =
(
[X,Y ]
)h
θ
− (R⊥(X,Y )θ)v
θ
.
Lemma 1.2. For every vector field X on L and every sections ξ of T⊥L we have
[ξv.Θ] = ξv,(1.1)
[Xh,Θ] = 0.(1.2)
Proof. Take x ∈ L Suppose ξi, i = 1, . . . , d, d = codimL is a local frame of T⊥L in the neighbourhood
U of x such that ∇⊥ξi = 0 at x. We may write Θ = θ˜iξvi where θ˜i(η) = ηi if η = ηiξi, η ∈ pi−1(U).
(1.1): Suppose that ξ = ξiξi. Observe that ξ
v θ˜i = ξ ◦ pi. Then we have
[ξv.Θ] = (ξv θ˜i)ξvi + θ˜
i[ξv, ξvi ] = (ξ
v θ˜i)ξvi = (ξ
i ◦ pi)ξvi = ξv.
(1.2): Take θ ∈ T⊥x L. Observe that (Xhθ˜i)(θ) = 0. At the point θ we have
[Xh,Θ] = (Xhθ˜i)ξvi + θ˜
i(∇⊥Xξi)v = 0.
Notice that the assumption that ∇⊥ξi = 0 at x has been used only in the proof of formula (1.2). 
We denote by R and R⊥ the curvature tensor of ∇ and ∇⊥. Let Rˆ be adjoint to R⊥, i.e.,
〈Rˆ(ξ, η)X,Y 〉 = 〈R⊥(X,Y )ξ, η〉⊥.
Notice that by the Ricci equation it follows that
Rˆ(ξ, η) = −Rˆ(η, ξ).
As a direct consequence of the definition of Rˆ and the fact that Rˆ is skew-symmetric we obtain that for
every X,Y, Z,W ∈ TxL and every ξ, η, ζ, θ ∈ T⊥x L,
〈Rˆ(R⊥(X,Y )θ, ξ)Z,W 〉 = −〈R⊥(Z,W )ξ, R⊥(X,Y )θ〉⊥,(1.3)
〈Rˆ(θ, η)Rˆ(ξ, ζ)X,Y 〉 = −〈Rˆ(θ, η)Y, Rˆ(ξ, ζ)X〉(1.4)
We will also work with the covariant derivatives ∇⊥XR⊥ and ∇XRˆ defined in a usual way:(∇⊥XR⊥)(Y, Z)η = ∇⊥X(R⊥(Y, Z)η)−R⊥(∇XY, Z)η −R⊥(Y,∇XZ)η −R⊥(Y, Z)∇⊥Xη,(∇XRˆ)(ξ, η)Y = ∇X(Rˆ(ξ, η)Y )− Rˆ(∇⊥Xξ, η)Y − Rˆ(ξ,∇⊥Xη)Y − Rˆ(ξ, η)∇XY.
Notice that ∇⊥XR⊥ and ∇XRˆ are related as follows:
〈(∇X Rˆ)(ξ, η)Z, Y 〉 = 〈(∇⊥XR⊥)(Z, Y )ξ, η〉⊥.
Moreover, R⊥ satisfies the second Bianchi identity:
(1.5)
(∇⊥XR⊥)(Y, Z) + (∇⊥ZR⊥)(X,Y ) + (∇⊥Y R⊥)(Z,X) = 0.
We will also use the following convention: If ψ is a map and u belongs to the domain of ψ we will often
write ψu instead of ψ(u). If ξ is a section of T
⊥L. We will often identify ξ with a map T⊥L → T⊥L,
θ 7→ ξpi(θ). In particular for every sections ξ and η we often identify its fibre product 〈ξ, η〉⊥ with a map
θ 7→ 〈ξ, η〉⊥pi(θ). If θ is a member of T⊥L, 〈ξ, θ〉⊥ means 〈ξpi(θ), θ〉⊥.
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1.2. (p, q)-metric and its Levi-Civita connection. Suppose 〈〈, 〉〉 is a natural metric on T⊥L, i.e.,
〈〈, 〉〉 is determined by g, and pi : (T⊥L, 〈〈, 〉〉) → (M, 〈, 〉) is a Riemannian submersion whose horizontal
distribution is the kernel of connection map. Directly by Lemma 1.1 and the definition of the Levi-Civita
connection it follows:
Lemma 1.3. Let ∇˜ be the Levi-Civita connection of 〈〈, 〉〉, and θ ∈ T⊥L then
〈〈∇˜XhY h, Zh〉〉 = 〈∇XY, Z〉,(1.6)
2〈〈∇˜Xhηv, Zh〉〉θ = 〈〈(R⊥(X,Z)θ)v, ηv〉〉θ ,(1.7)
2〈〈∇˜XhY h, ζv〉〉θ = −〈〈(R⊥(X,Y )θ)v, ζv〉〉θ ,(1.8)
2〈〈∇˜Xhηv, ζv〉〉 = Xh〈〈ηv, ζv〉〉+ 〈〈(∇⊥Xη)v, ζv〉〉 − 〈〈(∇⊥Xζ)v, ηv〉〉,(1.9)
2〈〈∇˜ηvY h, Zh〉〉θ = 〈〈((R⊥(Y, Z)θ)v, ηv〉〉θ,(1.10)
2〈〈∇˜ηvY h, ζv〉〉 = Y h〈〈ηv, ζv〉〉 − 〈〈(∇⊥Y η)v, ζv〉〉 − 〈〈(∇⊥Y ζ)v, ηv〉〉,(1.11)
2〈〈∇˜ηv ζv, Zh〉〉 = −Zh〈〈ηv , ζv〉〉+ 〈〈(∇⊥Z ζ)v, ηv〉〉+ 〈〈(∇⊥Zη)v, ζv〉〉,(1.12)
2〈〈∇˜ξvηv, ζv〉〉 = ξv〈〈ηv, ζv〉〉+ ηv〈〈ξv, ζv〉〉 − ζv〈〈ξv, ηv〉〉.(1.13)
The generalized Cheeger-Gromoll metric on T⊥L it is natural metric hp,q defined as follows:
hp,q(A,B) = 〈pi∗A, pi∗B〉+ ωpθ (〈KA,KB〉⊥ + q〈KA, θ〉⊥〈KB, θ〉⊥),
where p ∈ R and q ≥ 0 are fixed and the function ω is given by
ωθ =
1
1 + 〈θ, θ〉⊥ .
The metric hp,q is also called (p, q)-metric. Notice that h0,0 is the Sasaki metric hS and h1,1 is the
Cheeger-Gromoll metric hCh−G.
RemarkMunteanu in [11] considered natural metrics on tangent bundle whose analogue for normal bundle
wolud be as follows:
g˜a,b(A,B) = a(t)〈pi∗A, pi∗B〉+ b(t)〈KA, θ〉⊥〈KB, θ〉⊥, A,BTθ
(
T⊥L
)
,
where a, b ∈ C∞(R+, a > 0, b ≥ 0 and t = tθ = 12 〈θ, θ〉⊥. Obviously, if a(t) =
(
1 + 2t
)−p
and
b(t) = q
(
1 + 2t)−p then g˜a,b = hp,q.
For the future considerations, it is convenient to define the function ω√q by ω√q(θ) = ω(
√
qθ), i.e.,
ω√qθ =
1
1 + q〈θ, θ〉⊥ .
Lemma 1.4. Let θ ∈ T⊥L and x = piθ. We have
(1) Xh〈〈ηv, ξv〉〉 = 〈〈(∇⊥Xη)v, ξv〉〉+ 〈〈ηv , (∇⊥Xξ)v〉〉,
(2) 〈〈(R⊥(X,Y )θ)v, ξv〉〉θ = ωpθ〈Rˆ(θ, ξ)X,Y 〉x,
(3) ξv〈〈ηv , ζv〉〉 = −2pωp+1θ 〈ξ, θ〉⊥
(
〈η, ζ〉⊥ + q〈η, θ〉⊥〈ζ, θ〉⊥) + qωpθ(〈ξ, η〉⊥〈ζ, θ〉⊥
+ 〈ξ, ζ〉⊥〈η, θ〉⊥
)
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Proof. (1) Take a ∇⊥-parallel vector field e such that e(0) = θ and e˙(0) = Xh(θ), and let γ = pie. Then
the derivative of t 7→ ωp
e(t) is equal to zero. Moreover,
〈〈ηv, ξv〉〉e(t) = ωpe(t)
(〈η(γ(t)), ξ(γ(t))〉⊥ + q〈η(γ(t)), e(t)〉⊥〈ξ(γ(t)), e(t)〉⊥).
Consequently,
Xh(θ)〈〈ηv , ξv〉〉 = d
dt
∣∣∣∣
t=0
〈〈ηv , ξv〉〉e(t)
=
d
dt
∣∣∣∣
t=0
ωp
e(t)
(
〈η(γ(t)), ξ(γ(t))〉⊥ + q〈η(γ(t)), e(t)〉⊥〈ξ(γ(t)), e(t)〉⊥
)
= ωpθ
(
〈∇⊥γ˙(0)η, ξ(x)〉⊥ + 〈η(x),∇⊥γ˙(0)ξ〉⊥
+q(〈∇⊥γ˙(0)η, e(0)〉⊥〈ξ(x), e(0)〉⊥ + 〈η(x), e(0)〉⊥〈∇⊥γ˙(0)ξ, e(0)〉⊥)
)
= ωpθ
(〈∇⊥X(0)η, ξ(x)〉⊥ + q〈∇⊥X(0)η, θ〉⊥〈ξ(x), θ〉⊥)
+ωpθ
(〈∇⊥X(0)ξ, η(x)〉⊥ + q〈∇⊥X(0)ξ, θ〉⊥〈η(x), θ〉⊥)
= 〈〈(∇⊥Xη)v, ξv〉〉θ + 〈〈ηv, (∇⊥Xξ)v〉〉θ.
(2) Since 〈R⊥(X,Y )θ, θ〉⊥, we have
〈〈(R⊥(X,Y )θ)v , ξv〉〉θ = ωpθ
(〈R⊥(X,Y )θ, ξ(x)〉⊥ + q〈R⊥(X,Y )θ, θ〉⊥〈ξ(x), θ〉⊥)
= ωpθ〈R⊥(X,Y )θ, ξ(x)〉⊥
= ωpθ〈Rˆ(θ, ξ)X,Y 〉x.
(3) Take any curve γ in the fibre T⊥x L such that γ(0) = θ and γ˙(0) = ξ
v(θ). Then 〈Kηv(γ(t)),Kζv(γ(t)〉⊥ =
〈η(x), ζ(x)〉⊥ and 〈Kηv(γ(t)), γ(t)〉⊥ = 〈η(x), γ(t)〉⊥. Thus we have
ξv(θ)〈〈ηv , ζv〉〉 = d
dt
∣∣∣∣
t=0
〈〈ηv , ζv〉〉γ(t)
=
d
dt
∣∣∣∣
t=0
(
ωp
γ(t)(〈η(x), ζ(x)〉⊥ + q〈η(x), γ(t)〉⊥〈ζ(x), γ(t)〉⊥)
)
= −2pωp+1θ 〈ξ, θ〉⊥
(〈η, ζ〉⊥ + q〈η, θ〉⊥〈ζ, θ〉⊥)
+qωpθ
(〈ξ, η〉⊥〈ζ, θ〉⊥ + 〈ξ, ζ〉⊥〈η, θ〉⊥).

Lemma 1.5. Let θ ∈ T⊥L. The Levi-Civita connection ∇˜ of the Cheeger-Gromoll type metric hp,q = 〈〈, 〉〉
is given by
(∇˜XhY h)θ = (∇XY )hθ − 12(R⊥(X,Y )θ)vθ ,(1.14) (∇˜Xhηv)θ = 12ωpθ(Rˆ(θ, η)X)hθ + (∇⊥Xη)vθ ,(1.15) (∇˜ηvY h)θ = 12ωpθ(Rˆ(θ, η)Y )hθ ,(1.16) (∇˜ξvηv)θ = −pωθ(〈ξ, θ〉⊥ηv + 〈η, θ〉⊥ξv)θ(1.17)
+
(
νθ〈ξ, θ〉⊥〈η, θ〉⊥ + µθ〈ξ, η〉⊥
)
Θθ,
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where ν and µ are functions defined by
νθ =
pqωθ
q〈θ, θ〉⊥ + 1 ,
µθ =
q + pωθ
q〈θ, θ〉⊥ + 1 .
Proof. (1.14): It follows directly from (1.6) and (1.8).
(1.15): The equality of the vertical parts follows from Lemma 1.4 (1) and (1.9), the equality of the
horizontal parts follows from Lemma 1.4 (2) and (1.7).
(1.16): The fact that the vertical part of the left hand side is degenerated follows from Lemma 1.4 (1)
and (1.11). Thus the equality follows from Lemma 1.4 (2) and (1.10).
(1.17): The horizontal part of the left hand side is degenerated by (1.12) and Lemma 1.4 (1).
By (1.13) and Lemma 1.4 (3) we get
〈〈∇˜ξvηv, ζv〉〉θ = 1
2
(
ξv〈〈ηv , ζv〉〉 + ηv〈〈ξv , ζv〉〉 − ζv〈〈ξv , ηv〉〉
)
θ
(1.18)
= ωpθ(q + pωθ)〈ξ, η〉⊥〈ζ, θ〉⊥
−pωp+1θ (〈ξ, θ〉⊥〈η, ζ〉⊥ + 〈η, θ〉⊥〈ξ, ζ〉⊥)
−pqωp+1θ 〈ξ, θ〉⊥〈η, θ〉⊥〈ζ, θ〉⊥.
If θ = 0 then right hand sides of (1.18) and (1.17) are equal to zero, so our assertion follows.
Suppose that θ 6= 0. We write ϕ = (∇˜ξvηv)θ, for simplicity. Applying the definition of 〈〈, 〉〉 to the left
hand side of (1.18) we obtain
ωpθ(Kϕ+ q〈Kϕ, θ〉⊥θ) = −pωp+1θ (〈ξ, θ〉⊥η + 〈η, θ〉⊥ξ)(1.19)
−pqωpθ〈ξ, θ〉⊥〈η, θ〉⊥θ
+ωpθ(pωθ + q)〈ξ, η〉⊥θ.
Moreover, observe that
Kϕ =
1
〈θ, θ〉⊥ 〈Kϕ, θ〉
⊥θ +
(
Kϕ− 1〈θ, θ〉⊥ 〈Kϕ, θ〉
⊥θ
)
,
〈ξ, θ〉⊥η + 〈η, θ〉⊥ξ = 2〈θ, θ〉⊥ 〈ξ, θ〉
⊥〈η, θ〉⊥θ
+
(
〈ξ, θ〉⊥η + 〈η, θ〉⊥ξ − 2〈θ, θ〉⊥ 〈ξ, θ〉
⊥〈η, θ〉⊥θ
)
,
where the first terms of the right hand sides of the identities is orthogonal to θ with respect to the fibre
metric 〈, 〉⊥. Substituting these identities to (1.19) we see that the coefficient at θ must be equal to zero.
Consequently,
〈Kϕ, θ〉⊥ = 〈θ, θ〉
⊥(pωθ + q)
q〈θ, θ〉⊥ + 1 〈ξ, η〉
⊥ − pωθ(q〈θ, θ〉
⊥ + 2)
q〈θ, θ〉⊥ + 1 〈ξ, θ〉
⊥〈η, θ〉⊥.
Substituting this identity to (1.19) we obtain (1.17). 
Notice that by (1.17) it follows that the fibres T⊥x L, x ∈ L, are totally geodesic.
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Corollary 1.1. For every vector fields X,Y, Z on L, every sections ξ, η, ζ of T⊥L, and every θ ∈ T⊥L
we have
(∇˜[ξv ,ζv]Zh)θ = 0,(∇˜[ξv ,ζv]ηv)θ = 0,(∇˜[Xh,Y h]Zh)θ = (∇[X,Y ]Z − ω
p
θ
2
Rˆ(θ,R⊥(X,Y )θ)Z
)h
θ
−1
2
(
R⊥([X,Y ], Z)θ
)v
θ
,
(∇˜[Xh,Y h]ηv)θ = 12ωpθ(Rˆ(θ, η)[X,Y ])hθ − µθ〈R⊥(X,Y )θ, η〉⊥Θθ
+
(∇⊥[X,Y ]η + pωθ〈η, θ〉⊥R⊥(X,Y )θ)vθ ,(∇˜[Xh,ξv]Zh)θ = 12ωpθ(Rˆ(θ,∇⊥Xξ)Z)hθ ,(∇˜[Xh,ξv]ηv)θ = −pωθ(〈∇⊥Xξ, θ〉⊥η + 〈η, θ〉⊥∇⊥Xξ)vθ
+
(
νθ〈∇⊥Xξ, θ〉⊥〈η, θ〉⊥ + µθ〈∇⊥Xξ, η〉⊥
)
θ
Θθ
Proof. Direct consequence of Lemmas 1.5 and 1.1. 
1.3. Kowalski type lemma. If pi′ : E′ → N and pi′′ : E′′ → N are vector bundles then a (smooth) fibre
preserving (pi′′B = pi′) map B : E′ → E′′ is called a bundle morphism if for every x ∈ N , B : E′x → E′′x
is linear. The following is a version of the Kowalski’s Lemma [10, p. 125] for T⊥L. Since the proof of
Lemma 1.6 can be based on the same method as Kowalski’s one, the demonstration is omitted.
Suppose that F : T⊥ → T⊥L and G : T⊥L → TL are bundle morphisms then we define the vertical
lift F v and the horizontal lift Gh of F and G as follows:
F v(θ) =
[
F (θ)
]v
θ
, Gh(θ) =
[
G(θ)
]h
θ
.
Notice that the canonical vertical vector field Θ is nothing but the vertical lift of the identity map
Id : T⊥L→ T⊥L.
Lemma 1.6. Let θ ∈ T⊥L and piθ = x. Then for every vector ξ ∈ T⊥x L, we have(∇˜ξvF v)θ = (F (ξ))vθ − pωθ(〈ξ, θ〉⊥(F (θ))vθ + 〈F (θ), θ〉⊥ξvθ)
+µθ〈ξ, F (θ)〉⊥Θθ + νθ〈ξ, θ〉⊥〈F (θ), θ〉⊥Θθ(∇˜ξvGh)θ = (G(ξ))hθ + ω
p
θ
2
(
Rˆ(θ, ξ)G(θ)
)h
θ
.
Let X ∈ TxL. If η satisfies (∇⊥Xη) = 0 and ηx = θ then(∇˜XhF v)θ = (∇˜Xh(F ◦ η)v)θ, (∇˜XhGh)θ = (∇˜Xh(G ◦ η)h)θ.
Proof. We will prove above formulae for F . Proof for G is analogous. Let A ∈ Tθ(T⊥L). Denote by d
the codimension of L. In a neighbourhood U of x we may write
F =
d∑
i=1
λiξi,
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where (ξi) is a local orthonormal frame of T
⊥U , and λi ∈ C∞(pi−1(U)). Since F is a bundle morphism,
λi restricted to the fibre T
⊥
x L is a linear functional . Notice that λi = 〈F, ξi〉⊥. We have
∇˜AF v =
d∑
i=1
(Aλi)(ξi)
v
θ +
d∑
i=1
λi(θ)∇˜Aξvi .
Let α be a curve in T⊥x L defined by α(t) = θ + tξ. Then ξ
v
θ = α˙(0). Thus taking A = ξ
v
θ we get
Aλi = λ
i(ξ). Consequently, (∇˜ξvF v)θ = F vξ +
d∑
i=1
〈F, ξi〉⊥θ
(∇˜vξξvi )θ.
Now the formula follows by Lemma 1.5.
Next, let η be a section of T⊥L such that η(x) = θ and (∇⊥Xη)x = 0. Then Xvθ = η∗X . Thus, taking
A = Xvθ we get Aλ
i = (η∗X)λi = X(λi ◦ η) and λi(θ = (λi ◦ η)(x). Consequently,
(∇˜XhF v)θ =
d∑
i=1
X(λi ◦ η)(ξi)vθ +
d∑
i=1
(λi ◦ η)(x)(∇˜Xhξvi )θ
On the other hand, (F ◦ η)vθ = (λi ◦ η ◦ pi)(θ)(ξi)vθ and Xhθ (λi ◦ η ◦ pi) = X(λi ◦ η). Therefore,
(∇˜Xh(F ◦ η)v)θ =
d∑
i=1
Xhθ (λ
i ◦ η ◦ pi)(ξi)vθ +
d∑
i=1
(λi ◦ η ◦ pi)(θ)(∇˜Xhξvi )θ.
Hence the second formula is proved. 
Remark In the case of the tangent bundle of a Riemannian manifold equipped with the Sasaki metric
above lemma is due to O. Kowalski [10]. However, his proof is based on some other method than ours.
Let Y, Z be vector fields on L and ζ be a section of T⊥L. Consider bundle morphisms Id : T⊥L→ T⊥L,
R⊥(Y, Z) : T⊥L → T⊥L and Rˆ(ζ)(Y ) : T⊥L → TL, where Rˆ(ζ)(Y )θ = Rˆ(ζ, θ)Y . Then by Lemma 1.6
we have (∇˜ξvΘ)θ = (1 − pωθ〈θ, θ〉⊥)ξvθ + qω√qθ〈ξ, θ〉⊥Θθ,(1.20) (∇˜ξvR⊥(Y, Z)v)θ = (R⊥(Y, Z)ξ)vθ − pωθ〈ξ, θ〉⊥(R⊥(Y, Z)θ)vθ(1.21)
+µθ〈ξ, R⊥(Y, Z)θ〉⊥Θθ(∇˜ξv Rˆ(ζ)(Y )h)θ = (Rˆ(ζ, ξ)Y )hθ + ω
p
θ
2
(
Rˆ(θ, ξ)Rˆ(ζ, θ)Y
)h
θ
,(1.22) (∇˜XhΘ)θ = 0,(1.23) (∇˜XhR⊥(Y, Z)v)θ = ω
p
θ
2
(
Rˆ(θ,R⊥(Y, Z)θ)X
)h
θ
(1.24)
+
(
(∇⊥XR⊥)(Y, Z)θ
)v
θ
+
(
R⊥(∇XY, Z)θ +R⊥(Y,∇XZ)θ
)v
θ
,(∇˜XhRˆ(ζ)(Y )h)θ = 12
(
R⊥(X, Rˆ(θ, ζ)Y )θ
)v
θ
(1.25)
+
(
(∇X Rˆ)(ζ, θ)Y + Rˆ(∇⊥Xζ, θ)Y + Rˆ(ζ, θ)∇XY
)h
θ
.
2. The geometry of T⊥L
In this section we assume that T⊥L is equipped with the Cheeger-Gromoll type metric hp,q = 〈〈, 〉〉.
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2.1. Curvature tensor and sectional curvature.
Lemma 2.1. For every vector fields X,Y, Z on L, every sections ξ, η, ζ of T⊥L and every θ ∈ T⊥L we
have (∇˜Xh∇˜Y hZh)θ = (∇X∇Y Z)hθ − ω
p
θ
4
(
Rˆ(θ,R⊥(Y, Z)θ)X
)h
θ
−1
2
(
(∇⊥XR⊥)(Y, Z)θ +R⊥(∇XY, Z)θ
+R⊥(Y,∇XZ)θ +R⊥(X,∇Y Z)θ
)v
θ
,(∇˜Xh∇˜Y hζv)θ = (∇⊥X∇⊥Y ζ)vθ − ω
p
θ
4
(
R⊥(X, Rˆ(θ, ζ)Y )θ
)v
θ
−ω
p
θ
2
(
(∇XRˆ)(ζ, θ)Y + Rˆ(∇⊥Xζ, θ)Y
+Rˆ(ζ, θ)∇XY + Rˆ(∇⊥Y ζ, θ)X
)h
θ(∇˜Xh∇˜ζvY h)θ = ω
p
θ
4
(
R⊥(Rˆ(θ, ζ)Y,X)θ
)v
θ
−ω
p
θ
2
(
(∇XRˆ)(ζ, θ)Y + Rˆ(∇⊥Xζ, θ)Y + Rˆ(ζ, θ)∇XY
)h
θ(∇˜ξv∇˜Y hZh)θ = ω
p
θ
2
(
Rˆ(θ, ξ)∇Y Z
)h
θ
−1
2
(
R⊥(Y, Z)ξ)vθ − pωθ〈ξ, θ〉⊥
(
R⊥(Y, Z)θ
)v
θ
−1
2
µθ〈ξ, R⊥(Y, Z)θ〉⊥Θθ
(∇˜ξv∇˜ηvZh)θ = ω
p
θ
2
(
Rˆ(ξ, η)Z +
ωpθ
2
Rˆ(θ, ξ)Rˆ(θ, η)Z − 2pωθ〈ξ, θ〉⊥Rˆ(θ, η)Z
)h
θ
,
(∇˜ξv∇˜Zhηv)θ = ω
p
θ
2
(
Rˆ(ξ, η)Z +
ωpθ
2
Rˆ(θ, ξ)Rˆ(θ, η)Z − 2pωθ〈ξ, θ〉⊥Rˆ(θ, η)Z
)h
θ
−pωθ
(〈ξ, θ〉⊥∇⊥Zη + 〈∇⊥Zη, θ〉⊥ξ)vθ
+
(
νθ〈ξ, θ〉⊥〈∇⊥Zη, θ〉⊥ + µθ〈ξ,∇⊥Zη〉⊥
)
Θθ,(∇˜Xh∇˜ξvηv)θ = pω
p+1
θ
2
(〈ξ, θ〉⊥Rˆ(η, θ)X + 〈η, θ〉⊥Rˆ(ξ, θ)X)h
θ
−pωθ
(〈∇⊥Xξ, θ〉⊥η + 〈∇⊥Xη, θ〉⊥ξ + 〈ξ, θ〉⊥∇⊥Xη + 〈η, θ〉⊥∇⊥Xξ)vθ
+νθ
(∇⊥Xξ, θ〉⊥〈η, θ〉⊥ + 〈ξ, θ〉⊥〈∇⊥Xη, θ〉⊥)Θθ
+µθ
(〈∇⊥Xξ, η〉⊥ + 〈∇⊥Xη, ξ〉⊥)Θθ,(∇˜ζv∇˜ξvηv)θ = −pωθ(〈ζ, ξ〉⊥ − ωθ〈ζ, θ〉⊥〈ξ, θ〉⊥(p+ 2))ηv
−pωθ
(〈ζ, η〉⊥ − ωθ〈ζ, θ〉⊥〈η, θ〉⊥(p+ 2))ξv
+
(
pωθ(pωθ + µθ)〈ξ, θ〉⊥〈η, θ〉⊥ − (p(1− ωθ)− 1)µθ〈ξ, η〉⊥
)
ζv
−ω√qθ
(
νθ(3− 2ωθ) + ω√qθ(q2 + 2pω2θ))〈ξ, η〉⊥〈ζ, θ〉⊥Θθ
−p2ω2θω√qθ
(〈η, θ〉⊥〈ζ, ξ〉⊥ + 〈ξ, θ〉⊥〈ζ, η〉⊥)Θθ
−νθ
(
2νθ + 3µθ + ωθω√qθ(2− p− 2q)
)〈ξ, θ〉⊥〈η, θ〉⊥〈ζ, θ〉⊥Θθ
Proof. All formulæ are consequence of Lemma 1.5 and formulae (1.20)-(1.25). However, a proof of the
last identity is laborious.
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Notice also the symmetry ∇˜ζv∇˜ξvηv = ∇˜ζv∇˜ηvξv that follows from the facts that [ηv, ξv] = 0 and ∇˜
is torsion free. 
Proposition 2.1. Let X,Y, Z be vector fields on L and ξ, η, ζ be sections of T⊥L. The curvature tensor
R˜ of ∇˜ at the point θ ∈ T⊥L is given by:
R˜θ(X
h, Y h)Zh =
(
R(X,Y )Z)hθ
−ω
p
θ
4
(
Rˆ(θ,R⊥(Y, Z)θ)X − Rˆ(θ,R⊥(X,Z)θ)Y − 2Rˆ(θ,R⊥(X,Y )θ)Z
)h
θ
+
1
2
((∇⊥ZR)(X,Y )θ)v
θ
,
R˜θ(X
h, Y h)ηv =
ωpθ
2
((∇XRˆ)(θ, η)Y − (∇Y Rˆ)(θ, η)X)h
θ
+
(
R⊥(X,Y )η
)v
θ
+
ωpθ
4
(
R⊥(Y, Rˆ(θ, η)X)θ −R⊥(X, Rˆ(θ, η)Y )θ
)v
θ
−pωpθ〈η, θ〉⊥
(
R⊥(X,Y )θ
)v
θ
+ µθ〈R⊥(X,Y )θ, η〉⊥Θθ,
R˜θ(X
h, ηv)Zh =
ωpθ
2
(
(∇X Rˆ)(θ, η)Z
)h
θ
+
1
2
(
R⊥(X,Z)η
)v
θ
−pωθ
2
〈η, θ〉⊥(R⊥(X,Z)θ)v
θ
− ω
p
θ
4
(
R⊥(X, Rˆ(θ, η)Z)θ
)v
θ
+
1
2
µθ〈R⊥(X,Z)θ, η〉⊥Θθ
R˜θ(X
h, ηv)ξv =
pωp+1θ
2
(
〈η, θ〉⊥Rˆ(θ, ξ)X − 〈ξ, θ〉⊥Rˆ(θ, η)X
)h
θ
− ω
p
θ
2
(
Rˆ(η, ξ)X
)h
θ
−ω
2p
θ
4
(
Rˆ(θ, η)Rˆ(θ, ξ)X
)h
θ
,
R˜θ(ξ
v, ηv)Zh = ωpθ
(
Rˆ(ξ, η)Z
)h
θ
+ pωp+1θ
(
〈η, ξ〉⊥Rˆ(θ, ξ)Z − 〈ξ, θ〉⊥Rˆ(θ, η)Z
)h
θ
+
ω2pθ
4
(
Rˆ(θ, ξ)Rˆ(θ, η)Z − Rˆ(θ, η)Rˆ(θ, ξ)Z
)v
θ
,
R˜θ(ζ
v, ξv)ηv =
(
νθ − ωθ(2νθ + p(p− 2)ω√qθωθ
)〈η, θ〉⊥〈ζ, θ〉⊥ξvθ
−ω√qθ
(
q + pωθ(2ωθ − (p− 2)(1− ωθ))
)〈ζ, η〉⊥θ ξvθ
−(νθ − ωθ(2νθ + p(p− 2)ω√qθωθ)〈η, θ〉⊥〈ξ, θ〉⊥ζvθ
+ω√qθ
(
q + pωθ(2ωθ − (p− 2)(1− ωθ))
)〈ξ, η〉⊥θ ζvθ
+ω√qθ
(
ω√qθ(q
2 − p(p− 2)ω2θ) + νθ((p− 2)ωθ + 3− p)
)
·(〈ζ, η〉⊥〈ξ, θ〉⊥ − 〈ξ, η〉⊥〈ζ, θ〉⊥)
θ
Θθ
Proof. All formulae are a direct consequence of Lemma 2.1 and Corollary 1.1. However, in a proof of the
first formula we also apply the second Bianchi identity (1.5). 
Notice, that R˜(ξv, ηv)ζv can be written in the form
R˜θ(ξ
v, ηv)ζv = aθ〈ζ, θ〉⊥
(〈η, θ〉⊥ξv − 〈ξ, θ〉⊥ηv)
θ
(2.1)
+bθ
(〈η, ζ〉⊥ξv − 〈ξ, ζ〉⊥ηv)
θ
+cθ
(〈ξ, θ〉⊥〈η, ζ〉⊥ − 〈η, θ〉⊥〈ξ, ζ〉⊥)
θ
Θθ,
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where aθ, bθ and cθ are given by
aθ =
pω2θ(p+ q − 2− q〈θ, θ〉⊥)
1 + q〈θ, θ〉⊥ ,
bθ =
2pωθ − p2〈θ, θ〉⊥ω2θ + q
1 + q〈θ, θ〉⊥ ,
cθ =
pqωθ − q2 + ω2θ
(
p2 − 2p(1 + q) + pq(p− 4)〈θ, θ〉⊥)(
1 + q〈θ, θ〉⊥)2 .
Observe that these functions satisfies the identity
(2.2) aθ − qbθ = ω√qθcθ.
Proposition 2.2. Given X,Y ∈ TxL and ξ, η ∈ T⊥x L be pairs of orthogonal vectors of unit length. Let
θ ∈ T⊥x L. Then the sectional curvature K˜ of 〈〈, 〉〉 at θ is given by:
K˜(Xhθ ∧ Y hθ ) = K(X ∧ Y )−
3
4
ωpθ |R⊥(X,Y )θ|2⊥,(2.3)
K˜(Xhθ ∧ ηvθ ) =
1
4
ωpθ
1 + (q〈η, θ〉⊥)2 |Rˆ(θ, η)X |
2,(2.4)
K˜(ξvθ ∧ ηvθ ) =
1
ωpθ
bθ + aθ
[
(〈ξ, θ〉⊥)2 + (〈η, θ〉⊥)2]
1 + q
[
(〈ξ, θ〉⊥)2 + (〈η, θ〉⊥)2] ,(2.5)
where K denotes the sectional curvature of 〈, 〉, | |2⊥ = 〈, 〉⊥ and | |2 = 〈, 〉. Note that if L is dimension
one (resp. codimension one) submanifold then K˜(Xh ∧ Y h) (resp. K˜(ξv ∧ ηv)) is omitted. Moreover, in
these cases K˜(Xhθ ∧ ηvθ ) = 0.
Proof. Write, for simplicity, ξv, ηv, Xh and Y h instead of ξvθ , η
v
θ , X
h
θ and Y
h
θ .
The formulae (2.3)- (2.5) are a consequence of Proposition 2.1 and the identities (1.3) and (1.4).
However, applying O’Neill’s formulae (see [5], Chapter 9 §D) we may prove (2.3) and (2.4) in much easier
way.
Since the fibres of T⊥L are totally geodesic the O’Nill’s formulae becomes:
K˜(Xh ∧ Y h) = K(X ∧ Y )− 3
4
‖V([Xh, Y h])‖2,
K˜(Xh ∧ ηv) = 1‖ηv‖2
(
‖H(∇˜Xhηv)‖2 − ‖V(∇˜ηvXh)‖2).
Since, ‖V([Xh, Y h])‖2 = ωpθ |R⊥(X,Y )θ|2⊥ formula (2.3) follows. Since, ∇˜ηvXh is horizontal, ‖H(∇˜Xhηv)‖2 =
1
4ω
2p|Rˆ(θ, η)X |2 and ‖ηv‖2 = ωpθ(1 +
(〈η, θ〉⊥)2), the formula (2.4) follows.
We prove formula (2.5). We have
K˜(ξv ∧ ηv) = 〈〈R˜(ξ
v, ηv)ηv, ξv〉〉
‖ξv‖2‖ηv‖2 − 〈〈ξv, ηv〉〉2 .
Denote by N and D the numerator and the denominator of K˜(ξv ∧ ηv), respectively. Applying the
definition of 〈〈, 〉〉 we obtain
‖ξv‖2 = ωpθ
(
1 + q
(〈ξ, θ〉⊥)2),
‖ηv‖2 = ωpθ
(
1 + q
(〈η, θ〉⊥)2),
〈〈ξv, ηv〉〉 = qωθ〈ξ, θ〉⊥〈η, θ〉⊥,
〈〈ξv ,Θθ〉〉 = ωpθ〈ξ, θ〉⊥
(
1 + q〈θ, θ〉⊥).
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Consequently,
(2.6) D = ω2pθ
(
1 + q
((〈ξ, θ〉⊥)2 + 〈η, θ〉⊥)2)
Next, by (2.1), we obtain
R˜(ξv, ηv)ηv =
(
aθ
(〈η, θ〉⊥)+ bθ)ξv − aθ〈ξ, θ〉⊥〈η, θ〉⊥ηv + cθ〈ξ, θ〉⊥Θθ.
It follows that
(2.7) N = ωpθ
(
aθ
(〈η, θ〉⊥)2 + (qbθ + (1 + q〈θ, θ〉⊥)cθ)(〈ξ, θ〉⊥)2 + bθ)
Now (2.5) is a direct consequence of (2.6), (2.7) and (2.2). 
Corollary 2.1. Suppose dimL = 1 and dimM = 2. Then for arbitrary p ∈ R and q ≥ 0, (T⊥L, hp,q) is
flat.
As a consequence of Proposition 2.1 and Proposition 2.2 we obtain (compare [6, Theorem 1]):
Theorem 2.1. Suppose that codimL ≥ 2. The manifold (T⊥L, hp,q) is flat iff p = q = 0, (L, 〈, 〉) is flat
and the normal connection ∇⊥ is flat.
Proof. (⇐) A straightforward consequence of Proposition 2.1.
(⇒) We have 0 = R˜θ(Xh,Θ)Zh for every X,Y and θ. Consequently, for every X,Z and θ
1
2
(
1− p
1 + 〈θ, θ〉⊥
)
(R⊥(X,Z)θ)vθ = 0.
It follows that R⊥ ≡ 0, i.e., the normal connection ∇⊥ is flat. Next, for every vector fields X,Y and Z
we have 0 = R˜θ(X
h, Y h)Zh = (R(X,Y )Z)hθ . Thus R ≡ 0, so (L, 〈, 〉) is flat.
Now we must show that p = q = 0. By Proposition 2.2 it follows that
(2.8) aθ(〈ξ, θ〉⊥)2 + (〈η, θ〉⊥)2) + bθ = 0,
for every orthonormal ξ, η (codimL ≥ 2) and every θ. Applying the definition of aθ and bθ, and substi-
tuting θ = 0 to (2.8) we obtain that q = −2p. Keeping this in mind, and substituting θ = ξ to (2.8) we
get p = 0, and then q = 0. 
2.2. Scalar curvature of T⊥L. Assume that d = dimL and d′ = codimL. Take θ ∈ T⊥x L. First we
construct an orthonormal basis of Tθ(T
⊥L). Consider two cases (i) θ = 0 and (ii) θ 6= 0, separately.
(i) Since θ = 0 we see that
〈〈A,B〉〉 = 〈pi∗A, pi∗B〉+ 〈KA,KB〉⊥, A,B ∈ Tθ(T⊥L).
Take an orthonormal basis (X1, . . . , Xd) of TxL and an orthonormal basis (ξ1, . . . , ξd′) of T
⊥
x L. Put
Ei = (Xi)
h
θ , i = 1, . . . , d and Fi = (ξi)
v
θ , i = 1, . . . , d
′. then one can see that (E1, . . . , Ed, F1, . . . , Fd′) is
an orthonormal basis of Tθ(T
⊥L).
(ii) If θ 6= 0 we proceed as follows: Take an orthonormal basis (X1, . . . , Xd) of TxL and an orthonormal
basis (ξ1, . . . , ξd′) of T
⊥
x L where ξ1 = (1/|θ|⊥)θ. Put Ei = (Xi)hθ , i = 1, . . . , d and{
F1 = (ω
p
θω
√
qθ)
− 1
2 (ξ1)
v
θ
Fi = ω
− p
2
θ (ξi)
v
θ for i = 2, . . . , d
′
We show that (E1, . . . , Ed, F1, . . . , Fd′) is an orthonormal basis of Tθ(T
⊥L).
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Obviously, 〈〈Ei, Ej〉〉 = δij and 〈〈Ei, Fj〉〉 = 0. Write Fi = δiω−
p
2
θ (ξi)
v
θ , where δ1 = ω
− 1
2√
qθ
and δi = 1 for
i = 2, . . . , d′
〈〈Fi, Fj〉〉 = δiδjω−pθ 〈〈(ξi)vθ , (ξj)vθ〉〉
= δiδjω
−p
θ ω
p
θ(〈ξi, ξj〉⊥ + q〈ξi, θ〉⊥〈ξj , θ〉⊥)
= δiδj(δij + q〈θ, θ〉⊥δi1δ1j).
Now applying the definition of δi we easily check that 〈〈Fi, Fj〉〉 = δij .
Theorem 2.2. Adopt above notation. Denote by S and S˜ the scalar curvature of (L, 〈, 〉) and (T⊥L, 〈〈, 〉〉).
Take θ ∈ T⊥x L then
S˜ = Sx − 3
4
ωpθ
d∑
i,j=1
|R⊥(Xi, Xj)θ|2⊥ +
1
2
ωpθ
d∑
i=1
d′∑
j=1
|Rˆ(θ, ξj)Xi|2(2.9)
+(d′ − 1)ω−pθ ω√qθ
[
2aθ〈θ, θ〉⊥ + bθ(d′ + (d′ − 2)q〈θ, θ〉⊥)
]
,
where d and d′ denote the dimension and codimension of L.
Notice that if dimL = 1 (resp. codimL = 1 then the first (resp. last) term in S˜ is omitted. Moreover,
if dimL = 1 and dimM = 2 then S˜ = 0.
Proof. Clearly it suffices to prove (2.9) for θ 6= 0.
Let E = (E1, . . . , Ed, F1, . . . , Fd′) denote an orthonormal basis of Tθ(T
⊥L) from (ii). We have
S˜ = 2
∑
i<j
K˜(Ei ∧Ej) + 2
∑
ij
K˜(Ei ∧ Fj) + 2
∑
i<j
K˜(Fi ∧ Fj) = 2σ1 + 2σ2 + 2σ3.
By the definition of E it follows that
σ1 =
∑
i<j
K˜((Xi)
h
θ , (Xj)
h
θ ),
σ2 =
∑
i,j
K˜((Xi)
h
θ , (ξj)
v
θ),
σ3 =
∑
i<j
K˜((ξi)
v
θ , (ξj)
v
θ).
Applying (2.3) we obtain
σ1 =
∑
i<j
(
K(Xi ∧Xj)− 3
4
ωpθ |R⊥(Xi, Xj)θ|2⊥
)
=
1
2

Sx − 3
4
ωpθ
∑
i,j
|R⊥(Xi, Xj)θ|2⊥

 .
Applying (2.4) we obtain
σ2 =
1
4
ωpθ
∑
i

∑
j
1
1 + (q〈ξjθ〉⊥)2 |Rˆ(θ, ξj)Xi|
2


=
1
4
ωpθ
∑
i,j
|Rˆ(θ, ξj)Xi|2.
13
Applying (2.5) we obtain
σ3 =
∑
i<j
ω−pθ
1 + q〈θ, θ〉⊥(δ1i + δ1j)
(
aθ〈θ, θ〉⊥(δ1i + δ1j) + bθ
)
=
∑
i<j
ω−pθ
1 + q〈θ, θ〉⊥δ1i
(
aθ〈θ, θ〉⊥δ1i + bθ
)
= (d′ − 1)ω−pθ ω√qθ(aθ〈θ, θ〉⊥ + bθ) +
(d′ − 1)(d′ − 2)
2
ω−pθ bθ
=
1
2
(d′ − 1)ω−pθ ω√qθ
(
2aθ〈θ, θ〉⊥ + bθ(d′ + (d′ − 2)q〈θ, θ〉⊥)
)
.
This finishes the proof. 
2.3. Estimates of the scalar curvature. State the step key
Lemma 2.2. Let c1, c2 ∈ R and d′ ∈ N, d ≥ 2. There exist p ∈ R and q ≥ 0 such that the following
function Φ = Φc1,c2 is strictly positive for t ≥ 0.
Φ(t) = c1 − c2 t
(1 + t)p
+
(1 + t)p−2
(1 + qt)2
P (t).
Here P is a polynomial of form
P (t) = α0t
3 + α1t
2 + α2t+ α3,
where
α0 = (d
′ − 2)q2,
α1 = −q(6p+ 2p2 − 4q + d′(1 + 2p+ 2q − p2)),
α2 = 2q(p+ d
′) + q(d′ − 2)(2p+ q) + p(d′ − 2)(2− p),
α3 = d
′(2p+ q).
Let C > 0. We say that R⊥ (resp. Rˆ) is bounded by C if for every x ∈ L, every X,Y ∈ TxL and every
ξ, η ∈ T⊥x L |R⊥(X,Y )ξ|⊥ ≤ C|X ||Y ||ξ|⊥ (resp. |Rˆ(ξ, η)X ≤ C|ξ|⊥|η|⊥|X |).
Theorem 2.3. Let D > 0. Assume that L is a submanifold of (M, g) codimension ≥ 2. Suppose that
there exists C > 0 such that |S| < C, |R⊥| < C, where S denotes the scalar curvature of L. Then there
exists a (p, q)-metric hp,q on T
⊥L such that the scalar curvature of (T⊥L, hp,q) is > D.
Proof. By theorem 2.2 we have
1
d′ − 1
(
S˜(θ)−D) > − 1
d′ − 1(C +D)−
3
4(d′ − 1)d
′2Cωpθ |θ|2⊥
+ω−pθ ω
√
qθ
(
2aθ〈θ, θ〉⊥ + bθ(d′ + (d′ − 2)q〈θ, θ〉⊥)
)
= Φc1,c2(|θ|2⊥),
where c1 = − 1d′−1 (C +D) and c2 = 34(d′−1)d′2C. Now the assertion follows by Lemma 2.2. 
Corollary 2.2. Suppose L is compact submanifold of codimension ≥ 2, then there exist p ∈ R and q ≥ 0
such that the scalar curvature of (T⊥L, hp,q) is strictly positive.
Corollary 2.3. Suppose L is one-dimensional submanifold, i.e., L is a curve, in M with dimM ≥ 3
then then there exist p ∈ R and q ≥ 0 such that the scalar curvature of (T⊥L, hp,q) is strictly positive.
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3. A natural almost complex structure on T⊥L
We want to find a natural almost complex structure on T⊥L compatible with the given (p, q)-metric
hp,q = 〈〈, 〉〉. Clearly, dimT⊥L can be odd, so in general it is impossible. Therefore, we restrict our
consideration to the following case:
M is 2k-dimensional manifold equipped with an almost complex structure J , compatible with the metric
g, and L is a k-dimensional totally real submanifold in the sense that: for every x ∈ L, TxM splits as a
direct orthogonal sum: TxM = TxL⊕⊥ J(TxL).
3.1. An almost complex structure. Modify a method form [11] we will seek an almost complex
structure of the form:
(J˜ξv)θ = a(Jξ)
h
θ + b〈ξ, θ〉⊥Jhθ ,
(J˜Xh)θ = c(JX)
v
θ + d〈JX, θ〉⊥Θθ,
where a, b, c, d are functions on T⊥L, and Jh denotes the horizontal lift of the bundle morphism J :
T⊥L→ TL. Moreover, we may suppose that the functions a and c are non-negative.
We must have J˜2 = −1 and hp,q ◦ J˜ = hp,q. Writing each from these equalities for horizontal and
vertical vectors we get
ac = 1,
ad+ b(c+ d〈θ, θ〉⊥) = 0,
cb+ d(a+ b〈θ, θ〉⊥) = 0,
from the first one, and from the second one
a2 = ωp,
c2ωp = 1,
a−2(2ab+ b2〈θ, θ〉⊥) = q,
qd2(〈θ, θ〉⊥)2 + (d2 + 2cdq)〈θ, θ〉⊥ + 2cd+ c2q = 0.
It follows that:
aθ = ω
p
2 , cθ = ω
− p
2 ,
bθ = −ω
p
2
1±
√
1 + q〈θ, θ〉⊥
〈θ, θ〉⊥ , dθ = −ω
−p
2
q〈θ, θ〉⊥ + 1±
√
1 + q〈θ, θ〉⊥
〈θ, θ〉⊥(1 + q〈θ, θ〉⊥) .
If we choose the minus sign in b or d then we obtain a singularity at θ = 0. Since we want J˜ to be defined
on the whole T⊥L we choose minus sign in ‘±’ in both b and d. Then we may write on the whole T⊥L:
bθ = ω
p
2
q
1 +
√
1 + q〈θ, θ〉⊥ , dθ = −
1
ω
p
2
q
1 + q〈θ, θ〉⊥ +
√
1 + q〈θ, θ〉⊥ .
We proved:
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Proposition 3.1. (T⊥L, 〈〈, 〉〉, J˜) is an almost Hermitian manifold if J˜ is given by:
(J˜ξv)θ = ω
p
2
θ
(
(Jξ)hθ +
q
1 +
√
1 + q〈θ, θ〉⊥ 〈ξ, θ〉
⊥Jhθ
)
,
(J˜Xh)θ =
1
ω
p
2
θ
(
(JX)vθ −
q
1 + q〈θ, θ〉⊥ +
√
1 + q〈θ, θ〉⊥ 〈JX, θ〉
⊥Θθ
)
.
Notice that if p = q = 0 then J˜ξv = (Jξ)h and J˜Xh = (JX)v.
3.2. On the integrability of J˜ . In this section we assume additionally that (M,J, g) is Ka¨hlerian and
L is totally geodesic. Moreover, let ∇g and Rg denote the Levi-Civita connection and curvature tensor
of g, and let K be the sectional curvature of (L, 〈, 〉). Recall that on a Ka¨hler manifold, J is parallel, i.e.,
∇gJ = 0, and Rg satisfies the following ([9, Proposition 4.5]):
(3.1) Rg(V,W )(JU) = J(Rg(V,W )U), Rg(JV, JW )U = R(V,W )U,
for every vector fields V,W,U on M .
Suppose J˜ is given as in Proposition 3.1. We ask whether J˜ is integrable. Let N˜ be the torsion of J˜ .
Recall, that N˜ is a tensor field of form:
1
2
N˜(A,B) := [J˜A, J˜B]− [A,B]− J˜ [A, J˜B]− J˜ [J˜A,B].
Theorem 3.1. Suppose (T⊥L, J˜, hp,q) is Hermitian. Then L is the space of constant curvature
K = 2p−1
p+ p
√
1 + q + 2q√
1 + q(1 +
√
1 + q)
Proof. Since N˜(Xh, Y h) = 0, applying Lemma 1.2 and the identity ∇gJ = 0, after derivations we get
R⊥(X,Y )θ = Φ(θ)
(〈JY, θ〉⊥JX − 〈JX, θ〉⊥JY ),
where
Φ(θ) =
(1 + 〈θ, θ〉⊥)p−1(p+ p
√
1 + q〈θ, θ〉⊥ + q + q〈θ, θ〉⊥)√
1 + q〈θ, θ〉⊥(1 +
√
1 + q〈θ, θ〉⊥) .
Suppose now that X,Y are orthogonal and have unit length. Putting θ = JY and applying the above
we have
〈R⊥(X,Y )JY, JX〉⊥ = Φ(JY )(〈JY, JY 〉⊥〈JX, JX〉⊥ − (〈JX, JY 〉⊥)2)
= Φ(JY ).
On the other hand applying Ricci equation, (3.1) and the fact that L is totally geodesic we get
〈R⊥(X,Y )JY, JX〉⊥ = g(Rg(X,Y )JY, JX)
= g(J(Rg(X,Y )Y ), JX)
= g(Rg(X,Y )Y,X)
= K(X ∧ Y ).
Since 〈JY, JY 〉⊥ = 〈Y, Y 〉 = 1, the assertion follows. 
16
3.3. Fundamental form. In the present section we adopt the assumptions from Section §3.2.
Let ϕ be the fundamental form of (T⊥L, J˜, hp,q), where hp,q = 〈〈, 〉〉:
ϕ(A,B) = 〈〈A, J˜B〉〉,
for every A,B ∈ T (T⊥L). By the definition of J˜ it follows directly that
ϕ(Xh, Y h) = 0, ϕ(ξv, ηv) = 0,(3.2)
ϕθ(X
h, ξv) = ω
p
2
θ
(
〈X, Jξ〉 − q
1 +
√
1 + q〈θ, θ〉⊥ 〈ξ, θ〉
⊥〈X, Jθ〉
)
.(3.3)
Lemma 3.1. We have
(dϕ)(ξv , ηv, ζv) = 0,(3.4)
(dϕ)(Xh, Y h, Zh) = 0,(3.5)
(dϕ)(Xh, Y h, ξv) = 0,(3.6)
(dϕ)θ(ξ
v, ηv, Xh) = ω
p
2
θ
(
pωθ − q
1 +
√
1 + q〈θ, θ〉⊥
)(〈ξ, θ〉⊥〈X, Jη〉(3.7)
−〈η, θ〉⊥〈X, Jξ〉)
θ
Proof. Recall that for every vector fields A,B,C
(dϕ)(A,B,C) = Aϕ(B,C) −Bϕ(A,C) + Cϕ(A,B)(3.8)
+ϕ([A,C], B)− ϕ([A,B], C) − ϕ([B,C], A)
(3.4): It follows directly from the second identity in (3.2) and Lemma 1.1.
(3.5): Let A = Xh, B = Y h and C = Zh. By (3.2) if follows that the three first terms on the right
hand side of (3.8) are equal to zero. Applying Lemma 1.1 and the equality 〈R⊥(X,Y )θ, θ〉⊥ = 0 we
derive that
ϕθ([A,B], C) = ϕθ([X,Y ]
v, Zh)
= ϕθ(Z
h, (R⊥(X,Y )θ)v)
= ω
p
2
θ 〈Z, JR⊥(X,Y )θ〉
Since (M, g, J) is Ka¨hlerian and L is totally geodesic, by Ricci Equation it follows that
〈Z, JR⊥(X,Y )θ〉 = −〈Rg(X,Y )Z, Jθ〉.
Consequently,
(dϕ)θ(A,B,C) = ω
p
2
θ 〈Rg(X,Y )Z + Rg(Z,X)Y +Rg(Y, Z)X, Jθ〉 = 0,
by the first Bianchi identity for Rg.
(3.6): Keeping in mind that ∇gJ = 0 one can obtain
Xhθ ϕ(Y
h, ξv) = ω
p
2
θ (〈∇XY, Jξ〉+ 〈Y, J∇⊥Xξ〉)θ
−ω
p
2
θ
q
1 +
√
1 + q〈θ θ〉⊥ (〈∇
⊥
Xξ, θ〉⊥〈Y, Jθ〉+ 〈ξ, θ〉⊥〈∇XY, Jθ〉),
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Y hθ ϕ(X
h, ξv) = ω
p
2
θ (〈∇YX, Jξ〉+ 〈X, J∇⊥Y ξ〉)θ
−ω
p
2
θ
q
1 +
√
1 + q〈θ θ〉⊥ (〈∇
⊥
Y ξ, θ〉⊥〈X, Jθ〉+ 〈ξ, θ〉⊥〈∇YX, Jθ〉)θ,
ϕθ([X
h, Y h], ξv) = ω
p
2
θ
(
〈[X,Y ], Jξ〉θ − q
1 +
√
1 + q〈θ θ〉⊥ 〈ξ, θ〉
⊥〈[X,Y ], Jθ〉
)
,
ϕθ([X
h, ξv], Y h) = −ω
p
2
θ
(
〈Y, J∇⊥Xξ〉θ −
q
1 +
√
1 + q〈θ θ〉⊥ 〈∇
⊥
Xξ, θ〉⊥〈Y, Jθ〉
)
,
ϕθ([Y
h, ξv], Xh) = −ω
p
2
θ
(
〈X, J∇⊥Y ξ〉θ −
q
1 +
√
1 + q〈θ θ〉⊥ 〈∇
⊥
Y ξ, θ〉⊥〈X, Jθ〉
)
Now by these and (3.8), (3.6) follows.
(3.7): Directly by Lemma 1.1, (3.2) and (3.8) it follows that
(dϕ)(ξv , ηv, Xh) = ξvϕ(ηv, Xh)− ηvϕ(ξv, Xh).
Now (3.7) is a straightforward consequence of simply differentiation. 
Let α be a one-form on T⊥L determined by the conditions:
α(Xh) = 0,
αθ(ξ
v) = −
(
pωθ − q
1 +
√
1 + q〈θ θ〉⊥
)
〈ξ, θ〉⊥.
Theorem 3.2. The almost Hermitian manifold (T⊥L, J˜, hp,q) is locally conformal almost Ka¨hlerian,
i.e.,
dϕ = α ∧ ϕ.
In particular, (T⊥L, J˜, hp,q) is almost Ka¨hlerian iff p = q = 0.
Proof. The assertion follows directly from Lemma 3.1, the definition of α and the identity
(α ∧ ϕ)(A,B,C) = α(A)ϕ(B,C) − α(B)ϕ(A,C) + α(C)ϕ(A,B),
for every A,B,C ∈ T (T⊥L). 
Lemma 3.2. Suppose p = 0 and q = 0 then
N˜θ(X
h, Y h) = 2(R⊥(X,Y )θ)vθ ,
N˜θ(ξ
v, ηv) = 2(R⊥(Jη, Jξ)θ)vθ ,
N˜θ(X
h, ξv) = 2(JR⊥(X, Jξ)θ)hθ .
Theorem 3.3. (T⊥L, J˜, hp,q) is Ka¨hlerian iff p = 0, q = 0 and ∇⊥ is flat.
Proof. A direct consequence of Lemma 3.2 and Theorem 3.2. 
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