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Abstract 
Plambeck, T.E., Daisies, Kayles, and the Sibert-Conway decomposition in misere octal games, 
Theoretical Computer Science 96 (1992) 361-388. 
Sibert and Conway [to appear] have solved a long-standing open problem in combinatorial game 
theory by giving an efficient algorithm for the winning misere play of Kay/es, an impartial 
two-player game of complete information first described over 75 years ago by Dudeney (1910) and 
Loyd (1914). Here, we extend the SiberttConway method to construct a similar winning strategy for 
the game of Daisies (octal code 4.7) and then more generally solve all misere play finite octal games 
with at most 3 code digits and period two nim sequence * 1, * 2, * 1, * 2, 
1. Introduction 
She Loves Me, She Loves Me Not is a two-player game that can be played with one 
or more daisies, such as portrayed in Fig. 1. 
To play the game, the two players take turns pulling one petal off a daisy. In normal 
play, the player taking the last petal is defined to be the winner. Theorem 1.1 is not 
difficult to prove. 
Theorem 1.1. In normal play of the game She Loves Me, She Loves Me Not, a position 
is a win for the jrst player if and only zifit contains an odd number of petals. 
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Fig. 2. The two possible moves from a daisy of five petals in Purrirq Peluls. 
In mi.sPr~ play, the player taking the last petal is defined to be the loser. 
Theorem 1.2. In mi&r~ pluy ofthe game She Laces Me, She Lows Me Not, a position is 
a win.fiw the,first player if and only (fit contains an even number qf petals. 
Our two players will soon tire of playing such a simple game. To relieve their 
boredom. we offer them the game of Partirzy Petuls. Here, individual petals are never 
removed from the field of play. Instead, the player to move is required to pull apart the 
remaining petals of a daisy into two nonempty daisies. For example, the daisy of 
Fig. 1 offers two possible moves (see Fig. 2). 
As play progresses, the original daisy will be broken up into several smaller daisies, 
but at each stage the player to move is required to divide just one of these fragments 
into two nonempty parts. Play ends when only singleton (I -petal) daisies remain. 
Again. in normal pla~l of Parting Petals. the last player able to make a legal move 
is defined to be the winner, while in miske pluy. the last player to move is the 
loser. 
All too soon, our two players will make the discovery that exactly how a daisy is 
split apart in Parting Petals is irrelevant to the winning strategies of the game. In fact, 
a daisy with n> 1 petals is always reduced to n singleton daisies after n-l moves, no 
matter how things are split apart along the way. A daisy of II > 1 petals in Parting 
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Petals is therefore in effect just a daisy of n -1 petals in She Loves Me, She Loves Me 
Not. We have the following theorem. 
Theorem 1.3. A nonempty’ position in normal (misdre) play of Parting Petals is a first 
player win ifand only ifafter mentally deleting one petal from each of its daisies, wefind 
that the resulting position is afirst player win in normal (misere) play of She Loves Me, 
She Loves Me Not. 
Understanding fully the play of both She Loves Me, She Loves Me Not and Parting 
Petals, our two players will surely feel well equipped for the game of Daisies. Here, the 
legal moves are of three kinds: 
(1) Remove one petal from a daisy (as in She Loves Me, She Loves Me Not 
~ requires a daisy of 1 or more petals). 
(2) Split a daisy into two nonempty daisies (as in Parting Petals ~ requires a daisy of 
2 or more petals). 
(3) Remove one petal from a daisy, and then split the remaining petals of that daisy 
into 2 nonempty daisies (A hybrid move-requires a daisy of 3 or more petals). 
For example, a single flower of four petals in Daisies offers the four possible moves 
shown in Fig. 3. 
A complete analysis of normal-play Daisies is simple to describe. 
Theorem 1.4. To win under normal-play rules in the game of Daisies, always move so as 
to leave your opponent facing a position with 
(I) An even number of odd daisies (with 1 or 3 or 5 or ... petals), and 
(2) An even number of even daisies (with 2 or 4 or 6 or ... petals). 
lf a position already contains even numbers of both odd daisies and even daisies, then the 
position is a,forced win for the second player. 
Theorem 1.4 may be proved either by direct arguments, or by reference to the 
familiar Sprague-Grundy theory for normal-play two-player impartial games sum- 
marized in Section 3. In fact, Theorem 1.3 can be reformulated using the even- and 
Fig. 3. The four possible moves from a daisy of four petals in the game Daisies. 
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Table 1 
The weights of the mis&c daisies 
Table 2 
The weight. deficit, and nim-heap equivalent of some Daises positions 
Position Weight Deficit 
Nim-heap 
equivalent 
3 0 0 *I 
X.5 7 3 *3 
Y.3.3.1 6 6 to 
14.14.5 24 -2 *I 
I IO.9 I 21 -5 *2 
odd-daisy terminology as well: play of a Parting Petals position necessarily ends after 
an even (odd) number of moves if and only if the position contains an even (odd) 
number of even daisies. 
But what about rvisPre play of the game Daisies‘? Surely, the mike strategy is again 
only a minor modification of the normal-play strategy‘? 
No! 
2. A strategy for mis&e Daisies 
To describe the winning strategy for misere Daisies, we shall need some preliminary 
definitions. First, we define the \ceiyht ,v(n) of a daisy with II petals as indicated in 
Table 1. 
We additionally define the weight of a position containing more than one daisy to 
be the sum of the weights of its individual daisies, and we define the d&it of 
a position to be the weight of its largest daisy minus the weights of all other daisies in 
the position (if any). 
Let K be the Galois field GF(4), whose elements (0. 1, x, s’=x+ I j we shall, 
respectively, denote by (*O. * 1. * 2, * 31. The nirn-heap eyuiwlent of a position in 
Daisies is determined as follows. First, the nim-heap equivalent of a single daisy of 
n> 1 petals is *2 if II is even, and it is * I if II is odd. Then to determine the nim-heap 
equivalent of a position with several daisies, we add the individual daisies’ nim-heap 
equivalents in the field K. It turns out that a position in normal-play Daisies is 
a first-player win if and only if its nim-heap equivalent is not * 0 (cf. Theorem I .4, and 
see Section 3 for additional explanation). 
In Table 2 we collect several examples of these definitions. 
How do we win at misere Daisies‘? 
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Table 3 
Some winning moves in mistre play of Daisies 
The position G has a winning move to the position H Remarks 
1 (no winning move) (not applicable) 
2 2-l 1 
3 (no winning move) (not applicable) 
3.3 3-l 1 3.1.1 
5 5-2.2 2.2 
5.3.1.1 5-3.1 3.3.1.1.1 
9.1 9-8 8.1 
10.8.2 10-5.5 8.5.5.2 
11.10.9 10+5.5 11.9.5.5 
20.15 (no winning move) (not applicable) 
20.17 20-19 19.17 
20.20 (no winning move) (not applicable) 
G is type IV, a Znd-player win 
The normal move, 2+ 1.1, loses 
G is type IV, a 2nd-player win 
G is type I, H is type IV 
This normal-play move wins 
G is type II, H is type IV 
G is type III, H is type V 
From G, 8-4.4 would lose 
All winning normal-moves win 
G is type V 
This normal-play move wins 
G is a Znd-player win 
Theorem 2.1. To win at misere Daisies, follow the normal-play strategy for Daisies, 
except that you must not make a move leading to a position of one of the following three 
types (to be called the PN positions): 
(I) A position of nim-heap equivalent *O and weight zero; or 
(II) A position of nim-heap equivalent *O, weight two and deficit two; or 
(III) A position of nim-heap equivalent *O and deficit four or greater. 
If all winning normal-play moves would lead to a position of type I, II, or III, then 
instead make a substitute move to a position of one of the two types (to be called the NP 
positions): 
(IV) A position of nim-heap equivalent * 1 and weight zero; or 
(V) A position of nim-heap equivalent *3 and dejcit jive or greater. 
If a nonempty position is already of the form I, II, or 111, then it is also a misere-play 
jirst-player win, and the winning move is to a position of type IV or V. 
In summary, the first-player winning positions in misere play of Daisies are precisely 
every position of type I, II, or III, together with all normal-play first-player winning 
positions not of type IV or V. In all other positions, the second player has the forced win. 
Theorem 2.1 is the central result of this paper, and it was obtained by an intriguing 
new method for the analysis of misere play combinatorial games, the Sibert-Conway 
decomposition. We shall require considerable space both for an explanation of this 
method, and for a complete proof of Theorem 2.1, in Sections 5-7 below. For the 
moment, we shall have to be satisfied with the applications of Theorem 2.1 contained 
in Table 3. 
3. The Sprague-Grundy theory of impartial games 
In contrast to Theorem 2.1, our first four theorems could hardly be described as 
new. In fact, the theory of impartial two-player games dates back to the work of 
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Sprague [15] and Grundy [13]. Complete analyses of all three games She Loves Me, 
She Loves Me Not, Parting Petals, and Daisies (when played under normal-play 
rules), and of the first two of these games (when played under misere rules) may be 
found in the encyclopedic standard reference work on combinatorial games [2]. The 
Sprugue-Grundp theory forms the cornerstone of the analysis of both misere and 
normal-play impartial games, and for completeness we shall present a summary of this 
theory here. Readers already familiar with the Sprague-Grundy theory are urged to 
advance to Section 4, while the beginner will find the more complete explanations in 
[2,4, 1 l] quite useful. 
A two-player game is said to be impartial if from each of its positions, each player 
would face the exactly same options, if either happened to have the move. For 
example, Daisies (and each other game considered in this paper) is impartial, but 
Chess is not: for if White has the next move, he may move only a white piece, and not 
a black one. We shall also require impartial games to satisfy the ending condition, that 
is, they must be guaranteed to terminate after a finite number of moves. 
It is customary in the combinatorial game literature to allow the word “game” to 
serve a dual purpose. Often, the work “game” is used to refer to what more properly 
might be called a “position in a game” (whose rules have been previously specified). Of 
course, when we are defining the rules governing play of a particular contest, the word 
“game” naturally appears as well, but the latter usage is always clear from the context. 
If G and H are impartial games, then their sum G + H is another impartial game 
which is “played simultaneously”, in the sense that, on his move, a player selects one of 
the summands and is required to make a legal move in that component only. When no 
legal move remains in either component of the sum, the game is over, and the last 
player to make a legal move is either defined to be the winner (in normal play), or the 
loser (in misere play). For example, a position in Daisies with several flowers can be 
thought of as the sum of so many individual games of Daisies, played on each 
of its flowers. In general, the games G and H may have their own rules and 
positional details, but when we play their sum, the rules of G prevail in G, the 
rules of H prevail in H, and the game is over when no legal move remains in either 
component. 
Next, we review the rules of the game of Nim, which may be played with heaps of 
beans. Here, a player first selects a single heap, and then must remove one or more 
beans from that heap, including the whole heap, if desired. Play ends when a player 
takes the final bean from the final heap. either winning the game (in normal play), or 
losing it (in misere play). 
At the center of the SpragueeGrundy theory is the following result: every normal- 
play, impartial game G has a nim-heap equitdrnt game *k, which is a single heap of 
k beans, played under the rules of Nim, satisfying the condition that G + * k is a second 
player forced win. The value k. which always exists and is uniquely determined by G, is 
nonzero if and only if the game G is a first-player forced win (or. 1 ‘-position, for next 
player winning). If the nim-heap equivalent of G is *O, then there is no first-player win 
in G (and G is called a b-position, for precious player winning). 
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Two important computational tools emerge from the Sprague-Grundy theory of 
normal play: the addition rule, and the mex rule. The former informs us how to find the 
nim-heap equivalent of the sum of games whose nim-heap equivalents are known 
_ one writes the nim-equivalents of the summand games in binary notation, and then 
adds them without carrying (this is nim addition, denoted by 0. We have, for example, 
~3~~6=(011),~(110),=(101),=*5).Themexrule,ontheotherhand,tellsushow 
to find the nim-heap equivalent of a position G, the nim-heap equivalents of whose 
options are all known: we collect the differing nim-heap equivalents of the options of 
G in a set S, whereupon the nim-heap equivalent of G is the mex (or minimal excludant) 
of the set S - in other words, the least nonnegative integer not in the set S. 
Together, the addition rule and the mex rule provide an effective technique for the 
inductive analysis of the best-play outcomes of normal-play impartial games. We may 
briefly illustrate the technique by returning to the Daisies position of Fig. 3. Suppos- 
ing for the moment that the nim-heap equivalents of the single flowers with 1,2, and 
3 petals are already known to be * 1, *2, and * 1, respectively, we conclude that the 
nim-heap equivalent of the four-petal daisy must be 
mex{*l,*2@*2=*0,*1@*1=*0,*2@*1=*3)=*2. 
The single flower of four petals in Daisies is therefore an M-position, or first-player 
win. There are two normal-play winning moves, each of which is necessarily to 
a position of nim-heap equivalent *O. These moves are 4-2.2 and 4+3.1, in 
accordance with Theorem 1.4. 
4. The Sprague-Grundy theory in mike play 
It is an unfortunate fact that the most useful features of the Sprague-Grundy theory 
for normal play have no natural counterparts in mistre play. The difficulties are 
subtle, and include at least the following. 
(1) Uncertainty about G + G. In normal play, the sum G + G = H of two identical 
games is always a P-position that is essentially irrelevant to the analysis of any game 
in which H appears as a summand. But in misere Nim, for example, 2.2 is a 9- 
position, but 1 . 1 is an A”-position. 
(2) Dijiculties involving nim-heap equivalents. It is possible to define a unique misdre 
nim equivalent * n for every misere-play impartial game G, satisfying the condition that 
G + * II is a P-position in misere play [4,2]. However, knowledge of these equivalents 
for G and H is often insufficient to determine the outcome of the sum G+ H, and 
additional considerations of some kind must be introduced in order to complete the 
analysis. 
Conway [4], Berlekamp et al. [2], and Ferguson [7] have undertaken in-depth 
investigations of exactly what may be salvaged of the Sprague-Grundy theory in 
misere play, producing a catalog of interesting results and techniques that may be 
368 T.E. Plantheck 
nnn nn n 
Fig. 4. A position in the game Ku~les. 
broadly described as the yentls theory. These results are nontrivial, and are not easily 
summarized. Because our central goal is the presentation of solutions to games 
previously left unclear by the genus theory, we shall avoid a direct discussion of genus 
methods and shall focus instead on what facts we require in order to describe the 
Sibert-Conway decomposition technique (although see also Section 9 below). The 
reader is referred to Chapter 13 in [2] for a complete development of the genus theory. 
5. Kayles and the Sibert-Conway decomposition 
Kayles is a bowling game that can be traced to the inveterate puzzlers Dudeney [6] 
and Loyd [14]. A typical position appears in Fig. 4. 
The two bowlers, whom we assume to be experts, are able on their respective turns 
to knock down any single pin they desire, or, alternatively, two pins, provided 
that these are immediately adjacent to one another. No other moves are possible. 
Figure 4 offers nine possible moves, three of which involve knocking down two 
adjacent pins. 
Complete analyses of normal-play Kayles were published in the mid- 1950s by Guy 
and Smith [ 121, and independently by Adams and Benson [ 11. The nim sequence 9(n) 
of Kayles is determined by letting g(n) be the nim-heap equivalent of a single 
uninterrupted row of n bowling pins. One discovers this sequence to have a period of 
length 12 after fourteen exceptional values (in boxes in Table 4). 
Table 4 
The nim sequence of the game Kayles 
II 0 1 2 3 4 5 6 7 8 9 10 11 
Of q I 2 q 1 4 q ’ 1m2m 
12+ 4 I? q 14 q 2 I q liK!7 
24+ 4 I 2 36  4 1 2 v4 4 
F 1 4 
‘?’ “R F : 7 2 1 
48+ 4 I 2 7 2 I pg 2 7 
60+ 4 1 2 8 I 4 7 2 1 
7s 4 1 2 8 1 4 7 2 1 
84+ 4 1 2 ..’ 
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To determine the position type (Jlr or 9) and winning move (if any) in a normal- 
play Kayles position, we consult Table 4 and use nim addition. For example, the 
position in Fig. 4 has the nim-heap equivalent 
and is therefore a Y-position. 
The notations D(a, b, . .) and E(a, b, . . .) refer to any Kayles position consisting only 
of oddly (evenly) many disjoint uninterrupted rows of length a or b or.. . For example, 
5.5.4. 1 . 1 is a position of the form E(5). D(4, 1) (it is also of the form D(5,4). E(l)), 
while 9.4.4. 1 . 1 is a position of the form D(9). E(4, 1). 
Midre-play Kayles eluded analysis until Sibert and Conway [S] proved the 
following result. 
Theorem 5.1. To win at misere Kayles, follow the normal-play strategy for Kayles, 
except that you must not make a move leading to a position of one of the following three 
types (to be called the PN positions): 
(I) E(5). E(4,l); 
(II) E(17,12,9).E(20,4, 1); or 
(III) 25.E(17, 12,9).0(20,4, 1). 
If all winning normal-play moves would lead to a position of type I, II, or III, then 
instead make a substitute move to a position of one of the types (to be called the NP 
positions): 
(IV) D(5).D(4, 1); 
(V) E(5).D(4,1); 
(VI) D(9). E(4, 1); 
(VII) 12. E(4, 1); 
(VIII) E(17, 12, 9).0(20,4, 1); or 
(IX) 25.D(9).0(4, 1). 
If a nonempty position is already of the form I, II, or III, then it is also a misere-play 
first-player win, and the winning move is to a position of one of the six types IV-IX. 
In summary, thefirst player winning positions in misere play of Kayles are precisely 
every position of type I, II, or III, together with all normal-play jrst-player winning 
positions not of type I V-IX. In all other positions, the second player has the forced win. 
We have cast Theorem 5.1 in a form identical to that used in Theorem 2.1 in order 
to bring out the similarities between these two results. In fact, the two theorems differ 
only in the forms of their exceptional PN positions and NP positions, and it is these 
two terms we need to explain next. 
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Let G be a position in a game possessing at least one option. Then regardless of 
whether G is played according to midre- or normal-play rules, G is a Y-position if and 
only if all of its options are. 1 ‘-positions. If G has a .9-position as an option, then G is 
a , 1 ‘-position. 
Every position in an impartial game is necessarily of one of the four types: 
PN: A Y-position in normal play, but an . 1 ‘-position in midre play. 
NP: An I I ‘-position in normal play, but a Y-position in misere play. 
PP: A Y-position in both normal and midre play. 
NN: An I 1 ‘-position in both normal and misere play. 
For example, in the game of Nim, the four positions 
1.1, I, 2.2, and 1.2 
are of type PN, NP, PP, and NN, respectively. Bouton [3] described the winning 
play of Nim in both normal and misere play; in the present language the midre 
result can be cast as the assertion that Nim has PN positions E(1) and NP 
positions D( 1). 
Positions of types PN and NP have differing outcomes in normal and midre 
play and are called j+sky; positions of types PP and NN have the same outcome 
in normal and mistre play and are called ,frigid [S]. The basic goal of the 
SiberttConway decomposition method is to arrive at an explicit description of all 
frisky positions in a game. Such a decomposition is useful because of the following 
three points. 
(1) The misere first-player winning positions are precisely the PN positions, to- 
gether with all normal-play first-player winning positions not of the form NP (in other 
words, the NN positions). 
(2) From nonterminal PN positions, there is guaranteed to be a misere-play 
first-player winning move to an NP position. 
(3) From NN positions, the misere winning move may be either to a PP position or 
to an NP position. Therefore, to find a winning move from an NN position, it suffices 
to first look for a move to a normal play 9-position not of the form PN (i.e., a PP 
position). Failing in this, one moves to an NP position. 
In order for these observations to translate into an effective misere strategy in which 
the outcome class (that is, 9 or. 1’) and winning move (if any) of an arbitrary position 
may be determined by analyzing one move ahead only, the normal-play 9’- and 
L 1 ‘-positions of the game must be completely understood. In practice, a convenient 
prerequisite is that the game in question have in normal play a periodic nim sequence, 
such as that of Kayles. of period 12, or that of Daisies, of period 2 (see below). 
The octal-code notation provides a convenient framework for the study of normal- 
play periodicity in a broad and commonly occurring class of impartial games, the 
octal games. These are two player impartial games that can be played with heaps of 
beans. The rules of an octal game are given by an octal code of the form 
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Game Octal code 
She Loves Me, She Loves Me not 
Parting Petals 
Daisies 
Nim 
Kayles 
0.3 
4.0 
4.7 
0.333.. 
0.77 
Fig. 5. The octal codes of some games. 
do. d, . dz. d3.. . , where 0 < di < 7 for each i. If the binary expansion of the kth code 
digit is 
dk = 2”” + 2bk + 2’” , 
then it is legal to remove k beans from a heap, provided that the remaining beans of 
that heap are left in exactly uk or bk or ck nonempty heaps [2, 111. All of the games 
studied in this paper may in fact be thought of as octal games (see Fig. 5). 
The nim sequence of an octal game is the sequence 3(n) of its single-heap nim 
equivalents. The nim sequences of many octal games are in fact eventually periodic 
(satisfying %(n +p) = 3(n) for some fixed period p and all sufficiently large n), or 
sometimes arithmetico-periodic (satisfying 3 (n + p) = 3 (n) + s for some fixed period p, 
all sufficiently large n, and some fixed saltus s>, 1). 
If all code digits for sufficiently large k are zero, then the game is said to bejnite and 
arithmetico-periodicity cannot occur in its nim sequence [2, pp. 114-1151. But 
whether the nim sequence of every finite octal game is eventually periodic remains an 
open question [2,4,9, 111. 
6. A proof of Theorem 2.1 
Theorem 2.1 asserts, in essence, that the set of all frisky Daisies positions may be 
characterized as in Tables 5 and 6. 
The notation [*m, t] refers to any position whose nim-heap equivalent is *m, and 
whose total weight does not exceed t. Recall that the weight of a single n-petal daisy is 
Table 5 
The PN positions in Daisies 
Theorem 2.1 type Symbol Positions Nim equivalent Remarks 
I 
II 
III 
A c*o, 01 *o E(3, 1) 
B 5,[*1,0] *o 5. D(3, 1) 
C 7.[*1,0] *o 7 D(3, 1). deficit = 4 
D (2k+8),[*2,2k+I] *o k > 0, deficit > 4 
E (2k+9).[*1,2k+2] *o k > 0, deficit > 4 
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Table 6 
The NP positions in Daisies 
Theorem 2.1 type Symbol Positions Nim equivalent Remarks 
IV 
V 
L*I.OJ 
(ZX+8).[*1,2L] 
(21,+9).[*‘,2k+l] 
*I D(3, 1) 
*3 k > 0, deficit 2 5 
*3 X > 0. deficit > 5 
Table 7 
Single-daisy mm-heap equivalents 
!1 0 I 2 3 4 5 6 7 
Y(n) *o *I *2 *1 *2 *l *2 
given as in Table 1, its nim-heap equivalent C!?(n) is determined by Table 7 below, and 
that the deficit of a position is the weight of its largest daisy minus the weights of 
all other daisies in the position. It can be shown that the period 2 pattern in 
Table 7 persists indefinitely [12, 21. 
We further claim that the PP positions in Daisies are precisely the normal play 
;/P-positions not asserted to be of type PN, above, and that the NN positions are 
precisely the normal-play I 1 ‘-positions not asserted to be of type NP, above. 
The proof of Theorem 2.1 is in effect an induction on the length of the longest 
sequence of moves leading from an arbitrary position to a terminal (i.e., empty) 
position. In the basis case one has the empty position, of type A. It is a PN position by 
the definition of normal and misere play. The induction step requires the production 
of appropriate arguments for each of the 4 position types PN, NP, PP and NN in turn, 
and hinges throughout on the (apparent) fact that the given decomposition is indeed 
correct at least on its classification of normal-play outcomes. 
Type PN. For nonempty positions asserted to be of type PN, we must verify that 
some move to a position of type NP can always be found. See Table 8, and its 
footnotes. 
Technically, Table 8 shows only that an asserted PN position has a move to an NP 
position, and is therefore of type PN or NN. However, because the normal-play 
outcome classes are completely characterized by Theorem 1.4, we see that each 
asserted PN position is in fact a Y-position in normal play, leaving PN as the only 
possibility for such a position, as required. 
Tq’pr NP. We need to show that there is no move from an NP position G to 
another NP position H (Table 9) and also that there is no move from an NP position 
to a PP position (Table 10). 
Next, we must show that NP-tPP moves do not exist. 
If n+u h were to be a move from an NP position G to a PP position H, then the 
normal-play nim-heap equivalent change 
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Table 8 
How to find PN+NP moves in Daisies 
From a PN position of type the move yields an NP position of type 
A 
B 
C 
D 
E 
3-tl.l else l-+0 X 
5-3.1 c( 
I-3.3 CL 
2n-r2n-1, where’ 2nt2k+8 j3 
n-n-1 if the [*1,2k+2] 
portion contains a daisy n 
of positive weight2 Y 
. ..else3 2k+9+2k+8 B 
’ The [*2,2k+ l] portion of a PN position of type D necessarily contains a daisy of nonempty even size 
Zn, and every move 2n+2n- 1 involves a weight change of - 1. 
’ If n has positive weight then w(n - I) = w(n)- 1. 
3 In this case, the [* 1,2k + 21 portion of the given PN position has the form D(3, 1) and has total weight 
zero. 
Table 9 
There is no move from an NP position G to another NP position H 
a a b b 
G P c a a 
Y C a a 
Explanation of entries: 
a: Every move necessarily changes the (normal-play) nim-heap 
equivalent of a position, by the mex rule. So these NP-tNP moves 
cannot exist. 
b: Daisies of size 2k + 8 and 2k + 9 are too large to be obtained from 
a move from a position of type a. 
c: Because2k+9>2k+8>8>3+3+1, therecan benomoveP-*cc 
or y-+a. 
in moving from G to H would be equal to the normal-play nim-heap equivalent of the 
position G. Table 10 shows that every such move in fact yields a PN position, and not 
a PP position, when applied to an NP position G. Thus, there is no move from an NP 
position G to a PP position H. 
Type PP. We need to show that there is no move from a PP position G to an NP 
position H. 
If n-+a .b were to be a move from a PP position G to an NP position H, then I.he 
normal-play nim-heap equivalent change 
A =9((n) @ 9((a) @ 3(b) 
in moving from G to H would be equal to the normal-play nim-heap equivalent of the 
position H. In Table 11 it is shown that every such move, when applied in inverse 
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fashion to an arbitrary NP position H, in fact always yields a PN position, and not 
a PP position after all. 
Type NN. From a position G of type NN, the normal-play strategy usually 
prescribes a move to a position of type PP that wins in both misere and normal play. 
However, care must be taken when a winning normal-play move is in fact to a PN 
Table 10 
There is no move from an NP position G to a PP position H 
From G of type with d the applicable move yields PN of type Remarks 
*I I+0 A 
3-1.1 A I 
*3 H+,I- I, where... 2 
. . ..I = 2k + 8, k = 0 c 
. ..n=2k+8.k>O E 
. . ..z < 2k + 8. k 20 D 3 
*3 H+II- I, where _.. 2 
. ..n=Zk+9. I\>0 D 
. . ..1<2k+9. k>O E 4 
Remarks 
’ The moves 3+2 and 3 -2. I have 3 = * 3 and J = * 2, respectively, so do not apply here. 
’ If a Daisies move ~l--‘u’ h has J = * 3. then a= n-l and h=O. 
A If the move in question is 3-2. then the weight change in passing from [* I, Zk] to [*2. ?I\+ I] is fl. 
Otherwise, it is -1. 
4 If the move in question is 3-2. then the weight change in passing from [*2,2k+ l] to [* 1,2k+2] is 
+l. Otherwise, it is -1. 
Table I I 
There is no move from a PP position G to an NP position H 
To H of type with 3 the possible move implies G had type Remarks 
*3 
*3 
n+11-1, where... 2 
. ..n=Zk+9.k>O E 
. . . ..<2k+ 9. k>O D 
,1+,1-l, where .._ 2 
. ..n=21\+10. I\>0 D 
. ..ni2k+lO.k>O E 
Remarks: 
’ The other moves n+u.h with a he 10, I, 31, namely, 2 -+1.2+1.1. 4+3, 4-+3.1 and 6-3.3. have 
A=*3 or *2, so do not apply here. 
z If a Daisies move n+a,h has A=*3. then a=n-I and h=O. 
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position, which wins in normal play, but loses in misere play. We must show in these 
cases that a substitute moue leading to a position H’ of type PP or NP is available 
from G. 
Let n+a . b be a move from an NN position to a PN position H. The choice of an 
appropriate substitute move G+H’ is a complex process that depends on several 
factors, including the following. 
l The form of the PN position H. 
l The nim-heap equivalent of the position G. 
l The weight, parity, nim-heap equivalents, and pairwise differences of the values n, a, 
and b. 
It is possible also that when we consider particular cases of these parameters, we 
discover that there is no substitute move at all! However, in these cases we shall find 
that the position G was not NN after all, but rather NP (so that G had no winning 
move in mike play, and does not concern us here). 
Tables 12 and 13 handle all cases when the position H is PN of type A, B, or C, 
while Tables 14-17 handle the remaining cases, when H is PN of type D or E. 
Let n+u. b be a move from an NN position G to a PN position H of type A, B, or C. 
Then a and b are chosen from (0, 1,3,5,7}, and at most one of a and b can be 5 or 7. 
Table 12 contains entries c. d to stand for moves n+c. d that serve as NN--+PP 
substitute moves for the corresponding (mike-erroneous) n-a. b move from G to H. 
The table is indexed by the values a (across the top of the table) and b (down the 
right-hand column). The Roman numeral entries in Table 12 refer to more complex 
Table 13 entries that are explained below. 
An entry c. d in Table 12 satisfies a + b = c + d and is therefore a possible move from 
a daisy of n petals; moreover, the nim sum of the nim-heap equivalents of the a- and 
b-petal daisies is the same as that of c- and d-petal daisies (*O in both cases). So the 
substitute move is necessarily a move from G to either a PP or a PN position. In fact, 
because daisies of 2, 4 or 6 petals can appear in a position asserted to be PN only if 
a daisy of 8 or more petals also appears in the position, the move n+c . d is guaranteed 
to be of the form NN-+PP, as required. 
For Table 12 entries where a lower-case Roman numeral appears, we must form 
other arguments. Table 13 either gives a substitute move for moves of the form 
NN+PN omitted from Table 12, or indicates that the move in question implies G was 
actually NP and not NN, after all. 
Table 12 
Substitutes for NN+PN moves when the PN type is A, B or C 
0 1 3 5 7 alb 
i ii 111 iv 0 
vi 2.2 4.2 i.4 1 
4.2 4.4 6.4 3 
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Table 13 
More substitutes for NN*PN moves when the PN type is A, B, or C 
Entry Moves 
i l+O.O 
ii 2-1.0 
111 4-3.0 
iv 6-5.0 
V X-7.0 
vi 2-1.1 
3-1.1 
From G (of type NN) to a PN position of the form 
A= E(3, 1) B=5.D(3, 1) C=7.0(3. I) 
G was NP 5-2.2 7-4.2 
2-1.1 5-4.0 7-6.0 
443.1 5-4.0 l-6.0 
Impossible 6-3.3 Impossible 
Impossible Impossible G was NP 
2-1.0 5-3.2 l-5.2 
G was NP 5-2.2 7-4.2 
Table 14 
Substitutes for NN-*PN moves with A = *3 
w=w(G) 
For a move to H of type is at most and the move implies 
(2k+8).[*2,2k+I] 4k+7 n-n-l, where... 
. ..n=2k+9 
. ..n<2k+9. m<4k+S 
. ..n<2k+9. m>4k+5 
4k+9 n-n-1, where... 
. ..n=2k+lO 
. ..n<Zk+lO. m<4k+7 
. ..n<Zk+lO. m>4k+7 
G was NP (type y) 
G was NP (type 8) 
2k+X-t2k+7 is a 
NN-PP substitute 
G was NP (type B) 
G was NP (type y) 
2k+9+2k+8 is a 
NN-PP substitute 
Next, let n+a . b be a move from an NN position G to a PN position H of type D 
or E. The position G must be a * 1, * 2 or * 3 nim-heap equivalent in normal play. 
In Table 14 we treat the * 3 case, while in Tables 15517 we consider the * 1 and *2 
cases. 
Suppose first that G is a *3 nim-heap equivalent, and let w=w(G) be the total 
weight of G. Because the change A in moving from G to H is also * 3, the move n+a. b 
can be assumed to have u=n-1 and b=O, so that wdw(H)+l. Table 14 describes 
when substitute moves are necessary, and how they are to be found. 
Next, let n+a. b be a move from an NN position G to a PN position H of type D or 
E, and suppose now that G is either a * 1 or *2 nim-heap equivalent in normal play. 
Without loss of generality we assume that a 3 b. It is convenient to divide our analysis 
into two subcases, according to whether the daisy of a petals has maximum size 
amongst all daisies in H (Tables 15 and 16), or not (Table 17). 
The notations 1.~1 and [.x1 refer to the greatest integer less than or equal to X, and to 
the least integer greater than or equal to X, respectively. 
We may offer the following additional commentary on Table 15. 
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Table 15 
Substitutes for n+a. b moves G-H when A # * 3 and a is maximum in H 
To H of type with A the move n+a.b is with n+a’.b’ substitute 
(2k+8).[*2,2k+l] 
(2k+9).[*1,2k+2] 
*2 
*l 
*2 
*l 
Table 16 
Verifying some assertions implicit in Table 15 
Move n=2n’ n=2n’+ 1 A 
n-Lmrnim 
n+Ln/ZJ.L(n-1)/2 J 
I I a-u 2n'+ l- n’,(n’+ 1) Y ’ *2 
82 *a *I l 3 
a--+ n’.(n’-1) w-w 
* *l 
*2 93 *I ro 
Regardless of the parity of n, one checks (in Table 16) that the given substitute move 
always has a d equal to that of the move n-+a. b. The substitute move is therefore of 
one of the two forms NN+PP or NN-+PN, and we would like to verify that in fact 
the former is the case. 
Suppose to the contrary that a substitute move from Table 15 leads to a position H’ 
of type PN. What type of PN position could H’ be? Not a position of type A, B or C, 
because ach of Ln/2J, m/2] and L(n - 1)/2J is at least L(2k + 9 - 1)/2J = k + 4 b 4. Why 
not a position H’ of the form (2k’ + 8). [* 2,2k’ + l] or (2k’ + 9). [* 1,2k’ + 2]? First, we 
see that a’ cannot be the largest daisy in the position H’, because otherwise b’, which 
differs from a’ by at most 1, would force the weight bounds for PN positions of type 
D or E to be exceeded. We conclude then that neither a’ nor b’ is the largest daisy in 
H’, so that in fact the largest daisy in H’ must appear as a daisy not only in G, but also 
as a daisy of nonmaximum size in the position H. Therefore k > k’ is implied. Together, 
a’ and b’ contribute weight n - 6 (if A = * 2), or, alternatively, weight n - 7 (if A = * l), to 
the weight-bounded portion of H’. Because k > k’ and n > 2k + 8 we have 
n-6>n-7>(2k+8)-7>,(2k’+8)-7+ 1=2k’+2, 
and we again conclude that the weight-bounded portion of H’ is too large for H’ to be 
PN of type D or E. The substitute move is therefore of the form NN-+PP, as required. 
Only the final subcase remains. Let n-+a . b be a move from an NN position G of 
nim-heap equivalent * 1 or * 2 to a PN position H of type D or E, and suppose that 
neither a nor b has maximum size amongst the daisies of H. We first claim that the 
largest daisies of the positions G and H have the same size. To verify the claim, it 
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Table 17 
Substitutes for n+rr’ h moves when A # +3 and neither u nor h is maximum in H 
If H has type with and and A 
(2k+8).[*2.2k+l] n=Zk+8 any *l 
r2 
r1<2k+8 s>k+4 *1 
*2 
s<k+4 *I 
*2 
(2k+9).[*1,2k+2] n=2kf9 any *l 
*2 
n<2k+9 .s>k+4 *I 
*2 
s<k+4 *I 
*2 
Substitute move to H’ 
2m+l+m~m,where2m+l<n 
Zm+m.m, where 2m<n 
Zk+8-+s,(2k+7-s) 
2k+8+s~(2k+X-.s) 
2k+8+(k+4).(k+3) 
Zk+8+(k+4).(k+4) 
Zm+l+m~m, whereZm+l<n 
2m+m tn. where 2m < n 
2k+9-s.(2k+8-s) 
2k+9-+s.(2k+9-s) 
Zk+9+(k+4).(k+4) 
2k+9-(k+5),(k+4) 
suffices to show that n < 2k + 8 if H is of type D, and that n < 2k + 9 if H is of type E. 
Because w(t) 3 t - 3 for all t we have, if H is of type D, 
(u-3)+(h-3)6w(a)+w(h)d2k+ 1, 
so that a + b d 2k + 7 and n d 2k + 8, as claimed; alternatively, if H is of type E, then 
and n < 2k + 9, again as claimed. 
In Table 17, the variable s is used to denote the seconLi largest daisy appearing in the 
position G. 
In each of the twelve cases listed in Table 17, one checks that 
(1) the given substitute move exists and has the asserted d, and 
(2) H’ is not PN because at least one of its largest two daisies has 4 or more petals, 
and the largest two daisies differ in size by at most 1. 
7. Frisky extension 
Although it involves checking many details, the proof of Theorem 2.1 is essentially 
only a “routine verification” that the given decomposition of position types in Daisies 
has the correct properties. For general octal games, the greater difficulty is the 
divination of the correct decomposition in the first place. In the present section, we 
offer some general observations on how a classification of the frisky positions of 
a given octal game may be sought in a systematic manner. The techniques to be 
described do not provide an algorithm for the production of an appropriate decompo- 
sition for every game, however. We cannot guarantee their success even if the game in 
question is already known to have a periodic nim sequence in normal play. However, 
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the techniques are amenable to computer implementation, and they have been used to 
solve many previously open octal games in misere play. We put them forward more as 
a challenge to find better methods than as a final statement of the best approach. 
The basic procedure when analyzing an octal game by hand or by computer 
program is to classify all frisky positions whose maximum heap size does not exceed 
a fixed constant M, for M = 1, 2, 3,. . . in turn. Much suffering can be avoided in the 
long run if the decision to pass from M to M + 1 is made only after a careful 
verification of the correctness of the decomposition to heap size M takes place. Such 
a verification unfortunately involves a full-blown analysis of the type found in the 
proof of Theorem 2.1, and becomes increasingly difficult as M increases. However, if 
we ever reach a stage M where our proofs (for all position types PN, NP, PP and NN) 
still go through even after dropping the hypothesis that every position has at most 
M beans per heap (for Kayles, this happens at heap M = 25) then we have the desired 
decomposition. For a game such as Daisies, where heaps of arbitrary size appear in 
frisky positions, the extension process goes on indefinitely, and intuition plays an 
important role in the production of the final decomposition. 
Because every NP position necessarily has a move to an PN position, and every 
(nonterminal) PN position necessarily has a move to an NP position, the passage from 
M to M + 1 in the analysis is accomplished by taking known frisky positions and 
applying inverse moves to obtain (possibly) new frisky positions. We call this process 
frisky extension, and it is captured by the following two lemmas. 
Lemma 7.1 (PN extension). Let H be an NP position in an octal game, and suppose that 
the normal-play nim-heap equivalent of H is *k. If n-a ’ b is a move from a position G to 
H, and A = F?(n) @ %(a) @ 9(b) = * k, then G is a PN position. 
Proof. The hypotheses imply that G has normal-play nim-heap equivalent *O, and 
that in misere play G has a move to a &position. So G is of type PN, as claimed. 0 
For example, in Daisies, the NP position H = 1.1.1 has normal-play nim-heap 
equivalent * 1. Retracting the A=* 1 move 3+1.1 from H, we obtain the PN 
extension position G = 3. 1. 
Unfortunately, the corresponding lemma for NP extension is not so conveniently 
applied. 
Lemma 7.2 (NP extension). Let H be a PN position in an octal game (necessarily of 
normal-play nim-heap equivalent * 0). If n-+a . b is a move from a position G to H, then 
G is NP tf and only tf there is no move from G to a PP or NP position. 
Proof. The position G is necessarily an &“-position in normal play that is frisky 
precisely if in misere play all its moves lead to _,V-positions. 0 
For example, suppose it is already known how to classify all frisky positions in 
Daisies with at most M = 2 petals per daisy-more specifically, that the PN positions 
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are of the form E(l), and the NP positions are of the form D(1). From the known PN 
position 1 1, we retract 3+ 1 . I as an inverse move to obtain the (possible) NP 
extension position G = 3. Because the moves from G are to 2 (known to be type NN), 
and to 1 1 (known to be type PN), we conclude via Lemma 7.2 that G is indeed an NP 
position. 
The need to have classified all options of a position G before Lemma 7.2 can be 
applied represents the major difficulty in the analysis of a game by computer program. 
In practice, the single parameter M will be found insufficient to characterize the 
partial progress made in the automatic classification of the frisky positions of a game. 
It is more useful to carry at each stage of the computation a decreasing sequence 
whereby precisely those positions G satisfying the lexicographic condition 
or 
(The largest heap size appearing in G is CM,), 
or 
(The largest heap size appearing in G is = M,, and the second-largest heap 
size appearing in G is CM,_ 1 ), 
(The largest and second-largest heap sizes appearing in G are M, and M,_ 1, 
and the third-largest heap size appearing in G is CM,_ z ), 
are characterized either as frigid or, alternatively, as frisky of known type, PN or NP. 
We shall say no more about the difficult issues involved in the automated deduction 
of midre strategies in octal games; and instead, we merely recommend the subject to 
the interested reader, who no doubt has better ideas. 
8. Solving one (not so) simple class of games 
The thirteen octal games [2, p. 1031 
4.71, 4.74, 4.75, -75, -751, -752, -753, -754, *755, -756, 
* 757, -355, and *357 
each have nim sequence identical to that of Daisies (see Fig. 5 and Table 7), and 
Theorem 1.4 describes their normal-play winning strategies. The game 4 - 71, at least, 
has misere play identical to that of Daisies. However, the remaining twelve games 
show considerable variation in midre play. For example, the game *75 has PN 
positions 
E(3, l), 
5.0(3, l), 
7.0(3, l), 
Daisies, Kayles, and the Sibert-Conway decomposition 381 
each of nim value *O; the NP positions, on the other hand, all have the form 
D(3, l), 
and have nim value * 1. (For completeness, we include an abbreviated proof in the 
appendix). Thus, for example, the position 8. 1, which was an NP position in Daisies, 
is now frigid of type NN in the game * 75. The winning move from 8.1 in misere play 
of * 75 is 843.3, yielding 3.3. 1, an NP position of the form O(3, 1). In fact, the games 
4.74, 4.75, - 75, -751, -752, and -753 
all have the same decomposition of frisky positions. The games - 754 and * 755 
decompose in yet a third way, with PN positions 
E(3, l), 
5.0(3, l), 
7.0(3, l), 
9. D(3, l), 
(2k+ 10).[*2,2k+ 1-J 
(2k+ ll).[*l, 2k+2], 
and NP positions 
D(3, l), 
(2k+ 10). [* 1,2k], 
(2k+ 11).[*2,2k+ 11. 
Although these decompositions are obviously similar, there does not appear to be 
a royal road either to their discovery or to their generalization. For example, for * 756 
and - 757, we must define a new weight function of period 3 and saltus 1: 
when these games are found to have PN positions 
E(3, l), 
5 ’ D(3, 1x 
7.0(3, l), 
(2k+9).[* 1, w(2k)], 
(2k + 10). [* 2, w(2k + l)], 
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and NP positions 
D(3, 11 
10,0(3, I), 
(2k$12).[* 1, W(2k)]. 
(2k + 13)’ [* 2, W(2k + l)]. 
The occurrence of the weight function inside the bracketed expressions in the * 756 and 
- 757 decompositions should not be overlooked. The convention w(O)=0 is taken in 
these decompositions. 
For the game -355 we must again define a new weight function 
1 2 3 4 5 6 7 8 9 . . . 
0 1 0 I 0 1 2 3 4 . . . 
yielding the PN positions 
E(5, 3, 1). 
7 .D(5, 3. 1). 
9, D(5, 3. I). 
II 'D(5.3. I). 
13. D(5. 3, 1). 
(2k+ 14).[*2, 2k+ I]. 
(2/C+ 15).[* 1,2k+2], 
and the NP positions 
D(5, 3, I ), 
(2k+- 14).[* 1,2/C]. 
(21if 15).[*2,2k+ I]. 
The game -357 has a weight function of eventual period 3 and saltus 1 after one 
exceptional value ~(2) = I: 
I;;: 
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The PN positions in - 357 are then 
E(5, 3, I), 
7. D(5, 3, I), 
9. w5, 3, I), 
11 D(5, 3, l), 
13.0(5,3, l), 
(2k+14).[*2, w(2k+4)], 
(2k+15).[*1, w(2k+5)], 
and its NP positions are 
D(5, 3, I), 
14.0(5, 3, l), 
16. D(5, 3, l), 
(2k+ 17).[*2, w(2k+4)], 
(2k+ 18).[* 1, w(2k+5)]. 
We must emphasize again that each of these decompositions was obtained only 
after extensive computational analysis, and that we know of no shortcuts for their 
proofs, which apparently must be carried out in extenso as in the proof of Theorem 
2.1. However, it is natural to make the following general hypothesis. 
Conjecture 8.1. Every finite octal game with periodic nim sequence has only jinitely 
many classes of frisky positions after the dejinition of appropriate arithmetico-periodic 
weight function(s) on its heap sizes have been made. 
Less ambitiously, one might attempt to show for example that for every k the game 
4*755... 5 
\ I 
k 
or the game 
*3555...5 
L J 
has only finitely many classes of frisky positions. Each such game has nim sequence 
agreeing with Daisies, and preliminary computational results suggest that with 
increasing k the frisky positions of these games become increasingly complex, but 
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always finitely classifiable. Such conjectures are unfortunately more easily formed 
than proved, however. 
9. Genus calculation 
The normal-play nim-heap equivalent Y+(G) of a game G is defined by taking 
Y’(G)=0 if G has no option, and Y’(G)=mex{%C(G’)) otherwise. Conway [4] 
defines the misPre-pluy nim-heap equivalent !g (G) of a game G by taking 3 (G) = 1 
if G has no option, and !q-(G)=mexj8-(G’)] otherwise. Regardless of whether 
normal or misere play is in effect, a game is a .‘P-position if and only if its correspond- 
ing (normal or misere) nim-heap equivalent is 0. 
The yenus of an octal game G is in effect an infinite symbol 
cl’““” 
that is defined by taking 
y=%+(G), 
It is known [4, p. 1421 (also [2. p. 4021) that the values ;‘i eventually fall into 
a period two pattern; so one economizes by writing 
for the infinite symbol 
Berlekamp et al. [2, pp. 42444251 noted that the genus sequence of n-petal Daisies 
positions 
I- 01131 2 20202~03'31 2 20202143131 2 20202~43131 2 142020 1 20431 2 131420 
1 2020431 2 13131420,,, 
“contain(s) increasing numbers of genus superscripts before settling down” and asked 
“does this continue?’ Although this question is in effect deprived of practical signifi- 
cance by the complete solution to Daisies in Theorem 2.1, we may at least record here 
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that the answer is “yes.” We shall omit a proof, although it is at least possible to see 
directly from the Daisies decomposition that the position 
(2k+8). 2.2...2 
\ I 
is a misere play 9-position if and only if 1 is an odd integer exceeding 2k+ 1, so that 
the occurrences of superscript zeros in the even terms of the genus sequence follow the 
pattern suggested by its first 12 terms, above. Similarly, 
(2k+9). 2.2...2 
\ I 
is seen to be a Y-position if and only if 1 is an odd integer not greater than 2k + 1, 
explaining the eventual pattern of superscript zeros in the odd terms of the genus 
sequence. 
10. Conclusion 
Comparing the partial genus sequences of the still unsolved two-digit octal games 
tabulated in Chapter 13 of [2] with those of the games solved in Section 8, leads one to 
suspect that at the very minimum the games * 15, * 26, - 53, - 54, * 57, * 72, and their 
related cousins from Chapter 4 of [Z] are likely to succumb to a Sibert-Conway type 
analysis. Still, one has to feel that the most important relationships between the rules 
of an octal game, its nim- and genus-sequences, its weight functions, its frisky-position 
types, and, finally, its ultimate misere strategy have yet to be discovered. Whether 
a general misere theory applicable to all periodic octal games can be constructed 
remains a difficult open problem. 
Acknowledgment 
I thank Aviezri S. Fraenkel, Richard K. Guy, and Oren Patashnik for their helpful 
comments on draft versions of the manuscript. 
Appendix 
Here, we complete the analysis of the octal game -75. We claim that all positions in 
* 75 may be classified as follows: 
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PN: Every position of type PN is of one of the three forms: 
(c() E(3, I), nim value *O; or 
(p) 5.0(3, I), nim value *O; 01 
(y) 7.0(3, I), nim value *O. 
NP: Every position of type NP is of the form 
D(3, l), nim value * 1. 
NN: All normal play I ‘-positions not of type NP, above. 
PP: All normal play ./P-positions not of type PN, above. 
To verify the claim, we must consider the four position types in turn. 
Type PN. For every nonempty position asserted to be of type PN it suffices to show 
that we can find a move to a position of type NP. 
Consider first the PN position type (2) (that is, E(3, 1)). Here, the winning move is 
“34 1 . 1 else I -+O”. which suffices to transform every nonempty PN position of type 
(CI) into an NP position of the form D(3, I). 
Next, from a PN position of type (p), the move 5+3.1 yields an NP position. 
Finally, from a PN position of type (y), the move 7-+3.3 gives an NP position. 
Tq’pe NP. For a position of type NP, we must verify that there is no move to 
a position of the form PP or NP. First, we see immediately that there can be no move 
NP+NP, because the only applicable moves are 1 -+O and 3-+ I 1. In both cases, the 
position moved from is not NP after all, but rather PN of type (cx). 
To see that there can be no move of the form NP+PP, note first that the 
normal-play mm-value change d for such a move must be exactly * 1. Also, such 
a move is necessarily of the form n+u.h, where n is either 1 or 3. Again, the only 
applicable moves are 140 and 3+ I I, each with nim value change d = * 1. However, 
each of these moves yields a PN position of type (a) and not an PP position when 
applied to an NP position, so again we have a contradiction. 
Type PP. For a position asserted to be of type PP, we need to check that there is no 
move to a position of type NP. Such a move would necessarily be of the form n-ta. h, 
where a and h are chosen from (0, 1, 31. Moreover, the normal-play nim value change 
3insuchamovehastobe*I.Finally,eithern=u+h+lorn=u+h+2mustbethe 
case, and if exactly one of 0 and h is zero, then n =(I + h + I is the only possibility. 
Table Al includes all the relevant moves. It can be seen that there is no move from 
a PP position G to an NP position H. 
In Table Al, a blank entry in the Remarks column indicates that the d value is 
incorrect for such a PP-t NP move. while an entry (TX), (p), or (y) indicates that the 
corresponding putative PP+NP move is actually a PN+NP move from a PN 
position of the indicated type. 
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Table Al 
There is no move from a PP position G to an NP position H 
+a.b Move A Remarks 
-0.0 
l-tO.0 *1 (a) 
2-0.0 *2 
-1.0 
2+1.0 *3 
-1.1 
3-1.1 *l (co 
4-tl.l *2 
-3.0 
4-3.0 *3 
-3.1 
5-3.1 *l (PI 
6-+3,1 *2 
-3.3 
7-3.3 *l (Y) 
8-3.3 *2 
Table A2 
Substitutes for NN-PN moves 
0 1 3 5 7 alb 
Type NN. Suppose that n-a. b is an NN +PN move from an NN position G to 
a PN position H. Then a and b are chosen from 10, 1,3,5,7}, and at most one of a and 
b can be 5 or 7. 
Table A2 contains entries c’d to stand for moves n+c. d that serve as NN+PP 
substitute moves for the corresponding (misere-losing) n-ra. b move from G to H. The 
table is indexed by the values a and b. 
An entry c. d in Table A2 satisfies a + b = c + d and always represents a legal 
substitute move from a heap of n beans. Also, the nim sum of nim values of an a- and 
b-bean heap is the same as that of a c- and d-bean heap (*O in both cases). The 
substitute move is therefore a move from G to either a PP or a PN position. In fact, 
because 2 and 4 cannot occur in positions asserted to be frisky, the latter case is 
impossible; so n+c.d is guaranteed to be a move of the form NN+PP. 
Table A3 either gives a substitute move for moves of the form NN-+PN omitted 
from the Table A2, or indicates that the move in question implies that G was actually 
NP and not NN, after all. 
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Table A3 
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More substitutes for NNAPN moves in .75 
From G (of type NN) to a PN position of the form 
Entry Moves (X) E(3, 1) (P) 5.0(3, 1) (y) 7.0(3, 1) 
I l-0.0 G was NP 
2-rO~O 2+1.0 
II 2+1,0 ?-+O,O 
III 4-3.0 4-1.1 
IV 6-5.0 Impossible 
V 8-7.0 Impossible 
VI 3+1,1 G was NP 
4-I I 4-3.0 
5-2.2 7-4.2 
5-z. 1 7-3.2 
5-4.0 7+6.0 
S-+4.0 7-6.0 
6-+3.1 Impossible 
Impossible x-3.3 
5-2.7 7-4.2 
5-2.1 7-3.2 
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