Face representation is one of the open problems in face detection. The recently proposed Multi-Block Local Binary Patterns (MB-LBP) representation has shown good results for this purpose. Although dissimilarity representation has proved to be effective in a variety of pattern recognition problems, to the best of our knowledge, it has never been used for face detection. In this paper, we propose new dissimilarity representations based on MB-LBP features for this task. Different experiments conducted on a public database, showed that the proposed representations are more discriminative than the original MB-LBP representation when classifying faces. Using the dissimilarity representations, a good classification accuracy is achieved even when less training data is available.
Introduction
Face detection is the first step in a face recognition system. The more precise this step, the more accurate any further processing [1] . Existing methods to detect faces in images can be grouped into four categories: knowledge-based methods, feature invariant approaches, template matching methods and appearance-based methods [2] . In general, appearance-based methods have shown the best performance, being the most studied and used [1] . However, how to represent and classify faces, are two key factors which are still unsolved problems [1] .
Different kinds of features have been proposed for face detection. They are based on physical properties of faces, such as color intensity, texture, vertices, shape and facial features. Among them, the Haar-like features have been one of the most widespread and effectively used [3] . They encode the differences in average intensities of adjacent rectangular regions and can be efficiently computed through the integral image technique. However, the complete (or exhaustive) set of Haar-like features is very large, containing a lot of redundant information. Moreover, these features are not robust to extreme lighting conditions [1] .
Object detectors based on the Local Binary Patterns (LBP) descriptor have become more popular, achieving highly competitive results [4] . This can be attributed to the tolerance of this operator against monotonic illumination variations and its computational simplicity [5] . Among different extensions of the original LBP operator, the Multi-Block LBP (MB-LBP) representation [6] has shown to be more robust to noise and stable for face detection [4] . The MB-LBP compares average intensities of adjacent rectangular blocks in a neighborhood instead of single pixels intensities. Compared to original LBP and Haar-like features, it can capture more information about image structures and shows a better performance [6] . The MB-LBP also allows generating an exhaustive set of features with different scales and locations [6] . This set is much smaller than the Haar-like one, however it is still large and contains redundant information.
When exhaustive sets of features are used, boosting-based methods are usually applied to select the most discriminative features and to build a strong classifier [3, 6] . The main drawbacks of these methods are that they need a large set of training samples and the learning process is time consuming [1, 7] . To overcome some of these limitations, other learning strategies can be used for appearancebased face detection [1, 2, 7] .
A powerful alternative to those representations based on features are the dissimilarity representations (DR) [8] . They are based on comparisons among objects and can be obtained on top of feature representations. In this way, an object is described by means of its dissimilarities with a set of prototypes [8] . If a suitable dissimilarity measure is defined for the problem at hand, classifiers in a dissimilarity space (DS) can provide very good results [8, 9] .
In this paper we propose new dissimilarity representations based on MB-LBP features for the problem of face detection, which show to be more discriminative than the original MB-LBP features space. The rest of this paper is organized as follows. In Section 2 we review the MB-LBP representation and the methods used for feature selection and classification. In Section 3, the dissimilarity representations based on MB-LBP features are presented. Experimental results and discussion are drawn in Section 4. Finally, section 5 concludes this paper.
Multi-Block Local Binary Patterns Representation
Multi-Block Local Binary Patterns (MB-LBP) features were inspired by the traditional Haar-like rectangular features [6] . In this case, the differences among rectangular regions are encoded by the LBP operator [5] . MB-LBP compares the average intensity of the central rectangle, r c , with the average intensities of its adjacent rectangular blocks {r 1 , ..., r 8 } in a 3 × 3 neighborhood [6] . Afterwards, it encodes the responses in a binary number, which can be further converted to a decimal number:
where,
Since MB-LBP compares regions instead of pixels, they can capture larger scale structures than original LBP. Compared with Haar-like features, MB-LBP can encode more information, describing more complex image structures [6] . Similar to Haar-like features, the average intensities of rectangular blocks can be computed at constant time by using the integral image [6] . Given a sub-window size, the number of rectangles at various scales, locations and aspect ratios of MB-LBP features (exhaustive set) is about 5% of the total number of Haar-like features. Even when the exhaustive set of MB-LBP features is much smaller than the Haar-like features, it also contains a mass of redundant information [6] . Hence, a feature selection method should improve the classification accuracy and make the training process less expensive.
Feature Selection and Classification
Despite the successful advances on face detection [1, 2] , obtaining discriminative features and classifiers to achieve a good compromise between computational cost and classification accuracy, remains as a challenging issue. In previous works, AdaBoost algorithm [10] has been used both to select the most discriminative MB-LBP features and to construct a strong classifier [6] . In the boosting mechanisms used for face detection, each weak classifier is usually trained with a single feature and needs to evaluate thousands of features to minimize an error function. This process is very time consuming and usually requires a large set of training samples for a better performance [7] . Furthermore, if the data is noisy, the classifier can be trapped by local minima. Other feature selection methods and learning approaches have been used to avoid the above limitations in the context of face detection, such as the Sequential Forward Selection algorithm [7] and the Support Vector Machines (SVM) [1] . As an alternative, the Minimal-Redundancy-Maximal-Relevance (MRMR) criterion, which has been effectively used for different face analysis problems [11] , can be also used for the purpose of face detection.
Besides the mentioned strategies, there is another possibility which has not been exploited in the context of face detection. The so-called dissimilarity based classification has shown a good performance for high dimensional data such as images and for two class problems [8, 9] , therefore it could be useful for this task.
Dissimilarity Representations Based on MB-LBP
The DS was proposed in the context of dissimilarity-based classification. It was postulated as an Euclidean vector space, implying that classifiers proposed for feature spaces can be used there as well [8] . Under this framework, the objects are represented in terms of their dissimilarities to a set of so-called prototypes. Given a training set T , the prototypes R = {r 1 , r 2 , ..., r k } can be a subset from T , or T itself. The dissimilarity representation of an object x is then defined as:
where d(x, r i ) is the dissimilarity value between x and each prototype r i , i = 1...k. Finally, a dissimilarity matrix D(T, R) of all objects against all prototypes is obtained.
More compact representations can be achieved using prototype selection methods [9] . They find the prototypes that better represent the data in the DS. In this way, a DS of lower dimensionality can be constructed, leading to lower computational and storage costs. Besides, the selection of a suitable dissimilarity measure is a key point in DR [8] . The aim of this work is to introduce the use of DR for face detection, so we have built two new DS based on MB-LBP features using Euclidean and L1 distances as dissimilarity measures.
Experimental Results and Discussion
In this section, two experiments are conducted in order to evaluate the DR based on MB-LBP features, for face representation and classification in the process of face detection. For this purpose we have used a dataset of 12788 gray-scales images of 24×24 pixels, divided into 4916 faces and 7872 non-faces [12] . Different configurations and learning schemes are evaluated, and three terms are used to measure the performance of the methods: False Positive rate (FP), False Negative rate (FN) and Error Rate (ER). FP measures the non-faces incorrectly classified as faces; FN indicates how many face images were incorrectly classified as nonfaces; and ER is the ratio between the number of misclassified images (faces and non-faces) to the total number of analyzed images.
Classification in DS Based on the Exhaustive Set of MB-LBP
The first experiment was developed to compare our two DR based on the exhaustive set of MB-LBP features with the original MB-LBP features space. AdaBoost classifier [10] is then used on the different representations. Since AdaBoost selects a subset of features (prototypes in the DS) for classification, we decided to use all training data as prototypes. A subset composed by 6000 images (2000 faces + 4000 non-faces) of the dataset was used. It was randomly split into 2000 images for training and 4000 for testing. To reduce the variance of the estimation, this procedure was repeated 10 times and the comparison is then based on the averaged classification accuracy from all partitions. For each one of the 10 generated partitions, an AdaBoost classifier with 50 weak learners was trained and tested. From now on we will refer to this as Protocol 1. Table 1 shows the performance of the AdaBoost classifier using the proposed representations and the original MB-LBP features space (FS), in terms of the average FN, FP and ER for the 10 partitions. In all cases, standard deviations are lower than 0.01. It can be seen from the table that the lowest errors are obtained for the two proposed DS, outperforming remarkably the original MB-LBP representation and achieving more than 99% of correct classification. The Euclidean distance on the MB-LBP features is slightly better than the L1 distance, but in general both measures performed very well. We can benefit from the use of DS constructed on top of MB-LBP features with this two common distances, since a more discriminative representation is obtained. Moreover, the DR allow reducing the dimensionality of the training data. For the given sub-window size of 24 × 24, the dimension of the original MB-LBP exhaustive set is 8644. Despite the fact that we did not use prototype selection, in this case, the dimensionality of the DS obtained for training is only 2000. In order to analyze the behavior of the proposed representations when less training data is used, different training set sizes are evaluated. Figure 1 shows the obtained classification errors for the different representations. As it can be appreciated, the DS based on Euclidean and L1 distances always outperform the original representation of MB-LBP features, using AdaBoost classifier. We can see that, when the dissimilarities among objects are taken into account, a good classification accuracy can be obtained using even small training set sizes.
Classification in DS Based on a Subset of MB-LBP
In the second experiment our aim is to corroborate the robustness of the proposed representations using a different configuration. In this case, the MRMR criterion is used to select the most discriminative MB-LBP features and the two DS are obtained based on the reduced set of features. The basic idea of MRMR is to use information theory, finding the features that are maximally relevant on the target class but minimally redundant [11] . It allows one to select good features at very low cost, so the computation of the dissimilarity matrix become less expensive. Moreover, it removes the redundant information which might have influence on the DR. The two obtained DS are then compared with the reduced original MB-LBP features space, using AdaBoost and SVM classifiers. In this experiment the SVM classifier was used with a linear kernel, with the aim at making the computational cost less expensive. In order to choose an optimal number of features selected by the MRMR criterion, we have tested various percentages of the total number of features (8644), using the two classifiers in the original space. For this purpose, we have used a different subset of 3000 images, randomly divided into two equal parts for training and testing. The obtained error curves are plotted on Fig. 2 . We decided to keep only 2% of the total number of features. It can be seen that, for this value a low error is achieved by the two classifiers.
We have constructed the DR based on the reduced set of MB-LBP features using both AdaBoost and SVM classifiers. The results obtained for AdaBoost are shown on Table 2 . For this experiment we used the Protocol 1 defined on subsection 4.1. It can be seen from Table 2 that also using the reduced set of features, the DR remarkably outperform the original MB-LBP representation. Notice that although these results do not improve the ones presented on Table  1 , the computation of the dissimilarity matrices is less expensive in this case.
We have decided to use a prototype selection method before applying the SVM classifier, with the aim to obtain a more compact DR, making the learning process less expensive. In order to choose a suitable method and an appropriate number of prototypes for the classification in the DS, we compared three methods with different numbers of prototypes. Based on results of previous works [9] we have tested: RandomC, KCentres and forward selection optimizing the leave-one-out nearest neighbor error in the training set (FS+NN error). For this experiment, a different subset of the dataset is used, composed by 500 face images and 1500 non-face images. The data was randomly divided into equal parts for training and testing, and the procedure was repeated 10 times. The classification accuracy of the SVM classifier in the obtained spaces, using both Euclidean and L1 distances, are compared in Fig. 3 . In general, the KCentres method shows the Fig. 4 . Performance of SVM classifier with different training set sizes lowest error rates. We decided to use this method selecting 60 prototypes, since this number of prototypes represents a good compromise between classification accuracy and computational cost.
The behavior of the SVM classifier on the DS obtained by using KCentres with 60 prototypes based on the reduced set of MB-LBP features, is compared with the classification in the reduced original MB-LBP feature space. The same images used on Protocol 1 are used in this experiment, but in this case different training set sizes are tested. For each one of the tested training sizes, the experiment was repeated 10 times, randomly splitting the data for training and testing. The average error rates are shown on Fig. 4 . It can be seen that the classification accuracy of the SVM classifier on DS is significantly better for all tested training sizes. Moreover, it is shown that in the original MB-LBP feature space, the size of the training data has a direct influence on the classification accuracy, while the results on the DS exhibit a more stable behavior.
Conclusion and Future Work
In this paper we propose new dissimilarity representations based on MB-LBP features for face detection, using Euclidean and L1 distances. The proposed representations have shown to be more discriminative than the original MB-LBP features space. Moreover, they allow us to obtain a significantly better classification accuracy even when using a few amount of training data. Despite the fact that the redundant information in the exhaustive set of MB-LBP features does not have significative influence on the proposed representations, the use of the reduced set of features makes the computation of the dissimilarity matrices less expensive. This paper can be considered a good starting point for further developments on the use of dissimilarity representations for face detection. As future work we pretend to explore different DR based on other features using suitable dissimilarity measures.
