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Abstract
Using algebraic tools inspired by the study of nilpotent orbits in simple Lie
algebras, we obtain a large class of solutions describing interacting non-BPS black
holes in N = 8 supergravity, which depend on 44 harmonic functions. For this pur-
pose, we consider a truncation E6(6)/Spc(8,R) ⊂ E8(8)/Spin∗c (16) of the non-linear
sigma model describing stationary solutions of the theory, which permits a reduc-
tion of algebraic computations to the multiplication of 27 by 27 matrices. The lift to
N = 8 supergravity is then carried out without loss of information by using a perti-
nent representation of the moduli parametrizing E7(7)/SUc(8) in terms of complex
valued Hermitian matrices over the split octonions, which generalise the projective
coordinates of exceptional special Ka¨hler manifolds. We extract the electromag-
netic charges, mass and angular momenta of the solutions, and exhibit the duality
invariance of the black holes distance separations. We discuss in particular a new
type of interaction which appears when interacting non-BPS black holes are not
aligned. Finally we will explain the possible generalisations toward the description
of the most general stationary black hole solutions of N = 8 supergravity.
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1 Introduction
The property that the weakly coupled calculation of the Bekenstein–Hawking entropy
of BPS black holes [1] seems to generalise to non-BPS extremal black holes [2, 3, 4],
suggested an increasing interest in characterising the entire moduli space of such solutions
in various supergravity theories. The understanding of non-BPS extremal black holes is
an important step toward the study of black holes carrying a non-zero temperature.
The classification of supersymmetric composite black hole solutions has permitted to
understand the mismatch between the enumeration of spherically symmetric BPS black
holes in N = 2 supergravity and the counting of BPS states within weakly coupled
string theory [5, 6]. The associated wall crossing formula can also be understood from
the moduli space of regular solutions [7, 8]. Because the weakly coupled computations
for non-BPS black holes are not based on well established non-renormalisation theorems,
it is important to extract the maximum of information from the classical solutions in the
supergravity limit. These solutions have been studied extensively in the literature, see
[9]–[34] for a non-exhaustive list of progress that have been achieved in the recent years.
The approach we will follow relies on the well established result that the stationary
solutions of ‘irreducible’ supergravity theories with abelian vector fields are described
within a non-linear sigma model over a pseudo-Riemannian symmetric space G/K∗ cou-
pled to Euclidean gravity in three dimensions [35]. Here we will only discuss N = 8
supergravity, therefore we will fix notations accordingly and consider the coset space
E8(8)/Spin
∗
c (16); although note that the generalisation of the content of this paper to
exceptional N = 2 supergravity theories will be completely straightforward in our no-
tations. The scalar momentum P is defined as the component of the Maurer–Cartan
form V−1dV in the coset component 128 ∼= e8(8) ⊖ so∗(16) of the Lie algebra. Solu-
tions describing spherically symmetric black holes are then determined by the associated
Noether charge in the Lie algebra e8(8) of E8(8), and can therefore be classified in terms
of E8(8)-orbits [35, 36, 37]. In the extremal limit, the Noether charge is nilpotent and the
spherically symmetric extremal black hole solutions are classified in terms of the class of
nilpotent orbits of E8(8) in e8(8) which lie in the closure of the minimal semi-simple orbit
of E8(8) in e8(8) [37, 38]. Then P automatically lies in the same nilpotent orbit, and more
precisely in its intersection with the coset component 128.
Relying on these properties, it has been proposed that the most general stationary
solutions which geometry is fibered over a flat three-dimensional base are described by
fields V valued in specific nilpotent subgroups [34], such that P is automatically nilpotent.
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Indeed, a vanishing three-dimensional Riemann tensor implies the equation
Tr PµPν = 0 (1)
and non-nilpotent solutions would then involve imaginary eigen values, which have been
shown to lead to singularities in the spherically symmetric case [36]. Moreover, all known
under-rotating extremal solutions (as opposed to over-rotating extremal solutions gener-
alising the extremal Kerr black hole) satisfy to this criterion, as it has been shown for
the BPS solutions in [39], and for both the almost BPS solutions introduced in [12] and
the composite non-BPS ones in [34].
In this paper we will exploit these ideas to derive generalisations of these solvable
systems of differential equations to compute and study a large class of solutions in N = 8
supergravity. The generalisation to N = 8 is pertinent because this is very probably
the simplest such supergravity theory at the quantum level, and on the other hand,
it is complicated enough classically such that its solutions exhaust the possible classes
of solutions one can have in supergravity coupled to abelian vector fields and scalars
parametrizing a symmetric space. We will study the solvable systems of equations that
are associated to the nilpotent orbits of e8(8) which can be realised within so(4, 4), and
which are therefore the direct generalisations of the systems of equations studied in the
STU model in [17, 14, 34] to the fullN = 8 supergravity. However, as opposed to the BPS
solutions, the non-BPS solutions do not in general sit in a given N = 2 truncation of the
theory, and our solutions will include new harmonic functions. Although these functions
will not dramatically change the physical properties of the solutions, they modify the
systems of differential equations in a non-trivial manner.
Within the maximal N = 2 truncation of N = 8 supergravity, the relevant nilpo-
tent subalgebras defining these solvable systems admit an SU(2)×Z2 SL(3,H) automor-
phism, and they decompose accordingly into a graded algebra; where SL(3,H) ∼= SU∗(6)
is the group linearly realised on the special coordinates of the special Ka¨hler space
SO∗(12)/U(6) of the maximal N = 2 truncation of the theory. The components of
these nilpotent subalgebras in the coset component (which are associated to the har-
monic functions defining the solutions) are
nAlmost BPS∼= (1⊕ 15)(1) ⊕ 15(3) ⊕ 1(5)
nnon−BPS∼= (2⊗ 15)(1) ⊕ 2(3)
nBPS∼= 32(1) (2)
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whereas for N = 8 supergravity one has
nAlmostBPS∼= (1⊕ 15)(1) ⊕ (2⊗ 6)(2) ⊕ 15(3) ⊕ 1(5)
nnon−BPS∼= (2⊗ 15)(1) ⊕ (2⊗ 6)(2) ⊕ 2(3)
nBPS∼= (2⊗ 6)(1) ⊕ (1⊕ 15)(2) ⊕ (1⊕ 15)(3) (3)
such that SU(2) ×Z2 SL(3,H) is also an automorphism of these nilpotent subalgebras.
The integer superscripts indicate the grading preserved by these nilpotent algebras. It is
such that the new generators of grade 2 are simply abelian in the generalised non-BPS
nilpotent algebra. In this sense, the generalisation of the non-BPS system is the simplest.
The almost BPS algebra is the next, with new generators of grade 2 that only commute to
source the grade 5 scalar function. The BPS algebra is the most stringent generalisation,
and the new generators of grade 1 then source half of the old ones. We will see that in the
associated, say ‘locally BPS system’, these new generators are associated to axion fields,
and would source strings instead of black holes. The more general nilpotent subalgebras,
which will be discussed in the last section, always have the property that new generators
appear at grade 1, and modify strongly the algebra. It is not yet clear if they can describe
composite black hole solutions.
We will make progress in the physical understanding of these solutions, which are also
pertinent within the N = 2 truncations. In particular we will generalise the two non-BPS
centres solution of [34] to an N centres solution. We will not assume the solution to be
axisymmetric, although we will only be able to derive a closed form formula in the case
in which the centres are all aligned. The missing explicit function will be defined as a
convergent integral for which we will derive the asymptotic expansion in the near horizon
and the asymptotic regions in Appendix A. Therefore we will not prove the regularity of
the solution everywhere, but only in these different regions. We will nevertheless be able
to prove the absence of closed time-like curve due to Dirac–Misner string singularities.
These criteria are known to be enough for regularity by experience, but a complete proof
would require a careful analysis of the solution everywhere. We can nevertheless rely
on numerical simulations that have been carried out in [17, 34] to exhibit that these
solutions are indeed generically regular everywhere.
In the non-BPS composite case the local properties of the non-BPS black holes at
the horizon are as expected. In the case in which they are not aligned, they produce
nevertheless an additional angular momentum which is related to the interactions of the
centres three by three. Studying the equations for the distance separations between the
black holes, we will see that they are not linear in their inverse distance separations,
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such that the interactions between the black holes do not only depend on their distance
separations pairwise, but also on the geometry of the triangles joining them in triplets.
We will study the composite non-BPS solutions in much more details, and in par-
ticular we will have an additional section devoted to the study of the duality invariance
of their physical properties. This will permit to get some information on the general
case, not associated to a specifically simple duality frame in which the solution can be
written in closed form. In this section we will exhibit the general form of the momentum
P ∈ 128, which will permit to introduce a generalised fake superpotential for N = 8
supergravity. The introduction of auxiliary tensors that can be determined in terms of
the electromagnetic charges of the black holes and the asymptotic moduli will permit to
show the duality invariance of the equations determining the distance separations of the
centres.
In the almost BPS system we will study the restricted case of one BPS centre and
arbitrary many non-BPS ones. This solution will be complementary of the one derived in
[14], where they considered one non-BPS centre and arbitrary many aligned BPS ones.
We will see that even if this system does not allow for interactions between the non-
BPS black holes in the absence of BPS black hole, the presence of the latter permits to
consider charge configurations which do not locally commute for the various non-BPS
black holes. The local properties of the BPS black hole in the near horizon region are
somehow unexpected, because we will see that there is no enhancement of supersymmetry,
and the BPS horizon is replaced by a surrounding under-rotating horizon,1 which area is
larger than the one of the original BPS centre. In this case also we will find additional
contributions to the angular momentum which appear when two non-BPS black holes
are not aligned with the BPS centre. In general one should expect to have additional
corrections when three BPS centres are not aligned with two non-BPS ones coming from
the solution of the Laplace equation with five distinct point sources.
In order to carry out this program we will not consider directly the non-linear sigma
model defined on E8(8)/Spin
∗
c
(16). It turns out that the smallest linear representation
of E8(8) is the adjoint which is 248-dimensional. Instead, we will consider the truncation
to the E6(6)/Spc(8,R) coset space. This truncation contains all the information we need
and the 27 dimensional fundamental representation of E6(6) can be managed with the
help of a computer. It will appear that the SL(3,R) linearly realised symmetry of
1By under-rotating horizon we mean an ergo-free horizon with zero angular velocity, but which is not
spherically symmetric such that it would lead to an ADM angular momentum for a single-centre black
hole [40].
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the solutions in the truncation is promoted to a linearly realised SU(2) × SL(3,H) ∼=
SU(2)× SU∗(6) symmetry in N = 8 supergravity. Relying on this property, we will be
able to generalise the solutions to N = 8 supergravity without ambiguities. Doing so,
we will define particularly convenient coordinates for the symmetric space E7(7)/SUc(8)
which generalise somehow the special coordinates in very special Ka¨hler geometry. The
basic idea is to realise E7(7)/SUc(8) as a E7(7)/(U(1)×E6(2)) fibered over the quaternionic
space SO(4, 4)/(SO(4)× SO(4))
E7(7)/(U(1)×E6(2)) →֒ E7(7)/SUc(8)
↓
SO(4, 4)/(SO(4)× SO(4))
(4)
The complex fibre E7(7)/(U(1)×E6(2)) is a pseudo-Riemannian special Ka¨hler space, and
can be coordinatized in terms of Hermitian matrices over the split octonions, similarly
as special coordinates for the exceptional special Ka¨hler space E7(−25)/(U(1)× E6(−78)).
However, the fibre-bundle structure does not preserve the complete E7(7) isometry of the
fibre. Therefore the associated special coordinates will not admit a linearly realised E6(6)
symmetry preserving the equations of motion, as the special coordinates admit a linearly
realised E6(−26) symmetry in the exceptional special Ka¨hler geometry [41].
In this paper we will parametrize the scalar fields in terms of a complex exceptional
Jordan algebra element t , i.e. a 3 by 3 Hermitian matrix over the split octonions, which
we will decompose into a 3 by 3 Hermitian matrix over the quaternions t1 and an anti-
symmetric matrix over the quaternions t2 (equivalently a 3-vector of quaternions)
t = t1 + ℓt2 (5)
and similarly for the electromagnetic charges q0,Q , P , p
0 and the electromagnetic fields.
This notation will be rather convenient in order to render straightforward the truncation
of our solutions to N = 2 supergravity. In N = 2 supergravity, the components t2 linear
in the split imaginary unit ℓ are simply set to zero. The generalisation to any N = 2
supergravity coupled to vector multiplets which scalar fields parametrize a symmetric
special Ka¨hler space of cubic prepotential can be obtained by considering t1 (and the
other Jordan algebra elements) to lie in the appropriate Jordan algebra [41, 42]. In
particular, one can obtain the solutions of the STU model by considering the Jordan
algebra of diagonal 3 by 3 real matrices, such that the three diagonal components of t
give the three STU moduli, and respectively for the charges.
Similarly, the SL(6)/SO(6) moduli of the truncated theory will be described in terms
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of special coordinates associated to the fibration
SL(6,R)/(U(1)× SL(3,C)) →֒ SL(6,R)/SO(6)
↓
R∗+ ×R∗+
(6)
which fibre will be coordinatized by a complex element of the Jordan algebra of Hermitian
3 by 3 matrices over the split complex. The solutions described in this paper will admit
a linearly realised SL(3,R) symmetry, such that the two base space scalars are not
sourced, and the solutions can be written in terms of symmetric 3 by 3 real matrices
and a real 3 vector. The enhancement of this symmetry to SU(2)× SL(3,H) in N = 8
supergravity is very constraining, and implies that the corresponding explicit solutions
can be determined without ambiguities in terms of 3 by 3 Hermitian matrices over the
quaternions, and a 3 vector of quaternions, such that the 16 SO(4, 4)/(SO(4)× SO(4))
base space scalars are not sourced. For the most general ergo-free extremal solutions
of N = 8 supergravity discussed in the last section, the linearly realised symmetry is
reduced to SO(4, 4), which is a priori not big enough to determine without ambiguities
the generalisation of a solution of the truncation to N = 8 supergravity. Nevertheless,
combining the knowledge inherited from the most general solutions of the truncation with
the explicit form of the first order linear system in N = 8 supergravity, one might be able
to determine the most general solutions without considering directly the E8(8)/Spin
∗
c
(16)
representative.
2 Exceptional truncations
In order to find solutions of N = 8 supergravity in four dimensions, and more gener-
ally of eleven-dimensional supergravity, it is often extremely useful to consider pertinent
consistent truncations of the theory. Because one has been mainly interested in BPS
solutions preserving a certain amount of supersymmetry, one was used to consider super-
symmetric truncations of the theory. However, we will be studying non-BPS solutions in
this paper, and there is no particular reason to consider truncations which are themselves
supersymmetric. On the contrary, it will turn out that the most appropriate consistent
truncations of N = 8 supergravity which are pertinent in the discussion of composite
black hole solutions do not define the bosonic sector of supersymmetric theories. Rather
than maintaining a certain amount of supersymmetry, these theories preserve somehow
“exceptionality”.
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N = 8 supergravity can be obtained as the compactification of eleven-dimensional
supergravity on a seven-torus [43], or alternatively as the compactification of type IIB
supergravity on a six-torus. The second theory admits a non-supersymmetric truncation
which consists in setting to zero the scalar fields and the doublet of 2-form fields. The
remaining theory consists in a self-dual 5-form field strength coupled to gravity.
A further truncation can been carried out in eight dimensions, by considering gravity
coupled to an SL(2)/SO(2) non-linear sigma model and a 3-form, which 4-form field
strength transforms in the fundamental of SL(2) (by complex selfduality).
These theories have the common property that after dimensional reduction down to
four dimensions, the corresponding stationary solutions admit a duality group of type
En(n). Similarly as the exceptional N = 2 supergravity theories, their respective duality
groups in 3, 4 and 5 dimensions define the magic square
5D
4D
3D


SL(3)× SL(3) SL(6) E6(6)
SL(6) SO(6, 6) E7(7)
E6(6) E7(7) E8(8)

 (7)
associated to the three exceptional Jordan algebras of Hermitian 3 × 3 matrices over
the three spit composition algebras. The realisation of split real form of exceptional Lie
algebra as quasiconformal groups associated to exceptional Jordan algebras defined over
split composition algebras has been defined and studied in [44, 45].
The stationary solutions of the corresponding four-dimensional theories are described
by three-dimensional Euclidean gravity coupled to the non-linear sigma model over the
pseudo-Riemannian symmetric spaces
E6(6)/Spc(8,R) ⊂ E7(7)/SUc(4, 4) ⊂ E8(8)/Spin∗c (16) (8)
respectively (where the index c states for the quotient by the Z2 subgroup which leaves in-
variant the real 27, the complexe 28 and the real 128 representations of Sp(8,R), SU(4, 4)
and Spin∗(16), respectively).
The main advantage in considering these truncations is that the smallest linear rep-
resentation of E8(8) is of dimension 248, whereas E6(6) admits a 27-dimensional linear
representation. Moreover, one will be able to lift the solutions associated to the E6(6)
model to the general solutions of N = 8 supergravity by promoting real functions to
functions defined over the quaternions.
For this purpose, let us first define the coordinates over E6(6)/Spc(8,R).
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2.1 Conventions for E6(6)
In four dimensions, this theory consists of Einstein gravity coupled to 20 scalar fields
parametrizing the symmetric space SL(6)/SO(6) and 10 vector fields which field strengths
transform altogether in the 3-form representation 20 of SL(6). The stationary metric
will take the standard form
ds2 = −e2U(dt+ ω)2 + e−2Uδµνdxµdxν , (9)
as well as the vector fields
√
8AABC = ζABC
(
dt+ ω
)
+ wABC , (10)
where the tensors are antisymmetric with respect to the permutations of the three SL(6)
indices ABC.
We will decompose the 27 representation in terms of the four-dimensional duality
group as
e6(6)∼= 1(−2) ⊕ 20(−1) ⊕
(
gl1 ⊕ sl6
)(0) ⊕ 20(1) ⊕ 1(2)
27∼= 6(−1) ⊕ 15(0) ⊕ 6(1) (11)
such that a general element of e6(6) acting on a vector (R
(1), S(−1), T (0)) admits the following
matrix form in terms of two antisymmetric tensors Eabc and Fabc, and the traceless tensor
Gab
δ

R
a
Sa
Tbc

 =


δadH +G
a
d δ
a
dE E
aef
δadF −δadH +Gad F aef
−Fbcd Ebcd −2δ[e[aGf ]b]



R
d
Sd
Tef

 (12)
where Eabc ≡ 16εabcdefEdef and respectively for Fabc. The elements of sp(8,R) are defined
from the involution associated to the metric
η =

 δ
a
d 0 0
0 δad 0
0 0 −δefab

 (13)
as x‡ ≡ ηxtη = −x, and they read

Aad δ
a
da X
aef
−δada Aad Xaef
Xbcd Xbcd −2δ[e[aAf ]b]

 (14)
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where Aab is antisymmetric.
Using the standard convention that capital indices correspond to rigid SL(6) (acting
on the left) whereas small ones correspond to local SO(6) (acting on the right), one has
the representative
V =exp[ζABCEABC + σE] exp[UH]

 va
A′ 0 0
0 va
A′ 0
0 0 (v−1)[B′b(v−1)C′]c


=

 e
Uva
A e−UvaAσ + 12e
−UvaBζADEζBDE (v−1)Db(v−1)EcζADE
0 e−UvaA 0
0 e−UvaDζBCD (v−1)[Bb(v−1)C]c

 (15)
where one must note that va
A should be understood as the transverse vt acting on the
right through the contraction with the index a.
It will be convenient to make use of a non-triangular representative in SL(6)/SO(6)
as
vt = exp


0 a1 0 ξ0 0 ζ
2
0 0 0 0 0 0
0 ξ3 0 a2 0 η0
0 0 0 0 0 0
0 ζ0 0 η
1 0 a3
0 0 0 0 0 0


exp


0 0 0 0 0 0
0 0 0 ξ1 0 ζ3
ξ2 0 0 0 0 0
0 0 0 0 0 η2
ζ1 0 η3 0 0 0
0 0 0 0 0 0


×
exp


−φ1 + ς+ 0 0 0 0 0
0 φ1 + ς+ 0 0 0 0
0 0 −φ2 − ς+ − ς− 0 0 0
0 0 0 φ2 − ς+ − ς− 0 0
0 0 0 0 −φ3 + ς− 0
0 0 0 0 0 φ3 + ς−


(16)
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which gives
vt =


1 a1 0 ξ0 0 ζ
2
0 1 0 0 0 0
0 ξ3 1 a2 0 η0
0 0 0 1 0 0
0 ζ0 0 η
1 1 a3
0 0 0 0 0 1


×


e−φ1+ς+ 0 0 0 0 0
0 eφ1+ς+ 0 eφ2−ς+−ς−ξ1 0 eφ3+ς−(ζ3+12 ξ
1η2)
e−φ1+ς+ξ2 0 e−φ2−ς+−ς− 0 0 0
0 0 0 eφ2−ς+−ς− 0 eφ3+ς−η2
e−φ1+ς+(ζ1+1
2
ξ2η3) 0 e−φ2−ς+−ς−η3 0 e−φ3+ς− 0
0 0 0 0 0 eφ3+ς−


(17)
where ti ≡ ai+ ie−2φi are the STU moduli. The reason for this choice is that the matrix
on the right corresponds to the GL(1) × SL(3)/SO(3) × SL(3)/SO(3) representative
(with the two SL(3) factors respectively in upper and lower triangular form), which
parametrizes the five-dimensional scalars and the dilaton φ ≡∑i φi that appears in the
dimensional reduction from five to four dimensions, whereas the left matrix corresponds to
the axion fields associated to the five dimensional electromagnetic fields, which transform
in the 3⊗ 3 with respect to the five-dimensional duality group SL(3)× SL(3).
Exceptional Jordan algebra
This representation will permit to use the homomorphism SL(3) × SL(3) ∼= SL(3,C∗)
where C∗ is the split complex composition algebra, with imaginary unite ℓ satisfying
ℓ2 = 1. In this way one can rewrite the axion fields as a (Jordan algebra) Hermitian
matrix over C∗
a =


a1 α3 α
∗
2
α∗3 a2 α1
α2 α
∗
1 a3

 (18)
with
α1 =
1
2
(ξ0+ξ
3)+
ℓ
2
(ξ3−ξ0) , α2 = 1
2
(ζ2+ζ0)+
ℓ
2
(ζ2−ζ0) , α3 = 1
2
(η0+η
1)+
ℓ
2
(η1−η0)
(19)
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Using the property (which defines the homomorphism C∗ ∼= R⊕R)
(1± ℓ
2
)2
=
1± ℓ
2
(20)
one computes that the components of the Maurer–Cartan form vt−1dvt associated to the
axions take the form
ρ(ς)

 e
φ1 0 0
eφ2ξ∗ eφ2 0
eφ3(ζ+1
2
ξ∗η∗) eφ3η∗ eφ3

 d

 a1 α3 α
∗
2
α∗3 a2 α1
α2 α
∗
1 a3



 e
φ1 eφ2ξ eφ3(ζ∗+1
2
ξη)
0 eφ2 eφ3η
0 0 eφ3


(21)
where
ξ =
1
2
(ξ1− ξ2)− ℓ
2
(ξ1+ ξ2) , ζ =
1
2
(ζ3− ζ1)+ ℓ
2
(ζ3+ ζ
1) , η =
1
2
(η2− η3)− ℓ
2
(η2+ η3)
(22)
and ρ(ς) acts on the resulting matrix such that on any Hermitian matrix
ρ(ς)

 b1 β3 β
∗
2
β∗3 b2 β1
β2 β
∗
1 b3

 =

 b1 ρ3(ς)β3 ρ
∗
2(ς)β
∗
2
ρ∗3(ς)β
∗
3 b2 ρ1(ς)β1
ρ2(ς)β2 ρ
∗
1(ς)β
∗
1 b3

 (23)
with
ρ1(ς) = e
ℓ(2ς++ς−) , ρ2(ς) = e
ℓ(−ς++ς−) , ρ3(ς) = e−ℓ(ς++2ς−) (24)
the three phases satisfying the triality condition
ρ∗i (ς) = ρi+1(ς)ρi+2(ς) (25)
The matrix
υ−1 =


eφ1 eφ2ξ eφ3(ζ∗+1
2
ξη)
0 eφ2 eφ3η
0 0 eφ3

 (26)
on the right of (21) also defines partially the GL(1)× SL(3,C∗) coset representative. In
analogy with the N = 2 case for which the GL(1)× SL(3,C) Maurer–Cartan form can
be written as
dυ υ−1 + υ†−1dυ† = υ†−1d(υ†υ)υ−1 (27)
we will define the complex coordinates
t = a + iυ†υ (28)
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with
υ†υ =

e−2φ1 −e−2φ1ξ −e−2φ1(ζ∗−1
2
ξη)
−e−2φ1ξ∗ e−2φ2 + e−2φ1 |ξ|2 −e−2φ2η + e−2φ1 ξ∗(ζ∗−1
2
ξη)
−e−2φ1(ζ−1
2
η∗ξ∗) −e−2φ2η∗ + e−2φ1(ζ−1
2
η∗ξ∗)ξ e−2φ3+e−2φ2 |η|2+e−2φ1 |ζ∗−1
2
ξη|2

 (29)
The metric is still defined in terms of the complex 1-form valued in the Jordan algebra
Dt ≡ ρ(ς)
(
υ†−1dt υ−1
)
(30)
but instead of being given by the SL(3,C∗) invariant trace, as
ds2 6= Tr Dt ⋆ Dt¯ (31)
with
t¯ ≡ a − iυ†υ (32)
the definition requires to split C∗ into R⊕R as
Dt1 + ℓDt2 (33)
and the metric is given by the R∗+ ×R∗+ invariant trace
ds2 = Tr Dt1 ⋆ Dt¯1 + Tr Dt2 ⋆ Dt¯2 + 4dς
2
+ + 4dς
2
− (34)
Therefore the metric is not directly determined in terms of the variables t and is not
invariant under the holomorphic action of the symmetry group of the determinant of the
Jordan algebra SL(3,C∗). Nevertheless, we will see that these coordinates are particu-
larly convenient for describing black hole solutions.
In the same way, the components of ζABCEABC , rewritten as a 6× 15 matrix

0 P 0 P 3 P 2 Q1 p1 0 −p3 0 −x¯ y 0 0 z q2
0 P 1 Q2 Q3 −Q0 y¯ p3 0 x¯ 0 q1 −z −q2 0 0
z 0 0 x q3 0 P 0 P 1 P 3 Q2 p2 0 −p1 0 −y¯
q2 −x −q3 0 0 0 P 2 Q3 Q1 −Q0 z¯ p1 0 y¯ 0
p3 0 −p2 0 −z¯ x¯ 0 0 y q1 0 P 0 P 2 P 1 Q3
x¯ p2 0 z¯ 0 q
3 −y −q1 0 0 0 P 3 Q1 Q2 −Q0


(35)
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can be recombined into two scalars q0 ≡ Q0 and p0 ≡ P 0 and two Hermitian matrices Q
Q =

 Q1
q3−z
2
+ ℓ q
3+z
2
q2−y
2
+ ℓ
q2+y
2
q3−z
2
− ℓ q3+z
2
Q2
q1−x
2
+ ℓ q
1+x
2
q2−y
2
− ℓ q2+y
2
q1−x
2
− ℓ q1+x
2
Q3

 (36)
and P
P =

 P1
p3−z¯
2
+ ℓp3+z¯
2
p2−y¯
2
+ ℓ
p2+y¯
2
p3−z¯
2
− ℓp3+z¯
2
P2
p1−x¯
2
+ ℓp1+x¯
2
p2−y¯
2
− ℓp2+y¯
2
p1−x¯
2
− ℓp1+x¯
2
P3

 (37)
These coordinates render the N = 2 truncation of the theory rather transparent,
because the latter is simply defined by the real solutions (no ℓ components) with ς± = 0.
The coordinates then correspond to the conventional special coordinates associated to
the special Ka¨hler space Sp(6,R)/U(3) [41, 42]. Requiring all the symmetric 3 by 3
matrices to be diagonal corresponds then to the STU truncation. In these notations the
two truncations of the solutions we will describe in the following will be transparent. The
corresponding three-dimensional models are defined over the symmetric spaces
SO(4, 4)/
(
SO(2, 2)× SO(2, 2)) ⊂ F4(4)/(SL(2)×Z2 Sp(6,R)) ⊂ E6(6)/Spc(8,R) (38)
2.2 Lift to E7(7) special coordinates
We will now describe how these coordinates can be generalised to the symmetric space
E7(7)/SUc(8) of N = 8 supergravity moduli. Just like SL(3,R)× SL(3,R) ∼= SL(3,C∗),
it is possible to realise E6(6) as SL(3,O
∗). Recall that the split octonions are defined as
doublets of quaternions
k + ℓs , e + ℓy (39)
which are multiplied according to the Cayley rule [46]
(e+ ℓy)(k + ℓs) = ek + sy∗ + ℓ(e∗s+ ky) (40)
and for which the complex conjugation reads
(k + ℓs)∗ = k∗ − ℓs (41)
For the case of the E6(6) truncation one considered the split complex, and these relations
reduced to say that ℓ2 = 1 and ℓ∗ = −ℓ. As opposed to the case of the associative com-
position algebra, there is no representation of SL(3,O∗) on 3-vectors of split octonions
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because of the lack of associativity. However, the associativity problem is resolved in the
case of the representation on Hermitian 3 by 3 matrices over the split octonions. More
precisely, the action of traceless 3 by 3 matrices over O∗ on a Hermitian 3 by 3 ma-
trix closes modulo g2(2) automorphism transformations. This Lie algebra representation
exponentiates to a group representation of E6(6).
Let us consider a 3 by 3 matrix over any composition algebra which diagonal compo-
nents are all real
X =

 h1 e3 e
∗
2
f ∗3 h2 e1
f2 f
∗
1 h3

 (42)
By definition, the infinitesimal transformation of a Hermitian matrix a
δa = Xa + aX† (43)
preserves the condition that a is Hermitian. In order to check that this transformation
defines a Lie algebra representation, it will be convenient to define the algebra in the
associated differential graded algebra
∧
sl∗3(O
∗), which can be understood as the complex
of Grassmann variables valued in the co-algebra on which acts the differential δ as
δX i =
1
2
C ijkX
jXk (44)
where C ijk are the structure constants. The differential is also defined on vectors asso-
ciated to the representations of the Lie algebra as in (43). In this formalism, the Jacobi
identity is then equivalent to the nilpotency of the differential δ, as it is in the BRST
formalism. For anti-commuting parameters, one will use the convention that
(ef)∗ = −f ∗e∗ (45)
and therefore the identities on the algebra get minus signs associated to the grading. We
define
δX = X2 − 1
2

e3f
∗
3+e
∗
2f2+f3e3+f
∗
2 e2 0 0
0 f∗3 e3+e1f∗1+e∗3f3+f1e∗1 0
0 0 f2e∗2+f∗1 e1+e2f∗2+e1f∗1

 (46)
where the second term is required in order to ensure that the diagonal elements remain
real. One computes that δ2 does not vanish, but gives
δ2X =
∑
i
r(ei, fi)X =
∑
i

 0 r3−i(ei, fi)e3
(
r2−i(ei, fi)e2
)∗(
r3−i(ei, fi)f3
)∗
0 r1−i(ei, fi)e1
r2−i(ei, fi)f2
(
r1−i(ei, fi)f1
)∗
0


(47)
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where the indices of ri(a, b) are defined modulo 3 and
r1(a, b)α=−1
2
a∗(bα)− 1
2
b∗(aα)
r2(a, b)α=
1
2
(αa)b∗ +
1
2
(αb)a∗
r3(a, b)α=−a(b∗α + (−1)αα∗b)− b(a∗α + (−1)αα∗a) (48)
for anticommuting composition algebra elements a and b and where (−)α is minus if α
is anticommuting (i.e. (−)α = −1 in (47), whereas (−)α = 1 in (51) to come). These
transformations generate the automorphisms of the algebra of cyclic products of three
copies of the composition algebra. Indeed r3(a, b) is manifestly an infinitesimal rotation
whereas r1(a, b) and r2(a, b) correspond to spinor transformations. Their group analogue
are the triality related fundamental representations of Spin(4, 4) satisfying(
ρi(ς)β
∗α∗
)∗
=
(
ρi+1(ς)α
)(
ρi+2(ς)β
)
(49)
for the split octonions. We conclude that the algebra closes modulo so(4, 4) transforma-
tions in this case. This representation corresponds precisely to the graded decomposition
of e6(6)
e6(6) ∼= 8(−2)2 ⊕ (81 ⊕ 83)(−1) ⊕
(
gl1 ⊕ gl1 ⊕ so(4, 4)
)(0) ⊕ (81 ⊕ 83)(1) ⊕ 8(2)2 (50)
One checks also that E6(6) is represented in this way on the Jordan algebra such that
δ2a =
∑
i
r(ei, fi)a =
∑
i


0 r3−i(ei, fi)α3
(
r2−i(ei, fi)α2
)∗(
r3−i(ei, fi)α3
)∗
0 r1−i(ei, fi)α1
r2−i(ei, fi)α2
(
r1−i(ei, fi)α1
)∗
0


(51)
The coordinates we have been using for SL(6) will extend straightforwardly to E7(7) in
this way. To take care of the associativity issue, we will define the ordered exponential
: exp[X ]a exp[X†] : ≡ a +Xa + aX† + 1
2
(
X(Xa + aX†) + (Xa + aX†)X†
)
+
1
6
(
X
(
X(Xa + aX†) + (Xa + aX†)X†
)
+
(
X(Xa + aX†) + (Xa + aX†)X†
)
X†
)
+. . .
(52)
Special coordinates for E7(7)/SUc(8)
The GL(1)×E6(6) coset element will be represented by 16 scalar fields (written collectively
ςI) parametrizing the quaternionic symmetric space SO(4, 4)/(SO(4) × SO(4)), three
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scalars φi and three O
∗ valued scalars ξ, η, ζ such that the group is represented in the 27
as
a ′ = ρ(ς)



 e
φ1 0 0
0 eφ2 0
0 0 eφ3

 : exp

 0 0 0ξ∗ 0 0
ζ η∗ 0

 a exp

 0 ξ ζ
∗
0 0 η
0 0 0

 :

 e
φ1 0 0
0 eφ2 0
0 0 eφ3



 (53)
One can still define the complex coordinates t by acting on the identity of the Jordan
algebra in the conjugate representation
t = a + i : exp

 0 0 0−ξ∗ 0 0
−ζ −η∗ 0



e
−2φ1 0 0
0 e−2φ2 0
0 0 e−2φ3

 exp

0−ξ−ζ
∗
0 0 −η
0 0 0

 : (54)
= a + i


e−2φ1 −e−2φ1ξ −e−2φ1(ζ∗−1
2
ξη)
−e−2φ1ξ∗ e−2φ2 + e−2φ1 |ξ|2 −e−2φ2η + e−2φ1ξ∗(ζ∗−1
2
ξη)
−e−2φ1(ζ−1
2
η∗ξ∗) −e−2φ2η∗ + ie−2φ1(ζ−1
2
η∗ξ∗)ξ e−2φ3+e−2φ2 |η|2+e−2φ1 |ζ∗−1
2
ξη|2


The metric is defined in terms of
Dt = ρ(ς)




eφ1 0 0
0 eφ2 0
0 0 eφ3

 : exp


0 0 0
ξ∗ 0 0
ζ η∗ 0

 dt exp


0 ξ ζ∗
0 0 η
0 0 0

 :


eφ1 0 0
0 eφ2 0
0 0 eφ3




(55)
similarly as in (34) by
ds2 = Tr Dt1 ⋆ Dt¯1 + Tr Dt2 ⋆ Dt¯2 + gIJ(ς)dς
IdςJ (56)
The determinant is defined in the Jordan algebra by [46]
det[a] = a1a2a3 −
∑
i
ai|αi|2 + α1α2α3 + α∗3α∗2α∗1 (57)
and we have that
i det[t − t¯ ] = 8 e−2φ1e−2φ2e−2φ3 (58)
This determinant defines the symmetric cross product such that
a × a = a2 − Tr a · a − 1
2
Tr a2 +
1
2
Tr2 a (59)
The coordinates can be chosen independently of a specific parametrization by requiring
that this determinant is the product of three strictly positive fields. Under this condition
one can define the Jordan inverse of (t − t¯) as
(t − t¯)−1 = det[t − t¯ ]−1(t − t¯)× (t − t¯) (60)
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For a Jordan algebra defined over a field, like in N = 2 special geometry, the scalar field
metric would be simply given by [42]
ds2 = − 4
det[t − t¯ ]2Tr (t − t¯)× (t − t¯)dt (t − t¯)× (t − t¯)dt¯ (61)
which implies that the metric is invariant with respect to a linear action of the symmetry
group preserving the determinant. However in our case the metric is defined as in (56) and
is not preserved by the complete E6(6) symmetry, but only by its SO(4, 4) subgroup. The
solutions we will describe in this paper satisfy nevertheless that Dt2 is real, such that the
remaining coordinates admit an enhanced linearly realised symmetry SU(2)×Z2SL(3,H),
as for the solutions sitting in the maximal N = 2 truncation of the theory. 2
The electromagnetic charges in the 56
The electromagnetic charges will be described in the same way. We consider the decom-
position of eletromagnetic charges according to the E6(6) ⊂ E7(7) subgroup, such that
they decompose into 1⊕ 27 electric charges, q0 and the Jordan algebra element
Q =


Q1
q3−z
2
+ ℓ q
3+z
2
(
q2−y
2
)∗
+ ℓ
q2+y
2(
q3−z
2
)∗
− ℓ q3+z
2
Q2
q1−x
2
+ ℓ q
1+x
2
q2−y
2
− ℓ q2+y
2
(
q1−x
2
)∗
− ℓ q1+x
2
Q3

 (62)
and 1⊕ 27 magnetic charges, p0 and the Jordan algebra element
P =


P1
p3−z¯
2
+ ℓp3+z¯
2
(
p2−y¯
2
)∗
+ ℓ
p2+y¯
2(
p3−z¯
2
)∗
− ℓp3+z¯
2
P2
p1−x¯
2
+ ℓp1+x¯
2
p2−y¯
2
− ℓp2+y¯
2
(
p1−x¯
2
)∗
− ℓp1+x¯
2
P3

 (63)
where qi, pi, x , y , z, x¯ , y¯, z¯ are quaternions.
It will often be useful to decompose a 3 by 3 Hermitian matrix over the split octonions
into a 3 by 3 Hermitian matrix over the quaternions and a 3 vector over the quaternions.
For this purpose we define the Hodge like operation E from a 3 vector over the quaternions
2Note however that this symmetry is incompatible with SO(4, 4). Indeed, extracting Im[t2] from the
special coordinates and combining it with the ς ’s to parametrize the symmetric space F4(4)/(Sp(1) ×
Sp(3)) permits to compensate for the linear E6(6) realisation, however, only its SU(2) ×Z2 SL(3,H)
preserves the condition Im[t2] = 0.
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Y to a 3 by 3 antisymmetric matrix over the quaternions
E


Y1
Y2
Y3

 =


0 Y3 −Y2
−Y3 0 Y1
Y2 −Y1 0

 (64)
Using this notation, we will write
Q = q + ℓEq , P = p + ℓEp (65)
One has then 3
Q × Q = q × q + qq† − ℓEqq (67)
where qq† is the Hermitian matrix defined from the tensor product of the vector q with
its Hermitian conjugate q†, and qq is the ordinary action of a Hermitian matrix on a
vector. In particular, we will consider pqq as the repeated action of the matrix such that
the factor pq is the ordinary product of two Hermitian matrices, and not the symmetric
Jordan product. In this way
det[Q ] = det[q ] + (q†qq) (68)
and
Tr [Q P ] = Tr [q p]− (q†p)− (p†q) (69)
Using these equations, the quartic invariant [47]
I4 ≡ p0 det[Q ]− q0 det[P ] + Tr [(Q × Q )(P × P )]− 1
4
(
q0p
0 + Tr [Q P ]
)2
(70)
decomposes as
I4 = p
0
(
det[q ] + (q†qq)
)− q0(det[p] + (p†p p))+ Tr [(q × q)(p × p)]
+ (q†(p × p)q) + (p†(q × q)p) + (q†p)(p†q)− (p†p qq)− (q†q p p)
− 1
4
(
q0p
0 + Tr [q p]− (q†p)− (p†q))2 (71)
Let us mention that all these algebraic relations can be written in terms of SU(2)×
SU∗(6) tensors (SU∗(6) ∼= SL(3,H)). The charge q can be written in term of an an-
tisymmetric tensor of SU∗(6) Qab, and q as an SU(2) × SU∗(6) tensor Qaα, while P is
3Whereas the Jordan product decomposes as
Q 2 = q2 + qq† − (q†q)1+ ℓE(Tr [q] − q)q (66)
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defined in terms of tensors transforming in the conjugate representations P ab and P αa . In
this way one has
Tr [Q P ] =
1
2
QabP
ab − 1
2
QaαP
α
a
(Q × Q )ab= 1
8
εabcdefQcdQef +
1
2
εαβQaαQ
b
β
(Q × Q )αa =−εαβQabQbβ
det[Q ] =
1
48
εabcdefQabQcdQef +
1
4
εαβQabQ
a
αQ
b
β (72)
and similarly for P ab and P αa .
The central charges
The 28 complex central charges Zij(q, p) decompose accordingly into two real components
Z0=
1√
det[υ†υ]
(
q0 + Tr [a Q ] + Tr [a × a P ]− det[a]p0
)
Z0=
√
det[υ†υ] p0 (73)
and two Jordan algebra elements
Z27= ρ(ς)
1√
det[υ†υ]
: υ
[
Q + 2a × P − a × a p0]υ† :
Z
27
= ρ(ς)
√
det[υ†υ] : υ†−1
[
P − a p0]υ−1 : (74)
where υ is formally defined as
υ =


e−φ1 0 0
0 e−φ2 0
0 0 e−φ3

 exp


0−ξ−ζ∗
0 0 −η
0 0 0

 (75)
with the product appearing in the exponential understood to be ordered such that each
element acts on the charges in a first place, according to (52). As for N = 2, it will be
more convenient to define the central charges in a complex basis. These combinations
will break the symmetry group to the one of the maximal N = 2 truncation, i.e. to
SU(2)×Z2 Spin∗(12) ⊂ E7(7) and S(U(2)×U(6)) ⊂ SU(8). Z0 and Z0 are only invariant
with respect to the subgroup Sp(4) ⊂ SU(8), and the traces of Z27 and Z27
Tr Z27=
1√
det[υ†υ]
Tr
[
(υ†υ)
(
Q + 2a × P − a × a p0)]
Tr Z
27
=
1√
det[υ†υ]
Tr
[
(υ†υ)× (υ†υ)(P − a p0)] (76)
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are only invariant with respect to the subgroup Sp(1) × Sp(3) ⊂ S(U(2) × U(6)). But
the ‘central charge’
Z(p, q)=
1
4
(
Z0 + iTr Z27 − Tr Z27 + iZ0
)
=
1√
2i det[t − t¯ ]
(
q0 + Tr
[
tQ
]
+ Tr
[
t × t P
]
− det[t ]p0
)
(77)
is itself invariant with respect to S(U(2)×U(6)). Of course, if one considers the maximal
N = 2 truncation of the theory by fixing all split octonions to be quaternions, then this
‘central charge’ defines the N = 2 central charge. The unconventional factor of √2 is due
to the fact that we will not consider integral electromagnetic charges, but rather charges
valued in
√
2Z, in order to simplify expressions. One can similarly recombine the other
components of the central charges Zij into the Jordan algebra element
DZ(p, q)=−1
2
(
Z27 + iZ27
)
+
1
4
(
Z0 + iTr Z27 + Tr Z27 − iZ0)
)
1
=
ρ(ς)
4
√
det[υ†υ]
(
q01− 2i : υQ υ† : +iTr [υ†υQ ]1+ Tr [a Q ]1
−2 det[υ†υ] : v†−1Pv−1 : +Tr [(υ†υ)× (υ†υ)P ]1+ Tr [a × a P ]1
−4i : υ(a × P )υ† : +2iTr [(υ†υ)× a P ]1
−
((
i det[υ†υ] + Tr [(υ†υ)× (υ†υ)a] + iTr [υ†υ(a × a)] + det[a])1
−2 det[υ†υ] : v†−1av−1 : −2i : υ(a × a)υ† :
)
p0
)
(78)
which reduces to the Ka¨hler derivative of the central charge in tangent frame for quater-
nions. In general it includes 27 complex components, and decomposes into its quater-
nionic and its ℓ component which transform in the 15 ⊕ 2 ⊗ 6¯ of S(U(2) × U(6)). In
particular, its trace appears to be equal to
Tr DZ(p, q) = −
√
2i det[t − t¯ ]Tr
[
(t − t¯) ∂
∂t
] Z√
2i det[t − t¯ ] (79)
It breaks S(U(2)× U(6)) to its Sp(1)× Sp(3) subgroup, and it will appear explicitly in
the definition of the ADM mass of the solutions we will describe in this paper.
2.3 Extraction of the solutions
A solution is generated from an Ansatz in the symmetric gauge. For a given nilpotent
orbit one choses a specific representative h of the semi-simple orbit which characterises
21
the nilpotent element e through [48]
[h, e] = 2e (80)
For even orbits, this element also characterises the corresponding nilpotent subalgebra
as the subalgebra of strictly positive grade, generated by the elements
[h, e(p)] = 2p e(p) (81)
where 0 < p ≤ n for a finite n. We then decompose a general vector L in this nilpotent
subalgebra as
L =
n∑
p=1
L(p) (82)
such that
[h,L] = 2
n∑
p=1
pL(p) (83)
A solution is obtained from such vector L defined as a function over the punctured R3,
which punctures correspond to the black hole horizons. The functions defining L satisfy
a set of differential equations as explained in details in [34].
In order to render this section slightly more explicit, let us discuss the particular case
of the non-BPS composite system in the E6(6) truncation. In that case, the relevant
generator h (which can be expressed in a Cartan basis as [0 -0 -2=〈0] [49]) decomposes the
sp(8,R) algebra into
sp(8,R) ∼= 6(−2) ⊕ (2⊗ 3)(−1) ⊕ (gl1 ⊕ sl2 ⊕ sl3)(0) ⊕ (2⊗ 3)(1) ⊕ 6(2) (84)
where the nilpotent generators satisfy the algebra
[Eαa ,E
β
b ] = ε
αβEab (85)
The 42 representation of Sp(8,R) decomposes accordingly into
42 ∼= 2(−3) ⊕ 3(−2) ⊕ (2⊗ 6)(−1) ⊕ 8(0) ⊕ (2⊗ 6)(1) ⊕ 3(2) ⊕ 2(3) (86)
where the nilpotent generators satisfy
[eabα , e
cd
β ] =
1
2
εαβε
aceεbdfEef , [Eab, e
cd
α ] =
1
2
(δcaδ
d
b + δ
d
aδ
c
b)eα (87)
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and the grade 2 generators ea commute with the others, but the generators Eαa . The
complete e6(6) algebra decomposes as
e6(6) ∼=
2(−3)⊕(3⊗3)(−2)⊕(2⊗3⊗3)(−1)⊕(gl1 ⊕ sl2 ⊕ sl3 ⊕ sl3)(0)⊕(2⊗3⊗3)(1)⊕(3⊗3)(2)⊕2(3)
(88)
and the fundamental representation as
27 ∼= (3⊗ 1)(−2) ⊕ (2⊗ 1⊗ 3)(−1) ⊕ (3⊗ 3)(0) ⊕ (2⊗ 3⊗ 1)(1) ⊕ (1⊗ 3)(2) (89)
It follows from the grading that the generators eabα are nilpotent of order 5 (i.e. (X
α
abe
ab
α )
5 =
0 ∀Xαab), the generators ea nilpotent of order 3, and the generators eα nilpotent of order
2. Therefore L5 = 0.
It will turn out to be useful to break the SL(2) symmetry rather drastically by taking
an Ansatz of the form (breaking also the apparent SL(3) to SO(3))
L = (δab + Lab)e
ab
1 +Kabe
ab
2 + Yae
a
+
(
M − 1
6
δabKab +
1
6
εaceεbdf (δabLcdKef − LabLcdKef)
)
e1
− 1
2
(
1 + V − 1
6
εaceεbdf (2δabKcdKef − LabKcdKef )
)
e2 (90)
The algebra is such that the system of equations can be written for L as
d ⋆ dL = −2
3
[dL, [L, ⋆dL]] (91)
and some algebra permits to obtain that Lab, Kab and Ya are all harmonic functions,
whereas V and M satisfy
d ⋆ dV = −εaceεbdfLabdKcd ⋆ dKef , d ⋆ dM = εaceεbdfLabdLcd ⋆ dKef (92)
The Ansatz for the solution is then defined for the E6(6)/Spc(8,R) representative as
VηV tη=

 × e
−2UMABσ + 1
2
e−2UMCBζADEζCDE ×
× e−2UMAB ×
× e−2UMADζDBC ×


=exp(−2L) = 1− 2L+ 2L2 − 4
3
L3 +
2
3
L4 (93)
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where MAB = (vtv)AB. We first focus on the matrix element e−2UMAB . Computing the
determinant of this matrix gives the scaling factor
e−12U = det[e−2UM ] (94)
One computes in a specific frame that it is given by the cube of
e−4U = V
1
6
εaceεbdfLabLcdLef − 1
2
εaceεbdfLabLcdYeYf (95)
for the non-BPS solution. It is then straightforward to write an algorithm which extracts
from MAB the fields defined in (17). We obtain in this way their expression in the case
of the non-BPS solution
tab = Kab +
(−M + ie−2U)Lab
1
6
εgceεhdfLghLcdLef
+ ℓεabc
1
2
εcegεdfhLefLgh
1
6
εikmεjlnLijLklLmn
Yd (96)
where the notation is justified by the property that the real part of t is a symmetric
matrix, whereas its imaginary part is antisymmetric. The two scalars ς± are simply zero
everywhere. Note that the specific Ansatz (90) has been chosen in order to get such
simple expressions. In general it is necessary to implement non-linear reparametrizations
preserving somehow the grading in order to get a solution which is manifestly symmetric
with respect to the largest available symmetry group.
Once the components of vt have been extracted, the matrix M is trivial to invert,
and one can extract the electromagnetic scalars from e−2UMADζDBC .
It remains then to extract the three-dimensional vector fields. This can be done
straightforwardly by computing the Noether current
dW ≡ ⋆VPV−1 = −
n−1∑
k=0
(−2)k
(k + 1)!
ad k
L
⋆dL , (97)
In the case of the composite non-BPS solutions
⋆ dW =−dL + [L, dL]− 2
3
[L, [L, dL]]
=−dLabeab1 − dKab
(
eab2 + δ
acδbdecd − δab(δcdecd − 1
2
e1)
)− dYaea
+
1
2
εaceεbdf
(
LabdKcd −KabdLcd
)(
eef + δefe1
)
+
1
2
(
dV +
1
2
εaceεbdf
(
Labd(KcdKef)−KabKcddLef
))
e2
−
(
dM − 1
2
εaceεbdfLabLcddKef
)
e1 (98)
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One obtains
dω = Tr E dW = ⋆e−4U
(
dσ − 1
2
ζABCdζABC
)
, (99)
which in this case gives
⋆dω = dM − 1
2
εaceεbdfLabLcddKef (100)
and
dwABC=−1
4
Tr EABCdW
= e−2UM−1ADM
−1
BEM
−1
CF ⋆ dζ
DEF−e−4U ⋆
(
dσ−1
2
ζDEFdζDEF
)
ζABC
= e−2UM−1ADM
−1
BEM
−1
CF ⋆ dζ
DEF − ζABCdω , (101)
which gives
⋆ dw0= dV +
1
2
εaceεbdf
(
Labd(KcdKef)−KabKcddLef
)
⋆dwab= ⋆dω δab + εaceεbdf
(
LabdKcd −KabdLcd
)
+ ℓεabcdYc
⋆dvab= dLab
⋆dv0=− ⋆ dω (102)
In order to restore the manifest covariance, we moreover carry out gauge transformations
linear in time in order to remove the ⋆dω components as well as the corresponding non-
covariant constant terms in
ζ0 = 1− e4U 1
6
εaceεbdfLabLcdLef (103)
such that
ζ0(dt+ ω) + v0 − dt= (1− e4U 1
6
εaceεbdfLabLcdLef
)
(dt+ ω)− (dt+ ω)
=−e4U 1
6
εaceεbdfLabLcdLef(dt+ ω) (104)
and similarly for ζab(dt+ ω) + wab + d(δabt).
Once the fields of the truncated theory have all been extracted, one can simply re-
organise them in the Jordan algebra scalar field t and equivalently for the vector fields.
It appears that all the nilpotent orbits of e6(6) admit at least two grade zero components
associated to the two extra generators of the Cartan subalgebra of e6(6) with respect to
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the Cartan subalgebra of sp(8,R). This suggests that one could chose the coordinates
such that the two scalars ς± = 0 in the Ansatz. Equivalently for N = 8 supergrav-
ity, the maximal nilpotent orbit of E8(8) that admits a non-trivial intersection with the
coset component has a grade zero component which is defined by the non-compact gen-
erators of the algebra so(4, 4) ⊂ e8(8). If the two scalars ς± = 0 in the truncation,
it seems reasonable to believe that the 16 scalars ςI that parametrize the quaternionic
space SO(4, 4)/(SO(4) × SO(4)) can also all be set to zero. However the situation is
not always so simple, and preliminary computations show that the scalar fields ς± get
non-trivial values in the maximal solvable systems. It seems nevertheless that the scalar
fields parametrizing the submanifold G2(2)/SO(4) are still constant, such that one could
obtain the N = 8 scalar fields in SO(4, 4)/(SO(4)× SO(4)) by promoting the two non-
trivial scalars eℓς± to uni-modular split octonions. Anyway, the systems we will study
in this paper have more symmetries, and in these cases the two scalars ς± are indeed
null. Moreover, one can then check that the scalar fields ςI are not sourced by the other
fields, through a cancellation of the contributions of the other scalar fields and the elec-
tromagnetic fields. We will call the scalar fields that are constant in the solutions the
‘flat directions’, referring to the property that they decouple completely from the equa-
tions and are simply set to constant. Note however that they do not define the common
stabiliser subgroup of all the electromagnetic charges of the black hole constituents.
In all the systems there is a linearly realised [SU(2)]4 symmetry. This symmetry per-
mits to determine the ordering ambiguities appearing in the generalisation of an expres-
sion written in terms of real functions to the expression written in terms of quaternions.
Each quaternion transforms with respect to one specific SU(2) on its left, and one specific
SU(2) on its right. The only problem that can appear, is when quantities like
xy∗ − yx∗ (105)
appear explicitly in the solution (where x and y transforms identically with respect to
[SU(2)]4), since such expression vanishes identically for reals. In fact one might have
to deal with such ambiguities for the most general systems, and it may then become
necessary to compute the solutions within the E7(7)/SUc(4, 4) non-linear sigma model.
However, we will mainly focus in this paper on solutions admitting a much larger linearly
realised symmetry SU(2) × SL(3,H), such that quaternions all combine into 3 by 3
Hermitian matrices, or 3-vectors over the quaternions. In this case we will see that there
is no such ambiguity problem.
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3 Composite non-BPS system
The nilpotent orbit in which is parametrized the composite non-BPS solution of the STU
model [34] can be embedded in a larger e8(8) nilpotent orbit. The nilpotent algebra admits
as an automorphism SL(2) × SU(2) × SL(3,H). The parametrization of the solution
breaks SL(2), which is related to Ehlers symmetry. But the automorphism symmetry of
the Jordan algebra is preserved because the solution can be explicitly written in terms
of scalars, Jordan algebra elements, and 3 vectors over the quaternions. The nilpotent
algebra itself is entirely determined by the gl1 weights and the Jordan algebra cross
product, such that the satisfaction of the equations of motion in the E6(6) truncated
theory ensures that they are satisfied in N = 8 supergravity. The structure is as such
extremely constrained, and one can check at each step that the SL(3,R) invariant terms
generalise in a unique way to the SL(3,H) invariant expressions.
3.1 The solution Ansatz
The solution is defined in terms of harmonic functions organised in two 3 by 3 Hermitian
matrices over the quaternions, K and L, and a 3 vector over the quaternions Y . There
are moreover two sourced scalar functions V and M which solve the equations
d ⋆
(
dV + Tr L d(K ×K)− Tr K ×K dL)=0
d ⋆
(
dM − Tr L × L dK)=0 (106)
The system is invariant with respect to the SL(3,H) symmetry group of the cross product.
The four-dimensional metric is determined by its scaling factor
e−4U = V det[L]− (Y †L × L Y )−M2 (107)
and the Kaluza–Klein vector
⋆dω = dM − Tr L× L dK (108)
The scaling factor can be seen to be invariant with respect to SL(4,H), by rewriting its
two first terms as the determinant of a 4 by 4 Hermitian matrix over the quaternions.
This is a consequence of the property that the system reduces for K = 0 to the sys-
tem describing single centre non-BPS black holes which is invariant with respect to this
symmetry.
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For the sake of clarity, let us recall the form of these equations in terms of SU(2) ×
SU∗(6) tensors, as discussed in equations (72),
d ⋆
(
dV +
1
16
εabcdef
(
Labd(KcdKef)−KcdKefdLab
))
=0
d ⋆
(
dM − 1
16
εabcdefLabLcddKef
)
=0 (109)
and
e−4U = V
1
48
εabcdefLabLcdLef − 1
16
εαβε
abcdefY αa LbcLdeY
β
f −M2
⋆dω= dM − 1
16
εabcdefLabLcddKef (110)
Nevertheless, we shall only use the Jordan algebra notations in the following.
The expression of the scalar t is
t = K + L
det[L]
(−M + ie−2U)+ ℓEL × L
det[L] Y (111)
and the 16 scalars ςI are constant. Here one sees that setting Y to zero, the scalar fields
are Hermitian matrices over the quaternions and the solution sits in the N = 2 truncation
of N = 8 supergravity. The product with Y is defined as for an ordinary 3 by 3 matrix
L × L
det[L] = L
−1 (112)
The three dimensional vector components of the vector fields are
⋆ dw0= dV − Tr L d(K×K) + Tr K ×K dL
⋆dw =2L × dK − 2K × dL+ ℓEdY
⋆dv = dL
⋆dv0=0 (113)
and they combine with the scalar components to give the 28 vectors
A0=−e4U det[L](dt+ ω) + v0
A=−e4U(det[L]K −ML+ ℓE(L× L)Y )(dt+ ω) + v (114)
and their 28 duals
A˜0= e
4U
(
MV +MTr [(K ×K)L]− V Tr [(L × L)K]
− det[L] det[K] + 2(Y †(K × L)Y ))(dt+ ω) + w0 (115)
A˜= e4U(V L × L − 2MK ×L+ det[L]K ×K
−2L × Y Y † + ℓE(−K(L × L) +M)Y )(dt+ ω) + w
28
They can be rewritten conveniently in terms of the scalar fields and M as
A0=−4 e
U√
2i det[t − t ] (dt+ ω)
A=−2 e
U√
2i det[t − t ] (t + t)(dt+ ω) + v
A˜=4 e
U√
2i det[t − t ] (t × t)(dt+ ω) + w
A˜0=
( eU√
2i det[t − t ]
(
det[t ] + det[t ]− Tr [t × t t ]− Tr [t × t t ])
−e
3U
2
√
2i det[t − t ]M
)
(dt+ ω) + w0 (116)
3.2 Solving the differential equations
Let us now solve this system. We define the harmonic functions
L = l +
∑
A
pA
|x− xA| , K = k +
∑
A
γApA
|x− xA| , Y = y +
∑
A
qA
|x− xA| (117)
Note that we already fixed each pole of K to be proportional to the corresponding pole
of L, because this is required for the Noether charge associated to each centre to be
nilpotent of order 3, such that it can correspond to a regular black hole solution [34].
Although, the solutions for V and M can be found in principle, they do not admit closed
form expressions in general. Therefore we will first compute these functions locally near
each pole xA, and in the asymptotic region. We will discuss the global solution when we
will compute the angular momentum.
Near the pole xA, L admits the expansion
L = pA|x− xA| +
(
l +
∑
B 6=A
pB
|xB − xA|
)
+
(∑
B 6=A
pB
|xB − xA|3 (xB − xA)i
)
(x− xA)i
+
1
2
(∑
B 6=A
pB
|xB − xA|5
(
3(xB − xA)i(xB − xA)j − δij |xB − xA|2
))
(x− xA)i(x− xA)j
+O((x− xA)3) (118)
where all higher order corrections are symmetric traceless polynomials in x − xA. K
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admits the similar expansion
K = γA pA|x− xA| +
(
k +
∑
B 6=A
γB
pB
|xB − xA|
)
+
(∑
B 6=A
γB
pB
|xB − xA|3 (xB − xA)i
)
(x− xA)i
+
1
2
(∑
B 6=A
γB
pB
|xB − xA|5
(
3(xB − xA)i(xB − xA)j − δij|xB − xA|2
))
(x− xA)i(x− xA)j
+O((x− xA)3) (119)
Using this expression, we find the particular solution for M near xA
M (1) = γA
det[pA]
|x− xA|3 + γATr
[
pA × pA
(
l +
∑
B 6=A
pB
|xB − xA|
)] 1
|x− xA|2
+
(∑
B 6=A
γBTr
[
pA × pA pB
] (xB − xA)i
|xB − xA|3
)
(x− xA)i
|x− xA|2 +O(1) (120)
to which we can add a homogenous solution
M (0) = m+
∑
A
p¯0A
|x− xA| −
∑
A
J iA(x− xA)i
|x− xA|3 (121)
No higher order poles are allowed because they would necessarily produce singularities
in the metric. The absence of Dirac–Misner string singularities requires to constraint the
simple poles of M (0) such that
p¯0A = γATr
[
pA
(
l +
∑
B 6=A
pB
|xB − xA|
)
×
(
l +
∑
C 6=A
pC
|xC − xA|
)]
(122)
and
ω = εijk
J iA(x− xA)jdxk
|x− xA|3 +O(x− xA) (123)
One finds therefore the expansion of M near xA
M = γA
det[pA]
|x− xA|3 + γATr
[
pA × pA
(
l +
∑
B 6=A
pB
|xB − xA|
)] 1
|x− xA|2
− J
i
A(x− xA)i
|x− xA|3 + γATr
[
pA
(
l +
∑
B 6=A
pB
|xB − xA|
)
×
(
l +
∑
C 6=A
pC
|xC − xA|
)] 1
|x− xA|
+
(∑
B 6=A
γBTr
[
pA × pA pB
] (xB − xA)i
|xB − xA|3
)
(x− xA)i
|x− xA|2 +O(1) (124)
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We will solve similarly V by rewriting its equation
d ⋆ d
(
V − Tr LK ×K) = −2dTr K ×K ⋆ dL (125)
We find in the neighbourhood of xA the particular solution
(
V − Tr LK ×K)(1) = −2
(
γ 2A
det[pA]
|x− xA|3+γATr
[
pA×pA
(
k +
∑
B 6=A
γB
pB
|xB − xA|
)] 1
|x− xA|2
+ γ 2A
(∑
B 6=A
Tr
[
pA × pA pB
] (xB − xA)i
|xB − xA|3
)
(x− xA)i
|x− xA|2 +O(1)
)
(126)
to which we can add the homogenous solution
(
V − Tr LK ×K)(0) = h+∑
A
q¯0A
|x− xA| −
∑
A
βiA(x− xA)i
|x− xA|3 (127)
The definition of the associated charge q0A through the explicit form of the vector w0
requires that
q¯0A = q0A − 2Tr
[
pA
(
k +
∑
B 6=A
γB
pB
|xB − xA|
)
×
(
k +
∑
C 6=A
γC
pC
|xC − xA|
)]
(128)
such that
dw0 = ⋆d
q0A
|x− xA| + d
(
εijk
βiA(x− xA)jdxk
|x− xA|3 +O(x− xA)
)
(129)
The expansion of V near xA gives finally
V = γ 2A
det[pA]
|x− xA|3 + γ
2
ATr
[
pA × pA
(
l +
∑
B 6=A
pB
|xB − xA|
)] 1
|x− xA|2
+
βiA(x− xA)i
|x− xA|3 +
q0A
|x− xA|
+ Tr
[
2γApA
(
l +
∑
B 6=A
pB
|xB − xA|
)
×
(
k +
∑
C 6=A
γC
pC
|xC − xA|
)
−pA
(
k +
∑
B 6=A
γB
pB
|xB − xA|
)
×
(
k +
∑
C 6=A
γC
pC
|xC − xA|
)] 1
|x− xA|
+
(∑
B 6=A
γA(2γB − γA)Tr
[
pA × pA pB
] (xB − xA)i
|xB − xA|3
)
(x− xA)i
|x− xA|2 +O(1) (130)
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3.3 Near horizon geometry
Let us now study the form of the scaling factor e−4U near xA. We get
V det[L]−M2 = det[pA]|x− xA|6 (βA + 2γAJA)
i(x− xA)i +O(|x− xA|−4) (131)
Therefore regularity requires
βiA = −2γAJ iA (132)
Using this equation one then gets
V det[L]−M2 = − det[pA]|x− xA|4
(
−q0A
+Tr
[
pA
(
γAl − k +
∑
B 6=A
(γA − γB) pB|xA − xB|
)
×
(
γAl − k +
∑
C 6=A
(γA − γC) pC|xA − xC|
)])
−
(
J iA(x− xA)i
)2
|x− xA|6 +O(|x− xA|
−3) (133)
To interpret this limit we must compute the charges qA associated to the vector field w .
Near xA one computes that
L × dK −K × dL =
(
γAl − k +
∑
B 6=A
(γA − γB) pB|xB − xA|
)
× d pA|x− xA| +O(1) (134)
and therefore
qA = 2pA ×
(
γAl − k +
∑
B 6=A
(γA − γB) pB|xB − xA|
)
(135)
We then use the Jordan algebra identity [46]
det[pA]qA = 4pA ×
(
qA × (pA × pA)
)− pA × pATr [pAqA] (136)
to show that
V det[L]−M2 = −−q0A det[pA] + Tr
[
(qA × qA)(pA × pA)
]− 1
4
(
Tr [pAqA]
)2
|x− xA|4
−
(
J iA(x− xA)i
)2
|x− xA|6 +O(|x− xA|
−3) (137)
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We recognise the first term as a component of the quartic invariant. Using coordinates
such that J iA∂i = JA∂z we can rewrite the scaling factor as
e−4U =−−q0A det[pA] + Tr
[
(qA × qA)(pA × pA)
]
+
(
q†A (pA × pA) qA
)− 1
4
(
Tr [pAqA]
)2
|x− xA|4
−
(
J iA(x− xA)i
)2
|x− xA|6 +O(|x− xA|
−3)
=−I4[qA, pA] + J
2
A cos
2(θA)
|x− xA|4 +O(|x− xA|
−3) (138)
as expected for a non-BPS extremal black hole [40, 50, 51]. The horizon is therefore
squashed, and the scalar fields do not take constant values, but rather
tA =
− ∂I4
∂qA
+ ℓE ∂I4
∂q
†
A
+ pA
(
JA cos(θA) + i
√−I4 − J 2A cos2(θA))
− ∂I4
∂qA0
(139)
This corroborates the analysis in [32]. We will see in the next section that the scalar fields
satisfy a generalised attractor equation which is the U(1) Ehlers transform of the standard
one, for which the angle depends on the angular momentum JA and the coordinate θA.
3.4 The asymptotic region
Let us now consider the solution in the asymptotic region. In that case one has
L = l +
∑
A pA
|x| +
∑
A pAx
i
A
xi
|x|3 +O(|x|
−3) , K = k +
∑
A γApA
|x| +
∑
A γApAx
i
A
xi
|x|3 +O(|x|
−3)
(140)
The boundary conditions for the functions V andM were fixed at the poles, and without
solving the equation completely one only fixes these functions up to arbitrary harmonic
functions. Nevertheless, the conservation of charges determines the first pole to be the
sum of the poles associated to each black holes and we can determine that
M =m+
Tr
[
l × l ∑A γApA]
|x| +O(|x|
−2)
V =h +
∑
A q0A + Tr
[
2l × k ∑A γApA − k × k ∑A pA]
|x| +O(|x|
−2) (141)
One can check that this is indeed the case for the global solution we will discuss latter.
33
The ADM mass
Using these formulas one obtains that
e−4U = h det[l ]− (y†(l × l )y)−m2 + (hTr [l × l ∑
A
pA
]
+ det[l ]
(∑
A
q0A + Tr
[
2l × k
∑
A
γApA − k × k
∑
A
pA
])
−
(
y†(l × l )
∑
A
qA
)
−
((∑
A
qA
)†
(l × l )y
)
− 2
(
y†
(
l ×
∑
A
pA
)
y
)
−2mTr
[
l × l
∑
A
γApA
]) 1
|x| +O(|x|
−2) (142)
The conventional boundary condition on the scaling factor of the metric determines
h =
1 +
(
y†(l × l )y)+m2
det[l ]
(143)
To interpret this formula more precisely we will also need the asymptotic moduli
t0 = k +
l
det[l ]
(−m+ i)+ ℓE l × l
det[l ]
y (144)
and the total electromagnetic charges
q0=
∑
A
q0A p =
∑
A
pA q =
∑
A
qA
q =
∑
A
qA = 2
∑
A
(
γAl − k
)× pA (145)
Let us first combine the terms
m2
det[l ]
Tr
[
l × l
∑
A
pA
]
+ det[l ]
(∑
A
q0A + Tr
[
2l × k
∑
A
γApA − k × k
∑
A
pA
])
−2mTr
[
l × l
∑
A
γApA
]
=det[l ]Tr
[(
k − l
det[l ]
m
)
×
(
k − l
det[l ]
m
)∑
A
pA
+2
(
k − l
det[l ]
m
)(
l ×
∑
A
γApA − k ×
∑
A
pA
)]
=det[l ]Tr
[(
k − l
det[l ]
m
)
×
(
k − l
det[l ]
m
)
p +
(
k − l
det[l ]
m
)
q
]
(146)
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We can now have a look at the terms in y(
y†(l × l )y)
det[l ]
Tr
[
l × l p]− (y†(l × l )q)− (q†(l × l )y)− 2(y†(l × p)y) (147)
For the Jordan algebra associated to the associative composition algebras, we have the
matrix product identity
p(l × l ) + 2l (l × p) = Tr [l × l p]1 (148)
which is generally valid for any exceptional Jordan algebra for the commutative Jordan
product. One can then simplify (147) as
det[l ]
((( l × l
det[l ]
y
)†
p
l × l
det[l ]
y
)
−
(( l × l
det[l ]
y
)†
q
)
−
(
q†
l × l
det[l ]
y
))
(149)
Using the octonionic expression for the asymptotic moduli and the electric charges
a0 = k − l
det[l ]
m+ ℓE
l × l
det[l ]
y Q = q + ℓEq (150)
we can combine these expressions in
Tr
[(
k − l
det[l ]
m
)
×
(
k − l
det[l ]
m
)
p
]
+
(( l × l
det[l ]
y
)†
p
l × l
det[l ]
y
)
= Tr
[
a0 × a0 p
]
(151)
and
Tr
[(
k − l
det[l ]
m
)
q −
(( l × l
det[l ]
y
)†
q
)
−
(
q†
l × l
det[l ]
y
)]
= Tr
[
a0Q
]
(152)
This way we can rewrite the scaling factor as
e−4U = 1 + det[l ]
(
q0 + Tr
[
a0Q
]
+ Tr
[( l
det[l ]
× l
det[l ]
+ a0 × a0
)
p
]) 1
|x| +O(|x|
−2)
(153)
We conclude that the ADM mass is determined in terms of the asymptotic moduli and
the total electromagnetic charges as
MADM =
det[l ]
4
(
q0 + Tr
[
a0Q
]
+ Tr
[( l
det[l ]
× l
det[l ]
+ a0 × a0
)
p
])
(154)
This can be written in terms of the t0 themselves as
MADM =
1√
2i det[t0 − t¯0]
(
q0 +
1
2
Tr
[
(t0 + t¯0)Q
]
+ Tr
[
t0 × t¯0 p
])
(155)
Although this solution does not sit within an N = 2 truncation, it is characterised in
this duality frame by the ‘central charge’ (77) such that
MADM =
1
2
(
−Z(q, p) + Tr [DZ(p, q)]
)
(156)
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The angular momentum
This perturbative expansion does not permit to compute the angular momentum. In
order to obtain the global solutions, one needs to solve several Laplace equations with
sources. The ones involving only two centres were already solved in [14], and we will
refer to this paper for further details. However, the equation involving three centres
∆FA,BC =
1
|x− xA|∆
(
1
|x− xB||x− xC|
)
(157)
was only solved in the axisymmetric case for which xA, xB, xC were assumed to be aligned.
In this case
F AxsymA,BC =
1
(xB − xA)·(xC − xA)
( |x− xA|
|x− xB||x− xC|−
|xB − xA|
|xB − xC||x− xB|−
|xC − xA|
|xB − xC||x− xC|
)
(158)
We will not be able to solve this Laplace equation in general, but one can define
FA,BC = −
∫
d3y
2π
(y − xB)·(y − xC)
|y − x||y − xA||y − xB|3|y − xC|3 (159)
which is the unique solution to the Laplace equation that admits no poles and is regular
in the asymptotic region. We study this function in the Appendix A, where we prove that
the integral converges, and we calculate its Taylor expansion in the asymptotic region.
The exact solution for the function M is then
M = m+
∑
A
γA
(
det[pA]
|x− xA|3 +
Tr l pA × pA
|x− xA|2 +
Tr pAl × l
|x− xA|
)
−
∑
A
JAi(x− xA)i
|x− xA|3
+
∑
A 6=B
γATr l pA × pB
(
1
|x− xA||x− xB| +
1
|xA − xB||x− xA| −
1
|xA − xB||x− xB|
)
+
1
2
∑
A 6=B
Tr pB pA × pA
(
γA + γB
|x− xA|2|x− xB| +
γA − γB
|xA − xB|2
( |x− xB|
|x− xA|2 −
1
|x− xB|
))
+
∑
A 6=B 6=C
γCTr pA pB × pC
(
FA,BC +
1
|xA − xC||xB − xC||x− xC|
)
(160)
We will not compute the Kaluza–Klein vector ω globally, but the asymptotic behaviour
of FA,BC at x→∞ is enough to compute the asymptotic behaviour of the vector
⋆dωAB,C = d
(
F(A,B)C +
1
|xA − xC||xB − xC||x− xC|
)
− 1|x− xA||x− xB|d
1
|x− xC| (161)
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as
ωAB,C =
1
2
(
xi
A
− xi
B
|xB − xA||xA − xC| +
xi
B
− xi
A
|xA − xB||xB − xC| +
xi
A
+ xi
B
− 2xi
C
|xA − xC ||xB − xC|
)
εijkx
jdxk
|x|3
−
(
|xA − xB|2(xiB − xiC)− (xA − xB)·(xB − xC)(xiA − xiB)
)
εijkx
jdxk
|x|3|xA − xB||xA − xC||xB − xC|
(|xA − xB|+ |xA − xC|+ |xB − xC|) +O(x−2)
(162)
The solution is
ω =
∑
A
εijk
J i
A
(x− xA)jdxk
|x− xA|3 +
∑
A 6=B 6=C
γCTr pA pB × pC ωAB,C
+
∑
A 6=B
(γA − γB)Tr l pA × pB εijk(xiA − xiB)(xj − xjB)dxk
|xA − xB||x− xA||x− xB|
(|x− xA|+ |x− xB|+ |xA − xB|)
+
∑
A 6=B
(γA − γB)Tr pA pA × pB εijk(x
i
B
− xi
A
)(xj − xjA)dxk
|xA − xB|2|x− xA|2|x− xB| (163)
Using the asymptotic expression of ωAB,C one obtains the angular momentum
J i=
∑
A
J i
A
+
∑
A>B
Tr
((
γAl +
∑
C 6=A
(γC − γA) pC|xA − xC|
)
× pA pB (164)
−
(
γB l +
∑
C 6=B
(γC − γB) pC|xB − xC|
)
× pB pA
)
xi
A
− xi
B
|xA − xB|
+
∑
A 6=B 6=C
γCTr pApB × pC |xA − xB|
2(xi
C
− xi
B
)− (xA − xB)·(xC − xB)(xiA − xiB)
|xA − xB||xA − xC||xB − xC|
(|xA − xB|+ |xA − xC|+ |xB − xC|)
=
∑
A
J i
A
+
1
2
∑
A>B
(
q0Ap
0
B + Tr [Q APB]− Tr [PAQ B]− p0Aq0B
) xi
A
− xi
B
|xA − xB|
+
∑
A 6=B 6=C
γCTr pApB × pC |xA − xB|
2(xi
C
− xi
B
)− (xA − xB)·(xC − xB)(xiA − xiB)
|xA − xB||xA − xC||xB − xC|
(|xA − xB|+ |xA − xC|+ |xB − xC|)
The first term is simply the sum of the intrinsic angular momenta of the black holes,
and the second is the standard angular momentum resulting from the non-commuting
dyon charges. The third one is rather non-standard, and is generated by interactions
between three non-aligned black holes. One can easily compute that the sum over the
permutations of ABC of the function
|xA − xB|2(xiC − xiB)− (xA − xB)·(xC − xB)(xiA − xiB) (165)
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vanishes. Therefore the associated contribution to the angular momentum clearly van-
ishes if γA = γB = γC . The function of the charges (γC + c)Tr pApB × pC , does not
obviously look like it is E7(7) invariant for any given constant c. Nonetheless we will show
in the next section that it is.
4 Duality invariance
The composite non-BPS nilpotent orbit is characterised by a semi-simple element h
of so∗(16) (which can be expressed in a Cartan basis as
[
0
·0200000
]
) defining the graded
decomposition
so∗(16) ∼= 15(−2)⊕ (2⊗ 2⊗ 6)(−1) ⊕ (gl1 ⊕ sl2 ⊕ su(2)⊕ su∗(6))(0)⊕ (2⊗ 2⊗ 6)(1) ⊕ 15(2)
(166)
such that
128 ∼= 2(−3)⊕ (2⊗6)(−2)⊕ (2⊗15)(−1)⊕ (2⊗20)(0)⊕ (2⊗15)(1)⊕ (2⊗6)(2)⊕2(3) (167)
A generic element of the grade one component is not left invariant by any generator
of so∗(16) of negative grade. To compute the isotropy subalgebra in the grade zero
component, it is convenient to decompose
su∗(6) ∼= (2⊗ 4)(−3) ⊕ (gl1 ⊕ su(2)⊕ su∗(4))(0) ⊕ (2⊗ 4)(3) (168)
such that
15 ∼= 1(−4) ⊕ (2⊗ 4)(−1) ⊕ 6(2) (169)
A generic element of the (2⊗15)(1) is then chosen to be a doublet of non-null orthogonal
vectors of SO(1, 5) ∼= SU∗(4)/Z2 with a non-trivial component in the grade −4 singlet.
If one vector is time-like, the isotropy subgroup is
( 3∏
Λ=0
SU(2)Λ
)
⋉
(⊕
Ξ>Λ
2Ξ ⊗ 2Λ ⊕R
)
⊂ Spin∗
c
(16) (170)
which defines a Lagrangian submanifold of dimension 83 inside the E8(8) nilpotent orbit
(associated to the weighted Dynkin diagram
[
0
·0200000
]
) of stabiliser
Spin(4, 4)⋉R6×8+6 ⊂ E8(8) (171)
If the two vectors are space-like, the isotropy subgroup is of the form(
SU(2)1 × SU(2)2 × SL(2,C)
)
⋉
(
2C ⊗ (21 ⊕ 22)⊕ 4⊕R
)
⊂ Spin∗
c
(16) (172)
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which defines a Lagrangian submanifold of dimension 83 inside the E8(8) nilpotent orbit
(associated to the weighted Dynkin diagram
[
0
·2000020
]
) of stabiliser
Spin(5, 3)⋉R6×8+6 ⊂ E8(8) (173)
For single-centre extremal black holes, the regularity of the solutions requires the two
so(16,C) weighted Dynkin diagrams, determining respectively in which Spinc(16,C) orbit
and in which E8(8) orbit the Noether charge sits in, to be identical [26]. Only the first
representative (with one time-like vector) satisfies to this criterion. In the neighbourhood
of a given centre, the semi-simple component of the stabiliser subgroup of the momentum
P ∈ 128 must necessarily be compact in order to interpolate smoothly the stabiliser
subgroup Sp(4)⋉R27 associated to a regular solution. Therefore this criterion must still
be satisfied in the near horizon regions of the solution. But in principle the signature
of the isotropy subgroup of the momentum P ∈ 128 is not necessarily constant allover
space,4 and we could have regular solutions for which the total Noether charge defines a
representative of the other nilpotent orbit.
A configuration of charges which gives rise to a regular black hole must lie in a smaller
orbit. After some computation, one finds that the only configurations corresponding to
regular extremal black holes in this system are necessarily corresponding to non-BPS
black holes. To illustrate this, let us consider a particularly simple configuration, with
one antisymmetric tensor in the grade 1 component P+ab of weight 1 with respect to a given
Cartan generator of sl2, and a singlet Q
−
0 in the grade 3 component and of weight −1
with respect to sl2. Then one computes that the stabiliser of such charge configuration
only allows for two components of grade 1 and −1 satisfying
E−αbP+ab + F
+α
a Q
−
0 = 0 (174)
the generators of su(2), and the generators of su∗(6) that leave P+ab invariant, as well
as the combination of the weight 2 sl2 generator E
++ and the grade 2 component Eab
satisfying
E++Q−0 + E
abP+ab = 0 (175)
and the grade 1 component of sl2 weight 1 E
+αa. In order for the grade 0 component of
the stabiliser to be compact, we see that P+ab must have eigen values of the same sign, such
4The composite BPS solutions which total electromagnetic charges have a negative quartic invariant,
admit for instance a mometum P of stabiliser (SU(2)× SU(6))⋉C2×6 ⊕R in the near horizon regions,
and of stabiliser (SU(2)× SU∗(6))⋉ C2×6 ⊕R in the asymptotic region [34].
39
that it admits Sp(3) as an isotropy subgroup of SU∗(6). In order for the combination of
E−αb and F+αa to define a compact generator, we see that we must have
Q−0 ε
abcdefP+abP
+
cdP
+
ef > 0 (176)
which is equivalent as to have a negative quartic invariant. The components E++, Eab
and E+αa, then combine into nilpotent generators transforming in the 27 of Sp(4), and
this reproduces the correct isotropy subgroup of a regular non-BPS black hole [37]
Spc(4)⋉R
27 ⊂ Spin∗
c
(16) (177)
The elements of the 2 ⊗ 20 grade 0 component in (167) correspond by definition to
fields which are not sourced by the system of equations. With respect to Sp(1)× Sp(3)
they decompose into 2⊗ 14 non-compact generators and 2⊗ 6 compact ones. The non-
compact generators are associated to the scalar fields, and the compact generators to the
electromagnetic fields. The ‘flat directions’ therefore define the quaternionic symmetric
space
F4(4)/(Sp(1)×Z2 Sp(3)) ⊂ E7(7)/SUc(8) (178)
Indeed, the imaginary part of the scalar field t is quaternionic in the Ansatz (does not
include components in ℓ). The corresponding non-compact generators in e6(6) are realised
as off-diagonal anti-Hermtian 3 by 3 matrices over the octonions which are linear in ℓ.
The group of unitary matrices over the split octonions acting on traceless Hermitian
3 by 3 matrices extended by the action of the authomorphism group G2(2) defines the
fundamental representation of F4(4). Therefore we see that the scalar fields which are
trivial in the solution indeed parametrize the quaternionic manifold (178).
4.1 Generalised fake superpotential
The isotropy subgroup of SU(8) of the element h defining the nilpotent subalgebra is
Sp(1)× Sp(3) (because the U(1) factor lies in the Ehlers group). As it was discussed in
[34], this implies that the set of inequivalent embeddings for the solvable system described
by the 44 functions L,K, Y, V,M is parametrized by the 39 angles parametrizing
SU(8)/(Sp(1)× Sp(3)) (179)
which indeed add up to the 83 dimensions of the orbit. These angles parametrize two
orthogonal antisymmetric tensors of SU(8) satisfying
ωijω
ij = 2 ω[ijωkl] = 0 ωikω
jk + ΩikΩ
jk = δki ω
ikΩjk = 0
1
96
εijklmnpqωijΩklΩmnΩpq = 1 (180)
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where ωij and Ωij are the complex conjugates of ωij and Ωij . In the solutions described
in the last section, ωij defines the ‘central charge’
ωijZij = Z (181)
and Ωij the Jordan algbera identity, such that
ΩijZ
ij = Tr [DZ] (182)
The mass formula can be rewritten as
MADM =
1
2
(
ΩijZ
ij − ωijZij
)
(183)
Note that within our Ansatz the potential ΩijZ
ij − ωijZij is automatically real, whereas
its imaginary part was interpreted as the NUT charge in [34]. This discrepancy is due
to the fact that we already assumed that the NUT charge vanished when we computed
the electromagnetic charges, whereas one would need in general to consider the complete
spatial components of the field strengths.
Let us define the generalised fake superpotential
W ≡ 1
2
(
ΩijZij − ωijZ ij
)
(184)
which within our specific Ansatz is defined as
W =
1
2
(
Tr [DZ]− Z) (185)
The real part of DZ is a Hermitian matrix over the quaternions (i.e. the components
in ℓ all vanish), and rewriting this property in terms of the tensors ωij, Ωij we conclude
that in general
ωikΩjl
(
Zkl + ωkpΩlqZpq
)
= 0 (186)
These 12 constraints (in the 2⊗6 of Sp(1)×Sp(3)) reduce the number of angles associated
to a duality frame for given asymptotic central charges to 27. One of these angles is
moreover determined such that
1
2
(
ΩijZ
ij − ωijZij
) ∈ R∗+ (187)
In this way the 56 remaining parameters defining the specific nilpotent element associated
to the asymptotic momenta V−1dV|128 are the 28 complex central charges.
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Relation to the standard fake superpotential
This potential W somehow generalises the ‘flat direction dependent’ fake superpotential
described in [27]. To see this, let us consider for a moment the exceptional N = 2 super-
gravity with moduli parametrizing the exceptional special Ka¨hler space E7(−25)/(U(1)×
E6(−78)) [41, 42]. In this case our Ansatz applies as well, with all Y set to zero and L
and K understood to be three by three Hermitian matrices over the octonions. In this
case the constraint (186) disappears and
W ≡ 1
2
(
Tr [ΩDZ]− det[Ω]Z¯) (188)
where Ω is a complex Hermitian matrix over the octonions 5 satisfying
Ω× Ω = det[Ω] Ω , Tr [ΩΩ] = 3 (189)
Ω is parametrized by U(1)× E6(−78)/F4(−52). And so with the additional positivity con-
straint W > 0, the remaining free parameters lie in E6(−78)/F4(−52), which defines a
compact version of the space of flat directions E6(−26)/F4(−52) of non-BPS charges in the
theory [52]. ThereforeW (Ω) can be interpreted as a ‘flat direction dependent’ fake super-
potential as in [27]. In order to be the case, one should recover the single-centre non-BPS
fake superpotential when the auxiliary parameters extremize the potential. However the
constraint that W > 0 is relatively complicated to enforce, and in order to simplify the
problem we will consider instead the potential
Wα ≡ Re[e
2iαW ]
cos(2α)
(190)
as a function of Ω ∈ U(1)×E6(−78)/F4(−52), which is equal to W when W is real. It turns
out that this potential coincides with W at its extremum, if and only if α is the phase
appearing in the definition of the non-standard diagonal form of the central charge and
its Ka¨hler derivative [26], and in this way, there is no ambiguity in the definition of Wα.
Using the property that the constraint (189) is invariant with respect to the variation
of Ω in U(1) × E6(−78)/F4(−52), one relates the variation of Ω to its complex conjugate
through
δΩ =
1
det[Ω]
(
2Ω× δΩ− ΩTr [Ω× Ω δΩ]) (191)
5The field of complex being kept distinct from the field of octonions, such that the Hermitian property
is defined for the octonions only.
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and one computes that Ω extermizes Wα if and only if
e−2iα det[Ω]
(
2Ω× DZ + Ω(Z − det[Ω]Tr [ΩDZ]))+ e2iα(DZ − det[Ω]ΩZ¯) = 0 (192)
Because this equation is U(1) × E6(−78) invariant, one can solve it in any basis. There
always exists an element g ∈ E6(−78) and a phase eiβ ∈ U(1) such that e3iβZ and eiβg(DZ)
are in the non-standard diagonal form defined in [26]
e3iβZ = e
ipi
4 (eiα + ie−iα sin(2α))̺+ e
ipi
4
−iα(ξ1 + ξ2 + ξ3)
eiβg(DZ)= e−
ipi
4 (e−iα − ieiα sin(2α))̺1− e− ipi4 +iα


ξ1 0 0
0 ξ2 0
0 0 ξ3

 (193)
In this basis one computes that (192) implies (up to a sign)
eiβg(Ω) = e−iα−
ipi
4 1 (194)
and using then (188) thatW = 2̺. The 27 constraints (192) altogether with the positivity
condition W > 0 therefore determine Ω in terms of Z and DZ, such that W (Ω) defines
the single-centre non-BPS fake superpotential.
Understanding the link between the potential Wα(Ω, Z) away from its extremum
value Ω∗(Z) is important in order to be able to generalise the triangular inequality for
the central charge [5] to show that the energy of a composite non-BPS bound state is
inferior to the sum of the energies of its non-BPS constituents. If the extrema ofWα(Ω, Z)
were necessarily maximums, it would follows directly that this is indeed the case since
Wα(Ω, Z1 + Z2) = Wα(Ω, Z1) +Wα(Ω, Z2) < Wα(Ω∗(Z1), Z1) +Wα(Ω∗(Z2), Z2) (195)
but the Hessian ∂
2Wα
∂Ω∂Ω
∣∣
Ω∗(Z)
can admit positive eigenvalues, and this identity is not trivially
true. Nevertheless, there ought to be a similar property relying on the compatibility of
the two constituents that would imply that this inequality holds.
Extension to the interior of the solution
We will now generalise these equations to describe the flow of the various fields allover
space. For this we define the spatial components of the vector field strengths as the
horizontal components with respect to the connexion dt+ ω (with I = 1, 8 of SU(8))
FIJ = dwIJ + ζIJdω (196)
43
and define the functions of the scalar fields defined as the central charges acting on these
vectors. Within our specific Ansatz (116),
ζ0 = −4eU δRe[W ]
δq0
ζ = −4eU δRe[W ]
δQ
ζ˜0 = 4e
U δRe[W ]
δp0
− e
3U
2
√
2i det[t − t ]M
ζ˜ = 4eU δRe[W ]
δP
(197)
Using a complex basis for the 56 charges in terms of 28 complex QIJ and their complex
conjugate QIJ , one will have in general
ζIJ = −eU iδRe[W ]
δQIJ
− 1
2
e3URIJM (198)
with
RIJ = uijIJ 1
2
(
ωij + Ωij
)− vijIJ 1
2
(
ωij + Ωij
)
(199)
where we used the standard notation of [53] for the scalar fields such that
Zij = uij
IJQIJ + vijIJQ
IJ (200)
In the single centre case, RIJ can be identified up to a renormalisation with the small
vector appearing in [31] in the framework of N = 2 supergravity. Note that because
the duality group acts linearly on the field strength, the direction in R56 defined by the
tensor RIJ will always be a constant, as it is in the specific duality frame of the last
section. Moreover, (180) implies that RIJ satisfies the constraints of a 1/2 BPS charge,
and its stabiliser subgroup of E7(7) is [54]
E6(6) ⋉R
27 ⊂ E7(7) (201)
The simplicity of the solution we described in the last section comes from the property
that we parametrized the moduli in E7(7)/SUc(8) in terms of the specific parabolic sub-
group (R∗+×E6(6))⋉R27 which coincides with this stabiliser, such that the action of the
scalars on RIJ amounted to a rescaling by the dilaton and
1
2
(
ωij + Ωij
)
= uij
IJRIJ + vijIJRIJ (202)
was constant. In this way the defining tensors ωij and Ωij are determined in terms of the
scalar fields and the specific direction in R56 determined by the small charge RIJ of unit
mass, noting that its norm is fixed by
1
2
Z(R)ijZ(R)ij = 1 (203)
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It is clear from (202) that in any other duality frame, ωij and Ωij will flow allover space
accordingly.
Using some identities valid when υ†υ is a Hermitian matrix over the quaternions (no
ℓ component)6
det[υ†υ] : υ†−1dKυ−1 : =Tr [(υ†υ)× (υ†υ)dK]1− 2 : υ((υ†υ)× dK)υ† :
: υ
(
ℓEdY
)
υ† : = : υ†−1
(
ℓE(υυ†)× (υυ†)dY )υ−1 (205)
one computes
eUZ(⋆F ) =
1
2
(
dU − i
2
e2U ⋆ dω
)
− i
4
Tr [υ†−1dtυ−1] (206)
and using the definition t = t1 + ℓt2, that
eUDZ(⋆F ) = −1
2
(
dU − i
2
e2U ⋆ dω +
i
2
Tr [υ†−1dtυ]
)
1+
i
2
ρ(ς) : υ†−1d(t1 − ℓt2)υ−1 :
(207)
Therefore it follows that
dU − i
2
e2U ⋆ dω =
1
2
eU
(
Z(⋆F )− Tr [DZ(⋆F )]) (208)
which generalises (156). Similarly, the scalar fields momenta are defined as
Dt1 − ℓDt2 = −2ieUDZ(⋆F ) + ieU
(
Z(⋆F ) + Tr [DZ(⋆F )]
)
1 (209)
Note that this equation shows that each split octonion component ‘xi+ℓyi’ of−2ieUDZ(⋆F )
is equal to the ‘ℓ conjugate’ of the corresponding split octonion component ‘xi − ℓyi’ of
Dt1 + ℓDt2. This implies that their respective contribution to the equations of motion of
the scalar ςI cancel precisely such that the latter are indeed constant.
The property that Re[DZ(⋆F )] is defined as a 3 by 3 Hermitian matrix over the
quaternions (i.e. that its ℓ component vanishes) is also valid allover space. We conclude
therefore that
ωikΩjl
(
Zkl(F ) + ωkpΩlqZpq(F )
)
= 0 (210)
6To prove the second identity, one uses associativity to cancel the υ factors on the left-hand-side, and
one computes for the right-hand-side, using b ≡ υ†υ for short
b × b
det[b]
(ℓE(b × b)dY ) b × b
det[b]
=−2(b × (ℓE(b × b)dY ))b(b × b)
det[b]2
= −2 b × (ℓE(b × b)dY )
det[b]
=
ℓEb(b × b)dY
det[b]
= ℓEdY (204)
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also generalises allover space, such that in general one would have
dU − i
2
e2U ⋆ dω = −1
2
eU
(
ΩijZ
ij(⋆F )− ωijZij(⋆F )
)
(211)
To compute the expression of the scalar fields momenta, we will use the property that the
e(8)⊖so∗(16) momenta P is a nilpotent element characterised by a generator h of so∗(16),
which can be expressed in a Cartan basis as
[
0
·0200000
]
. Defining the chiral Spin∗c (16) spinor
P in terms of fermionic oscillators as in [37]
|P 〉 ≡
(
dU +
i
2
e2U ⋆ dω + eUZij(⋆F )a
iaj +
1
12
(
uij
IJdvklIJ − vijIJduklIJ
)
aiajakal
+
1
6!
εijklpqrse
UZ ij(⋆F )akalapaqaras +
1
8!
εijklpqrs
(
dU − i
2
e2U ⋆ dω
)
aiajakalapaq
)
|0〉
(212)
one obtains that h can be chosen as
h = −1
2
Ωija
iaj +
1
2
Ωijaiaj (213)
such that |P 〉 = |P (1)〉+ |P (2)〉+ |P (3)〉 decomposes according to (167) and
h |P 〉 = |P (1)〉+ 2|P (2)〉+ 3|P (3)〉 (214)
Or, alternatively
(h− 1)(h− 2)(h− 3)|P 〉 = 0 (215)
Solving this equation one gets back (210,211), and moreover that the scalar fields mo-
menta satisfy
uij
IJdvklIJ − vijIJduklIJ = 6eU
(
ω[ijΩk|pΩl]qZ
pq(⋆F )− Ω[ijZkl](⋆F )
− 1
4
ω[ijΩkl]
(
ΩpqZ
pq(⋆F )− ωpqZpq(⋆F )
)
+
1
8
Ω[ijΩkl]
(
ΩpqZpq(⋆F )− ωpqZpq(⋆F )
))
(216)
This expression is complex self-dual thanks to (210).7 The component in the (2⊗143)R of
Sp(1)× Sp(3) vanishes, exhibiting ‘flat directions’ parametrizing the quaternionic space
7One computes for instance that
1
24
εijklmnpq
(
ωmnΩprΩqsZrs − ΩmnZpq
)
= ω[ijΩk|pΩl]qZ
pq − Ω[ijZkl] − 1
2
ω[ijΩkl]
(
ΩpqZ
pq − ωpqZpq
)
+
1
4
Ω[ijΩkl]
(
ΩpqZpq − ωpqZpq
)
+ 2Ω[ijωk|pΩl]q
(
Zpq + ωpmΩqnZmn
)
(217)
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F4(4)/(Sp(1) ×Z2 Sp(3)). Within our Ansatz ωij and Ωij are constant allover the flow,
as opposed to the phase α which appears in the BPS system as the trivialisation of the
‘modified Ka¨hler connexion’ [5, 55]. However, it is clear from equation (202) that this is
an artefact of the specifically simple duality frame we chose to define the solution.
This equation directly implies that there is always one trivial vector field in the
system. Using the imaginary part of (210), one obtains
− ieUdω= 1
2
(
ωij + Ωij
)
Zij(F )− 1
2
(
ωij + Ωij
)
Z ij(F )
=RIJFIJ −RIJF IJ (218)
and therefore the vector field in the direction Darboux conjugate to RIJ is vertical, i.e.
in ζ(dt+ ω) only.
4.2 Rotating attractor
Let us consider the expression of the momentum P in the near horizon region. One
computes that
(
dU − i
2
e2U ⋆ dω
)∣∣∣
xA
=
(
1− iJA cos(θA)√−I4 − J2A cos2(θA)
)(
dln(r)− i
2
JA sin(θA)dθA√−I4 − J2A cos2(θA)
)
(219)
and similarly that
(
ρ(ς) : υ†−1d(t1 − ℓt2)υ−1 :
)∣∣∣
xA
= −
(
1− iJA cos(θA)√−I4 − J2A cos2(θA)
) JA sin(θA)dθA√−I4 − J2A cos2(θA)1
(220)
Using these expressions one gets
(
eUZ(⋆F )
)∣∣∣
xA
=
1
2
(
1− iJA cos(θA)√−I4 − J2A cos2(θA)
)(
dln(r) + i
JA sin(θA)dθA√−I4 − J2A cos2(θA)
)
(
eUDZ(⋆F )
)∣∣∣
xA
=
1
2
(
1− iJA cos(θA)√−I4 − J2A cos2(θA)
)(
−dln(r) + i JA sin(θA)dθA√−I4 − J2A cos2(θA)
)
1
(221)
Let us introduce the following notation for simplicity
w ≡
(
dU +
i
2
e2U ⋆ dω
)∣∣∣
xA
Σ ≡ i
2
(
ρ(ς) : υ†−1d(t1 − ℓt2)υ−1 :
)∣∣∣
xA
Z ≡
(
eUZ(⋆F )
)∣∣∣
xA
DZ ≡
(
eUDZ(⋆F )
)∣∣∣
xA
(222)
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We define the generator h (which can be expressed in a Cartan basis as
[
0
·2000000
]
) of
so∗(16)
h w= e−2i̟Z − Tr [DZ]
h Z = e2i̟w − Tr [Σ]
h DZ = e−2i̟Σ− w1+ Σ− 1Tr [Σ]
h Σ= e2i̟DZ − Z 1+ DZ − 1Tr [DZ] (223)
which according to [26] characterises the nilpotent orbit associated to non-BPS extremal
black holes. It decomposes the coset component of e8(8) into representations of SU
∗(8)
as
128 ∼= 1(−2) ⊕ 28(−1) ⊕ 70(0) ⊕ 28(1) ⊕ 1(2) (224)
Choosing the phase as
ei̟ =
√−I4 − J2A cos2(θA)− iJA cos(θA)√−I4 (225)
one computes that
h Pr|xA = 2Pr|xA , h Pθ|xA = 4Pθ|xA (226)
It appears therefore that Pr|xA lies in the nilpotent orbit associated to a non-BPS extremal
black hole, and Pθ|xA lies in the minimal nilpotent orbit. The outgoing momentum Pr|xA
exhibits that the scalar fields take values determined by the local central charges. The
pull backs of the field strengths on the horizon define the charges of the black hole, such
that
FIJ |xA = QIJ sin(θA)dθA ∧ dϕA (227)
It follows that the scalar fields (139) at θA satisfy the attractor equation
e2i̟DZ − Z 1+ DZ − 1Tr [DZ] = 0 (228)
which reproduces the standard spherically symmetric non-BPS attractor equation, only
at ̟ = 0. In general it is associated to a symplectic matrix Ωij of SU(8)/Sp(4) such
that
Ω[ijΩkl] +
e2i̟
24
εijklmnpqΩmnΩpq = 0 (229)
and the attractor equation reads
Ω[ijZkl] +
1
24
εijklmnpqΩmnZpq = 0 (230)
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The equation transforms covariantly with respect to the U(1) Ehlers symmetry, such that
this extra phase is directly related to the phase of w. In our case
Ωij = e2i̟ωij − Ωij (231)
4.3 Non-BPS interactions
To begin let us argue that the asymptotic tensors ωij and Ωij associated to a solution can
be determined in terms of the asymptotic moduli and the charges if the solution includes
enough many black holes. In this subsection the moduli and associated central charges
(as function of the scalars) will always be understood to be evaluated in the asymptotic
region.
The set of charges QIJA carried by the black holes will span a vector space R
43 ⊂ R56
which includes a Lagrangian subspace associated to the invariant symplectic form. We
choose a Darboux basis associated to this Lagrangian, such that one can then define the
orthogonal complement R13 ⊂ R56. In our duality frame, these charges are simply the
ones admitting only as non-zero components p0 and a 3-vector of quaternions p. One
can single out the p0 charge in an invariant way by using the property that the second
derivative of the quartic invariant restricted to the adjoint representation evaluated for
such charges is only zero if the 3-vector of quaternions p is null
∂2I4
∂Q∂Q
∣∣∣
133
∝ pp† (232)
The condition ∂
2I4
∂Q∂Q
∣∣∣
133
(R) = 0 is required for the vector RIJ to be small [56]. The
singled out direction determines therefore the vector RIJ , and then the combination
ωij + Ωij through (202, 203). The obtained symplectic form ωij + Ωij decomposes in a
single way into a sum of orthonormal rank 2 antisymmetric tensors as
ωij + Ωij =
3∑
Λ=0
ω(Λ)ij (233)
Then using equation (210) on all the charges will determine ω as
ωij = ω
(Λ)
ij | ∀QA
∑
Ξ6=Λ
ω(Λ)ik ω
(Ξ)
jl
(
Zkl(QA) + ω
kp
(Λ)ω
lq
(Ξ)Zpq(QA)
)
= 0 (234)
This way one determines ωij and Ωij in terms of the charges Q
IJ
A and the asymptotic
moduli. We will therefore consider them as functions of the charges and the asymptotic
moduli which transform as the central charges Zij with respect to E7(7) transformations.
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It will turn out to be useful to define the real tensor in the 1⊕ 14 of Sp(3)
Wij ≡ 1
2
ΩikΩjl
(
Zkl + ΩkpΩlqZpq
)− 1
2
ΩijRe[ω
klZkl] (235)
This tensor is described within our Ansatz by the Jordan algebra element
W (q, p)≡Re[DZ(q, p)− Z(q, p)1]
=
1
2 det[l ]
(
Tr [(l × l )(P − ap0)]1− ρ(ς) : υ†−1(P − ap0) υ−1 :
)
=
1
2 det[l ]
(
Tr [(l × l )p]1− ρ(ς)υ†−1p υ−1
)
(236)
which is a Hermitian matrix over the quaternions because of (186).
It is now time to have a second look at equation (135). First of all let us note that
assuming that det[pA] 6= 0, we can inverse this relation to
γAl +
∑
B 6=A
(γA − γB) pB|xB − xA| =
2(pA × pA)× qA − 12Tr [pAqA] pA
det[pA]
+ k (237)
Then we will contract this equation with l × l , and recognise each component as being
writable in terms of the tensor function W of the moduli. Indeed, one can define the
following invariants by using the property that Tr [W n] is reproduced in general by the
trace of WikΩ
jk to the power n
Tr [(l × l ) pA]
det[l ]
=Tr [W (qA, pA)] (238)
Tr [l (pA × pB)]
det[l ]
=Tr [W (qA, pA)]Tr [W (qB, pB)]− 2Tr [W (qA, pA)W (qB, pB)]
det[pA]
det[l ]
= 8 det[W (qA, pA)] + 4Tr [W (qA, pA)]Tr [W (qA, pA)
2]− Tr [W (qA, pA)]3
For convenience we will rename these invariants as
WA≡ Tr [(l × l ) pA]
det[l ]
WAB ≡ Tr [l (pA × pB)]
det[l ]
WABC ≡ Tr [pA × pB pC ]
det[l ]
(239)
Using the quartic E7(7) invariant I4(q, p), we can also define the invariant quantity
JA≡−
Tr
[
W
(
∂I4
∂pA
,− ∂I4
∂qA
)]
WAAA
(240)
=
1
det[pA]
Tr
[
(l × l )
(
2(pA × pA)× qA − 1
2
Tr [pAqA] pA + det[pA]
(
k − ml
det[l ]
))]
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Finally, we can write the equations
3
(
γA − m
det[l ]
)
+
∑
B 6=A
(γA − γB) WB|xB − xA| =
JA
det[l ]
(241)
which permit to determine all γA coefficients. It turns out that γA are not covariant
quantities, but det[l ]γA −m are. One can define the N by N matrix
MAB =


3 +
∑
C 6=1
WC
|xC−x1| − W2|x2−x1| − W3|x3−x1| · · ·
− W1|x1−x2| 3 +
∑
C 6=2
WC
|xC−x2| − W3|x3−x2| · · ·
...
...
...

 (242)
and solve
det[l ]γA −m =
∑
B
M−1ABJB (243)
We will now consider the symplectic products of (135) with pB, which give
(γA − γB)
(
Tr [l (pA × pB)] + Tr [pA(pB × pB)] + Tr [pB(pA × pA)]|xA − xB|
)
+
∑
C 6=A,B
(
(γA−γC)Tr [pA(pB × pC)]|xA − xC| −(γB−γC)
Tr [pA(pB × pC)]
|xB − xC|
)
=
1
2
Tr [qApB−qBpA]
(244)
and can be rewritten in general
(γA − γB)
(
WAB +
WABB +WBAA
|xA − xB|
)
+
∑
C 6=A,B
(
(γA − γC) WABC|xA − xC| − (γB − γC)
WABC
|xB − xC|
)
=
〈QA, QB〉
det[l ]
(245)
where we used for short
〈QA, QB〉 = 1
2
(
q0Ap
0
B − q0Bp0A + Tr [Q APB − Q BPA]
)
(246)
Considering γA to be determined as (243), one has 26N remaining equations in (135) for
a solution with N centres. Assuming all pA to be linearly independent, equations (245)
provide inf[N(N − 1)/2, 26N ] covariant equations which constrain the centres in terms
of the angles ωij ,Ωij.
Note that, as opposed to the BPS case, one obtains inf[N(N −1)/2, 26N ] ≥ 3N−6+
δN,2 equations, and not only N − 1, such that the system does not even admit trivially a
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solution forN ≥ 10. In general these equations will give inf[N(N−1)/2, 26N ] polynomial
equations of degree N − 1 for the N centres. This is because the leading terms of order
N in the inverse radius all cancel. In the two centres case one gets
|x1 − x2| = 〈Q1, Q2〉(W1 +W2) + (J2 − J1)(W211 +W122)
(J1 − J2)W12 − 3〈Q1, Q2〉 (247)
In the three centres case one can find the distance separations as real roots of quartic
polynomials. Therefore they admit closed form formula in principle, although these
expressions are not really illuminating and we will not display them.
In general (for more than three centres which are not on the same axe, or more than
four which are not on the same plan), equation (135) determines 15N charges in terms
of 4N − 6 parameters, and therefore it is clear that the moduli space of such composite
black hole solutions is only defined for a much smaller submanifold of allowed charges. In
the axisymmetric situation, 15N charges are determined in terms of 2N − 1 parameters
(respectively 3N−3 for the plan). It is therefore clear that considering the largest possible
landscape of allowed charges requires to consider non-axisymmetric configurations, as
opposed to the BPS case for which one could always rotate a configuration of charged
black holes to an axisymmetric one.
This property is confirmed by the appearance of a new contribution to the total
angular momentum, when at least three centres are not aligned. In such a case, the
charge factor reads
γCTr [pA × pBpC ]− m
det[l ]
Tr [pA × pBpC ]
=
(
−3Tr [W (qA, pA)]Tr [W (qB, pB)]Tr [W (qC , pC)]
+4Tr [W (qA, pA)]Tr [W (qB, pB)W (qC, pC)]
+4Tr [W (qB, pB)]Tr [W (qC, pC)W (qA, pA)]
+4Tr [W (qC, pC)]Tr [W (qA, pA)W (qB, pB)]
+8Tr [W (qA, pA)W (qB, pB)W (qC , pC)]
)∑
D
M−1CDJ(qD, pD) (248)
and because the second term does not contribute by symmetry, we obtain that the con-
tribution to the angular momentum is a duality invariant function of the charges and the
asymptotic moduli.
In principle one would expect the expression of the angular momentum to not only
be a duality invariant, but to moreover be independent of the asymptotic moduli such
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that it could take an integer valued expression for arbitrary moduli. However, given the
complexity of the complete expression of (165) in terms of the charges and the asymptotic
moduli, and the property that the charges are themselves constrained, it is very hard to
prove that this is indeed the case. The first step would be to actually understand clearly
the constraints on the charges for the existence of a solution in terms of duality invariant
equations. On the other hand, note that whenever one gets such contribution to the
angular momentum, the different contributions to the angular momentum are then not
aligned by definition, and there is no reason for the sum of the standard contributions to
give rise to an integer valued total angular momentum anyway.
Let us note nevertheless the following observation. We define
dA ≡ γAl +
∑
B 6=A
(γA − γB) pB|xB − xA| (249)
such that (135) reads simply qA = 2pA × dA. For generic charges pA, we know that the
interactions disappear if and only if all γA are equal. Then one has dA = dB since
dA−dB = (γA−γB)
(
l +
pA + pB
|xB − xA|
)
+
∑
C 6=A,B
(
(γA − γC) pC|xC − xA| − (γB − γC)
pC
|xC − xB|
)
(250)
One checks straightforwardly that this implies that the charges are mutually local
〈QA, QB〉 = Tr [pA × pB(dA − dB)] (251)
which is the standard property for non-interacting black holes. Moreover, one can check
that the sextic invariant proposed in [57, 58] to describe interacting solutions also vanishes
〈 ∂I4
∂QA
,
∂I4
∂QB
〉
= 8det[pA] det[pB]
(
det[dA]− det[dB]
)
+ 2det[pB]
(
q†A(pA × (dA − dB))qA
)
+ 2det[pA]
(
q†B(pB × (dA − dB))qB
)− (q0B det[pA] + q0A det[pB])Tr [pA × pB(dA − dB)]
− 2(q†B(pB × pB)(dA − dB)(pA × pA)qA)− 2(q†A(pA × pA)(dA − dB)(pB × pB)qB) (252)
when dA = dB. This suggests that this invariant might play a role in the description of
these solutions.
5 Almost BPS system
Let us now discuss the generalisation of the almost BPS system of equations derived in
[12] to N = 8 supergravity.
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5.1 The solution Ansatz
The system includes one real harmonic function V , a Jordan algebra valued (i.e. a 3 by
3 Hermitian matrix over the quaternions) harmonic function K, and a 3-vector over the
quaternions of harmonic functions Y . It also includes a Jordan algebra valued sourced
function L satisfying
d ⋆
(
dL+K ×K dV − V d(K ×K)) = 0 (253)
and a real function M sourced according to
d ⋆
(
dM − V Tr L dK+ (Y †(dK)Y )) = 0 (254)
It will be convenient to define
♦ ≡ V det[L]− (Y †L × LY ) (255)
and its derivatives
∂♦
∂L = V L× L − 2L× (Y Y
†) (256)
and
∂2♦
∂L × ∂L = V L − (Y Y
†) (257)
where (Y Y †) is the Hermitian matrix over the quaternions built from the 3-vector Y .
The metric is defined by the scaling factor
e−4U = ♦−M2 (258)
and the Kaluza–Klein vector satisfying
⋆dω = dM − Tr ∂
2♦
∂L × ∂LdK (259)
The moduli are defined by
t = K + −M + ie
−2U
V
∂ln[♦]
∂L + ℓE
Y
V
(260)
The Kaluza–Klein components of the vector fields are
⋆ dw0=Tr
[LdK −KdL]+ V d det[K]− det[K]dV
⋆dw = dL+K ×KdV − V d(K ×K) + ℓE((dK)Y −KdY )
⋆dv = V dK −KdV − ℓEdY
⋆dv0=−dV (261)
Of course setting Y = 0 one gets back the system of N = 2 supergravity [12].
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5.2 Solving the differential equations
Algebra shows directly that the poles of V and Y are incompatible with the poles of K for
the Noether charge carried by the pole to correspond to a regular orbit. The condition
for regularity is the same and we will already assume that the function K admits pole at
the BPS centres only. This is in agreement with the result obtained in [13] for the STU
model. For simplicity we will consider one single BPS centre at x = 0, such that
K = k + V (0)−1 p∗|x| (262)
whereas V and Y will admit poles at the (arbitrary xA 6= 0) non-BPS centres
V = h−
∑
A
p0A
|x− xA| , Y = y −
∑
A
pA
|x− xA| (263)
This restriction will somehow be complementary of the case discussed in [14], where they
considered one single non-BPS centre and arbitrary many BPS ones.
One can then solve
L = V (0)−2
(
h−
∑
A
p0A |x− xA|
|xA|2
)p∗ × p∗
|x|2 +
q∗ + 2k × p∗
|x| +
∑
A
q
A
|x− xA| + l (264)
The choice of parametrization is justified by the value of the electromagnetic charges at
each centre. One computes the charges of the BPS black hole as
q∗0=−Tr
[
k q∗ +
(
k × k −
l +
∑
A
q
A
|xA|
V (0)
)
p∗
]
− V (0)−3 det[p∗]
∑
A
p0A
|xA|3
Q∗= q∗ + ℓEp∗
Y (0)
V (0)
P∗= p∗
p0∗=0 (265)
and the charges of the non-BPS black holes as
q0A=−Tr [K(xA)qA] + det[K(xA)]p0A
Q A= qA −K(xA)×K(xA)p0A + ℓEK(xA)pA
PA=K(xA)p0A + ℓEpA
p0A= p
0
A (266)
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In order to compute the expression of the function M , we will need to define the
function
KAB ≡
∫
d3y
4π
1
|x− y||y|3
(
yi
∂
∂yi
)(|xA||y − xB| − |xB||y − xB|)2
|xA||xB||y − xA||y − xB||y|2 (267)
We will not compute this integral, however one can show that it converges for any value
of x, such that the function KAB is regular everywhere, and satisfies the differential
equation
∆KAB = ∇
(|xA||x− xB| − |xB||x− xB|)2
|xA||xB||x− xA||x− xB||x|2 · ∇
1
|x| (268)
Using this function one computes the solution for M
M = m+ V (0)−1
det[p∗]
|x|3 +
1
2
Tr [(q∗ + 2k × p∗)p∗]
h−∑A p0A|x−xA|(1− x·xA|xA|2)
V (0)|x|2
+
V (0)−1
2
∑
A
(
Tr [(hq
A
− p0Al )p∗] + (y†p∗pA) + (p†Ap∗y)
) |x− xA|+ |xA| − |x|
|xA||x||x− xA|
− V (0)−1
∑
A
(
p0ATr [qAp∗] + (p
†
Ap∗pA)
) 1
|x− xA|2|x|
(
1− x · xA|xA|2
)
− det[p∗]
2V (0)3
∑
A
hp0A
(3|x− xA|2 + |xA|2 − 4|xA||x− xA|
|xA|2|x− xA||x|3 +
1
|x||xA|3 −
1
|x− xA||xA|3
)
− V (0)−1
∑
A>B
(
p0ATr [qBp∗] + p
0
BTr [qAp∗] + (p
†
Ap∗pB) + (p
†
Bp∗pA)
)(
F(A,B)0 +
1
|xA||xB||x|
)
+V (0)−3 det[p∗]
∑
A>B
p0Ap
0
B
(
KAB +
|xA − xB|2
|xA|3|xB|3|x|
)
− V (0)−3 det[p∗]
(∑
B
p0B
|xB|
)(∑
A
p0A
x · xA
|xA|3|x|3
)
+ V (0)−1
(
hTr [lp∗]− (y†p∗y)
) 1
|x| −
∑
A
J iA(x− xA)i
|x− xA|3 (269)
where we chose the dipole harmonic function at x = 0 such as to cancel the divergence
in x
i
|x|5 in the scaling factor e
−4U , and each pole such that ω is globally defined. F(A,B)0
is the function defined in the Appendix A for xC = 0. We refer to [13, 14] for a more
detailed discussion in the case of the STU model.
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5.3 Near horizon geometry
The BPS centre
In the BPS centre near horizon geometry, one computes that
ω =
εijkJ
i
∗x
jdxk
|x|3 +O(1) (270)
and
e−4U =
−q∗0 det[p∗] + Tr [(q∗ × q∗)(p∗ × p∗)] + (q†∗(p∗ × p∗)q∗)− 14(Tr [q∗p∗])2
|x|4
+ 2
|J∗|2
|x|4 −
(J∗ixi
|x|3
)2
+O(x−3) (271)
with
J i∗ ≡ −
det[p∗]
V (0)2
∑
A
p0A x
i
A
|xA|3 (272)
an angular momentum induced by the interactions with the non-BPS black holes. The
horizon area is thus
S∗ = 4π
√
I4(q, p) + |J∗|2 (273)
The scalar fields turn out to do not sit at the attractor values, in fact they are defined
at the horizon as (choosing coordinates such that J i∗∂i = J∗∂z)
t∗ =
−∂I4
∂q∗
+ ℓE∂I4
∂q
†
∗
+ p∗
(
J∗ cos(θ∗) + i
√
I4 + |J∗|2 + |J∗|2 sin2(θ∗)
)
− ∂I4
∂q∗0
(274)
Indeed one can check that the BPS attractor equation is not satisfied
DZ∗ =
J2∗ + J
2
∗ sin
2(θ∗) + iJ∗ sin(θ∗)
√
I4 + J2∗ + J2∗ sin
2(θ∗)
2(I4 + J2∗ + J2∗ sin
2(θ∗))
3
4
1 6= 0 (275)
although the scalar fields are entirely determined by the electromagnetic charges and the
local angular momentum. Note that the solution is not quaternionic at x = 0 (it admits
non-trivial components in ℓ) and therefore does not sit obviously in the N = 2 truncation
in which Z(q, p) defines the central charge; all these components can nonetheless be
eliminated by a duality transformation that shifts the axions by −ℓEY (0)
V (0)
, such that it
does.
There is therefore no enhancement of supersymmetry in the near horizon geometry.
The horizon is itself a squashed sphere with an angular momentum induced by the
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interactions with the non-BPS back holes. As a consequence, the horizon area is not
determined by the quartic invariant of its charges, but is increased by the norm squared
of its induced local angular momentum. This horizon is larger than the BPS horizon in
all directions, because its metric
ds2 =
√
I4 + |J∗|2 + |J∗|2 sin2(θ∗) dθ2∗ +
I4 + |J∗|2√
I4 + |J∗|2 + |J∗|2 sin2(θ∗)
sin2(θ∗)dϕ2 (276)
verifies that
I4 + |J∗|2√
I4 + |J∗|2 + |J∗|2 sin2(θ∗)
>
√
I4 (277)
The existence of interactions seems therefore to create a squashed horizon that surounds
the BPS horizon.
Non-BPS centres
The near horizon geometry of the non-BPS black holes is much simpler to extract. One
directly obtains that
ω = εijk
J iA(x− xA)jdxk
|x− xA|3 +O(1) (278)
and
e−4U = −p
0
A det[qA] + (p
†
A(qA × qA)pA)
|x|4 −
(JAi(x− xA)i
|x|3
)2
+O(x−3) (279)
Using the property that the charges of the non-BPS black holes are obtained by ‘T-
duality’ of parameter K(xA), one concludes that
SA = 4π
√
−I4(qA, pA)− |JA|2 (280)
as expected [40, 50, 51].
5.4 The asymptotic region
The ADM mass
To compute the ADM mass, it will be simpler to consider the asymptotic behaviour of
the various functions in terms of the total electromagnetic charges
V = h− p
0
r
+O(r−2) , Y = y− p
r
+O(r−2) , K = k + p − k p
0
r
+O(r−2) (281)
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and
L = l + q + 2k × p − k × k p
0
r
+O(r−2) (282)
The total q0 and q charges are determined such that
q0 + Tr [k q ] + Tr
[(
k × k − l
h
)
p
]
−
(
det[k ]− 1
h
Tr [l k ]
)
p0=0
q − k p− 1
h
(p − k p0)y=0 (283)
Requiring the absence of total NUT charge implies
M = m+
Tr [l (p − k p0)]− 1
h
(y†(p − k p0)y)
r
+O(r−2) (284)
This is indeed the case provided
F(A,B)0(x) +
1
|xA||xB| r = O(r
−2) , KAB(x) +
|xA − xB|2
|xA|3|xB|3 r = O(r
−2) (285)
in the asymptotic region. We prove explicitly the first limit in Appendix A, and we
will assume that the second is valid. This is ensured by the conservation of the three-
dimensional e8(8) current, since there is no poles outside the black hole horizons.
By definition
e−4U = 1 + 4
MADM
r
+O(r−2) (286)
which implies
h det[l ] = 1 +m2 + (y†(l × l )y) (287)
Using this equation, the asymptotic scalar fields simplify to
t0 = k +
−m+ i
1 +m2
(
l × l − 2
h
l × yy†
)
+ ℓE
y
h
(288)
One computes that
MADM =
1
4
(
− det[l ]p0 + hTr [(l × l )(q + 2k × p − k × k p0)]
− 2(y†(q + 2k × p − k × k p0)y)+ (y†(l × l )p+ p†(l × l )y)
+2mTr [lk p0 − lp] + 2m
h
(
y†(p − k p0)y)) (289)
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After some algebra, one computes that it can be rewritten as
MADM =
h
4
(
Tr
[(
l × l − 2
h
l × yy†
)
Q
]
+ 2Tr
[((
k + ℓE
y
h
)
×
(
l × l − 2
h
l × yy†
)
− 2m
1 +m2
(
l × l − 2
h
l × yy†
)
×
(
l × l − 2
h
l × yy†
))
P
]
−
( 1
1 +m2
det
[
l × l − 2
h
l ×yy†
]
+Tr
[(
k + ℓE
y
h
)
×
(
k + ℓE
y
h
)
×
(
l × l − 2
h
l × yy†
)]
− 2m
1 +m2
Tr
[(
k + ℓE
y
h
)
×
(
l × l − 2
h
l × yy†
)
×
(
l × l − 2
h
l × yy†
)])
p0
)
(290)
where we used in particular that
(
l × l − 2
h
l × yy†
)
×
(
l × l − 2
h
l × yy†
)
=
(
det[l ]− 1
h
(y†(l × l )y)
)(
l − yy
†
h
)
det
[
l × l − 2
h
l × yy†
]
=
(
det[l ]− 1
h
(y†(l × l )y)
)2
(291)
Before to be able to rewrite this expression in terms of the asymptotic central charges,
we will first observe that
N =
h
√
1 +m2
4
(
q0 + Tr
[(
k + ℓE
y
h
)
Q
]
+ Tr
[((
k + ℓE
y
h
)
×
(
k + ℓE
y
h
)
− 1
1 +m2
(
l × l − 2
h
l × yy†
)
×
(
l × l − 2
h
l × yy†
))
P
]
−
(
det
[
k + ℓE
y
h
]
− 1
1 +m2
Tr
[(
l × l − 2
h
l × yy†
)
×
(
l × l − 2
h
l × yy†
)
×
(
k + ℓE
y
h
)])
p0
)
(292)
vanishes identically according to (283). Then one can compute that
MADM=MADM − 3e
iα + e−3iα
4
N
=−1
4
(
3eiαZ(q, p) + e−3iαZ¯(q, p)− e−iα(Tr [DZ(q, p)]− Tr [DZ(q, p)]))
=−eiαZ(q, p) + i
2
e−iαIm
[
e2iαZ(q, p) + Tr [DZ(q, p)]
]
(293)
for
eiα =
m+ i√
1 +m2
(294)
This form indeed generalises the formula derived in [34] for the STU model.
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Angular momentum
Using the property that the angular momentum is defined by the asymptotic expression
of the Kaluza–Klein vector
ω =
εijkJ
ixjdxk
|x|3 +O(x
−2) (295)
one can compute that it also defines the asymptotic component of the function M
M = m− Ji x
i
|x|3 +
1
2V (0)|x|
(
Tr [(V L+ hl )p∗]− (Y †p∗Y )− (y†p∗y)
)
+O(x−3) (296)
where the last term includes the terms in 1|x| and
1
|x|2 . To compute this expression, we
would need the asymptotic behaviour of the function KAB. We will consider instead a
undetermined parameter jiAB such that
KAB = − |xA − xB|
2
|xA|3|xB|3|x| −
1
2
( 1
|xA| −
1
|xB|
)3 xA − xB
|xA − xB| ·
x
|x|3 − jAB i
xi
|x|3 +O(x
−3) (297)
The specific choice for the second term (that could have been absorbed in the constants
jiAB) will become clear shortly. Using this expression one computes
− J i = 1
2V (0)
Tr [(q∗ + 2k × p∗)p∗]
∑
A
p0Ax
i
A
|xA|2
− 1
2V (0)
∑
A
((
Tr [(hq
A
− p0Al )p∗] + (y†p∗pA) + (p†Ap∗y)
) xi
A
|xA|
)
+
1
V (0)
∑
A
((
p0ATr [qAp∗] + (p
†
Ap∗pA)
) xi
A
|xA|2
)
+
det[p∗]
2V (0)3
(
h− 2
∑
B
p0B
|xB|
)(∑
A
pAx
i
A
|xA|3
)
−
∑
A
J iA
+
1
2V (0)
∑
A>B
((
p0ATr [qBp∗] + p
0
BTr [qAp∗] + (p
†
Ap∗pB) + (p
†
Bp∗pA)
)
( xi
A
− xi
B
|xA − xB|
( 1
|xA| −
1
|xB|
)
+
xi
A
+ xi
B
|xA||xB|
− |xA − xB|
2xi
B
− (xA − xB)·xB(xiA − xiB)
|xA − xB||xA||xB|
(|xA − xB|+ |xA|+ |xB|)
))
− det[p∗]
2V (0)3
∑
A>B
p0Ap
0
B
(( 1
|xA| −
1
|xB|
)3 xi
A
− xi
B
|xA − xB| + 2j
i
AB
)
(298)
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After some algebra one obtains that the angular momentum can be rewritten as
J i =
1
2
∑
A
(
q0Ap
0
∗ + Tr [Q AP∗]− Tr [PAQ∗]− p0Aq0∗
) xi
A
|xA|
+
1
2
∑
A>B
(
q0Ap
0
B + Tr [Q APB]− Tr [PAQ B]− p0Aq0B
) xi
A
− xi
B
|xA − xB|
+
∑
A
J iA − J i∗ +
det[p∗]
V (0)3
∑
A>B
p0Ap
0
Bj
i
AB
+
1
2V (0)
∑
A>B
((
p0ATr [qBp∗] + p
0
BTr [qAp∗] + (p
†
Ap∗pB) + (p
†
Bp∗pA)
)
|xB|2xiA − (xB·xA)xiB + |xA|2xiB − (xA·xB)xiA
|xA − xB||xA||xB|
(|xA − xB|+ |xA|+ |xB|)
)
(299)
The first two lines correspond to the usual electromagnetic dipole angular momentum.
Note that although the charges of the non-BPS black holes would have been trivially
commuting in the absence of a BPS centre, the presence of the latter rotates the charges
differently depending of their distance from the BPS centre. The third lines contains the
angular momenta that can be felt in the near horizon region of each black hole, although
note that the angular momentum induced by the non-BPS black holes in the near horizon
region of the BPS one has the opposite sign with respect to the contribution to the angular
momentum in the asymptotic region. The last line corresponds to a contribution to the
angular momentum that would vanish if the centres were all aligned, similar as the one
that exists for non-BPS black hole composites. Relying on duality invariance, it is clear
that the constants jiAB should vanish for an axisymmetric solution, and that they should
produce a contribution similar to the last line contribution in general. But we will not
prove this property in this paper.
6 Locally BPS system
Let us now describe a locally BPS system, which is defined by the usual BPS system of
differential equations with additional harmonic functions sourcing axions that do not lie
in the N = 2 truncation. We consider therefore two scalar functions L0 and K0, and
two Hermitian matrices over the quaternions L and K, which altogether would define the
harmonic functions of the maximal N = 2 truncation. In addition we will consider a 3-
vector of quaternions of harmonic functions Y , such that only K0,K and Y are harmonic
62
functions, whereas L0 and L satisfy
d ⋆
(
dL0 + Y
†(dK)Y − Y †KdY − (dY †)KY )=0
d ⋆
(
dL+K0d(Y Y †)− Y Y †dK0)=0 (300)
The metric is then defined as in the BPS system by
e−4U = I4 = K0 det[L]−L0 det[K] + Tr [(L×L)(K×K)]− 1
4
(
K0L0 + Tr [KL]
)2
(301)
and
⋆dω =
1
2
(
K0dL0 + Tr [KdL]− Tr [LdK]− L0dK0
)
(302)
which is well defined because
K0∆L0 + Tr [K∆L] = K0Tr [K∆(Y Y †)] + Tr [K
(−K0∆(Y Y †))] = 0 (303)
The scalar fields are defined as
t =
∂
√
I4
∂L − iK
∂
√
I4
∂L0
− iK0
+ ℓEY (304)
and the three dimensional vector components of the vector fields are
⋆ dw0=L0 + Y
†(dK)Y − Y †KdY − (dY †)KY
⋆dw = dL+K0d(Y Y †)− Y Y †dK0 + ℓE((dK)Y −KdY )
⋆dv = dK + ℓE(Y dK0 −K0dY )
⋆dv0= dK0 (305)
However, there is no regular composite black hole solutions which involve the functions
Y in a non-trivial manner, because a pole in Y necessarily renders the corresponding
axion field singular.
7 Maximal nilpotent orbits
The three solvable systems of differential equations we discussed in this paper were all
associated to nilpotent orbits which exist in D4, i.e. that they can be represented by
elements of so(8,C) appropriately embedded inside e8. In fact the almost BPS system
is associated to the principal orbit of SO(4, 4), and the non-BPS composite (as well as
the locally BPS) are associated to the subregular orbit of SO(4, 4). They correspond
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to two inequivalent nilpotent orbits in the coset component e8 ⊖ so(16,C). Since they
correspond to direct generalisations of the STU models, it was somehow natural that
their expression was very similar to N = 2 supergravity expressions.
In fact there are orbits of type D5 which generalise these three orbits. The embedding
of the principal nilpotent orbit of SO(5, 5) defines a system which generalises the almost
BPS system, and the embedding of its subregular nilpotent orbit defines two inequivalent
systems generalising the non-BPS composite system and the locally BPS system. Then
the linearly realised SU(2)×SL(3,H) symmetry is broken to SU(2)×SU(2)×SL(2,H)
and these three systems include 8 more functions which transform in the fundamen-
tal of SL(2,H). The SO(5, 5)/(SO(3, 2)× SO(2, 3)) model defines a truncation of the
SO(8, 5+n)/(SO(6, 2)×SO(2, 3+n)) one that captures most information about N = 4
supergravity black holes solutions. Indeed, the maximal nilpotent orbit of so(8, 5 + n)
which admits a non-trivial intersection with the coset component is of type D5, and
corresponds to the maximal nilpotent orbit of SO(5, 5).
The maximal orbit of E8(8) which admits an intersection with the coset component
orthogonal to so∗(16) is of type E6, which justifies the use of the E6(6)/Spc(8,R) to
obtain black hole solutions in N = 8 supergravity. Once again the principal nilpotent
orbit of E6 appropriately embedded inside e8(8) defines a generalisation of the almost
BPS system, and the subregular orbit of E6 defines two inequivalent nilpotent orbits
associated respectively to a generalisation of the composite non-BPS system and of the
locally BPS system. In this case the linearly realised symmetry of these systems is broken
to
∏4
i=0 SU(2)i, and the latters include 4 more functions defining a quaternion, that is
56 functions in whole. We will describe in this section the three nilpotent orbits of type
E6 in e8(8).
It is useful to consider the decomposition of so∗(16)
so∗(16)∼=
3⊕
i=0
so∗(4)i ⊕
⊕
i>j
(4i ⊗ 4j)
∼=
3⊕
i=0
sl
(i)
2 ⊕
3⊕
i=0
su(2)i ⊕
⊕
i>j
2(i) ⊗ 2(j) ⊗ (2i ⊗ 2j) (306)
with respect to which the coset component 128 decomposes as
128 ∼= 2(0) ⊗ 2(1) ⊗ 2(2) ⊗ 2(3) ⊕
⊕
i>j 6=k>l
2(i) ⊗ 2(j) ⊗ (2k ⊗ 2l)⊕ (20 ⊗ 21 ⊗ 22 ⊗ 23) (307)
The four sl(i)2 correspond precisely to the STU truncation, as well as the 2
(0) ⊗ 2(1) ⊗
2(2) ⊗ 2(3) of the coset component. We will call Hi Cartan generators of the sl(i)2 . The
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SU(2)i factors cannot be further decomposed within a real graded decomposition (i.e.
with respect to a gl1 and not a u(1) which would require complexification). So for any
graded decomposition, the (20 ⊗ 21 ⊗ 22 ⊗ 23) will always be of grade zero, and the
corresponding graded decomposition of e8(8) will accordingly always includes so(4, 4) in
its grade zero component.
This property implies that the nilpotent orbits of e8 in the coset component orthogonal
to so(16,C) which admit a non-trivial intersection with the real 128 inside e8(8), are
necessarily associated to weighted Dynkin diagram of so(16,C) for which the component
associated to compact generators of the Cartan subalgebra of so∗(16) are all null. They
are of type
[
0
·a b0c0d 0
]
with a, b, c, d ∈ N [59].
We refer to [60, 61] for the complete classification of the nilpotent orbits of E8(8).
7.1 Almost BPS solvable algebra
The maximal nilpotent orbit of E8(8) which does admit a non-trivial intersection with
the coset component is associated to the weighted Dynkin diagram of e8(8)
[
0
2000222
]
which
defines the graded decomposition
e8(8) ∼= 1(−11) ⊕ 1(−10) ⊕ 1(−9) ⊕ 8(−8)v ⊕ (1⊕ 8a)(−7) ⊕ (1⊕ 8c)(−6) ⊕ (1⊕ 1⊕ 8c)(−5)
⊕ (1⊕ 8a ⊕ 8c)(−4) ⊕ (1⊕ 8v ⊕ 8a)(−3) ⊕ (1⊕ 8a ⊕ 8v)(−2) ⊕ (1⊕ 1⊕ 8v ⊕ 8c)(−1)
⊕ (gl1 ⊕ gl1 ⊕ gl1 ⊕ gl1 ⊕ so(4, 4))(0) ⊕ (1⊕ 1⊕ 8v ⊕ 8c)(1)
⊕ (1⊕ 8a ⊕ 8v)(2) ⊕ (1⊕ 8v ⊕ 8a)(3) ⊕ (1⊕ 8a ⊕ 8c)(4)
⊕ (1⊕ 1⊕ 8c)(5) ⊕ (1⊕ 8c)(6) ⊕ (1⊕ 8a)(7) ⊕ 8(8)v ⊕ 1(9) ⊕ 1(10) ⊕ 1(11) (308)
A representative element of the orbit is a generic element of grade 1, for which all four
components are non-zero and such that the vector and the spinor have a non-vanishing
norm. The four components have all different weights with respect to the four gl1 such
that no combination of them leaves the element invariant. The vector is only preserved by
Spin(3, 4) ⊂ Spin(4, 4), and the chiral spinor by G2(2) ⊂ Spin(3, 4). The corresponding
nilpotent orbit has dimension 216, and is isomorphic to
E8(8)/
(
G2(2) ⋉R
2×7+4) (309)
Its intersection with the coset component is associated to the so∗(16) weighted Dynkin
diagram
[
0
·4202040
]
, (i.e. H1+2H2+3H3+5H0 in the STU basis) which defines the graded
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decomposition
so∗(16) ∼= 1(−10) ⊕ (20 ⊗ 23)(−8) ⊕ (20 ⊗ 22)(−7) ⊕ (1⊕ 20 ⊗ 21)(−6) ⊕ (22 ⊗ 23)(−5)
⊕(1⊕21⊗23⊕20⊗21)(−4)⊕(21⊗22⊕20⊗22)(−3)⊕(1⊕21⊗23⊕20⊗23)(−2)⊕(21⊗22⊕22⊗23)(−1)
⊕ (gl1 ⊕ gl1 ⊕ gl1 ⊕ gl1 ⊕ 3⊕
i=0
su(2)i
)(0) ⊕ (21 ⊗ 22 ⊕ 22 ⊗ 23)(1)
⊕ (1⊕ 21 ⊗ 23 ⊕ 20 ⊗ 23)(2) ⊕ (21 ⊗ 22 ⊕ 20 ⊗ 22)(3) ⊕ (1⊕ 21 ⊗ 23 ⊕ 20 ⊗ 21)(4)
⊕ (22 ⊗ 23)(5) ⊕ (1⊕ 20 ⊗ 21)(6) ⊕ (20 ⊗ 22)(7) ⊕ (20 ⊗ 23)(8) ⊕ 1(10) (310)
for which the 128 decomposes as
128 ∼= 1(−11)⊕1(−9)⊕(21⊗22)(−8)⊕(1⊕21⊗23)(−7)⊕(22⊗23)(−6)⊕(1⊕1⊕20⊗21)(−5)
⊕(20⊗22⊕22⊗23)(−4)⊕(1⊕20⊗23⊕21⊗23)(−3)⊕(20⊗22⊕21⊗22)(−2)⊕(1⊕1⊕20⊗23⊕20⊗21)(−1)
⊕ (20 ⊗ 21 ⊗ 22 ⊗ 23)(0) ⊕ (1⊕ 1⊕ 20 ⊗ 23 ⊕ 20 ⊗ 21)(1)
⊕ (20 ⊗ 22 ⊕ 21 ⊗ 22)(2) ⊕ (1⊕ 20 ⊗ 23 ⊕ 21 ⊗ 23)(3) ⊕ (20 ⊗ 22 ⊕ 22 ⊗ 23)(4)
⊕ (1⊕ 1⊕ 20 ⊗ 21)(5) ⊕ (22 ⊗ 23)(6) ⊕ (1⊕ 21 ⊗ 23)(7) ⊕ (21 ⊗ 22)(8) ⊕ 1(9) ⊕ 1(11)
(311)
where 2i ⊗ 2j is the real vector representation of SO(4)ij ∼= SU(2)i ×Z2 SU(2)j . Again
an element of the orbit carries a non-trivial component in each irreducible representation
of the grade one component of the 128. Therefore no combination of the gl1 generators
leaves it invariant, and only the diagonal of the three SU(2)i (for i = 0, 1, 3) leaves
both the 21 ⊗ 22 and the 22 ⊗ 23 invariant. The corresponding orbit of Spin∗c (16) is of
dimension 108, and is isomorphic to
Spin∗
c
(16)/
(
SU(2)× SU(2)⋉R3+3) (312)
Any element of the positive grade component is also an element of this orbit, as long as
the grade one component admits generic elements, for every value of the higher order
components. The components of positive grades define a solvable algebra of dimension
108 which intersection with the coset component is of dimension 56, and therefore which
permits to define a system of solvable equations for 56 sourced harmonic functions, i.e.
one for each electromagnetic component. This system contains the almost BPS system.
We will now describe this nilpotent algebra n in terms of the associated differential
graded algebra
∧
n∗, as we did in section 2.2.
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Before to consider the maximal nilpotent orbit, let us restrict ourselves in a first
step to the maximal nilpotent orbit of SO(4, 4) in e8(8) (discussed in more details in
this paper), i.e. of weighted Dynkin diagram
[
0
0000022
] [
0
·4000020
]
. In that case the relevant
solvable algebra inside e8(8) admits an E6(6) automorphism and can be written in terms
of the exceptional Jordan algebra.
For the solvable algebra
(1⊕ 27)(1) ⊕ 27(2) ⊕ 27(3) ⊕ 1(4) ⊕ 1(5) (313)
we define V , E0 and M associated to the grade 1, 4 and 5 singlets respectively, and K, E
and L the grade 1, 2 and 3 Hermitian matrices. We chose the notations to be as similar
as possible to the ones used in the paper such that one can recognise to which generators
are associated the various functions of the associated solvable systems. The differential
reads
δE = VK , δL = E×K , δE0 = Tr LK , δM = E0V + Tr EL (314)
It is nilpotent because the cross product × is symmetric. Decomposing these expressions
in terms of split real and split octonion numbers according to
K =

K
1 k3 k
∗
2
k∗3 K
2 k1
k2 k
∗
1 K
3

 (315)
and analogously for E = (Ei, ei) and L = (Li, l
i), one gets
δEi=V Ki , δei = V ki ;
δLi=E
i+1Ki+2 + Ei+2Ki+1 − eik∗i + kie∗i ,
δli=−Eiki +Kiei + e∗i+2k∗i+1 − k∗i+2e∗i+1 ,
δE0=
∑
i
(
LiK
i + lik∗i − kili ∗
)
,
δM =E0V +
∑
i
(
EiLi + eil
i ∗ − lie∗i
)
. (316)
where i = 1, 2, 3 and repeated indices are not summed. The nilpotency can be checked
explicitly by using the property that the real part of a square is symmetric, and that
the real part of a cube is cyclic. To decompose the algebra in its so∗(16) and coset
components, one must decompose the split octonions in terms of quaternions
ki = ki + ℓsi , ei = ei + ℓyi , li = li + ℓxi (317)
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and use the Cayley product (40).
The algebra then decomposes in terms of quaternions as
δEi=V Ki , δei = V ki , δyi = V si ;
δLi=E
i+1Ki+2 + Ei+2Ki+1 − eik∗i + kie∗i + yis∗i − siy∗i ,
δli=−Eiki +Kiei + e∗i+2k∗i+1 − k∗i+2e∗i+1 − si+1y∗i+2 + yi+1s∗i+2 ,
δxi=−Eisi +Kiyi + k∗i+1yi+2 + ki+2yi+1 − ei+2si+1 − e∗i+1si+2 ;
δE0=
∑
i
(
LiK
i + lik∗i − kili ∗ − xis∗i + sixi ∗
)
;
δM =E0V +
∑
i
(
EiLi + eil
i ∗ − lie∗i + xiy∗i − yixi ∗
)
. (318)
which disentangles the elements V,Ki, ki, yi, Li, l
i,M associated to the coset component
from the elements si, E
i, ei, xi, E0 of the so
∗(16) subalgebra. The automorphism group
then reduces to SU(2)× SL(3,H).
One obtains the maximal algebra by adding three generators associated to split oc-
tonions ri ≡ ri + ℓti. ti will be generators in the coset component 128 whereas ri will
correspond to generators of so∗(16). The E6(6) automorphism will then be reduced to
Spin(4, 4), such that octonions only get multiplied through the triality invariant products
which preserve Spin(4, 4) in the three trial representations ρi
8
(
ρi((xy)
∗)
)∗
= ρi+1(x)ρi+2(y) (319)
According to this rule, the grading and the Jacobi identity determines completely the
algebra up to a redefinition of ri, as
δE1=V K1 , δk3 = K
1r3 , δr2 = −r∗1r∗3 ;
δK2=k3r
∗
3 − r3k∗3 , δk2 = K1r2 − r∗1k∗3 , δe3 = V k3 + E1r3 ;
δE2=V K2 − r3e∗3 + e3r∗3 , δk1 = K2r1 + k∗3r∗2 − r∗3k∗2 , δe2 = V k2 + E1r2 − r∗1e∗3 ;
δK3=k1r
∗
1 − r1k∗1 + k2r∗2 − r2k∗2 , δL3 = E1K2 + E2K1 − e3k∗3 + k3e∗3 ,
δe1=V k1 + E
2r1 + e
∗
3r
∗
2 − r∗3e∗2 ;
δE3=V K3 − r1e∗1 + e1r∗1 − r2e∗2 + e2r∗2 , δl1 = −E1k1 +K1e1 + e∗3k∗2 − k∗3e∗2 − L3r1 ;
8Here ρ1, ρ2, ρ3 state for the same element of Spin(4, 4) in the chiral spinor, the antichiral spinor and
the vector representation, respectively.
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δL2=E
3K1 + E1K3 − e2k∗2 + k2e∗2 − l1r∗1 + r1l∗1 ,
δl2=−E2k2 +K2e2 + e∗1k∗3 − k∗1e∗3 − L3r2 − l∗1r∗3 ;
δl3=−E3k3 +K3e3 + e∗2k∗1 − k∗2e∗1 − L2r3 + r∗2l1 ∗ − l2 ∗r∗1 ;
δL1=E
2K3 + E3K2 − e1k∗1 + k1e∗1 − l2r∗2 + r2l2 ∗ − l3r∗3 + r3l3 ∗ ;
δE0=
∑
i
(
LiK
i + lik∗i − kili ∗
)
;
δM =E0V +
∑
i
(
EiLi + eil
i ∗ − lie∗i
)
. (320)
Note that there is a particular truncation of this algebra for which there is an enhanced
SO(5, 5) symmetry, namely for r3 = 0. The algebra then corresponds to the nilpotent
orbit
[
0
0000022
]
,
[
0
·4000020
]
. A representative element of the maximal nilpotent orbit in the
coset component has V,K1, t3, t1 all different from zero.
7.2 Locally BPS solvable algebra
There is another pertinent orbit which also defines a system involving 56 harmonic func-
tions, and which contains the BPS system. It can be obtained from the nilpotent orbits
of e8(8) weighted Dynkin diagram
[
0
2000202
]
which defines the graded decomposition
e8(8) ∼= 1(−8) ⊕ 2(−7) ⊕ 8(−6)v ⊕ (2⊕ 8a)(−5) ⊕ (1⊕ 2⊗ 8c)(−4) ⊕ (2⊕ 8a ⊕ 8c)(−3)
⊕ (1⊕ 2⊗ 8a ⊕ 8v)(−2) ⊕ (2⊕ 2⊗ 8v ⊕ 8c)(−1) ⊕
(
gl1 ⊕ gl1 ⊕ gl1 ⊕ sl2 ⊕ so(4, 4)
)(0)
⊕ (2⊕ 2⊗ 8v ⊕ 8c)(1) ⊕ (1⊕ 2⊗ 8a ⊕ 8v)(2) ⊕ (2⊕ 8a ⊕ 8c)(3)
⊕ (1⊕ 2⊗ 8c)(4) ⊕ (2⊕ 8a)(5) ⊕ 8(6)v ⊕ 2(7) ⊕ 1(8) (321)
Such a nilpotent element admits a non-trivial component in each irreducible representa-
tion of the grade one component, including an element of the 2, a doublet of two linearly
independent non null vectors and a non null chiral spinor. The two orbits associated to
this graded decompositions are distinguished by the property that the two vectors are
of the same signature or not. If they are, the doublet of vectors is left invariant by an
SU(2, 2) ⊂ Spin(4, 4), and the chiral spinor by SU(2, 1) ⊂ SU(2, 2). Otherwise, they are
left invariant by an SL(4) ⊂ Spin(4, 4), and the chiral spinor by SL(3) ⊂ SL(4). These
two orbits are of dimension 214, and are isomorphic to
E8(8)/
(
SU(2, 1)⋉R26
)
, E8(8)/
(
SL(3)⋉R26
)
(322)
respectively. There is one intersection of each of these orbits with the coset component.
The intersection of the second is associated to the weighted Dynkin diagram
[
0
·2202020
]
.
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Its positive grade components do not include the 8 charges of the STU truncation, and
we will only discuss it in the following subsection. The intersection of the former is
associated to the weighted Dynkin diagram
[
0
·0202040
]
(i.e. H1 +2H2+4H3) which defines
the graded decomposition
so∗(16) ∼= 1(−8)⊕(22⊗23)(−6)⊕(21⊗23)(−5)⊕(1⊕2⊗20⊗23)(−4)⊕(21⊗22⊕21⊗23)(−3)
⊕(1⊕2⊗20⊗22⊕22⊗23)(−2)⊕(2⊗20⊗21⊕21⊗22)(−1)⊕
(
gl1 ⊕ gl1 ⊕ gl1 ⊕ sl2 ⊕
3⊕
i=0
su(2)i
)(0)
⊕ (2⊗ 20 ⊗ 21 ⊕ 21 ⊗ 22)(1) ⊕ (1⊕ 2⊗ 20 ⊗ 22 ⊕ 22 ⊗ 23)(2) ⊕ (21 ⊗ 22 ⊕ 21 ⊗ 23)(3)
⊕ (1⊕ 2⊗ 20 ⊗ 23)(4) ⊕ (21 ⊗ 23)(5) ⊕ (22 ⊗ 23)(6) ⊕ 1(8) (323)
with respect to which the coset component decomposes as
128 ∼= 2(−7)⊕(20⊗21)(−6)⊕(2⊕20⊗22)(−5)⊕(2⊗21⊗22)(−4)⊕(2⊕20⊗23⊕20⊗22)(−3)
⊕ (2⊗ 21 ⊗ 23 ⊕ 20 ⊗ 21)(−2) ⊕ (2⊕ 2⊗ 22 ⊗ 23 ⊕ 20 ⊗ 23)(−1) ⊕ (20 ⊗ 21 ⊗ 22 ⊗ 23)(0)
⊕ (2⊕ 2⊗ 22 ⊗ 23 ⊕ 20 ⊗ 23)(1) ⊕ (2⊗ 21 ⊗ 23 ⊕ 20 ⊗ 21)(2) ⊕ (2⊕ 20 ⊗ 23 ⊕ 20 ⊗ 22)(3)
⊕ (2⊗ 21 ⊗ 22)(4) ⊕ (2⊕ 20 ⊗ 22)(5) ⊕ (20 ⊗ 21)(6) ⊕ 2(7) (324)
A representative of the nilpotent orbit is then defined as an element of the grade one com-
ponent with a non-zero 2 element, a doublet of linearly independent vectors of SO(4)23
and a vector of SO(4)03. The latter is only left invariant by the diagonal SU(2)03
subgroup of SO(4)03, and the doublet of vectors is only left invariant by a subgroup
SO(2)× SO(2) ⊂ SL(2)× SU(2)2 × SU(2)03. The element in the 2 is not left invariant
by the SO(2) factor, such that the orbit is isomorphic to
Spin∗
c
(16)/
(
U(2)⋉R9
)
(325)
and is of dimension 107. The associated system involves 56 harmonic functions and
includes the BPS system. The property that one needs a doublet of linearly independent
quaternions shows that such element does not exist inside the real e6(6), and therefore
the E6(6)/Spc(8,R) truncation might not be enough to describe this system of equations.
Similarly as for the almost BPS system, let us consider in a first place the E6(6)
invariant D4 type nilpotent algebra associated to the orbit
[
0
0000020
] [
0
·2000020
]
. In that case
one simply replaces the generator V associated to a D6 by a V¯ associated to a D6, which
gives
δK = V¯ E , δL = E×K , δM = Tr EL , δE0 = MV¯ + Tr LK (326)
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or after decomposition
δKi= V¯ Ei , δki = V¯ ei δsi = V¯ yi
δLi=E
i+1Ki+2 + Ei+2Ki+1 − eik∗i + kie∗i + yis∗i − siy∗i
δli= e∗i+2k
∗
i+1 − k∗i+2e∗i+1 − Eiki +Kiei − si+1y∗i+2 + yi+1s∗i+2
δxi=Kiyi + k
∗
i+1yi+2 + ki+2yi+1 −Eisi − ei+2si+1 − e∗i+1si+2
δM =
∑
i
(
EiLi + eil
i ∗ − lie∗i + xiy∗i − yixi ∗
)
δE0=MV¯ +
∑
i
(
LiK
i + lik∗i − kili ∗ − xis∗i + sixi ∗
)
(327)
The maximal solvable algebra can be obtained by adding again the same three octonions
ri. And because the corresponding generators commute with the generator associated to
V¯ (as can be checked from the grading), one gets the algebra
δE2=−r3e∗3 + e3r∗3 , δk3 = V¯ k3 +K1r3 , δr2 = −r∗1r∗3 , δe2 = −r∗1e∗3 ;
δK2= V¯ E2 + k3r
∗
3 − r3k∗3 , δL3 = E2K1 − e3k∗3 + k3e∗3 ,
δe1=E
2r1 + e
∗
3r
∗
2 − r∗3e∗2 , δk2 = V¯ e2 +K1r2 − r∗1k∗3 ;
δE3=−r1e∗1 + e1r∗1 − r2e∗2 + e2r∗2 , δl1 = K1e1 + e∗3k∗3 − k∗3e∗3 − L3r1 ,
δk1= V¯ e1 +K
2r1 + k
∗
3r
∗
2 − r∗3k∗2 ;
δK3= V¯ E3 + k1r
∗
1 − r1k∗1 + k2r∗2 − r2k∗2 ,
δL2=E
3K1 + E1K3 − e2k∗2 + k2e∗2 − l1r∗1 + r1l∗1 ,
δl2=−E2k2 +K2e2 + e∗1k∗3 − k∗1e∗3 − L3r2 − l∗1r∗3 ;
δl3=−E3k3 +K3e3 + e∗2k∗1 − k∗2e∗1 − L2r3 + r∗2l1 ∗ − l2 ∗r∗1 ;
δL1=E
2K3 + E3K2 − e1k∗1 + k1e∗1 − l2r∗2 + r2l2 ∗ − l3r∗3 + r3l3 ∗ ,
δM =E2L2 + E
3L3 +
∑
i
(
eil
i ∗ − lie∗i
)
;
δE0=MV¯ +
∑
i
(
LiK
i + lik∗i − kili ∗
)
. (328)
Where we have ordered the terms in function of the grading, and we set E1 to zero because
it is of grade zero. Note that a closer look to the algebra permits to recognise the SL(2)
automorphism of the maximal BPS system (generated by E1 and its conjugate).
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7.3 Non BPS solvable algebra
Now let us come back to the orbit associated to the weighted Dynkin diagram
[
0
·2202020
]
(i.e. −1
2
H0 +
3
2
H1 +
5
2
H2 +
7
2
H3), for which so
∗(16) decomposes as
so∗(16) ∼= 1(−7) ⊕ (22 ⊗ 23)(−6) ⊕ (1⊕ 21 ⊗ 23)(−5) ⊕ (21 ⊗ 22 ⊕ 20 ⊗ 23)(−4)
⊕(1⊕20⊗23⊕20⊗22)(−3)⊕(20⊗21⊕21⊗23⊕20⊗22)(−2)⊕(1⊕20⊗21⊕21⊗22⊕22⊗23)(−1)
⊕ (gl1 ⊕ gl1 ⊕ gl1 ⊕ gl1 ⊕ 3⊕
i=0
su(2)i
)(0) ⊕ (1⊕ 20 ⊗ 21 ⊕ 21 ⊗ 22 ⊕ 22 ⊗ 23)(1)
⊕ (20 ⊗ 21 ⊕ 21 ⊗ 23 ⊕ 20 ⊗ 22)(2) ⊕ (1⊕ 20 ⊗ 23 ⊕ 20 ⊗ 22)(3)
⊕ (21 ⊗ 22 ⊕ 20 ⊗ 23)(4) ⊕ (1⊕ 21 ⊗ 23)(5) ⊕ (22 ⊗ 23)(6) ⊕ 1(7) (329)
and respectively does the 128
128 ∼= 1(−8) ⊕ 1(−7) ⊕ (20 ⊗ 21)(−6) ⊕ (1⊕ 20 ⊗ 22)(−5) ⊕ (1⊕ 20 ⊗ 23 ⊕ 21 ⊗ 22)(−4)
⊕(1⊕21⊗22⊕21⊗23)(−3)⊕(1⊕22⊗23⊕20⊗22⊕21⊗23)(−2)⊕(1⊕22⊗23⊕20⊗23⊕20⊗21)(−1)
⊕ (1⊕ 20 ⊗ 21 ⊗ 22 ⊗ 23 ⊕ 1)(0) ⊕ (1⊕ 22 ⊗ 23 ⊕ 20 ⊗ 23 ⊕ 20 ⊗ 21)(1)
⊕ (1⊕ 22 ⊗ 23 ⊕ 20 ⊗ 22 ⊕ 21 ⊗ 23)(2) ⊕ (1⊕ 21 ⊗ 22 ⊕ 21 ⊗ 23)(3)
⊕ (1⊕ 20 ⊗ 23 ⊕ 21 ⊗ 22)(4) ⊕ (1⊕ 20 ⊗ 22)(5) ⊕ (20 ⊗ 21)(6) ⊕ 1(7) ⊕ 1(8) (330)
An element of the orbit is defined as a generic element of grade one. The four components
are not left invariant by any combination of the gl1 and the three 2i ⊗ 2j are only left
invariant by the diagonal SU(2) of the four SU(2)i, such that the orbit is of dimension
107 and isomorphic to
Spin∗c (16)/
(
SU(2)⋉R3×3+1
)
(331)
The positive grade component defines a solvable algebra which almost contains the one
associated to non-BPS solutions in the STU model, but a singlet generator associated to
one D2 is in the grade zero component. However, adding such an element to a general
element of grade one does not modify the stabiliser subgroup. Let us write L(n), L(n)ij the
coefficients of the elements (1⊕2i⊗2j)(n) in so∗(16), and X,Xij the elements of the grade
one component of the 128. We will consider the element of the 2i ⊗ 2j as 2 × 2 matrix
which multiply themselves through the contraction of their indices associated to the same
SU(2). Note that any SO(4) vector is invertible as a 2 × 2 matrix. One computes that
the elements of the positive grade component of so∗(16) which leave invariant a generic
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element of the grade one component of the 128 are defined from 10 parameters as
L(6)23 ·X23=0 , L(5)13 = X03−1X01L(5) , L(4)03 ·X03 = 0 , L(4)12 = X03−1X23L(4)03 ,
L(2)01 ·X01=0 , L(2)13 = X−1X03L(2)01 , L(2)02 = X−1X01−1X23X03L(2)01 (332)
An element which includes moreover a non-trivial element of grade 0 associated to a D2
with coefficient Y is also trivially invariant with respect to the diagonal SU(2), and is
also left invariant by the positive grade elements as long as
L(1)01 = X
−1Y L(2)01 , L
(3)
03 = X
−1Y L(4)03 (333)
It follows that one can associate the nilpotent element to the deformed grading associated
to
−1
2
H0 +
3
2
H1 +
5
2
H2 +
7
2
H3 +
ε
2
(
H0 +H1 +H2 +H3
)
(334)
which gives the following graded decomposition of so∗(16)
so∗(16) ∼= 1(−7−ε) ⊕ (22 ⊗ 23)(−6−ε) ⊕ (1⊕ 21 ⊗ 23)(−5−ε) ⊕ (21 ⊗ 22)(−4−ε) ⊕ (20 ⊗ 23)(−4)
⊕(1⊕20⊗23)(−3−ε)⊕(20⊗22)(−3)⊕(20⊗22)(−2−ε)⊕(20⊗21⊕21⊗23)(−2)⊕(20⊗21)(−1−ε)
⊕ (21 ⊗ 22 ⊕ 22 ⊗ 23)(−1) ⊕ 1(−1+ε) ⊕
(
gl1 ⊕ gl1 ⊕ gl1 ⊕ gl1 ⊕
3⊕
i=0
su(2)i
)(0) ⊕ 1(1−ε)
⊕ (21⊗22⊕22⊗23)(1)⊕ (20⊗21)(1+ε)⊕ (20⊗21⊕21⊗23)(2)⊕ (20⊗22)(2+ε)⊕ (20⊗22)(3)
⊕(1⊕20⊗23)(3+ε)⊕(20⊗23)(4)⊕(21⊗22)(4+ε)⊕(1⊕21⊗23)(5+ε)⊕(22⊗23)(6+ε)⊕1(7+ε)
(335)
and of the 128
128 ∼= 1(−8−ε) ⊕ 1(−7−2ε) ⊕ (20 ⊗ 21)(−6−ε) ⊕ (20 ⊗ 22)(−5−ε) ⊕ 1(−5) ⊕ (1⊕ 20 ⊗ 23)(−4−ε)
⊕ (21 ⊗ 22)(−4) ⊕ (21 ⊗ 22)(−3−ε) ⊕ (1⊕ 21 ⊗ 23)(−3) ⊕ (1⊕ 21 ⊗ 23)(−2−ε)
⊕ (22 ⊗ 23 ⊕ 20 ⊗ 22)(−2) ⊕ (22 ⊗ 23)(−1−ε) ⊕ (1⊕ 20 ⊗ 23 ⊕ 20 ⊗ 21)(−1) ⊕ 1(−ε)
⊕ (20 ⊗ 21 ⊗ 22 ⊗ 23)(0) ⊕ 1(ε) ⊕ (1⊕ 20 ⊗ 23 ⊕ 20 ⊗ 21)(1) ⊕ (22 ⊗ 23)(1+ε)
⊕ (22 ⊗ 23 ⊕ 20 ⊗ 22)(2) ⊕ (1⊕ 21 ⊗ 23)(2+ε) ⊕ (1⊕ 21 ⊗ 23)(3) ⊕ (21 ⊗ 22)(3+ε)
⊕ (21⊗ 22)(4) ⊕ (1⊕ 20 ⊗ 23)(4+ε)⊕ 1(5)⊕ (20⊗ 22)(5+ε)⊕ (20 ⊗ 21)(6+ε)⊕ 1(7+2ε) ⊕ 1(8+ε)
(336)
Although this is slightly more subtle in this case, one gets in this way a solvable algebra
which defines a solvable system of differential equations involving 56 harmonic functions
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which generalises the composite non-BPS system of the STU model. Of course we could
fixe ε to any fixed value, for instance ε = 1 permits to exhibit an additional SL(2)
symmetry of the system. The graded decomposition is then defined with respect to
2H1 + 3H2 + 4H3, and gives
so∗(16) ∼= 1(−8) ⊕ (22 ⊗ 23)(−7) ⊕ (1⊕ 21 ⊗ 23)(−6) ⊕ (21 ⊗ 22)(−5)
⊕ (1⊕ 2⊗ 20 ⊗ 23)(−4) ⊕ (2⊗ 20 ⊗ 22)(−3) ⊕ (2⊗ 20 ⊗ 21 ⊕ 21 ⊗ 23)(−2)
⊕ (21 ⊗ 22 ⊕ 22 ⊗ 23)(−1) ⊕
(
gl1 ⊕ gl1 ⊕ gl1 ⊕ sl2 ⊕
3⊕
i=0
su(2)i
)(0)
⊕ (21 ⊗ 22 ⊕ 22 ⊗ 23)(1) ⊕ (2⊗ 20 ⊗ 21 ⊕ 21 ⊗ 23)(2) ⊕ (2⊗ 20 ⊗ 22)(3)
⊕ (1⊕ 2⊗ 20 ⊗ 23)(4) ⊕ (21 ⊗ 22)(5) ⊕ (1⊕ 21 ⊗ 23)(6) ⊕ (22 ⊗ 23)(7) ⊕ 1(8) (337)
and of the 128
128 ∼= 2(−9) ⊕ (20 ⊗ 21)(−7) ⊕ (20 ⊗ 22)(−6) ⊕ (2⊕ 20 ⊗ 23)(−5) ⊕ (2⊗ 21 ⊗ 22)(−4)
⊕ (2⊕ 2⊗ 21 ⊗ 23)(−3) ⊕ (2⊗ 22 ⊗ 23 ⊕ 20 ⊗ 22)(−2) ⊕ (2⊕ 20 ⊗ 23 ⊕ 20 ⊗ 21)(−1)
⊕(20 ⊗ 21 ⊗ 22 ⊗ 23)(0)⊕(2⊕20⊗23⊕20⊗21)(1)⊕(2⊗22⊗23⊕20⊗22)(2)⊕(2⊕2⊗21⊗23)(3)
⊕ (2⊗ 21 ⊗ 22)(4) ⊕ (2⊕ 20 ⊗ 23)(5) ⊕ (20 ⊗ 22)(6) ⊕ (20 ⊗ 21)(7) ⊕ 2(9) (338)
In order to obtain the ‘maximal’ non-BPS nilpotent algebra from the almost BPS
one, one can again simply replace the K generators associated to D4’s by conjugates
K¯ associated to D4. Using the already derived commutation relations, it remains only
to compute the ones involving ri and K¯. But noting that the algebra admits an SL(2)
automorphism with respect to which (K¯,L) transforms as a doublet and ri is invariant,
one gets these relations without effort.
δr2=−r∗1r∗3 , δk1 = −K3r1 , δl1 = −L3r1 ;
δK2=−k1r∗1 + r1k∗1 , δL2 = −l1r∗1 + r1l∗1 ,
δk2=−K3r2 − k∗1r∗3 , δl2 = −L3r2 − l∗1r∗3 ;
δE1=K2L3 +K3L2 − k1l1 ∗ + l1k1 ∗ ,
δk3=−K2r3 + r∗2k1 ∗ − k2 ∗r∗1 , δl3 = −L2r3 + r∗2l1 ∗ − l2 ∗r∗1 ;
δK1=−k2r∗2 + r2k2 ∗ − k3r∗3 + r3k3 ∗ , δL1 = −l2r∗2 + r2l2 ∗ − l3r∗3 + r3l3 ∗ ,
δe3=−K3l3 + L3k3 + k2 ∗l1 ∗ − l2 ∗k1 ∗ + E1r3 ;
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δE2=K3L1 +K1L3 − k2l2 ∗ + l2k2 ∗ − r3e∗3 + e3r∗3 ,
δe2=−K2l2 + L2k2 + k1 ∗l3 ∗ − l1 ∗k3 ∗ + E1r2 − r∗1e∗3 ;
δe1=−K1l1 + L1k1 + k3 ∗l2 ∗ − l3 ∗k2 ∗ + E2r1 + e∗3r∗2 − r∗3e∗2 ;
δE3=K1L2 +K2L1 − k3l3 ∗ + l3k3 ∗ − r1e∗1 + e1r∗1 − r2e∗2 + e2r∗2 ;
δV =
∑
i
(
EiKi + eik
i ∗ − kie∗i
)
, δM =
∑
i
(
EiLi + eil
i ∗ − lie∗i
)
. (339)
The role of the three new quaternionic functions Ti in the system is clearly to relax the
constraint (210), and to allow the scalar fields t to carry a non-trivial ℓ component in its
imaginary part. The Ansatz is significantly more complicated in this case. Moreover the
system of differential equations is also much more involved, and the functions V and M
are now sourced by polynomials of order seven in the harmonic functions. The definition
and the analysis of the regularity of these solutions requires further studies.
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A Solution of the Laplace equation with three point
sources
We define the solution to the Laplace equation
∆FA,BC =
2(x− xB)·(x− xC)
|x− xA||x− xB|3|x− xC|3 (340)
as the integral
FA,BC = −
∫
d3y
2π
(y − xB)·(y − xC)
|y − x||y − xA||y − xB|3|y − xC|3 (341)
This integral is convergent for any value of x. Being regular everywhere, this integral is
determined to be the solution of the Laplace equation which admits no poles and which
vanishes in the asymptotic region x→∞.
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As such, it follows that if xA, xB and xC are aligned, the function is given by the
axisymmetric solution
F AxsymA,BC =
1
(xB − xA)·(xC − xA)
( |x− xA|
|x− xB||x− xC|−
|xB − xA|
|xB − xC||x− xB|−
|xC − xA|
|xB − xC||x− xC|
)
(342)
We note also that by definition the function is invariant with respect to the exchange of
x and xA, therefore whenever x is aligned with respect to xB and xC, it reduces to
FA,BC =
1
(x− xB)·(x− xC)
( |x− xA|
|xA− xB||xA− xC| −
|xB − x|
|xB− xC ||xA− xB| −
|xC − x|
|xB− xC||xA− xC|
)
(343)
The symmetry with respect to the interchange x↔ xA will play an important role in the
following.
However, if the axisymmetric solution is not too hard to compute, the general solution
is rather difficult to obtain. We will study the asymptotic expansion of the general
solution in the asymptotic region in this appendix. But let us first show that the integral
(343) indeed converges for all values of x. To see this, let us study the limit y → xB in
the most dangerous case, i.e. when x→ xB as well.
Limit x→ xB
We consider the integral on a very small ball BB of radius ǫ surrounding xB, such that x
lies in the ball. In this case we can expand the integrand in y−xB, (note that |x−xB| < ǫ)
−
∫
BB
d3y
2π
(y − xB)·(y − xC)
|y − x||y − xA||y − xB|3|y − xC|3 +O(ǫ)
=
(x− xB)·(xC − xB)
|xA − xB||xC − xB|3|x− xB|
∫ ǫ
0
dr
∫ 1
−1
d cos θ
cos θ√
r2 − 2 cos θ r|x− xB|+ |x− xB|2
=
(x− xB)·(xC − xB)
|xA − xB||xC − xB|3|x− xB|
(∫ |x−xB|
0
dr
2r
3|x− xB|2 +
∫ ǫ
|x−xB|
dr
2|x− xB|
3r2
)
=
(x− xB)·(xC − xB)
|xA − xB||xC − xB|3|x− xB|
(
1− 2|x− xB|
3ǫ
)
(344)
Let us now compute the explicit expression of the function FA,BC at x→ xB. In order to
do this computation we will first decompose R3 into the interior of the ball BB surrounding
x in the limit |x − xB| << ǫ, and the exterior of this ball. In the interior one gets the
same result as in (344), with |x−xB|
ǫ
→ 0. In the exterior, one can expand the integrand
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in the harmonics centred at x = xB, such that
−
∫
R3\BB
d3y
2π
(y − xB)·(y − xC)
|y − x||y − xA||y − xB|3|y − xC|3
=−
∫
R\BB
d3y
2π
(y − xB)·(y − xC)
|y − xA||y − xB|4|y − xC|3 +O(x− xB) (345)
The singular component in ǫ vanishes by symmetry, and one can therefore define the
limit at x→ xB of FA,BC as
lim
x→xB
FA,BC =
(x− xB)·(xC − xB)
|xA − xB||xC − xB|3|x− xB| −
∫
R3
d3y
2π
(y − xB)·(y − xC)
|y − xA||y − xB|4|y − xC|3 (346)
Up to a harmonic function in xA, one obtains
FA,BC =
(x− xB)·(xC − xB)
|x− xB||xA − xB||xB − xC|3
+
(xA − xB)·(xC − xB)
|xA − xB|2|xA − xC||xB − xC|2 −
1
|xA − xC||xB − xC|2 +O(x− xB) (347)
Using the property that this expression agrees with the axisymmetric one (342), one
concludes that the possible additional harmonic function in xA must vanish when xA is
on the line (xB, xC). Moreover the integral is regular in the limit xA → ∞, and one
concludes that (347) is indeed the right expression.
Note that using the symmetry with respect to the interchange x ↔ xA, one obtains
as well the limit of FA,BC as xA → xB
FA,BC =
(xA − xB)·(xC − xB)
|x− xB||xA − xB||xB − xC|3
+
(x− xB)·(xC − xB)
|x− xB|2|x− xC||xB − xC|2 −
1
|x− xC||xB − xC|2 +O(xA − xB) (348)
Limit x→ xA
The limit x→ xA is clearly given by the convergent integral
FA,BC(xA)=−
∫
d3y
2π
(y − xB)·(y − xC)
|y − xA|2|y − xB|3|y − xC|3
=− ∂
∂xB
· ∂
∂xC
∫
d3y
2π
1
|y − xA|2|y − xB||y − xC|
=
(
∂
∂xA
· ∂
∂xC
+∆xC
)∫
d3y
2π
1
|y − xA|2|y − xB||y − xC|
=2
∫
d3y
2π
(y − xA)·(y − xC)
|y − xB||y − xA|4|y − xC|3 −
2
|xA − xC|2|xB − xC| (349)
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and therefore
∆xBFA,BC(xA) = −4
(xB − xA)·(xB − xC)
|xB − xA|4|xB − xC|3 (350)
We conclude that
FA,BC(xA) = −2 (xB − xA)·(xC − xA)|xB − xA|2|xC − xA|2|xB − xC| +HBC (351)
for a harmonic function in xB, symmetric in the interchange of xB and xC. Comparing
with the axisymmetric case (342), one obtains that HBC must vanish whenever xA, xB, xC
are aligned. Moreover, analysing the asymptotic behaviour of FA,BC(xA) in the limit
|xB − xA| → ∞, one obtains that HBC = O(|xB − xA|−3). We conclude therefore that
HBC must vanish identically and that
FA,BC(xA) = −2 (xB − xA)·(xC − xA)|xB − xA|2|xC − xA|2|xB − xC| (352)
Limit x→∞
Let us now study the limit x → ∞. We consider a ball BΛ centred at 0 of radius
Λ >> sup(|xA|, |xB|, |xC|), but such that |x| >> Λ. We decompose the integral into the
integrals over the interior and the exterior of the ball. On the exterior, y is very large
everywhere and one can expand the integrand as a Laurent series in y
−
∫
R3\BΛ
d3y
2π
(y − xB)·(y − xC)
|y − x||y − xA||y − xB|3|y − xC|3
=−
∫
R3\BΛ
d3y
2π
(
1
|y − x||y|5 +
(xA + 2xB + 2xC)·y
|y − x||y|7 +O(y
−7)
)
=
1
3|x|3 +
(xA + 2xB + 2xC)·x
5|x|5 +O(x
−5)
− 1
Λ2
(
1
|x| +
(xA + 2xB + 2xC)·x
3|x|3 +O(x
−3)
)
+O(Λ−3) (353)
On the interior, x is very large compared to y itself, and one can expend the integral in
the harmonics centred at x = 0.
−
∫
BΛ
d3y
2π
(y − xB)·(y − xC)
|y − x||y − xA||y − xB|3|y − xC|3
=− 1|x|
∫
BΛ
d3y
2π
(y − xB)·(y − xC)
|y − xA||y − xB|3|y − xC|3
− x|x|3 ·
∫
BΛ
d3y
2π
y
(y − xB)·(y − xC)
|y − xA||y − xB|3|y − xC|3 +O(x
−3) (354)
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By definition the terms in Λ cancel each others, as one can straightforwardly check at
this order, by computing the contribution to these integrals in the neighbourhood of the
sphere |y| = Λ. Defining Laux→∞(F ) as the Laurent series in x of the expansion of the
function F at x→∞, we conclude that
Laux→∞
(
FA,BC
)
= − lim
Λ→∞
∫
R3\BΛ
d3y
2π
1
|y − x|Lauy→∞
(
(y − xB)·(y − xC)
|y − xA||y − xB|3|y − xC |3
)
−
∫
R3
d3y
2π
Laux→∞
(
1
|y − x|
)
(y − xB)·(y − xC)
|y − xA||y − xB|3|y − xC|3 (355)
Note that the first term is also a Laurent series in x, because each term in the Laurent
expansion in y will have a definite scaling in y, such that the corresponding integral will
have a definite scaling in x (after having taken the limit Λ→∞) .
Applying the Laplace operator, one directly obtains that
∆Laux→∞
(
FA,BC
)
= lim
Λ→∞
∫
R3\BΛ
d3yδ(3)(x− y)Lauy→∞
(
2(y − xB)·(y − xC)
|y − xA||y − xB|3|y − xC|3
)
=Laux→∞
(
2(x− xB)·(x− xC)
|x− xA||x− xB|3|x− xC|3
)
(356)
because
Laux→∞
(
δ(3)(x− y)) = 0 (357)
and BΛ does not contain x (before to take the limit) by definition. Therefore it follows
that Laux→∞
(
FA,BC
)
satisfies the correct Laplace equation as a Laurent series.
In order to confirm that this formula makes sense, let us also consider the asymptotic
behaviour of FA,BC in the limit xA →∞. FA,BC is by definition symmetric with respect
to the interchange x↔ xA, and therefore the same formula must hold in this limit, i.e.
LauxA→∞
(
FA,BC
)
= − lim
Λ→∞
∫
R3\BΛ
d3y
2π
1
|y − xA|Lauy→∞
(
(y − xB)·(y − xC)
|y − x||y − xB|3|y − xC|3
)
−
∫
R3
d3y
2π
LauxA→∞
(
1
|y − xA|
)
(y − xB)·(y − xC)
|y − x||y − xB|3|y − xC|3 (358)
Applying the Laplace operator, we obtain the same result, but now only the second term
contributes
∆LauxA→∞
(
FA,BC
)
=
∫
R3
d3yδ(3)(x− y)LauxA→∞
(
1
|y − xA|
)
2(y − xB)·(y − xC)
|y − xB|3|y − xC|3
=LauxA→∞
(
1
|x− xA|
)
2(x− xB)·(x− xC)
|x− xB|3|x− xC|3 (359)
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It follows that the two terms are necessary for Laux→∞
(
FA,BC
)
to satisfy the correct
Laplace equation and to be the asymptotic series of a symmetric function in x and xA.
Using the asymptotic expansion (353,354), one therefore concludes that
FA,BC = − 1|x|
∫
d3y
2π
(y − xB)·(y − xC)
|y − xA||y − xB|3|y − xC|3
− x|x|3 ·
∫
d3y
2π
y
(y − xB)·(y − xC)
|y − xA||y − xB|3|y − xC|3 +O(x
−3) (360)
where the integrals are now computed over R3. These integrals are both regular at
any value of xA, and it follows that they define the associated solutions of the Laplace
equations in xA which have no pole in xA, as we just discussed in general for the Laurent
series. For instance
−∆
∫
d3y
2π
(y − xB)·(y − xC)
|y − x||y − xB|3|y − xC|3 =
2(x− xB)·(x− xC)
|x− xB|3|x− xC |3 (361)
and therefore
−
∫
d3y
2π
(y − xB)·(y − xC)
|y − xA||y − xB|3|y − xC|3 =
|xB − xC| − |xA − xB| − |xA − xC|
|xB − xC||xA − xB||xA − xC| (362)
And similarly
−∆
∫
d3y
2π
y
(y − xB)·(y − xC)
|y − x||y − xB|3|y − xC|3 = x
2(x− xB)·(x− xC)
|x− xB|3|x− xC|3 (363)
implies that
−
∫
d3y
2π
y
(y − xB)·(y − xC)
|y − xA||y − xB|3|y − xC|3
=
−xA + xB + xC
|xA − xB||xA − xC| −
1
|xB − xC|
(
xB
|xA − xC| +
xC
|xA − xB|
)
+2
|xB − xC|2(xA − xB)− (xB − xC)·(xA − xB)(xB − xC)
|xB − xC||xA − xB||xA − xC |
(|xA − xB|+ |xA − xC|+ |xB − xC|) (364)
In order to find this solution one first observes that
∆
−xA + xB + xC
|xA − xB||xA − xC| = x
2(x− xB)·(x− xC)
|x− xB|3|x− xC|3
+ 2
|xB − xC|2(x− xB)− (xB − xC)·(x− xB)(xB − xC)
|x− xB|3|x− xC|3 (365)
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The second equation
∆GBC =−2 |xB − xC|
2(x− xB)− (xB − xC)·(x− xB)(xB − xC)
|x− xB|3|x− xC|3
=2
(
|xB − xC|2∇xB − (xB − xC)(xB − xC)·∇xB
) 1
|x− xB||x− xC|3 (366)
can be solved by considering in a first step the equation
∆FBC =
2
|x− xB||x− xC|3 =
2√
ρ2 + (z − zB)2(ρ2 + (z − zC)2) 32
(367)
Expanding the harmonic factor, one computes that a particular solution to this equation
is obtained as the integral
FBC =
∫ 1
0
dα√
ρ2 + (z − zC)2
√
ρ2 + (z − zC − α(zB − zC))2
=
ln
(
z−zB+
√
ρ2+(z−zB)2
z−zC+
√
ρ2+(z−zC)2
)
(zC − zB)
√
ρ2 + (z − zC)2
=
ln
(
(x−xB)·(xC−xB)+|x−xB||xC−xB|
(x−xC)·(xC−xB)+|x−xC ||xC−xB|
)
|xC − xB||x− xC| (368)
The corresponding xB derivative only involves the derivative with respect to x − xB
because of the projection and gives
G′BC =
|xB − xC|2(x− xB)− (xB − xC)·(x− xB)(xB − xC)
|xB − xC||x− xB||x− xC|
×
(
1
|x− xB|+ |x− xC|+ |xB − xC| −
1
|x− xB|+ |x− xC| − |xB − xC|
)
(369)
However the second factor is singular whenever x goes to the segment [xB, xC], whereas
GBC is regular everywhere. We consider therefore the harmonic function
HBC =
|xB − xC|2(x− xB)− (xB − xC)·(x− xB)(xB − xC)
|xB − xC||x− xB||x− xC| (370)
×
(
1
|x− xB|+ |x− xC|+ |xB − xC| +
1
|x− xB|+ |x− xC| − |xB − xC|
)
=
|zB − zC|ρeiϕ
(√
(z − zB)2 + ρ2 +
√
(z − zC)2 + ρ2
)
√
(z − zB)2 + ρ2
√
(z − zC)2 + ρ2(√(z−zB)2+ρ2√(z−zC)2+ρ2+(z−zB)(z−zC)+ρ2)
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which interpolates between the singular harmonic function ∇ log(ρ2) = 2eiϕ
ρ
near the
segment [xB, xC], and
ρeiϕ
(z2+ρ2)
3
2
in the asymptotic region. Adding this contribution, one
obtains the everywhere regular function
GBC = 2
|xB − xC|2(x− xB)− (xB − xC)·(x− xB)(xB − xC)
|xB − xC||x− xB||x− xC|
(|x− xB|+ |x− xC|+ |xB − xC|) (371)
We have therefore the expansion
FA,BC =
|xB − xC| − |xA − xB| − |xA − xC|
|x||xB − xC||xA − xB||xA − xC|
+
x
|x|3 ·
( −xA + xB + xC
|xA − xB||xA − xC| −
1
|xB − xC|
(
xB
|xA − xC| +
xC
|xA − xB|
)
+GBC(xA)
)
+O(|x|−3) (372)
This result is consistent with the axisymmetric solution, because the third term vanishes
identically whenever xA (respectively x) is aligned with xB and xC. One can also check
that in the limit xA → xB, this expression further reduces to
FA,BC =
(
(xA − xB)·(xC − xB)
|xA − xB||xB − xC|3 −
1
|xB − xC|2
)( 1
|x| +
x · xB
|x|3
)
+O(|x|−3, xA − xB)
=
(xA − xB)·(xC − xB)
|x− xB||xA − xB||xB − xC|3 −
1
|x− xC||xB − xC|2
+
x · (xC − xB)
|x|3|xB − xC|3 +O(|x|
−3, xA − xB) (373)
which coincides with (348) in the limit x→∞.
This confirms the asymptotic expansion of FA,BC . For the composite black hole
solution discussed in the paper, we are in fact interested in the function symmetrised in
A,B
F(A,B)C +
1
|xA − xC||xB − xC ||x− xC| (374)
=
x
2|x|3 ·
(
xA − xB
|xA − xB||xB − xC | +
xB − xA
|xB − xA||xA − xC| +
2xC − xA − xB
|xA − xC||xB − xC|
)
+
|xA − xB|2(xB − xC)·x− (xA − xB)·(xB − xC)(xA − xB)·x
|x|3|xA − xB||xA − xC||xB − xC|
(|xA − xB|+ |xA − xC|+ |xB − xC|) +O(x−3)
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B Bases for the solvable subalgebras
In order to deal with nilpotent orbits representatives, it will is convenient to decompose
the general charge C ∈ 42 ∼= e6(6) ⊖ sp(8,R) according to a Cartan basis of sp(8,R).
Up to redefinitions of the harmonic functions that define the solutions, one can restrict
oneself to a Cartan basis in the purely non-compact component 20 according to the
decomposition sp(8,R) ∼= u(4) ⊕ 20, i.e. for which only Xabc is non-zero in (14). The
most general such quartet of generators is parametrized by U(4), and we will restrict
ourselves to a particular case for simplicity. There is Cartan basis which is naturally
associated to the D0–D4 configuration in the STU model, and which is defined as the
generators H0, Hi for which Xabc is defined as in (35) with only Q0 and P
i non-zero, and
respectively equal to
H0 : Q0 = P
i = −1
2
, Hi : Q0 = P
i = 1
2
, P j = −1
2
for j 6= i (375)
The elements of the coset component decompose with respect to their weight in terms of
these four generators. For the charges which sit in the STU truncation, one has
D0 : (1, 1, 1, 1)
D2 : (1,−1, 1, 1)
(1, 1,−1, 1)
(1, 1, 1,−1)
D4 : (1, 1,−1,−1)
(1,−1, 1,−1)
(1,−1,−1, 1)
D6 : (1,−1,−1,−1)
D0 : (−1,−1,−1,−1)
D2 : (−1, 1,−1,−1)
(−1,−1, 1,−1)
(−1,−1,−1, 1)
D4 : (−1,−1, 1, 1)
(−1, 1,−1, 1)
(−1, 1, 1,−1)
D6 : (−1, 1, 1, 1)
N = −Ξi = −Qi = −P 0
M = −Σ1 = Σ2 = Σ3 = 12P 1
M = Σ1 = −Σ2 = Σ3 = 12P 2
M = Σ1 = Σ2 = −Σ3 = 12P 3
N = −Ξ1 = Ξ2 = Ξ3 = Q1 = −Q2 = −Q3 = P 0
N = Ξ1 = −Ξ2 = Ξ3 = −Q1 = Q2 = −Q3 = P 0
N = Ξ1 = Ξ2 = −Ξ3 = −Q1 = −Q2 = Q3 = P 0
M = −Σi = 12Q0
N = −Ξi = Qi = P 0
M = −Σ1 = Σ2 = Σ3 = −12P 1
M = Σ1 = −Σ2 = Σ3 = −12P 2
M = Σ1 = Σ2 = −Σ3 = −12P 3
N = −Ξ1 = Ξ2 = Ξ3 = −Q1 = Q2 = Q3 = −P 0
N = Ξ1 = −Ξ2 = Ξ3 = Q1 = −Q2 = Q3 = −P 0
N = Ξ1 = Ξ2 = −Ξ3 = Q1 = Q2 = −Q3 = −P 0
M = −Σi = −12Q0
(376)
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where all the unspecified charges are zero. Out of the the STU truncation one has
D2 : (1, 1, 0, 0)
(1, 0, 1, 0)
(1, 0, 0, 1)
D4 : (1,−1, 0, 0)
(1, 0,−1, 0)
(1, 0, 0,−1)
Y : (0, 0, 1, 1)
(0, 1, 0, 1)
(0, 1, 1, 0)
T : (0, 0,−1, 1)
(0,−1, 0, 1)
(0,−1, 1, 0)
flat : (0, 0, 0, 0)
D2 : (−1,−1, 0, 0)
(−1, 0,−1, 0)
(−1, 0, 0,−1)
D4 : (−1, 1, 0, 0)
(−1, 0, 1, 0)
(−1, 0, 0, 1)
Y : (0, 0,−1,−1)
(0,−1, 0,−1)
(0,−1,−1, 0)
T : (0, 0, 1,−1)
(0, 1, 0,−1)
(0, 1,−1, 0)
−η2 = η3 = y = −p1
ζ1 = −ζ3 = z = −p2
−ξ1 = ξ2 = x = −p3
η0 = η1 = y¯ = −q1
ζ0 = ζ2 = z¯ = −q2
ξ0 = ξ3 = x¯ = −q3
−η0 = η1 = y¯ = q1
−ζ0 = ζ2 = z¯ = q2
−ξ0 = ξ3 = x¯ = q3
η2 = η3 = −y = −p1
ζ1 = ζ3 = z = p2
ξ1 = ξ2 = −x = −p3
ς±
−η2 = η3 = −y = p1
ζ1 = −ζ3 = −z = p2
−ξ1 = ξ2 = −x = p3
η0 = η1 = −y¯ = q1
ζ0 = ζ2 = −z¯ = q2
ξ0 = ξ3 = −x¯ = q3
η0 = −η1 = y¯ = q1
ζ0 = −ζ2 = z¯ = q2
ξ0 = −ξ3 = x¯ = q3
η2 = η3 = y = p1
ζ1 = ζ3 = −z = −p2
ξ1 = ξ2 = x = p3
(377)
Each system of differential equations associated to a given nilpotent orbit is defined
by possibly sourced harmonic functions valued in the positive eigenvector of a Cartan
generator. For the BPS system, the Cartan generator is simply H0, and the system is
generated by all D0, D2, D4, D6 charges, which all carry eigenvalue 1. The single-centred
non-BPS system is associated to 1
2
(H0+
∑
iHi), and is generated by the chargesD6, Y,D2
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and D0, carrying respectively eigenvalue 1 and 2. The almost BPS system is associated
to 2H0+
∑
iHi, and is generated by the charges D6, D4 of eigenvalue 1, Y of eigenvalue
2, D2 of eigenvalue 3 and D0 of eigenvalue 5. The non-BPS system is associated to∑
iHi, and is generated by the charges D4, D2 of eigenvalue 1, Y of eigenvalue 2, and
D6, D0 of eigenvalue 3.
Another interesting system is the one associated to the maximal nilpotent orbit, for
which the Cartan generator is 5H0+H1+2H2+3H3. It extends the almost BPS system
by bringing the charges T into the game, giving rise to a system that includes as many
harmonic functions as there are electromagnetic charges
20 = D0 + 6×D2 + 6×D4 +D6 + 3× Y + 3× T (378)
Similarly, the maximal locally BPS system is defined by the Cartan generator H2+2H3+
4H0 and includes
20 = D0 + 6×D2 + 6×D4 +D6 + 3× Y + 3× T (379)
and the maximal composite non-BPS system is defined by the Cartan generator 2H1 +
3H2 + 4H3 and includes
20 = D0 + 6×D2 + 6×D4 +D6 + 3× Y + 3× T (380)
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