This paper aims to analyze the cost factors that infl uence the export of the Czech Republic, and to estimate models suitable for quantitative analysis of export and its prediction. According to the macroeconomic theory, the fundamental export factors include foreign demand, domestic and foreign price level and exchange rate. Foreign demand refl ects the business cycle of foreign economy, price levels and exchange rate characterize the competitiveness of the exported goods, and the exchange rate determines, among others, the production costs through the prices of imported crucial inputs. Several models are applied to set of these variables, and their impact on the export dynamics of the Czech Republic is evaluated.
Introduction
For a small and open economy the export represents not only an opportunity to join the international market with all the well known benefi ts it brings, but it is indeed an important economic stimulus, since it comprises a signifi cant component of the country's gross domestic product (GDP). In case of the Czech Republic (CR) the volume of exports is comparable with the total GDP of CR even in the long term, and its contribution to the year-on-year GDP growth has come up to 30 % on average since 2006. All of these are the typical features of an export oriented economy (Zweimüller, 2001) .
This paper aims to analyze the cost factors that infl uence the export of the Czech Republic, and to estimate models suitable for quantitative analysis of export and its prediction. According to the macroeconomic theory, the fundamental export factors
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include foreign demand, home and foreign price levels and exchange rate. Foreign demand refl ects the business cycle of foreign economy, price levels and exchange rate characterize the competitiveness of the goods to be exported, and the exchange rate determines, among others, the production costs through the prices of imported crucial inputs. Some papers concerning this topic have been already published; see for example Pánková (2003) , Nešvera (2006) or Rojíček (2010) .
The analysis is carried out on the data set 1996Q1-2010Q2 on data with quarterly frequency. Nevertheless in some cases the estimation range differs slightly. The series are tested for stationarity, and the test outcomes indicate that the time series are mostly integrated of order one (Greene, 2003) , thus a cointegration approach is applied. When necessary, the time series have been seasonally adjusted. The data used in this work were obtained from the Czech Statistical Offi ce, the Czech National Bank and the Eurostat.
Foreign Demand
The most important factor for the development of export is foreign demand, because if the consumer sentiment abroad weakens noticeably, the export production usually cumulates in stocks, and that leads to output reductions as well as to the lowering of production capacities in the long run. For example at the beginning of 2009 many car producers had to store some part of their production on testing circuits, giving up the possibility of testing, because they were forced by unexpectedly weak demand. It is obvious that boom or recession is nowadays a globalized phenomenon which infl uences all markets in a very short time. Regarding the main trade partners of the Czech Republic the dynamics of foreign demand is approximated by the GDP development of the European Union (EU). The following fi gure shows the quarter on quarter dynamics of Czech export (X, on the left axis), foreign GDP (GDPEMU) and home GDP (GDP) in the period 1996Q1-2010Q2. and home GDP is positive as well -the net export makes up a substantial part of the Czech GDP, and the relation is assumed to possess attributes of rather market driven economy. 
Cost Factors and Exchange Rate
Cost factors play a substantial role in the dynamics of export on the one hand and the exchange rate on the other hand. The lower the price of exported goods is in comparison with the price of similar product abroad, the more favourable are the arbitrage opportunities. The price of exported goods in foreign currency is then determined by the nominal exchange rate. The more the nominal exchange rate appreciates, the higher is the price of the exported commodity in foreign currency, and that decreases the profi t of arbitrage (Rogoff, 1996) . It is necessary to investigate both -the infl uence of the prices and the effect of the exchange rate. The fi gure bellow shows the quarteron-quarter growth rate of export (X, on the left axis), nominal exchange rate with one quarter lag (EUR(-1)) and domestic producer prices with lag of two quarters (PPI(-2)). It is obvious that the exchange rate appreciation usually leads to decline in exports and depreciation evokes export growth. This relation of export and exchange rate corresponds with theoretical assumptions, while appreciation increases foreign prices of exported products and dampens the advantage of arbitrage. The lag length in which the exchange rate fl uctuations most infl uence the dynamics of export is one quarter. It is very likely that the producer prices infl uence the swings of export with a lag, which is caused by the long-term character of contracts and to some extent by the reserves of key materials. In that case the theoretical assumption would hold: the drop of domestic prices would lead to an increase in the export activity, though with lag of two quarters. The following chart shows correlation coeffi cients of export (X), exchange rate with one quarter lag (EUR(-1)) and producer prices with a two quarters lag (PPI(-2)). For more detail see Frenkel (1981) . 
Producer Prices
Producer prices in a small open economy (PPI) are strongly related to the prices of imported semi-fi nished products and both energy and non-energy materials, which are determined by the price development on the world markets. These are again adjusted by the exchange rate. Some relations are pictured in the following fi gure. The world prices of semi-fi nished products are represented by the producer prices in the European Union (PPIEMU). Their high growth is usually moderated by the movements of exchange rate (EUR). The data in following exploration are available for the period 1996Q1-2010Q2 on quarterly basis. A brief analysis of logarithms of the data in levels indicates, that the original time series possess a stochastic trend, i. e. they are non-stationary, as performed unit-root tests suggest (Elliott, 1996 or Enders, 2004 Dickey and Fuller, 1979) are summarized, and provide suffi cient evidence, for it is not possible to reject the null hypothesis of unit root on reasonable signifi cance level for all tested series. The ADF test is made under assumption of individual intercept and trend for examined series, and the lag length selection is based on modifi ed Schwartz information criterion (SC, Davidson and MacKinnon, 2004) . Nevertheless use of different lag length criteria (Akaike, 1969 , Hannan-Quinn, 1979 leads to similar outcome. Particularly the time series are integrated of order one, i. e. I(1), as the ADF test of fi rst differences in Table 3 proves, since it is possible to reject the null hypothesis of unit root on reasonable signifi cance level for all examined series. The asterisk denotes rejection of the null hypothesis at the 5% level of signifi cance. The ADF test is made under precondition of individual intercept, while the trend is assumed to be eliminated by differencing. The lag length selection is again based on modifi ed SC. Nevertheless use of other lag length criteria leads to similar conclusion. Consequently, the fi rst differences of logarithms of the original data can be considered to be stationary, i. e. their mean and variance is expected to be constant over time (Wooldridge, 2002) . When a regression on this data is carried out, there is no need to be afraid of spurious regression (Granger and Newbold, 1974) or of the heteroskedasticity problem.
Regarding the Granger causality (Geweke, 1984) with emphasis on domestic producer prices (PPIPRO), the signifi cance of relations among the variables is included in the next table. It is obvious that the relations and their directions are in line with economic intuition and with the later analysis (reject the null hypothesis on reasonable level of signifi cance in Table 4 ), except the case of relation between the exchange rate CZK/EUR and the domestic producer prices. This outcome would rather validate, that the change in domestic prices precedes the change in exchange rate. The appropriate lag length used for Granger causality exploration was adjusted in line with the Akaike information criterion (AIC, Akaike, 1969) , Schwartz information criterion (SC) and Hannan-Quinn criterion (HQ, Hannan and Quinn, 1979) , as it is summarized in Table 5 . The asterisk denotes the appropriate lag length. As all the series are of the same integration order, particularity I(1), the long-run dynamics could be inspected within the vector error correction model (VECM, see Greene, 2003) , thus some prior exploration of cointegration is necessary, so the Johansen cointegration test (Johansen, 1988) is carried out onward. Under the condition of intercept and trend the trace test as well as the maximum eigenvalue statistics gives the same rank of cointegration (Johansen, Juselius, 1990) , as shown in Table 6 . The asterisk denotes rejection of the null hypothesis at the 5% level of signifi cance. Both tests reject the null hypothesis of none cointegration rank on reasonable level of signifi cance, and do not reject the null hypothesis of at most one cointegration rank at the same time, thus one cointegration relation that describes the long-run dynamics of the system can be found. Since the time series are cointegrated, the Granger causality can be tested on levels. It is assumed that the exogenity conditions hold. The lag length used in VECM estimation is adjusted in line with SC (Table 5) , and the numerical results regarding domestic producer prices (PPIPRO) are shown below.
( 1) where the fi rst non differenced terms express the long-run relationship. Their statistical attributes are in the following table, where the standard errors are in brackets and t-statistics follow. The asterisk denotes rejection of the null hypothesis at the 10% level of signifi cance. 
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The short-term dynamics, i. e. the error correction mechanism, is summarized in Table 8 including standard errors and t-statistics.
The model proves a 47% correspondence with the data (R-squared = 0,471), and is overall statistically signifi cant (F-statistic = 8,024). The next fi gure shows the contributions of exogenous variables to the estimated year-on-year growth rates of domestic producer prices. 
Import Prices
The prices of imported semi-fi nished products, i. e. the import prices excluding energy and food prices (DCADJ), are on the one hand determined by the price development on world markets and by exchange rate dynamics on the other hand. Moreover, they are signifi cantly infl uenced through world energy prices, especially in times of their high volatility. Consequently a curtail roll in the examination of import prices (excluding energy and food) will play the world prices of semi-fi nished products in form of producer prices in the European Union (PPIEMU), the world energy prices represented by the prices of crude oil in USD/barrel (BRENT) and the exchange rate of the main business partner CZK/EUR (EUR). The succeeding analysis of import prices is carried out on data for the period 1998M1-2010M3 that is available in monthly frequency. A quick view on the logarithms of the original time series indicates that all mentioned series are non-stationary as the ADF test in next table proves. The ADF test provides suffi cient evidence of non-stationarity, because it is not possible to reject the null hypothesis of unit root on reasonable signifi cance level for all tested series. The ADF test is carried out under assumption of individual intercept and trend for examined series, and the appropriate lag length is selected line with modifi ed SC. Use of different lag length criteria (AIC, HQ) leads to similar outcome.
As the ADF test of the fi rst differenced logarithms of mentioned time series shows, they are integrated of order one, for it is possible to reject the null hypothesis of unit root on reasonable signifi cance level ( Table 9 ). The asterisk denotes rejection of the null hypothesis at the 5% level of signifi cance. The ADF test is made under assumption of individual intercept, for the trend is assumed to be eliminated by differencing. The lag length selection is again based on modifi ed SC, nevertheless use of other lag length criteria leads to similar conclusion. Thus the fi rst differences of logarithms of the original time series can be regarded as stationary, i. e. their mean and variance are assumed to be constant over time. When a regression on this data set is carried out, there is no jeopardy of spurious regression or of the heteroskedasticity problem.
According to the Granger causality with emphasis on the import prices excluding energy and food prices (DCADJ), the signifi cance and direction of relations among variables is summarized in Table 10 . The asterisk denotes rejection of the null hypothesis at the 10 % level of signifi cance. Outlined relations and their directions seem to be in line with economic intuition and with onward analysis as well (reject the null hypothesis in the fi rst column on reasonable signifi cance level).
PRAGUE ECONOMIC PAPERS, 3, 2011  203 The lag length used in computation of the Granger causality statistics was derived from AIC, SC and HQ, but as it is shown in Table 11 , the suggestions are quite distinct. The asterisk denotes the appropriate lag length. As the examined time series are of the same integration order, particularity I(1), the long-run relation could be again explored within the VECM. Consequently a prior cointegration analysis follows, so the Johansen cointegration test is carried out further. Under the condition of intercept and trend the trace test as well as the maximum eigenvalue statistics concludes that there are two cointegration relations, as shown in Table 12 . The asterisk denotes rejection of the null hypothesis at the 5% level of signifi cance. Nevertheless, the trace test does not reject the null hypothesis that there is at most one cointegrating relation at 1% signifi cance level. If the assumption of trend occurrence in the original time series is left out -what could be a point of discussion while dealing with price levels -then there remains only one cointegrating relation among the variables as shown in the table below. It is important to emphasize that there is not such straightforward cointegrating relation if any of the variables from the original data set is excluded, i. e. the whole set of examined time series (DCADJ, EUR, USD, PPIEMU and BRENT) embodies a comprehensible cointegrating relation, moreover in line with economic intuition. Likewise an arbitrary pair of variables from the whole set does not seem to be cointegrated. This information is summarized in the next table where the p-values of the cointegration rank test (trace test) are shown. For selected subsets of variables it is possible to judge their cointegration dispositions when the null hypothesis in the left column is rejected accordingly to the relevant p-value. The outcome for the maximum eigenvalue statistics is similar. The asterisk denotes rejection of the null hypothesis at the 5% level of signifi cance. To sum up, it can be assumed that there is one straightforward cointegration relation among the whole set of considered time series, so the long-run dynamics of the system can be estimated within a VECM. The time series are cointegrated so, the Granger causality can be tested on levels. It is assumed that the exogenity conditions are fulfi lled. The lag length used in VECM estimation is adjusted in line with the SC (Table 11) , and the numerical results regarding the import prices excluding food and energy (DCADJ) are presented below.
(3)
The fi rst non differenced terms express the long-run dynamics. Their statistical attributes are in the following table, where the standard errors are in brackets and t-statistics follow. The short term dynamics, i. e. the error correction mechanism, is summarized in the next table including standard errors as well as t-statistics. The asterisk denotes rejection of the null hypothesis at the 10% level of signifi cance.
Estimated model proves correspondence with the data of 45% (R-squared = 0,445), and is overall statistically signifi cant (F-statistic = 6,728). The next fi gure shows the contributions of exogenous variables to the estimated year-on-year growth rates of domestic producer prices.
Models of Export
The variables analyzed in previous chapters can be used for the construction of several models of export dynamics which are in line with economic intuition and comply with statistical criteria. The models differ in particular in the exogenous variables standing for domestic and foreign price level. 
Model with Producer Prices
First some analysis is carried out to get the idea about the characteristics of used time series in subsequent regression. In the table below the results of ADF test are summarized, and provide suffi cient evidence, for it is not possible to reject the null hypothesis of unit root on reasonable signifi cance level for all tested series. The ADF test is made under assumption of individual intercept and trend for examined series, and the lag length selection is based on modifi ed SC. Nevertheless use of different lag length criteria (AIC, HQ) leads to similar outcome.
The time series are integrated of order one, i. e. I(1), as the ADF test of fi rst differences in Table 17 proves, since it is possible to reject the null hypothesis of unit root on reasonable signifi cance level for all examined series. The ADF test is made under precondition of individual intercept, while the trend is assumed to be eliminated by differencing. The lag length selection is again based on modifi ed SC. According to the Granger causality with emphasis on the export (X) the relations among the variables and their signifi cance is included in the Table 18 . It seems that rather changes in export precede changes in other variables. Relations among the series are not straightforward for purposes of the subsequent analysis, nevertheless in case of export some more complex interconnections could be expected. As all the time series are of the same integration order, particularity I(1), the long-run dynamics can be inspected within the VECM, and some prior exploration of cointegration is necessary. The Johansen cointegration test is carried out again. Under the condition of intercept and trend the trace test as well as the maximum eigenvalue statistics gives the same outcome, as shown in Table 20 . Both tests reject the null hypothesis of none cointegration rank on reasonable level of signifi cance, and do not reject the null hypothesis of at most one cointegration rank at the same time. The asterisk denotes rejection of the null hypothesis at the 5% level of signifi cance. So, one cointegration relation can be estimated within the VECM. Since the variables are cointegrated, the Granger causality can be tested on levels, and it is assumed that the exogenity conditions are met. The lag length used in VECM estimation is set in line with the SC (Table 19 ). The numerical results regarding the export (X) are shown below. The short term dynamics, i. e. the error correction mechanism, is summarized in Table 22 including standard errors and t-statistics.
The model proves a 46% correspondence with the data (R-squared = 0,463), and is overall statistically signifi cant at 5% signifi cance level (F-statistic = 6,191) . The predictive ability of the model is shown in the following fi gure. Simulated ex-post predictions (Hušek, 2007) are made in one quarter distances for three quarters ahead from 2006Q1 onward. 
Model with Import and Export Prices
The cointegration analysis is carried out in a similar way as it was in the previous case. In the table below the results of ADF test are summarized, and provide suffi cient evidence, for it is not possible to reject the null hypothesis of unit root on reasonable signifi cance level for all tested series. The ADF test is made under assumption of individual intercept and trend for examined series, and the lag length selection is based on modifi ed SC. The time series are integrated of order one, as the ADF test of fi rst differences in Table 23 shows, since it is possible to reject the null hypothesis of unit root on reasonable signifi cance level for all examined series. The ADF test is made under precondition of individual intercept, while the trend is assumed to be eliminated by differencing. The lag length selection is again based on modifi ed SC. Nevertheless use of other lag length criteria leads to similar conclusion. The asterisk denotes rejection of the null hypothesis at the 5% level of signifi cance. The Granger causality outcome regarding the relation among variables with emphasis on the export (X) is summarized in Table 24 , and seems to be admissible, even though some of the are not directly convincing. The appropriate lag length used for Granger causality exploration was adjusted in line with the AIC, SC and HQ as it is summarized in the next table. All the series are of the same integration order, particularity I(1), so the long--run dynamics could be inspected within the VECM. Some prior exploration of cointegration is necessary, thus the Johansen cointegration test is carried out onward and summarized in Table 26 . At the 5% signifi cance level the trace test suggests that there is at most one cointegrating relation, for it allows to reject the null hypothesis of none cointegration rank, and does not reject the null hypothesis of at most one cointegration rank at the same time. The maximum eigenvalue statistics suggests the same outcome at 10 % level of signifi cance, so the VECM can be estimated under the assumption of exogenity. The statistical attributes of the long-run dynamics are in the following table, where the standard errors are in brackets and t-statistics follow. The asterisk denotes rejection of the null hypothesis at the 10% level of signifi cance. The short term dynamics, i. e. the error correction mechanism, is summarized in Table 28 including standard errors and t-statistics.
The model proves a 60% correspondence with the data (R-squared = 0,596), and is overall statistically signifi cant (F-statistic = 10,093). The predictive ability of the model is illustrated in the next fi gure of simulated ex-post predictions, which are made in one quarter distances for three quarters ahead. 
Model with Consumer Prices
If the foreign as well as the domestic prices are represented by consumer price levels, the directions of infl uences of exogenous variables remain unchanged; the lag of interactions is nevertheless shorter (Abdelhak and Montenegro, 1999) .
The results of VECM are in this case unfortunately not intuitive, and the main reason can be seen in defi cient cointegration dispositions of the data set. The domestic price level (CPI) seems to be integrated of order two, i. e. I(2) as the next table summarizes. The asterisk denotes rejection of the null hypothesis of unit root at the 5% level of signifi cance. That makes the cointegration uneasy as the Johansen cointegration test in Table 30 shows. Under the assumption of intercept and trend the trace test as well as the maximum eigenvalue statistics give the same outcome, i. e. both tests suggest at most three cointegration ranks on reasonable level of signifi cance. Nevertheless for purposes of the short-term analysis the CPI can be considered for I(1), while rejecting the null hypothesis of a unit root for the fi rst difference of logarithms at 10 % level of signifi cance (Table 26) , and en equation can be estimated onward.
In the next equation the role of foreign price level is taken by consumer prices in the European Union (CPIEMU), and domestic prices are represented by consumer prices in the Czech Republic (CPI). There is again the foreign demand as foreign GDP (GDPEMU) and exchange rate (EUR). The equation is estimated on data with quarterly frequency for the period 1995Q3-2010Q2. The estimation is again carried out on differences of logarithms. The fi rst differences of logarithms can be considered for stationary, even in case of the CPI. Consequently no problem of spurious regression as well as heteroskedasticity is expected.
(6) and after the parameters are estimated
The table bellow displays basic statistic. The asterisk denotes rejection of the null hypothesis at the 5% level of signifi cance. Modelling export dynamics with the consumer prices improves the congruence of the estimate to 63% (R-squared = 0,627). The estimate has an overall statistical signifi cance (F-statistic = 18,159), and individual parameters are statistically signifi cant at least at 5% level of signifi cance. The economic assumptions are satisfi ed.
The forecasting performance of the model is shown in the following fi gure. Simulated ex-post predictions are again carried out in one quarter distances for three quarters ahead. It is obvious that the model with consumer prices has got the best forecasting performance. 
Conclusion
All of the above-mentioned export models confi rm macroeconomic relations between export dynamics, development of foreign demand, domestic and foreign price levels and exchange rate. The model with consumer prices is the most appropriate for prediction, while the models with producer prices and import and export prices have higher analytical value.
The exchange rate appreciation leads to a decrease in import prices, which lowers the costs of domestic producers. On the other hand, the export model shows that the increase of import prices leads to the increase of export, probably because the import prices are mainly driven by world prices of crude materials and semi-fi nished products -this cost factors can be considered for almost the same in both foreign and domestic economy. It seems that the Czech exporters cope better with price increase of crucial inputs on world markets. Furthermore, the rise of import prices reduces the import dynamics, and the net export consequently increases. This is, nevertheless, not that straightforward in the case of the Czech Republic, where the export is signifi cantly import-intensive, and exports are highly correlated with imports.
At the same time export dynamics decreases with exchange rate appreciation. Exchange rate movement therefore works as a stabilizer of producer costs as well as of export dynamics. Thus in case of noticeably growing prices of crude materials and semi-fi nished products in the world markets, exchange rate appreciation usually buffers the growth of domestic producer cost factors on the one hand, and reduces export growth directly through higher prices of exported goods in foreign currency on the other hand. While the domestic producer costs lower, the exports prices increase. This leads to stabilization of export dynamics through exchange rate movements. The importance of this buffering effect rises as the volatility of world prices of crude materials increases.
