Abstract. We have used a 3D off-line chemical transport model (CTM) to study the causes of the observed changes in ozone in the mid-high latitude lower stratosphere from 1979-1998. The model was forced by European Centre for Medium Range Weather Forecasts (ECMWF) analyses and contains a detailed chemistry scheme. A series of model runs were performed at a horizontal resolution of 7.5 • ×7.5 • and covered the domain from about 12 km to 30 km. The basic model performs well in reproducing the decadal evolution of the springtime depletion of ozone in the northern hemisphere (NH) and southern hemisphere (SH) high latitudes in the 1980s and early 1990s. After about 1994 the modelled interannual variability does not match the observations as well, which is probably due in part to changes in the operational ECMWF analyses -which places limits on using this dataset to diagnose dynamical trends. For mid-latitudes (35 • -60 • ) the basic model reproduces the observed column ozone decreases from 1980 until the early 1990s. Model experiments show that the halogen trends appear to dominate this modelled decrease and of this around 30-50% is due to highlatitude processing on polar stratospheric clouds (PSCs). Dynamically induced ozone variations in the model correlate with observations over the timescale of a few years. Large discrepancies between the modelled and observed variations in the mid 1980s and mid 1990s can be largely resolved by assuming that the 11-year solar cycle (not explicitly included in the 3D model) causes a 2% (min-max) change in midlatitude column ozone.
Introduction
The determination of the cause of the observed downward trend in ozone at mid-latitudes has been a focus of stratospheric research over the past decade (e.g. WMO, 1999) . DeCorrespondence to: M. P. Chipperfield (martyn@env.leeds.ac.uk) spite the identification of many possible contributing chemical and dynamical processes, and a range of modelling and observational studies, a quantitative attribution of the trend has not yet been obtained. Such quantitative attribution depends greatly on comprehensive model simulations which can account for all known processes. Due to the limitations of different types of model, such simulations have not yet been performed. In this paper we apply for the first time a detailed full chemistry 3D stratospheric chemical transport model to the study of decadal mid-latitude ozone changes.
In contrast to the large ozone loss observed in the Antarctic spring, and in the Arctic during recent cold winters, ozone depletion at mid-latitudes is much smaller. At northern hemisphere (NH) mid-latitudes (35 • N-60 • N) the annual averaged ozone was observed to decrease by about 2% from 1979 values during the 1980s. Additional larger losses occurred during 1992-1993, following the eruption of Mt. Pinatubo in 1991. Subsequently, during the mid-late 1990s ozone levels increased and by the late 1990s the mean ozone column was around 3-4% below the 1979 values. In contrast, the mean ozone column in the southern hemisphere (SH) mid-latitudes (35 • -60 • S) exhibited a relatively steady decline from 1979 without a large decrease after the Mt. Pinatubo eruption. By the late 1990s mean SH mid-latitude columns were about 5% less than 1979. This hemispheric asymmetry, and the apparent lack of a Pinatubo signal in the SH, has not yet been explained.
Different processes have been proposed to explain the observed mid-latitude trends. Chemical processes are essentially related to halogen (chlorine/bromine) trends which are known to be responsible for the large seasonal depletion in the polar regions. At mid-latitudes halogen chemistry may deplete ozone by:
-The export of O 3 -poor air from the polar vortex at the end of spring ("dilution").
-The export of activated air during the winter/spring from the vortex followed by chemical loss at mid-latitudes.
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(Note that the chemical depletion of ozone around 40 km in the upper stratosphere by chlorine makes only a relatively small contribution to the column (see Chipperfield and Randel, 2003) . More recently other "dynamical" process have been suggested as contributing to the trend. These processes include -Changes in wave-driving.
-Trends in tropopause height.
It is likely that the observed trend has contributions from more than one of these processes, and the relative contributions vary between the hemispheres and possibly interannually. Early studies which addressed the role of halogen trends in mid-latitude ozone used two-dimensional (2D) latitudeheight models (e.g. Solomon et al., 1996 Solomon et al., , 1998 Jackman et al., 1996; Callis et al., 1997) . These studies, and subsequent updates (e.g. Portmann et al., 1999) , have suggested that increasing halogens are likely to have been a major cause of the decreasing trend observed in the NH. Furthermore, processing on mid-latitude liquid aerosol is a key step in activating the chlorine and causing ozone depletion. In particular, a strong argument for the link between halogen activation on mid-latitude aerosol and ozone loss came from the 2D models' ability to simulate the enhanced loss during the 1992-1993 period. Unfortunately, the published 2D model results have focused on the NH mid-latitudes and there is no information about the modelled trends in the SH. Also, as polar processes are a potentially important contributor to midlatitude changes the different extent of vortex depletion and meteorological conditions in the south provide an important test of models.
Three-dimensional (3D) models are now being applied to multiannual simulations of the stratosphere (e.g. Chipperfield, 1999; Rummukainen et al., 1999; Egorova et al., 2001 ). These models have some advantages over two-dimensional models. The models are better able to represent the dynamics of the polar vortices and hence the associated chemical depletion. Also, when these models are forced by meteorological analyses, they capture much of the dynamical variability on timescales from days to a few years which affect the distribution of long-lived chemical tracers (see Chipperfield, 1999) . However, the ability of CTMs forced be meteorological analyses over longer (decadel) timescales remains to be established.
Recently, Hadjinicolaou et al. (2002) used an off-line 3D transport model (SLIMCAT) with a parameterised ozone tracer to investigate the role of dynamical trends on NH midlatitude ozone. The model was forced by ECMWF analyses of winds and temperatures and the chemical parameters associated with the ozone tracer had no imposed trend (e.g. no account of halogen trends). Their modelled time series of NH mid-latitude ozone captured many observed variations and produced an overall downward trend, though the agreement with observations varied with the time period considered. The modelled trend captured the latitude dependence of the observations, though in the profile the largest trends occurred at lower altitudes than the observations. Based on these studies Hadjinicolaou et al. (2002) argued that the dynamically driven model trend accounts for at least half of the observed NH trend averaged over December-February. While these results are very interesting, and support the notion that dynamical changes have contributed to mid-latitude ozone trends, they do depend on the suitability of meteorological analyses for trend studies.
In this paper we have used the SLIMCAT 3D off-line chemical transport model (CTM) with a detailed stratospheric chemistry scheme to investigate the role of halogen trends and dynamics in causing the observed changes in SH and NH mid-latitude ozone from 1979-1998. This extends on the work of Hadjinicolaou et al. (2002) by investigating the role of known chemical processes in causing the observed changes. A number of different model experiments have been performed to isolate different processes. Section 2 describes the models used. Section 3 shows results of the 3D model runs and compares the output with observed O 3 changes. Section 4 discusses the results and Sect. 5 summarises our conclusions.
Model and experiments
In this paper our aim is to use a full chemistry 3D CTM to examine observed mid-latitude ozone changes over the period [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] . However, because of the limited vertical domain of the 3D model and ECMWF meteorological analyses currently available for this period, we first used a 2D model to obtain tracer mixing ratios to constrain the 3D model at its upper and lower boundaries. The 2D and 3D models are described in the following subsections.
2D model
We have used the isentropic 2D dynamical-radiative model of Kinnersley (1996) . The model extends from pole to pole and from the ground to ∼80 km with a resolution of 9.5 • in the horizontal and ∼3.5 km in the vertical. A parameterisation of the three longest Rossby waves is included in the model and the model calculates its own temperature field. To ensure that the 2D model is as consistent as possible with the 3D model, the SLIMCAT 3D model chemistry scheme (see Sect. 2.2) was inserted into the 2D model. (Note, however, that the 2D model did not include the effect of solid polar stratospheric clouds at high latitudes). The time-dependent aerosol loading was also the same as that used in the 3D model runs.
The 2D model was integrated from 1970 until 2000 (run TD). Time-dependent scenarios for halogen-containing source gases and other species (i.e. CH 4 , N 2 O, CO 2 ) were specified from scenario A1 of WMO (1999) . Output from the 2D model was saved every 20 days and this was used as the time-dependent (monthly varying) upper and lower boundary condition of the subsequent 3D model runs (interpolated in latitude and applied as a zonal mean).
SLIMCAT 3D CTM
SLIMCAT is an off-line 3D CTM first described in Chipperfield et al. (1996) . Horizontal winds and temperatures are specified using meteorological analyses. Vertical advection is calculated from heating rates using the MIDRAD radiation scheme (Shine, 1987) and chemical tracers are advected by conservation of second-order moments (Prather, 1986) . The model contains a detailed gas-phase stratospheric chemistry scheme (for more information see Chipperfield, 1999) and the runs here use photochemical data from Sander et al. (2000) . The model also contains a treatment of heterogeneous reactions on liquid aerosols, nitric acid trihydrate (NAT) and ice (see Chipperfield, 1999 ). The SLIMCAT model has been used in a wide number of previous studies where it has been shown that the model gives a realistic simulation of chemistry and transport in the stratosphere. Timedependent monthly fields of liquid sulfate aerosol for 1979-1995 were taken from WMO (1999) . When the model simulations extended beyond 1995 the aerosol was kept constant at the December 1995 values.
In the experiments described here the 3D model resolution was 7.5 • ×7.5 • × with 12 isentropic levels from 350 K to 900 K (approximately 10 to 30 km). (Note that the model will not therefore simulate the small contribution to the O 3 column change from the upper stratosphere trends). The model was forced using the 6-hourly 31-level European Centre for Medium-Range Weather Forecasts (ECMWF) analyses. Note that these analyses were not produced with an identical assimilation model throughout the whole of the period studied. From 1 January 1979 to 28 February 1994 we have used the standard "ERA" product. After this data we have used the operational analyses which are subject to periodic update. Some notable changes include the change to 3D Var on 30 January 1996 and the change to 4D Var on 25 November 1997. The model was initialised on 1 January 1979 using output from the 2D model (and θ as the vertical coordinate) and integrated for 20 years in a series of experiments (see Table 1 ). Run A used the basic model and time-dependent values for the halogen loading and aerosols. Run B was similar to A but used a halogen loading fixed at 1979 values. Run C was similar to A but used constant aerosol loading (set to the background 1980 values). Run D was similar to A but did not include the effect of chlorine-activating heterogeneous reactions (on solid or liquid particles) poleward of 60 • . 
Results

Trace species
First we need to verify that the 3D model produces a realistic trend in the stratospheric chlorine species. Figure 1 shows a comparison of ground-based FTIR observations of the main inorganic chlorine reservoirs at the Jungfraujoch (Mahieu et al., 1997; Rinsland et al., 2003) with results from the 2D model run TD and 3D run A. The 2D model captures the general trend of chlorine speciesthe increase in the 1980s and 1990s and the turnover in the late 1990s. However, the 2D model generally underestimates the column ClONO 2 and overestimates HCl. In particular, the 2D model (which does not contain Cl-activating heterogeneous chemistry on solid PSCs) does not reproduce the enhanced columns of ClONO 2 observed in springtime. The 2D model run does show that the total column of Cl y (here taken as the sum of HCl and ClONO 2 ) should have peaked in 1997. The tropical ascent in the 2D model is too fast, but the Jungfraujoch data shows that the peak in column Cl y is likely to have occurred in the period 1997-1999 (Waugh et al., 2001 ). Figure 1b is a similar plot which compares the Jungfraujoch data with output from 3D model run A. (Note that the model data here are only the partial columns between 350 K and 900 K and so the model will tend to underestimate the observed Cl * y ). The 3D model results clearly show much more variability, related to the realistic representation of horizontal transport in the model forced by analysed winds. The 3D model has larger values of ClONO 2 than the 2D model, in better agreement with the observations. This is related to much more realistic temperatures which cause activation of chlorine, followed by recovery into chlorine nitrate, in the polar region and on cold aerosols outside the vortex. Unfortunately, the 3D model run ends around the time of the predicted peak in Cl y . However, the 3D model Cl y column for 1998 is larger than previous years indicating that the peak will occur later in in this model due to the slower meridional circulation. 
Polar ozone
Before examining mid-latitudes we should first examine that the model captures the variability of ozone observed at high latitudes. Chipperfield and Jones (1999) used a similar version of SLIMCAT forced by UK Met Office analyses to show that the model performed well in capturing the observed variability of springtime average column ozone in the polar regions in the 1990s. Figure 2 now compares the modelled mean springtime column ozone poleward of 63 • with updated satellite observations of Newman et al. (1997) . In the NH (Fig. 2a ) the basic model (run A) captures well the magnitude and variability of the observations in the 1980s. However, the model does not capture the observed variability around 1994. In the SH run A also performs well in capturing the magnitude and variability of the mean October columns. The model also captures much of the observed downward trend in ozone. The contribution to this trend from halogen increases can be seen by comparing run A and run B, and amounts to 80 DU by 1998 relative to 1979. However, in the SH the model also fails to capture the observed interannual variability in the period 1994-1996. As noted above the ERA analyses finished in 1994 and this is a period when the operational ECMWF analyses used to force the model were periodically updated which can explain differences from 1994 onwards. Given that the results of Chipperfield and Jones (1999) showed good agreement of the NH March variability in the early 1990s, the discrepancies in March 1993 are likely also due to the impact of the analyses even though this is in the ERA15 period. This indicates that many years of simulation need to be compared to estimate the overall quality of CTM simulations.
Overall, based on the Fig. 2 and previous studies, the model appears to produce a realistic simulation of polar ozone in both hemispheres. This is a region where 3D models are expected to be better than 2D models. Given the likely importance of the polar regions on mid-latitude ozone, this aspect is an improvement on such previous studies. date are due to the use of θ levels to convert the 2D model values to initial 3D model values; the 2D model does not have the same temperature field as the CTM). As expected the 2D model shows very little interannual variability, except during 1992-1993 after the eruption of Mt. Pinatubo when the peak O 3 column in both hemispheres decreased by about 20-30 DU. In contrast the 3D model shows much more interannual variability which is driven by the meteorological analyses used to force the model. This is shown more clearly in deseasonalised column O 3 comparisons in Figs. 3c and d . The basic 3D model captures a number of variations which are seen in the observations. In particular, it is interesting to note that the 3D model does indicate a relative dip in SH mid-latitude O 3 during 1985. The modelled dip (of around 10 DU) is somewhat smaller than the observations, though it does indicate that this so-far unexplained feature in the observations has at least partly dynamical origin.
Figures 3c and d also include results from the 3D model sensitivity runs. Over the 20 year model run, the chemical effect of the increase in halogens leads to a reduction of around 20 DU in the SH and 10 DU in the NH. Note that as the model O 3 is used in the heating rate calculation which drives the vertical transport, differences in O 3 between runs A and B could potentially affect the circulation, causing further differences between the two runs. However, using a coupled general circulation model with interactive O 3 , Braesicke and Pyle (2003) found only a small feedback of long-term lower stratospheric O 3 changes on circulation. Therefore, we can assume that the differences between runs A and B are dominated by the different imposed halogen trends.
Comparison of C, with constant (background) aerosol, with A indicates the chemical effect of aerosol variations on stratospheric ozone. Previously, using a CTM with parameterised O 3 , Hadjinicolaou et al. (1997) argued that at least some of the decrease in NH mid-latitudes after the Mt. Pinatubo eruption was "dynamical" in origin, though the analysed winds used to force the model may have contained perturbations due to the increased aerosol. In contrast, 2D models reproduce the post-Pinatubo NH decrease through increased chemical processing (e.g. see Chipperfield and Randel, 2003) . Figure 3c shows that run C also produces a dip around 1993, confirming that information in the analyses makes a "dynamical" contribution to the observed decrease. However, the decrease is not as marked as in run A indicating a role for both direct aerosol-related chemistry and transport. This is discussed in more detail in Chipperfield (1999) . Our run with constant (background) aerosol shows that the enhanced aerosol increases the sensitivity of the atmosphere to the halogen trend. In the early 1990s the enhanced aerosol increased O 3 loss while in the early 1990s run C had more O 3 than run A. removes the signal of the 1985 dip in the SH). Overall, model run A reproduces the observed decrease in column ozone in these three regions between 1980 and the early 1990s. In addition some of the observed variability on the timescale of a few years is reproduced by the model, especially before the early 1990s. Later in the 1990s the modelled variations do not agree as well and this again is likely related at least in part to the changing ECMWF analyses. A notable feature of the 3D comparison in Fig. 4 are the differences with the observations in the mid 1980s; this is discussed in Sect. 3.4 (below).
Possible solar cycle effects
Global ozone observations display considerable interannual variability which is approximately in phase with the 11-year solar cycle. This variability is driven by changes in solar ultraviolet irradiance which modifies the rate of odd-oxygen production in the mid-upper stratosphere (e.g. Huang and Brasseur, 1993) . Observations show that the variation in column ozone in the tropics is approximately 2-3% between solar maximum and solar minimum with relatively flat latitudinal structure (W. Randel, personal communication, 2002) . Model studies (e.g. Huang and Brasseur, 1993; Flemming et al., 1995) also support this broad latitudinal structure to the solar cycle signal and produce a typical amplitude of 1.5-2% (solar maximum -solar minimum).
The 3D CTM used here does not contain a parameterisation of the effects of the solar cycle; the solar fluxes used in the model's photolysis scheme are fixed and taken from WMO (1985) . Therefore, it is likely that some of the large deviations seen in the column ozone comparisons in Fig. 4 are due to solar cycle effects (which have not been removed from the observations). To test this, in Fig. 5 a solar cycle variation of 2% (solar maximum -solar minimum, in phase with the F10.7 flux) has been imposed on the results of A, assuming the WMO (1985) fluxes represent solar maximum conditions. The inclusion of the solar cycle effects significantly improves the comparison with the satellite observations during the mid 1980s and also during the mid 1990s -the periods corresponding to minima in the 11-year solar cycle.
Ozone profile variability
We now discuss how well the model captures the observed changes in ozone at different altitudes by comparing with long-term sonde records. Figure 6 compares the ozone from model run A with a time series of O 3 sonde observations at six different pressure levels at Hohenpeissenberg (48 • N, 11 • E) and Edmonton (53 • N, 246 • E) (Logan, 1999; Logan et al., 1999; personal communication, 2003) . The observations show a difference in the trend with altitude. At the higher levels at both sites there is a relatively continuous decline throughout the records. In contrast, in the lower strato- sphere, ozone shows a decrease in the early 1990s with relatively constant values thereafter.
The model reproduces the observed changes at the two stations well. The magnitude of ozone, and the phase of the annual cycle, is well captured, except at the highest level (15-25 hPa) where the model overestimates the observations. This is near the top boundary of the 3D model. The model also reproduces much of of the observed variability and longer term changes. At 63-40 hPa the model reproduces the essentially continuous decline, while at the lower altitudes the model reproduces the large negative anomaly in the early 1990s followed by a recovery. The model also reproduces the ozone minimum observed around 1983 (e.g. at 63-100 hPa at Hohenpeissenberg). At the levels above 40-63 hPa both the observations and model show less variability (as the chemical lifetime of ozone becomes shorter) and less of an anomaly in the early 1990s. Especially in the lower stratosphere (LS), the success of the CTM in reproducing the O 3 variability is due to the quality of the ECMWF winds used to forced the model. The results from this relatively coarse resolution model run are therefore encouraging. A higher horizontal resolution would, however, be expected to have an impact, and likely improve, the comparison. Logan et al. (1999) discuss differences in the observations between European and Canadian sonde stations which are captured by the model. For example the model reproduces the minima in 1990, 1992, and 1993 over Europe, while over Canada only the last two of these are observed and modelled; in 1990 no minimum is occurs over Edmonton. The minimum in 1995 is not modelled at either location.
3.6 Mid-latitude profile changes Figure 7 shows the percentage difference in zonal mean, monthly mean O 3 for the NH and SH mid-latitudes between 1991/92 and 1980/81 for runs A and B. (This restricts the differences to the ERA15 period and the monthly mean was averaged over two years to reduce any QBO effects). These differences include both the effects of chemical loss due to increased halogens over this time period (in run A) and meteorological variability. Also shown in Fig. 7 is the profile difference between runs A and B for 1991. In this case the O 3 difference is just due to the difference in halogen loading between these two runs and can be described as the (halogeninduced) "chemical loss". These profiles show the largest signal of model O 3 chemical loss occurs in the lower stratosphere with another smaller depletion near the top boundary at 30 km. This profile shape is similar to profiles of the estimated trend (e.g. WMO, 1999) but is displaced to somewhat lower altitudes. In the NH this maximum LS chemical loss is around −8% in December-June and slightly less in September. In the SH the differences are larger with a maximum of −19% in December. For the NH in March, Fig. 7a shows that the 1991/92-1980/81 LS differences for run A are much larger (−20%) than the chemical loss. This emphasises the effect of dynamical variability on changing the O 3 profile at these lower altitudes. At other times of year the 1991/92-1980/81 O 3 profile differences in run A are more similar to the chemical loss -i.e. the impact of dynamical variability is slightly less. In the SH the 1991/92-1980/81 run A differences are also different to the chemical loss. In this hemisphere the impact of meteorological variability changing the O 3 profile is least evident in December. Evidently the difference in the O 3 profiles between two time periods is strongly affected by meteorological variability (as in the column comparisons in Fig. 4) . The difference between the two model runs gives the cleanest signal of the modelled chemical "trend".
Ozone trends
The trend model of V. Fioletov (described in WMO, 1998) For the NH in DJF however, although the model and observation error bars still overlap the model agreement is poorer. In the NH the observations indicate a maximum trend in the winter/spring period, while the model shows less seasonal variation. This underestimate in the springtime trend may be related to an underestimation of polar loss. This is a known problem of chemical models for winters in the midlate 1990s (e.g. Becker et al., 1998) and may also occur in earlier winters.
In contrast, in the SH model run A exhibits more seasonality in the trend (maximum negative trend in DJF) than the observations which do not show much variation. The modelled trend agrees with the observations (within the error bars) except for this DJF period. The calculated trends from D indicate the effect of the large springtime polar loss (Fig. 2) on the mid-latitude trends. Although the difference between the trends from run A and run D is larger in SON (and DJF), run D also displays a similar seasonality to run A. Model run B also display this seasonality with a trend near 0% in JJA and SON and −4% in DJF. From this it would seem that the model's chemical (halogen) signal of the SH trend is of a similar magnitude to the observed trend all year round, but other factors are causing a larger summer/autumn trend (see Fig. 7 ). This could be due to errors in the model dynamics during the summer/autumn causing the wrong transport of O 3 or errors in summertime chemistry coupled with the neglect of other chemical forcings.
Discussion
As discussed above, Hadjinicolaou et al. (2002) used a version of the SLIMCAT CTM with parameterised ozone chemistry to investigate the role of dynamics on the long-term variability and trend of O 3 . They concluded that trends in dynamics have contributed strongly to the observed trend in NH mid-latitude spring time ozone. These conclusions appear somewhat contradictory to ours, although both studies have used similar models and data and so the model runs should be consistent. This apparent discrepancy is one of interpretation and can likely be explained by remembering that (i) Hadjinicolaou et al. (2002) focused on NH spring, while our discussion of the chemistry covers all seasons and hemispheres, and (ii) the agreement between the modelled and observed "dynamical tracer" time-series varies with the time period considered (possibly due to both real changes in the relative role of dynamics and changes in the ECMWF assimilation system). Hadjinicolaou et al. (2002) obtained the best fit to the column trends over the period . This is outside of the ERA15 period and, due to dynamical variability anyway, there will be periods with better model/observation agreement than others. Here we concentrate on diagnosing the role of chemistry (through different model experiments) and wish to emphasise the problems and care needed in using a CTM forced by analyses to quantify dynamical trends in ozone.
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Conclusions
We have used a 3D off-line CTM to study the causes of the observed changes in ozone in the mid-high latitude lower stratosphere from [1979] [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] . A series of model runs were performed to investigate the dependence of the modelled changes on trends in source gases, changes in aerosol and to diagnose the impact of polar processing on mid-latitudes.
Overall, the 3D model runs presented here support the conclusion that trends in chlorine and bromine have been major causes of the observed decrease in mid-latitude ozone in both the SH and NH. These runs extend on previous 2D model simulations, however, in producing a better description of polar processes and capturing much of the observed (dynamically induced) variability.
The basic model performs well in reproducing the decadal evolution of the springtime depletion in the northern hemisphere (NH) and southern hemisphere (SH) high latitudes in the 1980s and early 1990s. After about 1994 the modelled interannual variability does not match the observations as well, which is probably due in part to changes in the operational ECMWF analyses. This indicates care needs to be taken when using such meteorological datasets to diagnose dynamical trends.
For mid-latitudes (35 • -60 • ) the basic model reproduces the observed column ozone decreases from 1980 until the early 1990s. Model experiments show that the halogen trends dominate this modelled decrease and of this around 30-50% is due to high-latitude processing on polar stratospheric clouds (PSCs). Dynamically induced ozone variations in the model correlate with observations over the timescale of a few years.
The model runs suggest that the 11-year solar cycle may play and important role in causing column ozone variations in mid-latitudes. Large discrepancies between the modelled and observed variations in the mid 1980s and mid 1990s can be largely resolved by assuming that the 11-year solar cycle (not explicitly included in the 3D model) causes a 2% (minmax) change in mid-latitude column ozone.
The runs presented here are a first attempt at applying a detailed 3D chemical model to the study of past mid-latitude O 3 trends. In the future the availability of meteorological analyses over longer time periods and a larger vertical domain will permit more extensive studies.
