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Abst ract - - In  this paper, a new iterative alternating decomposition (IADE) scheme of (4, 2) order 
of accuracy is developed to solve the one-dimensional parabolic problem. It is based on tile two-stage 
fractional splitting strategy suggested by D'Yakonov and found to be generally more accurate than the 
recently developed (2, 2) accurate alternating roup explicit (AGE) method of Peaceman-Rachford 
variant. As the method is fully explicit, its feature can be fully utilized for parallelization by means 
of a domain decomposition strategy. @ 2001 Elsevier Science Ltd. All rights reserved. 
Keywords - -A l te rnat ing  group explicit (AGE) method, lterative alternating decomposition ex- 
plicit (IADE) method, D'Yakonov fractional splitting. 
1. INTRODUCTION 
Consider the following heat equation: 
OU 02U 
Ot Ox 2 ' 
0<x<l ,  t>0,  (1) 
subject to the initial-boundary conditions 
U(x ,0)  = f (x ) ,  0 < x < 1, 
U(0, t) = ~(t),  
U (1 , t )  = h(t) ,  0 < t < T. 
(2) 
The interval 0 < x < 1 is divided into a grid of points of spacing Ax = 1/(m + 1). Similarly, 
the T interval is divided into steps of At. Then, on the proposed lattice, the different operators  
in (1) are approximated by central differences. 
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A generalized finite difference approximation to the differential equation (1) at the point 
(x i ,  t j+ l /2 )  is given by 
- -AO' lZi_ l , j+ 1 ÷ (1 + 2AO)'Ui, j+ 1 -- AOUi+l , j+  1 
= A(1 - O)u i - l , j  + [1 - 2A(1 - O)]u<j + A(1 - O)ui+Lj ,  i : l ,2 , . . . ,m,  
(3) 
which is displayed in matrix form as 





Au = f ,  (5) 
c = b = -A0,  a = 1 + 2A0, 
f l  = A(1 - O) (?.tO, j -{- U2,j) ÷ [1 -- 2A(1 -- 0)] + AOUo,j, 
f~ = A(1 - 0) (~ i - l , j  q- t t i+l , j )  ÷ [1 -- 2A(1 -- 0)]Ui,j, i = 2, 3 , . . . ,  m -- 2, m -- 1, 
fm= A(1 -- 0) (Um- l j  + Um+l,j) + [1 - 2A(1 - 0)] +/~O?tm+l,j+l, 
'a = (lZl,j+l, ?z2. j+l , . . . ,  lZrl~..j+l) T , f = (f l ,  f2, • • , fro) T, 
(o) 
and A = At / (Az )  2 with the increments Az,  At given by Ax = 1 / ( re+l )  and At = T / (n+l ) .  We 
recall that equation (3) corresponds to the fully implicit, the Crank-Nicolson, and the classical 
explicit methods when 0 takes the values of 1, 1/2, and 0. 
2. FORMULATION AND COMPUTATION 
OF  THE IADE SCHEME 
In the development of the ADI scheme to solve the two-dimensional heat equation, D'Yako- 
nov [1] proposed a high order (4, 2) accurate unconditionally stable two-step method involving 
the solution of tridiagonal sets of equations along lines parallel to the z- and y-axes at the first 
and second steps. Using the well-known fact of the parabolic-elliptic orrespondence, we shall 
now employ this fractional splitting of D'Yakonov to ohtain the following (4, 2) accurate, stable, 
and convergent two-stage iterative procedure for a fixed acceleration parameter r > 0. 
Consider the iterative formulae 
( r I  + L)Lz (~+~/2) = ( r I  - gL) ( r I  - gR)Lt (p) + h f ,  
( r l  + R)~ (p÷I) = u (p+1/2) ,
(r) 
and 
6 + r r(12 + r) 
g-  , h -  
6 6 
Note that by combining the two equations in (7) and eliminating 'u (p+U2), we find that as p --+ oc, 
we have 
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This suggests that the coefficient matrix A in (5) can be decomposed into 
1 
A = L + - - LR .  (9) 
6 
"£b retain the tridiagonal structure of A as in (4), the constituent matrices L and R take the 
t)idiagonal fbrms (lower and upper, respectively) 
L = 
1 
Ii 1 0 
12 1 
".. " .  
0 Ira-2 1 








( !m-  1 t l  m- -  1 
Cm (mxm) 
Equating the entries of the matrices in (9) leads ~.o the determination of e.i, u i ,  i = 1, 2 , . .  
in the recursive tbrm 
(m) 
[ i (a -  1) 
C. 1 - -  
5 
fib 6c 
u, 5 ' l~ 6 - c, 
6(a + l i u , /6  - 1) 
(7i+1 ~ 
5 
(', ¢ 6, 
i= l ,2 , . . . , .m-1 .  
(11) 
The explicit form of (7) is given by 
,t(p-}-l/2) = (7'[-]- L)  -1  { (7"1- ~]L)(TI (JAF{)lt (p) -}- h.t'} , 
u 0'+~) = ( r I  + R)- l~t 0'+1/2). 
glnd 
(12) 
Since L and R are bidiagonal, tile inverse of ( r I  + L) and ( r I  + R) take a full lower and upper 
tr iangular form given by 
( r I  + L)  -1 = 
1 
7L 
- l l  1 
d 2 
1112 -12  
d 3 d 2 
(~i,1 (~i,2 




• " " O m , m  1 
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where 
with 
O~i, k -- 
( _ l ) i _k+ 2 i-1 
di-(k-1) 1-I lj, 
j=k 
i= l ,2 , . . . ,m,  
i--1 ( lklk+: . . .  l i -1 ,  
- I  lj = li-1, I j=k  1, 
d=l+r ,  
k < i - l ,  
k=i -  1, 
k= i ,  
k : l ,2 , . . . , i ,  (13) 






( r I  + R) - i  = 





" ' "  /~ l , j  ' ' '  /~ l ,m 
dld2d3 
--U 2 
- "  #2, j  " #2,m 
dzd3 
/3j,j /3j, m 
0 ". 
~m-- 1,m 
j -1  
l-I u~ 
/3k,j = ( -1 )  j - k  i=k 
3 
i=k 
j = 1 ,2 , . . . ,m,  k=l ,2  . . . .  , j ,  
j--1 ( UkUk+ 1 • ' '  U j _ I ,  k < j - 1, 
Hu~ = I uj-1, k=j -1 ,  
i=k 1, k = j, 
m X 771, 
(16) 
(17) 
d i= r + ei. (lS) 
By carrying out the relevant multiplications in (12), we obtain the following equations for com- 
putat ion at each of the intermediate levels: 
(i) at the (p + 1/2) th iterate, 
u]p+V 2) 
d 
l . . . .  (p+l /2 )  . (p) ulp+:12) _ - , - ,<~i - :  + v i - l s i - :~ i - :  + (v i - lw~- i  + ssi)ul p) + swiu}~+): + hfi 
- d , (19) 
i = 2 ,3 ,4 , . . . ,m-  1, 
- - l  . a,(p-t-1/2) (p) u~+l /m = , , -~_ :  + V,~-:Sm- iUm_l  + (V,~-:Wm-: + SS,,,)U~ + hL~ 
d 
where 
s=r -g ,  
si = r -- gei, 
Wi = --gui, 
Vi = --gli, 
q = (1 + g)~, 
i= l ,2 , . . . ,m,  
i = 1 ,2 , . . . ,m-  1, 
i= l ,2 , . . . , rn -1 .  
(20) 
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Equations (19) may be written fully in their explicit form as 
(P) hfl) (~I.F) + ~1~,~ + 
i t l  p÷1/2)  = 
u~P+ l/'2) = 
d 
i- 1 ] 
d i 
i-1 l I (--1)i+J--lq [kIJ) ~j ( / , J - lWj-1- *N,Jd) ~t.(f ;) 
+ E di-j+2 
( l i - lqwi -1 -- ssid)u} p) 
d 2 
i i-- 1 
E ( -1F+TJ  I1 l~ / 
~,~=J j + h j=l 
d i - j+l  
(ii) at the (p + 1) th iterate, 
u{p+U2) 
,tt~p+ 1) _ m 
(p+l) 
"~t I p + 1 ) =_ tt.l p + 1 / 2 ) _ 'U i It i + 1 
di 




SWi~t i+ l  
fbr i = 2 ,3 , . . .  ,m - 1,'m; 
, i=m- l , 'm-2  . . . . .  2,1. 
(21) 
' 9  
E ( - - )z  (1" @ C j) U~[} ;'+1/2) /': 1 I 'Ill 
,it(iP+l ) = k=i kJ=k+lm l= i  , (23) 
FI ("+ ~,,) 
k+l ,  i odd ,  
for i = 1, 2 , . . . ,m.  
z = k, i even, 
The IADE algorithm is executed by using the equations (21) and (23) in alternate sweeps along 
the points in the interval (0, 1) until a specified convergence criterion is satisfied. 
3. NUMERICAL  EXPERIMENTS 
The application of the AGE and IADE algorithms is now demonstrated on the following prob- 
lems. The convergence criterion is taken as eps = 10 -4, and the accuracy of the solution at the 
grid points is determined by computing its root mean square (rms) error. 
Exper iment  1 (P rob lem 1) 
The following problem is taken from [2]: 
8U 02U 
Ot O:c 2 ' 
with the initial condition 
and the boundary  conditions 
u(z,  0) = az(1 - :r), 
0 < x < 1, (24) 
0 < x < 1, (25) 
U(0,t)  = U(1, t) = 0, t > 0. 
Tile exact solution is given by 
32 ~-.  1 _~%2 t sill(kT~;r). 
k=1,(2) 
(27) 
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IMP  METHOD 
RM S VS  ACCELERATION PARAMETER 
- 1 0 [:::  ::i~i~i::i::~i::~::~::N!~`` i`::~i~iZ~::~::~::~::i~ii::~i~::i~i::iii::ii::i::i::i::i::~::~::i::~::i~E::~!~:#~ ~! ~ ~ ~ I A D S - D Y [ 
~ ~ 5 
acce lera t ion  param eter  r 
Ar = 0.1, r= 0.1(0.1)1.0, t =1.0 
IMP  METHOD 
RMS VS  T IME 
, , -10"5 [i:i:i{{!iiii : ~ ! A  D E -D  Y j 
- , s  
t im e t 
~x = 0.1, r (AGE) = 0.5, r(IADE) = 0.6, t = 0.1(0. l) 1.0 
CN METHOD 
RM S VS  ACCELERATION PARAMETER 
0 -..-------= :: :i :::::::::::::::::::::::::: ................................................. • ::, : ;:~ - -,::; :.., .. ;:... 
+ I A D E - D Y  ] 
acce le ra t ion  param eter  r 
Ax = 0.1, r = 0.1(0.1)l.0, t =1.0 
CN METHOD 
RMS VS  T IME 
0 . A G E 
_~ -10 lii I - - - , , - - - ,ADE-D, 
-15  
t im e t 
Ar = 0.1, r (AGE) = 0.5, r(IADE) = 0.4, t = 0.1 (0. I ) 1.0 
Figure 1. For Problem 1 (A = 0.5). 
Exper iment  2 (P rob lem 2)  
Th is  exper iment  dea ls  w i th  the  fo l low ing  prob lem:  
OU 02U 
Ot Ox 2 ' 
0 < x < 1, 
sub jec t  to  the  in i t ia l  cond i t ion  
U(x ,  0) = sin(TrX), 0 < x < 1, 
and  the  boundary  cond i t ions  
(28) 
(29) 
U(O, t) = U(1 ,  t) = O, t _~ O. (30) 





IMP  METHOD 
RM S VS  ACCELERATION PARAMETER 
• AGE 
+ I A D  E -D Y 
acce lera t ion  param eter  r 
Ar = 0.1, r=  0.1(0.1)1.0, t =1.0 
IMP  METHOD 
RM S VS  T IME 
" 1 
-10  I ~ I A D E - D Y  
- 1 5 
t im e t 
A~- = 0.1, r (AGE) = 0.5, r(IADE) = 0.6, t = 0. l (0. l ) 1.0 
_o =
CN METHOD 
RM S VS  ACCELERATION PARAMETER 
-5 ~ 2 • AGE 
_,o t E-o  
-15  
acce lera t ion  param eter  r 
At= 0.1, r=  0.1(0.1)1.0, t= l .0  
0 




RMS VS  T IME 
t im e t 
• AGE 
"~m--- -  IA D E -D Y 
Ar = 0.1, r (AGE) = 0.5, r(1ADE) = 0.4, t = 0.1(0. I ) 1.0 
Vlgure 2. For  i ' rob lem '2 (A = 13.5), 
The  exact  so lu t ion  is g iven  t) 3 , 
U(:r, t) = c - ~  sin(%:~,). 
Exper iment  3 (P rob lem 3)  
Th is  exper iment  dea ls  w i th  the  f i ) l lowing prob lem taken  f i 'om [3]: 
OU O~U 
- - -  0 < :c < 1 ,  
Ot O:c 2 " 
sub jc ' c t  to  the  in i t ia l  cond i t ion  
(31 
(32) 
U(:~:, 0) = sin(Tr:r)(1 + 6 cos (wz) ) ,  (:/3) 
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0 
== -5 
o m -10  
-15  
l 
IMP  METHOD 
R M S VS  ACCELERATION PARAM ETE R 
• AGE 
accer le ra t ion  parameter  r 
Ar  = 0 .1 ,  r = 0 .1 (0 .1 ) l .0 ,  t = 1 .0  
IMP  METHOD 
RMS VS T IME 
0 :i i i i  ~ i ~  ' ' A -GE -5  
-10  ~ I A  O E -D  Y , 
-15  
t im e t 
&~" = 0. I ,  r (AGE)  = 0.5, r (1ADE)  = 0.6, I= 0.1 (0.1) 1.0 
CN METHOD 
RM S VS  ACCELERATION PARAMETER 
2 • AGE 
-10  +IADE-DY 
-15 
acce lerat ion  parameter  r 
Ax=0. l ,r=0.1(0.1)l .0, t= l .0  
CN METHOD 
RMS VS T IME 
0 
m -5 ( 
om -10 
- -  15 
+ I A D  E -D Y 
t im e t 
Ar = 0.1, r (AGE) = 0.5, r(IADE) = 0.4, / = 0. I (0.1 )1.0 
Figure 3. For Problem 3 (A 0.5). 
and  t i le per iod ic  boundary  cond i t ions  
u(0 ,  t) = v (1 ,  t) = o, t _> 0. (34) 
The  exact  so lu t ion  is g iven by 
U(3:, t) = sin(Tcx)e -Tr2t 4- 3 sin(27rx)e -4~r2t. (35) 
Tab le  1 prov ides  the  abso lu te  er rors  of the  numer ica l  so lu t ion  for P I 'ob lem 1 at  each  of t i le  
gr id  po in ts  at  t ime levels of t = 0.25 and  t = 0.5 us ing a mesh  ra t io  of A = 0.5 and  A = 1.0, 
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respectively. The higher accuracy of the IADE scheme when compared with the AGE method 
is evidenced fi'om these errors and is also reflected from the lower magni tude of the root mean 
square error (rms). The same observation is also featured in Tables 2 and 3 for Problems 2 and 3. 
Obviously, the higher accuracy is more prominent when the IADE scheme employs the (2, 2) 
accurate method of C-N as opposed to the (2, 1) accurate fully implicit  formula. These are 
achieved through an i terat ive process which requires only two to three iterations. 
Figures 1 3 show a plot of the logarithm of the root nlean square (rms) of the numerical  
solutions vs. the acceleration l)arameter  for values of r in the range 0.1 to 1 in steps of 0.1 
for the three problems. In the same graphs, we also construct plots of logrms vs. t ime for 
t = 0.1(0.1)1 with different grid sizes, but with r chosen to provide the most rapid convergence. 
The relat ively higher accuracy of the IADE scheme is amply  displayed from these graphs. 
The IADE scheme using the D'Yakonov variant, therefore, affords its users many advantages 
as an alternat ive i terat ive method with respect to stabil ity, accuracy, and rate of convergence. 
And, as the method is fully explicit, its feature can be fully uti l ized for paral lel ization. 
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