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Abstract
Coronary artery bypass grafts (CABG) surgery is an invasive procedure performed to circum-
vent partial or complete blood flow blockage in coronary artery disease (CAD). In this work, we
apply a numerical optimal flow control model to patient-specific geometries of CABG, reconstructed
from clinical images of real-life surgical cases, in parameterized settings. The aim of these applica-
tions is to match known physiological data with numerical hemodynamics corresponding to different
scenarios, arisen by tuning some parameters. Such applications are an initial step towards matching
patient-specific physiological data in patient-specific vascular geometries as best as possible.
Two critical challenges that reportedly arise in such problems are, (i). lack of robust quantifi-
cation of meaningful boundary conditions required to match known data as best as possible and
(ii). high computational cost. In this work, we utilize unknown control variables in the optimal
flow control problems to take care of the first challenge. Moreover, to address the second chal-
lenge, we propose a time-efficient and reliable computational environment for such parameterized
problems by projecting them onto a low-dimensional solution manifold through proper orthogonal
decomposition (POD)–Galerkin.
1 Introduction and Motivation
In the last few decades, several efforts have been made to bring patient-specific computational hemo-
dynamics modelling closer to real-life clinical scenarios. This is generally done through many-query
parameterized computational fluid dynamics (CFD) modeling (Agoshkov et al., 2006, Auricchio et al., 2018,
Kabinejadian et al., 2010, Lassila et al., 2013) combined with non-invasive medical imaging techniques. In
this work, we will propose a numerical framework to model patient-specific hemodynamics with special
focus on addressing two commonly arisen challenges in this field, that are, lack of robust quantification
of meaningful boundary conditions and high computational cost.
Accuracy of boundary conditions is vital to the accuracy of patient-specific numerical hemody-
namics modeling. In literature, according to the complexity of the problem and its aim, the boundary
conditions are implemented directly or through surrogate models. For instance, the inflow profiles for
coronary arteries are calculated from the known aortic flow rate or from the patient-specific pressure
or flow waveforms. Comparatively, the lack of availability of patient-specific outflow waveforms for
coronary arteries makes it harder to prescribe outflow boundary conditions. Many studies have used
restrictive conditions at the outlets such as zero or fixed pressure or traction-free boundary conditions
(Bertolotti and Deplano, 2000, Ku et al., 2002, Leuprecht et al., 2002, Politis et al., 2007, Schrauwen et al., 2016), how-
ever, implementation of such conditions affects the accuracy of numerical simulations. Furthermore,
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several works have used surrogate models (Sankaran et al., 2012, Sankaranarayanan et al., 2005, Taylor et al.,
2013, Vignon-Clementel et al., 2006) at the outlets to accurately approximate the corresponding boundary
conditions. In the implementation of these models, often some parameters are manually tuned until
the user-desired accuracy is obtained. Cardiovascular modeling and simulation is still lacking, in the
authors’ opinion, of fast, robust, automated tuning procedures for boundary conditions, even though
great effort on this has been devoted in recent years.
In this work, we propose automated quantification of problem-specific boundary conditions through
an optimal flow control paradigm. By definition, the optimal flow control problems involve mini-
mization of an objective functional while solving for an unknown control, responsible for changes
in fluid flow behavior (Dede`, 2007, Gunzburger, 2003, Hinze et al., 2009, Hou and Ravindran, 1999, Quarteroni,
2009, Quarteroni and Rozza, 2003, Tro¨ltzsch, 2010). Recently, some attempts have been made at filling the
gap between data assimilation and boundary conditions quantification in hemodynamics modeling via
these problems (Koltukluog˘lu and Blanco, 2018, Romarowski et al., 2018, Tiago et al., 2017). These attempts
are based upon the idea that through the unknown control variables one can solve for problem-specific
boundary conditions while matching known data in least-square sense through minimization of a de-
fined objective functional. In this work, we make a similar attempt while focusing on hard-to-quantify
outflow conditions. This pipeline is specifically beneficial with respect to matching the desired data as
with recent advances in imaging, this data may well be patient-specific experimental measurements,
acquired e.g. through catheterization or 4D flow MRI. The main goal of this work is to setup the
optimal control framework in patient-specific configurations, and show a methodological validation of
the proposed numerical approach on a patient-specific configuration. Thus, for what concerns target
data, we will limit ourselves to simpler analytical expressions. Integration of the proposed framework
with real-life clinical measurements is currently ongoing (Condemi et al., 2019).
Furthermore, in the works by Tiago et al. (Tiago et al., 2017), Romorowski et al. (Romarowski et al.,
2018) and Koltukluog˘lu et al. (Koltukluog˘lu and Blanco, 2018), the authors commonly claim to face the
challenge of high computational cost, even for non-parameterized optimal flow control problems. The
computing cost in these problems is high owing to the coupling in the optimality system resulting in a
mathematical problem with increased complexity (Hinze et al., 2009, Negri et al., 2015) and the dense mesh
required for the accuracy of numerical methods. In this work, we consider the optimal flow control
problem in many-query parameterized settings (Bonert et al., 2002, Boutsianis et al., 2004, Politis et al., 2008,
Vignon-Clementel et al., 2006), to take into account different hemodynamics scenarios modeled by parame-
ter tuning. Consequently, computations are carried out in a repetitive environment, thus adding to the
required computing effort. We will use reduced order methods (ROMs) (Hesthaven et al., 2015), specifi-
cally proper orthogonal decomposition (POD)–Galerkin, to lower the computational cost. The ROMs
have been used in many applications, such as in shape optimization of cardiovascular configurations
(Ballarin et al., 2016, Manzoni et al., 2012, Rozza, 2006), in inverse problems arising in hemodynamics model-
ing (Ballarin et al., 2017, Lassila et al., 2013) and in fluid-structure interaction problems (Ballarin and Rozza,
2016). Furthermore, these techniques have recently been further extended to optimal flow control
problems (Bader et al., 2016, Dede`, 2012, Ito and Kunisch, 2008, Ito and Ravindran, 1998, 2001, Ka¨rcher et al., 2018,
Negri et al., 2013, 2015) with applications in oceanographic problems (Strazzullo et al., 2018).
In this work, we will utilize high-fidelity numerical methods as building blocks to construct the
reduced order spaces. We will refer to the full-order discretized problems as truth problems and to
their solutions as snapshots. The resulting reduced order spaces will retain the reliability and accuracy
of full order spaces with comparatively lower dimension. Furthermore, the computational efficiency of
this reduced order model will arise from the decomposition of the computational procedure into two
separate stages, namely, an offline phase and an online phase. The phase decomposition is based upon
an affine decomposition assumption, that is, smooth parameter-dependent and continuous parameter-
independent components can be separated. Computational cost in the offline phase depends upon
dimension of full-order solution manifold and is therefore high, however, this phase needs to be carried
out only once. The online phase has a computational cost independent of the dimension of the
full order solution manifold and is, therefore, very inexpensive. To consider different hemodynamics
scenarios, only the online phase needs to be repeated for different parameter values and therefore, the
computational cost is anticipated to be reduced from order of days to order of seconds.
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Figure 1: Clinical case: triple coronary arteries bypass graft surgery
At the end of this article, we will demonstrate the applications of the reduced order parametrized
optimal flow control pipeline to realistic 3D geometries representing coronary artery bypass grafts
(CABGs), constructed from medical images of real-life clinical cases. In these cases, the grafts can
be internal thoracic artery, radial artery extracted from human arm and saphenuous vein extracted
from human leg (Ghista and Kabinejadian, 2013, Owida et al., 2012), and are connected to stenosed coronary
arteries through bypass graft surgery, an invasive procedure commonly performed to overcome the
blood flow blockage resulting from atherosclerosis. The methodology presented in this work shall
contribute to render patient-specific computational cardiovascular modeling one step closer to clinical
practice.
This work is organized in the following way: in section 1, we have introduced the focus and aim
of this research work, the motivation for opting for an optimal flow control pipeline and combining it
with reduced order methods. Section 2 will summarize mathematical details of the applied pipeline
and the steps required for its application. Results for numerical tests ran on patient-specific CABGs
and corresponding computational details will be reported in section 3. We will conclude this article
and discuss future perspectives in section 4.
2 Methodology
In this section, we will discuss methodological details concerning application of the reduced order
parametrized optimal flow control problems to patient-specific cardiovascular configurations. The
complete pipeline is applied essentially in three steps: (i) extraction of patient-specific cardiovascular
configurations from clinically acquired images (ii) data assimilation in parametrized optimal flow
control regime, (iii) incorporation of reduced order methods. The forthcoming discussion is divided in
three parts according to the mentioned steps.
2.1 Geometrical Reconstruction
In this section, we will summarize the algorithm to construct patient-specific geometrical models of
coronary artery bypass grafts from acquired medical image. For details of the reconstruction procedure,
we refer the reader to Antiga et al. (Antiga et al., 2008, 2009, Piccinelli et al., 2009) and Ballarin et al.
(Ballarin et al., 2016, 2017). This algorithm is employed in Python using the open-source 3-dimensional
modeling libraries Visualization Toolkit (VTK) (Schroeder et al., 2006) and Vascular Modeling Toolkit
(VMTK) (Antiga et al., 2008). Here, we will summarize it with respect to its application to the clinical
case of a triple coronary artery bypass grafts surgery, performed at the Sunnybrook Health Sciences
Centre in Toronto, Canada.
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The data provided by the Sunnybrook Health Sciences Centre corresponding to this case, is a
post-surgery computed tomography (CT) scan. The patient had at least three coronary arteries
with occlusion ranging from mild to severe, thus, three different graft connections were made. These
connections include right internal mammary artery (RIMA) grafted to bypass the blockage in left
anterior descending artery (LAD) and two more connections made to first obtuse marginal artery
(OM1) and posterior descending artery (PDA) separately using saphenuous veins (SV). Diseased
coronary arteries and corresponding grafts, marked with different colors, are shown in figure 1.
We pre-processed the obtained medical image in order to alleviate image segmentation and geo-
metrical reconstruction process. The pre-processing step is done in three stages, that are resampling,
smoothing and enhancement, we refer the reader to Antiga et al. (Antiga et al., 2009) for details. The
resampling stage aims at matching the resolution of the acquired image with the desired image seg-
mentation process. Then, an anisotropic diffusion filter is used to reduce the high-frequency noise in
the image and finally vessel enhancement filters are applied to enhance the visibility of vessel-shaped
structures in comparison to other anatomical structures. Afterwards, using VMTK, we segment the
pre-processed image into level sets, based on the colliding fronts approach. Then, a three-dimensional
polygonal surface is generated through marching cube algorithm and is constructed by manually plac-
ing seed points according to visible intensity of the vessels. Due to the noise in clinical image and
according to the visible intensity of coronary artery bypass grafts, the reconstruction process can add
artificial artifacts corresponding to other parts of the cardiovascular system to the constructed geome-
tries. We use VMTK smoothing filters to remove deformities to much extent, however the resulting
tubular structures do not have sufficiently regular boundary, as is visible in the third figure, titled
surface smoothed out using VMTK, in figure 2.
To generate sufficiently smooth surfaces preserving the same anatomical structures as reconstructed
surfaces, we follow a centerlines-based approach (Ballarin et al., 2016, 2017). We extract centerlines, that
are the lines between two sections of lumen such that their minimal distance from the boundary is
maximal (Antiga et al., 2008, Ballarin et al., 2017, Piccinelli et al., 2009) using VMTK, which also outputs
maximum inscribed spheres radii values associated to each point on the centerlines. After running
average smoothing, we insert polyballs around the points on the centerlines according to the associated
maximum inscribed spheres radii values. This yield a smooth 3D volume preserving patient-specific
anatomical configuration (Ballarin et al., 2016, 2017). The algorithm is summarized in figure 2.
Finally, for computational purposes we generate a tetrahedral mesh inside the reconstructed vol-
umes and triangular mesh over the boundaries, using TetGen. To exploit Python based finite element
libraries, for example, Dolfin, FEniCS and multiphenics (mul, 2019, Alnæs et al., 2015, Logg et al., 2012a,b),
we read and write the mesh in xml format using VTK.
2.2 Parametrized Optimal Flow Control Problems
In this section, we will discuss the mathematical formulation and adopted solution strategy for
parametrized optimal flow control problems. Structurally, these problems comprise of equations
governing the physical state of the fluid flow, an objective functional to be minimized, parameters
modeling physical and/or geometric characteristics and an unknown control that affects the fluid flow.
Solving these problems, we aim at evaluating the unknown state and control variables that minimizes
the objective functional. In this work, we consider PDEs-constrained optimization and utilize adjoint
based techniques and a saddle-point framework to cast the problem in a monolithic structure.
2.2.1 Problem formulation
For the discussion henceforth, we will consider the patient-specific 3-dimensional CABGs geometrical
models reconstructed from medical images following the algorithm discussed in section 2.1 as compu-
tational domain Ω. We will refer to the boundaries as ∂Ω = Γin ∪ Γw ∪ Γo, where Γin, Γo and Γw
denote inlets of coronary arteries and bypass grafts, outlets of coronary arteries and vessel walls, re-
spectively. Owing to the diameter of coronary arteries in our case, that ranges from 1 mm to 2.2 mm,
we can fairly assume that the size of blood particles such as red blood cells, white blood cells and
platelets suspended in plasma, is smaller compared to the diameter of the vessel itself. Therefore, we
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Figure 2: Algorithm applied for geometrical reconstruction from medical images
consider the viscosity to be constant and the blood in coronary arteries and bypass grafts to behave
as a Newtonian fluid. Thus, considering incompressible Navier-Stokes equations to model blood flow
in Ω and physical parameters µ ∈ D ⊂ Rd, d ∈ N, we define the state-constraints in strong form as
below: {
−η∆v (µ) + (v (µ) · ∇)v (µ) +∇p (µ) = f (µ) , in Ω,
∇ · v (µ) = 0, in Ω,
(2.1)
where v and p denote blood flow velocity and blood pressure respectively, u denotes control variables,
η is constant viscosity and f are body forces. Moreover, the first equation in (2.1) ensures conservation
of momentum while second equation is the continuity equation for incompressible fluids. Furthermore,
we assume Γw to be rigid and non-permeable and consider the following conditions on ∂Ω:
(i) No-slip conditions at Γw.
(ii) Non-homogenuous Dirichlet inflow conditions at Γin.
(iii) Neumann outflow conditions at Γo.
These boundary conditions are mathematically written as:

v (µ) = vin (µ) , on Γin,
v (µ) = 0, on Γw,
−η (∇v (µ))n+ p (µ)n = u (µ) , on Γo,
(2.2)
where n is outward unit normal at Γo. We set objective functional J to be a tracking-type functional,
that is,
J (v,u;µ) =
1
2
∫
Ω
|v (µ)− vo|
2dΩ+
α
2
∫
Γo
|u (µ) |2dΓo, (2.3)
such that vo is the patient-specific blood flow velocity provided by hospitals/clinics. J in equation
(2.3), thus, is the distance between measurements made through computational hemodynamics mod-
eling and real-life patient-specific physiological data. In other words, we are interested in matching
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clinically-provided physiological data (for example, vo) with CFD variables (for example, v) in J .
The second term on the right hand side of equation (2.3) is related to energy of control u with α > 0
as penalization parameter. Furthermore, through control implementation in outlet boundary condi-
tions (2.2), we address the problem of automated quantification of meaningful boundary conditions
required to match the desired data through simulation variables. The parametrized optimal flow
control problem for this work reads:
Problem 2.2.1. Given µ ∈ D, find (v (µ) , p (µ) ,u (µ)) such that (2.3) is minimized while (2.1) and
(2.2) are satisfied.
We consider Hilbert spaces V (Ω) and P (Ω) for v and p respectively and ease the notation by
using S = V × P and s = (v, p). For boundary control, we consider the Hilbert space U (Γo), that is,
u ∈ U (Γo)
1. Furthermore, we consider the observation velocity vo in another Hilbert space Q ⊇ S.
We adopt the adjoint-based Lagrangian approach (Gunzburger, 2003, Hinze et al., 2009, Quarteroni, 2009),
commonly used in PDEs-constrained optimal flow control problems, to solve problem 2.2.1. First order
optimality conditions ensure existence of a global minimum to the problem. These conditions will give
rise to a coupled optimality system which can be solved through so-called one-shot or all-at-once
approaches, discussed, for example, by Gunzburger (Gunzburger, 2003) and Stoll et al. (Stoll and Wathen,
2013). We desire to obtain the optimality system in the form of a monolithic-structured algebraic
system in order to ease the computations for coupled problems with increased complexity, such as
optimal control problems constrained by Stokes and Navier-Stokes equations. This is achieved when
the optimality system is derived from the saddle-point form of parameterized optimal flow control
problems (Negri et al., 2013, 2015). To cast problem 2.2.1 in saddle-point form, we rewrite cost functional
J (v,u;µ) as:
J (v,u;µ) =
1
2
m (v (µ)− vo,v (µ)− vo) +
α
2
n (u (µ) ,u (µ)) , (2.4)
such that m (v (µ)− vo,v (µ)− vo) = ‖v (µ)− vo‖
2
V (Ω) is a symmetric, continuous and non-negative
form while n (u (µ) ,u (µ)) = ‖u (µ) ‖2U(Γo) is symmetric, coercive and bounded bilinear form associ-
ated with energy of control and the norms are considered in the respective Hilbert solution spaces.
Moreover, we consider Hilbert adjoint spaces Z = ZV × ZP such that z = (w, q) is the ordered pair
of adjoint velocity and adjoint pressure and we take Z ≡ S. State-constraints (2.1) and boundary
conditions (2.2) can be written in weak formulation as:{
a (v,w;µ) + e (v,v,w;µ) + b (p,w;µ) + c (u,w;µ) = 〈f (µ) ,w〉 , ∀ w ∈ V,
b (q,v;µ) = 0, ∀ q ∈ P.
(2.5)
Here a : V ×ZV → R and b : V ×ZP → R are the bilinear terms associated to diffusion and divergence
operators respectively and are defined as:
a (v,w;µ) = η
∫
Ω
∇v (µ) ·w dΩ, b (q,v;µ) = −
∫
Ω
q (∇ · v (µ)) dΩ
Moreover, e : V × V × ZV → R is the non-linear convection term and c : U × ZV → R is the bilinear
term associated to the control implemented through Neumann boundary conditions. These terms are
defined below:
e (v,v,w;µ) =
∫
Ω
(v (µ) · ∇)v (µ) ·w dΩ, c (u,w;µ) = −
∫
Γo
u (µ) ·w dΓo.
We introduce X = S × U such that for x = (v, p,u) and y = (yv ,yp,yu), state constraints (2.5) are
re-written as:
B (x,z;µ) + e (v,v,w;µ)− 〈f (µ) ,z〉 = 0, ∀ z ∈ Z. (2.6)
Here B : X×Z → R is the operator associated to the linear part of state constraints. The saddle-point
form of the parametrized optimal flow control problem, then, reads:
1 In case of control distributed across computational domain, u ∈ U (Ω).
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Problem 2.2.2. Given µ ∈ D, find saddle-points (x (µ) ,z (µ)) ∈ X×Z of the following Lagrangian:
L (x,z;µ) = J (x;µ) + B (x,z;µ) + e (v,v,w;µ)− 〈f (µ) ,z〉 , (2.7)
where,
J (x;µ) =
1
2
A (x,x;µ) − 〈H (µ) ,x〉 ,
such that A (x,y;µ) = m (s (µ) , ξ) + αn (u (µ) ,yu) and 〈H (µ) ,y〉 = m(ξ, so) , ξ = (yv,yp)
2.
Note that e (v,v,w;µ) = 0 leads to an optimization problem constrained by Stokes equations. In
such case, a unique solution to the saddle-point problem 2.2.2 exists if the following theorem holds
true (Negri et al., 2015).
Theorem 2.1 (Brezzi’s theorem). A unique solution to saddle-point problem (2.2.2) will exist if the
following conditions are satisfied,
(i) A : X ×X → R is continuous and satisfies,
∃ a0 > 0, such that inf
y\{0}∈X0
A (y,y;µ)
‖y‖2X
≥ a0, ∀ µ ∈ D,
where, X0 = {y ∈ X such that B (y,κ;µ) = 0 ∀ κ ∈ Z}.
(ii) B : X × Z → R is continuous and satisfies the following inf-sup condition,
∃ b0 > 0, such that inf
κ\{0}∈Z
sup
y\{0}∈X
B (y,κ;µ)
‖y‖X‖κ‖Z
≥ b0, ∀ µ ∈ D.
We opt for an optimize-then-discretize approach, that is, we will first derive the coupled optimality
system and, afterwards, we will introduce the numerical discretization of the problem. The optimiza-
tion step can be performed by requiring first order optimality conditions, that is, ∇L (x,z;µ) [y,κ] =
0, ∀y ∈ X,κ = (κw,κq) ∈ Z. This gives rise to the following coupled KKT optimality system, which
is then intended to be solved in one shot for (x (µ) ,z (µ)):{
A (x,y;µ) + B (y,z;µ) + e (yv,v,w;µ) + e (v,yv ,w;µ) = 〈H (µ) ,y〉 , ∀ y ∈ X,
B (x,κ;µ) + e (v,v,κw;µ) = 〈G (µ) ,κ〉 , ∀ κ ∈ Z.
(2.8)
The optimality system is non-linear in state, that is, e (v,v,κw) denotes convection term and e (v,w,yv;µ)
and e (w,v,yv;µ) are trilinear terms arising in adjoint equation. Continuity of A and B is implied
from the assumptions on the bilinear forms in weak formulation of state constraints. Conditions (i)
and (ii) are satisfied when S ≡ Z.
2.2.2 Numerical approximations
In this section, we will introduce the discrete version of problem (2.8) and will rely on Galerkin finite
element methods for its solution. We will refer to this finite dimensional discretized problem as “truth
problem” in the next sections. Let us assume that the mesh discretization of domain Ω, done in
section 2.1, has size h ∈ N such that 0 < h <∞. Furthermore, we consider finite dimensional solution
spaces Sh = (Vh, Ph) ⊂ S, Uh ⊂ U and Zh ⊂ Z. Taking Xh = Sh × Uh ⊂ X, the discretized finite
dimensional optimal flow control problem is defined as:
Problem 2.2.3. Given µ ∈ D, find (xh (µ) ,zh (µ)) ∈ Xh × Zh such that,{
A (xh,yh;µ) + B (yh,zh;µ) + e (yvh ,vh,wh;µ) + e (vh,yvh ,wh;µ) = 〈H (µ) ,yh〉 , ∀ yh ∈ Xh,
B (xh,κh;µ) + e (vh,vh,κwh ;µ) = 〈G (µ) ,κh〉 , ∀ κh ∈ Zh.
(2.9)
2 Note that J (v,u;µ) = J (x;µ) + 1
2
m(vo (µ) ,vo (µ)), where m (vo (µ) ,vo (µ)) being a constant term, has no
impact on formulation and therefore, can be ignored.
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Subscript h indicates that the dimensions of Galerkin finite element solution spaces rely on the mesh
size h. We denote global dimension of truth problem by N = Nv + Np + Nu + Nw + Nq, where Nδ
corresponds to the dimension of individual solution spaces for δ = v, p,u,w, q. Moreover, we retain
the assumption of equivalent state and adjoint spaces that is, Sh ≡ Zh.
Now with φ,ψ and σ chosen as bases for velocity, pressure and control spaces, respectively, such
that
Vh = span {φi}
Nv
i=1 , Ph = span {ψk}
Np
k=1 , Uh = span {σl}
Nu
l=1 ,
we define bijections Vh ↔ R
Nv , Ph ↔ R
Np and Uh ↔ R
Nu and give algebraic expansion of non-linear
optimality system (2.9)3 below:


M (µ) + E˜ (w (µ) ;µ) 0 0 Aad (µ) + Ead (v (µ) ;µ) Bad (µ)
0 0 0 BTad (µ) 0
0 0 N (µ) Cad (µ) 0
A (µ) + E (v (µ) ;µ) BT (µ) C (µ) 0 0
B (µ) 0 0 0 0




v (µ)
p (µ)
u (µ)
w (µ)
q (µ)

 =


h (µ)
0
0
f (µ)
g (µ)

 .
(2.10)
Here, A (µ) ∈ RNv × RNv , B (µ) ∈ RNp × RNv , C (µ) ∈ RNu × RNv , M (µ) ∈ RNv × RNv and
N (µ) ∈ RNu × RNu are stiffness matrices associated to the finitely discretized versions of bilinear
forms in (2.5) and for 1 ≤ i, j ≤ Nv, 1 ≤ k ≤ Np, 1 ≤ l, r ≤ Nu, are defined as:
(A (µ))ij = a (φi,φj ;µ) , (B (µ))ik = b (ψk,φi;µ) , (C (µ))il = c (σl,φi;µ) ,
(M (µ))ij = m(φi,φj ;µ) , (N (µ))lr = n (σr,σl;µ) .
Moreover, (E (v (µ) ;µ))ij =
Nv∑
k=1
vkh (µ) e (φk,φj ,φi;µ) and
(
E˜ (w (µ) ;µ)
)
ij
=
Nv∑
k=1
wkh (µ) e (φk,φj ,φi;µ)
are associated to the non-linear and trilinear terms arising in state and adjoint equations respectively.
Furthermore, elements of the vector on left hand side of equation (2.10) are vectors of coefficients,
defined as:
v =


v1h
v2h
...
vNvh

 ∈ RNv , p =


p1h
p2h
...
p
Np
h

 ∈ RNp, u =


u1h
u2h
...
uNuh

 ∈ RNu , w =


w1h
w2h
...
wNvh

 ∈ RNv , q =


q1h
q2h
...
q
Np
h

 ∈ RNp .
The optimality system (2.10) can be solved directly for state, control and adjoint through iterative
methods for non-linear PDEs such as Newton method. In this work, we have used the open-source
libraries FEniCS (Alnæs et al., 2015, Logg et al., 2012a) and multiphenics (mul, 2019) for full order simula-
tions. The latter is an internal library developed and maintained at SISSA mathlab, to attain an easy
prototyping of block-structured problems in FEniCS.
Uniqueness of state and adjoint pressure in Stokes and Navier-Stokes equations is ensured by
Ladyzhenskaya-Brezzi-Babus˘ka (LBB) inf-sup condition (Ali et al., 2019, Ballarin et al., 2015), defined
below:
∃ β > 0, such that inf
ph\{0}∈Ph
sup
vh\{0}∈Vh
b (ph,vh)
‖ph‖Ph‖vh‖Vh
≥ β. (2.11)
To satisfy this condition, we use stable Taylor-hood, that is, P2− P1 solution spaces for velocity and
pressure. As aforementioned, N depends upon discretization size and hence, number of mesh elements.
The number of mesh elements is required to be sufficiently large in numerical hemodynamics modeling,
in order to attain reliable numerical solution. Thus, such problems are composed of large number of
degrees of freedom. The computations for a single value of µ in such cases can take a few hours of
CPU time and additionally, for accurate patient-specific hemodynamics modeling, one has to inevitably
3It is to be noted that owing to Sh ≡ Zh, we can take the adjoint terms, with subscript ad with the same bases
functions as for the state terms, thus the components of the mass matrices of state and adjoint terms can be defined in
a similar way.
8
take into consideration multiple hemodynamics scenarios modeled by tuning the parameters. Thus,
computations need to be performed in repetitive environment, increasing the cost to order of days,
making it necessary to employ computationally efficient numerical methods while retaining reliability
of the solutions. For this reason, we add another step to optimize-then-discretize, that is “reduce”.
2.3 Proper Orthogonal Decomposition (POD) – Galerkin Approximations
In this section, we will discuss the optimize-discretize-reduce approach for computations in repetitive
environment for the parametrized optimal flow control in computational hemodynamics modeling.
This can be achieved by using solution spaces with much lower dimensions, constructed by reduced
order methods. These methods are essentially built upon the solution of truth problems, which we will
refer to as truth-approximations or snapshots and these snapshots will be calculated through Galerkin
finite element methods.
In this work, we have utilized proper orthogonal decomposition (POD) (Ballarin et al., 2015, Hesthaven et al.,
2015, Kunisch and Volkwein, 2008, Mu¨ller, 2008) to construct reduced order spaces, however a greedy algo-
rithm (Hesthaven et al., 2015, Quarteroni et al., 2016) using residual-based error estimators can be alterna-
tively employed. Both techniques have been well-applied to optimal flow control problems (Bader et al.,
2016, Dede`, 2012, Ka¨rcher et al., 2018, Negri et al., 2013, 2015, Strazzullo et al., 2018) and patient-specific com-
putational cardiovascular modelling (Auricchio et al., 2018, Ballarin et al., 2016, 2017, Tezzele et al., 2018). We
summarize the algebraic details, following Rozza et al. (Hesthaven et al., 2015, Quarteroni and Rozza, 2007)
and Ballarin et al. (Ballarin et al., 2015), below.
Let Λ ⊂ D be a finitely sampled subset of parameters. We construct snapshot matrices Xδ
that contain solutions to truth problem (2.9) by solving discretized optimality system (2.10) for each
µi ∈ Λ, i = 1, · · · , |Λ|. Thus,
Xδ =
[
δh
(
µ1
)
δh
(
µ2
)
· · · δh
(
µ|Λ|
)]
, δ = v, p,u,w, q, and 1 ≤ h ≤ Nδ. (2.12)
To construct POD bases, we solve the following eigenvalue problems:
A
δρδi = λ
δ
i ρ
δ
i , i = 1, · · · , |Λ|, (2.13)
and keep n = 1, · · · ,Nmax,N ∋ Nmax ≪ |Λ| eigenvalue-eigenvector pairs
(
λδn,ρ
δ
n
)
, retaining sufficient
average energy of the snapshots. In equation (2.13), Aδ = 1|Λ|X
T
δXδ ∈ R
|Λ|×|Λ| is the correlation
matrix corresponding to snapshots. Orthonormal POD bases are constructed from the retained Nmax
eigenvectors and are defined as:
φ˜vn =
1√
λvn
Xvρ
v
n, ψ˜
p
n =
1√
λpn
Xpρ
p
n,
σ˜un =
1√
λun
Xuρ
u
n ,
ζ˜wn =
1√
λwn
Xwρ
w
n , ζ˜
q
n =
1√
λqn
Xqρ
q
n.
These POD bases generate the reduced order spaces, which will be marked by subscript ‘N’. However,
to ensure uniqueness and stability of the solutions, we need to satisfy Brezzi inf-sup condition (2.14)
and Ladyzhenskaya-Brezzi-Babs˘ka (LBB) inf-sup condition (2.15). At the reduced order level, these
conditions are defined as below:
∃ b0 > 0, such that inf
κN\{0}∈ZN
sup
yN\{0}∈XN
B (yN,κN)
‖yN‖XN‖κN‖ZN
≥ b0, (2.14)
∃ β0 > 0, such that inf
pN\{0}∈PN
sup
vN\{0}∈VN
b (pN,vN)
‖pN‖PN‖vN‖VN
≥ β0. (2.15)
As discussed earlier, Brezzi’s inf-sup condition (2.14) will be satisfied if the equivalence relation between
state and adjoint spaces hold, which is not guaranteed at a reduced order level. In order to ensure the
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Figure 3: Flow chart of reduced order optimal flow control pipeline
equivalence relation, we aggregate state and adjoint spaces (Negri et al., 2015, Strazzullo et al., 2018), that
is, we consider equivalent state and adjoint spaces for velocity and pressure, generated by POD bases
of both state and adjoint variables.
Furthermore, to satisfy LBB inf-sup condition (2.15) at reduced order level, two approaches are
being employed in literature. One is to introduce stabilization terms in state constraints, we refer
the reader to Ali et al. (Ali, 2018, Ali et al., 2019) and Deparis et al. (Deparis and Løvgren, 2012) for more
details on this. We implement the other approach in this paper, that is to use supremizer operators
to enlarge the velocity spaces (Ballarin et al., 2015, Negri et al., 2015, Rozza and Veroy, 2007, Strazzullo et al.,
2018). Thus, we define supremizers T ivh : Zph → Vh and T
i
wh
: Ph → Zvh below:(
T ivhqh,vh
)
= b
(
qh,vh;µ
i
)
, i = 1, · · · , |Λ|
(
T iwhph,wh
)
= b
(
ph,wh;µ
i
)
, i = 1, · · · , |Λ|
and add them respectively to state and adjoint velocity spaces. State and adjoint velocity spaces are
defined as below:
VN = span
{
φ˜vn, φˆ
v
n, ζ˜
w
n , ζˆ
w
n , n = 1, · · · ,Nmax
}
≡ ZvN , (2.16)
where, φˆwn and ζˆ
w
n are the POD modes for supremizers for state and adjoint velocity, respectively.
State and adjoint pressure spaces are defined as:
PN = span
{
ψ˜pn, ζ˜
q
n, n = 1, · · · ,Nmax
}
≡ ZpN (2.17)
Thus, the enriched aggregated reduced order state and adjoint spaces are then defined as below:
SN = (VN ⊕ T
v
N )× PN × (ZvN ⊕ T
w
N )× ZpN ≡ ZN, (2.18)
and reduced order control space is defined as:
UN = span {σ˜
u
n , n = 1, · · · ,Nmax} . (2.19)
We denote dimensions of reduced order spaces by Nδ for δ = v, p,u,w, q. Thus, Nv = 4Nmax =
Nw,Np = 2Nmax = Nq and Nu = Nmax. The reduced bases matrices are defined as below:
Yv =
[(
φ˜v1 + φˆ
v
1
) (
φ˜v2 + φˆ
v
2
)
· · ·
(
φ˜vNmax + φˆ
v
Nmax
)]T
, Yp =
[
ψ˜
p
1 ψ˜
p
2 · · · ψ˜
p
Nmax
]T
,
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Yu =
[
σ˜u1 σ˜
u
2 · · · σ˜
u
Nmax
]T
,
Yw =
[(
ζ˜w1 + ζˆ
w
1
) (
ζ˜w2 + ζˆ
w
2
)
· · ·
(
ζ˜wNmax + ζˆ
w
Nmax
)]T
and Yq =
[
ζ˜
q
1 ζ˜
q
2 · · · ζ˜
q
Nmax
]T
.
Now, withXN = SN×UN, we write reduced order version of parametrized optimal flow control problem
as:
Problem 2.3.1. Given µ ∈ D, find (xN (µ) ,zN (µ)) ∈ XN×ZN such that for Y = diag (Yv,Yp,Yu,Yw,Yq),
YTW = 0, (2.20)
where,
W =


(
M (µ) + E˜ (YwwN (µ) ;µ)
)
YvvN (µ) + (Aad (µ) + Ead (YvvN (µ) ;µ))YwwN (µ) + B
T
ad
(µ)YqqN (µ)− h (µ)
Bad (µ)YwwN (µ)
N (µ)YuuN (µ) + C (µ)YwwN (µ)
(A (µ) +E (YvvN (µ) ;µ))YvvN (µ) +B
T (µ)YppN + C (µ)YuuN (µ) (µ)− f (µ)
B (µ)YvvN (µ)− g (µ)


Now, the reduced order mass matrices can be written as:
MN (µ) = Y
T
vM (µ)Yv, NN (µ) = Y
T
uN (µ)Yu, AN (µ) = Y
T
wA (µ)Yv,
AadN (µ) = Y
T
vAad (µ)Yw, BN = Y
T
q B (µ)Yv, BadN = Y
T
pBad (µ)Yw,
EN (·, ·;µ) = Y
T
wE (·, ·;µ)Yv, EadN (·, ·;µ) = Y
T
vEad (·, ·;µ)Yw,
and
E˜N (·, ·;µ) = Y
T
v E˜ (·, ·;µ)Yv.
Furthermore, for δ = v, p,u,w, q, we denote the vectors of reduced order coefficients calculated
through Galerkin projection with δN ∈ R
Nδ such that YδδN ≈ δh.
Total dimensions of reduced order problem are N = Nv + Np + Nw + Nq + Nu = 13Nmax, where
Nδ ≫ Nδ, δ = v, p,u,w, q, thus, N ≪ N . Figure 3 shows a flow chart summarizing implementation
of the reduced order optimal flow control pipeline.
Computational efficiency of the “reduce” step arises from decomposition of the procedure into two
separate phases, namely an offline phase and an online phase. This phase decomposition relies on
crucial assumption of affine decomposition for reduced order problems, generally defined as:
A (x,y;µ) =
Qa∑
q=1
θq (µ)Aq (x,y) , B (x,κ;µ) =
Qb∑
q=1
θq (µ)Bq (x,κ) ,
e (v,v,κw;µ) =
Qe∑
q=1
θq (µ) eq (v,v,κw) .
In non-affinely parametrized problems (Rozza, 2009), empirical interpolation method can be used to
approximate the affine decomposition. The offline phase comprises of collecting the snapshots for all
µ ∈ Λ and the generation of reduced order spaces defined by equations 2.18 and (2.19) from POD
bases. Computational cost of this phase relies on dimensions of full order solution spaces, that is, the
time taken to solve |Λ|×N truth problem. Thus, this phase is computationally very expensive, however
it has to be performed only once. Afterwards, for different values of µ, perform the online phase which
assembles the mathematical terms by combining the corresponding parameter-dependent and already
stored parameter-independent components, perform Galerkin projection to calculate reduced order
coeffients and solve the reduced order problem 2.20. This phase has a computational cost independent
of N and is therefore quite inexpensive.
The reduced order optimal flow control pipeline, proposed in this work, is implemented using
RBniCS (RBN, 2019, Hesthaven et al., 2015) andmultiphenics, libraries developed and maintained at SISSA
mathlab. The former library is used when dealing with distributed control problems while the latter
is designed specifically to deal with block-structured boundary control problems.
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Figure 4: (a). Single graft connection: between right internal mammary artery (RIMA) (green) and stenosed left
anterior descending artery (LAD) (red). (b). Single graft connection: between saphenuous vein (SV) (green) and
stenosed first obtused marginal artery (OM1) (red). (c). Two graft connections: between right internal mammary artery
(RIMA) (magenta) and stenosed left anterior descending artery (LAD) (yellow), and between saphenuous vein (SV)
(green) and stenosed first obtused marginal artery (OM1) (red).
3 Numerical Results
In this section, we will demonstrate application of the reduced order optimal control framework to dif-
ferent patient-specific geometrical models of coronary artery bypass grafts (see figure 4) reconstructed
from CT-scan following the algorithm discussed in section 2.1 (see figure 2).
These numerical tests will aim at matching certain desired blood flow velocity vo through J defined
in equation (2.3), for different parameter-induced inflow velocity scenarios4. As observed in studies
(Fujiwara et al., 1988, Sankaranarayanan et al., 2005) the maximum coronary flow velocity ranges between
1 m/s to 4 m/s, we remark that one can choose any value with maximum between this range as
target velocity. In this work, we choose the magnitude of desired velocity to be 0.35 m/s ≪ 4 m/s,
that is, vconst = 350 mm/s. This arbitrary desired blood flow velocity vo will be distributed across
the corresponding coronary artery and bypass graft through the following parabolic expression:
vo = vconst
(
1−
r2
R2
)
tc. (3.1)
Here, for a vessel, tc is the point-wise tangent along corresponding centerline in axial direction, R is
maximum radius of the vessel corresponding to points on the centerline and r is the distance between
mesh nodes and nearest point on the centerline. Furthermore, in these tests, the constant kinematic
viscosity is η = 3.6 mm2/s and the velocity at inlets will be generated by Reynolds number, Re,
through the following expression:
vin = −
ηRe
Rin
(
1−
r2
R2in
)
nin. (3.2)
Here, Rin is the maximum radius of an inlet, nin denotes the outward normal to the inlet and r is the
distance between mesh nodes and center of an inlet. Morever, these numerical tests are divided into
three sub-cases, one constrained by Stokes equations and the other two constrained by Navier-Stokes
equations and we will show reliability and efficiency achieved by POD–Galerkin in comparison to the
Galerkin finite element method for each of them. Furthermore, average error for state, adjoint and
4We remark that since we are using artificial target data in these numerical tests, which are carried out for method-
ological verification purposes, we will impose same artificial target velocity across an entire cardiovascular configuration
in each numerical test. The target velocity will be imposed in parabolic shape point-wise along the centerlines. We re-
mark also that different target velocities can be imposed in different regions of the computational domains, as is expected
when matching patient-specific blood flow velocities, through the same expression (3.1).
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control approximations, achieved by the two methods, will be calculated through the following norms:
Es = ‖sh (µ)−sN (µ) ‖S(Ω), Ez = ‖zh (µ)−zN (µ) ‖Z(Ω), Eu = ‖uh (µ)−uN (µ) ‖U(Γo). (3.3)
Relative error (Erel), absolute average error (ET ) and absolute relative error (ETrel) will be calculated
through following expressions:
Esrel =
Es
‖sh‖S(Ω)
, Ezrel =
Ez
‖zh‖Z(Ω)
, Eurel =
Eu
‖uh‖U(Γo)
, (3.4)
ET =
(
E2s + E
2
z + E
2
u
)1/2
, ETrel =
ET(
‖sh‖2S(Ω) + ‖uh‖
2
U(Γo)
+ ‖zh‖2Z(Ω)
)1/2 , (3.5)
and the difference between Galerkin finite element and POD–Galerkin approximations of objective
functional will be calculated as below:
EJ = |J (xh;µ)− J (xN;µ) |. (3.6)
3.1 Stokes constrained optimal flow control: single graft connection
In the first numerical test, we will solve a Stokes constrained optimal flow control problem over domain
Ωa (see figure 4(a)), to illustrate the speedup achieved by POD–Galerkin. We reiterate that in case
of Stokes equations as state governing equations, the mathematical formulation remains the same as
in previous sections of this article, with (v (µ) · ∇) v (µ) = 0 in equation (2.1). In this test case, the
inlets, denoted by Γin, correspond to the top openings of left anterior descending artery (LAD) and
right internal mammary artery (RIMA), and the outlet, denoted by Γo is the bottom opening of LAD.
Moreover, in this numerical problem we aim to minimize the misfit between arbitrary desired velocity
and velocity achieved through Stokes flow, for different parametrized inflow velocity scenarios.
For this purpose, as already discussed before, we consider vconst = 350 mm/s and consider vo to
be distributed across Ωa through expression (3.1). The parametrized version of the velocity profile
(3.2) for µ = Re ∈ D = [70, 80] is defined through the following expression:
vin (µ) = −
ηµ
Rin
(
1−
r2
R2in
)
nin, µ ∈ D, (3.7)
and is prescribed at the inlets Γin of Ωa through Dirichlet boundary conditions. Furthermore, as
discussed in section 2.2, no-slip boundary conditions are considered at Γw and the unknown outflow
boundary conditions will be quantified through the control function implemented in Neumann sense
(see equations (2.2)) at Γo. Thus, through the parametrized optimal flow control framework applied
in this numerical test, we shall automatically obtain the energy per unit mass required at the outlets,
to match Stokes velocity with the desired velocity corresponding to different tunings of the inflow
velocity.
At the continuous level, we consider the following spaces for velocity, pressure and control, respec-
tively:
V (Ωa) = H
1
Γin∪Γw (Ωa) =
[
v ∈
[
H1 (Ωa)
]3
: v|Γin = vin and v|Γw = 0
]
, P (Ωa) = L
2 (Ωa) ,
and
U (Γo) =
[
L2 (Γo)
]3
.
To construct the reduced order spaces, we sample Λ ⊂ D for 100 parameter values distributed uni-
formly. The offline phase, then, starts with snapshots collection for these parameter values by solving
truth problem, that is the algebraic system (2.10), through Galerkin finite element method. At the
finite element level, we utilize stable P2 − P1 pair for both state and adjoint velocity and pressure
and P2 for control and therefore, fulfilling both Brezzi’s and LBB inf-sup condition at this level. This
phase ends with the construction of POD basis using Nmax = 10 eigenvalue-eigenvector pairs that
keep relative energy greater than 1 − ǫtol, 0 < ǫtol ≪ 1. We report the CPU time required for this
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Mesh size 42354
D [70, 80]
|Λ| 100
Offline phase 4191.32 seconds
Online phase 6.4 seconds
(a).
(b).
Figure 5: (a). Table demonstrating computational performance of POD–Galerkin for Stokes constrained optimal
control problem. (b). Mean and maximum speedups for solution and objective functiona— achieved by POD–Galerkin
for Stokes constrained optimal control problem.
phase to be 4191.32 seconds (see table reported in figure 5(a)). The online phase comprises of deter-
mining reduced order coefficients through Galerkin projection onto the full order solution manifold
and solving the reduced order problem 2.3.1. This phase takes only 6.4 seconds and is repeated for
different values of µ chosen from D.
We illustrate average and maximum speedups attained in this case through figure 5(b). An average
speedup of O
(
104
)
is achieved for both, the output objective functional and solution, as n goes from
1 to Nmax, with the maximum speedups falling in the same range.
3.2 Navier-Stokes constrained optimal flow control problem
In the numerical examples henceforth, we will solve optimal control problems with state governed by
incompressible steady Navier-Stokes equations for two types of geometries, that is with single and
double grafts connections5.
Furthermore, for single graft connection, we will report two sub-cases and will compare the com-
putational performance of Galerkin finite element and POD–Galerkin in these sub-cases. For double
grafts connections, we will consider combination of the geometries used in the sub-cases of single graft
connection problem (see figure 4). Thus, the double grafts connections problem has increased com-
putational complexity as the problem is to be solved over a larger computational domain and with
increased number of parameters.
3.2.1 Single graft connection: case I
In the first case, we consider domain Ωa (figure 4(a)) in which graft connection is between right
internal mammary artery (RIMA) and stenosed left anterior descending artery (LAD). We take µ =
Re ∈ D = [70, 80] and consider the same solution spaces as considered in Stokes constrained problem
3.1. Moreover, vconst = 350 mm/s such that vo ∈
[
L2 (Ωa)
]3
. We solve a full order problem for µ = 80
using P2− P1 for velocity and pressure and P2 for control and attain 433288 degrees of freedom (N ).
One such simulation requires 1213.3 seconds.
For the reduced order problem, we use Nmax = 6 and attain N = 79 reduced bases in total. These
reduced bases are classified as 48 bases altogether for velocity and adjoint velocity, 24 bases altogether
for pressure and adjoint pressure, 6 bases for control and 1 basis for lifting for non-homogenuous
Dirichlet inflow condition.
Figure 6(b) shows that 99.99% energy of full order solution manifold is captured in Nmax eigenvectors.
Thus in this case, we retain same accuracy and reliability as that of a full order model, which is visible
through same velocity approximations achieved by Galerkin finite element that utilizes O
(
105
)
dofs
and POD–Galerkin approximations that use only O
(
101
)
basis (see figures 8(a) and 8(b)). Moreover,
we show magnitude of boundary control in figure 6(a).
5With double grafts connections/two grafts connections, we mean two separate grafts connected to two separate
diseased arteries.
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Figure 6: (a). Boundary control magnitude
(
mm2/s2
)
. (b). Eigenvalues’ reduction.
In figure 7(a), we report the error plots Eδ for δ = v, p,u,w, q, calculated using equation (3.3).
Ev decreases from 10
1 to 10−5 approximately, Ep decreases from 10
6 to 10−2 and Eu decreases to 10
−6
as n goes from 1 to 6. Error reduction for adjoint variables’ approximations follows similar pattern
as the error reduction for state variables. Absolute error and absolute relative error are calculated
through (3.4) and (3.5) and are reported in figure 7(b). ET reduces from approximately 10
6 to 10−2
for n = 1, · · · ,Nmax with same behavior for maximum ET . A reduction from 10
−2 to 10−10 is achieved
for both ETrel and maximum ETrel in this case.
Figure 7(c) shows the difference between J computed through full order and reduced order meth-
ods. It is calculated using equation (3.6) and a reduction from approximately 106 to 10−2 is observed
with similar behavior for relative error as n increases.
3.2.2 Single graft connection: case II
In the second case, we consider a similar problem as case I, section 3.2.1 with a different coronary
artery bypass graft and with different parameter range. We label the computational domain as Ωb and
take it to be saphenuous vein grafted to stenosed first obtuse marginal artery (OM1) (figure 4(b)).
Moreover, µ = Re ∈ D = [45, 50], imposed at inlets, that are the top openings of SV and OM1,
through equation (3.7). In this case, the observation velocity is defined across entire Ωb by equation
(3.1) with vconst = 350 mm/s. The solution spaces at the continuous level remain the same as case I,
while being considered over Ωb and we use P2−P1−P2 for velocity, pressure and control respectively
at the finite element level. In this case, for µ = 50, we report Galerkin finite element degrees of
freedom (N ) to be 280274, whereas, for reduced order model we report to retain 99.9% energy of full
order solution spaces for Nmax = 6 (see figure 6(b)). Thus, same velocity approximation is achieved
by Galerkin finite element and POD–Galerkin methods as shown in figures 8(c) and 8(d) respectively.
Control magnitude in this case is illustrated in figure 6(a) and is restricted to the outlet only.
With Nmax = 6, we attain 24 reduced bases for velocity, 24 for adjoint velocity, 1 for lifting function for
Dirichlet boundary conditions, 6 for control, 12 for pressure and 12 for adjoint pressure. Therefore, the
reduced state and adjoint spaces are spanned by 73 POD bases and achieve a decrease to approximately
10−5 from 101 in Ev. Ep decreases from 10
5 to approximately 10−3 (see figure 7(a)) and (ET ) decreases
to approximately 10−3 from 105 with same order of reduction observed for total relative error (ETrel)
(see figure 7(b)). The difference between Galerkin finite element and POD–Galerkin approximations
of J is observed to be approximately 101 at n = 1 and is decreased to 10−8 at n = 5 (see figure 7(c)).
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Figure 7: (a). Average error between FE and POD–Galerkin approx. of δ = v, p,u,w, q. (b). Total error between
Galerkin FE and POD–Galerkin approximations. (c). Error between FE and POD–Galerkin reduction of J .
We report the computational performance of Galerkin finite element and POD–Galerkin methods
for case I and II in table 1. Both cases have O
(
104
)
mesh size and O
(
105
)
degrees of freedom for full
order solution spaces. Thanks to POD–Galerkin, the degrees of freedom are reduced to about O
(
102
)
with sufficient reduction in error, as discussed above. Moreover, full order simulations for single valued
µ, for example, for Re = 80 and Re = 50 in case I and case II, respectively take 1214.3 seconds and
634 seconds. Whereas, online phases in these cases for the mentioned values of parameters, take 109.3
seconds and 118 seconds respectively. For different parameter-dependent cases, one has to repeat the
full order simulation from scratch if dealing only with high order methods, whereas, in POD–Galerkin,
we need to repeat only the online phase which requires much lower computational time. However,
reduction in computational cost comes at a price of performing an offline phase which is expensive,
as reported in table 1. For cardiovascular problems, it is inevitable to consider parameter-dependent
scenarios and since in reduced order methods, one has to perform offline phase only once, we consider
implementation of reduced order methods to be reasonably inexpensive as compared to full order
methods.
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(a). Case I: FE approx. (b). Case I: ROM approx. (c). Case II: FE approx. (d). Case II: ROM approx.
Figure 8: Simulation velocity v
Mesh size FE dofs (N ) No. of RB (N) D |Λ|
Computational time (seconds)
Galerkin ROM ROM
FEM offline phase online phase
Ωa 42354 433288 79 [70, 80] 100 1214.3 16825.9 109.3
Ωb 27398 280274 79 [45, 50] 100 634 12106.8 118
Table 1: Computational performance of the proposed method for case I and case II.
3.2.3 Two grafts connections
We further apply the reduced order optimal flow control framework (figure 3) to (Ωc) (figure 4(c))
comprising of two grafts connected to two separate stenosed arteries. Mathematical problem is the
same as considered for single graft connections, with the number of inlets and outlets doubled. We
label the inlets of right internal mammary artery (RIMA) and left anterior descending artery (LAD) as
Γin1 and the inlets of saphenuous vein (SV) and first obtuse marginal artery (OM1) as Γin2 . Similarly
respective outlets are marked as Γo1 and Γo2 . We consider two physical parameters (µ1,µ2), both
being Reynolds numbers, that is, (µ1,µ2) =
(
Re|Γin1 , Re|Γin2
)
∈ [70, 80] × [45, 50] appearing in
velocity profiles being defined at inlets. Moreover, we consider following solution spaces for velocity,
pressure and control respectively:
V (Ωc) = H
1
Γin1∪Γin2∪Γw
=
[
v ∈
[
H1 (Ωc)
]3
: v|Γin1 = vin1, v|Γin2 = vin2 and v|Γw = 0
]
, P (Ωc) = L
2 (Ωc) ,
and
U (Γo1 ∪ Γo2) =
[
L2 (Γo1 ∪ Γo2)
]3
,
where,
vin1 (µ1) = −
ηµ1
Rin1
(
1−
r2
R2in1
)
nin1 , vin2 (µ2) = −
ηµ2
Rin2
(
1−
r2
R2in2
)
nin2 ,
and vo ∈ L
2 (Ωc). We show Galerkin finite element and POD–Galerkin approximations of velocity in
figures 9(a) and 9(b) respectively. Figure 9(c) shows control magnitude calculated altogether over the
two outlets. The computational performance of the proposed method for this test is reported in table
2.
For (µ1, µ2) = (80, 50), the full order problem has dimensions N = 715462 and takes 1848.13 seconds
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Mesh size 605451
Galerkin finite element dofs (N ) 715462
No. of reduced order bases N 132
D [70, 80] × [45, 50]
|Λ| 100
Comp. time
Galerkin FE 1848.13 seconds
offline phase 26881.7 seconds
online phase 202.27 seconds
Table 2: Computational performances for Navier-Stokes constrained optimal flow contol: two graft connections
for one simulation. We use Nmax = 10 to construct POD bases and retain 99.99% energy of full order
solution manifold (see figure 10(a)). We attain 40 reduced bases for velocity, 2 for non-homogeneous
Dirichlet conditions at the two inlets, 20 reduced bases for pressure and 10 for control. 40 reduced
bases are constructed for adjoint velocity and 20 for adjoint pressure, thus reduced order spaces are
constructed using 132 bases. Moreover, 202.27 seconds are spent in performing online phase each time
with a computational cost of 26881.7 seconds for offline phase (see table 2).
(a
).
(b
).
(c
).
Figure 9: (a). Galerkin finite element approx. of velocity (mm/s). (b). POD–Galerkin approx. of velocity (mm/s).
(c). Boundary control magnitude
(
mm2/s2
)
, top: Γo2 , bottom: Γo1 .
We report a reduction to approximately 10−4 from 102 and to 10−1 from 106 in error for velocity and
pressure approximations (figure 10(b)). Eu decreases approximately to 10
−6 and a similar behavior
is observed for adjoint velocity and adjoint pressure (figure 10(c)). Total error ET reduces from
106 to approximately 10−1 with a decrease from 10−1 to approximately 10−8 in corresponding total
relative error (figure 10(c)). Furthermore, the difference between Galerkin FE and POD–Galerkin
approximations of J decreases to about 10−7 for n = 10 (figure 10(d)).
4 Summary and conclusion
In this article, we focused on applications of reduced order methods in numerical modeling of patient-
specific hemodynamics through parameterized optimal flow control problem with three-folds aim, (i)
automated quantification of unknown boundary conditions, (ii) computational efficiency in terms of
CPU time, and (iii) matching known physiological data. In section 2, we first summarized the pro-
cedure followed for extraction of patient-specific cardiovascular geometries from clinically acquired
images and then we discussed mathematical details of the optimal control framework incorporating
model order reduction techniques. In this work, we particularly made use of Galerkin finite element
method at snapshots level and POD–Galerkin to reduce the solution manifold based upon the snap-
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(b
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(d
).
Figure 10: (a). Eigenvalues’ reduction. (b). Average error between FE and POD–Galerkin approx. of δ = v, p,u,w, q.
(c). Total error between Galerkin FE and POD–Galerkin approximations. (d). Error between FE and POD–Galerkin
reduction of J .
shots. In section 3, we applied the framework to three patient-specific geometries of coronary artery
bypass grafts for different parameter-dependent inflow velocity scenarios, separately considering the
cases comprising of one graft connection and two grafts connections. Among these applications, we
demonstrated order of reduction achieved in objective functional for controlled physical flow and
showed speedup attained by POD–Galerkin and its computational performance in comparison to the
high-fidelity methods. We conclude this article with the following remarks:
(i). In the applications of the reduced order parametrized optimal flow control model discussed in
this work, we have considered different hemodynamics scenarios by tuning Reynolds number that
generate laminar flow at the inlets. The optimal flow control part of the discussed framework
automatically tunes the outflux required by the mathematical model to match the desired data.
This is illustrated in the results (see figures 6(a) case I, 6(a) case II and 9(c)).
(ii). We have shown that the full-order methods usually take O
(
103
)
seconds for a single simula-
tion. In parametrized settings, this time is increased by the number of parameter values taken
into consideration, or in other words, considering only the full-order methods in cardiovascular
problems, one has to repeatedly spend about O
(
103
)
seconds. On the other hand, through the
implementation of reduced order methods, one only has to repeat the online phase for different
tunings of Reynolds number. We have shown that the time taken by this phase is in the range
of O
(
101
)
to O
(
102
)
seconds, for instance see tables 5(a), 1 and 2. Thus, reduced order meth-
ods provide an inexpensive computational environment for such coupled problems dependent on
different parametrized scenarios, as the ones arising in computational hemodynamics modelling.
(iii). As discussed in single graft connection cases, we reiterate that the computational efficiency,
discussed in the previous remark, comes at the cost of performing the expensive offline phase.
This is justifiable since the computational cost of this phase depends upon cardinality of sampled
training set, the cost of high order solutions and in case of Navier-Stokes state constraints, it also
depends upon the cost of reassembly of the non-linear and trilinear operators from scratch and
also upon the cost of iterative numerical methods for non-linear PDEs-dependent problems. We
remark that the expense made in offline phase is balanced out in biomedical problems since as the
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problem grows in complexity, for instance, in case of increased number of parameters, geometrical
parameterization, denser mesh and larger cardiovascular structures, etc., the computational cost
of the full-order methods grows too. Consequently, utilizing only the full-order methods for
repetitive simulations leads to the impractical computational cost of order of days. In such
cases, use of the inexpensive online phase becomes vital.
(iv). We further remark that we are using third order tensors to save non-linear convection operators
for Navier-Stokes state constraints, where affine decomposition assumption does not hold true.
In this work, the operator is reassembled at each iteration, impacting the computational cost of
offline as well as online phase for non-linear state constraints. However, in the linear case, that
is Stokes state constraints, the affine decomposition assumption is preserved. Figure 5(b) shows
that maximum of O
(
104
)
speedup is achieved by POD–Galerkin, both for objective functional
reduction and solutions to optimal control problem for linear state constraints.
(v). Lastly, we remark that through the application of the proposed reduced order parametrized op-
timal flow control model, we have approximated full order solution spaces comprising of O
(
105
)
degrees of freedom through O
(
102
)
reduced bases together with sufficient reduction in error
between approximations, illustrated in figures 7 and 10.
4.1 Future perspectives
Thanks to POD–Galerkin, the computational framework proposed and applied in this work notice-
ably lowers the high computational cost of numerical approximations of optimal flow control problems,
commonly reported by Romorowski et al. (Romarowski et al., 2018), Tiago et al. (Tiago et al., 2017)
and Koltukluog˘lu et al. (Koltukluog˘lu and Blanco, 2018). Furthermore, the application of this frame-
work achieves the similar objectives as in the previously mentioned works, that are, quantification of
boundary conditions and data assimilation. Nevertheless, the discussed framework is an initial step in
creating a complete pipeline to be exploitable by medical community in clinical studies for coronary
artery bypass grafts surgery. To serve the purpose, we propose some future extensions of the work
discussed in this article.
A near-future extension of the proposed pipeline is to match patient-specific physiological data,
extracted from 4D-flow MRIs. The patient-specific physiological quantities can be blood flow rate or
flow velocity and can be imposed through the expression used to impose desired data in J in this
work. Efforts in this regards are work-in-progress (Condemi et al., 2019). Furthermore, we propose use of
surrogate lumped parameter network models at the outlets to quantify the boundary conditions more
accurately. However, as already mentioned, these models require manual tuning of a few parameters
until user-desired accuracy is attained. We propose automated quantification of these parameters
through the unknown control variables.
Moreover, we suggest to take fluid-structure interaction into account for the discussed framework
for accurate patient-specific hemodynamics modeling. In such cases, we also suggest to consider
time-dependent optimal flow control problems (Stoll and Wathen, 2013, Strazzullo et al., 2019) to model
patient-specific hemodynamics with the discussed objectives in blood vessels with sufficiently large
diameter such as in the case of aorto-coronary bypass grafts surgery.
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