are completely determined. Finally, the fitting process consists simply of finding estimated values for a few parameters (generally three for RT distributions). Thus, the whole RT distribution is summarized with a very compact representation.
All these benefits come at a cost, however. An incorrect distribution function, even one fitting the data reasonably well, may give a wrong indication of what kind of psychological model has produced the data. For this reason, many authors prefer to use distribution functions as an atheoretical tool or a descriptive model (Heathcote, Popiel, & Mewhort, 1991; Ratcliff, 1979) . In addition, if the true RT distribution is in fact different from the fitted distribution in some fundamental way, the parameters may not capture the regularities that exist across different distributions (Schwarz, 2001) . For that reason, it is desirable for experimenters using the parametric approach to fit more than one distribution function.
In this article, we review software that can perform distribution fitting. All the software packages reviewed can fit many distinct distribution functions. The most commonly used distributions in cognitive psychology are the ex-Gaussian (Hockley, 1984) , the Gumbel (Gumbel, 1958; Yellot, 1977) , the lognormal (Ulrich & Miller, 1993) , the Wald (Burbeck & Luce, 1982) , and the Weibull (Cousineau, Goodman, & Shiffrin, 2002) distributions (see Luce, 1986 , Appendix A, for details). 2 The software reviewed can all fit these distributions, although some can fit others, as well. They are PASTIS (Cousineau & Larochelle, 1997) , QMPE (previously called QMLE; Brown & Heathcote, 2003) , DISFIT (Dolan, van der Maas, & Molenaar, 2002) , and MATHEMATICA (Wolfram, 1996) . This review will be carried out in Section 2. Because the methods and the specific details of a fitting procedure are numerous, we provide in Section 1 some information to readers interested in programming their own fitting procedure. Although many readers will prefer to rely on existing software, these details are useful to know, because they can differ from one package to another.
DISTRIBUTION FITTING METHODS

Estimation Methods
On one hand, there is a data set T ϭ {t i }, i ϭ 1 . . . n, a sample containing n response times (RT). On the other hand, there is a distribution to fit that depends on a parameter set q. The distribution is given by its probability density function f. The objective of the fitting procedure is to find the estimated parametersq so that the theoretical distribution will be most similar to the distribution of the data set.
Many methods can be used to fit a distribution. Van Zandt (2000) reviewed sum of square error (SSE) methods and the maximum likelihood (ML) method (presented next). Using simulations, she found the standard ML method to be the best and SSE based on CDF almost as good. The criteria used were (1) bias-repeated over multiple samples, the averageq should be exactly the true parameter set q of the population where the samples were taken; and (2) efficiency-when repeated over different samples of data, the estimatesq should have smaller variance than when estimated with other methods.
We will concentrate on the ML method. This method searches for a set of parametersq that maximizes the likelihood of observing such data (Hays, 1973) . The likelihood of the data set T is the joint probability of the sample for a given model and set of parameters, Pr({RT} ϭ T). When the observations are independent and measured with infinite precision, the probability of the sample becomes For a given parameter setq and a PDF f, and assuming the sample to contain independent deviates from this distribution, we may write
The function L, called the likelihood function, is a measure of how likely the data set is, givenq. The larger it is, the more likelyq is the true q. 3 Occasionally, Equation 1 can be solved analytically. For example, we know that the sample mean is a maximum likelihood estimator of the population mean m if the distribution is normal (Gaussian). Maximum likelihood estimators, whether analytic or obtained from numerical optimization, have a desirable property: They are asymptotically (n AE •) the most efficient; that is, they make maximum use of the information contained in the sample, resulting in the least variable estimation method (Van Zandt, 2000) . Of course, it is not clear whether such asymptotic property holds for small samples as well (Heathcote, Brown, & Cousineau, 2004) .
One limitation of Equation 1 is that it assumes infinite precision measurements. In practice, this is never achieved. In some RT experiments, precision is within 1 msec (Ϯ0.5 msec), sometimes more (e.g., for responses collected through a mouse, Ϯ6 msec, see Beringer, 1992) . For data measured with precision 2 e, the exact probability of observing the response time t i is given by We can introduce a rectangular approximation by using so that Equation 1 becomes
tuses that do not have the same accuracy. However, it has no influence on the maximum likelihood estimatesq obtained because the term (2e) n is independent of q and may be ignored. The method based on the continuous approximation to the likelihood function of raw data (Equation 2), denoted L(q,T ), will be called CML. An alternative estimation method, quantile maximum probability (QMP), was introduced by Heathcote, Brown, and Mewhort (2000) . First, a set of raw data T is grouped into m categories described by the location of the m ϩ 1 bounds, Q, called quantiles (q j , j ϭ 0 . . . m Յ n). The quantiles are calculated from the order statistics of T (see Heathcote et al., 2000, for details) , with the number of observations falling into the interval [q jϪl , q j ] denoted n j . In general, the q j are chosen so that there are approximately the same number of observations in each quantile, but this need not always be true. Furthermore, the bounds q 0 and q m are set at the limit of the fitted distribution, sometimes Ϫ• and ϩ•. Estimates are obtained by choosing parameters that maximize the product of the probability in each category:
One may intuitively expect QML to be inefficient, since transforming the raw RT into quantiles involves a reduction of the information available. On the other hand, if m is close to n, the loss of information can be quite small and may also provide a benefit for finite samples. This is because there may be outliers in the data, and creating quantiles simply replaces the absolute value of an outlying observation with an additional count in n 1 or n m . Also, estimates are robust to the addition of a small amount of error to a given RT, because Equation 3 will not change at all, as long as the RT does not move across a quantile bound. Heathcote et al. (2000) showed that QML (Equation 3) is superior to CML (Equation 2) in terms of bias and efficiency when tested on simulated data generated by the exGaussian distribution; Heathcote et al. (2004) showed QML to be equal to or better than CML on other distributions. In order to do so, they extended a software package called QMPE to include the lognormal, Gumbel, Wald, and Weibull distributions with both CML and QMP estimation. Before proceeding to comparisons across software, we will discuss some issues related to the implementation of a maximum likelihood fitting technique because the software reviewed in Section 2 differ on these implementation details.
Implementing a Maximum Likelihood Fitting Procedure
In order to implement an ML procedure, three ingredients are required: (1) a distribution function to be fitted, (2) an optimization routine, and (3) starting values forq .
To be a reasonable candidate for characterizing RT, a distribution function must be able to accommodate positively skewed data. The most commonly used distributions are briefly described in Heathcote et al. (2004) , and their equations are presented in Table 1 . The choice of a distribution provides the PDF equation f that is inserted into the function to be minimized (Equation 2 or 3), which in this context is usually called the objective function. Due to numerical considerations, the logarithm of the objective function is usually employed because the use of the summation avoids numerical underflows. For likelihood, for example, maximizing L(q,T ) over the range 0 to 1 is then replaced by minimizing Ϫln L(q,T ), the value ranging from ϩ• [Ϫln(0), unlikely] to zero [ln (1) , absolutely certain]. The same rationale applies if quantiles Q are used instead of raw data T. Most computer software packages report the minimized value of Ϫln L(q,T ).
The second ingredient is an optimization procedure to minimize the objective function. Various algorithms exist, the oldest of which was introduced by Newton. All these methods are iterative, starting with a tentative q0 and updating it through various iterations until an optimal value, qp, is found. 4 Appendix A summarizes the most commonly used minimization algorithms. They are generally distinguished (Box, Davies, & Swann, 1969 ) by whether they use analytic derivatives of the objective function (gradient methods) to guide search, or whether they use numerical approximations to the derivative (direct search methods). In general, gradient methods can find a minimum with a smaller number of iterations. However, it may take more time to perform the iterations if the gradients are not available in closed-form equations (as is the case for the ex-Gaussian distribution).
The last ingredient in obtaining a solution consists of finding reasonable starting values q0. If the surface of the objective function is quadratic, it has only one minimum, and thus, all starting points will lead the minimization routine to the same optimal solution q p . In practice, however, there may be many local minima. The best way to avoid false convergence in a local minimum is to start the routine at various locations or to start as close as possible to the optimal solution. To achieve this, heuristic estimates can be developed, often based on the first few moments of the data in order to automate the starting point selection. These heuristics are not always accurate, due to sampling variance in the moment estimates.
TESTING THE SOFTWARE PACKAGES
We compare different software packages aimed at fitting distributions. These packages, briefly described in Appendix B, differ in the minimization routines used and in the heuristics used for starting values. All of these packages allow the user to alter the starting value parameters. Table 2 reviews some features of the software, and Appendix C shows examples of commands for a typical fitting session with each. G(x) is the gamma function; for x ʦ integer, 
Simulation Methods
The simulations repeatedly sample random deviates from one of the five distributions, with known parameters, and then estimate those parameters with each software package. The parameter estimates are then compared against the known values for both accuracy (bias) and variability (efficiency). For each of the five source distributions (ex-Gaussian, Gumbel, lognormal, Wald, and Weibull), we sampled n ϭ 250 random deviates. The parameter values appear in Table 3 , along with the associated (theoretical) mean, standard deviation, and skew. They were chosen so that (1) the means and standard deviations are all approximately 1,000 and 100, respectively; (2) the overall distribution shapes are positively skewed (the Gumbel distribution has a constant skew). We repeated the sample-and-fit process 1,000 times, making sure that the same samples were fitted by each software package.
The random samples were generated for each of the five distributions by variously transforming random uniform deviates. 5 The source code of a program that generated these random values is available on the archive site of the Psychonomic Society.
For all QMP calculations, the number of quantiles used was 32. This decision probably put the QMP method at a relative disadvantage because the small number of quantiles was unnecessarily restrictive.
Simulation Results
The programs reviewed were quite robust and never crashed; MATHEMATICA could not find a solution for only one simulated set of Wald deviates. Some analyses did not finish before they reached the maximum number of iterations allowed. However, because only QMPE and MATHEMATICA return this information, we did not remove these solutions from further analyses.
Parameter space. Before turning to the computation of bias and efficiency, we take a look at parameter space. In Figures 1-5 , we plotted the estimated parameters as points in the appropriate parameter spaces (two-dimensional for the Gumbel distribution and three-dimensional for the other). Each point represents one of 100 different samples. The central cross shows the position of the true parameter set used to generate each sample. The purpose of these graphs is to see to what extent parameter dependencies are present and, most importantly, whether some software packages are less sensitive to them than others. Figure 1 shows the parametersm andŝ estimated from the Gumbel random deviates. As seen, the estimates are all spread out around the true parameters with no systematic deviations, indicating no important bias. Furthermore, all software shows the same dispersion. Figure 2 shows the parametersm,ŝ, andt estimated from ex-Gaussian distributed random deviates. One thing to note is that the cloud is not uniformly spread in all directions but tends to form an ellipse. This is easier to see with the projections on the sides of the plot box. This ellipse more or less goes through the main diagonal of the box, which illustrates that the parameter estimates are not independent. For example, a moderately small estimate form can be compensated by a moderately large value oft and a moderately small value of ŝ. QMPE and DISFIT return information about this fact in the form of estimated parameter correlations, but the other software packages do not.
The results for the Weibull distribution were similar, as seen in Figure 3 , except that the ellipse is oriented along a different diagonal of the cube. This indicates that Note-*In addition, a special library NPSOL must be obtained from their authors (Gill, Murray, Sanders, & Wright, 1986) . † These features can be added. a moderately large estimate forâ can be compensated by a moderately small estimate forb andĝ. Except for one outlier obtained by QMPE, the efficiencies are roughly comparable (that outlier generated an error exit code and so could have been either censored or remedied by manually setting the starting points).
As can be seen from comparison across the panels of Figures 2 and 3 , all software packages returned an ellipse of about the same shape and orientation. In all cases, the centers of gravity of the clouds are near the central cross, suggesting only a small bias, and the overall volume of the clouds suggest equal efficiency for all the software packages. Further investigation of biases and efficiency will be performed later. Figure 4 shows the-more complicated-results using lognormally distributed random deviates: The points form a crescent. As a consequence, many of the estimates are close to the true parameter values. However, the center of gravity, because of the curvature, will not be on the cross, resulting in mean bias. In addition, all four software packages are subject to this pathology (although to a lesser extent for MATHEMATICA), suggesting that it is due to the distribution function, not the optimization capabilities of the software. Finally, QMPE has a few outliers near the bottom of panel a. On these occasions, a singular Hessian matrix error was also returned by QMPE.
This pathology is not unique to the lognormal distribution. Wald-distributed random deviates also produced estimates that form a crescent when the parameter space is plotted, as seen in Figure 5 . It had the same volume and orientation, regardless of the software package used. Such nonlinear pathology cannot be detected by the es- Package capabilities. In the following, we proceed to an examination of bias and efficiency across packages. However, we will not consider single-parameter biases but rather concentrate on the bias shown by the whole estimated parameter set, relative to the true parameter set. To achieve this, bias was computed as the distance between the center of gravity of all the estimated parameters q i , i ϭ 1 . . . 1,000, and the true q. Thus, bias ϭ ||E (q) Ϫ q|| ϭ E(||q t Ϫ q||) where E(q) denotes the average position of all the estimates, and || . || denotes the Euclidean distance (the norm). Efficiency was computed as the standard deviation in the distances between each point q i and q, SD(||q t Ϫ q||). Figure 6 shows the results expressed as a percentage relative to ||q||. Note that the scales for each panel differ. The two most biased distributions are the lognormal and the Wald (bottom row), reaching an average of 1% and 25% biases. These are exactly the distributions showing nonlinear dependencies between parameter estimates, as seen in Figures 4 and 5 . The other three distribution functions (Weibull, Gumbel, and ex-Gaussian) have much smaller biases, less than 1% in all cases. The bias is even smaller than 0.1% for the Gumbel. In this last case, since the parameter space has only two dimensions, there is less potential for bias. DISFIT turned out to be very apt (low bias, high efficiency), fitting Weibull deviates, whereas MATHEMATICA outperformed the other packages for lognormal deviates.
Overall, the QMP estimates produced by QMPE are as good as those produced by the CML methods obtained from the other software packages (DISFIT being worst for lognormal deviates). This is surprising, considering the major information reduction imposed on the data: They were reduced from 250 raw data points to only 32 quan- tiles, an almost eight-fold compression. QMPE efficiency, indicated by the error bars in Figure 6 , is slightly worse for the Weibull deviates, but results almost entirely from a few outliers (one is visible in Figure 3) . Outliers generated by QMPE were often accompanied by an error exit code related to the singularity of the Hessian matrix. Therefore, a very strict selection of the successful fits would have increased considerably the efficiency of the QMPE method, to the detriment of having a little less than 5% of the data set either rejected or requiring refit. When manually fitting a data set, the user should consider changing the starting points or changing the criteria for ending a search.
Conclusions
Overall, the four software packages lead to very similar bias and efficiency measures, confirming that they all work properly and that the different platforms and algorithms used make little difference, at least with simulated data. This was true even though different optimization routines and different starting value heuristics underlie each package. The single most important factor on the quality of the estimates was the presence of nonlinear relationships between the parameter estimates. This has implications for comparing groups of subjects. For example, the Wald estimates are so inefficient that they are likely to differ more within group than between groups. If the purpose is to see differences, the ex-Gaussian and Weibull distributions are preferable as atheoretical summaries of shape. Strategies (such as reparameterization, Bates & Watts, 1988) can reduce such nonlinearities. However, the required transformations are difficult to find, sometimes relying on a trial-and-error process. 
GENERAL CONCLUSIONS From Descriptive Models of RT to RT Models
Parametric estimation of RT distribution provides a compact description of RT data. In addition, once the distribution is fitted, it is easy to calculate the PDF, CDF hazard, and more. A main point of this article was to show that there are good quality software packages to perform fits and that these packages are reliable and easy to use.
A more theoretical question is to decide which distribution function to fit. As seen in this paper, five candidates can readily be explored. Although there is no consensus at this time, two points should guide one's choice.
The first point concerns the informative utility of the parameters across samples. For example, if a single change in the experimental procedure results in changes in all the parameters of the distribution, the representation is not compact across conditions. Thus, in choosing a distribution function as a descriptive model, the researcher should be mostly interested in how concisely the parameters capture the experimental manipulation. This should be sought even if it sacrifices some quality of the fit.
Differences in L(q,T ) across distributions cannot be compared since distribution functions can have different capabilities for fitting random data. For example, a distribution with more free parameters has more liberty to fit the data and will likely have a smaller Ϫln L(q,T). One solution is to penalize for extra parameters, as in the AIC test (Bozdogan, 1987) . However, even with an equal number of parameters, some functions may be able to accommodate more data sets, a property often termed geometric complexity. There are methods to adjust the penalty term to compensate for complexity, but these can be computationally difficult (Myung, 2000; Grünwald, 2000) . The second important point in the choice of a distribution to fit is related to psychological models of cognition. Whereas a researcher might simply be interested in a descriptive model of RT for convenient communication of the results, a more ambitious approach is to have a model based on psychological mechanisms that can predict not only RT but also the shape and scale of the whole RT distribution. Two cases are then possible: First, the model can be analytically solved to yield an algebraic formula for the RT distribution (see Cousineau, in press ). It can either be one of the distributions reviewed here or a yet-unknown distribution function. In this case, the researcher can fit this distribution and ensure that the parameters are acting according to a priori predictions (Schwarz, 2001) . Second, in the case in which the model cannot be solved analytically, the researcher can simulate the model and choose a descriptive model to fit the simulated RT. By doing the same to the observed RT distribution, the researcher can check that the descriptions are convergent. This is the approach used in Ratcliff (1979) , where the ex-Gaussian was the intermediary between empirical and simulated data.
The best solution is to fill the gap between a model and RT data with more than just the predicted means. However, it is possible that the observed RTs are contaminated by other factors, such as fatigue or fast guess. We thus have to keep in mind the possibility of fitting mixtures of distributions (Cousineau & Shiffrin, 2004; Dolan, van der Maas, & Molenaar, 2002) or that the parameters of the distributions are changing over time. In this context, QMP estimation is likely to be more robust to the effects of outliers and measurement noise than standard CML estimation. If the Euclidian distance between two successive solutions, measured in the n-dimensional space, is smaller than a fixed proportion (say 10 Ϫ4 ), the algorithm considers itself close enough to be minimum and exits. The last stopping criterion is based on the maximum number of iterations (say 150), after which the algorithm considers that the minimum cannot be found and exits.
5. The algorithm supplied with the Sun Forte Professional Workshop Fortran compiler (Version 6, Update 2) generated the uniform deviates. This algorithm uses a pair of linear congruential generators, with a cycle length in excess of 2 50 . Because only approximately 2 24 samples were used for the present study, the long cycle time ensures that samples were independent. Exponential, Weibull, Gumbel, and c 2 deviates were all generated from uniform deviates by transforming them with the respective inverse cumulative distribution functions. Normal deviates were produced from uniform deviates (Press, Flannery, Teukolsky, & Vetterling, 1986) . The sum of normal and exponential deviates produced ex-Gaussian deviates. Exponentially transforming normal deviates and adding a shift parameter produced lognormal deviates. Finally, Wald deviates were produced from c 2 deviates followed by the addition of a shift parameter.
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APPENDIX A Optimization Procedures
Simplex. This derivative-free routine constructs a d-dimensional polygon having d ϩ 1 vertices (a simplex, where d is the number of parameters to be minimized) in the parameter space. For example, in a threedimensional space, the simplex is a pyramid. The value of the objective function is computed at each corner, and the simplex reorients itself around the corner with the lowest value, effectively approximating the gradient, and either contracting or expanding. This procedure repeats until the simplex is reduced to a very small volume around a minimum. For more, see Nelder and Mead (1965) and Van Zandt (2000) .
Steepest descent. This gradient method searches the space by looking at the slope. If the derivatives are available in algebraic form, it is easy to locate the direction of steepest descent. If they are not available, the routine probes a few points in the parameter space surrounding the current qˆi to find the ideal direction by numerically approximating the derivatives. For more details, see Box, Davies, and Swann (1969) .
The two above methods are not quadratically convergent. If the objective function near the minimum is well approximated by a quadratic function (as is often the case), quadratically convergent methods are guaranteed to find the minimum to a certain precision with a fixed number of iterations (Fletcher, 1980) . The following four methods have been proven to be quadratically convergent:
Newton method. This method is the most efficient, given that its assumptions are true. It is based on the second-order derivatives of the objective function, called the Hessian matrix, H. Since analytic Hessians can be difficult to determine (either numerically or algebraically), this method is rarely used. Hessians are also useful to compute approximate standard errors (SE) and parameter intercorrelations (see Bates & Watts, 1988, and Molenaar, 1991) .
Quasi-Newton and conjugate gradient methods. These two methods generate an approximate Hessian Ĥ using first-order derivatives. They differ in terms of memory requirements. The first method updates large matrices to build Ĥ, whereas the second updates eigenvectors (Chandler, 1965) . For the small number of parameters typically minimized in RT distribution estimation, these differences are mostly immaterial.
Sequential quadratic method. This method uses Lagrangians instead of Hessians (Gill, Murray, & Wright, 1981) . It is mostly useful when very restrictive constraints (in addition to non-negative parameters) are imposed on the parameters, which is rarely the case with distribution fitting.
