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We study the phenomenon of controllable localization-delocalization transition in a quantum
many-body system composed of nitrogen-vacancy centers coupled to photonic crystal cavities,
through tuning the different detunings and the relative amplitudes of two optical fields that drive
two nondegenerate transitions of the Λ-type configuration. We not only characterize how dissipa-
tion affects the phase boundary using the mean-field quantum master equation, but also provide
the possibility of observing this photonic quantum phase transition (QPT) by employing several
experimentally observable quantities, such as mean intracavity photon number, density correlation
function and emitted spectrum, exhibiting distinct optical signatures in different quantum phases.
Such a spin-cavity system opens new perspectives in quantum simulation of condensed-matter and
many-body physics in a well-controllable way.
Introduction.- Using quantum hybrid systems to simu-
late condensed-matter and many-body physics is an ex-
citing frontier of physics [1–8]. Among the promising
platforms, the scalable coupled microcavities (supercon-
ducting resonators) array doped with quantum emitters
(superconducting qubit) [9–19] has received much atten-
tion. Especially, the integrated photonic networks based
on cavity-emitter coupled systems, such as nitrogen va-
cancy centers (NVC) or cold atom interfaced with pho-
tonic crystal cavity (PCC) provide a powerful platform
for studying the strongly-correlated states of light and
nonequilibrium quantum phase transition (QPT) [20–25].
Despite this remarkable success, realizing controllable
light-matter interaction between electromagnetic quanta
and discrete levels of quantum system in highly scalable
devices is a serious challenge. Additionally, considerably
less attention has been paid to the detection of nonequi-
librium QPT phenomena in these hybrid systems, ther-
fore new important questions arise related to whether it
is possible to more visually observe and detect the op-
tical signature and critical characteristic of QPT using
experimentally observable quantities.
To this end, the present work focus on a hybrid NVC-
PCC system, where each site composed of a nanocavity
and a NVC. Through tuning the polariton states that
are hybridizations of photon and NVC by implementing
a dipole-allowed Λ-type transition configuration estab-
lished by localized tunable cavity mode and external laser
driving, a well-controllable QPT of light could be realized
via full photonic process. In this artificially engineered
hybrid devices, NVC exhibits excellent optical coherence
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FIG. 1. (a) The system under consideration consists of a 2D
planar PCC coupled to NVC, where each nanocavity embeds
a single NVC, and the parallel arrows above the NVC denote
the classical laser pulses. (b) The level structure of NVC,
where the nanocavity mode and an external control laser field
drive the transitions from the two NVC’s ground states |g1〉
and |g2〉 to the excited state |e〉.
properties at ambient conditions and efficient optical con-
trol and readout [26–34]. Additionally, a PCC is a pe-
riodic dielectric structure that seeds a localized, tunable
cavity mode around the NVC and controls the propaga-
tion of light [21]. When many NVCs are trapped, these
dynamically induced cavities mediate coherent interac-
tions between NVCs [35, 36]. Our proposal is inspired
by series of experimental demonstrations on strong cou-
pling or quantum properties of photons in nanophotonic
systems with individual solid-state emitters [22–25], ion
[37] or cold atom [21, 38].
The goal of the present work is twofold. On the
one hand, based the composite NVC-PCC system,
we attempt to demonstrate a controllable localization-
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2delocalization transition of light by virtue of Raman tran-
sition through adjusting the key parameters for quantum
control, which can be dynamically tuned using available
structures of tunable cavity mode and adjusting exter-
nal controlling laser fields. Besides exhibiting a com-
plete picture for the driven-dissipation QPT using the
Mean-field quantum Master equation (MME), the high
degree of controllability also opens up new possibilities
for studying strongly-correlated photon physics in a well-
controlled way. One the other hand, we address the issue
of detecting optical signatures of QPT by calculate the
behavior of mean photon number, photon fluctuation,
equal-time correlation function, and emitted spectrum
in complete parameter space. We find that these observ-
able quantities exhibiting distinct optical signatures in
different quantum phases and could be a good indicator
of dissipative QPT.
The model and Hamiltonian.- As illustrated in Fig.
1(a), the system under consideration consists of a PCC
where each NVC is embedded in the localized nanocav-
ity with frequency and nonlocal hopping rate tunable by
changing geometrical parameters of the defects [39–43].
The ground state sublevels are |g1〉 =
∣∣3A,ms = +1〉 and
|g2〉 =
∣∣3A,ms = −1〉 with radiation of σ− and σ+ circu-
lar polarizations, respectively, whereas the excited level
is |e〉 = |A2〉 within the spin-orbit excited state manifold
[44, 45]. The |g1〉 spin state of NVC is linked to |A2〉 by
an off-resonant laser pulse with detunging ∆1, strength
Ω and frequency ωl, while the transition |g2〉 ←→ |A2〉
is driven by the nanocavity mode with detunging ∆2,
strength g and frequency ωc [46, 47]. This particularly
useful Λ-type transition was recently employed for spin-
photon entanglement production [48], high-fidelity trans-
fer [33], and holonomic quantum gate [34] in experiments.
Setting the energy of level |g1〉 to zero, the effec-
tive Hamiltonian at the i-th site can be written un-
der a rotating wave approximation in units of h¯ = 1
as Hi = ωe|e〉〈e| + ω2|g2〉〈g2| + ωca†a + Ω[|g1〉〈e|eiωlt +
|e〉〈g1|e−iωlt]+g[|g2〉〈e|a†+a|e〉〈g2|], where ωe = ωl+∆1,
and ω2 = ωl−ωc + ∆1−∆2 with a†(a) the creation (an-
nihilation) operator of photon. In the interaction picture
the Hamiltonian Hi can be reduced as
H0i =
∑
i=1,3
∆iσ
+
i σ
−
i + (Ωσ
+
1 + gaσ
+
2 + h.c.), (1)
where ∆3 = ∆1 − ∆2, and the lowering and raising op-
erators are defined as σ+1 = |e〉〈g1|, σ+2 = |e〉〈g2| and
σ+3 = |g2〉〈g1|. Note that the total number of excitations
Ni = a
†
iai + σ
+
i,1σ
−
i,1 + σ
+
i,3σ
−
i,3 is the conserved quantity
of the system. Adding the on-site chemical potential and
the adjacent-site photon hopping, the full Hamiltonian
for the 2D square lattice is given by
H =
∑
i
H0i −
∑
〈i,j〉 kija
†
iai −
∑
i
µiNi. (2)
The second term in Eq. (2) describes the the nonlocal
hopping of photons between nearest-neighbor nanocav-
ities with the hooping rate ki,j. The third term in
Eq.(2) describes the on-site chemical potential with the
value µi at the i-th site, which is conceptually different
from the chemical potential in electronic system. For
convenience to determine the phase diagram, we used
the grand canonical approach considering a situation in
which particle exchange with the surroundings is permit-
ted [49], and we assume zero disorder with µi = µ and
kij = k for all sites.
Dissipative QPT.- Using the mean-field theory [50, 51]
we decouple the hopping term as a+i aj =
〈
a+i
〉
aj +
a+i 〈aj〉 −
〈
a+i
〉 〈aj〉 and make a sum over single sites,
the mean-field Hamiltonian can be written as
Hm =
∑
i
[H0i −zk(aiψ∗a+a+i ψa)+zk |ψa|2−µiNi], (3)
where the periodic boundary condition is applied, and
z = 4 is the coordination number of the lattice.
We choose the superfluid (SF) phase order parame-
ter ψa = 〈ai〉 (set to be real) to differentiate the differ-
ent phases. Minimizing the ground state energy of the
Hamiltonian Hm (Eq.(3)) with respect to ψa for different
values of µ and k, we obtain the mean field phase dia-
gram/boundary in the (µ, k) plane for different tunable
parameters, as shown in Fig. 2. When the on-site large
repulsion resulting from laser-assisted spin-cavity cou-
pling dominates (k  geff = (∆1 + ∆2)gΩ/(2∆1∆2)),
the system is in the Mott insulator (MI) phase with
ψa = 0, which obeys the U(1) gauge transformation.
In the incompressible MI phase characterized by a fixed
number of excitations at per site with no variance, the
photon fluctuations in each nanocavity are suppressed
due to the strong nonlinearity and anharmonicity in the
spectrum originating from the photon blockade effect
[52], and the on-site repulsive interaction between the lo-
cal photons freezes out hopping and localizes polaritons
at individual lattice sites. By contrast, when the hopping
process with k  geff dominates the dynamics, strong
hopping favours delocalization and condensation of the
particles, therefore the system prefers a U(1)-symmetry
broken SF phase with ψa 6= 0. In the compressible SF
phase with non-integer polariton number and large fluc-
tuation, the lowest-energy state of the system is a con-
densate of delocalized polariton, and the stable ground
state at each site corresponds to a coherent state of ex-
citations [x]. Therefore, The physical picture behind is
that the MI-SF phase transition results from the inter-
play between on-site repulsive interaction and polariton
delocalization.
Note that Hm is invariant under an U(1) gauge trans-
form: ψa → ψaeiφ, a → aeiφ, σ+1 → σ+1 e−iφ, imply-
ing that all odd-order terms in the expansion of Eg(ψa)
vanish [53]. Therefore, the ground-state energy has an
expression Eg(ψa) = E
0
g + (zk + r)|ψa|2 + u|ψa|4 +
O(|ψa|SF 6), where E0g is ground state energy of the
Hamiltonian H˜ =
∑
i(H
o
i − µNi). From Landau phase
transition theory [x] and second-order perturbation the-
ory, the MI-SF transition occurs when zk + r = 0,
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FIG. 2. Phase diagrams in the µ ∼ k plane for different
parameters. The common parameters are g = 1 (used in all
the Figures). (a) Ω = 5, ∆1 = 4, ∆2 = −2.5; (b) Ω = 5,
∆1 = 4.3, ∆2 = −2.5; (c) Ω = 4.2, ∆1 = 3.3, ∆2 = −2.1.
The color scale shows the magnitude of the order parameter
ψa. The white contour is the SF-MI phase boundary.
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FIG. 3. Boundaries between MI lobes in the limit of low
tunnelling (k ≈ 0) as a function of detunings and couplings.
The parameters in each figure are the same as Fig. (2a).
then we obtain the phase boundary line calculated from
r = (zk)2
∑
m 6=n |〈m0|(a+a†)|n0〉|2/(E0n−E0m), which is
plotted by the white contour in Fig. 2, where |n0〉 (E0n)
is the eigenstate (eigenenergy) of Hamiltonian H˜.
Fig. 2 tells us that phase boundary and size of the
MI lobes primarily depend on the ratio of on-site repul-
sion rate to hopping rate, and it could also be shifted and
changed by adjusting the controllable parameters {Ω, ∆1,
∆2}. We visualize the corresponding boundary lines be-
tween MI lobes labelled with different polariton number
〈N〉 for the ground state of Hamiltonian H˜ in Fig. 3.
The Fig. 3(a,b) show the boundary lines as a function
of detunings ∆1 and ∆2, and there exist an optimal de-
tuning value which induces the MI lobes with the most
obvious separation. Any deviation from this optimal de-
tuning ∆1 (∆2) will lead to symmetric (asymmetric) con-
vergence of the MI lobes whose polariton number greater
than one. From Fig. 3(c,d), we find that the phenomena
of QPT disappear once on-site repulsive interaction turns
off through setting Ω = 0 or g = 0.
Taking account of dissipation effects of polariton
states, which resulting from the decays of both cavity
fields and NVCs, we simulate the non-equilibrium dy-
namics by integrating the MME with the following form
ρ˙ = −i[Hm, ρ] + κ
2
D[a]ρ+
∑
i=1,2
Γi
2
D[Γi]ρ, (4)
where D[A]ρ = 2AρA+ − A+Aρ − ρA+A, κ is the
nanocavity drcay rate, and Γ1 (Γ2) are the spontaneous
decay rates from excited state |e〉 to ground states |g1〉
(|g2〉). The dissipative phase diagram is shown in Fig. 4.
It is found that the MI-lobe structure gradually disap-
pear and the area of MI phase expands as the dissipation
strength increases, i.e., new MI phase forms in the SF
phase region existing in the dissipationless case. The
values of ψa also decrease when the dissipation effects
are considered. In the MI phase, the dissipation has a
greater influence on the region with higher 〈N〉. For a
certain µ, the value of ψa near the phase boundary is
bigger than that away from the phase boundary. In con-
trast, the dissipation effect slightly increase ψa in the SF
phase. Surprisingly, we observe that there exists an os-
cillatory region in the SF phase region. This is due to the
emergence of multi-steady state resulting from the mean-
field approximation [16, 54], and this multi-stability will
disappear once the spatial quantum correlations are con-
sidered.
Detection of the QPT.- We pay particular attention
to using the physical observable quantities to detect the
QPT in the present system. Note that the global sig-
natures of the transition, such as the order parameter
and compressibility, are revealed in the photon number.
Therefore we study the critical behavior of mean intra-
cavity photon number 〈na〉, photon fluctuation 〈(∆na)2〉
and 2nd-order equal-time correlation function g(2)(0),
which allows one to identify the optical signatures of the
QPT, as shown in Fig. 5, where we plot 〈na〉, 〈(∆na)2〉,
and g(2)(0) as a function of hopping rate k for different
µ, computed from steady state solutions of the MME.
In Fig. 5(a), the photon number 〈na〉 is integer (non-
integer) in the MI (SF) phase in the dissipationless case.
In contrast, 〈na〉 always decays to zero in MI phase, and
quickly converges in SF phase when k increases in the
dissipation case (Fig. 5(d)). The Fig. 5(b,e) reveal
that quantum fluctuations arising from Heisenberg’s un-
certainty relation drive the transition from MI phase to
SF phase because the value of 〈(∆na)2〉 is zero (nonzero)
in MI (SF) phase. In the dissipationless case (Fig. 5(b)),
the maximal fluctuation occurs near the phase boundary
and undergoes a discontinuous change with a cusp-like
character, then converges to a finite value at large k. In
the dissipation case (Fig. 5(e)), the fluctuation abruptly
arises at the phase boundary and gradually converges at
a larger value compared with the dissipationless case.
The density correlation function defined by g(2)(0) =
〈a†a†aa〉/〈a†a〉2 also exhibits distrinct behaviors in dif-
ferent phases. In the dissipationless case (Fig. 5(c)),
we find that g(2)(0) < 1 in MI phase indicates photon
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FIG. 4. Disspative quantum phase diagrams in the µ ∼ k
plane for different parameters. Ω = 5, ∆1 = 4, ∆2 = −2.5;
(a) Γ1 = Γ2 = 0.01, κ = 0.01; (b) Γ1 = Γ2 = 0.05, κ = 0.01;
(c) Γ1 = Γ2 = 0.05, κ = 0.05.
antibunching with sub-Poissonian statistics and photon
blockade, and g(2)(0) gradually converges around 1 in SF
phase with the growth of k. The dissipation case (Fig.
5(f)) exhibits a sudden transition of g(2)(0) from strong
photon antibunching (g(2)(0)  1) to photon bunching
(g(2)(0) > 1) ith super-Poissonian statistics if we contin-
uously increase k. Note that g(2)(0) = 1 + [
〈
(∆n)2
〉 −
〈n〉]/ 〈n〉2 < 1 due to zero variance (∆n = 0) and con-
stant photon number in MI phase, whereas g(2)(0) = 1
in SF phase because it could be represented by a coher-
ent state |α〉 with non-integer polariton number and large
fluctuation [55]. In the experiments one can infer the cav-
ity field quadrature amplitudes, intracavity photon num-
ber, and photon correlations by continuously monitoring
the output of PCC through available photon detectors
[56, 57]. Additionally, the measurements of g(2)(0) could
be accessed by a modified heterodyne/homodyne or a
Hanbury-Brown-Twiss setup [58], and a recent experi-
ment made a direct measurement of g(2)(0) on NVC by
the characterization of fluorescent objects [59].
The normalized emitted spectrum (NES) of system is
another excellent optical signature to detect the differ-
ent phases. Next we turn to study the two-time correla-
tion function, whose spectral counterpart corresponds to
a concrete readily measurable quantity. Specifically, we
show how to detect the MI-SF phase transition for this
dissipative-driven system, through distinguishing NES in
different phases. It is convenient to calculate the NES
by combining Wiener-Khintchine theorem [60, 61] with
MME, and it can be written as
Sα(ω) =
1
pinSSα
lim
t→∞Re
ˆ ∞
0
G(1)α (t, τ)e
iωτdτ, (5)
where the first-order time autocorrelator is G
(1)
α (t, τ) =〈
α†(t)α(t+ τ)
〉 − |〈α(t)〉|2, and nSSα is the steady-state
photon number with α = a, σ−1 , σ
−
2 [62].
Note that in the disspation case the steady photon
number nSSα = 0 when the system is in MI phase (Fig.
5(d)), there is nothing could be observed in the NES.
In contrast, the hopping term under mean-field approx-
imation in Eq. (3) is similar to a coherent pumping
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when ψa is nonzero in SF phase. Fig. 6 show the NES
of nanocavity in different phases, where the lineshape
of NES of nanocavity Sa(ω) is the standard ”Mollow
triplet” (”Straight line”) in SF (MI) phase (Fig. 6(a,b)),
and the intensity and location of the sideband peaks can
be changed by the chemical potential. Therfore, the NES
of nanocavity could also be a good indicator of dissipative
QPT.
Summary.- In conclusion, we propose a composite
NVC-PCC system for engineering a photonic QPT in a
well-controllable way, where the effective on-site repul-
sion can be tuned by changing the laser frequency and in-
tensity, while the cavity frequency and hopping strength
5could be adjusted by the geometrical parameters of the
defects. The NVCs remains individually addressable,
full control at the single-particle level, and site-resolved
measurement. The physical behind MI-SF phase tran-
sition is that quantum fluctuations arising from Heisen-
berg’s uncertainty relation drive the transition. We also
focus on using several experimentally observable quan-
tities exhibiting distinct optical signatures in different
quantum phases to detect the localization-delocalization
transition. Our work opens new perspectives in quantum
simulation of condensed-matter and many-body physics
using such a 2D spin-cavity system.
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