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Abstract
We show that the reformulation of the de Rham-Gabadadze-Tolley mas-
sive gravity theory using vielbeins leads to a very simple and covariant
way to count constraints, and hence degrees of freedom. Our method
singles out a subset of theories, in the de Rham-Gabadadze-Tolley fam-
ily, where an extra constraint, needed to eliminate the Boulware Deser
ghost, is easily seen to appear. As a side result, we also introduce a new
method, different from the Stuckelberg trick, to extract kinetic terms
for the polarizations propagating in addition to those of the massless
graviton.
1 Introduction
During the past few years and in particular following discussions of the DGP model
[1] and its cosmology [2, 3], there has been renewed interest in theories of “massive
gravity” (see e.g. [4, 5] for reviews). The unique consistent theory for a free massive
spin-2 field was known for a long time to be the Fierz-Pauli theory [6]. This theory
propagates 5 degrees of freedom of positive energy, one of which is a zero helicity po-
larization responsible for the celebrated van-Dam Veltman Zakharov discontinuity:
namely that, however small the graviton mass, Fierz-Pauli theory leads to different
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physical predictions (such as light bending) from those of linearized General Relativ-
ity [7]. Considering self-interactions of the massive graviton leads to a mechanism,
first discussed by Vainshtein [8], which can actually restore the continuity towards
well tested predictions of General Relativity [9, 10, 11, 12]. However, massive gravi-
ton self-interactions also introduce a new pathology: the fact that a ghost-like 6th
degree of freedom propagates generically in the full non linear theory, as was first
pointed out by Boulware and Deser [13]. It was long thought impossible to obtain a
massive gravity theory devoid of this ghost (see e.g. [13, 14]). However, a family of
massive gravity theories was recently proposed by de Rham Gabadadze and Tolley
(dRGT in the following) [15, 16, 17] in which the absence of ghost was first pointed
out in the so-called decoupling limit [16] (using, in particular, the approach of Refs.
[14, 18, 19]) and then fully confirmed at the nonlinear level 5 by a Hamiltonian
analysis, later extended to bimetric theories [22, 23, 24, 25] (see also [26, 27]). The
Hamiltonian analysis of these models remains however complicated and does not
clarify the reasons behind their soundness.
Here, we will show that the reformulation of dRGT models in terms of vierbeins
leads to a simple way of extracting covariant (Lagrangian) constraints. Some of the
Hamiltonian properties of such a reformulation have already been analyzed in [28] 6
(building on the older work of [30]), where it was underlined in particular that one
of the two necessary supplementary Hamiltonian constraints was easier to obtain
with vierbeins than with the metric formulation. The analysis presented here is,
however, different from the one presented in Ref. [28], in particular because it is
fully Lagrangian and also because some of the arguments given there are completed.
This paper is organized as follows. We first recall (section 2) how one can count
degrees of freedom of massive gravity using covariant constraints. We then (section
3) introduce the dRGT theories both in the metric and in the vierbein formulation.
We then present our covariant way of obtaining constraints (section 4), which is
closely related to what can be done in quadratic Fierz-Pauli theory. As a side
result, we also introduce a new trick, different from Stuckelberg’s, to extract kinetic
terms for the polarizations propagating in addition to those of the massless graviton.
This trick, valid for a subset of vierbein formulated dRGT theories, is presented in
appendix A.
2 The Boulware-Deser ghost from covariant con-
straints counting.
Let us first introduce the (quadratic) Fierz-Pauli theory [6]. This can be defined on
a flat space-time 7 by the following action (in the absence of matter source) for a
5Note, however, that these results have been debated [20, 21].
6See also [29].
7For simplicity, we only discuss in this section the case withD = 4 dimensions, but such a theory
can be introduced in a similar way for arbitrary D, where it is found that a massive graviton in
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rank-2 covariant tensor hµν
Sh,m = −M2h
∫
d4x
[
(∂µhνρ)
2 − (∂µh)2 + 2 (∂µh) (∂νhµν)− 2 (∂µhνρ) (∂νhµρ)
+m2
(
hµνh
µν − h2)] . (1)
HereMh is a mass parameter, all indices are moved up and down with a flat canonical
Minkowski metric ηµν , and h is defined by h ≡ hµνηµν . The terms on the right hand
side of the first line of Eq. (1) are obtained by expanding the Einstein-Hilbert
Lagrangian density
√−gR(g) at quadratic order around a flat metric, writing gµν =
ηµν + hµν . The mass terms appear in the second line on the right hand side of
Eq. (1) and this particular combination of h2 and (hµν)
2 is the only one able to
give a mass to the graviton hµν in a consistent and ghost-free way. Note that this
theory explicitly breaks general covariance and also that it uses two rank-2 covariant
tensors, hµν as well as ηµν which serves as a background on which hµν propagates.
Fierz-Pauli theory can be non linearly completed by considering actions of the
form
Sg,m = M
2
g
∫
d4x
√−g [R(g)−m2V (M)] , (2)
where V is a suitably chosen scalar function of Mµν = gµσfσν , m and Mg are
again mass parameters, R(g) is the Ricci scalar constructed from the metric gµν ,
and the theory contains, besides the dynamical metric gµν , a non dynamical metric
fµν usually considered to be flat. If one wants to consider a (non linear) “massive
gravity” the potential V should be chosen such that (i) when fµν is taken to be ηµν ,
gµν = ηµν is a solution of the field equations, and (ii) when expanded at quadratic
order around this flat background, the action (2) has the Fierz-Pauli form (1). Note
that when one has two metrics, one can write any non trivial non derivative invariant
built from the metrics as a function of M, and hence the only restriction (besides
diffeomorphism invariance) comes here from requirements (i) and (ii) on V . Note
also that it is easy to figure out that there are infinitely many functions V that
satisfy these requirements (see e.g. [31]).
As first noticed by Boulware and Deser [13], quadratic Fierz-Pauli theory (1)
and its non linear version (2) differ dramatically as far as the number of propagating
degrees of freedom is concerned. Consider first the former theory. Varying action
(1) with respect to hµν one easily obtains the field equations
∂µ∂νh+hµν − ∂ρ∂µhρν − ∂ρ∂νhρµ + ηµν(∂ρ∂σhρσ −h) = m2 (hµν − hηµν) . (3)
Here the left hand side is just the linearized Einstein tensor and hence, as a conse-
quence of Bianchi identities, its divergence ∂µ vanishes. Thus, from the right hand
side of Eq. (3), we get
∂µhµν − ∂νh = 0. (4)
D dimensions, as described by the quadratic Fierz-Pauli theory, has (D − 2)(D + 1)/2 physical
polarizations, i.e. the same number of polarizations as a massless graviton in D + 1 dimensions.
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Taking another derivative of this equation yields
∂ν∂µhµν −h = 0, (5)
where the combination appearing in the left hand side is just the linearization of the
Ricci scalar. Thus contracting both sides of Eq. (3) with ηµν yields
h− ∂ν∂µhµν = 3
2
m2h, (6)
which together with (5) shows that h vanishes in vacuum. This in turn means, using
(4) that hµν is transverse. The two equations we just obtained, namely,
∂µhµν = 0, (7)
h = 0, (8)
together give 5 Lagrangian constraints (being first order) and this removes 5 of
the a priori 10 dynamical degrees of freedom of hµν . Hence, quadratic Fierz-Pauli
theory propagates 5 polarizations. A similar conclusion can also be reached using a
Hamiltonian counting (see e.g. [13]).
In contrast, a generic non linear massive gravity propagates in addition a sixth
ghost-like polarization. This was first argued by Boulware and Deser in Ref. [13]
and thus the extra propagating mode is usually called a Boulware-Deser ghost.
Schematically, this comes from the fact that the analog of the constraint (8) is lost,
while there are still 4 constraints similar to (7). Indeed, now vary action (2) with
respect to gµν to obtain,
Gµν = m
2T (g,f)µν (9)
where Gµν is the Einstein tensor built from the metric g, and T
(g,f)
µν is obtained
from varying the term coupling the two metrics
√−gV (M), so that it contains no
derivatives. Taking the covariant derivative ∇µ (with respect to the metric gµν) of
both sides of the above equation, gives
∇µT (g,f)µν = 0 (10)
which therefore only contains first derivatives8 (and in particular no derivatives of
the metric fµν if this metric is just taken to have the canonical Minkowski form ηµν)
and hence yields 4 constraints on the dynamical metric gµν . These constraints are
the analog of (7) in the non linear case. On tracing over Eq.(9) and using derivatives
of Eq.(10), there is now (as opposed to linear Fierz-Pauli theory) no reason to get an
extra constraint (cf. also [19]). And in fact, it was thought impossible to construct
a non linear Fierz-Pauli theory, with a suitable potential V , devoid of the Boulware
Deser mode [13, 14] until the work of de Rham, Gabadadze and Tolley (henceforth
dRGT) [15, 16].
8Note that the derivatives of g only appear in the Christoffel symbols of g whenever a g covariant
derivative hits an fµν metric, since the action of such a derivative on gµν vanishes, and hence yields
no derivatives.
3 The metric and frame formulations of de Rham-
Gabadadze-Tolley theories
3.1 Metric formulation
dRGT theories are non-linear Fierz-Pauli theories for which the function V takes a
special form. We will use here the parametrization of dRGT theories proposed in
Refs. [25, 32]. We begin by introducing the four functions F1, F2, F3, F4 defined for
an arbitrary n× n matrix9 Xab, representing elementary symmetric polynomials of
the eigenvalues of X , and given by (see e.g. [25])
F1 (X) = [X ] (11)
F2 (X) =
1
2
(
[X ]2 − [X2]) (12)
F3 (X) =
1
6
(
[X ]3 − 3[X ][X2] + 2[X3]) (13)
F4 (X) =
1
24
(
[X ]4 − 6[X ]2[X2] + 3[X2]2 + 8[X ][X3]− 6[X4]) (14)
where [X ] denotes the trace Xaa of the matrix X . For general k, one defines Fk as
Fk(X) =
1
k!
Xa1 [a1 ...X
ak
ak ], (15)
where here and henceforth brackets [ ] denotes the sum over unnormalized antisym-
metrized permutations10. In particular, for a n× n matrix X one has11 that
det(X) = Fn(X). (16)
Furthermore these functions appear in the expansion of the characteristic polynomial
of the D ×D matrix Xµν . Indeed, defining Y µν by
Y µν = X
µ
ν − xδµν (17)
It follows that (here for D = 4)
det (Xµν − xδµν) = F4(Y )
=
k=4∑
k=0
(−x)kF4−k (X)
= x4F0(X)− x3F1(X) + x2F2(X)− xF3(X) + F4(X) (18)
9With a, a line index belonging to {1, ..., n}, and b, a column index belonging to {1, ..., n}, and
n having so far no relation to the space-time dimension D.
10and similarly, parentheses ( ) will denote the sum over unnormalized permutations.
11As a simple consequence of Cayley’s theorem.
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with the convention that F0 = 1. The dRGT theory [15, 16, 17] can now be defined
by an action of the form [25]
S =M2P
∫
d4x
√−g
[
R−m2
k=4∑
k=0
βkFk
(√
g−1f
)]
(19)
where the βn are arbitrary parameters. Note that β0 just parametrizes a mere
cosmological constant Λ, which by itself does not give any mass to the graviton,
hence in the following we will generally trade β0 for Λ. It might nonetheless be
necessary to keep a non vanishing β0 in order to have Minkowski space-time as a
solution (and fullfill condition (i) of the previous section). On the other hand, the
highest order term proportional to β4 gives no contribution to the field equations
of gµν , since
√−g F4
(√
g−1f
)
=
√−g det
(√
g−1f
)
=
√−f . Hence, in D =
4 dimensions, there is a three parameter family of non trivial theories, indexed
by parameters βn, with n = 1, 2, 3. This can easily be extended to D arbitrary
dimensions by considering actions of the form
S =MD−2P
∫
dDx
√−g
[
R− 2Λ−m2
k=D−1∑
k=1
βkFk
(√
g−1f
)]
(20)
where Fn are defined as in (16). Note that the above definitions (19)-(20) use a real
matrix square root of the tensorM≡ g−1f . In general, however, there is no reason
for this square root to exist for arbitrary metrics gµν and fµν (see e.g. [33] and [34]),
and hence one has to assume that it does exist for the above definitions to make
sense (we will come back to this issue later). When it does we define this square
root as γ, and write
γµσγ
σ
ν = g
µσfσν , (21)
such that one has (for D = 4 dimensions)
S = M2P
∫
d4x
√−g
[
R− 2Λ−m2
k=3∑
k=1
βkFk (γ)
]
. (22)
An alternative formulation to action (19) is to consider γ in (22) as an indepen-
dant field and to enforce the relation (21) by a Lagrange multiplier c νµ , adding to
the Lagrangian a term of the form (in the spirit of e.g. Ref. [15])
√−gc νµ (γµσγσν − gµσfσν) . (23)
This alternative does not feature the presence of the unpleasant square root in the
action. Whichever way is chosen (i.e. (19) or (22) together with (23)) the presence
of the square root directly in the action or via a Lagrange multiplier is a somewhat
inelegant aspect of the theories considered. As we will show, the vierbein formulation
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of these theories (or at least of a subset of them) offers a nice alternative which does
not suffer from the same lack of elegance.
For future reference, we also define actions Sκ by
Sκ = M
2
P
∫
d4x
√−g
[
R−m2det
(
κ
√
g−1f µν − δµν
)]
(24)
= M2P
∫
d4x
√−g [R−m2det (κγµν − δµν)]
= M2P
∫
d4x
√−g [R−m2 (F0(γ)− κF1(γ) + κ2F2(γ)− κ3F3(γ) + κ4F4(γ))]
where κ is a dimensionless parameter (and we have used identity (18)). It is easy
to see that on taking linear combinations of such models (with different values of
κ), one can obtain any model (19) with arbitrary coefficients βn (using the non
vanishing of a Vandermonde determinant).
3.2 Vielbein formulation
3.2.1 Generalities
In order to formulate the dRGT theories in D dimensions using vielbeins, let us
define EA and LA to be two bases of 1-forms obeying at every space-time point 12
gµνEAµE
B
ν = f
µνLAµL
B
ν = η
AB , (25)
or equivalently
ηABE
A
µE
B
ν = gµν , (26)
ηABL
A
µL
B
ν = fµν . (27)
We will also need the vectors eA and ℓA, respectively dual to the 1-forms E
A and
LA, that verify
EA(eB) = E
A
µeB
µ = δAB, (28)
LA(ℓB) = L
A
µℓB
µ = δAB. (29)
For future use, we define the (D−n)−forms E∗A1...An (using the notations of Ref. [35])
by 13
E∗A1...An ≡
1
(D − n)!ǫA1...ADE
An+1 ∧ · · · ∧ EAD , (30)
12Our convention is that Greek letters denote space-time indices, while capital Latin letters
denote Lorentz indices that are moved up and down with the canonical Minkowski metric ηAB.
We will, however, also use a particular coordinate system in which the fµν metric just takes
the canonical Minkowski ηµν form and the vierbeins L
A
µ have components δ
A
µ. In that case it
sometimes turns out to be convenient to use the same type of letter to denote Lorentz and space-
time indices - one then has to pay attention at the order of the indices to be able to discriminate
between them.
13Notice that the (D − n)−forms E∗A1...An carry n Lorentz indices and that this definition also
makes sense for n = 0 in which case the form E∗ is just proportional to the volume D-form.
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where ǫA1...AD is the totally antisymmetric tensor verifying ǫ123...D = 1. It then
follows that
EA ∧ E∗A1...An =
n∑
k=1
(−1)n−kδAAkE∗A1...Ak−1Ak+1...An . (31)
Using the vielbeins EA the Einstein-Hilbert action for the dynamical metric gµν
reads
SEH = M
D−2
P
∫
ΩAB ∧ E∗AB, (32)
where
ΩAB ≡ dωAB + ωAC ∧ ωCB , (33)
is the curvature 2-form associated with the spin-connection ωAB. The latter is a one
form taking values in the Lie Algebra of SO(1, 3) (hence it is antisymmetric in its
Lorentz indices A,B) and can be expressed in terms of the vielbein EA assuming
(as we shall do henceforth) the torsion free condition 14
DEA = dEA + ωAB ∧ EB = 0, (34)
where the derivative operator D acting on an arbitrary p-form carrying Lorentz
indices ΠA1...AnB1...Bm is defined by
DΠA1···AnB1···Bm = dΠA1···AnB1···Bm +
p=n∑
p=1
ωApC ∧ ΠA1···Ap−1CAp+1···AnB1···Bm
−
p=m∑
p=1
ωCBp ∧ ΠA1···AnB1···Bp−1CBp+1···Bm .(35)
Using (34), one finds easily the components of the spin connection wABC which are
defined by one of the two equivalent relations
wABC = e
µ
C ωABµ, (36)
ωABµ = E
C
µwABC , (37)
and are given by
wABC =
1
2
(eB
µeC
ν∂µEAν − eCµeBν∂µEAν + eCµeAν∂µEBν
− eAµeCν∂µEBν − eAµeBν∂µECν + eBµeAν∂µECν),
(38)
while the components of the curvature read
WABCD ≡ ΩABµνeCµeDν
= e[C
µ∂µ(w
AB
D]) + w
A
E[Cw
EB
D] − wABGEGνe[Cµ∂µeD]ν . (39)
14We recall that this condition can also be obtained by considering the spin connection as an
independent field, and writing its field equations.
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The curvature satisfies the Bianchi identities
DΩAB ≡ dΩAB + ωAC ∧ ΩCB + ωBC ∧ ΩAC = 0 . (40)
The Einstein tensor has a simple expression in terms of the E∗ABC forms and is given
by the D − 1 form
GA ≡ 1
2
ΩBC ∧ E∗ABC . (41)
Furthermore it obeys Bianchi identities
DGA = 0 , (42)
which involve derivative of the D − 1 form GA, and hence just yield D coordinate-
scalar equations. Additionally, because of the local Lorentz invariance of the Einstein-
Hilbert term, the Einstein tensor decomposed as GA ≡ GABE∗B satisfies
G[AB] = 0, (43)
i.e. GAB is symmetric.
3.2.2 Mass terms and field equations
As discussed above the mass terms of the dRGT theory are expressed in terms of
the (matrix) square root γ of g−1f . Defining the Lorentz tensors eˆA
B (whose indices
are moved up and down with ηAB) as
eˆA
B = eA
µLBµ, (44)
a sufficient condition for this square root to exist is that the vierbeins obey the
condition [21, 36] (see also [34])
eˆAB = eˆBA, (45)
in which case, γ defined as
γµν = e
µ
A L
A
ν (46)
verifies (21). Note that whenever the non dynamical metric fµν is flat, a convenient
choice of vierbein LA can be made by first choosing cooordinates xµ where fµν takes
the canonical form ηµν , i.e.
fµν = ηµν , (47)
and then choosing LA = dxA, i.e. such that (in components)
LAµ = δ
A
µ. (48)
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In that case it is sometimes convenient to label space-time indices and Lorentz
indices with the same set of letters, which we will do using latin capital letters.
When the choice (47)-(48) is made, one has
eˆA
B = eA
B (49)
and the constraint (45) simply reads
eAB = eBA, (50)
stating that the vierbein eAµ can be represented as a symmetric matrix.
On substituting the expression (46) into the mass terms of Eq.(19) it follows that
these can be rewritten in terms of the vierbeins as
M2Pm
2
4∑
n=0
βn
∫
LA1 ∧ · · · ∧ LAn ∧ E∗A1...An , (51)
where we have absorbed irrelevant numerical coefficients n! by redefining the βn.
Also note that using the same substitution (and
√−g = det(EAµ) ≡ E), the action
Sκ of Eq. (24) now reads
Sκ = M
2
P
∫
d4xE
[
R −m2det (κe µA LAν − δµν)] (52)
= M2P
∫
d4x
[
ER −m2det (κLAν − EAν)] . (53)
As a side remark, we note that from action (53) one can extract the kinetic terms
for the extra polarization of a massive graviton in a very simple way i.e. by a simple
shift of the vierbein. As far as we know, this trick has not been noticed before and
differs from Stuckelberg’s. However, since this is not the main subject of this paper,
we discuss it in more detail in appendix A.
Hence, generalizing to D dimensions, one is led to consider theories defined by
the action
S = MD−2P
∫
ΩAB ∧ E∗AB −MD−2P m2
D−1∑
n=0
βn
∫
LA1 ∧ · · · ∧ LAn ∧ E∗A1...An , (54)
where the kinetic Einstein-Hilbert term can easily be generalized to the Gauss-
Bonnet-Lovelock terms in D dimensions.
Varying this action with respect to the forms EA we get the following field
equations in vacuum (see appendix B for a derivation)
GA = tA , (55)
with tA defined by
tA ≡ 1
2
D−1∑
n=0
βnL
A1 ∧ · · · ∧ LAn ∧ E∗AA1...An ≡ tABE∗B , (56)
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and we have set m2 to one for convenience. Using
LA ≡ eˆBAEB, (57)
the coefficients tA
B can be computed to be
tA
B =
1
2
D−1∑
n=0
βneˆB1
A1 . . . eˆBn
AnδBB1...BnAA1...An , (58)
where
δBB1...BnAA1...An ≡ δ
[B
A δ
B1
A1
. . . δ
Bn]
An
, (59)
=
1
(D − n− 1)!ǫ
BB1...BnC1...CD−n−1ǫAA1...AnC1...CD−n−1 . (60)
Note that the above set of theories (54) (with field equations (55)) are perfectly
well defined without imposing the constraint (45). Furthermore we will show that
in some cases, the constraint (45) arises as a consequence of the field equations
15. That this is the case has already been argued in Ref. [28]. However, the
arguments presented in Ref. [28] use a decomposition of a generic vierbein (also
adopted in Ref. [30]) as a product of a Lorentz transform with a symmetric vierbein.
More specifically they assume the validity of the “Minkowski” version of the polar
decomposition, assuming an arbitrary invertible matrix m can always be written as
the product of a Lorentz transform λ with a symmetric matrix s,
m = λs. (61)
However, it can be shown (see e.g. [34]) that this decomposition only holds for a
restricted set of matrices m, so that the arguments presented in [28] are in fact not
fully conclusive. Notice that one has argued that the constraint (45) can be set by a
suitable Lorentz gauge choice [36]. In fact this argument also uses a decomposition
such as (61), and so is not always valid. This will be discussed in detail elsewhere
[34].
Hence, in the following we use action (54) as a starting point, and begin by
dropping the constraint (45). As such, the set of theories (54) just defines some
vielbein theory with a non dynamical vielbein LA and an unconstrainded dynamical
vielbein EA, carrying then, for D = 4, 16 a priori dynamical polarizations.
4 Counting degrees of freedom using vielbeins
In this section, we will successively see how various constraints reduce the number
of physical polarizations of the a priori unconstrained vielbein. We stress that
15Notice that this dynamically enforces the existence of the square root γ, a nice feature of the
vielbein formulation.
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most of our results will be valid for any D space-time dimensions. For D = 4, the
constraints discussed in the following two subsections allow respectively to go from
16 to 10 dynamical components and then from 10 to 6. We will show in the third
subsection below that an extra scalar constraint can be obtained for a subset of
theories.
4.1 Constraints arising from local Lorentz invariance
The constraints arising from local Lorentz invariance are encoded in the symmetry
of GAB (see Eq. (43)) and read, from the field equations (55)
t[AB] = 0 . (62)
There are D(D − 1)/2 independent constraints arising from (62). One therefore
expects those to restrict the number of independent components of the dynamical
vielbein e µB , a priori D×D (i.e. 16 for D = 4 dimensions), to D2 −D(D− 1)/2 =
D(D+1)/2 which is the same number of components as in the metric gµν (i.e. 10 for
D = 4 dimensions). We will even show that in some cases, constraints (62) further
simplify, turning out to be equivalent to the conditions (45).
First, it is easy to see that assuming eˆAB symmetric is sufficient to yield a
symmetric tAB (or equivalently tAB). However, the converse is not true in general.
For example the term proportional to β2 in the right hand side of Eq. (58) yields a
symmetric contribution to tAB when eˆAB is assumed antisymmetric. Of course, Eq.
(45) can always be imposed (if needed) by introducing it by hand in the theory, i.e.
by suitable Lagrange multipliers. As we just stressed, this will be compatible with
field equations.
There are, however, cases in which the equivalence can be established. In par-
ticular when only βD−1 6= 0 (besides possibly β0, since the contribution of the latter
in (58) yields always a symmetric tAB) one has
tA
B ∝ eˆB1A1 . . . eˆBd−1Ad−1δBB1...BD−1AA1...AD−1 = det(L)EˆBA , (63)
where the matrix Eˆ is just the transposed inverse of eˆ and is defined by its coefficients
EˆBA satisfying
ℓA ≡ EˆBAeB. (64)
Notice that with the choices (47)-(48) one has
EˆBA = ℓA
µEBµ = δ
µ
AE
B
µ = E
B
A . (65)
In this case (non vanishing βD−1), the symmetry of tAB implies the symmetry of
EˆAB (because det(L) 6= 0). This automatically implies that eˆAB is also symmetric.
This also happens when only β1 6= 0, in this case one has
tA
B ∝ eˆB1A1δBB1AA1 = tr(eˆ)δBA − eˆAB , (66)
12
which again yields a symmetric eˆAB. For an arbitrary combination of mass terms
with non vanishing βn no definite conclusion can be drawn, however choosing suitable
βn results in the mass term appearing in Eq. (53) and yields (with the choices (47)-
(48))
tA
B ∝ ∂ det(κeˆ− Id)
∂eˆBA
= det(κeˆ− Id)[(κeˆ− Id)−1]BA , (67)
which includes the two previous cases as limiting cases (when κ = 0 and κ→∞).
Notice that whenever we choose the gauge (48), we have eˆAB = eAB and EˆAB =
EAB, and thus the symmetry of the hatted quantities implies the symmetry of the
vielbeins themselves.
4.2 Constraints arising from diffeomorphism invariance
Using the Bianchi identity (42) in the field equations we get that
DtA = 0, (68)
which reads explicitly
DtA = 1
2
D−1∑
n=1
nβnDLA1 ∧ · · · ∧ LAn ∧ E∗AA1...An = 0. (69)
Here, and for the remaining of this subsection and the next one, we choose the gauge
(48) which results in the vanishing of dLA, the above equation becomes
D−1∑
n=1
nβn ω
A1
B ∧ LB ∧ LA2 ∧ · · · ∧ LAn ∧ E∗AA1...An = 0. (70)
On using LAi ≡ eˆBiAi EBi = eBiAi EBi , ωA1B ≡ wA1B C EC and the identity
(deduced from (60))
EB1 ∧ · · · ∧ EBn ∧ E∗A1...An = εδB1...BnA1...An , (71)
where ε denotes the volume D-form E1 ∧E2 ∧ · · · ∧ ED, we can rewrite (70) in the
useful form
D−1∑
n=1
nβn w
A1
B CeB1
BeB2
A2 . . . eBn
AnδCB1...BnAA1...An ε = 0. (72)
Constraints (68) clearly remove another D degrees of freedom. So, in D = 4 di-
mensions we have so far shown that from the 16 components only 16 − 6 − 4 = 6
are left dynamical and one needs one more constraint to have only the sought for 5
dynamical degrees of freedom of a massive graviton. In the following, specializing to
D = 4 dimensions, we will discuss how such a constraint can arise in some specific
cases.
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4.3 Extra scalar constraint
In this section we particularize our discussion to D = 4 dimensions and to the gauge
choice (48). The way we proceed to obtain the extra constraint is very similar to
what was done in the quadratic Fiez-Pauli theory, as explained in section 2, where
the extra constraint is given by Eq. (8). Namely one uses the constraints coming
from the Bianchi identity (68) (cf. Eq. (4)) back into a suitable trace of the field
equations (55) (cf. Eq. (3)), which in our case reads
mA ∧GA = mA ∧ tA, (73)
where mA is a suitable collection of one forms (labelled by the Lorentz index A).
As we will now show, however, things proceed differently depending on the values
of the βn coefficients.
4.3.1 Only β1 6= 0
We first discuss the case in which the only non vanishing coefficient βn is β1 (and
possibly β0 parametrizing then a non vanishing cosmological constant), because this
case is the simplest. Then, we can rewrite the Bianchi identity (72) as (the term
proportional to β0 automatically vanishes)
0 = DtA = 1
2
β1 w
A1
B CeB1
BδCB1AA1 ε
=
1
2
β1 w
B
CBeA
Cε,
(74)
which immediately implies
wBAB = 0, (75)
yielding then
eB
C∂CE
B
A − eBC∂AEBC = 0. (76)
Choosing mA = EA and tracing over the field equations (55) we get
EA ∧GA = EA ∧ tA. (77)
The left hand side of the above equation can be rewritten using (39) and (71) as
EA ∧GA = 1
2
EA ∧ ΩBC ∧ E∗ABC ,
∼ εWBCDE δDEAB ,
∼ εeAµ∂µ(wBAB) , (78)
where the symbol ∼ means that we only write terms containing second order deriva-
tives and omit an overall constant factor. But the constraint (76) tells us that these
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terms vanish, so equation (77) contains only derivatives of order one at most, and
hence represents an additional constraint. This constraint, together with the four
vector constraints (76) can be elegantly rewritten using the following decomposition
of the vierbein (valid only on the “branch” of vierbeins with positive determinants)
EA ≡ eσE¯A (79)
with det(E¯) = 1, which immediately implies
EAB = e
σE¯AB , (80)
eB
A = e−σe¯B
A. (81)
Now the vector constraint (76) becomes
∂Aσ =
1
3
e¯B
C∂[CE¯
B
A] (82)
which, using the fact that the matrix whose matrix elements are the E¯AB has a unit
determinant (which implies that e¯B
C∂AE¯
B
C vanishes) can be rewritten as
∂Aσ =
1
3
e¯B
C∂CE¯
B
A . (83)
Eq. (79) implies on the other hand that
eσwABC = w¯ABC − e¯[Aµ∂µσ ηB]C , (84)
where the coefficients w¯ABC are defined as those, wABC , of ωAB (see Eq.(37)) by
ω¯AB ≡ w¯ABCE¯C . In terms of those coefficients, the vector constraints (76) just read
3e¯A
B∂Bσ = −∂B e¯AB = −w¯BAB. (85)
On the other hand, using (79) and (84) the scalar constraint (77) just reads
− w¯ABCw¯BCA + 1
3
w¯BABw¯
CA
C + 2w¯
AB
C e¯A
H e¯B
G∂HE¯
C
G = 2β0e
2σ +
3
2
β1e
σtr(e¯A
B)
(86)
which shows clearly that beyond the first derivative already constrained by the vector
constraints another independent Lorentz invariant relation between first derivatives
can be obtained.
4.3.2 Only β2 6= 0
The starting point here is the same as above, starting from the vaninshing of DtA,
and using first only the symmetry of tAB which implies
wABCtA
B = 0, (87)
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we can rewrite Eq. (72), as
0 = DtA = β2 wA1B CeB1BeB2A2δCB1B2AA1A2 ε (88)
= β2
(
wBCBeD
CeA
D + wBCDeA
CeB
D
−wBCBeACeDD − wBCDeBCeAD
)
ε (89)
yielding
wBCBeD
CeA
D + wBCDeA
CeB
D − wBCBeACeDD − wBCDeBCeAD = 0 , (90)
which reduces to the simpler form
wBCBeA
C + wBACeB
C − wBABeCC − wBCAeBC = 0. (91)
Due to the form of this equation and to the fact that the left hand side of (55) does
not contain any LA it appears natural to use here mA = LA to trace over the field
equations. Using the same logic (and notation) as before we get that
LA ∧GA ∼ εeAµ∂µ(wBCBeCA + wBACeBC − wBABeCC)
∼ εeAµ∂µ(wBCAeBC). (92)
The right hand side above does not vanish in general, and hence, in this case the
equation LA ∧ GA = LA ∧ tA does not automatically provide the extra constraint
we need. However, if one imposes eAB to be symmetric (which, as we stressed in
4.1, does not contradict field equations), then wBC
AeB
C vanishes (by the same logic
as in Eq. (87)), and hence we obtain an extra constraint similar to the one found
above. However it should be stressed that this constraint has been obtained using
a procedure which differs in its details from the one of 4.3.1: first we had to trace
with a different set of one forms mA and second, we had to impose by hand the
symmetry of eAB.
4.3.3 Other cases
A scalar constraint for an arbitrary combination of terms with non vanishing β0, β1
and β2 can easily be obtained along the previous lines. One just needs to trace over
the field equations with an appropiate combination of LA and EA in order to make
all second derivatives disappear.
However things proceed quite differently whenever β3 is non vanishing. Indeed,
let us now discuss the case in which only β3 differs from zero. First recall that
now there is no need to assume that eAB is symmetric since it appears as a mere
consequence of the field equations. The vector constraints also take a simple form,
indeed we can rewrite (70) as
0 = DtA = 3
2
β3ω
A1
Bµdx
µ ∧ dxB ∧ dxA2 ∧ dxA3ǫAA1A2A3
∝ β3wBACECBε. (93)
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Hence, the vanishing of DtA yields that of wBACECB which we can rewrite in terms
of the vierbeins as
∂A
(
EBB
)− ∂BEBA = 0. (94)
However in this case, it is not possible (as shown in appendix C) to find a collection
of one forms mA such that the equation mA ∧GA = mA ∧ tA provides an additional
constraint in the same way as in the previous cases (at least under some fairly general
hypotheses on mA). Hence this case does not appear as transparent as the others
as far as the existence of the extra constraint is concerned. The same would be true
for an arbitrary linear combination of mass terms where β3 is non vanishing.
4.4 Recovering quadratic Fierz-Pauli theory
It is instructive to show how the constraints of the quadratic Fierz-Pauli theory,
Eqs. (7)-(8) can be recovered from the constraints derived in sections 4.2 and 4.3
by expanding the non linear massive gravity around a flat space-time. This will in
turn allow us to show that the constraints we obtained are independant from each-
other, as they should be. To do so, we first need to make sure that flat space-time is
indeed a solution of massive gravity and provides a suitable background which might
require adding a non vanishing cosmological constant. This addition does however
not change any of the conclusion of the previous sections, as we already stressed.
Let us then look at the linearized limit of the constraints. We expand the dy-
namical vierbein as
EA = dxA + EA(1), (95)
eA = ∂A + e
(1)
A , (96)
where here and henceforth an index (1) denotes a first order perturbation. Writing
the metric perturbation as hµν , which verifies gµν = ηµν + hµν , we have that
E
(1)
(AB) = hAB, (97)
e
(AB)
(1) = −hAB, (98)
EA(1)B = −e(1)B A, (99)
where, because we are working at linear order, Lorentz and space-time indices are
identified. Choosing then LA as in (48), and writing
eˆB
A = δAB + eˆ
(1)
B
A, (100)
we get that
eˆ
(AB)
(1) = e
(AB)
(1) = −hAB . (101)
Now at linear order tA
B reads t
(1)
A
B ∝ Tr(eˆ(1))δBA − eˆ(1)A B , which implies that eˆBA(1)
is symmetric and therefore that
E
(1)
AB =
hAB
2
. (102)
17
In order to be able to write the constraints in terms of hAB we also need the expres-
sion of the connection 1-form. From (38) we get
w
(1)
ABC =
1
2
(∂BhAC − ∂AhBC) . (103)
It is now easy to see that, at linear order, the constraints (72) are just
wB(1)AB =
1
2
(∂Ah
B
B − ∂BhAB) = 0 , (104)
which is nothing but the vector Pauli-Fierz constraint (4).
Let us now examine the additional scalar constraint corresponding to the scalar
Fierz-Pauli constraint (8). To do this we look at the trace (73), where mA is either
EA or LA (or a combination thereof). As we would expect, at the linear level, the
left hand side of Eq.(73) vanishes
mA ∧GA ∝ ∂A(wBA(1) B)ε =
1
2
∂A(∂Ah
B
B − ∂BhAB)ε = 0; (105)
as for the right hand side, if the 1-forms mA are just LA or EA (or any combination
of these) then one has at linear order
mA ∧ tA ∝ tr(eˆ(1))ε = hAAε, (106)
which yields hAA = 0, as expected.
5 Conclusions
In this paper we have analyzed a vielbein formulation of a family of ghost free mas-
sive gravity theories obtained from the de Rham-Gabadaze-Tolley metric theories.
Summarizing here only our results forD = 4 dimensions and a non dynamical metric
fµν which is flat, this family is a three parameter set of theories characterized by an
arbitrary combination of three mass terms (51) each proportional to a constant βn,
n = 1, 2, 3, in addition to a possibly non vanishing cosmological constant Λ (which is
also given by a similar term proportional to β0). In the vierbein formulation, start-
ing from an arbitrary vierbein (hence with a priori 16 free polarizations) we showed
that the constraints associated with local Lorentz invariance (encoded in the sym-
metry of the energy momentum tensor) and those (vector constraints) associated
with the Bianchi identities generally reduce the number of physical polarizations
to 6. We then studied the three cases in which all but one among β1, β2 and β3
vanish. In the first case (only β1 6= 0), we began by showing that the field equations
impose the vierbein to be symmetric; and then, we showed how an extra scalar con-
straint (a scalar combination of the field equations only containing first derivative)
can be obtained, analogous to the tracelessness of the graviton field in the standard
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(quadratic) Fierz-Pauli theory. This is obtained by taking into account the vector
constraints as well as a suitable trace over the field equations. This extra constraint
further reduces the number of propagating degrees of freedom in agreement with
results obtained using the full Hamitonian analysis of the theory [22, 23, 24, 25].
In the second case (only β2 non vanishing) a similar constraint can be obtained,
with however the following two important differences: firstly one has to impose the
symmetry of the vierbein which is not garanteed anymore by the field equations,
secondly one uses a different trace. In the last case (only β3 non vanishing), we were
able to show that, even though the field equations do impose the symmetry of the
vierbein, the previously followed procedure to obtain a scalar constraint does not
work. The same would hence be true for an arbitrary combination of the three mass
terms as soon as β3 does not vanish, however a scalar constraint can be obtained for
such a combination and a vanishing β3. Let us stress that is it quite remarkable and
non trivial that such a scalar constraint can be obtained at all in some fairly general
cases. However, the puzzling difference between cases does not by itself invalidate
the results of [22, 23, 24, 25] which are claimed to be valid for an arbitrary theory
in the dRGT family (even though it might also open a way to reconciliate the con-
tradictory claims which have been made in the literature about the Boulware Deser
ghost). Indeed, it might just be that the extra constraint cannot be written in the
most general case as a simple space-time scalar equation involving only first deriva-
tives (which is a stronger requirement than the existence of an extra constraint on a
subset of propagating degrees of freedom). This requires more work and could also
be checked by a proper Hamitonian analysis of the vierbein formulation.
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A A simple way of extracting propagating de-
grees of freedom with vierbeins
Our starting point here is the subset of theories with actions (in vacuum) given by
Sκ of Eq. (53). It is well known that the Einstein Hilbert piece of this action can
simply be rewritten as a term quadratic in the first derivatives of the vierbeins, such
that the Sκ action is also given by
Sκ = M
2
P
∫
d4x
[
E GABµνλρEAµ,νEBλ,ρ −m2det
(
κLAν −EAν
)]
(107)
where GABµνλρ is a (mixed: space-time and Lorentz) tensor containing vierbeins
EA (and their inverse) but not their derivatives. Hence, when one considers a fixed
background vierbein LA, one can redefine the dynamical vierbein to be
E˜Aµ = E
A
µ − κLAµ, (108)
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so that the above action becomes
Sκ = M
2
P
∫
d4x
[
E˜ G˜ABµνλρE˜Aµ,νE˜Bλ,ρ −m2det
(
E˜Aν
)]
+ Smix (109)
where Smix involves a mixing between derivatives of E˜
A and LA (as well as a term
containing only derivatives of LA), and G˜ABµνλρ is obtained from GABµνλρ by replac-
ing EA with E˜A. When LA = dxA, Smix is simply given by
Smix = M
2
P
∫
d4xE˜K˜ABµνλρE˜Aµ,νE˜Bλ,ρ (110)
where K˜ABµνλρ depends on EA and LA but not on their derivatives. Notice now
that the first two terms in (109) are invariant under diffeomorphisms (the mass
term has been replaced by a cosmological constant), and that the term (110) can
just be interpreted as a modification to the kinetic term of the massless graviton, in
particular it explicitly depends on the background vierbein LA. As such (together
with the first term in (109) it encodes for the kinetic terms of the extra propagating
polarization of the massive graviton.
B Field equations in the vielbein formulation
We vary the action (54) with respect to the vielbein EA. Note that for simplicity
we have set MP = m
2 = 1. This yields
δS =
∫
δΩAB∧E∗AB+
∫
ΩAB∧δE∗AB−
D−1∑
n=0
βn
∫
LA1∧· · ·∧LAn ∧δE∗A1...An . (111)
Using that δE∗A1...An = (−1)nδEA ∧ E∗AA1...An the last term can be rewritten as
∫
δEA ∧
D−1∑
n=0
βnL
A1 ∧ . . . LAn ∧ E∗AA1...An = 2
∫
δEA ∧ tA . (112)
The same method shows that the second term reads∫
δEA ∧ ΩBC ∧ E∗ABC = 2
∫
δEA ∧GA . (113)
Thus the only potential complications arise from the first term. Let us look at it
more closely. Using the definition of the curvature 2-form as well as an integration
by parts we can rewrite it∫
δωAB ∧ dE∗AB +
∫
δωAC ∧ ωCB ∧ E∗AB +
∫
ωAC ∧ δωCB ∧ E∗AB . (114)
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Using the following straightforward consequence of the torsion-free condition
DE∗A1...An = dE∗A1...An −
n∑
k=1
ωBAk ∧ E∗A1...Ak−1BAk ...An = 0, (115)
we see that
dE∗AB = dE
C ∧ E∗ABC = −ωCD ∧ ED ∧ E∗ABC = ωCA ∧ E∗CB + ωCB ∧ E∗AC (116)
and the expression (114) becomes∫
δωAB ∧ ωCA ∧ E∗CB +
∫
δωAB ∧ ωCB ∧ E∗AC
+
∫
δωAC ∧ ωCB ∧ E∗AB +
∫
ωAC ∧ δωCB ∧ E∗AB ,
(117)
which is clearly equal to zero. Therefore we have proven that
δS = 2
∫
δEA ∧ (GA − tA) , (118)
which naturally implies the field equations (55).
C On the case β3 6= 0
We show here that when β3 is the only non-vanishing β (cf. subsection 4.3.3)
there is no family of one forms mA which are polynomial in EA and LA such that
mA∧GA = mA∧tA provides an additional constraint in the sense discussed above, i.e.
such that mA ∧GA does not contain second order derivatives. Using mA ≡ mABEB
and the ∼ notation introduced earlier we have, for an arbitrary collection of one
forms mA
mA ∧GA = 1
2
mA ∧ ΩBC ∧ E∗ABC
=
1
2
mADW
BC
EFE
D ∧ EE ∧ EF ∧ E∗ABC
=
1
2
mADW
BC
EF δ
DEF
ABC ε
∼ mAD e[Eµ∂µ(wBCF ])δDEFABC ε
∼ eDµ∂µ(mAEwBCF )δDEFABC ε
∼ eAµ∂µ(mABwBCC +mBCwACB −mCCwABB)ε .
(119)
We show then that it is not possible to find mA (provided it is only built from LA
and EA) such that the term in factor of β3ε in Eq.(93) can be written as the term in
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the parentheses above. More specifically, we prove that there do not exist invertible
matrices M = (mAB)1≤A,B≤d and S = (sAB)1≤A,B≤d such that for all EAB
sACw
BC
DE
D
B = m
A
Bw
BC
C +m
B
Cw
AC
B −mCCwABB. (120)
Indeed, let us first rewrite the above equation in the more convenient way
(sACE
D
B −mABδDC +mDBδAC −mEEδACδDB)wBCD = 0, (121)
and notice that we can treat wBCD as an indeterminate (this because one can vary
the derivatives of the EA without varying the EA or the eA). The first subtlety that
we have to take into account is that wBCD is antisymmetric in its first two indices.
A second subtlety arises as a consequence of the symmetry of eAB or equivalently
of its inverse. Indeed in this case wBCD acquires a new symmetry which reads
w[B|CD|E
C
EE
D
F ] = 0 (this relation is just a consequence of the differentiation of
ηABE
A ∧ dxB = 0). Therefore the identification reads
sA[CE
D
B]−mA [BδDC]+mD [BδAC]−mEEδA[CδDB] = ηG[BηC]HΛAKǫKEFGEHEEDF ,
(122)
where ΛAB is an arbitrary rank two tensor which is a function of the E
A
B. Taking
two traces over the indices A, B and C, D simultaneously and introducing the
matrix E ≡ (EAB)1≤A,B≤d we get
tr(M) = 1
6
(tr(S)tr(E)− tr(ES)) . (123)
Now, taking only one trace first over the indices A, B and then over C, D, and
plugging in the above result we get
M = 1
2
(ES − Etr(S)) + 1
6
(tr(S)tr(E)− tr(SE))I − 1
2
X
=
1
2
(SE − Str(E)) + 1
6
(tr(S)tr(E)− tr(SE))I ,
(124)
where X is the matrix whose matrix elements are the
ηG[AηC]HΛ
A
Kǫ
KEFGEHEE
D
F = ΛGKǫ
KEFGECEE
D
F − ηGCΛHKǫKEFGEHEEDF .
(125)
But since the ΛAB are functions of the E
A
B then necessarily the terms ΛGK and
EHEΛHK must be symmetric in their free indices. Thus the right hand side of Eq.
(125) must be identically zero which shows that we may disregard the additional X
term in (124) and obtain
SE − Str(E) = ES − Etr(S) . (126)
The only S which verifies this relation whatever the E is S = αE . This gives us an
associated matrix M and it suffices to verify that this combination does not work
in order to complete the proof.
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