Abstract. In this article, we consider the dryland vegetation model proposed by Gilad et al [6, 7] . This model consists of three nonlinear parabolic partial differential equations, one of which is degenerate parabolic of the family of the porous media equation [3, 7] , and we prove the existence of its weak solutions. Our approach based on the classical Galerkin methods combines and makes use of techniques, parabolic regularization, truncation, maximum principle, compactness. We observe in this way various properties and regularity results of the solutions.
1.
Introduction. An outstanding problem in current ecological research is understanding and predicting desertification phenomena. Desertification is generally defined as a sudden and irreversible decrease in biological productivity induced by climate changes and human-related disturbances [9, 11] . Deep insight into the mechanisms and the precursors of desertification, and means of restoring degraded regions, can be obtained and devised by studying the dynamics of patchy vegetation in water-limited systems. Until recently, most studies of vegetation patchiness have been empirical. Such studies are generally limited by their short duration and therefore have limited capacity to explore asymptotic behaviors. Controlled laboratory experiments are also confined to small areas, while field experiments, which span larger areas, suffer from uncontrolled environmental conditions, such as rainfall and temperature. A complementary approach that circumvents these limitations is mathematical modeling. Mathematical models also provide powerful tools for studying various scenarios of ecosystem behavior and for simulating management practices.
The modeling approach, however, has its own limitations. Perhaps, the most severe one is the oversimplification it entails in describing the complex reality. Ecological processes generally occur across different spatial scales, levels of organization, and trophic levels. Capturing aspects of this complexity is essential for studying emergent properties, such as vegetation pattern formation and community structure, but is costly in terms of model simplicity and model analysis. A basic requirement, that should not to be sacrificed for simplicity, is that the information that is put into the model is at shorter scales and lower organization levels than the information that is extracted from the model. This can be achieved, for example, by model terms that describe processes operating at small, patch-level scales, such as various biomass-water feedbacks, and solving the model equations on large, landscape-level scales at which symmetry breaking instabilities leading to vegetation pattern formation can be identified.
Several models of this kind have been proposed recently [2] . We choose to study here the Gilad et al. model [6, 7] , which, unlike other models, captures the non-local water uptake by the plants' roots, and the augmentation of the root zones as the plants grow. These effects play crucial roles in vegetation pattern formation and in the associate redistribution of the water resource which strongly affects community structure [4, 8, 13, 12] . All model studies, however, have heavily been based on numerical investigations [5] , with analytical studies being restricted to uniform solutions and their stability properties [7] . These investigations have provided strong indications for the existence of physically sensible solutions, albeit in a diminishingly small volume of the high-dimensional parameter space, but a rigorous proof for the existence of such solutions in a large volume of parameter space is not available yet.
In this paper, we prove the existence of a solution for the Gilad et al. model in arbitrary space dimension. This model is composed of three coupled nonlinear parabolic integro-differential equations. Whereas the two first equations are uniformly parabolic, the last one is degenerate parabolic.
An essential tool is given by a modified problem whose solution (b, w, h) is such that if 0 ≤ b ≤ 1, w ≥ 0, and 0 ≤ h ≤ N , then (b, w, h) is a solution of the original problem. Adding an extra parameter ε > 0 in the diffusion coefficient yields a sequence of uniformly parabolic approximate problems, which we in turn approximate by means of the Galerkin method. We first perform a priori estimates for the Galerkin approximation, and obtain a convergence result, which shows the existence of a solution (b ε , w ε , h ε ) of the uniformly parabolic approximation of the modified problem; it then follows from maximum principle arguments that 0 ≤ b ε ≤ 1, w ε ≥ 0, and 0 ≤ h ε ≤ N , so that (b ε , w ε , h ε ) satisfies as well the uniformly parabolic approximation of the original problem. Further a priori estimates and compactness arguments permit to prove the existence of a solution of the original problem.
This article is organized as follows. In Section 2 we describe the model that we consider. In Section 3 we introduce and study the first modified system. In EXISTENCE THEOREM DRYLAND MODEL 3 Section 4 we implement the maximum principle and then introduce and study the second modified system. Finally in Section 5 we pass to the limit in the parameter ε appearing in the second modified problem, and we obtain and state the main result of existence of solution for our problem.
2.
A model for a plant population. Let b denote the above-ground biomass per unit area of ground surface, w the amount of soil-water available to the plant per unit area of ground surface, and h the height of a thin layer of surface water above ground level. Then, Gilad et al. model for a plant population [6, 7] , written in non-dimensional form, reads: For x ∈ Ω and t > 0,
Here, G b describes the biomass growth rate and G w the rate of soil-water uptake by the plants. Both rates are affected by the spatial extent of the plants' roots through a kernel function g b . The explicit forms of G b , G w and g b are:
where ν, γ, η > 0; I b represents the infiltration rate of surface water into the ground and is given by
where α, q > 0 and c > 1 is determined by the infiltration property of the soil; p is the precipitation rate and L b , the evaporation rate of soil water, is defined by
Here ρ > 0 represents the degree to which the evaporation rate δ b ∆b represents the dispersal of seeds and δ w ∆w represents the transport of soil-water in a nonsaturated soil. We refer the reader to Refs. [7, 8] for more details about the model and the various feedbacks it captures. We equip (1) with the Dirichlet boundary condition b(x, t) = w(x, t) = h(x, t) = 0 for all t > 0 and x ∈ ∂Ω ,
and with the initial condition
where (b 0 , w 0 h 0 ) are given functions defined on Ω such that b 0 , w 0 ∈ L 2 (Ω) and h 0 ∈ L ∞ (Ω) and that 0 ≤ b 0 ≤ 1, w 0 ≥ 0 and h 0 ≥ 0.
Our goal is to prove the existence of weak solutions of (1), as stated in the Theorem 2.1 below which constitutes our main result. Then, there exists a weak solution (1), satisfying the boundary conditions (5) and the initial conditions (6) . Furthermore,
and, for almost every x ∈ Ω and t ∈ [0, T ],
where M w and M h are some positive constants independent of x and t, defined below.
3. The modified system. To prove the existence of a solution for (1), let us first modify the system as follows. For a fixed N > 1 and 0 < ε < 1, we consider
for x ∈ Ω and t > 0, wherẽ
and, for s ∈ R:
and we assume that p, q, L, α, η, δ b , δ w and δ h are all positive constants and c ≥ 1 [6, 7] . We consider the above problem (9)- (11) with the boundary conditions (5) and the initial conditions (6).
Let V = (H 1 0 (Ω)) 3 be equipped with the inner product ((·, ·)) and the norm · defined as follows; given u = (u 1 , u 2 , u 3 ) and
Let H = (L 2 (Ω)) 3 be equipped with the inner product (·, ·) and the norm |·| defined as follows; given u = (u 1 , u 2 , u 3 ) and
3.2. Weak formulation of the modified system. With the notations above, the weak formulation of the (N, ε)-modified system can be written as follows; Find
for all φ = (φ b , φ w , φ h ) ∈ V, and satisfy the initial conditions:
Galerkin approximation. Let us take the Galerkin basis {φ
where each of φ b , φ w , φ h is zero or an eigenvector of the Laplacian with Dirichlet boundary condition. That is,
We know that the w j and hence, the φ b , φ w , φ h are smooth functions when Ω is smooth. We recall also that the w j are orthonormal in L 2 (Ω) and orthogonal in
so that the φ j are also orthonormal in L 2 (Ω) 3 and orthogonal in
Here we have written −∆φ j = Λ j φ j , where the Λ j are the same as the λ j (in increasing order), with the necessary repetitions. Define for each m = 1, 2, 3, ..., 
for each k = 1, 2, 3, ..., m and
Here we have set Remark 3. Using the notation introduced above, we can infer that
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From (22) and (23), remembering the orthogonality of the function φ,
for each k = 1, 2, 3, ..., m. This is a system of m nonlinear differential equations with m unknowns, U
Hence, it follows from Cauchy Theorem for ODEs that there exists T
3.4. A priori estimates. To avoid cumbersome notations, we will drop the superscripts (N, ) from the proof of existence. We multiply (23) by U k,m (t) and add for k = 1, ..., m. Then, we obtain
Observations:
2. By considering the three cases, b < 0, b > 1, and 0 < b < 1, we see that
3. 4. Using the observation 3, we see that
where
6.
Now, combining the above observations with (28) leads to, after dropping the appropriate terms,
where we have set K 1 = 2c 1 (ν, Ω) + 2c 2 (p, Ω) and K 2 = 1 + α. From (35), we have derived the following a priori estimates.
Applying Gronwall's Inequality, we obtain that for each t ∈ [0, T ],
Notice that the last quantity in the above inequality is independent of m and t and also of N and ε. Thus, letting
we conclude that
That is,
which implies
where Also, from (42),
and so,
Furthermore, writing
in (42), we obtain that
3.5. Application of compactness theorems. First, we recall Aubin's Compactness Theorem [1] and an extented version given in [10, Chapter 3, Section 2] which will be used in later sections.
Theorem 3.1. (Aubin's Compactness Theorem) Let X 0 , X, X 1 be three Banach spaces such that
where the injections are continuous, X 0 and X 1 are both reflexive, and the injection X 0 → X is compact.
Let T > 0 be a fixed finite number, and let 1 < α 0 , α 1 < ∞, and let
Then, Y is a Banach space when it is equipped with the norm |v| Y = |v| L α 0 (0,T ;X0) + |v | L α 1 (0,T ;X1) . Furthermore, the injection of Y into L α0 (0, T ; X) is compact.
If X 1 is a Hilbert space, then the same conclusion is valid for α 1 ≥ 1; [10, Chapter 3, Section 2].
In view of applying this theorem, we now are to obtain an estimate on dUm dt . Let us recall that φ k is a smooth function which vanishes on ∂Ω and so does U m . We can then rewrite the Galerkin equation (23) as follows; given N > 1 and ε > 0, for each m ≥ 1, we have 
and
We conclude from (52) that
where P m : H → H is the orthogonal projection onto V m . Since for each t ∈ (0, T ), U m (t) ∈ V m , we see that
and so, (55) implies that
Observe the followings:
implying
So, we have 
remains in a bounded set of L q (0, T ; H −2 (Ω)) for any q, 1 ≤ q ≤ ∞. 7. Also, as in the case of −∆b m and −∆w m ,
remains in a bounded set of L 2 (0, T ; H −1 (Ω)) and so, in a bounded set of L 2 (0, T ; H −2 (Ω)).
In conclusion, as m → ∞,
Then, {U m } ∞ m=1 remains in a bounded set of Y.
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Finally, the a priori estimates obtained earlier and an application of Aubin's compactness theorem allow us to conclude that, given N > 1 and 0 < ε < 1, there exists a subsequence U m and
3.6. Passage to the limit as m → ∞. We continue to fix N > 1 and 0 < ε < 1, and pass to the limit as m → ∞. Let ψ be a
We multiply (52) by ψ and integrate over [0, T ]. Then, after integrating by parts the first term, we obtain
The passage to the limit in (67) is easy for all terms involving U m linearly; By using the weak convergence in (65), we obtain at the limit the same terms with U m replaced by
for m ≥ k.
We are left then with the term involving U m nonlinearly throughL bm ,g bm ,G bm , G wm ,Ĩ bm and σ N terms. These terms are denoted by L 1m , ..., L 6m , which we make them explicit below, and pass to the limit in these terms.
The functionsg bm are bounded in absolute value by (2π) −1 and converge a.e. tõ g b ; thus, for a.e. x ∈ Ω and for each q, 1 ≤ q < ∞;
The reasoning is the same forĨ bm which is bounded by α in absolute value;
for every q, 1 ≤ q < ∞. We now pass to the limit in the terms L 1m , ..., L 6m .
converges to
Proof. We write L 2m − L 2 = I 2m + I 2m , with
The weak convergence of h m to h in L 2 (0, T ; H 1 0 (Ω)) gives us that I 2m → 0 as m → ∞. For the convergence of I 2m , observe the followings;
by (44) or (45), where we have set c := sup ψ(t)∇φ
For the terms L 1m and L 3m , . . . , L 5m , the proof is similar:
We then obtain
for any k = 1, 2, . . .. By linear continuation, the above equation is valid when φ k is replaced by an arbitrary φ ∈ V r for any r and finally it is valid for any φ ∈ V since ∪ ∞ r=1 V r is dense in V and each term in (76) depends on continuously on φ = φ k , for the topology of V. Now writing the above equation with ψ ∈ D(0, T ), we find that (15), the weak formulation of (9), holds in the scalar distribution sense.
There remains to show (16), that is, U(x, 0) = U 0 (x). We classically multiply (15) by ψ, integrate in t, integrate by parts the first term. By comparing the equation that we then obtain with (76), we conclude that, for every φ ∈ V and for every ψ of the indicated type,
Hence, (16) is proven.
4.
The maximum principle:The second modified system. Since we were able to successfully pass to the limit as m → ∞, what we now have is as follows. For fixed N > 1 and 0 < ε < 1; we have proven the existence of ,ε) and σ N are respectively defined by the equations similar to those given in (10) . Also, U (N,ε) satisfies the boundary conditions (5) and the initial conditions (6) . Now, we will show, using the maximum principle, that
for some constants M w , M h > 0 independent of N and ε. ∂t b
Since
, we find
or equivalently,
Since the second and third terms are both positive, this implies that we must have
implying that |b
But since b 0 ≥ 0 on Ω, its negative part (b 0 ) − (x) = 0 for each x ∈ Ω and so, it follows from (84) that |b
Next, we multiply (78) 1 by (1 − b (N,ε) ) − and integrate over Ω. Using
we obtain 1 2
Notice that the second, third and fourth terms in the above equations are all positive and so, we must have 1 2
which implies that
The last equality follows from the condition that b 0 (x) ≤ 1 on Ω. Hence, (1 − b (N,ε) ) − (x, t) = 0 for each t ∈ [0, T ] and a.e. x ∈ Ω, showing that 
Since the second and third terms in the left hand side are both positive, we have
and so, |h
is a decreasing function of t. It follows that for each t ∈ [0, T ],
Thus, we have
implying that
Next we show that there exists a constant M h > 0 such that h (N,ε) ≤ M h , we begin by multiplying (78) 3 by (h (N,ε) − M h ) + (M h is to be determined) and then integrate over Ω:
Choose M h such that
Then, thanks to (85) and (90),
for any N > 1 and ε > 0, and so,
It now follows that the last three terms in the left hand side of (97) are all positive and so, it must be that
is a decreasing function of t, giving us that
with M h as in (98).
4.3. Soil-water equation. We multiply (78) 2 by w (N,ε) − and integrate over Ω, to obtain
or equivalently
Since the last three terms in the above inequality are all positive, it follows that 1 2
is a decreasing function of t. In particular, for each t ∈ [0, T ],
But, since we have assumed that w 0 (x) ≥ 0 for x ∈ Ω, (w 0 ) − = 0 and so, |w 
To finally complete the maximum principle for U (N,ε) , it remains to prove L ∞ -estimate for w. To begin we multiply (78) 2 by (w (N,ε) − M w ) + where the value of M w is to be determined later, and then integrate over Ω. Noticing that w 
5.1. A priori estimates. Multiply the system (113) by U ε = (b ε , w ε , h ε ) and integrate over Ω. We then obtain 1 2 
The usual analysis based on the above inequality gives us that, as ε → 0, U ε remains in a bounded set of L ∞ (0, T ; H), 
Next, we obtain an L 2 (0, T ; H 1 0 (Ω))-estimate of h ε . We begin by multiplying (113) 3 by τ ε (h ε ) := log(ε + h ε ) − log ε and then integrate the resulting equation over Ω. We then find
The first integral term can be rewritten as
(ε + h ε ) log(ε + h ε ) − (ε + h ε ) log ε − h ε dx and; thanks to τ ε (h ε )| ∂Ω = 0, the second integral term becomes,
The last integral in the left hand side is positive and, finally, the integral in the right hand side of (119) is bounded from above by p log(1 + M h )|Ω|. Thus, it follows that
