An analog-based ensemble model output statistics (EMOS) is proposed to improve EMOS for the calibration of ensemble forecasts. Given a set of analog predictors and corresponding weights, which are optimized with a brute-force continuous ranked probability score (CRPS) minimization, forecasts similar to a current ensemble forecast (i.e., analogs) are searched. The best analogs and the corresponding observations form the training dataset for estimating the EMOS coefficients. To test the new approach for renewable energy applications, wind speed measurements at 100-m height from six measurement towers and wind ensemble forecasts at 100-m height from the European Centre for Medium-Range Weather Forecasts (ECMWF) Ensemble Prediction System (EPS) are used. The analog-based EMOS is compared against EMOS, an adaptive and recursive wind vector calibration (AUV), and an analog ensemble applied to ECMWF EPS. It is shown that the analog-based EMOS outperforms EMOS, AUV, and the analog ensemble at all measurement sites in terms of CRPS and Brier score for common and rare events. The CRPS improvements relative to EMOS reach up to 11% and are statistically significant at almost all sites. The reliability of the analog-based EMOS ensemble for rare events is better compared to EMOS and AUV and is similar compared to the analog ensemble.
Introduction
One goal of ensemble forecasting is the quantification of flow-dependent forecast uncertainties. Ensemble forecasts directly taken as output from model-based ensemble prediction systems (EPSs) require postprocessing (calibration) to remove systematic errors and to increase both their reliability and statistical consistency. A variety of methods have recently been developed for the statistical calibration of ensemble forecasts Raftery et al. 2005; Hamill and Whitaker 2006; Pinson 2012; Alessandrini et al. 2013, among others) .
To perform well, each method requires appropriate training data consisting of past forecasts and measurements. Pinson (2012) developed a recursive and adaptive wind vector calibration (AUV) in which only the last forecast-measurement pair is used to update the model coefficients, while the weight of training data from previous model updates exponentially decreases. Hamill and Whitaker (2006) proposed an analog-based approach where the N closest forecasts (analogs) to a current model-based ensemble forecast are searched over a training period and where analyses that correspond to the forecast analogs constitute an analog ensemble. Gneiting et al. (2005) suggested the use of rolling training periods including the N previous days of forecasts and measurements, to estimate the model coefficients of the ensemble model output statistics [EMOS; also see Raftery et al. (2005) ].
This study proposes an analog-based EMOS in which the model coefficients are estimated from a subset of the training data, which are the N closest analogs to a current ensemble forecast and their corresponding measurements. The choice of an analog is determined by a metric given an optimized combination of predictors. The analog-based EMOS is tested using ensemble forecasts from the European Centre for Medium-Range Weather Forecasts (ECMWF) EPS and 100-m wind measurements from six towers, a quantity important for the prediction of wind power. The analog-based EMOS is compared against EMOS, AUV, and the analog ensemble, where all postprocessing methods are applied to the raw ECMWF EPS.
Data
The forecasts from the global ECMWF EPS consist of 50 perturbed predictions and 1 unperturbed control forecast. The current horizontal resolution of ECMWF EPS is T639 (since 26 January 2010), which corresponds to about ;30-km horizontal grid increments. The nearest grid point to the geographical coordinate of each measurement tower is used. Note that both bilinear interpolation and the nearest gridpoint approach result in a similar forecast skill for the tower sites considered in this study (not shown). The 3-hourly wind forecasts at 100-m height are taken from the run initialized at 0000 UTC up to lead time of 120 h from February 2010 to June 2014. Data from February 2010 to June 2012 are used as a training period, and from July 2012 to June 2014 as a 2-yr test period.
The 100-m wind measurements, which are available at a temporal interval of 10 min, are from the onshore towers Cabauw, Netherlands (51.9708N, 4.9268E); Falkenberg (52.1678N, 14.1228E), Karlsruhe (49.0938N, 8.4268E) , and Hamburg (53.5198N, 10.1038E), Germany, and the offshore Research Platforms Fino2 (55.0048N, 13.1548E) and Fino3 (55.1958N, 7.1588E) . The measurements at Hamburg are influenced by upwind urban and industrial areas, and at Karlsruhe by the surrounding mountains and a nearby forest. The Falkenberg tower is in an area with mixed farmland and forest. The Cabauw tower is in flat terrain. We refer to Junk et al. (2014) for more details on the tower measurements.
Methods

a. Verification methods
The continuous ranked probability score (CRPS) is a proper scoring rule to verify the performance of probabilistic predictions; we follow Eq. (21) from Gneiting and Raftery (2007) to calculate the CRPS values. The Brier score [BS; Brier (1950); Eq. (8.36 ) from Wilks (2011) ] is used as a scoring rule to verify ensemble forecasts at single-event thresholds (50th and 95th percentile). To evaluate reliability and sharpness, we present reliability diagrams (Wilks 2011) . The observed percentiles are calculated separately for each station, month, and time of day, following the approach proposed by Eckel and Delle Monache (2015, manuscript submitted to Mon. Wea. Rev.). The statistical significance of the scoring rules is assessed with bootstrap resampling (Efron 1979; Bröcker and Smith 2007; Pinson et al. 2010 ).
b. EMOS
The EMOS regression model was introduced by Gneiting et al. (2005) and extended by Thorarinsdottir and Gneiting (2010) 
where y 2 R 1 denotes the measurement. The coefficients are estimated for each lead time separately with rolling training periods taking into account only the previous N forecast-measurement pairs. We tested the sensitivity to the length of the training period and found that N 5 80 yields overall the lowest CRPS and BS values over the training period (not shown). A synthetic ensemble of realizations is recovered by sampling equidistant quantiles from the cumulative distribution function at levels m/(M 1 1) for m 5 1, . . . , M .
c. Analog ensemble
An analog ensemble can be estimated using a set of M past verifying measurements that correspond to the M past forecasts (analogs), which are most similar to a current forecast. While Hamill and Whitaker (2006) used the analog ensemble as a technique to calibrate an existing ensemble forecast, Delle Monache et al. (2013b) proposed the analog ensemble as a mean to generate an ensemble forecast from a purely deterministic forecast. Here we use the former approach where the analog ensemble is applied as a way to calibrate an existing ensemble (i.e., the measurements corresponding to each ensemble forecast analog constitute the analog ensemble). To determine the quality of an analog at each location and forecast lead time, we adopt the multivariate metric by Delle Monache et al. (2011 Monache et al. ( , 2013b 
. (2) The variable F t is the current forecast valid at future time t and A t 0 is an analog forecast with the same forecast lead time but valid at a time t 0 before F t was issued; F i,t1j and A i,t 0 1j are the values of the current and past forecast, respectively, of the predictor i within a time window. The time window is given by 2t and accounts for the similarity of a temporal trend between a past and current forecast. The variable P is the number of predictors used in the analog search and w i the weight assigned to each predictor. Each predictor (such as ensemble mean wind speed or direction) is normalized with its standard deviation s i over the training period of past forecasts. Circular meteorological variables such as wind direction are treated with circular statistics (Jammalamadaka and Sengupta 2001) .
To find the optimal weights w i , we consider a recent study by Junk et al. (2015) who proposed a brute-force predictor-weighting strategy based on CRPS minimization. In contrast to Delle Monache et al. (2013b) and Junk et al. (2015) , however, the predictors are from an existing ensemble forecast rather than from a deterministic forecast. We minimize the CRPS over all possible predictor combinations for all lead times together given the weight restrictions å P i51 w i 5 100% and w i 2 f0, 5, 10, . . . , 100g%. We use the following predictors at 100-m height: ensemble mean wind direction, ensemble mean wind speed, and the variance of the wind speed ensemble. The minimization of the predictor weights [i.e., w i in Eq. (2)] is carried out over the training period, testing the 227 possible predictor combinations (see optimized predictor weights in Table 1 ). For a given ensemble forecast in the training period, the analogs are searched over the entire training period.
The optimization is based on finding M 5 20 analogs (i.e., 20 ensemble members) because we found that this choice yields the lowest CRPS and BS values (not shown). More precisely, the CRPS and BS values considerably increase with 15 members or less, while 20-25 members result in a comparable forecast accuracy. The analog ensemble skill is slightly decreasing when more than 25 analogs are taken into account. Future studies might even consider using a variable number of analogs to improve the analog ensemble skill (e.g., by empirically finding a metric cutoff value for selecting the number of members). See Delle Monache et al. (2013a) for a preliminary attempt in that direction. In this study, however, a fixed number of analogs are used. To generate the 20-member analog ensemble for the test period, all data prior to a current ensemble forecast generation date are available for finding analogs.
d. Analog-based EMOS
The EMOS model as proposed by Gneiting et al. (2005) and Thorarinsdottir and Gneiting (2010) estimates the model coefficients based on rolling training periods. We propose a new approach for the selection of training data by searching for N analogs to a current ensemble forecast with the metric shown in Eq. (2), a set of predictors, and their optimized weights. The optimized weight w i in Eq. (2) for each predictor is found with the predictor-weighting strategy (see section 3c). Thus, the training forecasts are selected to be like the current forecast with presumably similar error characteristics. However, a disadvantage of the new approach could be that significant changes in the EPS configuration might result in forecast analogs with different error characteristics compared to the current forecast [i.e., the new approach requires a frozen EPS configuration to maximize its performance; Hamill and Whitaker (2006) ].
For a given lead time, the N analogs and corresponding measurements form the training dataset for estimating the coefficients. Since the quality of an analog is given by the distance value computed by the metric in Eq. (2), the training data are also weighted with the inverse of this distance. We found that N 5 60 days leads to the overall lowest CRPS and BS values over the training (not shown). This means that the analog-based EMOS technique requires more analogs compared to the 20-member analog ensemble. A likely reason for this result is that a lower number of pairs of forecasts 
(analogs) and measurements increases the statistical variability in the estimation of the coefficients with the analog-based EMOS. The N 5 60 days also indicate that the analog-based EMOS requires fewer training days for estimating the coefficients compared to EMOS with N 5 80 (see section 3b).
e. AUV
A comparison of calibration methods using ECMWF EPS 100-m wind forecasts indicated that the bivariate AUV calibration proposed by Pinson (2012) outperforms other methods such as EMOS at almost all towers (Junk et al. 2014) . For this reason, we benchmark the analog-based EMOS not only against EMOS and the analog ensemble but also against AUV.
The AUV calibration recursively estimates the wind components via bivariate bias correction and univariate variance correction along each wind component in a bivariate normal framework. While EMOS minimizes an objective function based on the CRPS, AUV minimizes an objective function in a recursive maximum likelihood framework. To update the AUV coefficients only the last forecast and measurement is used. Exponential forgetting of past forecast-measurement pairs ensures that the coefficients smoothly adapt to changing conditions. The forgetting factor l 2 (0, 1) [see Eq. (11) from Pinson (2012) ], which controls the speed of adaptivity in the AUV model, is chosen to be 0.980 as larger l values lead to higher CRPS values over the training (not shown). We refer to Pinson (2012) for more details on AUV.
Results
As mentioned in the previous section, the estimation of EMOS coefficients from previous N forecasts and measurements might have the disadvantage that the forecast error distribution over the N forecastmeasurement pairs may include information that is not relevant for calibrating the current forecast (Fig. 1, left) . Thus, the aim of the analog-based EMOS is to select training forecasts (analogs) in the neighborhood of the current forecast with presumably similar error characteristics (Fig. 1, right) .
To understand how the analog-based EMOS approach works compared to EMOS, the distribution of the estimates of the EMOS coefficients is analyzed in Fig. 2 . Under the ideal assumption that analogs are in perfect agreement with the current forecast (infinite training length, a frozen model, and stationary climate), the ensemble mean x and variance S 2 in Eq.
(1) would be merely constant regressors, which makes both regressors obsolete in the linear regression [i.e., the coefficients b and d should be set to zero in the minimization step in Eq. (1) EMOS, which is confirmed by Fig. 2 , although the distributions of b and a are wider for the analog-based EMOS.
The analog-based EMOS significantly improves the CRPS at almost all sites (Fig. 3) . At Hamburg and Karlsruhe, the CRPS decreases by up to 11% compared to EMOS. The analog-based EMOS also outperforms AUV and the analog ensemble at all sites. The Brier score values at the 50th-percentile (common event) and 95th-percentile (rare event) threshold lead to similar results (Fig. 4) . Only for rare events at Fino2, AUV has a higher skill than the analog-based EMOS. However, the statistical significance of the results is lower for rare events because the confidence intervals are considerably wider. Note that a portion of the lower probabilistic skill of the 20-member analog ensemble in terms of the CRPS and BS might be attributed to the lower ensemble size compared to the 51-member analog-based EMOS (Ferro et al. 2008 ).
The analog-based EMOS is more reliable for rare events than AUV and EMOS, which produce too large forecast probabilities compared to the conditional observed frequencies (Fig. 5) . The analog ensemble and analog-based EMOS have overall similar reliabilities. Reliability diagrams are not shown for the common events since all methods yield forecasts with similar reliabilities and sharpness. We also compared the methods in terms of their statistical consistency with rank histograms and binned-spread/skill diagrams. However, we do not present these results because all methods produced statistically consistent ensemble forecasts.
As explained in section 3d, the key component of the analog-based EMOS is the search for past forecast analogs given a set of predictors and their weights optimized over the training period. The ensemble mean wind speed predictor dominates the combination at all sites except at Karlsruhe and Hamburg where wind direction is equally important (Table 1) , which may be explained by the stronger wind-direction dependency of ECMWF EPS forecast errors at these sites (not shown).
To show that the skill of the analog-based EMOS strongly depends on the optimized predictor combination, we ran the analog-based EMOS with the ensemble mean wind speed as the only predictor. The CRPS improvements relative to EMOS are close to zero (Fig. 3, black line), which emphasizes the importance of finding the optimal weights of each predictor [also see Junk et al. (2015) ]. Thus, a key component of the analogbased EMOS is that information from additional predictors such as wind direction can be considered for building the training data. The additional weighting of the training data with the inverse distance of the analog metric improves the analog-based EMOS only marginally (not shown).
Discussion and conclusions
An analog-based ensemble model output statistics (EMOS) has been proposed to improve the EMOS by an analog-based selection of training data. To calibrate an ensemble forecast, forecast analogs in the past are searched with a multivariate metric, given an optimized predictor combination, which is found by CRPS minimization with a predictor-weighting strategy (Junk et al. 2015) . To test the analog-based EMOS for wind energy applications, ensemble forecasts from the ECMWF EPS and wind measurements from six towers in central Europe were used. The analog-based EMOS was compared to EMOS Thorarinsdottir and Gneiting 2010) , the analog ensemble (Hamill and Whitaker 2006) , and a recursive and adaptive wind vector calibration (AUV; Pinson 2012) where all the postprocessing methods were FIG. 3 . Continuous ranked probability skill score (CRPSS) (%) relative to the EMOS ensemble of the 20-member analog ensemble (Analog), the AUV-calibrated ensemble (AUV), the analog-based EMOS with the optimized predictor weights (AN-EMOS), and with the 100-m ensemble mean wind speed as only predictor (AN-EMOS-100WS). The CRPSS is presented at each measurement tower for lead times up to 120 h over the test period. The same plot but calculated over all forecast lead times is shown to the right of each figure. The 95% bootstrap confidence intervals are indicated by the errors bars.
applied to the raw ECMWF EPS. The analog-based EMOS outperforms EMOS, the analog ensemble, and AUV in terms of CRPS (with improvements up to 11% with respect to EMOS) and Brier score values for common and rare events. The analog-based EMOS and the analog ensemble are more reliable than EMOS and AUV for rare events.
The skill of the analog-based EMOS strongly depends on optimizing the predictor weights. For future studies, the optimization of the predictor combination could be carried out with additional predictors such as temperature and pressure to possibly improve the skill of the analog-based EMOS. Furthermore, the analogbased EMOS could be compared to the analog ensemble based on only one deterministic model estimate rather than an existing ensemble forecast (Delle Monache et al. 2013b) .
We have proposed the analog-based selection for building the training data to generate wind speed predictions with EMOS. This approach could also be applied to EMOS based on a mixture of models as proposed by Lerch and Thorarinsdottir (2013) and Baran and Lerch (2015) , or to other methods such as Bayesian model averaging or logistic regression (Wilks 2009 ). Furthermore, the present study tested the analog-based EMOS only for wind speed at six measurement towers. To generalize the results, more measurement sites should be evaluated and possibly other meteorological variables should be considered. FIG. 4 . Brier skill score (BSS) (%) relative to the EMOS ensemble for wind speeds larger than the (top) 50th and (bottom) 95th percentile threshold of the 20-member analog ensemble (Analog), the AUV-calibrated ensemble (AUV), and the analog-based EMOS ensemble (AN-EMOS) at each measurement tower at 100-m height for 3-120-h lead times over the test period. The boxes indicate 50% and the whiskers indicate 95% bootstrap confidence intervals. The thick black line within the boxes is the median of the bootstrap.
FIG. 5. Reliability diagram and sharpness histogram at the 95th percentile threshold at each measurement tower for 3-120-h lead times over the test period. Each sharpness histogram displays the relative frequency of events in each forecast probability bin. The vertical ranges represent consistency bars that have been calculated with a quantile function for a binomial distribution.
