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Introduction aux topos des espaces connectifs.
Morita-e´quivalences avec les espaces topologiques
et les ensembles ordonne´s dans le cas fini.
Ste´phane Dugowson ∗
4 mars 2018
Re´sume´. Ce texte comporte deux parties. Dans la premie`re, nous rappelons
et de´taillons la de´finition du topos de Grothendieck d’un espace connectif et des
faisceaux sur un tel espace [5]. Dans la seconde, nous donnons la preuve du fait
que tout espace connectif fini est Morita-e´quivalent a` un espace topologique fini,
et re´ciproquement (nous avions pre´sente´ cette preuve dans plusieurs se´minaires
[6, 7, 8], mais nous n’en avions pas encore partage´ la re´daction).
Mots cle´s. Topos de Grothendieck. Espaces connectifs finis. Espaces to-
pologiques finis. E´quivalence de Morita.
Abstract. Toposes of connectivity spaces. Morita equivalences with
topological spaces and partially ordered sets in the finite case —
This paper has two parts. First, we recall and detail the definition of the Gro-
thendieck topos of a connectivity space, that is the topos of sheaves on such a
space [5]. In the second part, we prove that every finite connectivity space is
Morita-equivalent to a finite topological space, and vice versa (we have given
this proof in several seminars [6, 7, 8], but we haven’t yet shared this in writing).
Key words. Grothendieck Topos. Finite connectivity spaces. Finite topo-
logical spaces. Morita equivalence.
MSC 2010 : 18B25, 54A05.
1 Topos associe´ a` un espace connectif
Dans cette section, nous reprenons et de´taillons la de´finition du topos associe´
a` un espace connectif donne´e dans [5].
∗s.dugowson@gmail.com
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1.1 Rappels et pre´cisions sur les espaces connectifs
Pour l’essentiel, nous reprenons ici les notations et les de´finitions relatives
aux espaces connectifs telles qu’elles figurent dans [3], les diffe´rences ou les ajouts
e´tant pre´cise´s ci-apre`s au fur et a` mesure. En particulier :
— une structure connective sur un ensemble de points X est un ensemble de
parties de X dites connexes (pour cette structure) tel que toute famille
de parties connexes d’intersection non vide a une union qui est connexe 1,
— une structure connective est dite inte`gre lorsque les singletons de X sont
connexes,
— pour tout ensemble X , on note CncX le treillis complet (pour l’inclu-
sion) des structures connectives sur X ; si K et L sont deux structures
connectives sur X telles que K ⊂ L, on dit que K est plus fine que L.
1.1.1 Les structures connectives vues comme petites cate´gories
En tant qu’ensemble ordonne´ par l’inclusion, la structure connective K =
(K,⊂) d’un espace connectif (X,K) s’identifie a` une petite cate´gorie. Le cas
e´che´ant, nous de´signerons par
Ð→
K l’ensemble des fle`ches de la cate´gorie K, au-
trement dit l’ensemble des inclusions (B ⊂ A) entre parties de X connexes pour
la structure K.
1.1.2 Structure connective induite sur une partie
Pour toute partie connexe A ∈ K d’un espace connectif (X,K), rappelons
que la structure connective induite sur A par K, que nous noterons K∣A, est
la structure la moins fine sur A qui fasse de l’injection canonique A ↪ X un
morphisme connectif, et qu’elle est donne´e par
K∣A = K ∩PA.
1.1.3 Structure connective engendre´e par un ensemble de parties
E´tant donne´ A ⊂ PX un ensemble de parties d’un ensemble X , on notera
[A] — plutoˆt que [A]0, comme c’e´tait le cas dans [3] — la structure connective
sur X engendre´e par A. C’est la structure connective la plus fine sur X qui
contienne A.
En section § 1.3, pour e´tablir la cohe´rence de la de´finition d’une topologie
de Grothendieck sur une structure connective donne´e, nous aurons besoin de la
proposition 1 ci-dessous selon laquelle lorsqu’un connexe contenu dans B ⊂ X
est engendre´ par des parties de X , il est en fait engendre´ par celles de ces parties
qui sont elles-meˆmes incluses dans B, ce qui est tout-a`-fait intuitif.
Proposition 1. Pour tout ensemble de parties C ⊂ PX et toute partie B ⊂ X
d’un ensemble X, on a
[C ∩PB] = [C] ∩PB,
autrement dit [C ∩PB] = [C]∣B .
De´monstration. Notons NB = PX ∖PB, et commenc¸ons par prouver le lemme
suivant :
1. Si X est non vide, cela implique que la partie vide est connexe, mais pour simplifier on
suppose la partie vide toujours connexe, meˆme lorsque X = ∅.
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Lemme 2. Pour tout L ∈ CncB, on a L ∪NB ∈ CncX et (L ∪NB)∣B = L.
Preuve du lemme 2. Pour toute famille (Ai)i∈I de parties Ai ∈ L∪NB ⊂X telle
que ⋂i∈I Ai ≠ ∅ on a
— soit Ai ∈ L pour tout i ∈ I, et dans ce cas ⋃i∈I Ai ∈ L ⊂ L ∪NB,
— soit Ai ∈ NB pour au moins un i ∈ I, et dans ce cas ⋃i∈I Ai ∈ NB ⊂
L ∪NB,
et donc L∪NB est bien une structure connective sur X . On a alors trivialement
(L ∪NB)∣B = {C ∈ L ∪NB,C ⊂ B} = L.
Soit maintenant C ⊂ PX et B ⊂ X . Puisque PB est une structure connec-
tive sur X , on a [PB] = PB et l’inclusion [C ∩ PB] ⊂ [C] ∩ PB en de´coule
imme´diatement. Prouvons l’inclusion inverse. On a C = (C ∩ PB) ∪ (C ∩NB),
d’ou` C ⊂ (C ∩ PB) ∪NB ⊂ [C ∩ PB] ∪NB d’ou`, d’apre`s le lemme 2 applique´
a` L = [C ∩ PB], [C] ⊂ [C ∩ PB] ∪NB, d’ou` l’on de´duit finalement l’inclusion
annonce´e.
Remarque 1. La structure connective inte`gre engendre´e par C — autrement dit
la structure connective inte`gre la plus fine contenant C — est note´e [C]1, et
on a [C]1 = [C] ∪ (⋃x∈X{{x}}). On de´duit imme´diatement de la proposition 1
ci-dessus que pour tout C ⊂ PX et tout B ⊂X ,
[C ∩PB]1 ∩PB = [C]1 ∩PB.
1.1.4 Connexes irre´ductibles
Rappelons qu’une partie connexe A ∈ K de X est dite irre´ductible si et seule-
ment si A ∉ [K ∖ {A}]. Remarquons que le fait, dans cette de´finition, de faire
appel a` l’engendrement de structures connectives non ne´cessairement inte`gres
fait que, lorsqu’ils sont connexes, les points 2 sont irre´ductibles. Par contre, la
partie vide de X n’est jamais irre´ductible.
On notera Irr(X,K) l’ensemble des connexes irre´ductibles de l’espace (X,K).
1.2 Cribles dans une structure connective
La cate´gorie K = (K,⊂) e´tant un ensemble ordonne´, un crible σ dans cette
cate´gorie pourra s’e´crire
σ = (σ˙,A),
ou`
— A ∈ K, codomaine commun des fle`ches (B ⊂ A) ∈ σ, sera appele´ la cible
ou le codomaine du crible σ, et pourra eˆtre note´ A = cod(σ),
— σ˙ ⊂ K∣A, que nous appellerons le domaine du crible, que nous de´signerons
par σ˙ = dom(σ) et dont les e´le´ments seront simplement appele´s les
e´le´ments du crible, devra ve´rifier
∀B ∈ σ˙,K ∩PB ⊂ σ˙.
On notera SVK l’ensemble des cribles dans K et, pour tout connexe A ∈ K,
SVK(A) — ou simplement SV(A) s’il n’y a pas d’ambigu¨ıte´ — l’ensemble des
cribles sur A dans la cate´gorie K.
2. C’est-a`-dire les singletons de X.
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Remarque 2. La cate´gorie SVK des cribles dans K est elle-meˆme un ensemble
ordonne´, une fle`che ϕ ∶ β = (β˙,B) → α = (α˙,A) exprimant, si elle a lieu, l’inclu-
sion β ⊂ α de´finie par les deux conditions B ⊂ A et β˙ ⊂ α˙.
Remarque 3. Il est important de distinguer, pour un connexe A ∈ K, le crible
vide (∅,A), qui n’a pas d’e´le´ment, du crible non vide minimal, ({∅},A), qui a
un unique e´le´ment, a` savoir la partie vide de X , qui est toujours connexe. Cette
remarque vaut en particulier pour la partie vide A = ∅, qui est donc la cible de
deux cribles distincts.
Pour tout connexe A ∈ K, le crible maximal sur A dans K, que nous noterons
msvK(A) est
msvK(A) = (K ∩PA,A) = (K∣A,A).
La proposition suivante de´coule imme´diatement de la de´finition d’un crible.
Proposition 3. Pour tout crible σ sur A dans K, on a l’e´quivalence
σ =msvK(A)⇔ A ∈ σ˙.
1.2.1 Image re´ciproque d’un crible
E´tant donne´ σ = (σ˙,A) ∈ CrK(A) un crible sur A ∈ K, et B ∈ K un
connexe quelconque inclus dans A, la de´finition cate´gorique ge´ne´rale de l’image
re´ciproque par une fle`che d’un crible de meˆme cible que cette fle`che s’e´crit ici
ϕ∗(σ) = (σ˙ ∩PB,B),
ou` ϕ = (B ⊂ A) ∈
Ð→
K est la fle`che de la cate´gorie K exprimant l’inclusion A ⊂ B.
La formule ci-dessus justifie que ϕ∗(σ) soit e´galement note´ σ∣B et appele´ la
restriction de σ a` B ⊂ A, de sorte que σ∣B = (σ˙ ∩ PB,B) ou encore, posant
σ˙∣B = σ˙ ∩PB
σ∣B = (σ˙∣B,B).
Remarque 4. Pour tout crible σ sur A dans K, et pour tout B ⊂ A, on a
trivialement l’e´quivalence suivante, qui ge´ne´ralise la proposition 3 :
σ∣B =msvK(B)⇔ B ∈ σ˙.
1.3 Cribles couvrants, topologie de Grothendieck sur K
1.3.1 De´finition des cribles couvrants
Pour tout connexe A ∈ K, on pose
J(X,K)(A) = J(A) = {σ ∈ SV(A), [σ˙] ⊃ dom(msvK(A))},
ou`, rappelons-le, [σ˙] de´signe la structure connective non ne´cessairement inte`gre
engendre´e par l’ensemble σ˙ ⊂ K. De fac¸on e´quivalente, on a
J(A) = {σ ∈ SV(A), [σ˙] = K∣A}.
Anticipant le the´ore`me 5 donne´ ci-dessous en section § 1.3.4 qui justifiera
re´ellement cette terminologie, les e´le´ments de J(A) seront de`s a` pre´sent appele´s
les cribles couvrants A, ou les cribles qui recouvrent A.
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1.3.2 Cas des connexes irre´ductibles
Proposition 4. Un connexe K ∈ K est irre´ductible si et seulement si J(K) est
un singleton, seul le crible maximal e´tant alors couvrant :
K ∈ Irr(X,K) ⇔ J(K) = {msvK(K)}.
De´monstration. Si K est irre´ductible, seul un crible dont le domaine contient
K peut engendrer K lui-meˆme, ce qui caracte´rise le crible maximal sur K. Et
re´ciproquement, si J(K) ne contient que le crible maximal, alors en particulier
le crible (msvK(K) ∖ {K},K) n’est pas couvrant, ce qui implique que K ∉
[msvK(K) ∖ {K}], autrement dit que K est irre´ductible.
Par exemple, la partie vide ∅ ⊂ X n’e´tant pas irre´ductible, les deux cribles
sur ∅ sont ne´cessairement couvrants.
1.3.3 Exemples (et un contre-exemple) de cribles couvrants
Exemple 1 (Un espace fini d’ordre 2). On prend surX = {a, b, c, d, e} la structure
connective
K = {∅,{a},{b},{c},{d},{e},{a, b},{b, c, d},{a, b, c, d},X}.
Tous les J(K) sont re´duits au crible maximal sur K, a` l’exception du vide ∅ et
de {a, b, c, d} qui est e´galement couvert par le crible
{∅,{a},{b},{c},{d},{a, b},{b, c, d}}.
Exemple 2 (Un crible couvrant la droite re´elle). Soit KR la structure connective
usuelle sur R, c’est-a`-dire l’ensemble des intervalles. Pour tout intervalle I et
tout ǫ > 0, l’ensemble des sous-intervalles de I de longueur < ǫ est un crible
couvrant.
Exemple 3 (Contre-exemple). Contrairement a` ce qui se passe pour les cribles
couvrants un ouvert dans une topologie, il ne suffit pas, pour qu’un crible
σ ∈ CrK(A) soit couvrant que l’union des B ∈ σ˙ soit e´gale a` A. Par exemple,
conside´rons un ensemble de cinq points X = {x1, x2, x3, x4, x5} muni de la struc-
ture connective inte`gre K engendre´e par {x1, x2, x3}, {x2, x3, x4} et {x3, x4, x5}.
Le crible σ sur le connexe X ∈ K donne´ par
σ˙ = {∅,{x1},{x2},{x3},{x4},{x5},{x1, x2, x3},{x3, x4, x5}}
ve´rifie X ∈ [σ˙], mais n’est pas couvrant pour autant puisque par exemple
{x2, x3, x4} ∉ [σ˙].
1.3.4 Site et topos associe´s a` un espace connectif
The´ore`me 5. L’application J = J(X,K) constitue une topologie de Grothendieck
sur la cate´gorie K.
De´monstration. Nous devons ve´rifier que, pour tout connexe A ∈ K,
1. le crible maximal sur A est couvrant,
2. pour tout connexe B ⊂ A et tout σ ∈ J(A), on a σ∣B ∈ J(B),
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3. pour tout µ ∈ SVK(A), s’il existe σ ∈ J(A) tel que pour tout B ∈ σ˙ on ait
µ∣B ∈ J(B), alors µ ∈ J(A).
Par de´finition de J(A), la premie`re de ces trois proprie´te´ est trivialement sa-
tisfaite. Pour ve´rifier la seconde, donnons-nous une partie connexe B ⊂ A et un
crible couvrant σ ∈ J(A). On a, d’apre`s la proposition 1
[dom(σ∣B)] = [σ˙ ∩PB] = [σ˙] ∩PB,
mais puisque σ ∈ J(A), on a [σ˙] = K∣A, d’ou` [dom(σ∣B)] = K∣B , autrement dit
σ∣B ∈ J(B). Ve´rifions enfin la troisie`me proprie´te´. Soit donc µ ∈ SVK(A) tel
qu’il existe σ ∈ J(A) tel que pour tout B ∈ σ˙ on ait µ∣B ∈ J(B). Par hypothe`se,
on a donc [σ˙] ⊃ K∣A et, pour tout B ∈ σ˙, [µ˙] ⊃ [µ˙ ∩PB] ⊃ K∣B ∋ B, d’ou` [µ˙] ⊃ σ˙
de sorte que [µ˙] ⊃ [σ˙] ⊃ K∣A, autrement dit µ ∈ J(A).
De´finition 1 (Topos associe´ a` un espace connectif). E´tant donne´ (X,K) un
espace connectif, on appelle site associe´ a` cet espace le site (K, J), ou` pour tout
A ∈ K l’ensemble de cribles J(A) ⊂ SVK(A) est de´fini par
J(A) = {σ ∈ SVK(A), [σ˙] = K∣A}.
Le topos T G(X,K) = Sh(X,K) associe´ a` l’espace connectif (X,K) est le topos
des faisceaux d’ensembles sur le site (K, J).
1.4 Faisceaux sur un espace connectif (X,K)
Dans cette section, nous regardons comment la de´finition ge´ne´rale d’un fais-
ceau sur un site se de´cline dans le cas particulier du site de´fini par un espace
connectif.
1.4.1 ≪ Foncteurs contravariants ≫, pre´faisceaux sur K
Remarque 5. En ge´ne´ral, l’expression en toutes lettres ≪ F est un foncteur
contravariant de C dans E ≫ signifie que F est un foncteur (covariant) F ∶Cop →
E, de sorte qu’un tel foncteur peut de fac¸on e´quivalente eˆtre de´signe´ comme
≪ foncteur contravariant F ∶Cop → E ≫ ou comme ≪ foncteur F ∶Cop → E ≫.
Un pre´faisceau (d’ensembles) F sur un espace connectif (X,K) est un fonc-
teur contravariant F ∶ Kop → Ens, autrement dit c’est un foncteur (K,⊃) → Ens.
1.4.2 Limite projective d’un pre´faisceau sur un ensemble de connexes
E´tant donne´ (X,K) un espace connectif, F ∶ Kop → Ens un pre´faisceau
et A˙ ⊂ K un ensemble de K-connexes, on appelle limite projective de F sur
A˙, ou encore, de´signant par A = (A˙,⊂) la sous-cate´gorie pleine de K de´finie
par A˙, limite projective de F sur A et l’on note lim←AF ou lim←B∈AFB la
re´alisation habituelle de la limite projective du diagramme d’ensembles de´finie
par le foncteur covariant F sur la cate´gorie Aop, a` savoir
lim
←ÐA
F = lim
←ÐB∈A
FB = {(fB)B∈A˙ ∈ ∏
B∈A˙
FB,∀(B1 ⊃ C,B2 ⊃ C) ∈
ÐÐ→
Aop, fB1 ∣C = fB2 ∣C}
ou` le re´sultat ρBC(fB) de l’application de restriction ρBC = F (B ⊃ C) a` un
e´le´ment fB ∈ FB est note´e selon l’usage habituel fB ∣C .
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Remarque 6. De`s lors que la notion de produit d’une famille d’ensembles est
conside´re´e comme de´finie sans ambigu¨ıte´, la de´finition ci-dessus est elle-meˆme
de´pourvue d’ambigu¨ıte´. En particulier, on suppose que le singleton de´fini par
produit de la famille vide d’ensemble est connu, et l’on notera ∗ son unique
e´le´ment.
1.4.3 Limite projective d’un pre´faisceau sur un crible de connexes
(X,K) de´signant toujours un espace connectif et F ∶ Kop → Ens un pre´faisceau,
e´tant donne´ A ∈ K et σ = (σ˙,A) ∈ CrK(A), on appelle limite projective de F sur
σ, et l’on note lim←σF ou lim←σ˙F ou lim←(B⊂A)∈σFB ou encore lim←B∈σ˙FB la
limite projective de F sur l’ensemble A˙ = σ˙.
1.4.4 Relation ≪ FA ≃ lim←σF ≫
(X,K) de´signant toujours un espace connectif et F ∶ Kop → Ens un pre´faisceau,
A ∈ K un connexe et σ un crible sur A, on e´crit FA ≃ lim←σF pour exprimer
pre´cise´ment le fait suivant : l’application
θ ∶ FA→ lim
← σ
F
de´finie pour tout fA ∈ FA par θ(f) = (fA∣B)B∈σ˙ est une bijection. De fac¸on
e´quivalente, on a donc FA ≃ lim←σF si et seulement s’il existe une application
λ ∶ lim
← σ
F → FA
re´ciproque de θ, autrement une application λ qui ≪ recolle ≫ toute famille ≪ cohe´rente≫
(fB)B∈σ˙ ∈ lim←σF en un unique e´le´ment f = λ((fB)B∈σ˙) ∈ FA tel que fB = f∣B
pour tout B ∈ σ˙.
1.4.5 Faisceaux sur (X,K)
Un faisceau F ∈ Sh(X,K) est un pre´faisceau F ∶ Kop → Ens tel pour tout
connexe A ∈ K et tout crible couvrant σ ∈ J(A), on a FA ≃ lim←σF .
Proposition 6. Pour tout faisceau F ∈ Sh(X,K), on a F (∅) = {∗}, ou` ∗ est
l’unique e´le´ment du produit de la famille vide d’ensemble (voir la remarque 6
ci-dessus).
De´monstration. C’est une conse´quence imme´diate du fait que ∅ ∈ K admet
comme crible couvrant le crible vide.
1.4.6 Remarque : J est sous-canonique
La topologie de Grothendieck J sur (K,⊂) associe´e a` un espace connectif
(X,K) est sous-canonique, ce qui signifie que tout pre´faisceau repre´sentable est
un faisceau. En effet, pour tout connexe C ∈ K, conside´rons le pre´faisceau FC
de´fini pour tout connexe A ∈ K par FC(A) = {∗} si A ⊂ C et FC(A) = ∅ si
A /⊂ C. Dans le premier cas, on a F (A) = lim←σ F pour tout crible σ sur A, et
en particulier pour tout crible couvrant, puisque B ∈ σ˙ ⇒ B ⊂ C. Dans le cas
ou` A /⊂ C, si σ ∈ J(A) alors il y a un B ∈ σ˙ tel que B /⊂ C — si ce n’e´tait pas le
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cas, on aurait σ˙ ⊂ PC, d’ou` A ∈ [σ˙] ⊂ PC, ce qui est absurde — de sorte que
F (B) = ∅ et F (A) = lim←σ F .
Par contre, en ge´ne´ral, J n’est pas la topologie canonique sur l’ensemble
ordonne´ (K,⊂). Par exemple, dans l’ensemble ordonne´ K = {∅,{x1},{x2},X}
des connexes de l’espace constitue´ de deux points connexes connecte´s 3, le maxi-
mum X = {x1, x2} est irre´ductible de sorte que seul le crible maximal couvre X ,
tandis que ce meˆme ensemble ordonne´, pouvant eˆtre vu comme celui des ouverts
d’un espace topologique constitue´ de deux points ouverts, a pour topologie ca-
nonique celle de l’espace topologique en question pour laquelle X est couvert
par {∅,{x1},{x2}}.
1.5 Exemples de topos d’espaces connectifs finis
Exemple 4 (topos vide). Nous appellerons topos vide le topos associe´ a` l’espace
connectif vide, d’ensemble de pointsX = ∅ et de structure connective le singleton
K = {∅}. On a J(∅) = {∅,{∅}}. Un faisceau F sur l’espace vide doit ve´rifier
F (∅) = lim∅, la limite projective de la famille vide d’ensemble, de sorte que
F (∅) = {∗}. Il y a donc un seul faisceau sur le vide, identifie´ au singleton {∗}
dont l’identite´ est donc le seul morphisme. Le topos T G(∅,{∅}) est ainsi le topos
de´ge´ne´re´, re´duit a` la cate´gorie 1.
Exemple 5 (Un point non connexe). Le topos de l’espace connectif constitue´
d’un seul point non connexe est le topos vide.
Exemple 6 (Un point connexe). Le topos de l’espace connectif constitue´ d’un
seul point connexe est e´quivalent au topos des ensembles.
Exemple 7 (Deux points non connexes connecte´s). L’espace connectif constitue´
de deux points non connexes connecte´s est trivialement Morita-e´quivalent a` un
seul point connexe.
Exemple 8 (Un point connexe et un point non connexe connecte´s). L’espace
connectif constitue´ de deux points connecte´s dont l’un est connexe et l’autre
non posse`de deux connexes irre´ductibles emboˆıte´s, de sorte que son topos de
Grothendieck est le topos des applications.
Exemple 9 (Deux points connexes connecte´s). X = {x1, x2},K = {∅,{x1},{x2},X}.
A` part la partie vide, tous les connexes sont irre´ductibles. En particulier, le crible
σ sur X de´fini par σ˙ = {∅,{x1},{x2}} ne couvre pas X , seul le crible maximal
sur X le couvrant. Les faisceaux sur cet espace sont les couples d’applications
de meˆme domaine, de la forme (A
f1→ B1,A
f2→ B2).
Exemple 10 (Topos borrome´en). X = {x1, x2, x3} etK = {∅,{x1},{x2},{x3},X}.
Les faisceaux sur l’espace borrome´en sont les triplets d’applications de meˆme
domaine, de la forme (A
f1
→ B1,A
f2
→ B2,A
f3
→ B3).
2 Morita e´quivalences entre espaces connectifs
finis et espaces topologiques finis
Conforme´ment a` la notion toposique de Morita-e´quivalence, s’ils ont des
topos e´quivalents, deux espaces connectifs, ou encore un espace topologique et
3. Voir l’exemple 9 page 8.
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un espace connectif, etc., seront dit Morita-e´quivalents. Nous e´crirons A ∼M B
pour exprimer que les objets mathe´matiques A et B sont Morita-e´quivalents,
autrement dit qu’ils de´terminent des sites qui, s’ils sont encore note´s A et B,
ve´rifient Sh(A) ≃ Sh(B).
Proposition 7. Pour tout espace connectif fini, il existe a` iso pre`s un unique
espace topologique fini sobre qui lui soit Morita-e´quivalent.
Nous donnons en appendice (section 3.1) une courte preuve de la proposition
7 ci-dessus, preuve qui s’appuie sur des the´ore`mes connus mais qui pre´sente
l’inconve´nient de ne pas pre´ciser comment, concre`tement, obtenir un espace
topologique Morita-e´quivalent a` un espace connectif fini donne´.
Les conside´rations qui suivent donnent au contraire un proce´de´ explicite de
construction d’un tel espace topologique, et montrent e´galement comment asso-
cier a` tout espace topologique un espace connectif qui lui est Morita-e´quivalent.
Ces e´quivalences sont e´tablies via les ensembles ordonne´s, le topos d’un ensemble
ordonne´ e´tant le topos de ses pre´faisceaux (autrement dit, un ensemble ordonne´
de´finit un site en prenant pour topologie de Grothendieck la topologie triviale,
pour laquelle l’unique crible couvrant un e´le´ment donne´ quelconque est le crible
maximal).
Plus pre´cise´ment, notant FCnc la cate´gorie des espaces connectifs finis,
FPos celle des ensembles (partiellement) ordonne´s finis et FTop celle des es-
paces topologiques finis, on se propose dans les sections suivantes de de´finir
quatre applications
G ∶ ∣FCnc∣→ ∣FPos∣,
Z ∶ ∣FPos∣→ ∣FCnc∣,
H ∶ ∣FTop∣→ ∣FPos∣,
E ∶ ∣FPos∣→ ∣FTop∣
dont nous montrerons qu’elles ve´rifient les proprie´te´s suivantes :
— pour tout espace connectif fini (X,K), on a
(X,K) ∼M G(X,K) ∈ ∣FPos∣,
— tout espace topologique fini (E,T ), on a
(E,T ) ∼M H(E,T ) ∈ ∣FPos∣,
— pour tout ensemble partiellement ordonne´ fini (A,≤), on a
(A,≤) ∼M Z(A,≤) ∈ ∣FCnc∣
et
(A,≤) ∼M E(A,≤) ∈ ∣FTop∣.
Il est parfaitement possible d’e´tablir ces e´quivalences en explicitant les mor-
phismes ge´ome´triques correspondants entre les topos de faisceaux concerne´s. A`
titre indicatif, je reproduis en appendice (section 3.2) une telle ve´rification pour
l’e´quivalence (X,K) ∼M G(X,K) ∈ ∣FPos∣. Mais comme me l’a fait remarquer
Olivia Caramello, que je remercie ici pour cette observation, ces e´quivalences
de´coulent imme´diatement du lemme de comparaison de Grothendieck, que nous
commencerons donc par rappeler dans la section suivante.
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2.1 Lemme de comparaison de Grothendieck
Rappelons que, un site (C, J) e´tant donne´, le lemme de comparaison de
Grothendieck 4 s’applique en particulier au cas d’une sous-cate´gorie pleine D de
C dont les objets recouvrent ceux de C — on dit que D est J-dense — au sens
ou`, selon la formulation de ce lemme donne´e par Olivia Caramello dans [2] :
pour tout objet c ∈ C˙, le crible sur c engendre´ par les fle`ches de la forme d → c
avec d ∈D couvre c.
Lorsque cette condition est satisfaite, on a l’e´quivalence
Sh(C, J) ≃ Sh(D, J∣D),
ou` J∣D est la topologie de Grothendieck induite sur D par J , c’est-a`-dire celle
pour laquelle les cribles couvrants d ∈ D˙ sont ceux qui engendrent dans C des
cribles couvrant d ∈ C˙.
2.2 Application G telle que (X,K) ∼M G(X,K) ∈ ∣FPos∣
On sait 5 que les connexes irre´ductibles d’un espace connectif fini engendrent
sa structure 6. Par de´finition des cribles couvrants sur un connexe, on en de´duit
que les cribles couvrant un connexe A ∈ K d’un espace connectif fini sont exac-
tement ceux qui contiennent tous les irre´ductibles inclus dans A.
Un espace connectif fini quelconque (non ne´cessairement inte`gre) (X,K)
e´tant donne´, notons (G,≤) l’ensemble ordonne´ par l’inclusion des parties connexes
irre´ductibles 7 :
(G,≤) = (Irr(X,K),⊂).
L’e´quivalence annonce´e Sh(X,K) ≃ (̂G,≤) re´sulte alors imme´diatement du
lemme de comparaison de Grothendieck. En effet, la condition de densite´ est
trivialement satisfaite avec C = (K,⊂) muni de la topologie J = J(X,K) et
D = (Irr(X,K),⊂), puisqu’elle revient pre´cise´ment a` dire que, pour toute partie
connexe C ∈ K, le crible sur C engendre´e par les parties connexes irre´ductibles
K ⊂ C est couvrant, ce qui est bien le cas 8. Un crible sur K ∈ (G,≤) e´tant
alors couvrant pour la topologie induite J∣D si et seulement s’il contient tous les
irre´ductibles inclus dans K, donc aussi K lui-meˆme, autrement dit si et seule-
ment s’il s’agit du crible maximal sur K, on en de´duit que J∣D est la topologie
triviale sur (G,≤), d’ou` finalement
Sh(X,K) ≃ (̂G,≤).
4. [9] (SGA4), § III.4.1.
5. Selon la proposition 5 de [3], qui re´sulte d’une re´currence finie e´vidente.
6. Dans le cas d’un espace connectif infini, ce n’est plus vrai en ge´ne´ral. Par exemple, les
seuls connexes irre´ductibles de la droite connective usuelle R sont les points, qui n’engendrent
aucun autre connexe non vide.
7. Il s’agit donc du graphe ge´ne´rique de l’espace connectif, tel qu’il a e´te´ de´fini dans [4].
Dans le cas particulier d’un espace fini inte`gre, c’est le graphe de´fini par les relations de
contenance imme´diate entre irre´ductibles — i. e. il y a une arreˆte L → K si et seulement si
L ⊃K mais il n’existe par d’irre´ductible interme´diaire M tel que L ⊃M ⊃K — qui, dans [3],
avait e´te´ appele´ le graphe ge´ne´rique de cet espace.
8. La topologie J e´tant sous-canonique d’apre`s la remarque de la section § 1.4.6, et bien
que cette condition ne soit en re´alite´ pas ne´cessaire ici pour conclure, on peut aussi appliquer la
version du lemme de comparaison donne´e en appendice, § 4, corrolaire 3 de [10], en prenant
encore comme crible couvrant C le crible engendre´ par les parties connexes irre´ductibles
incluses dans C.
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On a donc prouve´ la proposition suivante.
Proposition 8. Pour tout espace connectif fini (X,mathcalK), on a
(X,mathcalK) ∼M (Irr(X,K),⊂).
Remarque 7 (G n’est pas fonctoriel). Remarquons que l’application G ∶ ∣FCnc∣→
∣FPos∣ qui a` tout espace connectif fini (X,K) associe G(X,K) = (Irr(X,K),⊂) ne
se prolonge pas en un foncteur FCnc → FPos.
Pour s’en convaincre, il devrait suffire de conside´rer le morphisme connectif
f = IdX de l’espace borrome´en (X = {x1, x2, x3},K = {∅,{x1},{x2},{x3},X})
vers l’espace de meˆme ensemble de points X et de structure
L = {∅,{x1},{x2},{x3},{x1, x2},{x2, x3},X}
de´fini par f(xi) = xi pour tout i, car il n’existe pas d’application croissante
non triviale f ∶ G(X,K) → G(X,L), et en particulier il n’en n’existe par telle que
f{xi} = {xi}.
2.3 Application Z telle que (A,≤) ∼M Z(A,≤) ∈ ∣FCnc∣
E´tant donne´ (A,≤) un ensemble fini (partiellement) ordonne´ quelconque,
notons Z = Z(A,≤) l’espace connectif (Z,L) de´fini de la fac¸on suivante :
— Z = A,
— L ⊂ PZ est la structure connective sur Z engendre´e par les parties de Z
de la forme ↓ z = {x ∈ Z,x ≤A z} :
L = [{↓ z, z ∈ Z}].
Il est imme´diat que, pour tout z ∈ Z, on a ↓ z ∈ IrrZ , puisque si ↓ z n’e´tait
pas irre´ductible il devrait y avoir une partie propre ↓ y ⫋↓ z telle que z ∈↓ y,
ce qui est absurde. On en de´duit que (IrrZ ,⊂) = ({↓ z, z ∈ Z},⊂). D’apre`s la
proposition 8, on a
Z ∼M ({↓ z, z ∈ Z},⊂).
Mais l’application z ↦↓ z constitue un isomorphisme d’ensembles ordonne´s (A,≤
) ≃ ({↓ z, z ∈ Z},⊂), d’ou` l’on de´duit la proposition suivante :
Proposition 9. Pour tout ensemble ordonne´ (A,≤), on a
(A,≤) ∼M Z(A,≤).
Remarque 8. L’espace connectif (Z,L) = Z = Z(A,≤), dont la construction s’ap-
puie largement sur l’existence de points non connexes puisque seuls les e´le´ments
minimaux de (A,≤) donnent lieu a` des points connexes, n’est pas en ge´ne´ral
l’espace connectif le plus ≪ sobre ≫ qui soit Morita-e´quivalent a` l’ensemble or-
donne´ (A,≤). Ainsi, si (X,K) de´signe l’espace connectif forme´ de deux points
connexes connecte´s (voir l’exemple 9), son graphe ge´ne´rique G donne lieu a` un
espace connectif (Z,L) = ZG qui posse`de un point supple´mentaire non connexe,
de sorte que (X,K) est plus ≪ e´conomique ≫ en points (ou ≪ sobre ≫) que (Z,L).
Remarque 9 (Z n’est pas fonctoriel). Tout comme G, l’application Z ne semble
pas devoir donner lieu a` un foncteur Z ∶ FPos → FCnc. On ne voit pas, par
exemple, quel morphisme connectif associer a` l’application croissante f ∶ A1 =
({x1},=) → ({x2, y2}, x2 ≤ y2) = A2 de´finie par f(x1) = y2, le point y2 ∈ ZA2
auquel il serait naturel d’associer x1 ∈ ZA1 n’e´tant pas connexe.
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2.4 Foncteur H ∶ FTop→ FPos tel que (E,T ) ∼M H(E,T )
Soit (E,T ) un espace topologique fini. Nous dirons qu’un ouvert U ∈ T est
irre´ductible s’il n’est pas l’union d’une famille de ses parties ouvertes propres,
autrement dit s’il est non vide et qu’il n’est pas l’union de deux parties ouvertes
propres de U . Autrement dit encore, notant (H,≤) l’ensemble ordonne´ par l’in-
clusion des parties ouvertes irre´ductibles de (E,T ), on a, pour tout ouvert U
non vide,
U ∈ H⇔ (∀(V,W ) ∈ T 2, U = V ∪W ⇒ (V = U ouW = U)) .
Un singleton ouvert e´tant ne´cessairement irre´ductible, on ve´rifie imme´dia-
tement par une re´currence finie e´vidente que tout ouvert de E est l’union des
ouverts irre´ductibles qu’il contient. Il en de´coule que l’ensemble ordonne´ (H,≤)
est une sous-cate´gorie de (T ,⊂) dense pour la topologie de Grothendieck cano-
nique JT , de sorte que le lemme de comparaison de Grothendieck s’applique.
On en de´duit l’e´quivalence de Morita annonce´e :
Proposition 10. Pour tout espace topologique fini (E,mathcalT ), on a
(E,mathcalT ) ∼M H(E,T ).
Remarque 10. Pour toute partie B ⊂ E d’un espace topologique fini, notons
B̃ = ⋂{W ∈ T ,W ⊃ B} le plus petit ouvert contenant B. On a alors le lemme
suivant.
Lemme 11. E´tant donne´e f ∶ (E1,T1)→ (E2,T2) une application continue entre
espaces topologiques finis, et ω ∈ H1 un ouvert irre´ductible dans E1, on a
f̃(ω) ∈ H2.
De´monstration. Posons A = f̃(ω), et conside´rons deux ouverts V et W de E2
tels que A = V ∪W . On a ω ⊂ f−1(A) = f−1(V )∪ f−1(W ), de sorte que, f e´tant
continue et ω e´tant irre´ductible, ω ⊂ f−1(V ) ou ω ⊂ f−1(W ), d’ou` l’on de´duit
A = V ou A =W , ce qui prouve que A est irre´ductible dans E2.
Le lemme ci-dessus permet alors de prolonger l’application (E,T ) ↦H(E,T )
aux applications continues entre espaces topologiques finis, en posant pour tout
ω ∈ H1
H(f)(ω) = f̃(ω).
Nous laissons au lecteur le soin de ve´rifier que l’on de´finit bien ainsi un
foncteur covariantH ∶ FTop → FPos, ce qui peut du reste se de´duire e´galement
de la dualite´ d’Alexandrov (voir ci-apre`s la remarque 11).
Par contre,H ne peut pas se prolonger en un foncteur contravariantFTopop →
FPos, puisque par exemple l’injection canonique de l’espace vide dans l’espace
topologique a` un point ne saurait donner lieu a` une application croissante de
l’ensemble ordonne´ a` un e´le´ment vers l’ensemble vide.
Remarque 11. On peut e´galement ve´rifier que l’ensemble ordonne´ H(E,T ) est
isomorphe a` l’ensemble ordonne´ oppose´ a` celui obtenu en quotientant par la
relation d’e´quivalence (x ⪯ y et y ⪯ x) le pre´-ordre de spe´cialisation ⪯ de´fini
sur l’ensemble E par : x ⪯ y si et seulement si x appartient a` l’adhe´rence de
y. Plus pre´cise´ment, tout e´le´ment x ∈ E repre´sente l’ouvert irre´ductible {̃x},
12
tout ouvert irre´ductible est de cette forme, et l’on a x ⪯ y si et seulement si
{̃y} ⊂ {̃x}. En particulier, l’application croissante H(f) que, dans la remarque
10, nous avons associe´e a` une application continue quelconque f correspond,
dans le cas particulier des espaces topologiques finis et modulo le passage aux
ordres oppose´s et aux quotients, a` la de´finition classique du foncteur qui a` tout
espace d’Alexandrov — c’est-a`-dire tout espace dans lequel l’intersection d’une
famille quelconque d’ouverts est encore un ouvert — associe l’ensemble de ses
points pre´-ordonne´ par spe´cialisation 9.
Remarque 12. L’ensemble des ouverts d’un espace topologique ve´rifie aussi,
trivialement, les axiomes des espaces connectifs. Il donc toujours possible d’as-
socier a` tout espace topologique l’espace connectif ayant meˆme points et dont les
connexes soient les ouverts du premier. Dans ce cas, la structure topologique et
la structure connective conside´re´es sont e´gales en tant qu’ensembles ordonne´s,
mais comme elles sont en ge´ne´ral distinctes en tant que sites (les cribles cou-
vrants ne sont pas les meˆmes), les topos associe´s ne seront pas e´quivalents en
ge´ne´ral, comme l’illustre l’exemple e´le´mentaire de l’espace topologique constitue´
de deux points ouverts et d’un point ferme´.
2.5 Foncteur E ∶ FPos→ FTop tel que (A,≤) ∼M E(A,≤)
E´tant donne´ (A,≤) un ensemble fini (partiellement) ordonne´ quelconque,
notons E = E(A,≤) l’espace topologique (E,T ) de´fini de la fac¸on suivante :
— E = A,
— T ⊂ PZ est la structure topologique sur E engendre´e par les parties de
E de la forme ↓ e = {x ∈ E,x ≤A e}.
La structure topologique engendre´e par les ↓ e e´tant les unions des intersec-
tions de telles parties, on en de´duit
— premie`rement que tout ouvert est une section commenc¸ante pour la re-
lation ≤A, autrement dit que pour tout ouvert U ∈ T , tout x ∈ U et tout
y ∈ E, on a y ≤ x⇒ y ∈ U ,
— deuxie`mement que les ouverts de E sont en fait exactement les sections
commenc¸antes, une telle section A ve´rifiant A = ⋃a∈A ↓ a.
Autrement dit, pour tout U ∈ PE, on a U ∈ T ⇔ (∀x ∈ U, ↓ x ⊂ U).
Il en de´coule que, pour tout e ∈ E, l’ouvert non vide ↓ e est irre´ductible 10,
puisque si ↓ e n’e´tait pas irre´ductible il devrait y avoir un ouvert propre V ⫋↓ e
tel que e ∈ V , mais dans ce cas on aurait ↓ e ⊂ V , ce qui est absurde.
Par conse´quent, (HE ,⊂) = ({↓ e, e ∈ E},⊂). D’apre`s la proposition 10, on a
donc
({↓ e, e ∈ E},⊂) ∼M E(A,≤).
Mais l’application e ↦↓ e de´finit un isomorphisme d’ensembles ordonne´s (A,≤
) ≃ ({↓ e, e ∈ E},⊂), de sorte que l’on a prouve´ la proposition suivante :
Proposition 12. Pour tout ensemble ordonne´ (A,≤), on a
(A,≤) ∼M E(A,≤).
Remarque 13. Soient x et y deux points de E = A. Supposons que y appartienne
a` l’adhe´rence de x. Alors x appartient a` tout ouvert contenant y, et en particulier
9. Sur la dualite´ d’Alexandrov, voir la section § 4.1 de [1].
10. Au sens donne´ en section § 2.4 de l’irre´ductibilite´ d’un ouvert d’un espace topologique.
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x ∈↓ y, autrement dit x ≤ y. On en de´duit que deux points ayant la meˆme
adhe´rence sont ne´cessairement e´gaux. Par ailleurs, l’espace e´tant fini, tout ferme´
irre´ductible est ne´cessairement l’adhe´rence de l’un de ses points. On en de´duit
que l’espace topologique E(A,≤) est sobre.
Remarque 14. De meˆme que le foncteur H de´fini pre´ce´demment, l’application
E se prolonge en un foncteur (covariant) FPos → FTop. Cela peut se ve´rifier
directement : e´tant donne´e f ∶ (A1,≤1) → (A2,≤2) une application croissante,
et (Ei,Ti) = E(Ai,≤i) l’espace topologique associe´ pour i ∈ {1,2} a` Ai, l’applica-
tion f conside´re´e comme application E1 → E2 est continue, puisque pour tout
e´le´ment y1 ∈ f−1(↓ x2) de l’image re´ciproque d’un ouvert irre´ductible ↓ x2 ∈ T2
et tout x1 ∈ E1, on a l’implication x1 ≤1 y1 ⇒ f(x1) ≤2 f(y1) ≤2 x2, d’ou`
x1 ∈ f−1(↓ x2), de sorte que ↓ y1 ⊂ f−1(↓ x2), ce qui revient a` dire que f−1(↓ x2)
est ouvert, d’ou` l’on de´duit que l’image re´ciproque par f de tout ouvert de E2
est ouvert dans E1. La fonctorialite´ de E est alors e´vidente. D’un autre coˆte´, de
meˆme que pour le foncteur H conside´re´ en section § 2.4, la de´finition et les pro-
prie´te´s du foncteur E peuvent eˆtre ramene´es a` la dualite´ d’Alexandrov entre les
espaces d’Alexandrov et les ensembles pre´-ordonne´s. Plus pre´cise´ment, notant
TA le foncteur qui a` tout ensemble pre´-ordonne´ associe l’espace topologique
d’Alexandrov constitue´ des meˆmes points et dont les ouverts sont les sections
finissantes, le foncteur E consiste a` appliquer successivement le foncteur d’inver-
sion de l’ordre et le foncteur TA aux ensembles ordonne´s finis. De ces diverses
proprie´te´s, on de´duit notamment que H ○ E ≃ IdFPos et que E est adjoint a`
gauche de H. Remarquons enfin que pour tout espace topologique fini (E,T ),
l’espace (E ○H)(E,T ) est l’unique espace topologique sobre Morita-e´quivalent
a` (E,T ).
2.6 Exemple et conclusion
Des proprie´te´s des applications G et Z et des foncteurs H et E , on de´duit
notamment que tout espace connectif fini est Morita-e´quivalent a` un espace
topologique fini sobre — d’ou` la proposition 7 de´coule — et que tout espace
topologique fini est Morita-e´quivalent a` un espace connectif fini.
Exemple 11. L’espace borrome´en a` trois points (voir l’exemple 10) est Morita-
e´quivalent a` l’espace topologique a` quatre points dont trois points ouverts qui
en engendrent la structure.
Comme signale´, les applications G et Z ne sont pas fonctorielles. Aussi,
toujours dans le cas fini, l’e´tude de la ge´ome´tricite´ des morphismes connec-
tifs reste-t-elle a` mener : quels sont, parmi les morphismes connectifs, ceux qui
≪ passent aux topos ≫ ? Une telle e´tude s’inte´ressera en particulier aux mor-
phismes connectifs ≪ irre´ductibles ≫, a` savoir ceux qui transforment les connexes
irre´ductibles en connexes irre´ductibles. Quant a` la question des e´quivalences de
Morita entre espaces topologiques et espaces connectifs dans le cas ge´ne´ral, elle
reste entie`rement ouverte.
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3 Appendices
3.1 Une autre preuve de la proposition 7
La proposition 7 de´coule des propositions 8 et 12 ainsi que de la remarque
13. Comme annonce´, en voici une preuve courte, qui utilise des re´sultats connus
mais qui pre´sente l’inconve´nient de ne pas expliciter la construction des espaces
topologiques ainsi associe´s aux espaces connectifs.
De´monstration. Soit (X,K) un espace connectif fini, de site (K, J) et de topos
E = Sh(K, J). La cate´gorieK e´tant un ensemble ordonne´, le topos E est localique
d’apre`s le the´ore`me 1 de § IX.5 donne´ dans [10], et il est engendre´ par les sous-
objets de son objet terminal 1E . On en de´duit qu’il existe un locale fini L tel que
E ≃ Sh(L). Or, d’apre`s le the´ore`me de repre´sentation de Birkhoff — qui affirme
qui tout treillis fini distributif L est isomorphe au treillis ({↓ x,x ∈ Irr(L)},⊂)
des parties de l’ensemble Irr(L) des e´le´ments irre´ductibles de L qui sont de la
forme ↓ x = {a ∈ Irr(L), a ≤ x}, ensemble de parties qui est e´videmment une
topologie sur Irr(L) — tout locale fini est spatial. Il existe ainsi, a` home´omor-
phisme pre`s, un unique espace topologique fini sobre T tel que L ≃ O(T ), d’ou`
Sh(L) ≃ Sh(T ) et finalement
E ≃ Sh(T ),
l’unicite´ de T e´tant assure´e par l’hypothe`se de sa sobrie´te´ 11.
3.2 Ve´rification de Sh(X,K) ≃ ̂Irr(X,K) en termes de fais-
ceaux
Comme indique´ au de´but de la section 2, avant de faire appel au lemme
de comparaison de Grothendieck, nous avions dans un premier temps e´tabli les
e´quivalences de Morita conside´re´es par des constructions explicites en termes de
faisceaux. A titre indicatif, donnons par exemple la preuve de l’e´quivalence de
Morita entre un espace connectif fini quelconque (X,K) et l’ensemble ordonne´
de ses connexes irre´ductibles (G,≤) = (Irr(X,K),⊂) en explicitant un foncteur
R ∶ Sh(X,K) → (̂G,≤) et un foncteur S ∶ (̂G,≤) → Sh(X,K) constituant une
e´quivalence entre les topos Sh(X,K) et (̂G,≤) = Ens(G,≥).
De´finissons d’abord le foncteur R ∶ Sh(X,K)→ (̂G,≤) : pour tout faisceau ϕ ∈
Sh(X,K), on de´finit Rϕ par simple restriction de ϕ aux connexes irre´ductibles
K ∈ G ⊂ K ; autrement dit, pour tout K ∈ Irr(X,K), on a Rϕ(K) = ϕ(K) et, pour
tout morphisme de faisceaux (ϕ1
α
→ ϕ2) ∈
ÐÐÐÐÐÐ→
Sh(X,K),
(Rα)K = αK ∶ ϕ1(K)→ ϕ2(K).
Le foncteur S ∶ (̂G,≤) → Sh(X,K) est alors ainsi de´fini : pour tout pre´faisceau
ψ ∈ (̂G,≤), le faisceau Sψ prend pour valeur en un connexe A ∈ K le produit
fibre´ des valeurs prises par ψ sur les connexes irre´ductibles inclus dans A. Plus
pre´cise´ment,
11. En effet, d’une part si deux locales ont le meˆme topos, ces locales sont home´omorphes
d’apre`s la proposition 2 de la section § IX.5 de [10], et d’autre part un locale spatial est le
locale associe´, a` home´omorphisme pre`s, a` un unique espace sobre, a` savoir l’espace des points
du locale en question (voir la proposition 2 de la section § IX.3 de [10]).
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— si K ∈ Irr(X,K) = G, on prend Sψ(K) = ψ(K), de sorte que
Sψ(K) ≃ lim
←Ð{L∈G,L⊆K}
ψ,
— si A ∈ Red(X,K) = K ∖ G, on prend
Sψ(A) = lim
←Ð{L∈G,L⊂A}
ψ,
les applications de restriction e´tant celles naturellement associe´es a` ces pro-
duits fibre´s, a` savoir en particulier dans le cas des inclusions ≪ imme´diates ≫ 12
suivantes :
— si A ⊂ K, avec A ∈ Red(X,K) et K ∈ Irr(X,K), l’application de restric-
tion ρSψK ,SψA est l’application ψK ⇢ lim←Ð{L∈G,L⊂A}ψ de´finie a` par-
tir des restrictions ρψK,ψL par la proprie´te´ universelle du produit fibre´
lim←Ð{L∈G,L⊂A}ψ,
— si C ⊂ A, avec C ∈ K et A ∈ Red(X,K), la restriction ρSψA,SψC est la
projection sur les composantes de´finies par SψC des familles constituant
le produit fibre´ lim←Ð{L∈G,L⊂A}ψ,
— si K1 ⊂ K2, ces deux connexes e´tant irre´ductibles, l’application de res-
triction ρSψK2 ,SψK1 est la meˆme que dans G.
Cette de´finition de l’image par S des pre´faisceaux ψ ∈ Ĝ se prolonge sans dif-
ficulte´ aux morphismes de pre´faisceaux ψ1
β
→ ψ2, l’image, pour tout connexe
A ∈ K, d’une famille cohe´rente (ki, ...) ∈ Sψ1(A) par SβA e´tant donne´e par la
famille cohe´rente (βKi(ki), ...) ∈ Sψ2(A).
Par construction, on a alors trivialement R ○ S = idĜ , tandis que l’isomor-
phisme naturel S ○R ≃ IdSh(X,K) de´coule, quant a` lui, des proprie´te´s d’associa-
tivite´ des produits fibre´s : intuitivement, la pleine fide´lite´ du foncteur R de´coule
du fait que les irre´ductibles engendrent la structure connective, de sorte qu’a`
n’oublier que les ϕA, ou` A de´crit l’ensemble des connexes re´ductibles, on n’ou-
blie rien du tout puisque les ϕK , avec K ∈ Irr(X,K), permettent de les retrouver
a` isomorphisme pre`s. Plus pre´cise´ment, pour tout connexe A ∈ K, de´signant par
σ{L∈G,L⊂A} le crible sur A engendre´ par les irre´ductibles inclus dans A, on a par
de´finition d’un faisceau ϕ :
ϕA ≃ lim
←Ðσ{L∈G,L⊂A}
ϕ,
d’ou` l’on de´duit, en retirant par re´currence finie celles des composantes des fa-
milles cohe´rentes d’amalgamation (ki, bj , ...) associe´es aux connexes re´ductibles
B ⊂ A,
ϕA ≃ lim
←Ð{L∈G,L⊂A}
ϕ,
autrement dit
ϕA ≃ (S ○R(ϕ))A.
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