We propose a modified version of Pearson's χ 2 test for goodness-offit that is applicable to generalized linear mixed models (GLMMs) diagnostics. The proposed test is based on cell frequencies, which is natural for many cases of GLMM. The procedure is simple and does not involve generalized inverse of a matrix, as was used in a previous study. Furthermore, the unknown parameters are estimated by solving a system of optimal estimating equations, which is computationally more efficient than the maximum likelihood estimators that were used in the previous study. Finally, the asymptotic null distribution of the proposed test is χ 2 M −r−1 , where M is the number of cells and r is the number of unknown parameters that are estimated. A simulation study is carried out to demonstrate the asymptotic theory as well as finite-sample performance of the proposed test, including comparison with the previous method. An example of real-data application is considered.
Introduction
In classical mathematical statistics, one of the celebrated results is Pearson's χ 2 test for goodness-of-fit, or simply χ 2 -test (Pearson 1900) . The test statistic is given by
where M is the number of cells, into which n observations are grouped, O k and E k are the observed and expected frequencies of the kth cell, 1 ≤ k ≤ M , respectively. The expected frequency of the kth cell is given by E k = np k , where p k is the known cell probability of the kth cell evaluated under the assumed model. The asymptotic theory associated with this test is simple: Under the null hypothesis of the assumed model,
A good feature of Pearson's χ 2 -test is that it can be used to test an arbitrary probability distribution, provided that the cell probabilities are completely known. However, the latter actually is a serious constraint, because in practice the cell probabilities often depend on certain unknown parameters of the probability distribution specified by the null hypothesis. For example, under the normal null hypothesis, the cell probabilities depend on the mean and variance of the normal distribution, which may be unknown. In such a case, one would, intuitively, replace the unknown parameters by their estimators, and thus obtain the estimated E k , sayÊ k , 1 ≤ k ≤ M . The test statistic (1) then becomes
However, the test statistic, all of a sudden, may no longer have an asymptotic χ 2 -distribution. In a simple problem of assessing the goodness-of-fit to a Poisson or Multinomial distribution, it is known that the asymptotic null-distribution of (2) is χ 2 M −p−1 , where p is the number of parameters estimated by the maximum likelihood method. This is the famous "subtract one degree of freedom for each parameter estimated" rule taught in many elementary statistics books (e.g., Rice 1995, pp. 242) . However, the rule may not be generalizable to other probability distributions. For example, this rule does not even apply to testing normality with unknown mean and variance, as mentioned above. Note that here we are talking about MLE based on the original data, not the MLE based on cell frequencies. It is known that the rule applies in general to MLE based on cell frequencies. However, the latter are less efficient than the MLE based on the original data except for special cases where the two are the same, such as the above Poisson and Multinomial cases. R. A. Fisher was the first to note that the asymptotic null-distribution of (2) is not necessarily χ 2 (Fisher 1922) . He showed that if the unknown parameters are estimated by the so-called minimum chi-square method, the asymptotic null-distribution of (2) is still χ 2 M −p−1 , but this conclusion may be false if other methods of estimation (including the ML) are used. Note that there is no contradiction of Fisher's result with the above results related to Poisson and Multinomial distributions, because the minimum chi-square estimators and the MLE are asymptotically equivalent when both are based on cell frequencies. A more thorough result was obtained by Chernoff and Lehmann (1954) , who showed that when the MLE based on the original observations are used, the asymptotic null-distribution of (2) is not necessarily χ 2 , but instead a "weighted" χ 2 , where the weights are eigenvalues of certain nonnegative definite matrix. See Moore (1978) for a historical review of the χ 2 -test.
Computational advances in modern era statistics have allowed consideration of much more complicated models than the Fisher-Pearson time that are more realistic and flexible. One class of such models is generalized linear mixed models, or GLMMs, which have become a popular and very useful class of statistical models. See, for example, Jiang (2007) , McCulloch, Searle and Neuhaus (2008) for some wide-ranging accounts of GLMMs with theory and applications. Suppose that the observations come from m clusters and there are n i observations, y ij , j = 1, . . . , n i , for the ith cluster. Suppose that there is a vector of random effects, α i , associated with the ith cluster such that, given α 1 , . . . , α m , the observations y ij are conditionally independent with conditional density
where φ ij is known up to a dispersion parameter, φ, which is known in some cases. Furthermore, the natural parameters θ ij s satisfy
where h is a known function, and x ij , z ij are known vectors. A standard assumption for the random effects is that α i , 1 ≤ i ≤ m are independent and distributed as N (0, G), where the covariance matrix G depends on a vector, ψ, of variance components. Largely driven by practical interest, inference about GLMMs have received much attention since the early 1990s. See, for example, Jiang (2007) for a review of historical developments, and Torabi (2012 ), Jiang (2013 for some recent advances. On the other hand, model diagnostics, an important part of statistical modeling, is largely missing from the literature on GLMMs. For a special case of GLMMs, that is, linear mixed model (LMM), however, there has been significant advances. Lange and Ryan (1989) proposed to use the EBLUP of the random effects for informal checking of the normality of the random effects. Also see Calvin and Sedransk (1991) . An important step in model diagnostics is goodness-offit test. This is often a first step in formal model checking (e.g., McCullagh and Nelder 1989, sec. 12.2) in that the result of goodness-of-fit test may lead to further investigation, if necessary, to identify the specific part(s) of the model assumptions that does(do) not hold. Jiang (2001) proposed a χ 2 -type goodness-of-fit test for LMM diagnostics, whose asymptotic null distribution is a weighted χ 2 , where the weights are eigenvalues of some nonnegative definite matrix. More recently, Claeskens and Hart (2009) proposed an alternative approach to the χ 2 test for checking the normality assumption in LMM. The authors showed that, in some cases, the χ 2 -test of Jiang (2001) is not sensitive to certain departures from the normality assumption; as a result, the test may have low power against certain alternatives. As a new approach, the authors considered a class of distributions that include the normal distribution as a reduced, special case. The test is based on the likelihood-ratio test that compares the "estimated distribution" and the null distribution (i.e., normal). A model selection procedure via the information criteria is used to determine the larger class of distributions for the LRT.
In particular, the asymptotic null distribution is in the form of the distribution of sup r≥1 {2Q r /r(r + 3), where Q r = r q=1 χ 2 q+1 , and χ 2 2 , χ 2 3 , . . . are independent such that χ 2 j has a χ 2 distribution with j degrees of freedom, j ≥ 2. So far as GLMMs are concerned, the only existing literature in the form of goodness-of-fit test are Gu (2008) and Tang (2010) , both being Ph. D. dissertations. Gu (2008) considered similar χ 2 tests to Jiang (2001) and applied them to mixed logistic models, a special case of GLMMs. She considered both minimum χ 2 estimator and method of simulated moments (MSM) estimator (Jiang 1998) of the model parameters, and derived asymptotic null distributions of the test statistics, which are weighted χ 2 . Tang (2010) proposed a different χ 2 -type goodness-of-fit test for GLMM diagnostics, which is not based on the cell frequencies. She proved that the asymptotic null distribution is χ 2 . However, the test is based on the maximum likelihood estimator (MLE), which is known to be computationally difficult to obtain. Furthermore, the test statistic involves the Moore-Penrose generalized inverse (G-inverse) of a normalizing matrix, which does not have an analytic expression. The interpretation of such a G-inverse may not be straightforward for a practitioner.
For cases of discrete responses, such as in typical situations of GLMMs, χ 2 tests based on cell frequencies, such as Pearson's χ 2 test, are much more natural than for cases of continuous observations. For example, if the responses are binomial, the range of the responses is a set of nonnegative integers. Thus, a natural choice of the cells are exactly those integers. In contrast, if the responses are continuous, one has to divide the range of the responses into intervals in order to apply Pearson's χ 2 test, and there are infinitely many ways of choosing the number of cells as well as the cells, given the number of cells. In fact, the choice of the cells in the latter case is a difficult, unsolved problem. See, for example, Jiang (2001) for discussion on this issue and the reference therein. Also, a χ 2 asymptotic distribution is more desirable, in terms of simplicity, than the supremum of χ 2 of Claeskens and Hart (2009) , or weighted χ 2 of Jiang (2001) and Gu (2008) . Note that, in the latter cases, the weights are eigenvalues of some matrices, whose expressions are compicated, and involve unknown parameters. These parameters need to be estimated in order to obtain the critical values of the tests. Due to such a complication, Jiang (2001) suggests to use a Monte-Carlo method to compute the critical value; but, by doing so, the usefulness of the asymptotic result may be undermined. Furthermore, it would be beneficial if the test statistic does not involve a G-inverse. In particular, the latter has no analytic expression; thus, it is difficult to see how the G-inverse is affected by the parameters, and sample sizes. As is well known, there may be multiple factors contributing to the sample size under a mixed effects model. Finally, computation has been a big issue in GLMM, especially for likelihood-based inference (e.g., Jiang 2007, sec. 3.4; Torabi 2012) . Any diagnostic technique for GLMM has to be computationally efficient. For example, a test that requires computation of the MLE, as in Tang (2010), would be computationally less efficient than one that only requires a consistent estimator that is computationally simpler, such as the MSM estimator used in Gu (2008) ; see Jiang (1998) .
To summarize the points of the preceding paragraph, it is desirable to (i) develop a Pearson type χ 2 test, based on cell frequencies, that (ii) results in a χ 2 asymptotic null distribution, (iii) does not involve a G-inverse, and (iv) is computationally attractive. This development is carried out in the next two sections, with Section 2 focusing on construction of the test and idea of the derivation, and Section 3 providing rigorous statement of the result and the proof. In particular, the vector of unknown parameters, θ, is estimated by a generalized estimating equation (GEE) estimator, which is the solution to an optimal estimating equation, and the asymptotic null distribution is χ 2 M −r−1 , where M is the number of cells and r is the dimension of θ. A simulation study is carried out in Section 4 to verify the asymptotic theory as well as to evaluate empirical performance of the proposed test. A real-data example and some discussion are presented in Section 5.
Construction and heuristic derivation
We first present a method of constructing a test that satisfies properties (i)-(iv) outlined at the end of the last section. We then discuss application of the method to GLMMs. 
The "minus one degree of freedom" may be interpreted by the fact that the cell probabilities are subject to a sum constraint: M k=1 p k = 1. A simply strategy to "free" the cell probabilities is to simply drop one of the cells, say, the last one. Therefore, we consider
where θ is the vector of parameters involved in the distribution of the observations, and E θ and P θ denote expectation and probability, respectively, when θ is the true parameter vector. Furthermore, let
Var θ denoting covariance matrix when θ is the true parameter vector, and
where
It follows, by a well-known formula of matrix inversion (e.g., Sen and Srivastava 1990, p. 275) , that
If θ is the true parameter vector, then, by the central limit theorem (CLT), we have
where I a denotes the a-dimensional identity matrix. It follows that
as n → ∞, where | · | denotes the Euclidean norm. In practice, θ is unknown; thus, we cannot use the result of (9) for testing. It is then customary to replace θ by an estimator,θ. Two immediate questions are: (I) whatθ? and (II) how does the asymptotic distribution change when θ is replaced byθ? Let us leave part of the answer to question (I) to a later stage. For now, all we require is thatθ be a solution to an estimating equation:
where C(θ) = A(θ)B(θ) for some non-random matrix A(θ) that depends on θ, so that some standard asymptotic properties, used in the subsequent derivations, hold. Now let us focus on answering question (II) by showing that, with the construction of B(θ) given above and anyθ satisfying the above conditions, one always has
as n → ∞, where r = dim(θ). Hereafter in this section, θ denotes the true parameter vector; partial derivatives, such as ∂B/∂θ , are understood as evaluated at the true θ. By Taylor series expansion, we have
Hereafter, each approximation, ≈, is in the sense that the omitted term is of lower order than the presented term, in the sense of convergence in probability (e.g., Jiang 2010, ch. 2). The arguments will be rigorized in the next section. Similarly, we have
using the definition ofθ for the first equation. It follows that
Combining (12), (13), we get
Furthermore, note that E θ {B(θ)} = 0. Thus, we have
If we write U = E θ (∂B/∂θ ), A = A(θ), and B = B(θ), then, by (14) and (15), we have
Assume that, as n → ∞, we have (8) and (16), we have
where 
ν , where ν = tr(P ) = M − r − 1. Therefore, (11) holds, giving answer to question (II).
It remains to find A that satisfies (18) and (19). Consider A having the following form: A = n −1 U W , where W is a symmetric, non-random matrix to be determined. Then, by (13), we haveθ
where for symmetric matrices A 1 and A 2 , A 1 ≥ A 2 iff A 1 −A 2 is nonnegative definite. See, for example, Lemma 5.1 of Jiang (2010) for the last inequality in (21). Furthermore, the equality on the right side of (21) holds when W = I M −1 . This shows that the optimal W , in the sense of minimizing the asymptotic covariance matrix (in the matrix order defined above), is
It is clear that (18) is expected to hold, and (19) obviously holds, for the optimal A. This determines A, hence completes our answer to question (I). To apply the above general result to GLMMs, we obtain, as a first step, sufficient statistics at cluster levels. The idea is similar to Jiang (1998) , which is straightforward when the link function is canonical, that is, when (24)
where φ is an unknown dispersion parameter, and w ij is a known weight, for every i, j. Then, it can be shown that the conditional density of y i = (y ij ) 1≤j≤ni given ξ i (with respect to a σ-finite measure) can be expressed as
where the expectation is with respect to ξ. From (25), it is clear that a set of sufficient statistics for all of the unknown parameters involved, namely, β, ψ, and φ, are 
where the expectation is with respect to ξ ∼ N (0, 1). Note that, in this case, p ik (θ) does not depend on i; and is no need to compute p iM (θ). Also, we have
In some cases, the range of Y i may be different for different i. To avoid having zero cell probabilities, p ik (θ), in (6), one strategy is to divide the data into (nonoverlapping) groups so that, within each group, the Y i 's have the same range. More specifically, let Y i , i ∈ I l be the lth group whose corresponding cells are
. . , L. The method described above can be applied to each group of the data, Y i , i ∈ I l , leading to the χ 2 test statistic, χ 2 l , that has the asymptotic χ 2 Ml−r−1 distribution under the null hypothesis, 1 ≤ l ≤ L. Then, because the groups are independent, the combined χ 2 statistic,
In conclusion, the goodness-of-fit test is carried out using (28) with the asymptotic χ 2 M·−L(r+1) null distribution.
Theorems and proofs
In this section, we rigorize the results of the previous section by providing regularity conditions, under which these results hold, and the rigorous proofs. Following the approach of the previous section, we first prove some results under the general setting in terms of Y i , 1 ≤ i ≤ n; we then apply the general results to GLMMs.
Additional notation and regularity conditions
In this section, we use θ 0 to denote the true vector of parameters, and Θ ⊂ R r the parameter space. Let A = {λ max (A A)} 1/2 denote the spectral norm of matrix A, where λ max denotes the largest eigenvalue, and v = √ v v the Euclidean norm of vector v.
Note that the vectors and matrices A(θ), B(θ), etc., introduced in Section 2, depend on the sample size, n. The dependence will be made explicit in this section through the corresponding notation A n (θ), B n (θ), etc. In addition, write
where A2. With probability tending to one, the matrix ∇C(θ 0 ) is non-singular. A3. The limit Σ(θ) = lim n→∞ E{∇C(θ)} exists, and ∃ a constant δ > 0 such that sup
A4. M > r + 1, and there exists a full-rank, (M − 1) × r matrix Q such that 1 n
A5. There is a compact subset Θ c ⊂ Θ such that the max 1≤i≤n · of V i (θ) and its up to second order partial derivatives, and the max 1≤i≤n · of first to third partial derivatives of u i (θ) are bounded over θ ∈ Θ c .
Existence, uniqueness, and consistency ofθ
Before proving the main asymptotic result (11), we need to establish the existence ofθ as a solution to (10), and its consistency as an estimator of θ 0 . The proof of the following result is very similar to that of Theorem 2 of Foutz (1977) ; and therefore omitted.
Theorem 1. Under assumptions A1-A3
, there exists a sequence of estimators,θ n , such that C(θ n ) = 0 with probability tending to one, andθ n P → θ 0 . Furthermore, ifθ n also satisfies the above, one must haveθ n =θ n with probability tending to one.
Note. For the last part of Theorem 1, ifθ n andθ n are both consistent, of course one hasθ n −θ n P → 0, but the conclusion, P(θ n =θ n ) → 1, is stronger.
Asymptotic null distribution of B n (θ n ) Theorem 2. Under assumptions A1-A5, we have
Proof. Because b i (θ 0 ), 1 ≤ i ≤ n are independent with mean vector 0 and covariance matrix I M −1 , by the central limit theorem (CLT; e.g., Jiang 2010, sec. 6.4), we have
Next, by Taylor series expansion, we have
where, and hereafter, the derivatives ∂C n /∂θ , etc. without indicating at which θ are understood as evaluated at θ 0 , C n,k denotes the kth component of C n , and θ (k) lies between θ 0 andθ, 1 ≤ k ≤ r. By assumption A5 and the law of large numbers (LLN; e.g., Jiang 2010, sec. 6.2), it can be shown that
where o P (1) represents a term that converges to 0 in probability, and O P (1) a term that is bounded in probability (e.g., Jiang 2010, sec. 3.4) . By (31)- (33), and Theorem 1, we have 0
On the other hand, again, by Taylor series expansion, we have
where B n,k denotes the kth component of B n , and θ (k) lies between θ 0 andθ n , 1 ≤ k ≤ r. By (30), and assumption A5, it can be shown that
hence, by (34), we haveθ n − θ 0 = O P (n −1/2 ). Thus, by assumption A5, it can be shown that the last term on the right side of (35) is o P (1). Furthermore, by LLN, it can be shown that
Also, by (22) and assumption A4, we have
Therefore, combining (34)- (37), we have
The conclusion then follows by (30) and (38). The idempotentness of P is obvious.
Asymptotic null distribution ofχ 2 and application to GLMM
By Theorem 2 and the continuous mapping theorem (e.g., Jiang 2010, Theorem 2.12), and a property of multivariate normal distribution (e.g., Jiang 2007, p. 237) , one immediately obtains the following.
Corollary 1. Under assumptions A1-A5, (11) holds.
To apply Corollary 1 to GLMMs, consider the construction of the Y i , 1 ≤ i ≤ n described in Section 2. We have the following results. under (27) (28), under (27) , is χ 2 M·−L(r+1) , where M · is defined below (28).
Corollary 2. Under the GLMM assumption, suppose that A1-A5 hold. (I) If the Y i 's have the same range in the sense that
p ik (θ 0 ) > 0 for every 1 ≤ k ≤ M , the asymptotic distribution ofχ 2 = |B n (θ n )| 2 ,
Example 1 (continued).
It is easy to verify that assumptions A1-A5 are satisfied. Note that such quantities as V i (θ), u i (θ) do not depend on i in this case. Therefore, the limits such as the one in A4 obviously exists, because it is a constant (i.e., not dependent on n).
Simulation study
We use a simulated example to verify the asymptotic theory and also study the finite-sample performance of the proposed test. The example is a special case of Example 1, with n = 100 or 200, and M = 7. The true values of the parameters are μ = 1 and σ = 2.
Consider testing the normality of the random effects, α i , assuming other parts of the GLMM assumptions hold. Then, the null hypothesis, (27), is equivalent to Figure 2 shows the corresponding plots for n = 200. Here, the matches are even better, more visibly in the histogram-pdf comparison. Some numerical summaries, in terms of the 1st (Q 1 ), 2nd (Q 2 ), and 3rd (Q 3 ) quartiles, are presented in Table 1 .
Next, we consider size and power of the test at the levels of significance 0.01, 0.05, and 0.10, respectively. The simulated sizes and powers are presented in Table 2 . It appears that the simulated sizes are closer to the nominal levels for n = 100; on the other hand, the simulated powers are much higher for n = 200. As a comparison, we also studied performance of the χ 2 test proposed by Tang (2010) in same-data comparisons with our test. The simulated sizes and powers of Tang's test are both close to 0, under both sample sizes; thus, the detailed results are not presented. One possible reason is that the estimated covariance matrix,Σ svd , in Tang's test, whose expression is complicated, is inaccurate, and there does not seem to be an easy fix. Brooks et al. (1997) presented six datasets recording fetal mortality in mouse litters. As an application, we consider the HS2 dataset from Table 4 of their paper, which reports the number of dead implants in litters of mice from untreated experimental animals. Jiang and Zhang (2001) 
A real-data example and discussion
where μ is an unknown parameter. Furthermore, suppose that the α i 's are independent and distributed as N (0, σ 2 ), where σ 2 is an unknown variance. Model (40) may be viewed as an extension of Example 1 in that the n i 's are different for different i's. Here we consider the cases with n i ranging from 6 to 10. These are the cases so that, in each category, there are at least 100 litters; see Table 3 . Altogether, these five categories account for about 90% of the totally 1328 litters that are involved.
Here we are interested in checking the overall GLMM assumption for the HS2 data. We use (28) as our test statistic. Here L = 5, and M l = 6 + l, l = 1, . . . , L, and r = 2. The test statistic has an asymptotic χ 2 30 distribution. The value of the test statistic computed from the data is 1645.78. The pvalue for the test is almost zero. Therefore, the null hypothesis that the proposed GLMM holds is rejected.
As noted earlier [see the discussion below (4)], goodness-of-fit test is often the first step for model diagnostics to check if there is an overall violation of the GLMM assumption. For this particular example, the proposed GLMM is very simple. Thus, the overall GLMM assumption consists of three parts: (i) the independence of the litters; (ii) binomial conditional distribution within each litter; and (iii) the normality assumption for the random effects. Thus, the rejection of the null hypothesis could mean that at least one of these three assumptions is violated.
Typically, model diagnostics does not stop when the goodness-of-fit test rejects the null hypothesis. In such a case, there will be follow-up steps after the goodness-of-fit test. While the follow-up steps are not the focus of the current paper, we would like to offer some thoughts for the current example. Assumption (i) has to do with the biological nature of the data, as well as how the data were collected. While one cannot be sure about the answer without further details, the assumption is not unreasonable if the litters are unrelated. If one can reasonably assume that (i) holds, rejection of the null hypothesis would suggest that either (ii) or (iii) are violated.
Between (ii) and (iii), the latter assumption is more critical. It is known that, under linear mixed effects models, the Gaussian REML estimators of the model parameters remain consistent even without the normality assumption (e.g., Richardson and Welsh 1994, Jiang 1996) . However, this is not true under a non-linear GLMM, such as the current case (Jiang and Nguyen 2009) . In other words, estimators of the model parameters, namely μ and σ 2 , are not consistent if the distribution of the random effects is misspecified. On the other hand, assumption (ii) is less critical in the sense that, as long as the distribution of the random effects is correctly specified, the binomial assumption can be weakened to that only the first two moments, or even the first moment, of the conditional distribution is correctly specified (Jiang and Zhang 2001) . Therefore, in a way, the focus shifts to replacing (iii) by a more reasonable distributional assumption. For example, such a distribution could be the broader class suggested by Claeskens and Hart (2009) (Section 1, second-to-last paragraph). One then carries out a similar goodness-of-fit test of a new hypothesis that the distribution of the random effects belong to the broader class. The latter null hypothesis is more likely to be accepted. The process can be repeated, if necessary.
