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Height-Finding for Automotive THz Radars
Sergei Shishanov, Aleksandr Bystrov , Edward G. Hoare, Senior Member, IEEE,
Andrew Stove, Senior Member, IEEE, Marina Gashinova , Mikhail Cherniakov,
Thuy-Yung Tran, and Nigel Clarke
Abstract— This paper explores radar methods to measure the
coordinates (distance and height) of objects on or beside a road.
Knowledge of these parameters is essential in the development
of autonomous or semi-autonomous cars, as well as to improve
driving safety. It is shown that the height is best found by
trilateration from sensors at multiple locations on a vehicle.
The novelty of the work consists in the formulation of the
problem and in its solution using a low-THz radar trilatera-
tion approach. The expressions obtained allow calculating the
coordinates of targets using a number of different methods of
radar trilateration. The influence of the system parameters on the
accuracy of measurement using different methods of trilateration
has been analyzed. The assumptions made were verified by the
experimental system based on a 300-GHz ultra-wideband radar.
Experimental results are in good agreement with theoretical
calculations; they confirmed the practicality of obtaining high-
accuracy height measurements on distributed targets such as
pedestrians. The physical basis of the techniques developed would
also allow the plan position of a target to be found using the same
approach.
Index Terms— Automotive applications, radar remote sensing,
radar imaging, radar measurements.
I. INTRODUCTION
CURRENT research explores the prospects for a newgeneration of sensor systems that will be mounted in
vehicles to enhance the safety of driving. The sensors, small
enough to be mounted unobtrusively on vehicles, will allow
high-resolution images to be produced in real time that can
be interpreted by intelligent vehicle systems to determine
appropriate actions in hazardous circumstances. The main
research work activities in this study relate to the measurement
of the position on the horizontal plane of objects on or near
the road (these objects in the document will also be called
targets), and to measure the dimensions of the objects in the
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vertical plane. The examples of such objects are pedestrians,
speed bumps, as well as random obstacles such as holes in the
road, rocks or fallen trees.
Recent studies prove that technologies like collision detec-
tion, lane departure warning, adaptive cruise control and
autonomous emergency braking help to reduce accidents [1].
If an accident is unavoidable, modern in-car safety features
like advanced airbags, smart seat belts and high-strength steel
construction help to minimize injuries. That makes cars safer
for drivers and passengers, but doesn’t do anything to improve
the survivability of car and pedestrian impacts [2]. That makes
pedestrian (and animal) detection the next big wave in auto
safety, especially since upcoming Euro NCAP standards will
rate cars on their ability to prevent pedestrian injuries.
In recent years there have been many papers on pedes-
trian recognition using automotive radar [2]–[6]. The general
approach to recognition is the extraction of the reflected
signal parameters, followed by the use of classification
algorithms [3]. In [2] and [4] pedestrian recognition by ana-
lyzing the motion pattern of a walking human using 24 GHz
pulse Doppler radar was investigated. In [5] and [6] the
pedestrian recognition was based on micro Doppler signature
and on intensity image of the radar signal, reflected by a
pedestrian was considered. Under optimal conditions over 95%
of pedestrians were classified correctly using 77 GHz narrow-
beam radar.
The availability of information on the height and distance
of the object as well as its azimuth position will significantly
increase the reliability of recognition of different road objects,
including pedestrians. The position in the horizontal plane can
be determined either by using a narrow azimuth beam and
range measurements or it could be obtained by trilateration.
Like many sonar systems and some lower-frequency radar
systems, the proposed THz imaging produces information,
in this case height, by comparing measurements across an
array of sensors [7], [8]. A fully-filled array of sensors would
have to be very dense, since the distance between sensors must
be proportional to wavelength if ambiguities (grating lobes) are
to be avoided. The array can, however, be ‘thinned’ to only
two or three elements if only a few targets will be present in
any range-azimuth-Doppler cell.
Radar sensors are continuously improved to get better
performance and resolve details of the targets, that could
not be seen so far [3]. The high bandwidths available when
using low-THz frequencies make it possible to distinguish
between more closely spaced features in the reflected signal.
1524-9050 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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At the same time, waves in this band are not susceptible to
complete obscuration by road dirt or precipitation, as infrared
and optical systems would be.
To generate the required images, low THz waves must
be transmitted from the vehicle, propagate through the sur-
rounding environment and be scattered from objects and
surfaces. Scattered waves propagating back to the vehicle
and received by the sensor antennas provide the information
required to form an image. The method of measuring the
target coordinates is based on trilateration methods when the
target is located by automatic trigonometric solution of the
triangle composed of two (or more) transceivers and the target.
This technique is a special case of a general multilateration
method [9]. As it was showed in [10], trilateration technique
cannot accurately estimate the position of a target if the
distance measurements are too noisy. A possible solution is
to increase the number of transceivers and include distance
measurements from multiple sensors.
Whilst conventional ‘thinned’ arrays use phase comparison
(interferometry) to estimate the targets’ cross-range positions,
at low-THz frequencies the bandwidths, and consequent high-
range resolutions available, combined with the relatively short
ranges, make time-difference of arrival (TDOA) techniques
practical and attractive.
The paper is devoted to measuring the height of objects in
a two-coordinate radar system. However, the results obtained
can be generalized for a three-coordinate radar system.
In this system the geometric dimensions of the objects can
estimated.
The remainder of this paper is organized as follows.
Section II will look at what is possible from a single sensor
location, In this case the high range resolution can ‘convert’
differences in height to differences in range, but the accuracy
which can be obtained is only marginal. Section III will
look at various methods of radar trilateration are analyzed
and expressions are obtained for the estimation of target
coordinates. The theoretical measurement accuracy achievable
with the use of these methods is investigated in Section IV.
Issues relating to the interpolation of the signal envelope
and filtering the ghost targets are considered in Section V.
In Section VI the experimental results obtained using a point
target are shown. Experimental results for distributed targets
are presented in Section VII. Finally, the conclusions are
formulated in Section VIII.
II. HEIGHT ESTIMATION WITH A SINGLE SENSOR
The goal of this section is to estimate what signal parameters
allow separation of two reflection points with different heights,
located at the same horizontal distance from the sensor, when
measurements are made from a sensor at a single location.
In Fig. 1 the geometry of measurements is shown: h1 and h2
are heights of the reflection points 1 and 2, where h2 is a height
of the highest reflection point of a target, δH = h2 − h1is the
height resolution, δR = r2 − r1 is the range resolution, rG
is the horizontal (ground) distance between the radar and the
target, r1 and r2 are slant ranges between transceiver positions
and reflection points.
Fig. 1. The geometry of measurements.
Fig. 2. The height resolution for different range and bandwidth 1 – 4 GHz,
2 – 8 GHz and 3 – 16 GHz.
At large distances, when rG  δR , the height resolution
can be found from the approximate equation:
δR
δH
≈ h2
r2
(1)
where r2 =
√
r2G + h22. The solution of (1) has the form:
δH = δR
√
1 + r2G/h22. (2)
From (2) it follows, that at larger distances height resolution
is coarser than the range resolution and therefore in order
to achieve the good height resolution it is necessary to use
wideband signals.
As is well known, the range resolution of the radar depends
on the bandwidth of the transmitted signal F :
δR ≈ c2F . (3)
Therefore 4 GHz bandwidth corresponds to a range resolu-
tion of about 3.75 cm, 8 GHz to about 1.9 cm and 16 GHz to
just under 1 cm.
In Fig. 2 the height resolution calculated by the
equations (2) and (3) is shown in the case of detecting the
pedestrian with a height of 1.8 m. The zero of a vertical scale
is the height of the transceiver mounted on a vehicle bumper
(the height over the surface is 0.6 m), therefore in this case
h2 = 1.8 − 0.6 = 1.2m.
As can be seen from the figure, in order to measure the
height of a pedestrian at a distance over 50 meters, the signal
bandwidth should be 8 GHz or higher.
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Fig. 3. Illustration of a trilateration principle: 1 and 2 – sensor locations,
semicircles are position lines, the intersection point is a target Tg location.
This means that although height-finding with a single sensor
is probably possible, it is at the edge of what is feasible, giving,
even in theory, only just-adequate resolution at just-adequate
range with the maximum plausible bandwidth.
III. COORDINATES ESTIMATION BY TRILATERATION
To estimate the coordinates of the reflector in the horizontal
plane along the abscissa and ordinate axes we should make
measurements from at least two transceiver positions [11].
Each measurement is a time delay between the transmitted
signal and the received signal, reflected from the target.
A similar approach can be applied to the measurement of the
coordinates of the reflector in the vertical plane.
Assuming a radar system with two sensors and a single
target, the method is illustrated in Fig. 3. Each sensor measures
the distance to the target separately. For the given case, the
result, i.e. set of possible target locations for one sensor, is a
circle around the sensor, with a radius given by the measured
distance. For automotive radar the view will be limited to
half-plane, so that the circles can be drawn as semicircles.
Combining both semicircles yields a single point for the ideal
case of infinite precision. The lines of equal distance are
circles, therefore further this method we will call ‘two circles’.
Fig. 3 illustrates a classical 2D triangulation example. How-
ever, when the sensor array is vertically arranged, the ordinate
x may be considered as the height of the object and in this
case the trilateration refer to 3D problem.
In practice, because of radar finite range resolution,
the result is an intersection area instead of intersection point.
Within this area the target may be located at any point. The
size of this area depends on the signal parameters, sensors
configuration, distance to the target, signal to noise ratio, etc.
In multiple targets environment, we can potentially detect
both real and ‘phantom’ targets, which arise from erroneous
correlations between the detections seen at the different loca-
tions. This can also be appreciated by looking at the intersec-
tion between the lines of constant range corresponding to the
different targets. In Fig. 4 the occurrence of a phantom target
mark is illustrated. In the figure two sensors and two targets
are shown. This configuration yields three intersections of the
circles, all intersection points are possible target locations.
Our goal is to distinguish real targets from phantom.
An additional method can be used for ambiguity resolution
and the coordinates should be estimated by two methods.
The correct target coordinates are equal in both methods;
false marks are different [12]. Other trilateration methods
require measurements from three transceivers to estimate the
coordinates of reflectors.
Fig. 4. Radar trilateration in multiple targets environment:
1 and 2 – sensor locations, semicircles are position lines, the intersection
points Tg1 and Tg2 are targets and PTg is a phantom target.
Fig. 5. Geometry of the system with two and three transceivers in different
methods: (a) ‘two circles’, (b) ‘circle and hyperbola’, (c) ‘circle and ellipse’,
and (d)’two hyperbolas’; 0, 1, and 2 are the transceiver positions; x0, x1,
and x2 are the transceiver position abscissae, d is the distance between
transceiver positions (baseline), Tg is the target, xtg and ytg are the target
coordinates (abscissa and ordinate), R0, R1 and R2 are ranges between
transceiver positions and a target.
In Fig. 5a–Fig. 5d the geometry of the system with two or
three transceiver positions along with the important measure-
ment parameters is shown.
The coordinates can be obtained using [11]:
- Range measurement from two positions, when the lines
of equal distance are circles (see Fig. 5a);
- Differential range measurement from two side positions
(the line of equal distance is hyperbola) and range measure-
ment from the central position (circle), shown in Fig. 5b;
- The sum of ranges measurements from two side positions
(ellipse) and range measurement from the central position
(circle)), shown in Fig. 5c;
- Two differential range measurements (hyperbolas) from
the left and central positions and the right and central posi-
tions, shown in Fig. 5d.
Note that for the circle/circle case both ‘locations’ need to
both transmit and receive, although they do not need to (and
in fact should not) pick up each other’s signals.
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In the other three cases one location needs to transmit and
the others need only to receive, for the ‘circle and ellipse’ and
the ‘circle and hyperbola’ the transmitting location also has
to be able to receive, but for the ‘two hyperbolas’ case this is
not necessary.
The target coordinates in the first ‘two circles’ method are
defined by the following (see Fig.5a):
xtg = R
2
1 + d2 − R22
2 · d
ytg =
√√√√√
⎛
⎝R21 −
(
R21 + d2 − R22
2 · d
)2⎞
⎠. (4)
Coordinates of the target in methods with three transceivers
can be obtained by solving the system of equations:
{
A1 · x2 + A2 · x + A3 · y2 + A4 · y + A5 · x · y + A6 = 0,
B1 · x2 + B2 · x + B3 · y2 + B4 · y + B5 · x · y + B6 = 0.
(5)
Coefficients A1, A2, A3, A4, A5, A6, B1, B2, B3, B4, B5
and B6 are determined by the type of the curve. Let’s multiply
the first equation from (5) by B1, the second equation by A1,
and then subtract the first equation from the second equation:
C1 · y2 + C2 · x + C3 · y + C4 · x · y + C5 = 0, (6)
In (6): C1 = A3 · B1 − B3 · A1, C2 = A2 · B1 − B2 · A1,
C3 = A4 · B1 − B4 · A1, C4 = A5 · B1 − B5 · A1, and C5 =
A6 · B1 − B6 · A1. From (6) we can obtain x as:
x = −y
2 · C1 − y · C3 − C5
C2 + y · C4 . (7)
The coordinate y of the intersection points of the curves
can be obtained by solving the equation (8), which is obtained
from using both equation (7) and the first equation from (5):
D1 · y4 + D2 · y3 + D3 · y2 + D4 · y + D5 = 0, (8)
where:
D1 = A1 · C21 + A3 · C24 − A5 · C1 · C4;
D2 = 2 · A1 · C1 · C3 − A2 · C1 · C4 − 2 · A3 · C4 · C2
+ A4 · C24 − A5 · C1 · C2 − A5 · C3 · C4;
D3 = 2 · A1 · C1 · C5 − A2 · C1 · C2 + A1 · C23
− A2 · C3 · C4 + A3 · C22 + 2 · A4 · C2 A5 · C2 · C3
− A5 · C4 · C5 + A6 · C24 ,
D4 = 2 · A1 · C3 · C5 − A2 · C2 · C3 − A2 · C4 · C5 + A4 · C22
− A5 · C2 · C5 + 2 · A6 · C2 · C4;
D5 = A1 · C25 − A2 · C2 · C5 + A6 · C22 .
Equation (8) can be solved by general formulas for root of
equation of the 4-th degree. We can start the simplification
of (8) by assuming, without loss of generality that the sensors
are placed along one of the coordinate axes (for example x).
The central sensor can likewise be placed in the origin of
coordinates; in a practical case, the distance between sensors
can also be made equal.
The equation of circle for ‘circle and hyperbola’ curves is
defined by the following:
x2 + y2 − R20 = 0. (9)
The equation of hyperbola for ‘circle and hyperbola’ curves
is defined by the following:
b2x2 − a2y2 − a2b2 = 0, (10)
where a = (R1 − R2)/2 = R/2 and b = a
√
(d
/
a)2 − 1.
Using both equations (9) and (10) the solution for ‘circle
and hyperbola’ curves (11) is defined by the following:
xtg = ±
√
R20 − y2tg
ytg = 1d
√
d2 · R20 −R20 ·
(
R
2
)2
−
(
R
2
)2
· d2+
(
R
2
)4
,
(11)
The circle in ‘circle and ellipse’ method is defined by (9)
and ellipse is defined by the following:
b2x2 + a2y2 − a2b2 = 0, (12)
where a = (R1 + R2) /2 = R/2 and b = a
√
1 − (d/a)2.
Using both equations (9) and (12) the solution for ‘circle
and hyperbola’ curves is defined by the following:
xtg = ±
√
R20 − y2tg
ytg = 1d
√
d2 · R20 − R20 ·
(
R
2
)2
−
(
R
2
)2
· d2 +
(
R
2
)4
,
(13)
The first hyperbola in ‘two hyperbolas’ method is defined
by the following:
b21
(
x + d/2)2 − a21 y2 − a21b21 = 0, (14)
where a1 = (R1 − R0)/2 = R1/2 and b1 = a1
√(
d
2a1
)2 − 1.
The second hyperbola in the ‘two hyperbolas’ method is
defined by the following:
b22
(
x − d/2)2 − a22 y2 − a22b22 = 0, (15)
where a2 = (R2 − R0)/2 = R2/2 and b2 = a2
√(
d
2a2
)2 − 1.
Using both equations (14) and (15) the solution for ‘two
hyperbolas’ curves (8) is defined by the following:
xtg 1,2 = k2 ±
√√√√k2
4
−
(
d2
4
− R
2
1R
2
2
4d2
)
ytg 1,2,3,4 = ±
√√√√
(
d2
R21
− 1
)(
x2tg 1,2 − xtg 1,2d +
R21
4
)
,
(16)
where k = d2R21−2R21R22+R22 d2d(R21−R22) .
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IV. ACCURACY OF MEASUREMENTS
In order to estimate the accuracy of coordinate measurement
we have calculated root mean square errors in the case of
a point target. In each case the Cartesian coordinates are
derived from two range measurements, ξ1 and ξ2. The errors
on these range measurements are independent and we assumed
that their errors have a normal distribution with zero mean.
Solutions for the standard deviation of a coordinate estimation
can be defined by the following:
σx =
√(
∂x
∂ξ1
)2
σ 2ξ1 +
(
∂x
∂ξ2
)2
σ 2ξ2 ,
σy =
√(
∂y
∂ξ1
)2
σ 2ξ1 +
(
∂y
∂ξ2
)2
σ 2ξ2 . (17)
where ∂x /∂ξ1, ∂x /∂ξ2, ∂y/∂ξ1, and ∂y/∂ξ2 are partial deriva-
tives for x and y on measurements ξ1 and ξ2, σξ1 and σξ2
are root mean square errors of original range estimates.
Equations (17) were obtained from equations (4), (11), (13),
and (16) by performing a Taylor series expansion about a true
value using the first derivative [13].
A. Accuracy of ‘Two Circles’ Method
In ‘two circles’ method the measurements ξ1 and ξ2 are the
range measurements: ξ1 = R1, ξ2 = R2. Then σξ1 = σξ2 =
σR = c ·στ /2, where c is the speed of light, στ = 1/(q ·ωeff.)
defines the potential accuracy of time measurements, q =√
2 · E/N0 is determined by signal energy E and noise power
spectral density N0, ωeff. is the effective signal baseband.
The solutions ∂x /∂ξ1, ∂x /∂ξ2, ∂y/∂ξ1, and ∂y/∂ξ2 for ‘two
circles’ method are defined by the following:
∂xtg
∂ R1
= R1
d
,
∂xtg
∂ R2
= − R2
d
,
∂ytg
∂ R1
= 2R1 − R1
(
d2+R21−R22
)
d2
2
√
R21 −
(
d2+R21−R22
)2
4d2
,
∂ytg
∂ R2
= R2
(
d2+R21−R22
)
d2
2
√
R21 −
(
d2+R21−R22
)2
4d2
. (18)
B. Accuracy of the ‘Circle and Hyperbola’ Method
In ‘circle and hyperbola’ method, the measurements ξ1 and
ξ2 are the differential range R and range measurement R0:
ξ1 = R0, ξ2 = R = R1 − R2. Then σξ1 = σR = c · στ /2
and σξ2 = σR
√
2 = c · στ /
√
2. The solutions ∂x /∂ξ1, ∂x /∂ξ2,
∂y/∂ξ1, and ∂y/∂ξ2 for ‘circle and hyperbola’ method are
defined by the following:
∂ytg
∂ R0
= R0
(
4d2 − R2)
d
√
16 d2 R20 − 4R20R2 − 4d2R2 + R4
,
∂ytg
∂R
= −RR
2
0 − Rd2 + R3
/
2
d
√
16 d2 R20 − 4R20R2 − 4d2R2 + R4
,
∂xtg
∂ R0
= ± R0 − ytg
∂ytg
∂ R0√
R20 − y2tg
,
∂xtg
∂R
= ± −ytg
∂ytg
∂R√
R20 − y2tg
. (19)
C. Accuracy of the ‘Circle and Ellipse’ Method
In ‘circle and ellipse’ method, the measurements ξ1 and
ξ2 are the summary range R and range measurement R0:
ξ1 = R0, ξ2 = R = R1 + R2. Then σξ1 = σR = c · στ /2
and σξ2 = σR
√
2 = c · στ /
√
2. The solutions ∂x /∂ξ1, ∂x /∂ξ2,
∂y/∂ξ1, and ∂y/∂ξ2 for ‘circle and ellipse’ method are defined
by the following:
∂xtg
∂ R0
= ± R0 − ytg
∂ytg
∂ R0√
R20 − y2tg
,
∂xtg
∂ R
= ± −ytg
∂ytg
∂ R√
R20 − y2tg
.
∂ytg
∂ R0
= R0
(
4d2 − R2
)
d
√
16 d2 R20 − 4R20 R2 − 4d2 R2 + R4
,
∂ytg
∂ R
= −R R
2
0 − Rd2 + R3
/
2
d
√
16 d2 R20 − 4R20 R2 − 4d2 R2 + R4
, (20)
D. Accuracy of the ‘Two Hyperbolas’ Method
In ‘two hyperbolas’ method the measurements ξ1 and ξ2 are
the differential ranges: ξ1 = R1 = R1 − R0, ξ2 = R2 =
R2 − R0. Then σξ1 = σξ2 = σR
√
2 = c ·στ /
√
2. The solutions
∂x /∂ξ1, ∂x /∂ξ2, ∂y/∂ξ1, and ∂y/∂ξ2 for ‘two hyperbolas’
method are defined by the following:
∂k
∂R1
= 2R1
(
d2R21 − 2R21R22 + R22d2
)
d
(
R21 − R22
)2
− 2R1d
2 − 2R1R22
d
(
R21 − R22
) ,
∂xtg
∂R1
=
∂k
∂R1
/
2 ±
∂k
∂R1
k
2 +
R1R22
d2
2
√
k2
4 −
(
d2
4 −
R21R
2
2
4d2
) ,
∂k
∂R2
= −2
(
R2d2 − 2R2R21
)
d
(
R21 − R22
)
−2R2
(
d2R21 − 2R21R22 + R22d2
)
d
(
R21 − R22
)2 ,
∂xtg
∂R2
=
∂k
∂R2
/
2 ±
k
2
∂k
∂R2 +
R2R21
d2
2
√
k2
4 −
(
d2
4 −
R21R
2
2
4d2
) ,
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Fig. 6. Root mean square errors of coordinate estimation dependence from the
baseline d for different methods: 1 – ‘Two circles’; 2 – ‘Circle and hyperbola’;
3 – ‘Circle and ellipse’; 4 – ‘Two hyperbolas’.
∂ytg
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= ±
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]
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In Fig.6 the dependence of coordinate root mean square
error for presented methods from the baseline is shown, cal-
culated by (18)-(21), where σ =
√
σ 2x + σ 2y . The following
system parameters were accepted: range between receiver and
target 5 m, effective signal baseband  feff. = ωeff / 2π =
4 GHz, detection probability PD = 0.9, and probability of
false alarm PF A = 10−6. The dependence of PD from PF A
and from the average energy-to-noise ratio q was obtained
in [14] for the case of signal detection with random amplitude
and phase:
PD = P1/(1+q
2/2)
F A (22)
From (22) follows the threshold signal-to-noise ratio
required for detection with probability PD for a given false
alarm probability PF A
qout =
√
2 ·
(
log10 PF A
log10 PD
− 1
)
(23)
In the considered case qout = 16.13. As we can see from
the Fig.6, the root mean square errors of coordinate estimation
in ‘circle and ellipse’ and ‘two hyperbolas’ methods in the
case of small baseline are much higher than in other methods.
In cases where the two curves of constant range intersect at
only a shallow angle, the large errors in directions close to the
tangents to those lines dominate the errors. Indeed, in case of
small baseline the angle between two curves in the intersection
point is very small. Therefore, for the later sections of this
Fig. 7. Signal interpolation based on three points. Signal in the area of the
maximum: U – signal amplitude, t – time, Umax – maximum sample value,
Uleft and Uright – neighbouring samples values.
paper ‘circle and ellipse’ and ‘two hyperbolas’ methods are
not considered for coordinate estimation.
The ‘Two circles’ and ‘circle and hyperbola’ methods,
on the other hand, have acceptable accuracy of coordinate
measurement even in the case of small baseline because the
lines of constant range are closer to being orthogonal.
V. INTERPOLATION OF THE REFLECTED SIGNAL
ENVELOPE AND REJECTION OF PHANTOM TARGET
Because of sampling in most cases the maximum signal
sample does not coincide with the center of the signal.
Therefore, in order to achieve better accuracy of measurement
we shall go back a stage in the processing and consider
how the range measurements can best be estimated from the
signal envelope. The classical approach to interpolation is to
construct a polynomial of order N that passes through the N+1
known samples; this polynomial is unique [15]. In Fig. 7 the
signal envelope interpolation is based on three points is shown.
We will use the second-order approximation of the signal
envelope:
F(t) = a2t2 + a1t + a0 (24)
The center of the signal can be found by placing three values
of the F(t) near its maximum in (24) and solving the equation
d F(t)/dt = 0.
The occurrence of phantom target marks in multiple tar-
gets environment was discussed in Section III and illustrated
in Fig. 4 for the case of two targets. The number of potential
false correlations rises sharply with increasing number of
targets. The possible ways to exclude false measurements are,
firstly, to increase the number of positions and, secondly, to use
the different methods, but measure the target coordinates from
the same positions, for example by comparing the set of poten-
tial positions obtained by using both the ‘circle/circle’ and the
‘circle/hyperbola’ methods. Let us consider the situation when
three sensors are used to measure distance to two or more
targets. The coordinates of targets are estimated using range
measurements (circles) from two side transceivers. The third
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transceiver is used to select the targets located at the correct
distances from this central transceiver.
In multiple targets environment the central channel can
detect another object in other azimuth position at the same
range. Instead of location of the areas of intersection of lines
of constant range, we should identify the positions of target
marks [12]. In this case two point groups are needed: the first
vector which is the result of ‘circle and circle’ method and
the second vector which is the result of ‘circle and hyperbola’
method. Two point vectors are defined by the following:
G1 =
⎡
⎢⎢⎢⎣
r (1)1
r (1)2· · ·
r (1)N1
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
x
(1)
1 y
(1)
1
x
(1)
2 y
(1)
2· · ·
x
(1)
N1 y
(1)
N1
⎤
⎥⎥⎥⎦ ,
G2 =
⎡
⎢⎢⎢⎣
r (2)1
r (2)2· · ·
r (2)N2
⎤
⎥⎥⎥⎦ =
⎡
⎢⎢⎢⎣
x
(2)
1 y
(2)
1
x
(2)
2 y
(2)
2· · ·
x
(2)
N2 y
(2)
N2
⎤
⎥⎥⎥⎦. (25)
With the increase in the number of targets the dimensions
of vectors G1 and G2 increase sharply [10]. In ‘circle and
circle’ method the dimension of G1 is equal to N2, in ‘circle
and hyperbola’ method the dimension of G2 is equal to 2 · N3,
where N is number of targets identified in the central channel.
Targets are located on the intersections of uncertainty areas.
In order to separate real and phantom targets we should choose
all combinations of elements of the first and the second vector
and calculate the Euclidean distances between them:
εi j =
√(
x
(1)
i − x (2)j
)2 +
(
y(1)i − y(2)j
)2
. (26)
In (26) i is the point number from the first vector, j is the
point number from the second vector. As target locations we
should choose the vector elements G1 ( G2) where:
εi j < ρi j . (27)
In (27) ρi j is the radius of uncertainty of r (1)i , r (2)j ,
it depends on the range to the target and the accuracy of
measurements.
Note that even this technique will not be infallible when
the density of ‘real’ targets becomes too great. This method
of estimating position is therefore most suited to cases where
the target density is low, such as is the case in the ‘height’
direction, and to continue to rely on a relatively-narrow angular
resolution of a directional antenna array.
Other researchers discussed different solutions of the prob-
lem of correct data association, including nearest neighbor-
hood method and the technique based on the method of least
squares with subsequent trajectory processing [16].
VI. EXPERIMENTAL RESULTS WITH ONE POINT TARGET
The purpose of this section is the experimental verification
of the effect of various parameters on the accuracy of deter-
mining the coordinates of the point target. The experimental
system was based on Keysight FieldFox N9918A Vector
Network Analyzer (VNA), its output signal was transferred
using up and down converters to the low terahertz range with
Fig. 8. Experimental system.
Fig. 9. Root mean square errors of coordinate estimation dependance on
the baseline: ‘Two circles’ method: 1 – theory, 2 – experiment; ‘Circle and
hyperbola’ method: 3 – theory, 4 – experiment.
the central frequency of 300 GHz and bandwidth from 2 GHz
to 18 GHz. Linear and vertical positioners allow moving the
transceivers by a predetermined distance, thereby creating
a virtual sensors array. The manually operated horizontal
positioner has positioning precision of 0.1 mm and 3 m
travel range. The computer-controlled vertical positioner has
positioning precision of 5 μm and 10 cm travel range in
vertical direction. The antenna beamwidth (on the main lobe
level of -3 dB) was 10 degrees in both the azimuth and the
elevation planes. In Fig. 8 the experimental system is shown.
In the first stage, we defined how the length of the baseline
affects the error of coordinate measurement. As can be seen
from Fig. 6, this parameter plays an important role in overall
system accuracy. Fig. 9 shows the dependence of coordinates
x and y root mean square errors for ‘circle and circle’ and
‘circle and hyperbola’ methods from the baseline. Aluminum
bars (4.5 cm × 4.5 cm × 1.0 cm) were used as point targets;
the signal bandwidth was 4 GHz; the results of the experiments
for each receiver position were averaged over 100 samples.
The experimental results show that in case of 5-10 cm
baseline the root mean square error of x coordinate esti-
mation varies from 2 cm to 3 cm. If the baseline becomes
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Fig. 10. Root mean square errors of coordinate estimation dependance on
the bandwidth: ‘Two circles’ method: 1 – theory, 2 – experiment; ‘Circle and
hyperbola’ method: 3 – theory, 4 – experiment.
less than 5cm, the root mean square error of x coordinate
estimation rises to become 2-4 times higher than the range
resolution (3.75 cm). The system with the baseline of more
than 10 cm has acceptable coordinate measurement accuracy.
The second parameter that affects the accuracy of measure-
ments is the signal bandwidth. Increasing the bandwidth of the
signal reduces the potential error of coordinate measurement,
defined by στ = 1/(qout·ωeff.). Fig. 10 shows the dependence
of theoretical and experimental accuracy of coordinate mea-
surements on the signal bandwidth. The baseline was 20 cm
and the distance to the target was 5 m. From the analysis of
Fig. 10 follows, that the system with the bandwidth of more
than 4 GHz has acceptable coordinate measurement accuracy.
As can be seen from the graphs, the experimental results are
broadly consistent with the theoretically calculated, except for
the area around 3 GHz. We should note that at this frequency
the target size is approximately equal to the range resolution
(5 cm) and it is likely that the range measurements are being
affected, at second-order, by resonance effects.
The third parameter, which influences the accuracy of the
measurement, is the azimuthal displacement of the target.
Fig. 11 shows the dependence of root mean square errors of
coordinates x and y measurement on the target abscissa xtg for
‘circle and circle’ and ‘circle and hyperbola’ methods, using
computer simulation. The distance to the target ytg is 5 m,
the baseline is 40 cm (distance between the positions 20 cm),
signal bandwidth of 4 GHz, and qout was equal to 16.13. As
expected, the increase in the r.m.s. error corresponds to the
increase of
√
2 in the slant range to the target as it moves
from 0m to ±5m cross-range distance.
From this figure we can see that root mean square errors of
coordinate measurement have a minimum when the target is
placed normal to the baseline.
At the end of the section, we present the results of the
experiment of measuring the height of a corner reflector at
Fig. 11. Root mean square errors of coordinate estimation dependance on
the target abscisae: ‘Two circles’ method: 1, 3 – theory, 2, 4 – computer
simulation; ‘Circle and hyperbola’ method: 5. 7– theory, 6. 8 – computer
simulation.
Fig. 12. The estimated height: 1 – theory, 2 – experimental results using
‘two circles’ method: 3 – experimental results using ‘circle and hyperbola’
method.
different height. The distance between radar and the corner
reflector is 5 m; the baseline is 36 cm, and the bandwidth is
16 GHz (range resolution 9.4 mm). The results of experiments
were averaged over 20 samples. They are graphically presented
in Fig. 12 and show good agreement between the theory and
the experiment.
For the practical application of the methods considered in
this paper it is necessary that the height resolution to be less
than the height of the object, that is, we could identify the
reflective points and determine the coordinates of the highest
of them. Therefore, it is necessary to analyze the application
of these methods in the case of distributed targets.
VII. DISTRIBUTED TARGET
A distributed target is a target having dimensions bigger
than the range or angle resolution of the radar. There are two
types of distributed targets – volume-distributed and surface-
distributed targets [17]. A volume-distributed target is a target
having a volume and distributed over the range and angle. The
examples of surface-distributed targets are road, water surface,
grass-covered surface, etc.
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Fig. 13. Half-height mannequin (a) and a mannequin dressed in a high
visibility jacket (b)
A distributed target does not usually have a uniform reflec-
tivity, but has some areas with the strongest reflections.
The reflection point is a surface area reflecting signal in
the directional of the receiver. Usually the reflection point
is a corner reflector or a flat surface perpendicular to the
direction of the electromagnetic wave. Each distributed target
has several reflection points. If the resolution of the system is
larger or equal to the size of the target, the time domain signal
reflected from a target can be considered as one reflection
which is the superposition of reflections from a number of
the single reflection points. If the resolution of the system is
smaller than the size of the target, the reflected signal consists
of a number of reflection points which can be used to estimate
the size of the target. In this case, the target has a range profile
and it can be identified by this profile.
To verify the method of height measurement, the exper-
iments were carried out with a distributed target. A half-
height mannequin was chosen as a target (Fig. 13), because
in order to illuminate a full-height mannequin the distance
to the object should exceed 10 m, what was difficult to
provide for the conditions of the experiment. The mannequin
height was 79 cm and the range to the mannequin was
approximately 6 m.
The number of the reflection points depends on the target
shape, the wavelength, the range and angle resolutions, and
the observation angle. Furthermore, when we consider the
reflection from a mannequin, this number depends on the
type of clothing. Small torso turns can lead to a significant
change in the distribution of reflecting points. As was shown
by our measurements, the reflection from a mannequin without
clothes is very small, which makes difficult to measure its
height at distances greater than several meters. The reflection
from a dressed mannequin was much higher (Fig. 14).
Fig. 14 shows that a practical target, even one such as
the mannequin with no obvious significant reflectors, shows
the small group of approximately-discrete reflectors which the
trilateration method requires for it to be able to work.
Table I shows the result of measuring the height of the
reflecting points of the mannequin (Fig. 13a) when the signal
bandwidth was 16 GHz. The reflecting points are sorted
Fig. 14. Amplitude of the signal with 16 GHz bandwidth (in volts), reflected
from a mannequin (a) and from a mannequin dressed in a high visibility
jacket (b).
TABLE I
THE ESTIMATED HEIGHT OF REFLECTION POINTS, CM
TABLE II
THE ESTIMATED HEIGHT OF REFLECTION POINTS, CM
in ascending order of height. As can be seen from the
Fig. 14a, the mannequin has two clearly distinguishable reflec-
tion points; their heights correspond to jugular depression and
abdomen. The maximum height of the reflecting point was
57.9 cm. The signal reflected from the head was weak, that
did not allow us to measure the total height of the mannequin.
‘Circle and hyperbola’ method yields two results, one of which
is false, what is evident from a comparison with the results of
the first method (‘two circles’).
Table II shows the result of measuring the height of the
reflecting points when the mannequin was dressed in reflective
clothing (Fig. 13b). In this case, we were able to identify
five reflecting points, as shown in Fig. 14b. The reflecting
points in the table are sorted in ascending order of height.
It is evident that in the case of a distributed target there is no
direct correlation between the distance to the reflecting point
and its height. As can be seen from the table, the maximum
height of the reflecting point was 55.9 cm, which corresponds
to the height of a chin.
VIII. CONCLUSION
In this paper radar methods to determine the coordinates
of road objects (distance and height) have been investigated.
Knowledge of these parameters is essential to enhance the
safety of driving. To solve this problem we have applied
low-THz radar trilateration approach.
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The expressions were obtained, allowing calculating the
coordinates of targets using various methods of radar trilat-
eration. The influence of the system parameters (baseline and
bandwidth) on the accuracy of measurement was analyzed.
Experimental results are in good agreement with theoretical
calculations; they confirmed the possibility of target coordinate
measurement with high accuracy. When distance to the target
was 5 m, the height can be measured with the accuracy of a
few centimeters. It was shown that ‘two circles’ and ‘circle and
hyperbola’ methods have acceptable accuracy of coordinate
measurement even in the case of small baseline.
In order to separate real and false targets in multiple targets
environment, two radar trilateration methods are needed for
ambiguity resolution. A method for filtering the false targets
was considered in the paper.
Finally, we estimated what signal parameters allow sep-
aration of two reflection points with different height and
equal range. The obtained assumptions were verified exper-
imentally by measuring the height of a distributed target
(mannequin). The results confirm the applicability of this
approach to measure the height of distributed road objects,
including pedestrians. The conducted research can be used
in the development of autonomous or semi-autonomous cars,
as well as to improve driving safety.
Now that the potential of height-finding has been estab-
lished, future work can and will, of course, investigate the
performance which is obtainable in more complex environ-
ments, where clutter and interference may be present.
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