I. INTRODUCTION
N THE applications of image/video processing and cod-I ing, the computation of 2-D (linear) convolutions are of considerable importance [ 11, [2] . For instance, in the wellknown subband image coding scheme, a full-band image is split into subbands by means of 2-D filter bank before the encoding operations [3] . Due to the huge number of data samples associated with these applications, direct-computation of 2-D convolutions is obviously impossible, and, thus, various fast algorithms are used [4], [5] . A popular technique for computing 2-D convolution is to convert the original 2-D convolution into a 2-D circular convolution, and to utilize fast transform algorithms to compute the 2-D circular convolution [4] . In this paper, we will develop new transform-based fast algorithms for the computation of 2-D circular convolutions.
In the digital signal processing applications, the values of signal samples are typically represented using a finite alphabet. Because of this finite resolution, the number system of finite Manuscript received August 26, 1992; revised May 31, 1994. The residue arithmetic associated with the operations on 2, can be implemented relatively cheaply and performed very efficiently. especially in parallel and pipeline systems (71. ii) There are no round-off errors. iii) There exist very efficient algorithms (e.g.. number theoretic transforms (NlT's)) [4] . [SI. [SI. and more efficient algorithms, such as the ones for 2-D circular convolutions presented in this paper. can be developed. In this paper, we focus on the development of polynomial transforms over a specific finite ring, namely. Z,.
[6] whose definition will be stated later on, and the fast algorithms associated with these transforms for 2-D circular convolutions. These polynomial transforms over Z, are Fourier- [9] with applications for 1 -D circular convolutions. However, the condition of the existence theorem in [9] is in general difficult to apply, due to the computational difficulty of various parameters. Maher later pointed out in [IO] that. in most practical cases of concern, the rings may be characterized as algebraic extensions of finite rings. and that in these cases there is an existence theorem which is much easier to apply as compared to that of [9]. Maher also mentioned the computation of 2-D circular convolutions as an application for such Fourierlike transforms, motivated by polynomial transforms [ 1 I]; but the algorithm is very briefly described based on a special case. i) ' The computational operations needed in a convolution are additions. subtractions, and multiplications.
1053-587X/95$04.00 0 1995 IEEE and it is not clear whether or how much one can save in terms of computational complexity by using the new technique as compared with the existing algorithms such as 2-D NTT. In this paper, we will follow the general direction of above while concentrating on the application of 2-D circular convolutions. We will define a group of Fourier-like transforms over Z p [ z ] , which are called polynomial transforms over Z,, and will give several necessary and sufficient conditions for their existence. These conditions will be applied in a rather straight forward manner to obtain two specific groups of transforms, namely, Mersenne number polynomial transforms (MNPT's) and Fermat number polynomial transforms (FNPT's), which are of direct applications to the computation of 2-D circular convolutions. The complete algorithms will be provided along with the computational complexity analysis and comparisons against 2-D NTT. New fast algorithms for 2-D NTT are also developed based on MNPT and FNPT. The results of the complexity analysis show that new fast algorithms offer reduced complexities in terms of numbers of computational operations. More precisely, new fast algorithms give rise to savings on the numbers of the operation for multiplying a number by 2i, i 2 1; these savings are more than 25 or 42%
(and are growing with the size of 2-D circular convolution or 2-D NTT) of the numbers of such operations in the conventional row-column computation of 2-D NTT. These complexity savings of the new algorithms are also confirmed by a simulation experiment on the actual computing time.
The paper is organized as follows. In Section 11, polynomial transforms over 2, are defined, their necessary and sufficient conditions of existence are stated, and then the MNPT and FNPT are introduced. Applications of the introduced transforms to the computations of 2-D circular convolutions and 2-D NTT are included in Sections I11 and IV. The analysis and comparisons of computational complexity are presented in Section V. Finally, Section VI contains a summary and conclusions.
POLYNOMIAL TRANSFORMS OVER FINITE RINGS
In this section, we introduce the notations, define polynomial transforms over 2, and provide several necessary and sufficient conditions for their existence.
We denote the set of all integers by 2, and the commu- 
we write
We will use ''I" to denote the divisibility, e.g., a I b means 
a polynomial transform over 2, (or simply, a polynomial P , M ( z ) ) .
and ( p , N ) = 1. Moreover, when the leading coefficient of M ( z ) is the unity in Z,, the above statement is also true for p not being prime.
cby ( z ) b t ( z )
. . . b$ (z), b;(z), 1 5 i 5 s, be distinct irreducible polynomials with unity leading coefficients, and c be a nonzero constant. Then, ( N , g ( z ) 
, p , M ( z ) ) exists if and only if
The next theorem is also a necessary and sufficient condition like the above two, but only dealing with a special case of Theorem 11.3, when M ( z ) is a product of distinct irreducible polynomials mod p.
Theorem 11.4: Let
, if and only if N divides the greatest common divisor of
The above necessary and sufficient conditions only tell us that if a given set of numbers and polynomials: N , g ( z ) , p and M ( z ) , satisfies certain conditions, then polynomial transform ( N , g ( z ) , p , M ( z ) ) exists; they do not describe what these numbers and polynomials are. In the next two subsections, we introduce two groups of such numbers and polynomials, and then use the above conditions to show that they form polynomial transforms over 2,. proof: 
FAST ALGORITHMS FOR 2-D CIRCULAR CONVOLUTIONS
We now use the polynomial transforms over 2, to develop new fast algorithms for the computation of 2-D circular The above conversion from 2-D CC to 1-D polynomial CC can be easily verified [12] . Thus, we can perform 2-D CC by evaluating the corresponding 1 -D polynomial CC, which, in tum, can be computed using polynomials transforms over 2, as described in the following. + Y Z ' l X (21) for 2 = 0,1, . . , N -1. The above is summarized in Fig. 1 , The first class is related to MNPT, and the second to FNPT. 
B. Fast Algorithms for

K(x) G H m ( x ) Q ( l -m ) N ( x ) mod M N , I C~ -1. (17)
Because we do not have polynomial transform for this polynomial CC, we decompose it into two I-D polynomial CC's as follows: + 1 are computed using FNT [4] . However, FNT can not be applied directly here; the polynomials in the product are modified by substituting z by 2"y. Then, the product of the modified polynomials are computed with F N T . The details of these procedures are in [21] and are omitted here to reduce the size of the paper. 
which is a 1-D MNT.
which is an MNPT [21] . 
B . Computation of
where in the last equation is FNPT (2t, x 2 , Ft, x2' + 1). Then we compute [21] which is a 2-D FNT of size 2t x 2t, and can be computed similarly.
v. COMPUTATIONAL COMPLEXITY AND COMPARISONS
The computational complexities for the algorithms in the last two sections will be described in terms of numbers of multiplications (M), additions ( A ) and shifts (S), where shifts are the operations of multiplying a number by 22 for some i 2 1. Note that this definition of shifts is slightly different from the regular one which corresponds to multiplying a number by 2. One shift (~2~) here is actually i consecutive regular shifts. Therefore, we will treat shifts and additions as if they are in the same category in the following for simplicity. Now we summarize the results of the analysis of computational complexities as follows, whose details can be found in [21] . To compute an N x N 2-D integer CC using MNPT, we need to perform the following numbers of operations:
To compute a 2t+1 x 2t+1, t 2 1, 2-D integer CC using FNPT, we have the computational complexity:
We compare the above computational complexities with those for computing the same 2-D integer CC's using the corresponding NTT with row-column scheme in Tables I and  11 . In Table I , the first two columns under "Parameters" are the sizes N of 2-D integer CC's and the Mersenne number MN = 2N -1 used. The next two groups of three columns are the computational complexities for MNPT and 2-D MNT with row-column scheme, respectively. Notice that both algorithms need the same number of multiplications; using MNPT saves some numbers of shifts, listed in column "S" of the last three columns, and needs more numbers of additions which are listed as negative numbers in the last column "A". However, the saving on shifts for MNPT are much larger and growing faster with N than the corresponding spending on additions I using FNPT 1 in terms of numbers of operations. To get an approximate overall comparison between these two algorithm, we subtract the extra-spendings on additions from the saving on shifts for MNPT and enter the resulting numbers in the last column under "S + A" along with their percentages with respect to the corresponding numbers of shifts for the row-column scheme.
With the above simplification, we conclude that using MNPT saves more than 42% of shifts as compared with the other algorithm.
In Table 11 , which is similar to Table I in style, we compare the computational complexities of FNPT and 2-D FNT with row-column scheme. The numbers of multiplications and additions are the same for both algorithms, whereas less numbers of shifts are needed for FNPT; the savings are more than 25% and are growing when t is increasing (see Table 11 ).
The computational complexity of an N x N 2-D MNT using MNPT is
where S is half of the S in (52), and A is less than half of the A in (52) Computing-time comparison for calculation of 2-D FNT using FNPT scheme are the same as those percentages in Table 11 . We have conducted a simulation experiment in which 2-D FNT are programmed in FORTRAN with the algorithm of FNPT and with the rowxolumn scheme. We use general integer multiplications in FORTRAN to realize the shift operations in the algorithms. Since the general integer multiplication are more time-consuming than addition, the difference of the computing times for the above two programs to complete the same 2-D FNT can be an indicator for the difference of shifts used in the two algorithms. The resulting computing-times, on a personal computer, as a function of the sizes of 2-D FNT are shown in Fig. 3 which indicates that using FNPT reduces computing-times by about 50%. This matches with the above computational complexity assessment for these cases.
VI. SUMMARY AND CONCLUSION
In this paper, we developed new fast algorithms for 2-D integer circular convolutions and 2-D NTT. These new algorithms are constructed based on polynomial transforms over Z, introduced here. Several necessary and sufficient conditions for the existence of polynomial transforms over Z, are stated and proved. By applying these existence conditions, we have obtained two important polynomial transforms over (5) and (A.l), we have [g(z)]" 1 mod p , M ( x ) , i.e., the first case of (5) holds. Finally, since the inverse transform exists, N-' exists, thus (p, N) = 1, because, otherwise, ( p , N) = a > 1, i.e., p = bla and N = b2a for some bl and 6 2 ; from N N -l 1 mod p, we have N N -l -1 = cp for some c, i.e., b2aN-l -1 = cbla or (b2N-' -&)a = 1 which is a contradiction.
When p is not a prime number, the whole proof is valid if we can carry out arithmetic modulo M ( x ) on Z,, and this is k=O guaranteed if the leading coefficient of M ( z ) is the unit of 2 , .
0
APPENDIX B PROOF OF THEOREM 11.3 The decomposition expression of M ( z ) is supported [21] . From i), we get S(0) N modp, M ( x ) . We denote the degree of b i ( x ) by ni, for 1 5 i 5 s. Obviously, ni 2 1. From (ii), we have N 1 p"' -1, i.e., pnl -1 = Nlci [21] . Thus, p 
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