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Abstract
The main purpose of this thesis is to study a singular finite-horizon portfolio optimiza-
tion problem, and to construct a penalty approximation and numerical scheme for the
corresponding Hamilton-Jacobi-Bellman (HJB) equation. The driving stochastic pro-
cess of the portfolio optimization problem is a Le´vy process, and the HJB equation of
the problem is a non-linear second order degenerate integro-partial differential equa-
tion subject to gradient and state constraints. We characterize the value function of the
optimization problem as the unique constrained viscosity solution of the HJB equation.
Our penalty approximation is obtained by studying a non-singular version of the
original optimization problem. The original HJB equation is difficult to solve numeri-
cally because of the gradient constraint, and in the penalty approximation the gradient
constraint is incorporated in the HJB equation as a penalty term. We prove that the
solution of the penalty approximation converges to the solution of the original problem.
We also construct a numerical scheme for the penalty approximation, prove convergence
of the numerical scheme, and present results from numerical simulations.
Other new results of the thesis include some explicit solution formulas for our finite-
horizon optimization problem, new constraints on the explicit time-independent solu-
tion formulas found in [8], and a lemma concerning the characterization of viscosity
solutions by use of so-called subdifferentials and superdifferentials.
vii

Chapter 1
Introduction
We will study a problem of optimal consumption and portfolio selection. An investor
has the opportunity to invest her wealth in an uncertain asset and a certain asset, and
can also consume wealth. Her goal is to maximize expected utility, where utility is a
function of consumption and wealth.
The optimization problem can be formulated as a non-linear integro-PDE with gra-
dient constraint, and the objective of this thesis is to describe properties of its solution,
and construct and analyze approximation methods for the PDE. The original PDE is
difficult to solve numerically, and therefore we will approximate the PDE by so-called
penalty approximations.
Some features of the optimization problem compared to the standard Merton prob-
lem, is that
(1) the optimization problem captures the notions of durability and local substitution,
i.e., the agent’s satisfaction at a certain time depends on both current and past
consumption, and her satisfaction is not changed much if the time for consumption
is changed slightly, and
(2) the logreturns of the uncertain assets are not necessarily normally distributed,
but are modelled as a Le´vy process.
Portfolio optimization problems satisfying (1) were first studied extensively by Hindy
and Huang in [31] for a marked modelled by geometric Brownian motion. The main
purpose of introducing (1), is that it corresponds well with realistic assumption about
the agent’s preferences.
In [8] and [9] Benth, Karlsen and Reikvam extend Hindy and Huang’s model to Le´vy
processes. Empirical work by Eberlein and Keller [21] and Rydberg [39] show that the
normal distribution fits the logreturn data poorly, and several papers ([6], [21]) suggest
to generalize the distribution. The Le´vy process is an appropriate generalization that
fits the empirical data well.
The problem studied in [8] and [9] is an infinite-horizon version of our problem. It
is shown in these articles that the value function is the unique constrained viscosity
solution of the associated Hamilton-Jacobi-Bellman (HJB) equation, which is a non-
linear integro-PDE subject to a gradient constraint. The first goal of this thesis is to
adapt their results to a finite time-horizon. Some explicit solution formulas are found in
[8], and some similar explicit solution formulas for the finite-horizon case will be found
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here. We will also formulate a new constraint on the parameters for one of the explicit
solution formulas found in [8].
The gradient constraint of the HJB equation, which comes from the incorporated
effects of the notions of durability and local substitution, makes the integro-PDE very
difficult to solve. This thesis presents a penalty approximation to the HJB equation,
and it is proved that the solution of the penalty approximation converges to the so-
lution of the original HJB equation. The penalty approximation is the HJB equation
of a continuous version of the optimization problem, where only absolutely continuous
controls with bounded derivatives are allowed. Four different proofs of convergence are
presented: one proof only valid for strictly increasing stock prices, two proofs for the
general case, and one proof that is based on a strong comparison principle. The strong
comparison principle will not be proved, as the proof is harder than the proof of the
weak comparison principle, but references to related proofs found in other articles will
be given.
We will also construct a numerical scheme for the penalty approximation, and prove
that the numerical scheme is monotone, stable and consistent. Monotonicity, stabil-
ity and consistency imply that the numerical solution converges to the solution of the
penalty approximation. The form of our numerical scheme is taken from [12], while the
proof of convergence uses techniques and results from [5] and [15]. We will implement
the scheme, study its rate of convergence and time complexity, and discuss various prop-
erties of the value function and the calculated optimal controls. We will also compare
the performance of different boundary value conditions for the scheme. For a certain
choice of utility functions, the dimension of the HJB equation can be reduced. We will
construct a penalty approximation and a numerical scheme also for this problem, and
study convergence properties of the scheme.
Immediately after this introduction the reader will be introduced to some of the
theory the project is based on. The experienced reader may want to skip it, while
others may read it as an introduction to new topics or use it for reference.
In Part I the stochastic optimization problem will be stated, and the viscosity solution
theory developed in [8], [9] for the finite-horizon case is adapted to our case. Notation
and assumptions made on functions and constants involved are given in Chapter 3.
Part II also contains a heuristic derivation of the HJB equation, some properties of the
value function are proved, and some explicit solution formulas are found.
Part II contains the main new result developed in this thesis. The penalty approxi-
mation is derived, it is proved that the penalization problem is well-posed within the
theory of viscosity solutions, and it is proved that the solution of the penalty approxi-
mation converges uniformly to the solution of the original problem on compact subsets.
In Part III the numerical scheme that solves the penalty problem is presented, and
numerical results are presented and discussed.
None of the proofs given in this thesis are direct copies of proofs found other places,
but many of the proofs are inspired by proofs of similar theorems found in articles,
book, etc. All nontrivial proofs that are based on proofs from other sources will give a
reference to the source. If many proofs in a section or chapter are inspired by the same
article or book, the reference may be given at the beginning of the section/chapter.
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Chapter 2
Theoretical background
This chapter gives a short introduction to some of the theory the thesis is based on. The
purpose is partly to place the problem we consider in a greater context, partly to present
results and introduce concepts that will be needed later. Note that the introduction
is very short, and that it is focused mostly on theory directly relevant for other parts
of the thesis. The reader is referred to the literature for further information and more
thorough introductions.
2.1 Measure theory
Some basic measure theory is needed when working with stochastic processes and when
proving convergence and integrability of functions. The definitions and theorems can
be found in [14] and [24].
Definition 2.1 (σ-algebra). A collection E of subsets of a set E is called a σ-algebra
on E if the following conditions are satisfied:
1. The empty set ∅ ∈ E.
2. E is closed under complementation: If A ∈ E, its complement E\A ∈ E.
3. E is closed under countable unions: If A1, A2, . . . ∈ E, then A := A1 ∪A2 ∪ . . . ∈ E.
We will mostly be working with subsets of Rn and the Borel σ-algebra on Rn, defined
by the following definition.
Definition 2.2 (Borel σ-algebra). The smallest σ-algebra containing all open sets of
a subset E ⊂ Rn, is called the Borel σ-algebra, and it is denoted by B(E) or simply B.
The measure of an element in a σ-algebra, defined by the definition below, is often
interpreted intuitively as the size or volume or the element.
Definition 2.3 (Measure). Let E be a σ-algebra of subsets of E. Then (E,E) is called
a measurable space. A function µ : E→ [0,∞] is called a measure on (E,E) if it satisfies
the following conditions:
1. µ(∅) = 0.
2. For any sequence {An}n∈N of disjoint sets such that An ∈ E for all n ∈ N,
µ(∪n∈NAn) =
∑
n∈N
µ(An).
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An element A ∈ E is called a measurable set, and µ(A) is called its measure.
Many results we want to prove using measures, are only valid for so called Radon
measures.
Definition 2.4 (Radon measure). Let E ⊆ R. A Radon measure on (E,B) is a
measure µ such that for every compact measurable set B ∈ B, µ(B) <∞.
We will be working with the Lebesgue measure in this thesis. This is the measure
that defines µ(B) to be the n-dimensional volume of B for all balls B in Rn. We see
immediately that the Lebesgue measure is a Radon measure.
Many properties we will consider in measure theory are assumed to hold only so-
called almost everywhere.
Definition 2.5 (Almost everywhere). If some property holds everywhere on R, ex-
cept for a measurable set of Lebesgue measure zero, we say that the property holds
almost everywhere, abbreviated ”a.e.”.
In many applications we are interested in evaluating a measure on a set of the form
{x ∈ E : f(x) ∈ A}, where f is a function between two measurable spaces (E,E) and
(F,F), and A ∈ F. This motivates the following definition.
Definition 2.6 (Measurable function). Let (E,E) and (F,F) be two measurable
spaces. A function f : E → F is called measurable if, for any measurable set A ∈ F,
the set
f−1(A) = {x ∈ E : f(x) ∈ A}
is a measurable subset of E.
We want to define the integral of a measurable function by approximation by so-
called simple functions. A simple function f : [0, T ] → R is a function that can be
written on the form
f(t) =
∞∑
i=1
χEi(t)ui
for all t ∈ [0, T ], where Ei is a measurable set for i = 1, 2, . . . and ui ∈ R, and χ
is the indicator function. If f : R → [0,∞) is a non-negative, measurable function it
is possible, by an approximation of f with simple functions, to define the Lebesgue
integral ∫
R
f dx.
The function f is said to be integrable if this integral is finite. We let f+ and f− denote,
respectively, the positive and negative part of f for any function f , i.e., f = f+ − f−
for non-negative functions f+ and f−. If f is measurable, but not non-negative, we
may define ∫
R
f dx =
∫
R
f+ dx−
∫
R
f− dx
if both terms on the right-hand side are finite. The definition of the integral given here
agrees with the Riemann integral if f is Riemann integrable.
The following theorems are useful when proving that a function is integrable.
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Theorem 2.7 (Monotone convergence theorem). Assume the functions {fk}k∈N
are measurable, with
0 ≤ f1 ≤ f2 ≤ . . . ,
and that
∫
R fk dx is bounded. Then∫
R
lim
k→∞
fk dx = lim
k→∞
∫
R
fk dx.
Theorem 2.8 (Dominated convergence theorem). Assume the functions {fk}k∈N
are integrable, that fk → f a.e., and that |fk| ≤ g a.e. for some integrable function g.
Then f is integrable, and ∫
R
fk dx→
∫
R
f dx.
2.2 Stochastic analysis and Le´vy processes
The driving stochastic process in the problem of this thesis, is the Le´vy process. In
this section the Le´vy process will be defined, and some of its basic properties will be
stated. First we need to give a short introduction to general stochastic processes. The
presentation follows [14] closely.
Definition 2.9 (Probability space). (Ω,F,P) is a probability space if Ω is a set of
scenarios, F is a σ-algebra on Ω, and P is a positive finite measure on (Ω,F) with total
mass 1.
Definition 2.10 (Random variable). A random variable X taking values in A, is a
measurable function X : Ω → A, where (Ω,F,P) is a probability space.
We use E to denote the expected value of X.
Definition 2.11 (Convergence in probability). A sequence {Xn}n∈N of random
variables on (Ω,F,P) is said to converge in probability to a random variable X if, for
each  > 0,
lim
n→∞P(|Xn −X| > ) = 0.
A Poisson random variable is an example of a random variable, and it will be used later
when defining the Le´vy process.
Definition 2.12 (Poisson random variable). A Poisson random variable with pa-
rameter λ is an integer-valued random variable X such that
P(X = n) = e−λ
λn
n!
for all n ∈ N.
Now the concept of stochastic processes is introduced.
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Definition 2.13 (Stochastic process). A stochastic process is a family of random
variables indexed by time.
If the time parameter t is continuous, and the time interval is bounded, the stochastic
process can be written as (Xt)t∈[0,T ]. For each realization ω ∈ Ω, the trajectory X(ω) :
t→ Xt(ω) defines a function of time called the sample path of the process.
As time goes on, more information about a stochastic process is revealed to the
observer. We may formulate this mathematically by introducing a so-called filtration
(FT )t∈[0,T ].
Definition 2.14 (Filtration). A filtration or information flow on (Ω,F,P) is an in-
creasing family of σ-algebras (Ft)t∈[0,T ]: If 0 ≤ s ≤ t ≤ T , we have Fs ⊆ Ft ⊆ F.
We interpret Ft as the information known at time t. A probability space equipped with
a filtration is called a filtered probability space.
We can divide stochastic processes into different classes, such as martingales, semi-
martingales, Brownian motion, Poisson processes and Le´vy processes. Before defining
the Le´vy process, it is necessary to define some other stochastic processes. First we will
give a definition of what it means that a process is ca`dla`g.
Definition 2.15 (Ca`dla`g). A stochastic process X is said to be ca`dla`g if it is almost
surely right-continuous with left-hand limits.
Definition 2.16 (Martingale). A ca`dla`g process (Xt)t∈[0,T ] is a martingale if X is
non-anticipating (adapted to Ft), E[|Xt|] is finite for all t ∈ [0, T ] and
∀s > t, E[Xs|Ft] = Xt.
Definition 2.17 (Brownian motion). An almost surely continuous process (Xt)t∈[0,T ]
is a Brownian motion if X0 = 0 and Xt has independent increments, with Xt −Xs ∼
N(0, t − s), where N(µ, σ2) denotes the normal distribution with expected value µ and
variance σ2.
A Brownian motion can also be called a Wiener process.
Definition 2.18 (Le´vy process). A Le´vy process is a continuous-time ca`dla`g stochas-
tic process (Lt)t≥0 with values in Rd, such that
1. L0 = 0 almost surely,
2. for any increasing sequence of times t0, t1, . . . , tn, the random variables Lt0 , Lt1 −
Lt0 , . . . , Ltn − Ltn−1 are independent (independent increments),
3. the law of Lt+h − Lt does not depend on t (stationary increments), and
4. ∀ > 0,∀t ≥ 0, limh→0 P(|Lt+h − Lt| ≥ ) = 0 (stochastic continuity).
Now we define the measure ν on Rd to be such that ν(A) is the expected number of
jumps, per unit time, whose size belong to A. We also define a random measure N to
be the number of actual jumps in a given time period of a given size.
Definition 2.19 (Le´vy measure and jump measure). Let Lt be a Le´vy process on
R. Then the measure ν on R defined by
ν(A) = E
[
#{t ∈ [0, 1] : ∆Lt 6= 0, ∆Lt ∈ A}
]
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for all A ∈ B(R) is called the Le´vy measure of L. The random measure N on [0,∞)×R
defined by
N(B) = #(t, Lt − Lt−) ∈ B
for all B ∈ B([0,∞)× R), is called the jump measure of L.
We will give a formula that shows how a Le´vy process can be decomposed into
different parts, but first we need to define what we mean by a Poisson random measure.
Definition 2.20 (Poisson random measure). Let (Ω,F,P) be a probability space,
E ⊆ R and µ a given (positive) Radon measure on (E,E). A Poisson random measure
on (E,E) with intensity measure µ, is an integer-valued random measure M : Ω×E → N
such that the following conditions are satisfied:
1. For (almost all) ω ∈ Ω, M(ω, ·) is an integer-valued Radon measure on E: For any
bounded measurable A ⊆ E, M(A) <∞ is an integer-valued random variable.
2. For each measurable set A ⊆ E, M(·, A) = M(A) is a Poisson random variable
with parameter µ(A):
P
(
M(A) = k
)
= eµ(A)
(
µ(A)
)k
k!
for all k ∈ N.
3. For disjoint measurable sets A1, . . . , An ⊂ E, the variables M(A1), . . . ,M(An) are
independent.
The following theorem gives a useful representation of Le´vy processes.
Theorem 2.21 (Le´vy-Itoˆ Decomposition). Let Lt be a Le´vy process on R and ν
its Le´vy measure. Then ν is a Radon measure and verifies∫
|x|≤1
|x|2ν(dx) <∞ and
∫
|x|≥1
ν(dx) <∞.
The jump measure of L, denoted by N , is a Poisson random measure on [0,∞) × R
with intensity measure ν(dx)dt. A Le´vy process can be written as
Lt = bt+ σBt +
∫ t
0
∫
|x|≥1
xN(ds, dx) + lim
→0
∫ t
0
∫
<|x|<1
x N˜(ds, dx), (2.1)
where Bt is a Brownian motion, b ∈ R, σ > 0 and N˜(ds, dz) = N(ds, dx) − ν(dx)ds.
All terms of (2.1) are independent, and the convergence in the last term is almost sure
and uniform in t on [0, T ].
The last term on the right-hand side of (2.1) will be written as∫ t
0
∫
0<|x|<1
x N˜(ds, dx).
We see that a Brownian motion is a Le´vy processes.
Itoˆ’s formula is a useful tool when working with stochastic processes. It is the stochas-
tic calculus counterpart of the chain rule in ordinary calculus.
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Theorem 2.22 (Itoˆ’s formula). Let (Xt)t≥0 be a d-dimensional semimartingale. For
any function f : [0, T ]×R→ R that is continuously differentiable with respect to time,
and twice continuously differentiable with respect to the other variables,
f(t,Xt) = f(0, X0) +
∫ t
0
fs(s,Xs) ds+
d∑
i=1
∫ t
0
fi(s,Xs) dXis
+
1
2
d∑
i,j=1
∫ t
0
fij(s,Xs−) d[X,X]
c
s
+
∑
0≤s≤t
∆Xs 6=0
(
f(s,Xs)− f(s,Xs−)−
d∑
i=1
∆Xsfi(s,Xs−)
)
for all t ∈ [0, T ], where [X,X]c denotes the continuous part of the quadratic variation
process of X.
A Le´vy process is a semimartingale, and therefore Itoˆs formula applies.
See [14] for more information about jump processes, and see [44] for more information
about stochastic analysis in general.
We end the section with a theorem of probability, which will be used several times
throughout the thesis. It follows directly from Theorem 34.4 of [11], which says that
E[X] = E
[
E[X |F1]
]
for any σ-algebra F1 ⊂ F. The theorem below can be proved by
defining F1 as the σ-algebra generated by {Ω1, Ω2, . . .}.
Theorem 2.23 (Partition Theorem of Conditional Expectation). Let X be a
random variable of finite expectation, and let {Ωn}n∈N be a countable partition of Ω,
i.e., Ωn ∩Ωm = ∅ for all n 6= m, and Ω = ∪∞n=1Ωn. Then
E[X] =
∞∑
n=1
E
[
X |Ωn
] · P[Ωn].
2.3 Control theory and dynamic programming
Optimal control theory deals with the problem of finding a control law for a given
system, such that a certain optimality criterion is achieved. A control problem includes
a utility function that is a function of the state and control variables involved.
Control problems can be either deterministic or stochastic. In the first case the
development of the state variables can be deterministically determined from the control;
in the second case their development is a stochastic process. A deterministic control
problem in continuous-time and finite time-horizon typically takes the form
V (t, x) = sup
C∈At,x
∫ T
t
U(s,XCs , Cs) ds+W (X
C
T , CT ),
while a stochastic control problem typically takes the form
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V (t, x) = sup
C∈At,x
E
[∫ T
t
U(s,XCs , Cs) ds+W (X
C
T , CT )
]
. (2.2)
In these equations
• t represents time, and T is the terminal time.
• XCs is a vector that represents the state of the system at time s. The process XCs has
initial value x, and develops according to the chosen control, i.e., dXs = f(XCs , Cs)
for some function f .
• Cs is the value of the control at time s. The control C must belong to At,x, the set
of all admissible controls from the starting position (t,X).
• U and W are utility functions that give a measure of the satisfaction that is obtained
in different states and for different controls.
• The value function V is a function describing the largest possible (expected) sat-
isfaction that can be obtained from the starting state (t, x). The largest possible
(expected) satisfaction is obtained by choosing an optimal control C∗.
The problem is to find the value function, in addition to determining an optimal control
C∗. If possible, we wish to find an explicit formula for V and C∗, but in most cases we
must find V and C∗ by numerical methods.
HARA utility functions is a large class of utility functions, and CRRA utility func-
tions is a subclass of HARA utility functions. A utility function U ∈ C2(R) exhibits
HARA if its absolute risk aversion can be written on the form 1/(ac+ b) for constants
a, b ∈ R, where the absolute risk aversion is defined by
−U
′′(c)
U(c)
.
A utility function exhibits CRRA if its relative risk aversion, defined by
−cU
′′(c)
U ′(c)
,
is constant. All CRRA functions can be written on the form U(c) = Acγ/γ or U(c) =
A ln c for some constant A ∈ R. The utility function U(c) = Acγ/γ corresponds to a
relative risk aversion of 1−γ, while U(c) = A ln c corresponds to a relative risk aversion
of 1.
The Merton Problem is a famous example of a stochastic optimal control problem.
An investor has initial wealth x, and the problem is to determine what fraction of
the wealth that should be invested in a portfolio, and what fraction that should be
invested in a risk-free asset. The uncertain asset follows a geometric Brownian motion
with higher expected return than the risk-free asset, which has constant rent. The
investor may transfer money between the risk-free asset and the stock at any time, and
may also consume wealth. She obtains satisfaction from consumption and from wealth
at the terminal time. This thesis concerns a generalization of the Merton problem.
Optimal control problems are satisfying the dynamic programming principle, which
can be stated as follows for the stochastic control problem (2.2):
V (t, x) = sup
C∈At,x
E
[∫ t+∆t
t
U(s,Xs, Cs) ds+ V
(
t+∆t,XCt+∆t
)]
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for all ∆t ∈ [0, T − t]. The dynamic programming equation can be transformed to a
so-called Hamilton-Jacobi-Bellman (HJB) equation equation by letting ∆t→ 0:
F (t, x, V,DV,D2V ) = 0. (2.3)
The HJB equation is typically a non-linear partial differential equation of first or second
order, where the value function V is the unknown. If only continuous sample paths Xs
are allowed, the equation often takes the form Vt + supc F¯ (t, x,DxV,DxxV, c) = 0 for
some function F¯ . If singular sample paths are allowed, the HJB equation is often a
system of equations or inequalities instead of only a single equation. If the stochastic
processes involved are jump processes, for example Le´vy processes, the HJB equation
will be non-local.
See [25] for more information about control theory.
2.4 Viscosity solutions of partial differential equations
Often the value function V is not sufficiently smooth to satisfy the HJB equation (2.3)
in a classical sense, for example there may be points where V is not differentiable. See
Chapter II.2 in [25] for examples of control problems with non-smooth value functions.
One has introduced a generalized kind of solution to the HJB equation, called a viscosity
solution, to overcome this problem.
A viscosity solution of (2.3) does not need to be differentiable everywhere, but it
still satisfies (2.3) in an appropriate sense. See Definition 6.2 for a precise definition of
viscosity solutions for the problem we will consider in this thesis. One can show that a
smooth function satisfying the HJB equation is a viscosity solution, and that a smooth
value function will satisfy the HJB equation in a classical sense.
There are many advantages with using viscosity theory, instead of only considering
classical solutions of (2.3). First, it widens the class of problems we may consider,
because we also can study problems where the value function is not differentiable.
Second, it is often relatively easy to show existence and uniqueness of viscosity solutions
of the HJB equation, and to show that the value function is a viscosity solution of (2.3).
Third, we get precise formulations of general boundary conditions. Fourth, the theory
often provides a great flexibility in passing to limits in various settings. Fifth, it is often
easy to show continuous dependence of the value function V on the problem data, and
it is sometimes also possible to show higher order regularity of V .
The concept of viscosity solutions is also applied in other fields than optimal control,
for example in front evolution problems and differential games. See [25] for a good
introduction to viscosity theory for controlled Markov (memoryless) processes, and see
[15] for a good general introduction to viscosity solutions.
2.5 Penalty approximations
Penalty methods are a wide class of methods where one approximates a problem (P )
by a family of problems (P)>0. Each problem (P ) or (P) consists of a partial differ-
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ential equation (PDE), possibly in addition to some boundary values and additional
constraints. We wish to find a family of penalty approximation (P)>0, such that the
solution of (P) converges to the solution of (P ) when → 0. Penalty methods are use-
ful when constructing numerical schemes for problems that are difficult to discretize.
If (P ) is difficult to solve numerically, while (P) is easy to solve numerically, we solve
the problem (P) for a small value of , instead of solving (P ) directly.
The form of the penalty approximation (P) depends of course strongly on the original
problem (P ). We will give a few examples on how appropriate penalty approximations
may be found. In [10] a penalty approximation is obtained by replacing a discontinuous
function in the PDE by a continuous approximation. Another strategy for constructing
a penalty method is presented in [43]. The authors first find a finite difference scheme
for (P ) on the form min{Acx = bc : c ∈ C}, where Ac is a known matrix, bc is a known
vector, and C is a finite set of controls. Then they find a penalty approximation to the
finite difference scheme on the form
(Ac0x − bc0)− 
∑
c∈C\{c0}
max{bc −Acx; 0} = 0. (2.4)
The solution of the penalty approximation is shown to converge to the solution of the
original discrete problem.
In some cases (P ) is difficult to solve because of additional constraints, and in this
case one can modify the PDE of (P ) by adding so-called penalty terms. One special case
is when the PDE of (P ) is on the form max{F,G1, G2, . . . , Gn} = 0 for some functions
F , G1, G2,. . . ,Gn of the unknown function and its derivatives. One possible penalty
approximation is
F + f 1(G1) + f

2(G2) + . . .+ f

n(Gn) = 0, (2.5)
where lim→0 f i (Gi) = 0 if Gi < 0, f

i (Gi) ≥ 0 if Gi = 0, and f i (Gi) blows up as → 0
if Gi > 0. See [38], [17] and [16] for problems where a penalty approximation on the
form (2.5) is used. A similar idea is used in [32], though the penalty approximation
cannot be written explicitly on the form (2.5) in this case. It is easy to see intuitively
that the solution of (2.4) and (2.5) may converge to the solution of the original problem
as  → 0. However, giving a careful proof that the solutions of (2.4) and (2.5) do not
blow up as → 0, and that the limiting function satisfies the original problem, is more
challenging. In Chapter 10 it is shown that a penalty approximation on the form (2.5)
gives a uniformly convergent sequence of solutions for the problem considered in this
thesis.
2.6 Analysis
In this section some known theorems of analysis that will be used in later chapters, are
stated. Basic definitions of for example uniform continuity are assumed known to the
reader. The reader is referred to [20], [3], [22], [23] and [34] for proofs.
Definition 2.24 (Equicontinuity). Let {fk}k∈N be a sequence of functions defined
on A ⊂ Rn. They are said to be equicontinuous if, for each  > 0 and x ∈ A, there is a
δ > 0 such that |y − x| < δ and y ∈ A implies |fk(x)− fk(y)| <  for all k ∈ N.
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The Arzela`-Ascoli theorem can be used to prove that a sequence of functions converge
uniformly.
Theorem 2.25 (Arzela`-Ascoli Theorem). If a sequence {fn}n∈N of continuous
functions defined on a compact set is bounded and equicontinuous, then {fn}n∈N has a
subsequence converging uniformly to a continuous function f .1
The Heine-Cantor theorem gives us a condition that guarantees that a function f is
uniformly continuous.
Theorem 2.26 (Heine-Cantor Theorem). Let f : A→ B be a continuous function
defined on a compact set A ⊂ Rn taking values in the set B ⊂ Rm. Then f is uniformly
continuous.
A function is uniformly continuous if and only if it admits a modulus of continuity.
Theorem 2.27. The function v : A→ R, A ⊆ Rn, is uniformly continuous if and only
if there exists a function ω : Rn → R such that ω(0, 0, 0) = 0, ω is continuous at (0, 0, 0)
and
|v(t, x, y)− v(t′, x′, y′)| ≤ ω(|t− t′|, |x− x′|, |y − y′|)
for all (t, x, y), (t′, x′, y′) ∈ A.
The function ω is called the modulus of continuity of v.
Gro¨nwall’s inequality can be used to show bounds on a function defined by an integral
of itself.
Theorem 2.28 (Gro¨nwall’s inequality). Let f be a non-negative integrable function
on [0, T ] that satisfies the integral inequality
f(t) ≤ C1
∫ t
0
f(s) ds+ C2
for almost all t ∈ [0, T ) and constants C1, C2 ≥ 0. Then
0 ≤ f(t) ≤ C2eC1t
for a.e. t ∈ [0, T ].
Theorem 2.29 (Banach fixed point theorem). Let f : A → A, A ⊆ Rn, and
suppose there is a constant  > 0 such that
|f(x)− f(y)| ≤ (1− )|x− y|
for all x, y ∈ A. Then there exist a unique point a ∈ A such that f(a) = a. For fixed
x ∈ X, the sequence {fn(x)}n∈N converges to a, where the functions fn : A → A are
defined recursively by f0(x) = x and fn+1(x) = f
(
fn(x)
)
for n ∈ N.
1 The most common formulation of the Arzela`-Ascoli Theorem says that the functions {fn}n∈N should be
uniformly equicontinuous, but as shown in [20], the formulation given here is equivalent.
Part I
A singular stochastic portfolio optimization
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In this part a singular stochastic portfolio optimization problem is presented, and var-
ious properties of the problem will be discussed and proved in a viscosity solution
setting. Many of the results are adaptions of results proved in [8] and [9] for the case
of an infinite time-horizon.
In Chapter 3 the problem and the conditions on the functions and constants involved
are stated, and in Chapter 4 some properties of the value function are proved. In
Chapter 5 the HJB equation of the problem is derived by a heuristic argument, and
it is shown that the dimension of the problem can be reduced for one specific class
of utility functions. In Chapter 6 it is proved that the value function is the unique
constrained viscosity solution of the HJB equation, and in Chapter 7 some explicit
solution formulas are found.

Chapter 3
A singular stochastic portfolio optimization
problem
Let (Ω,F,P) be a probability space and (Ft)t∈[0,T ] a given filtration. Consider a financial
market that consists of a bond with constant interest rate rˆ > 0, and a stock that has
price dynamics S = (St)t∈[0,T ] given by
St = S0eLt ,
where S0 > 0 and L = (Lt)t∈[0,T ] is a Le´vy process. The Le´vy-Itoˆ decomposition of L
(see Theorem 2.21) is
Lt = µt+ σBt +
∫ t
0
∫
{|z|<1}
z N˜(ds, dz) +
∫ t
0
∫
{|z|≥1}
z N(ds, dz),
where µ ∈ R, σ ≥ 0, B = (Bt)t∈[0,T ] is a Brownian motion and N(dt, dz) is the jump
measure of L with a deterministic compensator of the form ν(dz)× dt. The measure ν
is the Le´vy measure of L, see Definition 2.19, and ν satisfies
ν({0}) = 0,
∫
R\{0}
(|z|2 ∧ 1) ν(dz) <∞ and
∫
|z|≥1
|ez − 1| ν(dz) <∞. (3.1)
The standard model of stock prices is the geometric Brownian motion, but a Le´vy
process is used instead of a Brownian motion here, as this is a more realistic model.
Using Itoˆ’s Formula, we get
dSt = µˆSt dt+ σSt dBt + St−
∫
R\{0}
(ez − 1) N˜(dt, dz),
where
µˆ = µ+
1
2
σ2 +
∫
R\{0}
(ez − 1− z1|z|<1) ν(dz).
We assume µˆ > rˆ, i.e., the expected return from the stock is higher than the return
of the bond. The advantage of investing in the stock instead of the bond, is that the
expected return is higher. The disadvantage is that the risk is higher.
Consider an investor who wants to put her money in the stock and the bond, with the
goal of maximizing her utility over some time interval [t, T ], t ∈ [0, T ]. Let pis ∈ [0, 1] be
the fraction of her wealth invested in the stock at time s ∈ [t, T ], and assume that there
are no transaction costs in the market. Let Cs denote the cumulative consumption from
time t up to time s, and let Xpi,Cs denote the wealth process. We have
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Xpi,Cs =x− Cs +
∫ s
t
(rˆ + (µˆ− rˆ)pis′)Xpi,Cs′ ds′ +
∫ s
t
σpis′X
pi,C
s′ dBs′
+
∫ s
t
pis′−X
pi,C
s′−
∫
R\{0}
(ez − 1) N˜(ds, dz),
(3.2)
where x is the wealth at the starting time t, and pi and C are the controls. To incorporate
the idea of durability and local substitution, Y pi,Cs is introduced. The process Y
pi,C
s
represents the average past consumption, and is defined by
Y pi,Cs = ye
−β(s−t) + βe−βs
∫ s
t
eβs
′
dCs′ , (3.3)
where y is the average past consumption at time t, and β > 0 is a weighting factor. The
terms durability and local substitution will be explained below. The integrals in the
expressions for Xpi,Cs and Y
pi,C
s are interpreted pathwise in a Lebesgue-Stieltjes sense,
see [30] for more information.
The goal of the investor is to find an allocation process pi∗ and a consumption plan
C∗ that optimize expected terminal wealth and expected discounted utility over the
investment horizon [t, T ]. Define the value function V : DT → [0,∞) by
V (t, x, y) = sup
(pi,C)∈At,x,y
E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,CT , Y
pi,C
T
)]
, (3.4)
where DT = D × [0, T ), D =
{
(x, y) ∈ R2 : x > 0, y > 0}, δ > 0 is the discount fac-
tor, At,x,y is a set of admissible controls, U and W are given utility functions, and
E denotes the expectation. A value function on a form similar to this is common in
the literature, see for example [31], where a more general function U
(
s, Y pi,Cs
)
is used
instead of e−δsU
(
Y pi,Cs
)
, and [17], where U is a function of present consumption and
W = W
(
Xpi,CT
)
is on a form similar to U . The purpose of the discount factor δ is to
signalize that we value early consumption more than late consumption.
To simplify notation, define X := (x, y), V (t,X) := V (t, x, y), At,X := At,x,y, etc. To
distinguish X = (x, y) from the stochastic process Xpi,Cs , X
pi,C
s will always be marked
with the controls pi,C, unless something else is explicitly stated. In some cases it is
most convenient to work with X on the full form (x, y), in other cases it is easier to
use the short-hand notation X.
For any (t, x, y) ∈ DT , (pi,C) ∈ At,x,y if the following conditions hold:
(ci) Cs is an adapted process on [t, T ] that is non-decreasing and right-continuous
with left-hand limits (ca`dla`g). It has initial value Ct− = 0 (to allow an initial
jump when Ct > 0) and satisfies E[Cs] <∞ for all s ∈ [t, T ].
(cii) pis is an adapted ca`dla`g process with values in [0, 1].
(ciii) X
pi,C
s ≥ 0, Y pi,Cs ≥ 0 almost everywhere for all s ∈ [t, T ].
The restriction pis ≤ 1 for all s ∈ [t, T ] implies that the investor cannot loan money with
rent rˆ to invest in the risky asset. The restriction Xpi,Cs ≥ 0 means that the investor
cannot spend more money than she has. The following assumptions are made on the
utility functions U : [0,∞)→ [0,∞) and W : D → [0,∞):
(ui) U and W are continuous, non-decreasing and concave.
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(uii) There exist constants KU > 0, KW > 0 and γ ∈ (0, 1) such that δ > k(γ),
U(y) ≤ KU (1 + y)γ ,
and
W (x, y) ≤ KW (1 + x+ y)γ ,
where
k(γ) := max
pi∈[0,1]
[
γ
(
rˆ + (µˆ− rˆ)pi)+ 1
2
γ(γ − 1)(σpi)2
+
∫
R\{0}
(
1 + pi(ez − 1))γ − 1− γpi(ez − 1) ν(dz)].
That U and W are concave, implies that the investor prioritizes safe investments over
risky investments. If Xpi,C and Y pi,C decrease, the satisfaction of the investor decreases,
but if Xpi,C and Y pi,C are increased by the same amount, the satisfaction is not increased
by a corresponding amount. If U and W had been linear, the investor had not given
priority to safe investments over risky investments; her only goal had been to maximize
the expected values of Xpi,C and Y pi,C .
A lemma showing that k is well-defined, will be proved below, but first we will define
γ∗ ∈ (0, 1) and the sets Cl(DT ) and C ′l(DT ).
Definition 3.1. Define
γ∗ = sup{γ ∈ (0, 1] : δ > k(γ)}.
Note that δ = k(γ∗), since k is continuous.
Definition 3.2. For all l ≥ 0, define
Cl(DT ) =
{
φ ∈ C(DT ) : sup
DT
|φ(t, x, y)|
(1 + x+ y)l
<∞
}
.
Note that Cl1(DT ) ⊂ Cl2(DT ) if l1 < l2.
Definition 3.3. For all l ≥ 0, define
C ′l(DT ) =
{
φ ∈ C(DT ) : φ ∈ Cl′(DT ) for some l′ < l
}
.
Note that C ′l(DT ) ⊂ Cl(DT ), and that Cl′(DT ) ⊂ C ′l(DT ) for all l′ < l. We will prove
uniqueness of viscosity solutions in C ′γ∗(DT ) in a later chapter. The following lemma
shows that k is well-defined (putting Vˆ (t, x, y) = xγ and x = 1), and will also be used
in later chapters.
Lemma 3.4. Let V̂ ∈ C1(DT ) ∩ C1,2,1(DT ). Then∫
R\{0}
V̂
(
t, x+ pix(ez − 1), y)− V̂ (t, x, y)− pix(ez − 1)V̂x(t, x, y) ν(dz) <∞
for all (t, x, y) ∈ DT .
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Proof. Fix (t, x, y) ∈ DT . Since V̂ ∈ C1(DT ), there is a constant M , depending on
(t, x, y), such that∣∣∣V̂ (t, x+ pix(ez − 1), y)− V̂ (t, x, y)− pix(ez − 1)V̂x(t, x, y)∣∣∣ ≤M(1 + |ez − 1|)
for all |z| > 1. By (3.1) and the dominated convergence theorem (Theorem 2.8), we see
that the integral is defined for |z| > 1.
For |z| ≤ 1, we make a Taylor expansion of V̂ around (t, x, y):
V̂
(
t, x+ pix(ez − 1), y)− V̂ (t, x, y)− pix(ez − 1)V̂x(t, x, y)
=
1
2
V̂xx(t, a, y)
(
pix(ez − 1))2
= O(z2),
where a is between x and x + xpi(ez − 1). Again we see by (3.1) that the integral is
finite. uunionsq
Our problem is said to exhibit durability and local substitution, because U is a
function of average past consumption, instead of present consumption rate, see [31].
Durability means that the satisfaction the agent gets from consumption is lasting, and
Ct can be interpreted as the total purchase of a durable good until time t, where the
purchase of the durable good is irreversible. Local substitution means that consumption
at nearby dates are almost perfect substitutes. The standard Merton problem with
consumption does not exhibit this property. It is not explained why this is the case in
[31], but we will give a short explanation of why our problem exhibit local substitution,
while the Merton problem does not:
If an agent consumes at rate c1 in the time interval [t, t+∆t], and at rate c2 in the
time interval [t+∆t, t+ 2∆t], her total satisfaction from consumption in [t, t+ 2∆t] is
approximately equal to
2∆te−δt
(
U(c1) + U(c2)
)
,
if she only obtains satisfaction from present consumption. If she consumes at rate
(c1 + c2)/2 in the interval [t, t+ 2∆t], on the other hand, her total satisfaction is
2∆te−δtU
(
c1 + c2
2
)
.
We see that her satisfaction is not the same in the two cases, since U is not a linear
function. Since U is a concave function, the agent will obtain largest satisfaction in
the last case, i.e., the case where the consumption rate is constant. However, her total
consumption is equal to (c1 + c2)∆t in both cases. If U is a function of average past
consumption, Y pi,C will be approximately constant in the interval [t, t+ 2∆t] for suffi-
ciently small ∆t, and Y pi,CT will be approximately identical for the two cases, see (3.3).
Therefore the agent’s satisfaction will be approximately equal in the two cases if U is
a function of average past consumption.
We assume the dynamic programming principle is valid. The dynamic programming
principle can be stated formally as in the following theorem.
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Theorem 3.5 (The Dynamic Programming Principle). For all (t, x, y) ∈ DT and
∆t ∈ [0, T − t], we have
V (t, x, y) = sup
(pi,C)∈At,x,y
E
[∫ t+∆t
t
e−δsU
(
Y pi,Cs
)
ds+ V
(
t+∆t,Xpi,Ct+∆t, Y
pi,C
t+∆t
)]
.
We can easily see that the dynamic programming principle is valid from a probabilistic
point of view, but a proof of its validity will not be given here. A proof of the dy-
namic programming principle for another stochastic optimization problem with jump
processes is given in [33]. See also [25] and [24] for proofs of the dynamic programming
principle for various control problems. The existence of optimal controls will also be as-
sumed. This is proved for a slightly different singular stochastic control problem in [7].
The existence of an optimal control for our problem, is stated in the following theorem.
Theorem 3.6. For all (t, x, y) ∈ DT there exists (pi∗, C∗) ∈ At,x,y such that
V (t, x, y) = E
[∫ T
t
e−δsU
(
Y pi
∗,C∗
s
)
ds+W
(
Xpi
∗,C∗
T , Y
pi∗,C∗
T
)]
.
3.1 Notation
In addition to standard notation and the notation introduced above, the following
definitions will be used throughout the thesis:
Ck,l,m(OT ), OT ⊆ DT , denotes the set of all functions f : OT → R that are k times
continuously differentiable in t, l times continuously differentiable in x, and m times
continuously differentiable in y.
For all A ⊆ Rn, USC(A) (LSC(A)) denotes the set of all upper semi-continuous
(lower semi-continuous) functions defined on A.
If f, g : A → R for some A ⊂ Rn, the function h = max{f ; g} is defined as the
pointwise supremum of the two functions f and g.
Let A ⊆ Rn, and let B be a boolean expression that is either satisfied or not satisfied
by each element of A. Define 1B : A→ {0, 1} to be such that (1B)(a) = 1 if a satisfies
B, and (1B)(a) = 0 if a does not satisfy B.
N
(
(t,X), r
)
, (t,X) ∈ DT , r > 0 denotes the ball with centre (t,X) and radius r,
i.e.,
N
(
(t,X), r
)
:=
{
(s, Y ) ∈ R3 : |(s, Y )− (t, Y )| < r}.
We let N
(
(t,X), r
)
denote the closure of N .
Sn denotes the set of all n× n symmetric matrices, where n ∈ N.
If A ∈ Sn, we let |A| denote the spectral radius norm of A.
If A,B ∈ Sn, we let B ≤ A mean that A−B is positive semidefinite.
In denotes the n× n identity matrix. If the dimension of the matrix is obvious from
the context, the superscript n may be skipped.
If f ∈ C1(A) for some A ⊆ Rn, Df denotes the vector of all partial derivatives of f :
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Df =

f1
f2
. . .
fn
 ,
where fi is the derivative of f with respect to the ith argument. If X is a vector of
input variables, DXf denotes the part of Df associated with X.
If f ∈ C2(A) for some A ⊆ Rn, D2f denotes the vector of all second partial deriva-
tives of f :
D2f =

f1,1 f1,2 . . . f1,n
f2,1 f2,2 . . . f2,n
. . . . . . . . .
fn,1 fn,2 . . . fn,n
 ,
where fi,j is the derivative of f with respect to the ith and the jth argument. If X is
a vector of input variables, D2Xf denotes the part of D
2f associated with X. If X is a
single variable, we may write ∂2Xf instead of D
2
Xf . If X is a single variable, we may also
use the notation ∂nXf for higher-order derivatives of f with respect to X. This notation
is easier than fX , fXX , fXXX , fXXXX etc when the number of derivatives is large.
For each vector v = (v1 v2 . . . vn)t ∈ Rn, |v| denotes the Euclidean norm of v, i.e.,
|v| =
√
v21 + v
2
2 + . . .+ v2n.
For each function f : A→ R, A ⊆ Rn, |f |L∞ denotes the supremum norm of f , i.e.,
|f |L∞ = sup
x∈A
|f(x)|.
If (Ω,F,P) is a probability space and Ω′ ⊆ Ω, we let P[Ω′] denote the probability of
Ω′. If f : Ω → R and Ω′ ⊂ Ω, we let
E
[
f(ω) |Ω′
]
denote the expected value of f given ω ∈ Ω′.
Chapter 4
Properties of the value function
In this chapter some properties of the value function are stated and proved. First
it is proved that V is well-defined. Then we state the boundary conditions and the
terminal value condition, and show that the terminal value condition may be rewritten
on a form that will be more convenient in proofs in later chapters. Then we show some
monotonicity and growth properties of V , and at the end of the chapter some regularity
results are proved. Many of the proofs are following the same ideas as similar proofs in
[9], where the authors consider an infinite-horizon version of our optimization problem
with a pure-jump Le´vy process. The HJB equation in the infinite-horizon case does not
depend on t, so the results involving the time variable t are new.
Lemma 4.1. The value function V is well-defined, i.e., the right-hand side of (3.4)
exists for all (t, x, y) ∈ DT .
Proof. Since all sets of real numbers have a supremum (finite or ∞), it is sufficient to
show that the set At,x,y is non-empty for all (t, x, y) ∈ DT . Define pi ≡ pi∗ and C ≡ 0 for
some pi∗ ∈ [0, 1]. Then (pi,C) ∈ At,x,y for all (t, x, y) ∈ DT , because C is non-decreasing
and Xpi,Cs ≥ 0 for all s ∈ [t, T ]. uunionsq
The lemma above does not say that V takes a finite value for all (t, x, y) ∈ DT . However,
we can use Lemma 4.6 to prove this later.
4.1 Boundary conditions and terminal value condition
At the boundary of D we have state constraints. These say that Xpi,Cs and Y
pi,X
s must
stay non-negative for all s ∈ [t, T ]. We will see in Chapter 6 that this can be expressed
mathematically as V satisfying a specific viscosity subsolution inequality at the bound-
ary.
For x = 0 we can find an explicit expression for V . If x = 0, we have Cs = 0 and
Xpi,Cs = 0 for all s ≥ t, because Xpi,C must stay non-negative. From (3.3) we see that
Ys = ye−β(s−t), and this implies that
V (t, 0, y) =
∫ T
t
e−δsU
(
ye−β(s−t)
)
ds+W
(
0, ye−β(T−t)
)
. (4.1)
For y = 0 it is reasonable to assume that V satisfies βvy−vx = 0 in a viscosity sense.
This will be explained in Chapter 11.
25
26 4 Properties of the value function
If t = T , (3.2) and (3.3) give
Xpi,CT = x− CT
and
Y pi,CT = y + βe
−βT
∫ T
T−
eβs dCs = y + βCT .
The control Cs is only defined for s = T in this case. The control C is admissible iff
0 ≤ CT ≤ x, where CT > 0 corresponds to a consumption gulp. We get
V (T, x, y) = max
c∈[0,x]
W (x− c, y + βc). (4.2)
We see from this expression that it might be possible to reformulate the problem with
a more convenient definition of W . We call this function Ŵ , and it is defined as follows:
Definition 4.2. Define Ŵ : D → [0,∞) by
Ŵ (x, y) := max
c∈[0,1]
W (x− c, y + βc)
for all (x, y) ∈ D .
We see from (4.2) that
V (t, x, y) = sup
(pi,C)∈At,x,y
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
)]
,
because the optimal control always will do a terminal consumption gulp if this increases
the value of W . We also see that Ŵ satisfies the same growth conditions as W :
Lemma 4.3. The function Ŵ satisfies (ui)− (uii).
Proof. We see immediately that Ŵ is continuous, since W is continuous. By using that
W is non-decreasing, we see that Ŵ also is non-decreasing, because, for any ∆x,∆y > 0,
Ŵ (x+∆x, y) = max
c∈[0,x+∆x]
W (x+∆x− c, y + βc)
≥ max
c∈[0,x]
W (x+∆x− c, y + βc)
≥ max
c∈[0,x]
W (x− c, y + βc)
= Ŵ (x, y)
and
Ŵ (x, y +∆y) = max
c∈[0,x]
W (x− c, y +∆y + βc)
≥ max
c∈[0,x]
W (x− c, y + βc)
= Ŵ (x, y).
Now we want to prove that Ŵ is concave. Fix any (x1, y1), (x2, y2) ∈ D , and let c1 ∈
[0, x1], c2 ∈ [0, x2] satisfy
Ŵ (xi, yi) = W (xi − ci, xi + βci)
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for i = 1, 2. The existence of c1 and c2 follows from the compactness of [0, x1] and
[0, x2]. By using the concavity of W , we have, for any λ ∈ [0, 1],
λŴ (x1, y1) + (1− λ)Ŵ (x2, y2)
= λW (x1 − c1, x1 + βc1) + (1− λ)W (x2 − c2, x2 + βc2)
≤W (λx1 + (1− λ)x2 − λc1 − (1− λ)c2, λy1 + (1− λ)y2 + β(λc1 + (1− λ)c2))
≤ max
c∈[0,λx1+(1−λ)x2]
W (λx1 + (1− λ)x2 − c, λy1 + (1− λ)y2 + βc)
= Ŵ (λx1 + (1− λ)x2, λy1 + (1− λ)y2).
We have now proved that Ŵ satisfies (ui). By using that W is non-decreasing and
satisfies (uii), we see that Ŵ satisfies a similar estimate as the one given in (uii):
Ŵ (x, y) ≤W (x, y + βx) ≤ KW
(
1 + (1 + β)x+ y
)γ
< KW (1 + β)γ(1 + x+ y)γ .
uunionsq
It is possible to reformulate the problem with the function Ŵ instead of the function
W . Some of the proofs in the thesis become easier with the new formulation of W . In
Part II, where we define a non-singular version of the problem considered here, the value
function V will not be equal with the terminal utility function W and the terminal
utility function Ŵ . If the terminal utility function is Ŵ , V will converge to V on the
whole domain DT . If the terminal utility function is W , however, V will only converge
to V on [0, T )×D .
4.2 Growth and Monotonicity Properties
In this section we will prove some growth and monotonicity properties of V . We start
by considering the monotonicity of V in x and y. Since U and W are non-decreasing
in x and y, it is reasonable that also V is non-decreasing in x and y.
Lemma 4.4. The value function V is non-decreasing in x and y.
Proof. Let t ∈ [0, T ], (x, y), (x′, y′) ∈ D for x ≤ x′ and y ≤ y′, and (pi,C) ∈ At,x,y.
(pi,C) ∈ At,x′,y′ , because x′ ≥ x implies X ′pi,Cs ≥ Xpi,Cs ≥ 0, where X ′pi,C and Y ′pi,C
are the processes with initial values x′ and y′, respectively, and Xpi,C and Y pi,C are the
processes with initial values x and y, respectively. It follows that Ax,y,t ⊆ At,x′,y′ . We
also see that Y pi,Cs ≤ Y ′pi,Cs , and using the monotonicity of U and W (see (ui)), we get
V (t, x, y) = sup
(pi,C)∈At,x,y
E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,CT , Y
pi,C
T
)]
≤ sup
(pi,C)∈At,x,y
E
[∫ T
t
e−δsU
(
Y ′pi,Cs
)
ds+W
(
X ′pi,CT , Y
′pi,C
T
)]
≤ sup
(pi′,C′)∈At,x′,y′
E
[∫ T
t
U
(
Y ′pi
′,C′
s
)
ds+W
(
X
′pi′,C′
T , Y
′pi′,C′
T
)]
= V (t, x′, y′).
uunionsq
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V is not generally increasing or decreasing in t. However, as the following examples
show, we may manage to prove monotonicity of V in t for some special cases:
1. If x = 0 and ∫ T
t1
e−δsU
(
ye−δ(s−t1)
)
ds−
∫ T
t2
e−δsU
(
ye−δ(s−t2)
)
ds
< W
(
0, ye−β(T−t2)
)
−W
(
0, ye−β(T−t1)
)
for all y > 0 and t1, t2 ∈ [0, T ] with t1 < t2, V is increasing in t. If x = 0, we must
have Cs ≡ 0 and Xpi,Cs ≡ 0 for all s ∈ [t, T ], so Y pi,Cs = ye−β(s−t), and
V (t1, 0, y) =
∫ T
t1
e−δsU
(
ye−δ(s−t1)
)
ds−W
(
0, ye−β(T−t1)
)
<
∫ T
t2
e−δsU
(
ye−δ(s−t2)
)
ds+W
(
0, ye−β(T−t2)
)
=V (t2, 0, y).
One special case of this example is U ≡ 0, i.e., the case where the agent only is
concerned about the terminal values of Xpi,C and Y pi,C .
2. If
W (x, y) ≤W (xert, ye−βt)
for all (t, x, y) ∈ DT , V is non-increasing in t. Let t1, t2 ∈ [0, T ] satisfy t1 ≤ t2, and
let (pi∗, C∗) ∈ At2,x,y be an optimal control. Define (pi,C) ∈ At1,x,y by
pis =
{
pi∗s−t1+t2 for s ≤ T − t2 + t1,
0 for s > T − t2 + t1,
and
Cs =
{
C∗s−t1+t2 for s ≤ T − t2 + t1,
C∗T for s > T − t2 + t1.
We get
V (t1, x, y) ≥E
[∫ T
t1
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,CT , Y
pi,C
T
)]
≥E
[∫ T+t1−t2
t1
e−δsU
(
Y pi,CT+t1−t2
)
ds+W
(
Xpi,CT+t1−t2 , Y
pi,C
T+t1−t2
)]
+ E
[
W
(
Xpi,CT , Y
pi,C
T
)
−W
(
Xpi,CT+t1−t2 , Y
pi,C
T+t1−t2
)]
=V (t2, x, y) + E
[
W
(
Xpi,CT+t1−t2e
rˆ(t2−t1), Y pi,CT+t1−t2e
−β(t2−t1)
)
−W
(
Xpi,CT+t1−t2 , Y
pi,C
T+t1−t2
)]
≥V (t2, x, y),
for all (t, x, y) ∈ DT . One special case of this example is the case W ≡ 0.
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3. If σ = 0, ν
(
(−∞, 0)) = 0 and U ≡ 0, V is non-decreasing in t for sufficiently small
values of µˆ and rˆ. Since σ = 0 and ν
(
(−∞, 0)) = 0, Xpi,C is increasing in the
absence of consumption, and since U ≡ 0, the agent is only concerned about the
terminal values of Xpi,C and Y pi,C . Therefore, it will be optimal for the agent to do
no consumption in the time interval [0, T ). The only time where it might be optimal
to consume, is the terminal time T . We know that Y pi,C decreases with time in the
absence of consumption, and for small values of µˆ and rˆ, Xpi,C is increasing slowly in
time. Therefore, W (Xpi,Cs , Y
pi,C
s ) is decreasing with time from a given starting state
(x, y) for sufficiently small values of µˆ and rˆ, and it follows that V is increasing in
t.
As we will see in Chapter 15, V may also be increasing for some values of t and
decreasing for other values of t for fixed x and y. It is difficult to give a general result
saying when V is increasing and decreasing, but we will discuss in Chapter 15 which
constants that influence whether V is increasing or decreasing in t.
Now we will prove that V is concave in x and y. This is a direct consequence of the
concavity of U and W .
Lemma 4.5. The value function V is concave in x and y on the domain DT .
Proof. Let t ∈ [0, T ], (x′, y′), (x′′, y′′) ∈ D , (pi′, C ′) ∈ Ax′,y′ , (pi′′, C ′′) ∈ Ax′′,y′′ and λ ∈
[0, 1]. Let X ′pi
′,C′
s and Y
′pi′,C′
s be the processes with initial values x′ and y′, respectively,
and let X ′′pi
′′,C′′
s and Y
′′pi′′,C′′
s be the processes with initial values x′′ and y′′, respectively.
Define (x, y) := λ(x′, y′) + (1− λ)(x′′, y′′), Cs := λC ′s + (1− λ)C ′′s and
pis :=
(λpi′sX
′pi′,C′
s + (1− λ)pi′′sX ′′pi
′′,C′′
s )
λX ′′pi
′′,C′′
s + (1− λ)X ′′pi′′,C′′s
,
and let Xpi,Cs and Y
pi,C
s denote the processes with initial values x and y, respectively.
Using (3.2) and (3.3), we see that
Xpi,Cs = λX
′pi′,C′
s + (1− λ)X ′′pi
′′,C′′
s , (4.3)
and
Y pi,Cs = λY
′pi′,C′
s + (1− λ)Y ′′pi
′′,C′′
s . (4.4)
Since Xpi,Cs ≥ 0 for all s and Cs is increasing, we see that (pi,C) ∈ At,x,y. Using (4.3),
(4.4) and the concavity of U and W , we get
λ
[∫ T
t
e−δsU
(
Y ′pi
′,C′
s
)
ds+W
(
X
′pi′,C′
T
)]
+ (1− λ)
[∫ T
t
e−δsU
(
Y ′′pi
′′,C′′
s
)
ds+W
(
X ′′pi
′′,C′′
s , Y
′′pi′′,C′′
s
)]
=
∫ T
t
e−δs
[
λU
(
Y ′pi
′,C′
s
)
+ (1− λ)U
(
Y ′′pi
′′,C′′
s
)]
ds
+ λW
(
X ′pi
′,C′
s , Y
′pi′,C′
s
)
+ (1− λ)W
(
X ′′pi
′′,C′′
s , Y
′′pi′′,C′′
s
)
≤
∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,Cs , Y
pi,C
s
)
,
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which implies
λE
[∫ T
t
e−δsU
(
Y ′pi
′,C′
s
)
ds+W
(
X ′pi
′,C′
T , Y
′pi′,C′
T
)]
+
(1− λ)E
[∫ T
t
e−δsU
(
Y ′′pi
′′,C′′
s
)
ds+W
(
X ′′pi
′′,C′′
T , Y
′′pi′′,C′′
T
)]
≤E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,Cs , Y
pi,C
s
)]
≤V (t, x, y).
Maximizing over At,x′,y′ and At,x′′,y′′ , we get
λV (t, x′, y′) + (1− λ)V (t, x′′, y′′) ≤ V (t, x, y),
so V is concave in x and y. uunionsq
The following lemma says that V satisfies a similar growth condition as U and W .
Lemma 4.6. The value function V satisfies 0 ≤ V (t, x, y) ≤ K(1 + x + y)γ for all
(t, x, y) ∈ DT for a constant K independent of t. If U and W satisfy
U(y) ≤ KUyγ and W (x, y) ≤ KW (x+ y)γ (4.5)
instead of (uii), we have 0 ≤ V (t, x, y) ≤ K(x+ y)γ.
Proof. V is obviously non-negative, since the range of both U and W are non-negative.
Suppose (t, x, y) ∈ DT for y > 0 and (pi,C) ∈ At,x,y, and define a process
Zs = Xs +
Ys
β
,
where Xs denotes X
pi,C
s , Ys denotes Y
pi,C
s and Zs denotes Z
pi,C
s . We have Zs > 0, since
Xs ≥ 0 and Ys ≥ yet−s > 0. We also know that Zs satisfies Zt = z, where z = x+ y/β.
Using Itoˆ’s formula in Theorem 2.22 and the explicit expressions (3.2) and (3.3) for
Xpi,Cs and Y
pi,C
s , we get
dXpi,Cs = − dCs +
(
rˆ + (µˆ− rˆ)pis)Xpi,Cs ds+ σpisXpi,Cs dBs
+ pis−X
pi,C
s−
∫
R\{0}
(ez − 1) N˜(ds, dz)
and
dY pi,Cs = −βY pi,Cs ds+ β dCs.
It follows that
dZs =
(
(rˆ + (µˆ− rˆ)pis)Xs − Ys
)
ds+ σpisXsdBs
+ pis−Xs−
∫
R\{0}
(ez − 1) µ˜(ds, dz).
Using Ito˜’s formula, Xs′Zs′ , pis′
Xs′
Zs′
∈ [0, 1], and that the expected value of µˆ and B are 0,
we get
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E [Zγs ] = z
γ + E
[∫ s
t
γZγ−1s′
(
(rˆ + (µˆ− rˆ)pis′)Xs′ − Ys′
)
ds′
− 1
2
γ(1− γ)
∫ s
t
(σpis′Xs′)2Z
γ−2
s′ ds
′
+
∫ s
t
∫
R\{0}
((
Zs′ + pis′Xs′(ez − 1)
)γ − Zγs′
− γpis′Zγ−1s′ Xs′(ez − 1)
)
ν(dz) ds′
]
= zγ + E
[∫ s
t
Zγs′
(
γ(rˆ + (µˆ− rˆ)pis′)Xs
′
Zs′
− γ Ys′
Zs′
− 1
2
γ(1− γ)(σpi′s)2
(
Xs′
Zs′
)2
+
∫
R\{0}
((
1 + pis′
Xs′
Zs′
(ez − 1)
)γ
− 1− γpis′Xs
′
Zs′
(ez − 1)
)
ν(dz)
)
ds′
]
≤ zγ + E
[∫ s
t
Zγs′ ds
′
]
k(γ).
Gro¨nwall’s lemma (Theorem 2.28) now gives E[Zγs ] ≤ zγek(γ)(s−t), which implies that
E[Xγs ] ≤ KX(x+ y)γek(γ)(s−t) (4.6)
and
E[Y γs ] ≤ KY (x+ y)γek(γ)(s−t), (4.7)
where KX = max{1, β−γ} and KY = max{1, βγ}. These bounds also hold for y = 0 by
continuity.
We now get
E
[ ∫ T
t
e−δsU (Ys) ds+W (XT , YT )
]
≤E
[∫ T
t
e−δsKU (1 + Ys)γ ds+KW (1 +XT + YT )γ
]
≤E
[
KU
∫ T
t
e−δs(1 + Y γs ) ds+KW (1 +X
γ
T + Y
γ
T )
]
≤KU
∫ T
t
e−δs
(
1 +KY (x+ y)γek(γ)(s−t)
)
ds
+KW
(
1 + (KX +KY )(x+ y)γek(γ)(T−t)
)
≤K ′ +K ′(x+ y)γ
≤K(1 + x+ y)γ ,
where the constants K ′ and K can be chosen independently of t, since t ∈ [0, T ] and
[0, T ] is bounded. Maximizing over At,x,y, we get
V (t, x, y) ≤ K(1 + x+ y)γ .
If (4.5) holds instead of (uii), we get
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V (t, x, y) ≤ K(x+ y)γ
for some constant K ∈ R, because
E
[∫ T
t
e−δsU (Ys) ds+W (XT , YT )
]
≤E
[∫ T
t
e−δsKUY γs ds+KW (XT + YT )
γ
]
≤E
[
KU
∫ T
t
e−δsY γs ds+KW (X
γ
T + Y
γ
T )
]
≤KU
∫ T
t
e−δsKY (x+ y)γek(γ)(s−t) ds
+KW (KX +KY )(x+ y)γek(γ)(T−t)
≤K(x+ y)γ .
uunionsq
Using estimates in the proof above, we manage to prove that our value function
converges to the value function of the corresponding infinite-horizon problem when T →
∞. The infinite-horizon problem corresponding to our problem, has a value function
defined by
V̂ (x, y) = sup
(pi,C)∈ bAx,y E
[∫ ∞
0
e−δtU(Y pi,Cs ) ds
]
, (4.8)
where
Xpi,Cs = x− Cs +
∫ s
t
(
rˆ + (µˆ− rˆ)pis′
)
Xpi,Cs′ ds
′ +
∫ s
t
σpis′X
pi,C
s′ dBs′
+
∫ s
t
pis′−X
pi,C
s′−
∫
R\{0}
(ez − 1) µ˜(ds, dz)
and
Y pi,Cs = ye
−β(s−t) + βe−βs
∫ s
t
eβs
′
dCs′ .
The initial values of Xpi,C and Y pi,C are x and y, respectively, and Bt, ν, Âx,y and all
the constants involved, satisfy the same conditions as in our problem. We can easily
see that the integral term in (3.4) converges to the corresponding integral in (4.8), but
we also need to show that the term W
(
Xpi,CT , Y
pi,C
T
)
of (3.4) converges to 0. We need
some additional assumptions on W to manage to show this. From a financial point of
view, it is reasonable to assume that W = e−δTW for some function W independent of
T . This assumption is sufficient to prove that V converges to V̂ .
Lemma 4.7. Let V T : DT denote the value function with T > 0 as terminal time.
Suppose W = e−δTW for some function W independent of T . Then
lim
T→∞
V T (0, x, y) = V̂ (x, y)
for all (x, y) ∈ D .
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Proof. Fix (x, y) ∈ D , let {Tn}n∈N be a sequence converging to ∞, and let  > 0. We
will prove the lemma in two steps, first proving
V Tn(0, x, y) ≥ V̂ (x, y)−  (4.9)
for all sufficiently large n, and then proving
V Tn(0, x, y) ≤ V̂ (x, y) +  (4.10)
for all sufficiently large n. Let (pi,C) ∈ Âx,y be an optimal control for the the infinite-
horizon problem, and let (pin, Cn) ∈ A0,x,y denote the corresponding control for the
problem with terminal time Tn, i.e., (pin)s = pis and (Cn)s = Cs for all s ∈ [0, Tn].
The assumption (uii) in Chapter 3 and the inequality (4.6) in the proof of Lemma 4.6,
imply that there is a constant K ∈ R such that
E
[∫ ∞
Tn
e−δsU
(
Y pi,Cs
)
ds
]
≤KUE
[∫ ∞
Tn
e−δs
(
1 + Y pi,Cs
)γ
ds
]
≤K
∫ ∞
Tn
e−δs · ek(γ)s ds,
for all n ∈ N. The constant K may be dependent of x and y, but is independent of
n. The right-hand side of this inequality converges to 0 as n → ∞, since δ > k(γ).
Therefore there exists an n ∈ N such that
E
[∫ ∞
Tn
e−δsU
(
Y pi,Cs
)
ds
]
< ,
for all n ≥ N . For all n ≥ N , we get
V Tn(0, x, y) ≥E
[∫ Tn
0
e−δsU
(
Y pin,Cns
)
ds+W
(
Xpi,CTn , Y
pi,C
Tn
)]
>E
[∫ ∞
0
e−δsU
(
Y pi,Cs
)
ds
]
− 
= V̂ (x, y)− ,
and we see that (4.9) holds.
Now we will prove (4.10). Let (pin, Cn) ∈ A0,x,y be an optimal control for the system
with terminal time Tn. Inequalities (4.6) and (4.7) in the proof of Lemma 4.6 are
independent of the control. Using (uii) from Chapter 3 and inequalities (4.6) and (4.7),
we see that there is a constant K ∈ R, independent of n, such that
E
[
W
(
Xpin,CnTn , Y
pin,Cn
Tn
)]
= e−δTnE
[
W
(
Xpin,CnTn , Y
pin,Cn
Tn
)]
≤KW e−δTnE
[(
1 +Xpin,CnTn + Y
pin,Cn
Tn
)γ]
≤Ke−δTn · ek(γ)Tn .
Since δ > k(γ), we see that
E
[
W
(
Xpin,CnTn , Y
pin,Cn
Tn
)]
→ 0
when n→∞. Let N ∈ N be so large that
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E
[
W
(
Xpin,CnTn , Y
pin,Cn
Tn
)]
< 
for all n ≥ N , and let (pˆin, Ĉn) ∈ Â0,x,y be defined by
(pˆin)s =
{
(pin)s for s ≤ Tn,
0 for s > Tn,
and
(Ĉn)s =
{
(Cn)s for s ≤ Tn,
(Cn)Tn for s > Tn.
We have
V Tn(0, x, y) = E
[∫ Tn
0
e−δsU
(
Y pin,Cns
)
ds+W
(
Xpin,CnTn , Y
pin,Cn
Tn
)]
≤E
[∫ ∞
0
e−δsU
(
Y pˆin,
bCn
s
)
ds
]
+ 
≤ V̂ (x, y) + ,
so (4.10) holds. uunionsq
Viscosity theory and growth conditions for the value function V̂ are proved in [9].
Using the lemma above and results from [9], we see that the constant K in Lemma 4.6
can be chosen independently of T , provided W is on the form mentioned in Lemma
4.7.
The following lemma says that V is non-decreasing along each line βx + y = C for
any constant C > 0. It will be applied in the continuity proofs in the next section and
when proving that V is a viscosity solution of (5.11) in Chapter 6.3. We will also use
it in Chapter 7 to derive an optimal consumption strategy.
Lemma 4.8. If (t, x′, y′) ∈ D and (t, x, y) ∈ D satisfy x′ = x − c and y′ = y + βc for
some c ∈ (0, x], then V (t, x, y) ≥ V (t, x′, y′). We have equality if and only if there is an
initial consumption gulp of size ≥ c in the optimal consumption plan for (t, x, y).
Proof. Let the initial time be t, and let the initial values of Xpi,C and Y pi,C be x and
y respectively. If there is an initial consumption gulp of size c ∈ (0, x], the wealth and
average past consumption will become x′ and y′, respectively. Let Ât,x,y ⊂ At,x,y denote
all controls in At,x,y that have an initial consumption gulp of size c. We see immediately
that Ât,x,y is isomorphic to At,x′,y′ , where each control (pi,C) ∈ Ât,x,y corresponds to
the control (pi,C − c) ∈ At,x′,y′ . The first part of the lemma follows, because
V (t, x, y) = sup
(pi,C)∈At,x,y
E
[ ∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,CT , Y
pi,C
T
) ]
≥ sup
(pi,C)∈ bAt,x,y E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,CT , Y
pi,C
T
)]
= sup
(pi′,C′)∈At,x′,y′
E
[ ∫ T
t
e−δsU
(
Y ′pi
′,C′
s
)
ds+W
(
X ′pi
′,C′
T , Y
′pi′,C′
T
) ]
=V (t, x′, y′),
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where X ′pi′,C′ and Y ′pi′,C′ denote the processes with initial values x′ and y′, respectively.
We get equality if and only if it was optimal to do an initial consumption gulp of size
≥ c. uunionsq
4.3 Regularity results
The goal of this section is to prove Theorem 4.13, i.e., to prove that V is uniformly
continuous on compact subsets of DT . Another interesting result is Theorem 4.10, which
says that V is uniformly continuous in x and y for fixed t on the whole domain DT , and
that the modulus of continuity is independent of t. To prove Theorem 4.13 we show
separately that V is continuous in (x, y) and t.
Lemma 4.9 (Uniform continuity in x and y). The value function V is uniformly
continuous in x and y for fixed t ∈ [0, T ], i.e., for each t ∈ [0, T ] there exists a function
ωt : D → (0,∞), such that
1. ωt is continuous at (0, 0),
2. ωt(0, 0) = 0, and
3. ωt satisfies
V (t, x, y)− V (t, x′, y′) ≤ ωt(|x− x′|, |y − y′|)
for all (x, y) ∈ D .
Proof. Fix t ∈ [0, T ]. We will compare trajectories starting from different points
(x, y), (x′, y′) ∈ D . Let Xpi,C , Y pi,C denote processes with initial values x, y, and let
X ′pi,C , Y ′pi,C denote processes with initial values x′, y′. Assume (pi,C) ∈ At,x,y, and
define the stopping time
τ =
{
inf{s ∈ [t, T ] : X ′pi,Cs < 0} if X ′pi,Cs < 0 for some s ∈ [t, T ],
∞ if X ′pi,Cs ≥ 0 for all s ∈ [t, T ].
Define
C ′s = Cs1t<τ +
(
∆X ′pi,Cτ +X
′pi,C
τ− + Cτ
)
1t≥τ (4.11)
and
Γs = Ct − C ′t.
The processes C ′s and Γt are non-decreasing as
∆X ′pi,Cτ +X
′pi,C
τ− + Cτ
=
(
−∆Cτ + piτ−X ′pi,Cτ− (e∆Lτ − 1)
)
+X ′pi,C
τ− + (Cτ− +∆Cτ )
= Cτ− +X
′pi,C
τ− (piτ−e
∆Lτ − piτ− + 1)
≥ Cτ− ,
where ∆Cτ and ∆Lτ are the values of the control jump and the Le´vy process jump,
respectively, at time τ . We also see that X ′pi,C
′
s = X
′pi,C
s 1s<τ : For s < τ we obviously
have X ′pi,Cs = X ′pi,C
′
s , as C ′s = Cs for s < τ . We also know that
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X ′pi,C
′
τ =X
′pi,C′
τ− + piτ (e
∆Lτ − 1)X ′pi,C′
τ− −∆C−τ
=X ′pi,C
′
τ− + piτ (e
∆Lτ − 1)X ′pi,C′
τ− − (∆X ′pi,Cτ +X ′pi,Cτ− + Cτ − Cτ−)
=piτ (e∆Lτ − 1)X ′pi,Cτ− −∆X ′pi,Cτ −∆Cτ
= 0.
The first equality follows because the change in X ′pi,C′ at time τ is a sum of the
contributions from the Le´vy process and the control. The second equality follows from
(4.11). The third equality follows because C ′τ− = Cτ− and X
′pi,C
τ− = X
′pi,C′
τ− . The forth
equality follows because the change in X ′pi,C at time τ is a sum of the contributions
from the Le´vy process and the control.
Since X ′pi,Cτ = 0 and C ′s is constant for s ≥ τ , we see that Xs = 0 for s ≥ τ , and
X ′pi,C
′
s = X
′pi,C
s 1s<τ .
We have (pi,C ′) ∈ At,x′,y′ , because X ′pi,C
′
s = X
′pi,C
s 1s<τ ≥ 0 for all s. We also have
(pi, Γ ) ∈ A|x−x′|,|y−y′|. The result obviously holds for x′ ≥ x, because this gives Γ ≡ 0.
It also holds for x ≥ x′, because x ≥ x′ implies
(X −X ′)pi,Γs = Xpi,Cs −X ′pi,C
′
s
= Xpi,Cs −X ′pi,Cs 1s<τ
≥ 0.
We see that
|Xpi,Cs −X ′pi,C
′
s | = |X −X ′|pi,Γs ,
by considering the three cases (1) x′ ≥ x, (2) x ≥ x′ and τ ≥ s and (3) x ≥ x′ and
τ < s separately. By the triangle inequality, we also have
|Y pi,Cs − Y ′pi,C
′
s | =
∣∣∣∣(y − y′) + βe−βs ∫ s
t
eβs
′
dΓs′
∣∣∣∣
≤ |(y − y′)|+ βe−βs
∫ s
t
eβs
′
dΓs′
= |Y − Y ′|pi,Γs .
Using these inequalities, we get
E
[ ∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,CT , Y
pi,C
T
)]
≤E
[∫ T
t
e−δsU
(
Y ′pi,C
′
s
)
ds+W
(
X ′pi,CT , Y
′pi,C
T
)]
+ E
[∫ T
t
e−δsωU (|Y − Y ′|pi,Γs ) + ωW (|X −X ′|pi,Γs , |Y − Y ′|pi,Γs )
]
≤V (t, x′, y′) + ωt(|x− x′|, |y − y′|),
where ωU is a modulus of continuity for U , and ωW is a modulus of continuity for W .
The function ωt is the value function we get when U and W are replaced by ωU and ωW ,
respectively. The utility functions U and W have moduli of continuity, because they
are uniformly continuous (see Theorem 2.27), and we know that they are uniformly
continuous because they are continuous, concave and non-decreasing (assumption (ui)
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in Chapter 3). The moduli of continuity ωU and ωW are assumed to be non-decreasing
in x and y.
Maximizing over At,x,y and exchanging (x, y) and (x′, y′) we get
|V (t, x, y)− V (t, x′, y′)| ≤ ωt(|x− x′|, |y − y′|).
The value function ωt obviously satisfies ωt(0, 0) = 0. We will now prove that ωt is
continuous at (0, 0). Given any  > 0, there exist constants K and L such that
ωU (y) < +Kyγ and ωW (x, y) < +L(xγ + yγ). The existence of such constants K
and L follows from assumption (uii) in Chapter 3. By using (4.6) and (4.7), we get
E
[∫ T
t
e−δsωU
(
Y pi,Cs
)
ds+ ωW
(
Xpi,CT , Y
pi,C
T
)]
≤ K+ E
[
K
∫ T
t
e−δs(Y pi,Cs )
γ ds
]
+K+ E
[
L
((
Xpi,CT
)γ + (Y pi,CT )γ)]
≤ K+KK(x+ y)γ +K+KL(x+ y)γ ,
(4.12)
for some constant K > 0 that is independent of , x, y, t, pi and C. Maximizing over pi
and C, we get
ωt(x, y) ≤ 2K+K(K + L)(x+ y)γ .
For all x and y sufficiently small, we get
ωt(x, y) ≤ 3K. (4.13)
Since K is independent of x and y, and  is arbitrary, we see that ωt is continuous at
(0, 0). It follows that ωt is a modulus of continuity for V for fixed t. uunionsq
The next theorem says that the function ωt in Lemma 4.9 can be chosen indepen-
dently of t. We will give two alternative proofs of this result. Both proofs are based on
the definition of ωt as the value function when U and W are replaced by their moduli
of continuity. The challenging part of the proofs is to show that {ωt}t∈[0,T ] is equicon-
tinuous in t at (0, 0). The first proof shows this directly, while the second proof employs
Lemma 4.12 below, which implies that t 7→ ωt(x, y) is continuous for each (x, y) ∈ D .
Theorem 4.10 (Uniform continuity in x and y). The value function V is uniformly
continuous in x and y for fixed t ∈ [0, T ], and the modulus of continuity can be chosen
independently of t.
Proof. We know from Lemma 4.9 that V has a modulus of continuity ωt for each
t ∈ [0, T ], and we see from the proof of the lemma that we may define ωt by
ωt = sup
(pi,C)∈At,x,y
E
[∫ T
t
e−δsωU (Y pi,Cs ) ds+ ωW (X
pi,C
T , Y
pi,C
T )
]
,
where ωU and ωW are moduli of continuity for U and W , respectively. Define ω : D →
[0,∞) by
ω(x, y) := sup
t∈[0,T ]
ωt(x, y).
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We want to prove that ω is a modulus of continuity for V in x and y. We see immediately
that ω(0, 0) = 0 and that
|V (t, x, y)− V (t, x′, y′)| ≤ ωt(|x− x′|, |y − y′|) ≤ ω(|x− x′|, |y − y′|)
for all t ∈ [0, T ] and all (x, y), (x′, y′) ∈ D . What remains to prove, is that ω is contin-
uous at (0, 0).
Given any  > 0, choose K and L as described in the proof of Lemma 4.9. By using
(4.6) and (4.7), we see that the constant K in (4.12) can be chosen independently of
t, since the possible values t can take are bounded. It follows that (4.13) holds for all
t ∈ [0, T ] for sufficiently small x and y, so
ω(x, y) ≤ 3K
for sufficiently small x and y. We see that ω is continuous at (0, 0), and the theorem is
proved. uunionsq
The next step is to prove that V is continuous in t. This cannot be shown by using
techniques in [9], because the authors consider an infinite-horizon problem here. The
continuity of V in t may seem obvious, and it is not proved in many articles concerning
singular control problems (see for example [32], [13], [25]).
For non-singular problems it is relatively easy to see that regularity in x and y implies
regularity in t. If the HJB equation is local, it can be written on the form vt + F˜ = 0,
where F˜ = F˜ (t,X, v,DXv,D2Xv). We see that F˜ is well-defined if v is smooth with
respect to x and y, and it is reasonable to assume that vt exists if F˜ is well-defined. We
can obtain higher-order regularity in t by differentiating the HJB equation with respect
to t, and assuming regularity in x and y. For a singular problem the HJB equation is
given by a gradient constraint G = 0 on part of the domain, and there we have no
information about vt, even if v is regular in x and y.
The proof below is not based on studying the HJB equation. We will prove continuity
by considering the original optimization problem (3.4) and by using Theorem 3.5 (the
dynamic programming principle). We also apply Theorem 3.6 (the existence of optimal
controls) in the proof below, but we could easily have performed the proof without
using this theorem. Instead of using Theorem 3.6, we could have used that, given any
 > 0 and (t, x, y) ∈ DT , there is a (pi,C) ∈ At,x,y such that
V (t, x, y) ≤ E
[∫ τ
t
e−δsU
(
Y pi,Cs
)
ds+ V
(
τ,Xpi,Cτ , Y
pi,C
τ
)]
+ 
for all τ ∈ [t, T ]. This result follows from the dynamic programming principle and the
definition of V .
Before we prove the continuity of V in t, we need to prove a technical lemma. We
see easily that the limits of the lemma below hold for each ω ∈ Ω, but we also need to
prove that the expected value of the expressions satisfy the limitation results.
Lemma 4.11. Let (t, x, y) ∈ DT . If t < T , {tn}n∈N is a sequence such that tn → t+,
and (pi,C) ∈ At,x,y, we have
lim
n→∞E
[∫ tn
t
e−δsU
(
Y pi,Cs
)
ds
]
= 0. (4.14)
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If (pi∗, C∗) ∈ At,x,y is an optimal control, we also have
lim
n→∞E
[
V
(
tn, X
pi∗,C∗
tn , Y
pi∗,C∗
tn
)]
= lim
n→∞E
[
V (tn, x, y)
]
(4.15)
if either of the limits exist.
If {tn}n∈N is a sequence such that tn → t−, and (pin, Cn) ∈ Atn,x,y for all n ∈ N, we
have
lim
n→∞E
[∫ t
tn
e−δsU
(
Y n,pin,Cns
)
ds
]
= 0, (4.16)
where Xn,pin,Cn and Y n,pin,Cn denotes the processes with initial values x and y, respec-
tively, at time tn. We also have
lim
n→∞E
[
V
(
t,Xn,pin,Cnt , Y
n,pin,Cn
t
)
− V (t, x−∆Cn, y + β∆Cn)
]
= 0, (4.17)
where ∆Cn := (Cn)t − (Cn)t−n .
Proof. We will divide the proof into four parts, showing (4.14), (4.15), (4.16) and (4.17),
respectively.
Part 1: First we assume {tn}n∈N satisfies tn → t+, and that (pi,C) ∈ At,x,y. We
want to prove (4.14). We see immediately that the integral of (4.14) converges to 0
for fixed ω, since the length of the interval we integrate over converges to 0, and the
integrand is bounded. The challenge is to show that also the expected value of the
integral converges to 0, as we do not have any results saying that the convergence of
the integral is uniform in ω. Since U is non-negative, it is sufficient to show that, given
any  > 0,
E
[∫ tn
t
e−δsU
(
Y pi,Cs
)
ds
]
< 
for sufficiently large n. We define the following set of events Ωm ⊂ Ω for all m ∈ N:
Ωm = {ω ∈ Ω : m− 1 ≤ Cω,T < m}.
We see immediately that sets Ωm are disjoint, and that their union is equal to Ω. The
idea of the proof is to split Ω into two sets: One set ∪∞m=M+1Ωm of low probability,
consisting of the cases where Y pi,C grows fast, and one set ∪Mm=1Ωm, consisting of cases
where the Y pi,C satisfies some growth estimate. By Theorem 2.23, we get
E
[∫ tn
t
U(Y pi,Cs ) ds
]
=
∞∑
m=1
E
[∫ tn
t
U(Y pi,Cs ) ds |Ωm
]
P [Ωm] .
The sum on the right-hand side of this equation is a sum of positive, real numbers.
Therefore the following inequality holds for sufficiently large M ∈ N:
E
[ ∫ tn
t
U(Y pi,Cs ) ds
]
≤
M∑
m=1
E
[∫ tn
t
U(Y pi,Cs ) ds
∣∣∣Ωm]P [Ωm] + /2
= E
[∫ tn
t
U(Y pi,Cs ) ds
∣∣∣ ∪Mm=1 Ωm]P [∪Mm=1Ωm]+ /2
= E
[∫ tn
t
U(Y pi,Cs ) ds
∣∣∣CT < M]P [CT < M ] + /2.
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The first equality of the above statement, follows from Theorem 2.23 and the fact that
the sets Ωm are disjoint:
E
[
V (tn, Xtn ,Ytn)
∣∣ ∪Mm=1 Ωm]P [∪Mm=1Ωm]
+ E
[
V (tn, Xtn , Ytn) |
(∪Mm=1Ωm)c]P [(∪Mm=1Ωm)c]
= E
[
V (tn, Xtn , Ytn)
]
=
∞∑
m=1
E
[
V (tn, Xtn , Ytn) |Ωm
]
P [Ωm]
+ E
[
V (tn, Xtn , Ytn) |
(∪Mm=1Ωm)c]P [(∪Mm=1Ωm)c] ,
where c denotes complement. Since P [CT < M ] ≤ 1 and
E
[∫ tn
t
U(Y pi,Cs ) ds
∣∣∣CT < M] < ∫ tn
t
U(y + βM) ds→ 0
as n→∞, we see that (4.14) holds.
Part 2: Now suppose {tn}n∈N satisfies tn → t+, and that (pi∗, C∗) ∈ At,x,y is an
optimal control. We will show (4.15) by showing separately that, given any  > 0,
E
[
V (tn, X
pi∗,C∗
tn , Y
pi∗,C∗
tn )
]
≤ E[V (tn, x, y)]+  (4.18)
and
E
[
V (tn, X
pi∗,C∗
tn , Y
pi∗,C∗
tn )
]
> E
[
V (tn, x, y)
]−  (4.19)
for sufficiently large n. We start by showing (4.18). Define the control Cs on [t, T ] by
Cs = max{C∗t ; C∗s − }.
Note that C does a jump at time t iff C∗ jumps at time t. By the almost certain right-
continuity of C∗, C is almost certainly constant on some interval starting at t, before it
starts increasing. We have Cs < C∗s for all s ∈ [t, T ]. We also note that (pi∗, C) ∈ At,x,y,
because Xpi
∗,C
s ≥ Xpi
∗,C∗
s for all s ∈ [t, T ] and Cs is non-decreasing.
Define Ωm ⊂ Ω by
Ωm =
{
ω ∈ Ω : m− 1 ≤ max
{
sup
s∈(t,T ]
|Xpi∗,Cs −Xpi
∗,C
t |
s− t ; |C
∗
s − C∗t |
}
< m
}
for all m ∈ N. Note that Ω = Ω∞ ∪ (∪∞m=1Ωm) for some set Ω∞ of probability 0. We
have P(Ω∞) = 0, because C is almost certainly constant on some interval starting with
t. Since {Ωm} are disjoint sets with union Ω, Theorem 2.23 gives us
E
[
V (tn, Xtn , Ytn)
]
=
∞∑
m=1
E
[
V (tn, Xtn , Ytn) |Ωm
]
P(Ωm).
The sum on the right-hand side of this equation consists of positive real numbers, and
therefore, given any  > 0, there is an M ∈ N such that
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E
[
V (tn, Xtn , Ytn)
]
<
M∑
m=1
E
[
V (tn, Xtn , Ytn) |Ωm
]
P(Ωm) + 
= E
[
V (tn, Xtn , Ytn) | ∪Mm=1 Ωm
]
P
(∪Mm=1Ωm)+ .
As for Part 1, the equality of the above statement follows from Theorem 2.23. If ω ∈
∪Mm=1Ωm, we know that Xtn ≤ Xt + M(tn − t) and Ytn ≤ Yt + βM(tn − t). Letting ωˆ
be a modulus of continuity for V in x and y, we get
E
[
V (tn, Xtn , Ytn) | ∪Mm=1 Ωm
]
P
(∪Mm=1Ωm)
≤V (tn, Xt +M(tn − t), Yt + βM(tn − t))
≤V (tn, Xt, Yt) + ωˆ
(
M(tn − t), βM(tn − t)
)
.
Since ωˆ(0, 0) = 0 and ωˆ is continuous at (0, 0), we see that (4.18) holds.
Now we want to prove (4.19). Since (pi∗, C∗) ∈ At,x,y is an optimal control, we have
E
[ ∫ tn
t
e−δsU(Y pi
∗,C∗
s ) ds+ V
(
tn, X
pi∗,C∗
tn , Y
pi∗,C∗
tn
)]
=V (t, x, y)
≥E
[∫ tn
t
e−δsU
(
Y 0,0s
)
ds+ V
(
tn, X
0,0
tn , Y
0,0
tn
)]
.
(4.20)
We know that
V
(
tn, X
0,0
tn , Y
0,0
tn
)
= V
(
tn, xe
rˆ(tn−t), ye−β(tn−t)
)
.
By the result in Part 1, we know that both integral terms in (4.20) converge to 0 as
n→∞. Since V is continuous in x and y, we see that (4.19) holds.
Part 3: Now assume {tn}n∈N is a sequence such that tn → t−. Define Ωm by
Ωm =
{{
ω ∈ Ω | supn∈N(Cn)t ∈ [m− 1,m)
}
if m ∈ N,{
ω ∈ Ω | supn∈N(Cn)t =∞
}
if m =∞
for all m ∈ N∪{∞}. Note that P(Ω∞) = 0, and that the sets Ωm are disjoint. Theorem
2.23 gives us
E
[∫ t
tn
e−δsU(Y pi,Cs ) ds
]
=
∞∑
m=1
E
[∫ t
tn
e−δsU(Y pi,Cs ) ds
∣∣Ωm]P[Ωm].
Proceeding as in Parts 1 and 2, we see that, given any  > 0, there is an M ∈ N, such
that
E
[ ∫ t
tn
e−δsU(Y pi,Cs ) ds
]
<
M∑
m=1
E
[∫ t
tn
e−δsU(Y pi,Cs ) ds
∣∣Ωm]P[Ωm] + 
= E
[∫ t
tn
e−δsU(Y pi,Cs ) ds
∣∣ ∪Mm=1 Ωm]P [∪Mm=1Ωm]+ .
We have
E
[∫ t
tn
e−δsU(Y pi,Cs ) ds
∣∣ ∪Mm=1 Ωm] < ∫ t
tn
e−δsU(y + βM) ds→ 0
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as n→∞, so (4.16) holds.
Part 4: Let ωˆ be a modulus of continuity for V in x and y, i.e.,
E
[∣∣V (t,Xn,pin,Cnt , Y n,pin,Cnt )− V (t, x−∆Cn, y + β∆Cn)∣∣]
≤E
[
ωˆ
(∣∣Xn,pin,Cnt − x+∆Cn∣∣, ∣∣Y n,pin,Cnt − y − β∆Cn∣∣)]
for all n ∈ N, see Theorem 4.10. We wish to show that the right-hand side of this
inequality is less than  for sufficiently large n, where  > 0 is some given real number.
Define Ωm ⊂ Ω by
Ωm =
{
ω ∈ Ω
∣∣∣m− 1 ≤ max{sup
n∈N
|Xn,pin,Cnt +∆Cn − x|
(t− tn)1/2
; sup
n∈N
∆Cn
}
< m
}
for all m ∈ N. Note that the sets Ωm are disjoint, and that Ω = Ω∞ ∪ (∪∞m=1Ωm) for
some set Ω∞ of probability 0. Using Theorem 2.23, we get
E
[
ωˆ
( ∣∣∣Xn,pin,Cnt +∆Cn − x∣∣∣ , ∣∣∣Y n,pin,Cnt − y − β∆Cn∣∣∣ )]
=
∞∑
m=1
E
[
ωˆ
( ∣∣∣Xn,pin,Cnt +∆Cn − x∣∣∣ , ∣∣∣Y n,pin,Cnt − y − β∆Cn∣∣∣ ) ∣∣Ωm]P(Ωm).
Let  > 0. Proceeding as in Parts 1-3, we see that there is an M ∈ N, such that
E
[
ωˆ
( ∣∣∣Xn,pin,Cnt +∆Cn − x∣∣∣ , ∣∣∣Y n,pin,Cnt − y − β∆Cn∣∣∣ )]
<
M∑
m=1
E
[
ωˆ
( ∣∣∣Xn,pin,Cnt +∆Cn − x∣∣∣ , ∣∣∣Y n,pin,Cnt − y − β∆Cn∣∣∣ ) |Ωm]P(Ωm) + 
= E
[
ωˆ
( ∣∣∣Xn,pin,Cnt +∆Cn − x∣∣∣ , ∣∣∣Y n,pin,Cnt − y − β∆Cn∣∣∣ ) | ∪Mm=1 Ωm]P(∪Mm=1Ωm)
+ 
< ωˆ
(
(t− tn)1/2M, y
∣∣(e−β(t−tn) − 1)∣∣+ βe−βt∣∣e−βtn − e−βt∣∣M)+ .
The right-hand side of this inequality converges to 0 as n→∞, and (4.17) follows. uunionsq
Using the results of the lemma above, we manage to prove continuity of V in t.
Lemma 4.12. The value function V is continuous in t.
Proof. Let (t, x, y) ∈ DT . We want to show that V is right-continuous and left-
continuous at (t, x, y).
We will start by proving that V is right-continuous for t < T . Let {tn}n∈N be a
sequence in (t, T ] such that tn → t+ as n→∞. By Theorems 3.5 and 3.6, we have
V (t, x, y) = E
[∫ tn
t
e−δsU
(
Y pi
∗,C∗
s
)
ds+ V
(
tn, X
pi∗,C∗
tn , Y
pi∗,C∗
tn
)]
(4.21)
for all n ∈ N, where (pi∗, C∗) ∈ At,x,y is an optimal control. The first term on the right-
hand side of (4.21) converges to 0 by Lemma 4.11. It follows that V
(
tn, X
pi∗,C∗
tn , Y
pi∗,C∗
tn
)
converges, and by Lemma 4.11, we see that limn→∞ V (tn, x, y) exists, and that the
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right-hand side of (4.21) converges to limn→∞ V (tn, x, y). It follows that V is right-
continuous.
Now we will show that V is left-continuous at (t, x, y). Let {tn}n∈N be a sequence in
[0, t) such that tn → t− as n → ∞. Define ∆tn = t − tn. First we will prove that, for
all  > 0,
V (tn, x, y) ≥ V (t, x, y)−  (4.22)
for all sufficiently large n. Then we will prove that, for all  > 0,
V (tn, x, y) ≤ V (t, x, y) +  (4.23)
for all sufficiently large n. These two results will imply that V is left-continuous at t.
For any (pi,C) ∈ Atn,x,y, let Xn,pi,C and Y n,pi,C denote processes with initial values
x and y, respectively, at time tn. Assume (pi∗, C∗) ∈ At,x,y is an optimal control, and
define (pin, Cn) ∈ Atn,x,y by
(pin)s =
{
pi∗n,s+∆tn if s ≤ T −∆tn,
0 if s > T −∆tn
and
(Cn)s =
{
C∗s+∆tn if s ≤ T −∆tn,
C∗T if s > T −∆tn.
If we let the initial time of the Le´vy process be tn for each n ∈ N, we see that Xn,pin,Cns =
Xpi
∗,C∗
s+∆tn
and Y n,pin,Cns = Y
pi∗,C∗
s+∆tn
for all n ∈ N and all s ∈ [t, T −∆tn]. We also see that
Xn,pin,Cns = X
n,pin,Cn
T−∆tn +
∫ s
T−∆tn
rˆXn,pin,Cns′ ds
′ = Xn,pin,CnT−∆t e
rˆ
(
s−(T−∆tn)
)
and
Y n,pin,Cns = Y
n,pin,Cn
T−∆tn e
−β
(
s−(T−∆tn)
)
for all s ∈ [T −∆tn, T ]. Using these expressions, we get
V (tn, x, y) ≥E
[∫ T
tn
e−δsU
(
Xn,pin,Cns
)
ds+W
(
Xn,pin,CnT , Y
n,pin,Cn
T
)]
= E
[∫ T−∆tn
tn
e−δsU
(
Y n,pin,Cns
)
ds+W
(
Xn,pin,CnT−∆tn , Y
n,pin,Cn
T−∆tn
)]
+ E
[ ∫ T
T−∆tn
e−δsU
(
Y n,pin,Cns
)
ds+W
(
Xn,pin,CnT , Y
n,pin,Cn
T
)
−W
(
Xn,pin,CnT−∆tn , Y
n,pi,C
T−∆tn
)]
=V (t, x, y) + E
[ ∫ T
T−∆tn
e−δsU
(
Y n,pin,CnT−∆tn e
−β(s−T+∆tn)
)
ds
+W
(
Xn,pin,CnT−∆tn e
rˆ∆tn , Y n,pin,CnT−∆tn e
−β∆tn
)
−W
(
Xn,pin,CnT−∆tn , Y
n,pin,Cn
T−∆tn
)]
=V (t, x, y) + E
[ ∫ T
T−∆tn
e−δsU
(
Y pi
∗,C∗
T e
−β(s−T+∆tn)
)
ds
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+W
(
Xpi
∗,C∗
T e
rˆ∆tn , Y pi
∗,C∗
T e
−β∆tn
)
−W
(
Xpi
∗,C∗
T , Y
pi∗,C∗
T
)]
. (4.24)
Equation (4.22) is proved if we can show that the right-hand side of this equation
converges to V (t, x, y) as n→∞. The second term on the right-hand side of (4.24) (the
term containing an expected value), is decreasing as n increases, because it is decreasing
for each ω ∈ Ω. The second term on the right-hand side of (4.24) is therefore convergent.
It cannot converge to something positive, as it converges to 0 for each ω ∈ Ω, and it
cannot converge to something negative, as it is positive for all n ∈ N and all ω ∈ Ω. It
must therefore converge to 0, and we see that (4.22) holds.
Now we will prove (4.23). By Theorems 3.5 and 3.6, there is a (pi∗n, C∗n) ∈ At,x,y such
that
V (tn, x, y) = E
[∫ t
tn
e−δsU
(
Y n,pi
∗
n,C
∗
n
s
)
ds+ V
(
t,X
n,pi∗n,C∗n
t , Y
n,pi∗n,C∗n
t
)]
for each n ∈ N. Note that
lim
n→∞E
[∫ t
tn
e−δsU
(
Y n,pi
∗
n,C
∗
n
s
)
ds
]
= 0
by Lemma 4.11, so what remains to be proved is that, for each  > 0,
E
[
V
(
t,X
n,pi∗n,C∗n
t , Y
n,pi∗n,C∗n
t
)]
≤ V (t, x, y) +  (4.25)
for sufficiently large n ∈ N. We have
E
[
V
(
t,X
n,pi∗n,C∗n
t , Y
n,pi∗n,C∗n
t
)
− V (t, x, y)
]
= E
[
V
(
t,X
n,pi∗n,C∗n
t , Y
n,pi∗n,C∗n
t
)
− V
(
t,X
n,pi∗n,C∗n
t , Y
n,pi∗n,C∗n
t
)]
+ E
[
V
(
t,X
n,pi∗n,C∗n
t , Y
n,pi∗n,C∗n
t
)
− V (t, x, y)
]
,
where ∆Cn := (Cn)t− (Cn)t−n . The first term of this equation converges to 0 by Lemma
4.11, and the second term converges to something ≤ 0 by Lemma 4.8, and (4.25) follows.
uunionsq
We are now ready to prove the main theorem of the section.
Theorem 4.13. The value function V is uniformly continuous on compact subsets of
DT .
Proof. Let OT be a compact subset of DT . Lemmas 4.9 and 4.12 imply that V is
continuous, and by the Heine-Cantor Theorem 2.26, V is uniformly continuous on OT .
uunionsq
Before we end the section, we will give an alternative proof of Theorem 4.10. The
alternative proof of Theorem 4.10 is based on the following technical lemma.
Lemma 4.14. Let f : A × B → R be continuous, B ⊂ Rm be compact, and A ⊂ Rn,
where m,n ∈ N. For each b ∈ B, the function a 7→ f(a, b) is uniformly continuous in a,
and a 7→ f(a, b) has a modulus of continuity ωb that is continuous in a and b. Then it
is possible to choose a modulus of continuity for a 7→ f(a, b) that is independent of b.
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Proof. Define ω : (R+)n → R by
ω(a) := sup
b∈B
ωb(a),
where R+ = [0,∞). We want to prove that ω is a modulus of continuity for a 7→ f(a, b)
for all b ∈ B. We see immediately that
|f(a, b)− f(a′, b)| ≤ ω(|a− a′|),
for all a, a′ ∈ A and b ∈ B, so what remains to be proved is that ω is well-defined, ω is
continuous at (0), and that ω(0) = 0.
The function ω is well-defined if it is finite everywhere. Fix a ∈ A. The function
b 7→ ωb(a) is defined on a compact set, and therefore it must obtain its maximum value
for some b∗ ∈ B. We know that ωb∗(a) is finite, and therefore ω(a) is also finite.
We obviously have ω(0) = 0, as ωb = 0 for all b ∈ B, so what remains to be proved,
is that ω is continuous at 0. This will be proved by contradiction. Assume {an}n∈N is
a sequence in A that converges to 0, and that ω(an) >  for all n ∈ N and some  > 0.
Since B is compact, we have ω(an) = ωbn(an) for some bn ∈ B. We can assume without
loss of generality that {bn}n∈N is convergent; if {bn}n∈N was not convergent, we could
obtained a convergent sequence by taking a subsequence. Assume bn → b∗ as n → ∞.
We see that (bn, an) → (b∗, 0) as n → ∞, and by the continuity of ωb in a and b, we
know that ωbn(an)→ ωb∗(0) = 0 as n→∞. This is a contradiction to the assumption
that ωbn(an) >  for all n ∈ N, and we see that ω is continuous at 0. uunionsq
We now give the second proof of Theorem 4.10.
Proof of Theorem 4.10: This proof is based on the lemma above. In the proof of
Lemma 4.9, we saw that ωt is a modulus of continuity for (x, y) 7→ V (t, x, y), where
ωt is the value function we get by replacing U and W by ωU and ωW , respectively. By
Lemmas 4.9 and 4.12, we see that ωt is continuous in (x, y) and t. Since we know that
[0, T ] is compact, Lemma 4.14 applies, and we see that ωt in Lemma 4.9 can be chosen
independently of t. uunionsq

Chapter 5
The Hamilton-Jacobi-Bellman Equation of the
optimization problem
In this chapter the Hamilton-Jacobi-Bellman (HJB) equation corresponding to the
control problem will be derived. We will also prove that the HJB equation’s dimension
can be reduced in the case of CRRA utility.
Note that the derivation of the HJB equation is not a proof, rather a justification.
The technique is inspired by [31], where the authors derive an HJB equation for another
singular stochastic control problem. The main difference between our problem and the
problem considered in [31], is that the value St of the risky asset in [31] follows a
geometric Brownian motion, where the drift and volatility vary with t and St. In our
problem the risky asset is a geometric Le´vy process with constant drift and volatility.
The jump part of the Le´vy process results in a new non-local term in the HJB equation,
and having constant drift and volatility reduces the dimension of the HJB equation by
one compared to in [31]. It is possible to derive the HJB equation using other methods,
see for example [25].
Fix (t, x, y) ∈ DT , and let (pi,C) ∈ At,x,y be a control. We want to prove that the
value function V , defined by (3.4), satisfies a specific differential equation, the HJB
equation, at (t, x, y). The following assumptions are made in this chapter:
(vi) V is twice continuously differentiable on DT , and its derivative and second
derivative are bounded.
(vii) If an optimal control C is discontinuous at time t, the size of the consumption
gulp is a differentiable function of x and y.
(viii) Cs is either discontinuous at t, or it is almost certainly differentiable at t and
continuous on an interval [t, t + ∆t]. There is a constant c > 0, such that we
have either C ′(t) = 0 or C ′(t) > c for differentiable C.
That V is twice continuously differentiable is not a realistic assumption, as we know
that the value function of many singular control problems is not even differentiable. We
make the assumptions in order to manage to derive the HJB equation using dynamic
programming.
Using Itoˆ’s formula from Theorem 2.22 and the explicit expressions (3.2) and (3.3)
for Xpi,Cs and Y
pi,C
s , we get
dXpi,Cs = − dCs + (rˆ + (µˆ− r)pis)Xpi,Cs ds+ σpisXpi,Cs dBs
+ pis−X
pi,C
s−
∫
R\{0}
(ez − 1) N˜(ds, dz) (5.1)
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and
dY pi,Cs = −βY pi,Cs ds+ β dCs. (5.2)
Since Xpi,Cs and Y
pi,C
s are semimartingales, and V is twice continuously differentiable
by assumption (vi), Itoˆ’s formula gives us
V (t+∆t,Xpi,Ct+∆t, Y
pi,C
t+∆t)
=V (t,Xpi,C
t− , Y
pi,C
t− ) +
∫ t+∆t
t
∂Vs
∂t
+
∂Vs
∂x
rˆ(1− pis)Xpi,Cs +
∂Vs
∂x
pisµˆX
pi,C
s
− ∂Vs
∂y
βY pi,Cs +
1
2
∂2Vs
∂x2
(σpisXpi,Cs )
2 ds
+
∫ t+∆t
t
∂Vs
∂x
σpisX
pi,C
s dBs +
∫ t+∆t
t−
−∂Vs−
∂x
+ β
∂Vs−
∂y
dCs
+
∫ t+∆t
t−
Xpi,C
s− pis−
∂Vs−
∂x
∫
R\{0}
(ez − 1) N˜(ds, dz)
+
∑
t≤s≤t+∆t
(
∆Vs − ∂Vs−
∂x
∆Xpi,Cs −
∂Vs−
∂y
∆Y pi,Cs
)
.
(5.3)
We let Vs denote V
(
s,Xpi,Cs , Y
pi,C
s
)
in this equation, (5.4) and (5.5), while partial
derivatives are described using the ∂ symbol. This notation will only be used in (5.3)-
(5.5); in the other equations subscripts mean partial derivatives.
The stochastic variables B and N˜ are martingales, and therefore their expectation is
equal to 0. Using this, the dynamic programming principle of Theorem 3.5 and equation
(5.3), we get
0 = sup
(pi,C)∈At,x,y
E
[∫ t+∆t
t
e−δsU
(
Y pi,Cs
)
ds
+
∫ t+∆t
t
(
∂Vs
∂t
+
∂Vs
∂x
rˆ(1− pis)Xpi,Cs +
∂Vs
∂x
pisµˆX
pi,C
s −
∂Vs
∂y
βY pi,Cs
+
1
2
∂2Vs
∂x2
(σpisXpi,Cs )
2
)
ds+
∫ t+∆t
t−
(
−∂Vs−
∂x
+ β
∂Vs−
∂x
)
dCs
+
∑
t≤s≤t+∆t
(
∆Vs − ∂Vs−
∂x
∆Xpi,Cs −
∂Vs−
∂y
∆Y pi,Cs
)]
.
(5.4)
If C is continuous in the interval [t, t+∆],
E
 ∑
t≤s≤t+∆t
∆Vs − ∂Vs−
∂x
∆Xpi,Cs −
∂Vs−
∂y
∆Y pi,Cs
 = ∫ t+∆t
t
I pis
(
s,Xpi,Cs , Y
pi,C
s , V
)
ds,
(5.5)
where
I pi(t, x, y, V ) :=
∫
R\{0}
V
(
t, x+ pix(ez − 1), y)− V (t, x, y)
− pix(ez − 1)Vx(t, x, y) ν(dz).
We can derive this equality by using that
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∆Y pi,Cs = 0,
∆Xpi,Cs = pis−X
pi,C
s− (e
∆L − 1)
and
∆Vs = V
(
s,Xpi,C
s− +∆X
pi,C
s , Y
pi,C
s−
)
− V
(
s,Xpi,C
s− , Y
pi,C
s−
)
if C is continuous, and that ν is a measure such that ν(A) is the expected number of
jumps per unit time of L whose size belongs to A. The integral defining I pi is finite by
Lemma 3.4.
We set dC ≡ 0 in (5.4), divide by ∆t, let ∆t → 0, use (5.5), assumption (vi) and
that Xpi,Cs and Y
pi,C
s are right-continuous, and get
0 ≥ e−δtU(y) + Vt − βyVy
+ sup
pi∈[0,1]
[
Vxrˆ(1− pi)x+ Vxpiµˆx+ 12Vxx(σpix)
2 +I pi(t, x, y, V )
]
.
(5.6)
Let (pˆi, Ĉ) ∈ At,x,y be an optimal control. The existence of an optimal control follows
from Theorem 3.6. We consider three different cases:
(1) there is a consumption gulp at time t,
(2) Ĉ is continuous on an interval [t, t+∆t] and Ĉ ′(t) > c, and
(3) Ĉ is continuous on an interval [t, t+∆t] and Ĉ ′(t) = 0.
There may exist ω ∈ Ω not covered by any of these cases, but by assumption (viii), we
will not consider these cases here.
We start with case (1). By Lemma 4.8,
V (t, x, y) = V (t, x−∆C, y + β∆C) (5.7)
for ∆C = ∆Ĉ := Ĉt − Ĉt− . Since (pˆi, Ĉ) is an optimal control, ∆Ĉ is the value of ∆Ĉ
that maximizes the right-hand side of (5.7). Therefore, the derivative of the right-hand
side of (5.7) with respect to ∆C must be 0 at ∆Ĉ, i.e.,
−Vx(t, x−∆Ĉ, y + β∆Ĉ) + βVy(t, x−∆Ĉ, y + β∆Ĉ) = 0. (5.8)
Differentiating (5.7) with respect to x, using assumption (vii) and applying equation
(5.8), we get
Vx(t, x, y) =
(
− Vx(t, x−∆Ĉ, y + β∆Ĉ) + βVy(t, x−∆Ĉ, y + β∆Ĉ)
)∂∆Ĉ
∂x
+ Vx(t, x−∆Ĉ, y + β∆Ĉ)
=Vx(t, x−∆Ĉ, y + β∆Ĉ).
(5.9)
Similarly we get Vy(t, x, y) = Vy(t, x−∆Ĉ, y + β∆Ĉ). Combining (5.8), (5.9) and this
equation, we get
Vx(t, x, y) = βVy(t, x, y).
Now we consider case (2), and let c > 0 be such that Ĉ ′(t) > c. We know that (pˆi, Ĉ)
maximizes the right-hand side of (5.4), because it is an optimal control. We make a
small perturbation from this control to (pi,C), where Cs = Ĉs + C∆s and pis ≡ pˆis for
50 5 The Hamilton-Jacobi-Bellman Equation of the optimization problem
some function C∆s : [t, T ]→ R defined by C∆s := c′(s−t), c′ ∈ R. It is sufficient to define
(pi,C) on [t, t + ∆t]. Using (5.1) and (5.2), we see that Xpi,Cs = X
pˆi, bC
s − C∆s + O(∆t2)
and Y pi,Cs = Y
pˆi, bC
s + βC∆s . We have not yet checked that (pi,C) ∈ At,x,y, but will do so
below. We insert C into (5.4), and make an approximation to this equation, assuming
∆t is small.
We have∫ t+∆t
t
f(s,Xpi,Cs , Y
pi,C
s ) ds−
∫ t+∆t
t
f(s,X pˆi, bCs , Y pˆi, bCs ) ds
≈
∫ t+∆t
t
−C∆s fx
(
s,X pˆi,
bC
s , Y
pˆi, bC
s
)
+ βC∆s fy
(
s,X pˆi,
bC
s , Y
pˆi, bC
s
)
ds
=O(∆t2)
and ∫ t+∆t
t
f(s,Xpi,Cs , Y
pi,C
s ) dCs −
∫ t+∆t
t
f(s,X pˆi, bCs , Y pˆi, bCs ) dĈs
≈ c′
∫ t+∆t
t
f(s,Xpi,Cs , Y
pi,C
s ) ds−
∫ t+∆t
t
C∆s fx(s,X
pˆi, bC
s , Y
pˆi, bC
s ) dĈs
+
∫ t+∆t
t
βC∆s fy(s,X
pˆi, bC
s , Y
pˆi, bC
s ) dĈs
= c′
∫ t+∆t
t
f(s,Xpi,Cs , Y
pi,C
s ) ds+O(∆t
2)
for any sufficiently smooth function f . The equation (5.5) is valid, since the consumption
is continuous on [t, t + ∆t]. Replacing all functions in (5.4) with the approximations
stated above, and using the fact that C∗ maximizes the right-hand side of (5.4), we see
that
E
[
c′
∫ t+∆t
t
−Vx + βVy ds
]
≤ 0. (5.10)
We have (pi,C) ∈ At,x,y on [t, t+∆] for all c′ ∈ (−c, 0] and sufficiently small ∆t, because
C is increasing and Xpi,Cs ≥ X pˆi, bCs ≥ 0 for c′ ∈ (−c, 0]. Now assume c′ > 0, i.e., Cs > Ĉs
for s ∈ [t, t + ∆]. We see that Cs is strictly increasing, so (pi,C) ∈ At,x,y iff Xpi,Cs ≥ 0
on [t, t+∆t]. Since x > 0, we will have (pi,C) ∈ At,x,y for sufficiently small ∆t. We see
that (5.10) holds for all c′ ∈ (−c,∞) when ∆t→ 0, i.e., for both positive and negative
values of c′. By continuity, we must have −Vx + βVy = 0.
Finally we consider case (3). Since (pˆi, Ĉ) is maximizing the right-hand side of (5.4),
we have βVy−Vx ≤ 0 by the same argument as in case (2), but with only positive values
of c′ valid, as C should be non-decreasing. Equation (5.5) is valid, since the consumption
is continuous. We insert (5.5) and (pi,C) = (pˆi, Ĉ) into (5.4). All terms in (5.4) are of
order O(∆t), except for
∫ t+∆t
t− −Vx+βVy dC, which is of order O(Ct+∆t−Ct). We know
that Ct+∆t − Ct is of smaller order than ∆t, since C ′(t) = 0 for all c > 0. By letting
∆t→ 0 in (5.4), we see that (5.6) holds as an equality.
Summing up we have showed that V satisfies
0 = max
{
G(DXv); vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)}
, (5.11)
where
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F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)
= e−δtU(y)− βyvy(t,X)
+ max
pi∈[0,1]
[
(rˆ(1− pi) + piµˆ)xvx(t,X) + 12(σpix)
2vxx(t,X) +I pi(t,X, v)
] (5.12)
and
G(DXv) = βvy(t,X)− vx(t,X). (5.13)
See Section 3.1 for the definition of DXv and D2Xv. We see from the above derivation
that G(DXv) = 0 is associated with consumption, while
vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)
= 0
is associated with no consumption. The equation (5.11) is the Hamilton-Jacobi-Bellman
(HJB) equation of our optimization problem. Under assumptions (vi)− (viii) it is valid
for all (t,X) ∈ DT . Note that the upper-case function V denotes the value function,
while we will let the lower-case function v denote a general function defined on DT .
5.1 Reduction of the dimension
In this section we show that the dimension of the HJB equation can be reduced if there
is a γ ∈ (0, 1) such that U and W satisfy
U(αy) = αγU(y), W (αx, αy) = αγW (x, y) ∀α ≥ 0, (x, y) ∈ D . (5.14)
By inserting y = 1 in (5.14), we see that U can be written on the form U(y) = yγ/γ
(possibly multiplied by a constant), i.e., it is a CRRA utility function, see Section 2.3.
A reduction of the dimension will be a large advantage when solving the equation
numerically, as the computing time and need of memory will decrease. We will transform
(5.11) to a one-dimensional equation in three different ways. The reason for doing it in
several different ways, is that the three HJB equations we get exhibit different numerical
properties, see Chapter 13.
If (5.14) holds, we see directly from (3.4) that
V (t, x, y) = yγV
(
t,
x
y
)
for some function V : [0, T ] × [0,∞) → [0,∞). Inserting this relation into equation
(5.11), we obtain the following HJB equation:
max
{
yγ−1G(r, v, vr); yγ
(
vt + F
(
t, r, v, vr, vrr,I
pi
(t, r, v)
))}
= 0, (5.15)
where
G(r, v, vr) = −βvrr + βγv − vr, (5.16)
F
(
t, r, v, vr,vrr,I
pi(t, r, v)
)
= U(1)e−δt + βrvr − βγv
+ max
pi∈[0,1]
[
(rˆ(1− pi) + piµˆ)rvr + 12(σpir)
2vrr +I
pi
(t, r, v)
] (5.17)
and
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I
pi
(t, r, v) =
∫
R\0
v
(
t, r + pir(ez − 1))− v(t, r)− pirvr(t, r)(ez − 1) ν(dz).
Equation (5.15) is equivalent to
max
{
G(v, vr); vt + F
(
t, r, v, vr, vrr,I
pi
(t, r, v)
)}
= 0.
By (4.1) and (4.2), we have
V (t, 0) =
∫ T
t
e−δsU
(
e−β(s−t)
)
ds+W
(
0, e−β(T−t)
)
(5.18)
and
V (T, r) = W (r, 1) (5.19)
for all t ∈ [0, T ] and all r ≥ 0.
If we define r = x/(x+ y) instead, we get
V (t, x, y) = (x+ y)γV (t, r)
for some function V . Inserting into (5.11), we get the following HJB equation:
max
{
(x+ y)γ−1G(r, v, vr), (x+ y)γ
(
vt + F
(
t, r, v, vr, vrr,I
pi
(t, r, v)
))}
,
where
G(r, v, vr) = γ(β − 1)v − (1− r + βr)vr, (5.20)
F
(
t, r,v, vr, vrr,I
pi(t, r, v)
)
= e−δtU(1− r)− β (γ(1− r)v + (1− r)2vr)
+ max
pi∈[0,1]
[(
rˆ(1− pi) + piµˆ)(γrv + r(1− r)vr)+ 12(σpi)2[γ(γ − 1)r2v
+ 2(γ − 1)r2(1− r)vr + vrrr2(1− r)2
]
+I
pi
(t, r, v)
] (5.21)
and
I pi(t, r, v) =
∫
R\{0}
v
(
t,
(
1 + pi(ez − 1))r
rpi(ez − 1) + 1
)
− (1 + rγ)v(t, r)− r(1− r)vr ν(dz).
By (4.1) and (4.2), we have
V (T, r) = W (r, 1− r)
and
V (t, 0) =
U(1)
δ + βγ
(
e−δt − e−(δ+βγ)T+βγt
)
.
If we define r = y/x, we have
V (t, x, y) = xγV (t, r)
for some function V , and the HJB equation becomes
max
{
xγ−1G(r, v, vr); xγ
(
vt + F
(
t, r, v, vr, vrr,I
pi
(t, r, v)
))}
,
where
G(r, v, vr) = βvr + rvr − γv, (5.22)
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F
(
t, r, v,vr, vrr,I
pi
(t, r, v)
)
= e−δtU(r)− βrvr
+ max
pi∈[0,1]
[(
rˆ(1− pi) + piµˆ
)
(γv − rvr)
+
1
2
(σpi)2
(
γ(γ − 1)v + 2r(1− γ)vr + r2vrr
)
+I
pi
(t, r, v)
] (5.23)
and
I
pi
(t, r, v) =
∫
R\{0}
v
(
t,
r
1 + pi(ez − 1)
)
− v(t, r)
− pi(ez − 1)
(
γv(t, r)− rvr(t, r)
)
ν(dz).
We have
V (T, r) = W (1, r)
for all r ∈ R and
V (t, r) =
rγU(1)eβγt
δ + βγ
(
e−(δ+βγ)t − e−(δ+βγ)T
)
+ rγe−βγ(T−t)W (0, 1)
for large r and all t ∈ [0, T ].
If we assume
U(y) = ln y, W (x, y) = lnx, (5.24)
the dimension of the problem can also be reduced. Note that both U and W are CRRA
utility functions in this case. We see from (3.4) that
V (αx, αy, t) = V (t, x, y) + g(t) lnα,
where
g(t) = 1 +
1
δ
(
e−δt − e−δT
)
,
which implies that
V (t, x, y) = V (t, r) + g(t) ln y
for r = x/y. The HJB equation becomes
max
{
G(t, r, vr); vt + F
(
t, r, vr, vrr,I
pi
(t, r, v)
)}
= 0,
where
G(t, r, vr) = −βvrr + g(t)β − vr,
F
(
t, r, vr, vrr,I
pi
(t, r, v)
)
= β
(
vrr − g(t)
)
+ max
pi∈[0,1]
[(
rˆ(1− pi) + piµˆ)rvr + 12(σpir)2vrr +I pi(t, r, v)
]
and
I
pi
(t, r, v) =
∫
R\{0}
v
(
t, r + rpi(ez − 1))− v(t, r)− rpi(ez − 1)vr(t, r) ν(dz).
However, note that U and W satisfying (5.24) are not consistent with the assumptions
we did in Chapter 3, because they take negative values. Therefore much of the theory
developed in the thesis is not valid for this problem.

Chapter 6
Viscosity theory for the
Hamilton-Jacobi-Bellman equation
In this chapter we develop viscosity solution theory for the terminal value problem
(5.11) and (4.2). The goal of the chapter is to prove that the value function V defined
by (3.4), is the unique constrained viscosity solution of (5.11) and (4.2).
Definitions and some initial results are given in Section 6.1. We show that the notion
of viscosity solutions can be formulated equivalently in several different ways, and show
two lemmas that connect the theory of viscosity solutions and the theory of classical
solutions. It is advantageous to have several equivalent definitions of viscosity solutions,
as some theorems are easier to prove with one definition than the others.
In Section 6.2 some results needed to prove a comparison principle are given. The
proof of the comparison principle is more difficult than in the case of a local HJB
operator, because it is more challenging to find a formulation of viscosity solutions by
use of so-called subjets and superjets. In addition to preparing results needed for the
comparison principle proof, the section contains a lemma concerning the existence of
some test functions that previously have been used in a subjet/superjet definition of
viscosity solutions.
Existence and uniqueness results are shown in Section 6.3. The uniqueness proof is
based on a comparison principle, which we will prove using results from Section 6.2.
Some proofs in Sections 6.2 and 6.3 are based on techniques found in [8], [9] and
[35], where the authors consider an infinite-horizon version of our problem, but the
time-dependency of the value function in our problem requires new approaches in some
cases. Some proofs of convergence are also given in more detail here than in [8] and [9].
6.1 Definitions and first results
In this section we will first define what we mean by classical solutions and viscosity
solutions. Then we will prove three lemmas that give alternative ways of defining vis-
cosity solutions, and at the end of the section we will give two lemmas that connect
the theory of classical solutions and viscosity solutions
Definition 6.1 (Classical solutions).
(1) Let OT ⊆ DT . Any function v ∈ C1,2,1(DT ) is a classical subsolution (supersolu-
tion) of (5.11) in OT if and only if
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max
{
G(DXv); vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)} ≥ 0 (≤ 0) (6.1)
for all (t,X) ∈ OT .
(2) Any v ∈ C1,2,1(DT ) is a classical solution of (5.11) if and only if
max
{
G(DXv); vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)}
= 0
for all (t,X) ∈ DT .
(3) Any v ∈ C1,2,1(DT ) is a classical solution the terminal value problem (5.11) and
(4.2) if and only if v is a classical solution of (5.11) and v satisfies (4.2).
If the value function V is smooth, one can show by verification theorems that it
satisfies (5.11) in a classical sense, see for example [25] and [31]. However, the value
function is often not smooth enough to be a solution of the HJB equation in a classical
sense, and therefore one has introduced the viscosity solution.
Definition 6.2 (Viscosity solutions).
(1) Let OT ⊆ DT . Any function v ∈ C(DT ) is a viscosity subsolution (supersolution)
of (5.11) in OT if and only if we have, for every (t,X) ∈ OT and φ ∈ C1,2,1(DT )∩
C1(DT ) such that (t,X) is a global maximum (minimum) relative to OT of v−φ,
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)} ≥ 0 (≤ 0). (6.2)
(2) Any v ∈ C(DT ) is a constrained viscosity solution of (5.11) if and only if v is a
viscosity supersolution of (5.11) in DT , and v is a viscosity subsolution of (5.11)
in [0, T )×D .
(3) Any v ∈ C(DT ) is a constrained viscosity solution of the terminal value problem
(5.11) and (4.2) if and only if v is a viscosity solution of (5.11) and v satisfies
(4.2).
Note that a viscosity solution of (5.11) satisfies the supersolution equation only on
the domain DT , while the subsolution equation must be satisfied on the whole domain
[0, T ) × D . The subsolution equation serves as a boundary condition for x = 0 and
y = 0.
Note also that the explicit solution formula (4.1) for x = 0 satisfies the viscosity
subsolution equation (6.2): We know nothing about the sign of G, but by putting x = 0
and (4.1) into Vt + F , we observe that
Vt(t, 0, y)+F
(
t, 0, y,DXV,D2XV,I
pi(t, 0, y, V )
)
= Vt(t, 0, y)+e−δtU(y)−βyVy(t, 0, y) = 0,
so (6.2) is satisfied. We will also see in other parts of the thesis that
Vt(t,X) + F
(
t,X,DXV,D
2
XV,I
pi(t,X, V )
) ≥ 0
is associated with the boundary x = 0.
Before we prove the three lemmas that give alternative formulations of viscosity
solutions, we need to prove a technical lemma, which will be useful in the proof of
several theorems in this and later chapters. Note that the lemma also may be used to
show that
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I pi(tn, Xn, φ)→ I pi(t,X, φ)
when (tn, Xn)→ (t,X), and that
I pi(t,X, φn)→ I pi(t,X, φ)
when φn → φ, (φn)x → φx and (φn)xx → φxx.
Lemma 6.3. Let φ, φn ∈ C1,2,1(DT ) ∩ C1(DT ) and (tn, Xn), (t,X) ∈ DT for all
n ∈ N. Assume (tn, Xn) → (t,X), φn(s, Y ) → φ(s, Y ), (φn)x(s, Y ) → φx(s, Y ) and
(φn)xx(s, Y )→ φxx(s, Y ) for all (s, Y ) ∈ DT . Then
I pi(tn, Xn, φn)→ I pi(t,X, φ)
as n→∞.
Proof. We have
|I pi(tn,Xn, φn)−I pi(t,X, φ)|
≤ |I pi(tn, Xn, φn)−I pi(tn, Xn, φ)|+ |I pi(tn, Xn, φ)−I pi(t,X, φ)|,
(6.3)
so it is sufficient to prove that the two terms on the right-hand side of (6.3) converge
to 0.
We start to consider the first term on the right-hand side. We have∣∣∣∣∣I pi(tn, Xn, φn)−I pi(tn, Xn, φ)
∣∣∣∣∣
=
∣∣∣∣∣
∫
R\{0}
(φn − φ)
(
tn, xn + xnpi(ez − 1), yn
)− (φn − φ)(tn, Xn)
− xnpi(ez − 1)(φn − φ)x(tn, Xn) ν(dz)
∣∣∣∣∣
≤
∣∣∣∣∣
∫
|z|≤1
(φn − φ)
(
tn, xn + xnpi(ez − 1), yn
)− (φn − φ)(tn, Xn)
− xnpi(ez − 1)(φn − φ)x(tn, Xn) ν(dz)
∣∣∣∣∣
+
∣∣∣∣∣
∫
1<|z|≤R
(φn − φ)
(
tn, xn + xnpi(ez − 1), yn
)− (φn − φ)(tn, Xn)
− xnpi(ez − 1)(φn − φ)x(tn, Xn) ν(dz)
∣∣∣∣∣
+
∣∣∣∣∣
∫
|z|>R
(φn − φ)
(
tn, xn + xnpi(ez − 1), yn
)− (φn − φ)(tn, Xn)
− xnpi(ez − 1)(φn − φ)x(tn, Xn) ν(dz)
∣∣∣∣∣
(6.4)
for all R > 1. The first term on the right-hand side of (6.4) converges to 0 when
n → ∞: By applying (3.1), doing a Taylor expansion of φn − φ around (tn, Xn), and
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using (ez− 1)2 < 3z2 for |z| < 1 and the Heine-Cantor theorem (Theorem 2.26), we see
that ∣∣∣∣∣
∫
|z|≤1
(φn − φ)(tn, xn + xnpi(ez − 1), yn)− (φn − φ)(tn, Xn)
− xnpi(ez − 1)(φn − φ)x(tn, Xn) ν(dz)
∣∣∣∣∣
≤ 3(pixn)2 sup
|z|≤1
∣∣(φn − φ)xx(tn, xn + xnpi(ez − 1), yn)∣∣ ∫
|z|≤1
z2 ν(dz)
→ 0.
The second term on the right-hand side of (6.4) converges to 0 for all values of R by
(3.1), and because {z ∈ R : 1 ≤ |z| ≤ R} is compact:∣∣∣∣∣
∫
1<|z|≤R
(φn − φ)
(
tn, xn + xnpi(ez − 1), yn
)− (φn − φ)(tn, Xn)
− xnpi(ez − 1)(φn − φ)x(tn, Xn) ν(dz)
∣∣∣∣∣
≤ 2 sup
1<|z|≤R
(∣∣(φn − φ)(tn, xn + xnpi(ez − 1), yn)∣∣
+
∣∣xnpi(ez − 1)(φn − φ)x(tn, Xn)∣∣) ∫
1<|z|≤R
ν(dz)
→ 0.
The last term on the right-hand side of (6.4) converges to 0 when we let R→∞, and
the convergence is uniform in n: (φn−φ)x(tn, Xn)→ 0 as n→∞ by the Heine-Cantor
Theorem. Defining ψ = A(1 + x + y), A ∈ R, and using φ, φn ∈ C1(DT ), we see that
|φn−φ| ≤ ψ for all n ∈ N for some sufficiently large value of A. This implies that there
exists a constant B ∈ R independent of n such that∣∣(φn − φ)(tn, xn + xnpi(ez − 1), yn)− (φn − φ)(tn, Xn)∣∣
≤ψ(tn, xn + xnpi(ez − 1), yn)− ψ(tn, Xn) +B
=Axnpi(ez − 1) +B.
We know that Axnpi(ez − 1) + B is integrable with respect to ν, and we see that
the integrand of the last term in (6.4) is bounded by some integrable function that is
independent of n. It follows that the last term on the right-hand side of (6.4) converges
to 0 as R→∞, and that the convergence is uniform in n.
We conclude that the first term on the right-hand side of (6.3) converges to 0 as
n→∞.
Now we want to prove that the second term on the right-hand side of (6.3) converges
to 0 as n→∞. By the middle value theorem,
I pi(tn, Xn, φ)−I pi(t,X, φ)
=
∫
R\{0}
It(tz,n, Xz,n, z)(tn − t) + Ix(tz,n, Xz,n, z)(xn − x)
+ Iy(tz,n, Xz,n, z)(yn − y) ν(dz),
(6.5)
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where I : DT × R → R denotes the integrand of I pi, and (tz,n, Xz,n) is some point on
the line between (tn, Xn) and (t,X). We see that the integral on the right-hand side
is well-defined, because the integrand is equal to the difference between two integrable
functions.
The derivative of I with respect to x is given by
Ix(tz,n, Xz,n, z) = vx(tz,n, xz,n + pi(ez − 1)xz,n, yz,n)
(
1 + pi(ez − 1))
− vx(tz,n, Xz,n)− pi(ez − 1)vxx(tz,n, Xz,n).
By a Taylor expansion, we see that Ix is of order |ez − 1| for large |z|, so Ix is bounded
by some integrable function for large |z|. See the proof of Lemma 3.4 for a proof of
this. For small z we see by a Taylor expansion that Ix is of order z2, so also in this case
Ix is bounded by some integrable function. Note that we do not claim that Ix itself is
integrable; all we have proved is that the integrand on the right-hand side of (6.5) is
integrable, and that Ix is bounded by some function that is integrable with respect to
ν.
We get similar results for Iy and It. Assume Ix, Iy and It are all bounded by the
function f : DT → R, and that f is integrable with respect to ν. It follows from
the dominated convergence theorem (Theorem 2.8) that the right-hand side of (6.5)
converges to 0 as n→∞. uunionsq
Before a second formulation of viscosity solutions is given, we will introduce two
new integral operators: For any κ ∈ (0, 1), (t,X) ∈ DT , φ ∈ C1(DT ) ∩ C1,2,1(DT ) and
P = (p1, p2) ∈ R2, define
I pi,κ(t,X, φ, P ) :=
∫
|z|>κ
(
φ(t, x+ pix(ez − 1), y)
− φ(t,X)− pixp1(ez − 1)
)
ν(dz)
and
I piκ (t,X, φ) :=
∫
|z|≤κ
(
φ(t, x+ pix(ez − 1), y)− φ(t,X)
− pix1(ez − 1)φx(t,X)
)
ν(dz).
Both integrals are well-defined by a similar argument as in the proof of Lemma 3.4.
Note that
I pi(t,X, φ) = I pi,κ(t,X, φ,DXφ) +I piκ (t,X, φ),
and that
lim
κ→0
I piκ (t,X, φ) = 0.
We define
F
(
t,X,DXφ,D
2
Xφ,I
pi,κ(t,X, v,DXφ),I piκ (t,X, φ)
)
:= F
(
t,X,DXφ,D
2
Xφ,I
pi,κ(t,X, v,DXφ) +I piκ (t,X, φ)
)
for all (t,X) ∈ DT , φ ∈ C1,2,1(DT ) ∩ C1(DT ) and v ∈ C1(DT ).
Now we give a formulation of viscosity solutions that is equivalent to Definition 6.2
for v ∈ C1(DT ). The definition given in Definition 6.2 can be used to prove existence
of viscosity solutions, while a formulation using the new integral operators I pi,κ and
I piκ is more appropriate for proving uniqueness and comparison results.
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Theorem 6.4. Let v ∈ C1(DT ). Then v is a subsolution (supersolution) of (5.11) on
DT (DT ) if and only if we have, for every φ ∈ C1,2,1(DT ) and κ ∈ (0, 1),
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi,κ(t,X, v,DXφ),I piκ (t,X, φ)
)}
(6.6)
whenever (t,X) ∈ [0, T ) × D ((t,X) ∈ DT ) is a global maximum (minimum) relative
to [0, T )×D (DT ) of v − φ.
Proof. We will only prove the statement for subsolutions, as the proof for supersolutions
can be proved similarly. Suppose v ∈ C1(DT ) satisfies (6.6) for all φ ∈ C1,2,1(DT ) ∩
C1(DT ) and (t,X) ∈ DT such that (t,X) is a global maximum relative to [0, T ) × D
of v − φ. If (t,X) is a global maximum, v(s, Y ) − v(t,X) ≤ φ(s, Y ) − φ(t,X) for all
(s, Y ) ∈ [0, T )×D , so I pi,κ(t,X, φ,DXφ) ≥ I pi,κ(t,X, v,DXφ). It follows that
F
(
t,X,DXφ,D
2
Xφ,I
pi,κ(t,X, φ)
)
= F
(
t,X,DXφ,D
2
Xφ,I
pi,κ(t,X, φ,DXφ),I piκ (t,X, φ)
)
≥ F (t,X,DXφ,D2Xφ,I pi,κ(t,X, v,DXφ),I piκ (t,X, φ)),
and since (6.6) holds, we see that the subsolution inequality (6.2) holds. Therefore v is
a viscosity subsolution.
Now we will show the other implication. Let v ∈ C1(DT ) be a subsolution of (5.11)
in DT , and assume (t,X) is a global maximum of v − φ for some φ ∈ C1,2,1(DT ). Let
χn : DT → [0, 1] be smooth and satisfy χ = 1 in N
(
(t,X), x(eκ − 1 − 1n)
) ∩ DT and
χ = 0 in DT \N
(
(t,X), x(eκ − 1)).
Let vn ∈ C∞(DT ), n ∈ N, be such that vn(s, Y ) ≤ v(s, Y ) for all (s, Y ) ∈ DT , and
vn(s, Y )→ v(s, Y ) for all (s, Y ) ∈ DT \N
(
(t,X), x(eκ − 1)). Define
ψn ∈ C1,2,1
(
DT ∩ C1(DT )
)
by
ψn(s, Y ) := χn(s, Y )φ(s, Y ) +
(
1− χn(s, Y )
)
vn(s, Y )
for all (s, Y ) ∈ DT and n ∈ N. Observe that ψn = φ in N
(
(t,X), x(eκ − 1− 1n)
)∩DT ,
ψn → φ inN
(
(t,X), x (eκ − 1)) ∩DT
)
, ψn = vn in DT \N ((t,X), x(eκ − 1)), and that
(t,X) is a global maximum of v−ψn. We see from the dominated convergence theorem
(Theorem 2.8) that
I pi,κ(t,X, ψn, DXψn) = I pi,κ(t,X, vn, DXφ)→ I pi,κ(t,X, v,DXφ)
and
I piκ (t,X, ψn)→ I piκ (t,X, φ),
so
F
(
t,X,DXψn, D
2
Xψn,I
pi(t,X, ψn)
)
=F
(
t,X,DXφ,D
2
Xφ,I
pi,κ(t,X, ψn, DXψn),I piκ (t,X, ψn)
)
→F (t,X,DXφ,D2Xφ,I pi,κ(t,X, v,DXφ),I piκ (t,X, φ)).
It follows that (6.6) holds if v is a subsolution of (5.11) in DT . uunionsq
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Note that the formulation in Theorem 6.4 and Definition 6.2 are not entirely equiv-
alent, since we assume v ∈ C1(DT ) in Theorem 6.4. However, we will mostly apply
viscosity solution theory to functions satisfying a similar growth condition as V (see
Theorem 4.6), and the case v /∈ C1(DT ) is therefore not very interesting. In fact, if
v /∈ C1(DT ) is positive, v − φ has no global maxima on DT for any φ ∈ C1(DT ), so
saying that v is a subsolution does not give any interesting information about v in this
case.
The next two lemmas show that we may assume the function φ in Definition 6.2
satisfies some additional properties. Note that the limit of φ as x, y →∞ is different in
the case of supersolutions and subsolutions. This corresponds to the idea that φ should
lie above the graph of V for subsolutions, and that φ should lie below the graph of V
for supersolutions, provided V − φ = 0 at the point where the maximum or minimum,
respectively, is taken. The lemmas will be used to prove convergence of the penalty
approximations in Chapter 10.
Lemma 6.5. The function v : DT → [0,∞), v ∈ C(DT ), is a viscosity supersolution of
(5.11) on OT ⊂ DT if and only if
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)} ≤ 0 (6.7)
for all φ ∈ C1,2,1(DT ) ∩ C1(DT ) and (t,X) ∈ DT that satisfy these conditions:
(1) (t,X) is a global minimum of v − φ relative to OT , and there is an ′ > 0 such
that (v − φ)(t′, X ′) > (v − φ)(t,X) + ′ for all other minima (t′, X ′).
(2) (v − φ)(t,X) = −a(t,X) for some given function a : DT → [0,∞).
(3) φ has compact support.
Proof. Let v : DT → [0,∞) be a continuous function. If v is a viscosity supersolution,
(6.7) holds for all φ satisfying (1)-(3) by Definition 6.2, so we only need to show the
opposite implication.
Assume (6.7) holds for all functions φ satisfying (1)-(3). We want to show that (6.7)
must hold for all φ satisfying only
(0) (t,X) is a global minimum of v − φ relative to OT .
In Part 1 of the proof we show that (6.7) holds for all functions satisfying (1)-(2), in
Part 2 we show that (6.7) holds for all functions satisfying (1), and in Part 3 we show
that (6.7) holds for all functions satisfying only (0).
Part 1: Assume φ satisfies (1)-(2), and define
φ(t′, X ′) := φ(t′, X ′)η
for all  > 0, where η : DT → [0, 1] satisfies
1. η ∈ C∞(DT ) ∩ C1(DT ),
2. η = 1 on PT,, where
PT, := {(t′, x′, y′) ∈ DT : t′ ∈ [0, T ), x′ < x+ 1/, y′ < y + 1/},
and
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3. η(t′, x′, y′) = 0 for x′ > x+ 2/ and y′ > y + 2/.
We see that φ ∈ C1,2,1(DT )∩C1(DT ) must satisfy (2)-(3), and the following argument
by contradiction shows that φ also satisfies (1): Assume
(v − φ)(t′, X ′) ≤ (v − φ)(t,X) + ′
for some (t′, X ′) ∈ DT . We see immediately that (t′, X ′) ∈ DT \PT , because v − φ =
v − φ on PT . Since φ satisfies (1),
(v − φ)(t′, X ′) < (v − φ)(t,X) + ′.
We also know that
(v − φ)(t′, X ′) < (v − φ)(t,X) = (v − φ)(t,X) = −a(t,X) < 0,
and since v(t′, X ′) ≥ 0, this implies that φ(t′, X ′) > 0. We see that
(v − φ)(t′, X ′) = v(t′, X ′)− φ(t′, X ′)η(t′, X ′)
≥ v(t′, X ′)− φ(t′, X ′)
> (v − φ)(t,X) + ′
= (v − φ)(t,X) + ′,
This is a contradiction to the assumption made above, and it follows that φ satisfies
(1).
We have proved that φ satisfies (1)-(3), and it follows from the initial assumption
that φ satisfies (6.7). By the dominated convergence theorem, we see that
lim
→0
I pi(t,X, φ) = I pi(t,X, φ)
for all pi ∈ [0, 1]. This implies that
(φ)t + F
(
t,X,DXφ, D
2
Xφ,I
pi(t,X, φ)
)
→ φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)
and
G(DXφ)→ G(DXφ)
as → 0. It follows that φ must satisfy (6.7).
Part 2: Assume φ satisfies (1), and define φ′ ∈ C1,2,1(DT ) ∩ C1(DT ) by
φ′(t′, X ′) = φ(t′, X ′)− a(t,X) + v(t,X)− φ(t,X).
We see that φ′ satisfies (1), since φ′ and φ only differ by a constant, and we also see by
insertion that φ′ satisfies (2). Inequality (6.7) holds for φ′ by the result in Part 1. We
have
φ′t + F
(
t,X,DXφ
′, D2Xφ
′,I pi(t,X, φ′)
)
= φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)
and
G(DXφ′) = G(DXφ),
and therefore φ satisfies (6.7).
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Part 3: Now assume φ satisfies (0), and define
φ(t′, X ′) := φ(t′, X ′) + η(t′ − t,X ′ −X)
for all  > 0, where
η(t′, X ′) := η
(
t′

,
X ′

)
and
η(t′, X ′) :=
{
e
1
x′2+y′2+t′2−1 if |(t′, x′, y′)| < 1,
0 if |(t′, x′, y′)| ≥ 1.
We see that φ satisfies (1), since η has a strict maximum at (0, 0, 0). By the result
in Part 2, φ satisfies (6.7). We see by direct computations that η, Dη and D2η
converge towards 0, so by Lemma 6.3, we have
φ′t + F
(
t,X,DXφ
′, D2Xφ
′,I pi(t,X, φ′)
)→ φt + F (t,X,DXφ,D2Xφ,I pi(t,X, φ))
and
G(DXφ′)→ G(DXφ).
It follows that φ must satisfy (6.7), and the theorem is proved. uunionsq
Theorem 6.6. The function v : DT → [0,∞), v ∈ C(DT ), is a viscosity subsolution of
(5.11) on OT ⊂ DT if and only if
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)} ≥ 0 (6.8)
for all φ ∈ C1,2,1(DT ) ∩ C1(DT ) and (t,X) ∈ DT that satisfies these conditions:
(1) (t,X) is a global maximum of v − φ relative to OT , and there is an ′ > 0 such
that (v − φ)(t′, X ′) < (v − φ)(t,X)− ′ for all other maxima (t′, X ′).
(2) (v − φ)(t,X) = a(t,X) for some given function a : DT → [0,∞).
(3) limx→∞,y→∞ φ(t, x, y)/(x+ y) 6= 0.
Proof. If v is a viscosity subsolution, (6.8) holds for all φ satisfying (1)-(3) by Definition
6.2, so we only need to show the opposite implication.
Assume (6.8) holds for all functions φ satisfying (1)-(3). We want to show that (6.8)
must hold for all φ satisfying only
(0) (t,X) is a global maximum of v − φ relative to OT .
In Part 1 of the proof we show that (6.8) holds for all functions satisfying (1)-(2), in
Part 2 we show that (6.8) holds for all functions satisfying (1), and in Part 3 we show
that (6.8) holds for all functions satisfying only (0).
Part 1: Assume φ satisfies (1)-(2) and define
φ(t′, X ′) := φ(t′, X ′) + η(t′, X ′)
for all  > 0, where η : DT → [0, 1] satisfies the following conditions:
1. η ∈ C1,2,1(DT ) ∩ C1(DT ).
2. η(t′, X ′) = 0 for x′ < x+ 1 and y′ < y + 1.
3. η(t′, X ′) is increasing in x′ and y′.
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4. limx′→∞ η(t′, X ′)/(x′ + y′) 6= 0 and limy′→∞ η(t′, X ′)/(x′ + y′) 6= 0 for all x′, y′ > 0.
We see immediately that φ ∈ C1,2,1(DT ) ∩ C1(DT ) satisfies (2)-(3), and the following
argument by contradiction shows that φ also satisfies (1): Assume
(v − φ)(t′, X ′) ≥ (v − φ)(t,X)− ′
for some (t′, X ′) ∈ OT . We see immediately that x′ > x + 1 and y′ > y + 1, because
(v−φ)(t′, X ′) = (v−φ)(t,X) for x′ < x+ 1 and y′ < y+ 1. Assume from now on that
x′ > x+ 1 or y′ > y + 1 Since φ satisfies (1)
(v − φ)(t′, X ′) < (v − φ)(t,X)− ′.
We see that
(v − φ)(t′, X ′) = v(t′, X ′)− φ(t′, X ′)− η(t′, X ′)
≤ v(t′, X ′)− φ(t′, X ′)
< (v − φ)(t,X)− ′
= (v − φ)(t,X)− ′,
This is a contradiction, and it follows that φ satisfies (1).
We have proved that φ satisfies (1)-(3), and it follows from the initial assumption
that φ satisfies (6.8).
lim
→0
I pi(t,X, φ) = lim
→0
I pi(t,X, φ) + I pi(t,X, η) = I pi(t,X, φ)
for all pi ∈ [0, 1]. This implies that
φ′t + F
(
t,X,DXφ
′, D2Xφ
′,I pi(t,X, φ′)
)→ φt + F (t,X,DXφ,D2Xφ,I pi(t,X, φ))
and
G(DXφ′)→ G(DXφ)
as → 0. It follows that φ must satisfy (6.8).
Part 2: Assume φ satisfies (1), and define φ′ ∈ C1,2,1(DT ) ∩ C1(DT ) by
φ′(t′, X ′) = φ(t′, X ′)− a(t,X) + v(t,X)− φ(t,X).
We see immediately that φ′ satisfies (1), since φ′ and φ only differ by a constant. We
see by insertion that φ′ also satisfies (2). Inequality (6.8) holds for φ′ by the result in
Part 1. We have
φ′t + F
(
t,X,DXφ
′, D2Xφ
′,I pi(t,X, φ′)
)
= φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)
and
G(DXφ′) = G(DXφ),
and therefore φ satisfies (6.8).
Part 3: Now assume φ satisfies (0), and define
φ(t′, X ′) = φ(t′, X ′)− η(t′ − t,X ′ −X)
for all  > 0, where
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η(t′, X ′) := η
(
t′

,
X ′

)
and
η(t′, X ′) :=
{
e
1
x′2+y′2+t′2−1 if |(t′, x′, y′)| < 1,
0 if |(t′, x′, y′)| ≥ 1.
We see immediately that φ satisfies (1), since η has a strict maximum at (t,X). By
the result in Part 2, φ satisfies (6.8). By direct calculations, we see that η, Dη and
D2η converge towards 0 when → 0, so by Lemma 6.3 we see that
(φ)t + F
(
t,X,DXφ, D
2
Xφ,I
pi(t,X, φ)
)→ (φ)t + F (t,X,DXφ,D2Xφ,I pi(t,X, φ))
and
G(DXφ)→ G(DXφ).
It follows that φ must satisfy (6.8), and the theorem is proved. uunionsq
We will now prove two lemmas connecting the theory of viscosity solutions and
classical solutions. Lemma 6.7 says that a smooth classical solution of (5.11) also is a
viscosity solution, while Lemma 6.8 says that a sufficiently smooth viscosity solution
of (5.11) also is a classical solution. Lemma 6.7 will be used to prove that the explicit
solution formulas discussed in Chapter 7 are the correct value functions, while Lemma
6.8 only is included for completeness.
It is relatively easy to show that a classical solution of (5.11) on DT is a viscosity
solution on DT ; the proof is based on studying the sign of the derivative and second
derivative of a smooth function at its extremal points.
However, we also wish to show that a classical subsolution on [0, T )×D is a viscosity
subsolution on the whole domain [0, T )×D . The proof given here is inspired by the first
remark in Section 3 of [2], where the result is proved for the boundary y = 0 of a non-
singular, time-independent control problem with no jumps in the stochastic process. If
v−φ has a maximum at (t,X) ∈ [0, T )×D\DT , we perturb φ to φ = φ+η, such that
v − φ has a maximum at the interior point (t, X) ∈ DT and (t, X) → (t,X) when
→ 0. Using convergence arguments for F and G, we see that φ satisfies the viscosity
subsolution inequality at (t,X). We have generalized the proof in [2] to include both
boundaries x = 0 and y = 0, and also take care of the gradient constraint operator G.
We also have to be careful considering the convergence of I pi(t, X, φ) to I pi(t,X, φ).
Note that the proof only is valid if (6.9) holds. This corresponds well with results in
other parts of the thesis, as we have seen that
Vt + F
(
t,X,DXV,D
2
XV,I
pi(t,X, V )
) ≥ 0
is expected to hold in a viscosity sense at the boundary x = 0, while
G(DXV ) ≥ 0
is expected to hold in a viscosity sense at the boundary y = 0. See for example the
discussion after Definition 6.2, the explicit solution formula derived in Section 7.1, and
the discussion of boundary conditions in Section 11.3.
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Lemma 6.7. If v ∈ C1,2,1(DT ) is a classical solution of the subsolution (supersolution)
inequality (6.1) in [0, T )×D (DT ), it is a viscosity subsolution (supersolution) of (5.11)
in [0, T )×D (DT ). In the subsolution case we also need the additional assumption
vt + F
(
t, 0, y,DXv,D2Xv,I
pi(t, 0, y, v)
) ≥ 0 (6.9)
for all y ∈ [0,∞).
Proof. We will first prove that v is a viscosity supersolution of (5.11) in DT if it is
a classical solution of the supersolution inequality (6.1). Suppose (t,X) ∈ DT is a
global minimum of v−φ. Since (t,X) is a minimum, we have DXφ(t,X) = DXv(t,X),
φt(t,X) ≤ vt(t,X), φxx(t,X) ≤ vxx(t,X) and I pi(t,X, φ) ≤ I pi(t,X, v). The reason
for the inequality sign in φt(t,X) ≤ vt(t,X) is that t might be 0, and we do not get
an inequality sign in DXφ(t,X) = DXv(t,X), because X is an interior point of D . We
see that
G(DXφ) = G(DXv)
and
φt+F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)
≤ vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)
.
Using that v is a classical solution of (5.11), we get
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)}
≤ max{G(DXv); vt + F (t,X,DXv,D2Xv,I pi(t,X, v))}
≤ 0,
so v is a supersolution of (5.11) in DT .
Now we will prove that v is a subsolution of (5.11) in [0, T ) × D . We start by
proving that v is a subsolution of (5.11) in DT . Suppose (t,X) ∈ DT is a global
maximum of v−φ. Since (t,X) is a global maximum we have DXφ(t,X) = DXv(t,X),
φt(t,X) ≥ vt(t,X), φxx(t,X) ≥ vxx(t,X) and I pi(t,X, φ) ≥ I pi(t,X, v). We see that
G(DXφ) = G(DXv)
and
φt+F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)
≥ vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)
.
We have
max
{
G(DXv); vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)} ≥ 0,
since v is a classical solution of the subsolution inequality (6.1). Therefore v is also a
viscosity subsolution of (5.11) on DT :
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)}
≥ max{G(DXv); vt + F (t,X,DXv,D2Xv,I pi(t,X, v))}
≥ 0.
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We will now prove that v is a subsolution on the whole domain [0, T )×D . Suppose
(t,X) ∈ [0, T )×D is a strict global maximum of v − φ, and define
φ(t′, X ′) = φ(t′, X ′)− (lnx′ + ln y′)
for  > 0. For all  > 0 v−φ has a local maximum (t, X) ∈ DT , and (t, X)→ (t,X)
as → 0. φ is not C1,2,1(DT )∩C1(DT ), but we can modify it outside a neighbourhood
of (t, X) such that it becomes C1,2,1(DT ) ∩ C1(DT ). We can write φ on the form
φ = φ+ η,
where η ∈ C1,2,1(DT )∩C1(DT ) and η(t′, X ′) = lnx′+ ln y′ in a neighbourhood around
(t, X) and everywhere else except close to the boundary of D . We can assume
(1) η(t′, X ′) = lnx′+ ln y′ except when x′ < x + x(e−1− 1) or y′ < y + y(e−1− 1),
(2) η(t′, X ′) ≥ lnx′ + ln y′ for all (t′, X ′) ∈ DT , and
(3) ηxx(t′, X ′) ≤ 0 for all (t′, X ′) ∈ DT .
By the result in the previous paragraph, we know that
max
{
G
(
DXφ(t, X)
)
; (φ)t + F (t, X, DXφ, D2Xφ,I
pi
(
t, X, φ)
)} ≥ 0 (6.10)
for all  > 0.
In the case x 6= 0, we have
G(DXφ) ≥ G(DXv), (6.11)
since φx = vx and vy ≤ φy.
Now we want to prove in the general case, i.e., both x and y can be 0, that
F
(
t, X, DXφ, D
2
Xφ,I
pi(t, X, φ)
)→ F (t,X,DXφ,D2Xφ,I pi(t,X, φ)). (6.12)
By Lemma 6.3,
F
(
t, X, DXφ,D
2
Xφ,I
pi(t, X, φ)
)→ F (t,X,DXφ,D2Xφ,I pi(t,X, φ)),
so what remains to be proved is that
|F (t, X, DXφ, D2Xφ,I pi(t, X, φ)− F (t, X, DXφ,D2Xφ,I pi(t, X, φ)| → 0
as → 0. We have x(φ)x(t, X) = xφx(t, X)− and y(φ)y(t, Y) = yφy(t, Y)−,
so it is sufficient to prove that
|I pi(t, X, φ)−I pi(t, X, φ)| → 0.
Note that this does not follow from Lemma 6.3, since φ does not converge to φ on the
whole domain DT . We have
I pi(t, X, φ)−I pi(t, X, φ) = −I pi(t, X, η),
so it is sufficient to prove that the I pi(t, X, η) is bounded as  → 0. To prove that
I pi(t, X, η) is bounded, we consider the cases |z| < 1, z > 1 and z < −1 separately.
For |z| < 1
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η(t, x + xpi(ez − 1), y) = ln
(
x + xpi(ez − 1)
)
+ ln y
by assumption (1), so∫
|z|<1
η(t, x + pi(ez − 1)x, y)− η(t, X)− pi(ez − 1)(η)x(t, X) ν(dz)
=
∫
|z|<1
ln
(
1 + pi(ez − 1))− pi(ez − 1) ν(dz),
which is finite by (3.1), as the integrand is of order O(z2).
Now we consider z > 1. By using (1), we get∫
z>1
η(t, x + pix(ez − 1)x, y)− η(t, X)− pi(ez − 1)(η)x(t, X) ν(dz)
=
∫
z>1
ln
(
1 + pi(ez − 1))+ pi(ez − 1) ν(dz),
which is finite by (3.1), as the integrand is of order ez.
Now we consider the case z < −1. By doing a Taylor expansion around (t, x, y)
and using (3), we get
η(t, x + pix(ez − 1), y)− η(t, X)− pix(ez − 1)(η)x(t, X)
=
1
2
pi2x2 (e
z − 1)2(η)xx(t, a, y)
≤ 0,
where a is some number between x and x + pi(ez − 1)x. By (2), we get
η(t, x + pi(ez − 1)x, y)− η(t, X)− pi(ez − 1)(η)x(t, X)
≥ ln (1 + pi(ez − 1))+ pi(ez − 1).
If pi = 1,
ln
(
1 + pi(ez − 1))+ pi(ez − 1) = O(z)
is not necessarily integrable with respect to ν on (−∞,−1]. If pi 6= 1, on the other hand,
ln
(
1 + pi(ez − 1))+ pi(ez − 1) = O(ez − 1)
is integrable on (−∞,−1] with respect to ν. However we know that pi 9 1 as  → 0,
because pi ∈ [0, 1] always is chosen to maximize an expression involving∫
z<−1
η(t, x + pi(ez − 1)x, y)− η(t, X)− pi(ez − 1)(η)x(t, X) ν(dz). (6.13)
By (3.1) and the dominated convergence theorem 2.8, we see that the integral (6.13) is
bounded as → 0, and we have proved (6.12).
Equations (6.9), (6.10), (6.11), (6.12) and φt ≥ vt imply that
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)} ≥ 0.
uunionsq
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The lemma below proves the opposite implication of the lemma above. We do not
have to treat the boundary of DT as carefully in this proof, as we can use continuity
arguments to show directly that the subsolution/supersolution inequality holds at the
boundary. However, we need to use the formulation of viscosity solutions given in
Theorem 6.4 to prove the result for interior points of DT .
Lemma 6.8. Let v ∈ C1,2,1(DT )∩C1(DT ) be a viscosity subsolution (supersolution) of
(5.11) on (0, T ) × DT . Then v is a classical subsolution (supersolution) of (5.11) on
DT .
Proof. The result will only be proved for subsolutions, as the proof for supersolutions
is very similar. Let (t,X) ∈ (0, T )×D , and choose a function φ ∈ C1,2,1(DT )∩C1(DT )
such that v − φ has a global maximum at (t,X). Such a function exists since v ∈
C1,2,1(DT ) ∩ C1(DT ). Since v is a viscosity subsolution, we have
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi,κ(t,X, v,DXφ),I piκ (t,X, φ)
)} ≥ 0.
for all κ > 0 by Theorem 6.4. We see that DXv = DXφ, D2Xv = D
2
Xφ and vt = φt,
since (t,X) is in the interior of DT . It follows that
G(DXv) = G(DXφ)
and
φt + F
(
t,X,DXφ,D
2
Xφ,I
pi,κ(t,X, v,DXφ),I piκ (t,X, φ)
)
→ vt + F
(
t,X,DXv,D
2
Xv,I
pi,κ(t,X, v,DXv),I piκ (t,X, v)
)
= vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)
as κ→ 0, so
max
{
G(DXv); vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)} ≥ 0. (6.14)
By continuity, we see that (6.14) holds for all (t,X) ∈ DT , so v is a classical subsolution
of (5.11) on DT . uunionsq
6.2 Results needed for comparison principle
The proof of uniqueness of viscosity solutions of (5.11) and (4.2) is based on a compari-
son principle that will be proved in Theorem 6.15. For HJB equations of first order, the
formulation given in Theorem 6.4 is an appropriate definition of viscosity solutions for
proving the comparison principle. However, due to the Brownian motion component of
the Le´vy process, the HJB equation (5.11) is of second order. To deal with the second
order term of (5.11), we need another characterization of viscosity solutions.
In the local case, i.e., the case where there is no integral term in the HJB equation, we
can give a characterization of viscosity solutions by using so-called superdifferentials/
superjets and subdifferentials/subjets, see Definition 6.11 below. If we let D˜ ⊆ Rn and
let F˜ (X, v,DXv,D2Xv) = 0 be an HJB equation, it turns out that v ∈ C(D˜) is a super-
solution (subsolution) of the HJB equation if and only if, for all (P,A) ∈ J2,−(+)
D˜
v(X),
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F˜ (X, v, P,A) ≤ 0 (≥ 0). By using the maximum principle stated in Theorem 3.2 in [15],
it is possible to show a comparison principle in the second-order case.
In [8] the authors try to generalize this result to the non-local case. However, some
of the convergence arguments are not done carefully enough, and the proof of the
comparison principle in [8] is therefore not entirely correct, see the end of this section
for more information. In [35] a new characterization of viscosity solutions by subjets and
superjets is given, see Lemma 6.12 below. However, note that this lemma is not a direct
extension of the result in the local case, as the information (P,A) ∈ J2,−(+)
D˜
v(t,X) alone
is not enough to guarantee that
max
{
G(P̂ ); P˜ + F
(
t,X, P̂ , Â,I pi,κ(t,X, v, P̂ ),I piκ (t,X, φ)
)} ≤ 0 (≥ 0)
for some φ ∈ C1,2,1(DT )∩C1(DT ), where P˜ denotes the part of P corresponding to t, P̂
denotes the part of P corresponding to X, and Â denotes the part of A corresponding
to X.
Another feature of the proof of the comparison principle, is that we work with strict
supersolutions. Lemma 6.10 shows that we can find strict supersolutions of (5.11) ar-
bitrarily close to any supersolution of (5.11) in C ′γ∗(DT ) for some γ′ ∈ (0, 1). First we
define what we mean by strict subsolutions and supersolutions.
Definition 6.9 (Strict subsolutions and supersolutions). Let OT ⊆ DT . Any
v ∈ C(DT ) is a strict supersolution (subsolution) of (5.11) in OT if and only if we
have, for every (t,X) ∈ OT and any φ ∈ C1,2,1(DT ) ∩ C1(DT ) such that (t,X) is a
global minimum of v − φ relative to OT ,
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)} ≤ −α (≥ α) (6.15)
for some constant α > 0. Repeating the proof of Lemma 6.4, we can equivalently replace
the left-hand side of (6.15) by the left-hand side of (6.6) if v ∈ C1(DT ) and OT = DT
(OT = DT ).
Now we will prove a lemma showing the existence of strict supersolutions arbitrarily
close to non-strict supersolutions. It corresponds to a similar lemma in the infinite-
horizon case in [9]. The function wˆ = (K + χγ¯) in that lemma is the same as the
function w in the lemma below, except for the factor e−δt. Multiplying by this factor
makes F
(
t,X,DXw,D
2
Xw,I
pi(t,X,w)
)
similar to the corresponding function
F̂
(
X, wˆ,DXwˆ,D
2
Xwˆ, Î
pi(X, wˆ)
)
=U(y)− δwˆ − βywˆy
+ max
pi∈[0,1]
[(
rˆ + (µˆ− rˆ)pi)xwˆx + 12(σpix)2wˆxx + Î pi(X, wˆ)
]
in [9], where
Î pi(X, wˆ) =
∫
R\{0}
wˆ
(
x+ xpi(ez − 1), y)− wˆ(x, y)− pix(ez − 1)wˆx(x, y) ν(dz).
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Lemma 6.10. For γ′ > 0 such that δ > k(γ′), let v ∈ Cγ′(DT ) be a supersolution of
(5.11) in DT . Choose γ¯ > max{γ, γ′} such that δ > k(γ¯), and let
w = (K + χγ¯)e−δt, χ(X) =
(
1 + x+
y
2β
)
.
Then for K sufficiently large, w ∈ C∞(D)∩Cγ¯(D¯T ) is a strict supersolution of (5.11)
in any bounded set OT ⊂ DT . Moreover, for θ ∈ (0, 1], the function
vθ = (1− θ)v + θw ∈ Cγ¯(DT ),
is a strict supersolution of (5.11) in any bounded set OT ⊆ DT .
Proof. First we want to prove that
max
{
G(DXw); wt + F
(
t,X,DXw,D
2
Xw,I
pi(t,X,w)
)} ≤ −f (6.16)
for some f ∈ C(DT ) that is strictly positive. This will imply the first part of Lemma
6.10 by Theorem 6.7. To prove (6.16), observe that
G(DXw) = −e−δt γ¯2χ
γ¯−1. (6.17)
Since xχ , pi
x
χ ∈ [0, 1], we also have
wt+F
(
t,X,DXw,D
2
Xw,I
pi(t,X,w)
)
= e−δt
[
U(y)− δ(K + χγ¯)− 1
2
yγ¯χγ¯−1
+ max
pi∈[0,1]
[
γ¯
(
rˆ + (µˆ− rˆ)pi)xχγ¯−1 + 1
2
γ¯(γ¯ − 1)(σpix)2χγ¯−1∫
R\{0}
(
χ+ pix(ez − 1)
)γ¯ − χγ¯ − γ¯pixχγ¯−1(ez − 1) ν(dz)]]
= e−δt
[
U(y)− δK − 1
2
yγ¯χγ¯−1
+
(
− δ + max
pi∈[0,1]
[
γ¯(rˆ + (µˆ− rˆ)pi)x
χ
+
1
2
γ¯(γ¯ − 1)
(
σpi
x
χ
)2
∫
R\{0}
((
1 + pi
x
χ
(ez − 1)
)γ¯
− 1− γ¯pi x
χ
(ez − 1)
)
ν(dz)
])
χγ¯
]
≤ e−δt
[
U(y)− δK +
(
− δ + max
pi∈[0,1]
[
γ¯(rˆ + (µˆ− rˆ)pi) + 1
2
γ¯(γ¯ − 1)(σpi)2
+
∫
R\{0}
(
1 + pi(ez − 1))γ¯ − 1− γ¯pi(ez − 1) ν(dz)])χγ¯]
≤ e−δt
(
U(y)− δK − (δ − k(γ¯))χγ¯)
≤ − 1.
The last inequality follows by choosing for example
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K =
1
δ
(
eδT + sup
(t,X)∈DT
[
U(y)− (δ − k(γ¯))χγ¯]) .
Note that K is finite, because δ > k(γ¯) and γ¯ > γ. By defining
f(t,X) = min
{
1;
γ¯
2
χγ¯−1(X)
}
,
we see that (6.16) holds.
Now we will prove that vθ is a strict supersolution of (5.11) for all θ ∈ (0, 1]. Note
that for any φ ∈ C1,2,1(DT ), (t,X) is a global minimum of v− φ if and only if (t,X) is
a global minimum of vθ − φθ, where φθ = (1− θ)φ + θw. Since v is a supersolution of
(5.11) in OT and G is linear, we have
G(DXφθ) ≤ −θ γ¯2χ
γ¯−1. (6.18)
Let pi∗ denote the maximizing value of pi when evaluating F with φθ. We have
φθt + F
(
t,X,DXφ
θ, D2Xφ
θ,I pi(t,X, φθ)
)
= (1− θ)U(y)e−δt + (1− θ)φt + (1− θ)βyφy
+ (1− θ)(rˆ + (µˆ+ rˆ)pi∗)xφx + (1− θ)12(σpi
∗x)2φxx
+ (1− θ)I pi∗(t,X, φ) + θU(y)e−δt + θwt + θβywy
+ θ(rˆ + (µˆ+ rˆ)pi∗)xwx + θ
1
2
(σpi∗x)2wxx + θI pi
∗
(t,X,w)
≤ (1− θ)F (t,X,DXφ,D2Xφ,I pi(t,X, φ))
+ θF
(
t,X,DXw,D
2
Xw,I
pi(t,X,w)
)
≤ − θf.
(6.19)
Combining (6.18) and (6.19), we see that
max
{
G(DXφθ); φθt + F
(
t,X,DXφ
θ, D2Xφ
θ,I pi(t,X, φθ)
)} ≤ −θf.
For any bounded subset of DT , there is a constant α > 0 such that θf ≥ α. It follows
that vθ is a strict supersolution of (5.11) on any bounded subset of DT . uunionsq
Now we will return to the problem of finding a characterization of supersolutions and
subsolutions using subjets and superjets. First we define what we mean by superjets
and subjets. The definition below is from [15].
Definition 6.11. Let OT ⊆ DT , v ∈ C(OT ) and (t,X) ∈ OT . The second order superjet
(subjet) J2,+(−)OT v(t,X) is the set of (P,A) ∈ R3 × S3 such that
v(s, Y ) ≤ (≥) v(t,X) +
〈
P, (s, Y )− (t,X)
〉
+
1
2
〈
A
(
(s, Y )− (t,X)), (s, Y )− (t,X)〉+ o(|(t,X)− (s, Y )|2)
when (s, Y ) → (t,X) for (s, Y ) ∈ OT , where 〈·, ·〉 denotes inner product. The closure
J¯
2,+(−)
OT
v(t,X) is the set of (P,A) for which there exists a sequence {(tn, Xn, Pn, An)}n∈N,
(Pn, An) ∈ J2,+(−)OT v(tn, Xn), such that
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tn, Xn, v(tn, Xn), Pn, An
)→ (t,X, v(t,X), P,A)
as n→∞.
The lemma below is a characterization of viscosity solutions using subjets and su-
perjets, and is from [35]. Our formulation of the lemma uses strict supersolutions. If
we had defined v to be a non-strict supersolution, we had obtained the same result,
but with f = 0. Another difference between the formulation in [35] and here, is that
we define v to be a subsolution also at the boundary of the domain, and hence allow
(t∗1, X∗1 ) to be on the boundary of DT . The lemma stated below is equivalent to the
corresponding lemma in [35], except that the HJB equation is written on a more general
form in [35].
Lemma 6.12. Let v ∈ C2(DT ) ∩ USC(DT ) be a subsolution of (5.11) on [0, T ) × D ,
and let v ∈ C2(DT ) ∩ LSC(DT ) be a strict supersolution of (5.11) on DT . Let f be a
strictly positive function that satisfies
−f(t2, X2) >max
{
G(DXψ); ψt + F
(
t2, X2, DXψ,D
2
Xψ,
I pi,κ(t2, X2, v,DXψ),I piκ (t2, X2, ψ)
)}
for all ψ ∈ C1,2,1(DT )∩C1(DT ) such that v−ψ has a global minimum at (t2, X2) ∈ DT .
Let φ ∈ C1,2,1(DT × DT ) and
(
(t∗1, X∗1 ), (t∗2, X∗2 )
) ∈ ([0, T ) × D) × DT be such that
Φ : DT ×DT → R has a global maximum at
(
(t∗1, X∗1 ), (t∗2, X∗2 )
)
, where
Φ
(
(t1, X1), (t2, X2)
)
:= v(t1, X1)− v(t2, X2)− φ
(
(t1, X1), (t2, X2)
)
.
Furthermore, assume that in a neighbourhood of
(
(t∗1, X∗1 ), (t∗2, X∗2 )
)
, there are continu-
ous functions g0 : R6 → R, g1, g2 : R3 → S3 with g0
(
(t∗1, X∗1 ), (t∗2, X∗2 )
)
> 0 satisfying
D2φ ≤ g0
(
(t1, X1), (t2, X2)
)( I −I
−I I
)
+
(
g1(t1, X1) 0
0 g2(t2, X2)
)
.
Then, for any ς ∈ (0, 1) and κ > 0, there exist two matrices A1, A2 ∈ S3 satisfying
−2g0
(
(t∗1, X∗1 ), (t∗2, X∗2 )
)
1− ς
(
I 0
0 I
)
≤
(
A1 0
0 −A2
)
−
(
g1(t∗1, X∗1 ) 0
0 g2(t∗2, X∗2 )
)
≤ g0
(
(t∗1, X∗1 ), (t∗2, X∗2 )
)
ς
(
I −I
−I I
)
,
(6.20)
such that
0 ≤ max{G(DXφ); φt + F (t∗1, X∗1 , DXφ, Â1,
I pi,κ(t∗1, X
∗
1 , v,DXφ),I
pi,κ(t∗1, X
∗
1 , φ)
)} (6.21)
and
−f > max{G(−DXφ); −φt + F (t∗2, X∗2 ,−DXφ, Â2,
I pi,κ(t∗2, X
∗
2 , v,−DXφ),I piκ (t∗2, X∗2 ,−φ)
)}
,
(6.22)
where Â1 and Â2 are the parts of A1 and A2, respectively, corresponding to the X
variable.
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In the proof of Lemma 6.12 it is shown that (Dφ(t∗1, X∗1 , t∗2, X∗2 ), A1) ∈ J¯2,+v(t∗1, X∗1 )
and (−Dφ(t∗1, X∗1 , t∗2, X∗2 ), A2) ∈ J¯2,+v(t∗2, X∗2 ).
We have now stated all the results that will be needed it later chapters, but will
end the section with a digression concerning the proof of the comparison principle,
and the difference between the approach in [8] and [35]. In [8] the authors consider
an infinite-horizon version of our problem, and they show a comparison principle by
assuming the existence of functions φ, φn, n ∈ N, with some wanted properties. The
existence of the functions φ, φn is not shown by a careful enough argument, and the
proof in [8] is therefore not entirely correct. In [35] an alternative proof of a comparison
principle is given. However, it is not proved in [35] that functions φ and φn with the
wanted properties do not exist, so [35] leaves the question of their existence open.
It will be shown here that functions φ and φn do, in fact, not exist if we make some
additional assumptions on the value function V̂ . The assumptions we will make on
the value function, are that J¯2,−V̂ (X)\J2,−V̂ (X) is non-empty for some X ∈ D , and
that V̂ is not differentiable at X. The proof will be done by contradiction. We will
assume that some functions φ and φn with the wanted properties exist, and will show
that this implies that the value function V̂ is differentiable. Since we assumed V̂ is not
differentiable, we have obtained a contradiction, and it follows that functions φ and φn
not exist. First we will describe the procedure for proving the comparison principle in
[9]. Then we will prove a lemma, Lemma 6.13, stating that the approach in [9] is not
correct if we make some assumptions on V̂ .
It is shown in [9] that the value function V̂ : D → R is concave, non-decreasing
and continuous. The proof of the comparison principle in [9] is based on the following
statement: Given any (p,A) ∈ J¯2,−V̂ (X) for some X ∈ D , there are functions φ, φn ∈
C2(D) and (pn, An) ∈ J2,−V̂ (X), n ∈ N, such that
(1) φn → φ, Dφn → Dφ, D2φn → D2φ,
(2) pn = Dφn(Xn) and An = D2φn(Xn),
(3) (pn, An) ∈ J2,−V̂ (Xn),
(4) (Xn, pn, An)→ (X, p,A), and
(5) Xn is a global minimum of V̂ − φn.
Since (p,A) ∈ J¯2,−V̂ (X), there is a sequence (Xn, pn, An) → (X, p,A) such that
(pn, An) ∈ J2,−V̂ (Xn), so we can easily find (Xn, pn, An) satisfying (3) and (4). The ex-
istence of functions φn satisfying (2) and (5) can be proved by a similar argument as in
Lemma 4.1 in [25]. However, it is not necessarily possible to find a function φ ∈ C2(D)
such that (1) is satisfied. The following lemma states that no such φ exists if V̂ is not
differentiable at X ∈ D and (p,A) ∈ J¯2,−V̂ (X)\J2,−V̂ (X).
Lemma 6.13. Let V̂ : D → E be concave and continuous. Suppose
(p,A) ∈ J¯2,−V̂ (X)\J2,−V̂ (X) for some X ∈ D , and that V̂ is not differentiable at
X. Then there are no φn, φ ∈ C2(D)∩C1(D) and (pn, An) ∈ R2×S2, n ∈ N, such that
conditions (1)-(5) stated above are satisfied.
Proof. Assume functions φ, φn and a sequence {(Xn, pn, An)}n∈N with the desired prop-
erties (1)-(5) exist. We will obtain a contradiction by showing that V̂ must be differ-
entiable at X.
6.2 Results needed for comparison principle 75
First we will prove that all directional derivatives of V̂ exist, and that the directional
derivative in direction (cos θ, sin θ) is equal to px cos θ + py sin θ for all θ ∈ [0, 2pi)
(step 1). Then we will prove by contradiction that V̂ is differentiable at (x, y) (step
2). We will obtain a contradiction in step 2 by constructing a sequence of points with
some wanted properties converging towards (x, y), we will show that we may assume
the points lie approximately on a straight line, and we will obtain a contradiction by
using the concavity of V̂ . Note that differentiability of V̂ at (x, y) does not follow
immediately from the existence of the partial derivatives of V̂ at (x, y). The existence
of the partial derivatives of V̂ at (x, y) only implies that V̂ is differentiable at (x, y)
if the partial derivatives are continuous in a neighbourhood of (x, y), see Proposition
3.33 and Chapter 3.5 of [29].
We can assume without loss of generality that V̂ (Xn) = φn(Xn) for all n ∈ N. This
implies that V̂ (X) = φ(X). First note that φ ≤ V̂ everywhere; otherwise we would
have had φn > V̂ for some Y ∈ D and all sufficiently large n, which is a contradiction
to the assumption that Xn is a global minimum of V̂ − φ and (V̂ − φ)(Xn) = 0.
Step 1: We will prove that all directional derivatives of V̂ exist, and that the derivative
in direction (cos θ, sin θ) is equal to px cos θ+ py sin θ for all θ ∈ [0, 2pi). Fix θ ∈ [0, 2pi),
and we will show the statement by contradiction. Assume the directional derivative
in direction (cos θ, sin θ) is either non-existent or not equal to px cos θ + py sin θ. Then
there exists a positive sequence {hn}n∈N converging to 0, such that
lim
n→0
pn 6= 0,
where
pn :=
V̂ (x+ hn cos θ, y + hn sin θ)− V̂ (x, y)− pxhn cos θ − pyhn sin θ
hn
. (6.23)
By taking a subsequence if necessary, we can assume there is an  > 0 such that we
have either (i) pn ≥  for all n, or (ii) pn ≤ − for all n.
We start to consider case (i). Since V̂ is concave, we have
V̂ (x+hn cos θ, y + hn sin θ)− V̂ (x, y)
≤ V̂ (x, y)− V̂ (x− hn cos θ, y − hn sin θ)
for all n ∈ N. Using this inequality, (6.23) and V̂ ≥ φ, we get
pnhn + pxhn cos θ + pyhn sin θ ≤ V̂ (x, y)− φ(x− hn cos θ, y − hn sin θ).
Taylor expanding φ around (x, y) and using p = Dφ(x, y), we get
pnhn ≤ O(h2n),
and letting n→∞ we get a contradiction to the assumption pn >  for all n ∈ N.
Now we consider case (ii). We have
V̂ (x+ hn cos θ, y + hn sin θ)− φ(x+ hn cos θ, y + hn sin θ)
=
(
V̂ (x, y) + pxhn cos θ + pyhn sin θ + pnhn
)
− (V̂ (x, y) + pxhn cos θ + pyhn sin θ +O(h2n))
= pnhn +O(h2n)
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by (6.23) and since p = Dφ(x, y). Since V̂ ≥ φ and pn < − for all n, we get a
contradiction when we let n→∞.
We have obtained a contradiction in both case (i) and case (ii). It follows that all
directional derivatives of V̂ exist, and that the derivative in direction (cos θ, sin θ) is
equal to px cos θ + py sin θ.
Step 2: Since V̂ is not differentiable at (x, y), there is a sequence {h¯n}n∈N with
h¯n = hn(cos θn, sin θn), hn ∈ (0,∞), θ ∈ [0, 2pi] and hn → 0, such that
V̂
(
(x, y) + h¯n
)− V̂ (x, y)− pxhn cos θn − pyhn sin θn
hn
9 0. (6.24)
It is tempting to get a contradiction to (6.24) by writing
V̂
(
(x, y) + h¯n
)
= V̂ (x, y) + pxhn cos θn + pyhn sin θn +O(h2n), (6.25)
and let hn → 0, since we know that the partial derivatives of V̂ are px and py, respec-
tively. However, we only know that (6.25) is valid if there is a θ ∈ [0, 2pi) such that
θn = θ for all n, so we need to be more careful when deriving a contradiction.
By taking a subsequence if necessary, we may assume θn → θ for some θ ∈ [0, 2pi),
where θ and θ + 2pi are considered to be the same angle for all θ ∈ R. We may also
assume we have either θn ≥ θ for all n, or θn ≤ θ for all n, and we assume without loss
of generality that θn ≤ θ for all n ∈ N.
Define h¯′n := hn(cos θ, sin θ). We have
V̂
(
(x, y) + h¯′n
)− V̂ (x, y)− pxhn cos θ − pyhn sin θ
hn
→ 0,
since the directional derivative in direction (cos θ, sin θ) is px cos θ+ py sin θ. We obtain
a contradiction to (6.24) if we manage to show that
V̂
(
(x, y) + h¯′n
)− V̂ (x, y)− pxhn cos θ − pyhn sin θ
hn
− V̂
(
(x, y) + h¯n
)− V̂ (x, y)− pxhn cos θn − pyhn sin θn
hn
=
V̂
(
(x, y) + h¯′n
)− V̂ ((x, y) + h¯n)
hn
+ px(cos θ − cos θn) + py(sin θ − sin θn),
converges to 0 as n→∞. We see immediately that the last two terms on the right-hand
side converge to 0, so it remains to show that
V̂
(
(x, y) + h¯′n
)− V̂ ((x, y) + h¯n)
hn
→ 0. (6.26)
We assume the opposite, i.e.,
lim
n→∞ qn 9 0,
where
qn :=
V̂
(
(x, y) + h¯′n
)− V̂ ((x, y) + h¯n)
hn
for all n ∈ N. By taking a subsequence, we may assume that there is an  > 0 such that
(i) qn >  for all n, or (ii) qn < − for all n.
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First we consider case (i). Fix any ∆θ > 0. By taking a subsequence, we may assume
θn ∈ (θ −∆θ, θ] for all n ∈ N, and by concavity
V̂
(
(x, y) + h¯′n
)− V̂ ((x, y) + h¯n)
d′n
≤ V̂
(
(x, y) + h¯′n
)− V̂ ((x, y) + h¯∆n )
d∆n
,
where d′n is the distance between h′n and hn, d∆n is the distance between h′n and h∆n ,
and h∆n is the intersection between the line going through h
′
n and hn, and the line going
through the origin with slope tan(θ −∆θ). We see that |h¯∆n | → 0 as n→∞.
We know that
V̂
(
(x, y) + h¯′n
) ≤ V̂ (x, y) + pxhn cos θ + pyhn sin θ + a′h2n
and
V̂
(
(x, y) + h¯∆n
) ≥ V̂ (x, y) + px|h¯∆n | cos(θ −∆θ)
+ py|h¯∆n | sin(θ −∆θ)− a∆|h¯∆n|2
for some a′, a∆ > 0, because we have an expression for the directional derivative in
both direction (cos θ, sin θ) and in direction
(
cos(θ−∆θ), sin(θ−∆θ)). It follows that
the right-hand side of (7.35) converges to 0 as n→∞.
We have d′n < hn(θ − θn) for all n ∈ N, so
V̂
(
(x, y) + h′n
)− V̂ ((x, y) + hn)
d′n
≥ V̂
(
(x, y) + h′n
)− V̂ ((x, y) + hn)
h′n
1
θ − θn
>

θ − θn
→∞.
We have obtained a contradiction.
We obtain a contradiction in the exactly same way in case (ii), except that we define
h¯n to lie on the line through the origin with slope tan(θ + ∆θ), instead of on the line
through the origin with slope tan(θ −∆θ).
We have obtained a contradiction in both case (i) and case (ii), so (6.26) holds,
and V̂ is differentiable at X. We can conclude that no functions φ, φn and sequences
{(Xn, pn, An)} with the wanted properties exist. uunionsq
The lemma above shows that appropriate functions φ and φn do not exist in general.
However, note that functions φ and φn satisfying (1)-(5) always exist for smooth V̂ .
We can simply choose φ such that V̂ − φ has a global minimum at X, and can define
φn = φ and Xn = X for all n ∈ N.
6.3 Existence and uniqueness
This section contains existence and uniqueness results for the constrained viscosity
solution of (5.11) and (4.2). First it is shown that the value function V is a viscosity
solution, i.e., existence of a viscosity solution is shown. Then a comparison principle
that implies uniqueness is shown.
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The theorem below states that V is a viscosity solution of (5.11) and (4.2). Proofs
of a similar theorem for the infinite-horizon case is given in [9] and [7]. The proof of
the supersolution property of V is similar in the two articles, while the subsolution
proof is different. In [9] the subsolution property is shown by introducing a time τ
defined as the first time the Le´vy process jumps. This approach is not entirely correct,
as the time τ is not necessarily well-defined, for example there may be cases where the
Le´vy process is expected to jump infinitely many times on any time interval. In [7] the
subsolution proof is based on the existence of an optimal control, and it is not necessary
to introduce a stopping time τ . The proof presented below follows the same idea as the
proof in [7].
Theorem 6.14. The value function V is a viscosity solution of the terminal value
problem (5.11) and (4.2).
Proof. First we will prove that V is a supersolution in DT . Suppose φ ∈ C1,2,1(DT ) ∩
C1(DT ), that (t, x, y) ∈ DT is a global minimizer of V − φ, and that V (t, x, y) =
φ(t, x, y). By Lemma 6.5, V is a supersolution if we can show that
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)} ≤ 0.
Using Lemma 4.8, we get
φ(t, x, y) = V (t, x, y) ≥ V (t, x− c, y + βc) ≥ φ(t, x− c, y + βc)
for all c ∈ (0, x]. Dividing by c and sending c→ 0, we get
βφy(t, x, y)− φx(t, x, y) ≤ 0. (6.27)
Using the dynamic programming principle and the definition of V with C ≡ 0, pi ≡ pi′,
pi′ ∈ [0, 1], we get:
V (t, x, y) ≥ E
[∫ t+∆t
t
e−δsU
(
Y pi
′,0
s
)
ds+ V
(
t+∆t,Xpi
′,0
t+∆t, Y
pi′,0
t+∆t
)]
for all ∆t ∈ [0, T − t]. Using the fact that V − φ has a minimum at (t, x, y), we get
φ(t, x, y) ≥ E
[∫ t+∆t
t
e−δsU
(
Y pi
′,0
s
)
ds+ φ
(
t+∆t,Xpi
′,0
t+∆t, Y
pi′,0
t+∆t
)]
.
Applying Itoˆ’s formula (Theorem 2.22) on the term φ
(
t+∆t,Xpi
′,0
t+∆t, Y
pi′,0
t+∆t
)
on the
right-hand side, we get:
0 ≥E
[ ∫ t+∆t
t
φt + e−δsU
(
Y pi
′,0
s
)
+ φx
(
rˆ(1− pis) + pisµˆ
)
Xpi
′,0
s − βφyY pi
′,0
s
+
1
2
φxx
(
σpisX
pi′,0
s
)2
+I pi
′ (
s,Xpi
′,0
s , Y
pi′,0
s , φ
)
ds
]
≥∆t inf
s∈[t,t+∆t]
[
φt + e−δsU
(
Y pi
′,0
s
)
+ φx
(
rˆ(1− pis) + pisµˆ
)
Xpi
′,0
s − βφyY pi
′,0
s
+
1
2
φxx
(
σpisX
pi′,0
s
)2
+I pi
(
s,Xpi
′,0
s , Y
pi′,0
s , φ
)]
.
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We divide this inequality by ∆t, and let ∆t → 0. Since Xpi,Cs and Y pi,Cs are right-
continuous, and φ and I pi are smooth, we see that
0 ≥φt + e−δtU(y) + φx
(
rˆ(1− pi′) + pi′µˆ)x− βφyy
+
1
2
φxx(σpi′x)2 +I pi
′
(t, x, y, φ).
(6.28)
This expression is valid for all pi′ ∈ [0, 1], and therefore
φt + F
(
t, x, y,DXφ,D
2
Xφ,I
pi(t, x, y, φ)
) ≤ 0.
From (6.27) and (6.28), we see that V is a viscosity supersolution.
We will now prove that V is a subsolution. Suppose φ is smooth, and that (t, x, y) ∈
DT is a global maximizer of V − φ. By Lemma 6.6, we may assume without loss of
generality that V (t, x, y) = φ(t, x, y), and that there is an ′ > 0 such that (V −
φ)(t′, X ′) ≤ (V − φ)(t,X)− ′ for all other maxima (t′, X ′) ∈ DT .
Arguing by contradiction, we suppose that the subsolution inequality (4.3) is vio-
lated. The value function V is continuous by Theorem 4.13, and since φ also is con-
tinuous, there exists an  > 0 and a non-empty open ball N centered at (t, x, y) such
that
βφy − φx ≤ 0 (6.29)
and
− >φt + e−δt′U(y′) + βy′φy + max
pi∈[0,1]
[
(rˆ(1− pi) + piµˆ)x′φx
+
1
2
(σpix′)2φxx +I pi(t′, X ′, φ)
] (6.30)
for all (t′, X ′) ∈ N ∩ DT . We can also assume (T, x′, y′) /∈ N for any (x′, y′) ∈ D , and
that
V ≤ φ−  (6.31)
on ∂N ∩DT .
By Lemma 3.6, there exists a consumption strategy (pi,C) ∈ At,x,y such that
V (t, x, y) = E
[∫ t+∆t
t
e−δsU
(
Y pi,Cs
)
dt+ V
(
t+∆t,Xpi,Ct+∆t, Y
pi,C
t+∆t
)]
(6.32)
for all ∆t ∈ [0, T − t]. We define
∆t =

1
2 inf
{
s ∈ (0, T − t] :
φ
(
t+∆t,Xpi,Ct+∆t, Y
pi,C
t+∆t
)
/∈ N
}
if φ
(
t+∆t,Xpi,Ct+∆t, Y
pi,C
t+∆t
)
/∈ N
for some ∆t ∈ [0, T − t],
1
2T if φ
(
t+∆t,Xpi,Ct+∆t, Y
pi,C
t+∆t
)
∈ N
for all ∆t ∈ [0, T − t].
First we suppose ∆t = 0. The Le´vy process jumps almost certainly not at time t,
so it must almost certainly be the control that causes the jump out of N. Suppose the
jump has size ∆C > 0. Denote the segment between (t, x, y) and (t, x−∆C, t+ β∆C)
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by l, and let (t, x′, y′) be the intersection between N and l. We see by (6.29) that φ is
non-increasing along l in N ∩DT . Using Lemma 4.8 and (6.31), we get
V (t, x, y) = V (t, x′, y′) ≤ φ(t, x′, y′)−  ≤ φ(t, x, y)−  = V (t, x, y)− ,
which is a contradiction.
Now suppose ∆t > 0. Using equation (6.32), that (V − φ)(t, x, y) = 0 and that
(V − φ) ≤ 0 elsewhere, we get
φ(t, x, y) ≤ E
[∫ t+∆t
t
e−δsU
(
Y pi,Cs
)
ds+ φ
(
t+∆t,Xpi,Ct+∆t, Y
pi,C
t+∆t
)]
.
Using Itoˆ’s formula and then (6.29) and (6.30), we get
0 ≤E
[ ∫ t+∆t
t
φt + e−δsU(Y pi,Cs )− φx
(
rˆ + pi(µˆ− rˆ))Xpi,Cs − φyβY pi,Cs
+
1
2
(σpiXpi,Cs )
2φxx +I pi(t, x, y, φ) ds+
∫ t+∆t
t
−φx + βφydCcs
+
∑
∆Cs 6=0
(
φ(s,Xpi,Cs , Y
pi,C
s )− φ(s,Xpi,Cs +∆C, Y pi,Cs − β∆C)
)]
≤ − ∆t,
where Cc denotes the continuous part of C. This inequality contradicts itself, and
therefore we see that V also is a subsolution of (5.11) on DT .
It is explained in Section 4.1 that V satisfies (4.2). By Theorem 4.13, V ∈ C(DT ),
and by Definition 6.2 we see that V is a viscosity solution of (5.11) and (4.2). uunionsq
The theorem below shows that subsolutions of (5.11) and (4.2) are less than or
equal to supersolutions. The main idea of the proof is inspired by [9]. Here the authors
show the same theorem for a infinite-horizon problem in the case of a pure jump Le´vy
process. It is necessary to do some modifications in the proof because we are considering
general Le´vy processes, see the discussion in Section 6.2. It is also necessary to do some
modifications in the proof because of the finite time-horizon, and these modifications
have been inspired by Theorem 9.1, Chapter II, in [25]. Here the authors show a similar
theorem in the case of a first-order deterministic control problem on a bounded domain.
Theorem 6.15 (Comparison principle). Assume v ∈ Cγ∗(DT ) is a subsolution of
(5.11) in [0, T ) × D , that v ∈ Cγ∗(DT ) is a supersolution of (5.11) in DT , and that
v ≤ v for t = T . Then v ≤ v everywhere in DT .
Proof. Since v, v ∈ Cγ∗(DT ), there is a γ′ > 0 such that δ > k(γ′) and v, v ∈ Cγ′(DT ).
Let w be defined as in Lemma 6.10, and choose K˜ so large that
vθ = (1− θ)v + θw
is a strict supersolution of (5.11) on any bounded domain of DT , and such that w > v
for t = T . Such a value of K˜ exists by Lemma 6.10, and because γ¯ > γ′. Instead of
comparing v and v, we will compare vθ and v. By letting θ → 0, we will obtain a
comparison result for v and v. We know that
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v(t,X)− vθ(t,X)→ −∞
as x, y →∞, and that
v(t,X)− vθ(t,X) < 0
for t = T . When finding the maximum of v(t,X)− vθ(t,X), it is therefore sufficient to
consider the domain
OT := [0, T )× O,
where
O = {(x, y) ∈ D : 0 < x, y < R}.
for some R > 0. Assume that v ≤ vθ is violated somewhere in OT , and define
M := max
OT
(v − vθ)(t,X) + ξ(t− T ),
where ξ > 0 is chosen so small that M > 0. Assume (t∗, X∗) ∈ OT satisfies
M = (v − vθ)(t∗, X∗) + ξ(t∗ − T ). (6.33)
By choosing R large enough, we may assume that we have either
1. (t∗, X∗) ∈ Γ , or
2. (t∗, X∗) ∈ OT ,
where Γ = {(t,X) ∈ OT : x = 0, y ∈ [0, R) or x ∈ [0, R), y = 0}. We cannot have
t∗ = T , since v ≤ vθ for t = T .
Case 1 : This is the case (t∗, X∗) ∈ Γ . Since ∂OT is piecewise linear, there exist
constants h0, κ0 > 0 and a uniformly continuous map η : OT → R3 satisfying
N
(
(t,X) + hη(t,X), hκ0
) ⊂ OT (6.34)
for all (t,X) ∈ OT and h ∈ (0, h0], where N (z, ρ) denotes the ball in R3 with radius ρ
and centre z ∈ R3.
For any α > 1 and  ∈ (0, 1), define the functions φ and Φ on OT × OT by
φ
(
(t1, X1), (t2, X2)
)
:=
∣∣∣α((t1, X1)− (t2, X2))+ η(t∗, X∗)∣∣∣2
+ |(t1, X1)− (t∗, X∗)|2 − ξ(t2 − T )
and
Φ
(
(t1, X1), (t2, X2)
)
:= v(t1, X1)− vθ(t2, X2)− φ
(
(t1, X1), (t2, X2)
)
Let
Mα := max
OT×OT
Φ
(
(t1, X1), (t2, X2)
)
.
We have Mα > 0 for any α > 1 and  ≤ 0, where 0 > 0 is some fixed
small number. Let
(
(t1,α, X1,α), (t2,α, X2,α)
) ∈ OT × OT be a maximizer of Φ, i.e.,
Mα = Φ
(
(t1,α, X1,α), (t2,α, X2,α)
)
. By (6.34), we assume that α is so large that
(t∗, X∗) + αη(t
∗, X∗) ∈ OT . Using
Φ
(
(tα,1, Xα,1), (tα,2, Yα,2)
) ≥ Φ((t∗, X∗), (t∗, X∗) + 
α
η(t∗, X∗)
)
,
we get
82 6 Viscosity theory for the Hamilton-Jacobi-Bellman equation∣∣∣α((t1,α, X1,α)− (t2,α, X2,α))+ η(t∗, X∗)∣∣∣2 + |(t1,, X1,α)− (t∗, X∗)|2
≤ v(t1,α, X1,α)− vθ(t2,α, X2,α)− v(t∗, X∗)
+ vθ
(
(t∗, X∗) +

α
η(t∗, X∗)
)
+ ξ
(
t2,α − t∗ − 
α
η(t∗, X∗)
)
.
(6.35)
The right-hand side of this equation is bounded as α→∞, and therefore α|(t1,α, X1,α)−
(t2,α, X2,α)| is bounded uniformly in α. It follows that
lim
α→∞
(
(t1,α, X1,α)− (t2,α, X2,α)
)
= 0
and
lim
α→∞
(
v(t1,α, X1,α)− vθ(t2,α, X2,α)
)
≤M.
Sending α → ∞ in (6.35) and using the uniform continuity of v and vθ in OT we see
that α
(
(t1,α, X1,α) − (t2,α, X2,α)
)
+ η(t∗, X∗) → 0, (t1,α, X1,α), (t2,α, X2,α) → (t∗, X∗)
and Mα →M as α→∞. Therefore, using the uniform continuity of η,
(t2,α, X2,α) = (t1,α, X1,α) +

α
η(t∗, X∗) +O
(
1
α
)
= (t1,α, X1,α) +

α
η(t1,α, X1,α) +O
(
1
α
)
,
and we use (6.34) to get (t2,α, X2,α) ∈ OT for α large enough.
We have
D2φ = 2α
(
I −I
−I I
)
+ 2
(
I 0
0 0
)
.
We see that the conditions of Lemma 6.12 are satisfied, so, for any ς ∈ (0, 1), there
exist matrices A1, A2 ∈ S3 such that(
A1 0
0 −A2
)
≤ 2α
ς
(
I I
−I I
)
+ 2
(
I 0
0 0
)
, (6.36)
0 ≤ max{G(DX1φ); φt1 + F (t1,α, X∗1,α, DX1φ, Â1,
I pi,κ(t1,α, X1,α, v,DX1φ),I
pi(t1,α, X1,α, φ)
)}
,
(6.37)
and
−θf ≥ max{G(−DX2φ); −φt2 + F (t2,α, X2,α,−DX2φ, Â2,
I pi,κ(t2,α, X2,α, vθ,−DX2φ),I piκ (t2,α, X2,α,−φ)
)}
,
(6.38)
where φt and DXφ are evaluated at
(
(t1,α, X1,α), (t2,α, X2,α)
)
, and Â1 and Â2 are the
parts of A1 and A2 corresponding to X1 and X2, respectively.
We know that Âi is a two-dimensional matrix, and we denote its elements by ai,xx,
ai,xy, etc. Multiplying (6.36) by (x1,αet2 x2,αe
t
2) on the left hand side and (x1,αe
t
2 x2,αe
t
2)
t
on the right-hand side, where e2 = (0, 1, 0)t ∈ R3 and t denotes the transpose of a
matrix, we get
x21,αa1,xx − x22,αa2,xx ≤
α
ς
(x1,α − x2,α)2 + x21,α,
so
lim
→0
lim
α→∞
(
x21,αa1,xx − x22,αa2,xx
) ≤ 0.
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Equation (6.38) implies that G(−DX2φ) ≤ −θf and
−θf ≥ − φt2 + F
(
t2,α, X2,α,−DX2φ, Â2,I pi,κ(t2,α, X2,α, vθ,−DX2φ),
I piκ (t2,α, X2,α,−φ)
)
.
(6.39)
Next we claim that G(DX1φ) < 0 for sufficiently large α. Assume to the contrary that
G(DX1φ) ≥ 0. Then it follows that
−θf ≥G(−DX2φ)−G(DX1φ)
= − β(φy2 + φy1) + (φx2 + φx1)
= − 2β(y1,α − y∗) + 2(x1,α − x∗),
which converges to zero as α→∞. This is a contradiction to the fact that f is strictly
positive on OT . Thus our claim holds. Equation (6.37) and G(DX1φ) < 0 implies that
φt1 + F
(
t1,α, X1,α, DX1φ, Â1,I
pi,κ(t1,α, X1,α, vθ, DX1φ),I
pi
κ (X1,α, φ)
) ≥ 0. (6.40)
Using (6.39) and (6.40), we get
θf ≤φt1 + F
(
t1,α, X1,α, DX1φ, Â1,I
pi,κ(t1,α, X1,α, vθ, DX1φ),I
pi
κ (t1,α, X1,α, φ)
)
+ φt2 − F
(
t2,α, X2,α,−DX2φ, Â2,I pi,κ(t2,α, X2,α, vθ,−DX2φ),I piκ (t2,α, X2,α,−φ)
)
≤ (e−δt1,αU(y1,α)− e−δt2,αU(y2,α))+ (φt1 + φt2)− β(y1,αφy1 + y2,αφy2)
+ max
pi∈[0,1]
[(
rˆ + (µˆ− rˆ)pi)(x1,αφx1 + x2,αφx2)
+
1
2
(σpi)2(x21,αa1,α,xx − x22,αa2,α,xx)
+
(
I pi,κ(t1,α, X1,α, vθ, DX1φ)−I pi,κ(t2,α, X2,α, v,−DX2φ)
)
+
(
I piκ (t1,α, X1,α, φ)−I piκ (t2,α, X2,α,−φ)
)]
≤ (e−δt1,αU(y1,α)− e−δt2,αU(y2,α))+ 2t1,α − ξ − βy1,α(y1,α − y∗)
+ max
pi∈[0,1]
[
2
(
rˆ + (µˆ− rˆ)pi)x1,α(x1,α − x∗)
+
1
2
(σpi)2(x21,αa1,α,xx − x22,αa2,α,xx)
+
(
I pi,κ(t1,α, X1,α, vθ, DX1φ)−I pi,κ(t2,α, X2,α, v,−DX2φ)
)
+
(
I piκ (t1,α, X1,α, φ)−I piκ (t2,α, X2,α,−φ)
)]
. (6.41)
It is shown in [9] that
lim
→0
lim
α→∞I
pi,κ(t1,α, X1,α, vθ, DX1φ)−I pi,κ(t2,α, X2,α, v,DX2φ) ≤ 0,
and the convergence is uniform in κ > 0. We also know that
I piκ (t1,α, X1,α, φ)−I piκ (t2,α, X2,α, φ)→ 0
as κ→ 0. By letting, in that order, α →∞, → 0 and κ→ 0, we see that right-hand
side of (6.41) converges to something < 0. This is a contradiction to (6.41).
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Case 2: We will now consider Case 2. For any α > 1 and  ∈ (0, 1) define functions
φ, Φ(X,Y ) : OT × OT → R by
φ
(
(t1, X1), (t2, X2)
)
:=
α
2
|(t1, X1)− (t2, X2)|2 − ξ(t2 − T ),
Φ
(
(t1, X1), (t2, X2)
)
:= v(t1, X1)− vθ(t2, X2)− φ
(
(t1, X1), (t2, X2)
)
.
Let
Mα = max
OT×OT
Φ
(
(t1, X1), (t2, X2)
)
.
We have Mα ≥ M > 0 for all α > 1. Let
(
(t1,α, X1,α), (t2,α, X2,α)
)
be a maximizer of
Φ, i.e., Mα = Φ
(
(t1,α, Xα), (t2,α, X2,α)
)
, and note that the inequality
Φ
(
(t1,α, X1,α), (t1,α, X1,α)
)
+ Φ
(
(t2,α, X2,α), (t2,α, X2,α)
) ≤ 2Φ((t1,α, X1,α), (t2,α, X2,α))
implies
α|(t1,α, X1,α)− (t2,α, X2,α)|2
≤ v(t1,α, X1,α)− v(t2,α, X2,α) + vθ(t1,α, X1,α)− vθ(t2,α, X2,α)
+ ξ(t2,α − t1,α).
The right-hand side of this equation is bounded as α → ∞, as all the functions are
uniformly continuous on OT ×OT . Therefore we see that |(t1,α, X1,α)− (t2,α, X2,α)| → 0
as α→∞. Using the uniform continuity of v, vθ in OT again, we see that α|(t1,α, X1,α)−
(t2,α, X2,α)| → 0 as α→∞. Now we use M ≤Mα and (6.33) to get
0 = lim
α→∞
α
2
∣∣(t1,α, X1,α)− (t2,α, X2,α)∣∣2
≤ lim
α→∞ v(t1,α, X1,α)− v
θ(t2,α, X2,α) + ξ(t2,α − T )−M
≤ 0,
and we conclude that Mα →M as α→∞. Since M > 0 and v ≤ vθ on Γ , we see that
any limit point of
(
(t1,α, X1,α), (t2,α, X2,α)
)
belongs to OT × OT . For large enough α,
we therefore have (t1,α, X1,α), (t2,α, X2,α) ∈ OT .
We have
D2φ = α
(
I −I
−I I
)
,
so by defining g0 ≡ α, g1 ≡ 0 and g2 ≡ 0, we see that Lemma 6.12 can be applied. It
follows that, for any ς ∈ (0, 1), there exist matrices A1, A2 ∈ S3 such that(
A1 0
0 −A2
)
≤ α
ς
(
I −I
−I I
)
,
0 ≤ max{G(DX1φ); φt1 + F (t∗1, X∗1 , DX1φ, Â1,
I pi,κ(t∗1, X
∗
1 , v,DX1φ),I
pi(t∗1, X
∗
1 , φ)
)}
,
(6.42)
and
−θf ≥ max{G(−DX2φ); −φt2 + F (t∗2, X∗2 ,−DX2φ, Â2,
I pi,κ(t∗2, X
∗
2 , v
θ,−DX2φ),I piκ (t∗2, X∗2 ,−φ)
)}
.
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As in Case 1, we get
lim
α→∞
(
x21,αa1,xx − x22,αa2,xx
) ≤ 0,
G(−DX2φ) ≤ −θf
and
−φt2 + F
(
t∗2, X
∗
2 ,−DX2φ, Â2,I pi,κ(t∗2, X∗2 , vθ,−DX2φ),I piκ (t∗2, X∗2 ,−φ)
) ≤ −θf.
(6.43)
We have G(DX1φ) < 0, because G(DX1φ) ≡ G(−DX2φ) < 0. Using (6.42), we get
φt1 + F
(
t∗1, X
∗
1 , DX1φ, Â1,I
pi,κ(t∗1, X
∗
1 , v,DX1φ),I
pi
κ (t
∗
1, X
∗
1 , φ)
) ≥ 0. (6.44)
Using (6.43) and (6.44), we get
θf ≤φt1 + F
(
t∗1, X
∗
1 , DX1φ, Â1,I
pi,κ(t∗1, X
∗
1 , v,DX1φ),I
pi
κ (t
∗
1, X
∗
1 , φ)
)
φt2 − F
(
t∗2, X
∗
2 ,−DX2φ, Â2,I pi,κ(t∗2, X∗2 , vθ,−DX2φ),I piκ (t∗2, X∗2 ,−φ)
)
≤ (e−δt1,αU(y1,α)− e−δt2,αU(y2,α))− ξ
+ max
pi∈[0,1]
[
1
2
(σpi)2(x21,αa1,α,xx − x22,αa2,α,xx)
+
(
I pi,κ(t1,α, X1,α, vθ, DX1φ)−I pi,κ(t2,α, X2,α, v,−DX2φ)
)
+
(
I piκ (t1,α, X1,α, φ)−I piκ (t2,α, X2,α,−φ)
)]
.
(6.45)
As in Case 1, we have
lim
→0
lim
α→∞I
pi,κ(t1,α, X1,α, vθ, DX1φ)−I pi,κ(t2,α, X2,α,−v,DX2φ) ≤ 0
and
lim
κ→0
I piκ (t1,α, X1,α, φ)−I piκ (t2,α, X2,α,−φ) = 0,
so by letting, in that order, α → ∞, κ → ∞ in (6.45) we obtain a contradiction. This
concludes the proof of the theorem. uunionsq
Uniqueness of viscosity solutions follows directly from the comparison principle.
Theorem 6.16 (Uniqueness of viscosity solutions in C ′γ∗(DT )). Viscosity solu-
tions of the terminal value problem (5.11) and (4.2) in C ′γ∗(DT ) are unique.
Proof. Let v1, v2 ∈ C ′γ∗(DT ) be two viscosity solutions of (5.11) and (4.2) on DT ,
i.e., v1, v2 ∈ Cγ′(DT ) for some γ′ < γ∗ with δ > k(γ′). We know that v1 is a viscosity
subsolution of (5.11) on DT , that v2 is a supersolution of (5.11) on DT , and that v1 = v2
for t = T . By Theorem 6.15, we get v1 ≤ v2. We have v2 ≤ v1 by a similar argument,
so v1 ≡ v2, and uniqueness follows. uunionsq

Chapter 7
Explicit solution formulas
In this chapter we will derive explicit solution formulas for two special cases:
1. The Le´vy process has only negative jumps, U is a CRRA utility function, and W
is given by a specific formula.
2. A generalization of the Merton problem, where the risky asset follows a geometric
Le´vy process, and the utility functions are of CRRA type.
See Section 2.3 and Section 7.2 for a short description of the Merton problem, and see
Section 2.3 for the definition of a CRRA utility function. It will be shown that the
functions we find satisfy the HJB equation in a classical sense, and by using Lemma
6.7 we conclude that we have found the correct value functions.
Both formulas are inspired by formulas found in [8] for the infinite-horizon case of
our problem. However, the function W , which is not present in the infinite-horizon
problem, creates a larger family of solutions in our case. In the first case we consider,
an explicit solution formula is found for only one specific function W . In the second
case, we succeed in finding explicit solution formulas for a larger class of functions W .
7.1 CRRA utility and only negative jumps
In [8] the authors construct an explicit solution formula and allocation strategy in
an infinite-horizon case. It is proved that the solution formula is valid provided some
additional constraints on the parameters are satisfied. We will first describe the solution
found in [8], and then we will prove that there are no parameter values satisfying all the
constraints given in [8]. However, as we will prove below, one of the constraints given in
[8] can be replaced by a weaker constraint, and the new set of constraints has solutions.
We will construct a solution formula for a finite-horizon problem based on the solution
found in [8]. This explicit solution formula will be used in Chapter 15, when we want
to analyse the error of our numerically simulated solution.
In infinite-horizon problem described in [8], the utility function U is on the form
U(y) =
yγ
γ
(7.1)
for some γ ∈ (0, 1), and only negative jumps in the Le´vy process are allowed, i.e.,
ν
(
(0,∞)) = 0. The value function V̂ : D → [0,∞) is defined by
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V̂ (x, y) = sup
(pi,C)∈ bAx,y E
[∫ ∞
0
e−δtU(Y pi,Cs ) ds
]
, (7.2)
where
Xpi,Cs = x− Cs +
∫ s
t
(
rˆ + (µˆ− rˆ)pis′
)
Xpi,Cs′ ds
′ +
∫ s
t
σpis′X
pi,C
s′ dBs′
+
∫ s
t
pis′−X
pi,C
s′−
∫
R\{0}
(ez − 1) N˜(ds, dz)
and
Y pi,Cs = ye
−β(s−t) + βe−βs
∫ s
t
eβs
′
dCs′ .
The initial values of Xpi,C and Y pi,C are x and y, respectively, and Bt, ν, Âx,y and all
the constants involved, satisfy the same conditions as in our problem.
The corresponding HJB equation is
max
{
Ĝ(DX vˆ); F̂
(
X, vˆ,DX vˆ, D
2
X vˆ, Î
pi(X, vˆ)
)}
, (7.3)
where
Ĝ(DX vˆ) = βvˆy − vˆx,
F̂
(
X,vˆ,DX vˆ, D
2
X vˆ, Î
pi(X, vˆ)
)
=U(y)− δvˆ − βyvˆy + max
pi∈[0,1]
[
(rˆ + (µˆ− rˆ)pi)xvˆx + 12(σpix)
2vˆxx + Î pi(X, vˆ)
]
and
Î pi(X, vˆ) =
∫
R\{0}
vˆ
(
x+ pix(ez − 1), y)− vˆ(x, y)− pixvˆx(x, y)(ez − 1) ν(dz).
The authors of [8] show that the value function can be written as
V̂ (x, y) =
k1y
γ + k2yγ
[
x
ky
]ρ
if 0 ≤ x < ky,
k3
(
y+βx
1+βk
)γ
if x ≥ ky ≥ 0,
(7.4)
where
k1 =
1
γ(δ + βγ)
, k2 =
1− ρ
(ρ− γ)(δ + βγ) , k3 =
ρ(1− γ)
γ(ρ− γ)(δ + βγ) , k =
1− ρ
β(ρ− γ) (7.5)
and
(µˆ− rˆ)− (1− ρ)σ2pi∗ +
∫ 0−
−∞
(
1 + pi∗(ez − 1))ρ−1(ez − 1)− (ez − 1) ν(dz) = 0,(
rˆ + (µˆ− rˆ)pi∗ + β − 1
2
(σpi∗)2(1− ρ)
)
ρ
= δ + βγ −
∫ 0−
−∞
(
(1 + pi∗(ez − 1))ρ − 1− ρpi∗(ez − 1)) ν(dz),
(7.6)
provided (7.6) has a solution (ρ, pi∗) satisfying
ρ ∈ (γ, 1], pi∗ ∈ (0, 1). (7.7)
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The only additional condition on the constants is that this equation is satisfied:
ρ(1− γ)
ρ− γ ≥
δ + βγ
δ − k0(γ) . (7.8)
It is proved that V̂ satisfies
Ĝ(X,DX vˆ) = 0
for x ≥ ky and
F̂
(
X, vˆ,DX vˆ, D
2
X vˆ, Î
pi(X, vˆ)
)
= 0 (7.9)
for x ≤ ky. It is also shown that it is optimal to let a constant fraction pi∗ of the wealth
be invested in the stock, and that an optimal consumption process C∗t is given by
C∗t = ∆C
∗
0 +
∫ t
0
X∗t
1 + βk
dZs,
where
∆C∗0 =
[
x− kY0−
1 + βk
]+
,
Zt = sup
0≤s≤t
[
ln
X̂s
Ŷs
− ln k
]+
,
Ŷt = (Y0 + β∆C∗0 )e
−βt,
and
X̂t = (x−∆C∗0 ) +
∫ t
0
(
rˆ + (µˆ− rˆ)pi∗)X̂s ds+ ∫ t
0
σpi∗X̂s dBs
+
∫ t
0
pi∗X̂s−
∫ 0−
−∞
(ez − 1) N˜(ds, dz).
Our first result is that there are no parameter values satisfying all the constraints
mentioned above.
Lemma 7.1. There are no parameter values satisfying (7.6)-(7.8) and the constraints
stated in Chapter 3.
Proof. It is shown in [8] that (7.8) implies
F̂
(
X, V̂ , V̂X , V̂
2
X ,I
pi(X, V̂ )
) ≤ 0,
for all x ≥ ky, where V̂ is given by the explicit formula (7.4). The inequality is strict,
unless ν ≡ 0 and y ≡ 0, i.e., we have
F̂
(
X, V̂ , V̂X , V̂
2
X ,I
pi(X, V̂ )
)
< 0 (7.10)
for x ≥ ky, unless ν ≡ 0 and y ≡ 0. See the derivation on page 460 in [8] for a proof
of this. However, since F̂
(
X, V̂ , V̂X , V̂
2
X ,I
pi(X, V̂ )
)
= 0 for x ≤ ky and V̂ is smooth at
the boundary x = ky, we have
F̂
(
X, V̂ , V̂X , V̂
2
X ,I
pi(X, V̂ )
)
= 0
for x = ky. This is a contradiction to (7.10), and we see that there are no parameter
values satisfying all the constraints of the problem. uunionsq
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We will give an alternative proof of Lemma 7.1 for two special cases. First we will
prove Lemma 7.1 for the case ν ≡ 0, and then we will prove the lemma for ν(dz) =
λδ−ξ(dz), σ = 0 and ξ ∈ (0, 1), where δ−ξ is the Dirac measure located at −ξ. If ν ≡ 0,
the risky asset follows a geometric Brownian, and if ν = λδ−ξ(dz), σ = 0 and ξ ∈ (0, 1),
the Le´vy process can be written as Ls = µs+ ξNt, where Nt is a Poisson process.
Alternative proof of Lemma 7.1 for ν ≡ 0: Assume we have found parameters
satisfying (7.6)-(7.8). Since ν ≡ 0, we can find the explicit solution of the system of
equations (7.6):
pi∗ =
µˆ− rˆ
σ2(1− ρ) ,
and ρ is the smallest of the two roots of the quadratic
2σ2(rˆ + β)ρ2 − (2σ2(rˆ + β) + (µˆ− rˆ)2 + 2(δ + βγ)σ2)ρ+ 2(δ + βγ)σ2 = 0. (7.11)
We see that ρ is the smallest root of the quadratic, because the coefficient of ρ2 is
positive, the left-hand side of (7.11) is negative when evaluated at 1, and we should
have ρ ≤ 1. Equation (7.11) can be solved for δ:
δ =
2σ2(rˆ + β)ρ(1− ρ) + (µˆ− rˆ)2ρ− 2βγσ2(1− ρ)
2σ2(1− ρ) . (7.12)
We can also find an explicit expression for k0(γ):
k0(γ) = max
pi∈[0,1]
[
γ(rˆ + (µˆ− rˆ)pi)− 1
2
σ2pi2γ(1− γ)
]
= γrˆ +
γ(µˆ− rˆ)2
2σ2(1− γ) .
(7.13)
We see that the optimal value of pi in the expression for k0(γ) must lie in (0, 1), because
ρ > γ and pi∗ ∈ (0, 1). Using (7.12) and (7.13), we get
ρ(1− γ)(δ − k0(γ))− (ρ− γ)(δ + βγ) = −γρ(ρ− γ)(rˆ + β).
The right-hand side of this equation is negative, so
ρ(1− γ)(δ − k0(γ))− (ρ− γ)(δ + βγ) < 0,
and we see that (7.8) cannot hold. It follows that there are no parameter values that
satisfy the given constraints. uunionsq
Now we will give an alternative proof of Lemma 7.1 for the case ν(dz) = λδ−ξ(dz)
and σ = 0. The solution of (7.6) for this case has been calculated in [8]. It is shown
that if
ν = λδ−ξ(dz), ξ ∈ (0, 1), σ = 0 (7.14)
and
µ > rˆ, (µ− rˆ)e−(1−ρ)ξ < λ(1− e−ξ) < µ− rˆ, (7.15)
the constraint (7.6) can be written as
7.1 CRRA utility and only negative jumps 91
µˆ−rˆ − λ(1− e−ξ)
((
1− pi∗(1− e−ξ))ρ−1 − 1)− σ2(1− γ)pi∗ = 0,(
rˆ + (µˆ− rˆ)pi∗ + β
)
ρ = δ + βγ − λ
(
(1− pi∗(1− e−ξ))ρ − 1 + ρpi∗(1− e−ξ)
)
,
(7.16)
where µˆ and pi∗ are given by
µˆ = µ− λ(1− e−ξ)
and
pi∗ =
1
1− e−ξ
(
1−
[
λ(1− e−ξ)
µ− rˆ
] 1
1−ρ
)
. (7.17)
The following is an alternative proof of Lemma 7.1 for this case.
Alternative proof of Lemma 7.1 for ν(dz) = λδ−ξ(dz): Assume there exist con-
stants satisfying (7.8) and (7.14)-(7.17). We want to derive a contradiction by showing
that f > 0, where f is defined to be the difference between the right-hand side and the
left-hand side of the second equation of (7.16), i.e.,
f(Λ) = δ + βγ − λ
((
1− pi∗(1− e−ξ))ρ − 1 + ρpi∗(1− e−ξ))− (rˆ + (µˆ− rˆ)pi∗ + β)ρ,
where Λ = (δ, β, γ, λ, ρ, µ, pi∗, ξ, rˆ). We will simplify the expression for f by introducing
two new variables ζ and η:
ζ =
(
λη
µ− r
) 1
1−ρ
, η = 1− e−ξ. (7.18)
We have ζ ∈ (0, 1) since pi∗ = (1−ζ)/η > 0, and η ∈ (0, 1) since ξ ∈ (0, 1). We introduce
a new function f˜ , which is equal to f , except that ζ and η are input arguments instead
of pi∗, rˆ and ξ. Using (7.17) and (7.18), we see that
f˜(Λ˜) := f(Λ) = −β(ρ− γ) + δ − ρλ(1− η)ζρ−1 − λ(1− ρ)ζρ + λ− ρµ,
where Λ˜ = (δ, β, γ, λ, ρ, µ, ζ, η). Since rˆ > 0 and ζ < 1, we see from the definition of ζ
that
µ > ληζρ−1. (7.19)
From (7.15) we know that (µ− rˆ)e−(1−ρ)ξ < λ(1− e−ξ), and this implies that
η + ζ > 1. (7.20)
Equation (7.8) implies that
β ≤ δ(1− ρ)− ρ(1− γ)(µ− λη)
ρ− γ . (7.21)
Since β > 0, the numerator of this fraction must be positive, and this implies that
δ >
ρ(1− γ)
1− ρ (µ− λη). (7.22)
We see that f˜ is decreasing in β, so using (7.21), we get
f˜(Λ˜) ≥ δρ− ρζρ−1λ(1− η)− ζρλ(1− ρ)− λρη(1− γ) + λ− ργµ.
The right-hand side of this inequality is increasing in δ, so using (7.22), we get
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f˜(Λ˜) >
µρ(ρ− γ)− ρλ(1− η)(1− ρ)ζρ−1 − λ(1− ρ)2ζρ + λ(ρη + ργη − ρ+ 1)
1− ρ .
The right-hand side of this inequality is increasing in µ, so using (7.19), we get
f˜(Λ˜) >
λ
1− ρ
(
ηρ(ζρ−1 − 1)(1− γ)− (1− ρ)2ζρ + (1− ρ)(1− ρζρ−1)
)
.
The right-hand side of this inequality is increasing in η, so (7.20) implies
f˜(Λ˜) >
λ
1− ρ
(
− γρ(1− ζ)(ζρ−1 − 1) + ρ2ζρ−1 − (1− ρ+ ρ2)ζρ + ρζ + 1− 2ρ
)
.
The right-hand side of this inequality is decreasing in γ, so using γ < ρ, we get
f˜(Λ˜) > λ
(
− ζρ + ζρ+ 1− ρ
)
.
The right-hand side of this inequality is decreasing in ζ for ζ ∈ (0, 1), and using ζ < 1,
we get
f˜(Λ˜) > 0.
We have obtained a contradiction, so there are no parameter values satisfying the given
equations. uunionsq
Lemma 7.1 may suggest that (7.4) is not a valid solution formula, as there are no
constants satisfying (7.6)-(7.8). However, looking more closely on the derivation of
(7.8) in [8], we see that the constraint (7.8) may be weakened. The reason (7.8) was
introduced, was to force
F̂
(
X, V̂ , V̂X , V̂
2
X ,I
pi(X, V̂ )
) ≤ 0 (7.23)
for x ≥ ky. Replacing the constraint (7.8) by (7.23), we get a new and weaker system
of constraints, which has solutions. We state in the lemma below that the constraint
(7.23) is sufficient. Note that we may simplify (7.23) slightly by dividing by yγ and
replace the two variables x and y by the single variable r := x/y.
Lemma 7.2. The value function V̂ defined by (7.2) is given by (7.4), provided (7.23)
holds and (7.6) has solutions satisfying (7.7).
If ν ≡ 0 and (7.6) has solutions satisfying (7.7), (7.23) is automatically satisfied.
The only constraint on the parameters in this case is therefore that (7.6) has a solution
satisfying (7.7). We state and prove this result in the following lemma.
Lemma 7.3. If ν ≡ 0, the value function V̂ is given by (7.4), provided (7.6) has a
solution satisfying (7.7).
Proof. We need to prove that (7.23) is automatically satisfied if (7.6) has a solution
satisfying (7.7). By inserting the expression (7.4) for V̂ in (7.23), multiplying by
(1 + βk)γ
(y + βx)γ
=
1
(y + βx)γ
(1− γ)γ
(ρ− γ)γ ,
and using ν ≡ 0 and the expression (7.5) for k, we see that (7.23) holds if and only if
f(ξ) ≤ 0 (7.24)
7.1 CRRA utility and only negative jumps 93
for all
ξ ∈
[
βk
1 + βk
, 1
]
=
[
1− ρ
1− γ , 1
]
,
where
ξ :=
βx
y + βx
(7.25)
and
f(ξ) :=
(1− γ)γ
(ρ− γ)γ
(1− ξ)γ
γ
− δk3 − βγk3(1− ξ)
+ k3 max
pi∈[0,1]
[
(rˆ + (µˆ− rˆ)pi)γξ − 1
2
σ2pi2ξ2γ(1− γ)
]
.
(7.26)
We see from (7.25) that x = ky is equivalent to ξ = βk1+βk =
1−ρ
1−γ . The optimal value
of pi in (7.26) is pi∗ ∈ (0, 1) for x = ky, and we see immediately from (7.26) that the
optimal value of pi decreases as ξ increases. Therefore we know that the optimal value
of pi in (7.26) is in (0, 1) for all ξ ≥ 1−ρ1−γ , and pi may be found by finding the maximum
point of the parabola. We get
f(ξ) =
(1− γ)γ
(ρ− γ)γ
(1− ξ)γ
γ
− δk3 − βγk3(1− ξ) + rˆγk3ξ + (µˆ− rˆ)
2γ
2σ2(1− γ) .
We have
F̂
(
X, V̂ , V̂X , V̂
2
X ,I
pi(X, V̂ )
)
= 0
for x = ky by (7.9), and therefore (7.24) is satisfied for ξ = βk1+βk . We want to show
that f is decreasing for ξ ≥ 1−ρ1−γ . We have
∂f
∂ξ
(ξ) = − (1− γ)
γ
(ρ− γ)γ (1− ξ)
γ−1 + k3γ(β + rˆ),
which is decreasing in ξ. We have proved the lemma if we manage to show that
∂f
∂ξ
(
1− ρ
1− γ
)
≤ 0.
Inserting the expression (7.5) for k3 and using (7.6) to find explicit expressions for δ
and pi∗, we get
∂f
∂ξ
(
1− ρ
1− γ
)
=
1− γ
(ρ− γ)(δ + βγ)(− δ + βγ + ρ(β + rˆ))
=
1− γ
(ρ− γ)(δ + βγ)ρpi
∗
(
−(µˆ− rˆ) + 1
2
σ2pi∗(1− ρ)
)
= − 1− γ
2(ρ− γ)(δ + βγ)ρpi
∗(µˆ− rˆ)
≤ 0,
and the lemma is proved. uunionsq
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If ν(dz) = λδ−ξ(dz), the system of constraints (7.6), (7.7) and (7.23) also has solutions,
for example the set of parameters we will consider in Chapter 15.
Now we will use the explicit solution formula in [8] to find an explicit solution formula
also in the finite-horizon case. It turns out that the value function of our problem,
defined by (3.4), is given by
V (t, x, y) = e−δtV̂ (x, y) =
e
−δt
(
k1y
γ + k2yγ
[
x
ky
]ρ)
if 0 ≤ x < ky,
k3e
−δt
(
y+βx
1+βk
)γ
if x ≥ ky ≥ 0,
(7.27)
if U is on the form (7.1), and the terminal utility function is defined by
W (x, y) =
{
e−δT
(
k1y
γ + k2yγ
[
x
ky
]ρ) if 0 ≤ x < ky,
k3e
−δT
(
y+βx
1+βk
)γ
if x ≥ ky ≥ 0, (7.28)
where the constants k1, k2, k3, k4, ρ and pi∗ satisfy (7.5) and (7.6). Again the only
constraints the parameters must satisfy are (7.7) and (7.23).
Theorem 7.4. If U is defined by (7.1), W is defined by (7.28), (7.23) holds and (7.6)
has a solution satisfying (7.7), the value function V is given by (7.27). The optimal
consumption strategy is to keep a constant fraction pi∗ of the wealth invested in the risky
asset, where pi∗ is defined by the system of equations (7.6).
Proof. Define v : DT by
v(t, x, y) :=
e
−δt
(
k1y
γ + k2yγ
[
x
ky
]ρ)
if 0 ≤ x < ky,
k3e
−δt
(
y+βx
1+βk
)γ
if x ≥ ky ≥ 0.
We want to show that v = V . The first step is to prove that v is a classical solution of
(5.11). We see that v ∈ C1,2,1(DT ) by direct computations. We have
G(DXv) = e−δtĜ(DX V̂ ) (7.29)
and
vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)
= e−δt
(
V̂t + F̂
(
X,DX V̂ , D
2
X V̂ ,I
pi(X, V̂ )
))
.
(7.30)
for all (t,X) ∈ DT . In [8] the authors show that (7.4) is a classical solution of (7.3).
Using (7.29) and (7.30), we see that this is equivalent to (7.27) being a classical solution
of (5.11).
We see by insertion that v satisfies the terminal condition
v(T, x, y) =
e
−δT
(
k1y
γ + k2yγ
[
x
ky
]ρ)
if 0 ≤ x < ky,
k3e
−δT
(
y+βx
1+βk
)γ
if x ≥ ky ≥ 0,
so v(T, x, y) = W (x, y) for all (x, y) ∈ D . We know that V satisfies (4.2), so we need
to prove that
W (x, y) = max
c∈[0,x]
W (x− c, y + βc) (7.31)
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for all (x, y) ∈ D . For x < ky we have
dW
dc
(x− c, y + βc) = (y + βc)
γ−1β
δ + βγ
g(z),
where g : [0, xky ]→ R is defined by
g(z) = 1− (1− ρ)zρ − ρzρ−1,
and z = x−ck(y+βc) . We see that
dW
dc (x− c, y+βc) has the same sign as g(z). We see easily
that g(z) ≤ 0 on
[
0, xky
]
, and therefore W (x, y) ≥ W (x − c, y + βc) for c ∈ [0, x], and
(7.31) is satisfied.
For x ≥ ky, W (x, y) = W (x − c, y + βc) as long as (x − c) > k(y + βc), and
W (x, y) ≥W (x− c, t+ βc) for (x− c) ≤ k(y + βc). Therefore (7.31) is satisfied also in
this case.
By Lemma 4.9, we see that v is a viscosity solution of (5.11). Using Theorems 6.14
and 6.16, we see that V = v. uunionsq
Note that W could be replaced by any other function W˜ satisfying
W (x, y) = max
c∈[0,x]
W˜ (x− c, y + βc).
An optimal consumption process is given by almost exactly the same formula as for
the infinite-horizon problem.
Theorem 7.5. An optimal consumption process C∗s is given by
C∗s = ∆C
∗
t +
∫ s
t
Xpi
∗,C∗
s′
1 + βk
dZs′ ,
where
∆C∗t =
[
x− kYt−
1 + βk
]+
, (7.32)
Zs = sup
t≤s′≤s
[
ln
X
pi∗,∆C0t
s′
Y
pi∗,∆C0t
s′
− ln k
]+
,
Y
pi∗,∆C0t
s = (Yt + β∆C∗t )e
−βs
and
X
pi∗,∆C0t
s = (x−∆C∗t ) +
∫ s
t
(rˆ + (µˆ− rˆ)pi∗)Xpi∗,∆C0ts′ ds′ +
∫ s
t
σpi∗Xpi
∗,∆C0t
s′ dBs′
+
∫ s
t
pi∗Xpi
∗,∆C0t
s′−
∫ 0−
−∞
(ez − 1) N˜(ds′, dz).
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Proof. First we will show that a so-called k-ratio strategy is optimal. A k-ratio strategy
is a strategy where the control keeps the ratio Xpi,Cs /Y
pi,C
s less than or equal to some
constant k for all s ∈ [t, T ] almost certainly. If Xpi,C/Y pi,C > k, the agent will consume
such that Xpi,C/Y pi,C = k, and if Xpi,C/Y pi,C < k, no consumption will occur.
From the explicit formula for V , we see that G(DXV ) = 0 when X
pi,C
s ≥ kY pi,Cs .
This implies that V (Xpi,Cs , Y
pi,C
s ) = V (X
pi,C
s − c, Y pi,Cs + βc) for Xpi,Cs ≥ kY pi,Cs for all
c ∈ [0, Xpi,Cs ] satisfying (Xpi,Cs − c) ≥ k(Y pi,Cs + βc). We see from Lemma 4.8 that it is
optimal to have consumption when Xpi,Cs > kY
pi,C
s .
When Xpi,C/Y pi,C > k, on the other hand, we see from the explicit formula for V
that G(DXV ) < 0. The inequality G(DXV ) < 0 is equivalent to V (X
pi,C
s , Y
pi,C
s ) >
V (Xpi,Cs − c, Y pi,Cs + βc) for all c ∈ (0, Xpi,Cs ], and we see from Lemma 4.8 that it is
optimal not to consume. It follows that a k-ratio strategy is optimal.
We get an initial consumption gulp if x > ky. After the consumption has been
performed, we should have Xpi,Ct = kY
pi,C
t , and we see that the size of the consumption
gulp ∆C0t is given by (7.32).
A consumption plan is optimal if it satisfies (i) Xpi,Cs /Y
pi,C
s ≤ k almost certainly for
all s ∈ [t, T ], and (ii) there is no consumption when Xpi,Cs /Y pi,Cs < k. The constraint (i)
is equivalent to
ln
Xpi
∗,C∗
s
Y pi
∗,C∗
s
≤ ln k.
Define
Zs = sup
0≤s′≤s
[
ln
X̂
pi∗,∆C0t
s′
Ŷ
pi∗,∆C0t
s′
− ln k
]+
. (7.33)
Note that Xpi
∗,∆C0t
s and Y
pi∗,∆C0t
s are unregulated processes, i.e., they take the value
Xpi,Cs and Y
pi,C
s would have taken if no consumption unless the initial consumption
gulp was performed. The constraint (i) is satisfied if the process ln(X∗s /Y ∗s ) satisfies
ln
Xpi
∗,C∗
s
Y pi
∗,C∗
s
= ln
X
pi∗,∆C0t
s
Y
pi∗,∆C0t
s
− Zs, (7.34)
because
ln
X
pi∗,∆C0t
s
Y
pi∗,∆C0t
s
− Zs ≤ X
pi∗,∆C0t
s
Y
pi∗,∆C0t
s
−
[
X
pi∗,∆C0t
s
Y
pi∗,∆C0t
s
− ln k
]
= ln k.
We want to prove that there is a strategy C∗ such that (7.34) and (ii) are satisfied.
First note that Z is non-decreasing, and increases only when X∗s = kY ∗s if (7.34) is
correct. By a differential form of Itoˆ’s formula (Theorem (2.22)), we have
d ln
Xpi
∗,C∗
s
Y pi
∗,C∗
s
=
(
rˆ + β(µˆ− rˆ)pi∗ − 1
2
(σpi∗)2
)
ds−
(
1
Xpi
∗,C∗
s
+
β
Y pi
∗,C∗
s
)
dC∗s
+
∫ 0−
−∞
ln
(
1 + pi∗(ez − 1)) N˜(ds, dz) + σpi∗ dBs
+
∫ 0−
−∞
(
ln
(
1 + pi∗(ez − 1))− pi∗(ez − 1)) ν(dz)
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and
d ln
X
pi∗,∆C∗t
s
Y
pi∗,∆C∗t
s
=
(
rˆ + β(µˆ− rˆ)pi∗ − 1
2
(σpi∗)2
)
ds−
(
1
X
pi∗,∆C∗t
s
+
β
Y
pi∗,∆C∗t
s
)
dC∗s
+
∫ 0−
−∞
ln
(
1 + pi∗(ez − 1)) N˜(ds, dz) + σpi∗ dBs
+
∫ 0−
−∞
(
ln
(
1 + pi∗(ez − 1))− pi∗(ez − 1)) ν(dz).
We see that (7.34) is satisfied if
dZs =
(
1
Xpi
∗,C∗
s′
+
β
Y pi
∗,C∗
s′
)
dC∗s ,
i.e.,
Zs =
∫ t
0
Y pi
∗,C∗
s′ + βX
pi∗,C∗
s′
Xpi
∗,C∗
s′ Y
pi∗,C∗
s′
dC∗s′ .
This is equivalent to
C∗s =
∫ s
0
Xpi
∗,C∗
s′ Y
pi∗,C∗
s′
Y pi
∗,C∗
s′ + βX
pi∗,C∗
s′
dZs′ =
∫ s
0
Xpi
∗,C∗
s′
1 + βk
dZs′ ,
where the last equality follows because Zs only increases when X
pi∗,C∗
s /Y
pi∗,C∗
s = k. We
see that C∗ satisfies (ii), because C∗ only increases when Z increases. We also see that
(pi∗, C∗) ∈ At,x,y, since C∗ is increasing, and we have proved that C∗ is an optimal
consumption strategy. uunionsq
We see from Theorems 7.4 and 7.5 that both the consumption strategy and the
distribution of wealth between the risky and safe asset, are independent of the time t.
We try searching for explicit solution formulas for other functions W by two different
strategies:
1. Assume the solution has the form (7.27), but where k1, k2, k3, k4 and k are assumed
to be functions of t instead of constants.
2. Assume pi is constant, k is a function of t, and that the solution is separable on each
of the domains x > ky and x < ky.
In both cases we end up with same solution formula as before. Note that the second
strategy includes solutions on a form similar to the one we find for the Merton problem
below.
7.2 The Merton problem
In this section we consider the Merton problem with consumption, where the stock
price is modelled as a geometric Le´vy process. The Merton problem can be thought
of as the limiting case when β → ∞ in the problem described in Chapter 3, i.e., we
want to optimize utility from present consumption, instead of optimizing average past
98 7 Explicit solution formulas
consumption. The consumption process is assumed to be absolutely continuous, and
can therefore be written on the form Cs =
∫ s
t cs′ ds
′, where cs′ is the consumption rate
at time s′.
An explicit solution formula for the infinite-horizon version of the problem is de-
scribed in [8]. A solution formula for the infinite-horizon problem is also found in [26]
and, with transaction costs, [27], but with a slightly more restrictive condition on the
Le´vy measure in a neighbourhood of zero. No articles containing an explicit solution
formulas for the finite-horizon case was found in the research work for this thesis.
The problem solved in [8] can be stated as
V̂M (x) = sup
(c,pi)∈Ax
E
[∫ ∞
0
e−δt
cγt
γ
dt
]
,
for x ≥ 0, where the wealth process is given by
dXt = (rˆ + (µˆ− rˆ)pit)Xtdt− ctdt+ σXtpitdBt +Xt−pit−
∫
R\{0}
(ez − 1)N˜(dt, dz)
with initial value X0 = x, ν satisfies (3.1), and the set of admissible controls Ax
is defined as in the finite-horizon case presented below. The HJB equation for this
problem is
0 = max
c≥0, pi∈[0,1]
[
cγ
γ
− δV̂M + (rˆ + pi(µˆ− rˆ))xV̂Mx − cV̂x + 12(σpix)2V̂Mxx
+
∫
R\{0}
V̂M
(
t, x+ pix(ez − 1))− V̂M (t, x)− pix(ez − 1)V̂Mx (t, x) ν(dz)
]
.
It is proved in [8] that
V̂M (x) = Kxγ ,
where
K =
1
γ
[
1− γ
δ − k(γ)
]1−γ
. (7.35)
It is also proved that the optimal consumption rate c is given by
c = (Kγ)
1
γ−1x,
and that it is optimal to let pi be constantly equal to the solution of this equation:
(µˆ− rˆ)− (1− γ)σ2pi +
∫
R\{0}
((
1 + pi(ez − 1))γ−1 − 1)(ez − 1) ν(dz) = 0.
The only conditions on the parameters, in addition to those given in Chapter 3, is that
δ > k(γ) and ∫
R\{0}
(
1− e−(1−γ)z
)
(ez − 1) ν(dz) > (µˆ− rˆ)− (1− γ)σ2. (7.36)
We will consider a finite-horizon version of the above problem, where the value
function is defined by:
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VM (t, x) := sup
(c,pi)∈Ax
E
[∫ T
t
e−δs
cγs
γ
ds+ a
1
γ
(
Xpi,CT
)γ]
, (7.37)
where (t, x) ∈ [0, T ]× [0,∞), a > 0 is a constant, the wealth process is given by
dXs = (rˆ + (µˆ− rˆ)pis)Xs ds− cs ds+ σXspisdBs +Xs−pis−
∫
R\{0}
(ez − 1) N˜(ds, dz)
with initial value Xt = x, and the set of admissible controls At,x is defined as follows:
The control (pi, c) ∈ At,x if
(cmi) cs is a positive and adapted process on [t, T ] such that E
[ ∫ s
t cs′ ds
′] <∞ for
all s ∈ [t, T ],
(cmii) pis is an adapted ca`dla`g process on [t, T ] with values in [0, 1], and
(cmiii) cs is such that X
pi,c
s ≥ 0 almost everywhere for all s ∈ [t, T ].
The HJB equation for this problem is
0 = max
c≥0, pi∈[0,1]
[
e−δt
cγ
γ
+ VMt +
(
rˆ + pi(µˆ− rˆ))xVMx − cVMx + 12(σpix)2VMxx
+
∫
R\{0}
VM
(
t, x+ pix(ez − 1))− VM (t, x)− pix(ez − 1)VMx (t, x) ν(dz)], (7.38)
for all (t, x) ∈ [0, T ]× (0,∞), and the terminal condition is
VM (T, x) = a
xγ
γ
(7.39)
for all x > 0.
Inspired by the result in section 7.1, we first try to find a solution on the form
e−δtV̂M , where V̂M solves the infinite-horizon problem. We see by insertion in (7.38)
that e−δtV̂M is a solution, and see from (7.39) that the constant a is given by
a =
[
1− γ
δ − k(γ)
]1−γ
.
It follows that VM = e−δtV̂ if a satisfies this equation.
Now we try to find solutions of (7.38) and (7.39) for other values of a. We try to find
a solution on the form
VM (t, x) =
(
A+BeD(T−t)
)1−γ
xγe−δt, (7.40)
for constants A,B,D ∈ R. This form is inspired by the classical article [37] of Merton,
where it is shown that the solution of the finite-horizon problem
V˜M (t, x) =: sup
(pi,c)∈Ax,t
E
[∫ T
t
e−δs
(cs)γ
γ
ds
]
in the case ν ≡ 0, is given by
V˜M (x, t) =
1
γ
e−δt
[
1− γ
δ − γαe
−(δ−γα)(T−t)/δ
]1−γ
xγ , (7.41)
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where α = rˆ + (µˆ− rˆ)2/(2σ2(1− γ))1.
Differentiating the argument of the max operator in (7.38) with respect to c, and
then inserting the expression (7.40) for VM , we see that the optimal consumption rate
is
c∗ = (eδtVx)
1
γ−1 = γ
1
γ−1 x
A+BeD(T−t)
. (7.42)
We now assume the optimal value pi∗ = pi∗(t, x) of pi is in the interval (0, 1). Differenti-
ating the argument of the max operator in (7.38) with respect to pi, and then inserting
the expression (7.40) for VM , we get
(µˆ− rˆ)− σ2(1− γ)pi∗ +
∫
R\{0}
((
1 + pi∗(ez − 1))γ − 1)(ez − 1) ν(dz) = 0. (7.43)
We note that pi∗ is independent of x and t. It is shown in [8] that (7.43) has a unique
solution in (0, 1) if (7.36) holds. Inserting the expression for c∗ into (7.38), we obtain
the following equation{
γ
− 1
1−γ − γ− γ1−γ −A(δ − k(γ))}−BeD(T−t){D(1− γ) + (δ − k(γ))} = 0.
The expression on the left-hand side must be 0 for all values of t. Therefore we see that
A =
γ
−1
1−γ (1− γ)
δ − k(γ) (7.44)
and
D = −δ − k(γ)
1− γ . (7.45)
We see immediately from (7.44) and (7.45) that the parameters of the problem must
satisfy
δ 6= k(γ), (7.46)
and that AD = −γ− 11−γ . Note that the constraint δ > k(γ), which must hold for the
infinite-horizon problem in order for K to be defined, is not necessary in this case. The
constraint δ > k(γ) may be necessary to find estimates on the growth of VM , and
hence to prove that the integral of the HJB equation is well-defined, but the constraint
δ > k(γ) is not necessary for all Le´vy measures. We can find an expression for B by
using the terminal value condition (7.39):
(A+B)1−γ = a/γ. (7.47)
We need to check that (7.40) is well-defined for all t, i.e.,
A+BeD(T−t) ≥ 0 (7.48)
for all t ∈ [0, T ]. By (7.39), we know that (7.48) is satisfied for t = T . We see directly
from (7.44) and (7.45) that A and D have opposite signs. If D < 0, |BeD(T−t)| is
increasing in t, and therefore A + BeD(T−t) must stay positive when t decreases from
T . If D > 0, A < 0, and we see from (7.47) that B > 0. This implies that BeD(T−t) is
decreasing in t, and therefore A+BeD(T−t) ≥ 0 for all values of t ∈ [0, T ].
We can summarize the results of this section in the following theorem.
1 There was a printing error in [37], and therefore the exact formulation of equation (7.41) in this thesis is from
[42] instead of [37].
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Theorem 7.6. The value function defined by (7.37) is given by (7.40) provided (7.36)
and (7.46) holds. The constants A, B and D are defined by (7.44), (7.47) and (7.45),
respectively. The optimal control strategy is given by (7.42) and (7.43).
We note that VM converges to e−δtV̂M as T → ∞ if δ > k(γ): If δ > k(γ), we see
from (7.45) that D < 0, and it follows from (7.40) that
lim
T→t
VˆM (t, x) = A1−γxγe−δt = e−δtV̂M (t, x).
This corresponds well with a financial interpretation of the problem, as the terminal
utility function becomes less important as the time-horizon increases.
It is shown in [8] that pi∗ < pi∗GBM , where
pi∗GBM =
µ+ σ2/2− rˆ
(1− γ)σ2
is the optimal value of pi for ν ≡ 0. The case ν ≡ 0 is the case where the Le´vy process
is replaced by a Brownian motion. That pi∗ < pi∗GBM is reasonable from a financial
interpretation of the problem: An increasing, concave utility function gives priority to
investments with low risks, and to investments with high expected return. Processes
with jumps add more uncertainty to the problem, so the investor will invest more in
the safe asset, at the expense of investing less in the asset with highest expected return.
The fraction of wealth that should be consumed per unit time, c∗/x, is an increasing
function of time if D > 0. We see this since D > 0 implies A < 0 and B > 0, so
the term BeD(T−t) is decreasing. If D < 0, on the other hand, c∗/x may be both an
increasing and a decreasing function of time: We have B > 0 if a is sufficiently large,
so c∗/x becomes a decreasing function of time. If a is sufficiently small, we get B < 0,
so c∗/x is increasing.
We can explain this behaviour from a financial point of view: In many cases it is
advantageous to increase the ratio c∗/x with time, because the wealth is expected to
increase in the absence of consumption. By delaying the consumption, we can probably
obtain a larger total consumption. If δ and a are large, however, the agent gives priority
to early consumption and large final wealth. In this case, it may be advantageous to
decrease the rate c∗/x with time.
In Section 4 we saw that V is not generally increasing or decreasing in t. The problem
considered in this section is not exactly the same as the problem considered in the
rest of the thesis, but the solution found here can still illustrate how V may vary
with t for general stochastic control problems. Generally we expect VM to decrease
with time for fixed x, as Xpi,Cs is expected to increase with time in the absence of
consumption. However, as we will see in the paragraph below, VMt may be positive for
certain parameter values.
For D > 0 we see immediately from (7.40) that VM is decreasing in t. We get the
same result in the case D < 0 and B < 0. In the case D < 0 and B > 0, however,
Vt > 0 if B is sufficiently large. We see by a calculation of VMt that there is a constant
t∗, such that VMt > 0 for t < t∗ and VMt < 0 for t > t∗. We may have t∗ > T , such that
VMt > 0 for all t ∈ [0, T ].
We can explain the occurrence of VMt > 0 from a financial point as follows: We may
have VMt > 0 if D < 0 and B > 0, i.e., if δ, σ and/or a are large. If δ and a are
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large, the agent gets much satisfaction from final wealth compared to satisfaction from
consumption. A large value of σ tells us that the uncertainties in the marked are large,
and the uncertainty of the final wealth grows as we go backwards in time. The agent
gives priority to safe investments, and therefore it may be better to have a guaranteed
wealth of x at a later time, instead of having wealth x at an early time.
Part II
A penalty approximation to the optimization
problem
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.
.
The HJB equation derived in Chapter 5 is difficult to solve, because it is non-linear,
non-local and is subject to a gradient constraint. It is especially the gradient constraint
G that makes the equation difficult to solve numerically. A problem containing only an
HJB operator similar to F , is easier to solve than a problem containing the maximum
between two functions.
The gradient constraint of the problem arises because the control problem is singular,
i.e., because we allow the cumulative consumption function C to be discontinuous. We
will consider a continuous version of the problem, where the control C is absolutely
continuous and has a derivative that is bounded by 1/. This problem corresponds to
an HJB equation (v)t + F = 0, where F = F + 1 max{G; 0}. We will prove that
(v)t +F = 0 has a unique viscosity solution V, and that V converges uniformly to V
as → 0.
The theory developed in this part will be used in Part IV when constructing a
numerical scheme for solving the HJB equation. Instead of solving the original HJB
equation, we will solve the penalty approximation (v)t + F = 0 for a small value of .
The convergence results proved in this part will guarantee that the numerical solution
converges to V as → 0.
In Chapter 8 the penalty approximation (v)t + F = 0 is derived. In Chapter 9
viscosity theory for the penalty problem is developed, and some properties of the family
of functions {V}>0 is proved. In Chapter 10 it is proved that V converges uniformly
to V on bounded subsets of [0, T )×D .

Chapter 8
Deriving a penalty approximation
In this section we consider a non-singular version of the original control problem. We de-
rive a penalty approximation to the original HJB equation by finding the HJB equation
of the non-singular problem. The original problem is singular because the displacement
of the state variables Xpi,C and Y pi,C due to control effort may be discontinuous, and in
this chapter we will assume the control C is absolutely continuous, i.e., the displacement
of Xpi,C and Y pi,C due to the control C is differentiable in time almost everywhere.
The technique is inspired by [17], where a singular portfolio optimization problem
with transaction costs is considered. A penalty approximation to the HJB equation
is constructed by considering a non-singular version of the original problem, and the
result is a penalty approximation on a similar form to the one we will derive below.
For any  > 0, suppose Cs =
∫ s
t c(s
′) ds′ for all s ∈ [t, T ], where |c(s′)| ≤ 1/ almost
everywhere, i.e., C is absolutely continuous with bounded derivative. Define
V(t, x, y) = sup
(pi,C)∈Bt,x,y
E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,CT , Y
pi,C
T
)]
, (8.1)
where
Bt,x,y = {(pi,C) ∈ At,x,y : C is absolutely continuous
with derivative bounded by 1/ a.e.}. (8.2)
We follow the steps of the derivation in Chapter 5. We insert equation (5.5) and dCs =
c(s)ds into equation (5.4), and let ∆t go towards 0, to get
0 = e−δsU(y) + (V)t + sup
pi∈[0,1]
[(
rˆ(1− pi) + piµˆ)x(V)x + 12(σpix)2(V)xx +I pi(t,X, V)
]
+ sup
c∈[0,1/]
[
c(−(V)x + β(V)y)
]
.
This equation can be solved explicitly for c: If −Vx+βVy ≥ 0, the maximum is obtained
for c = 1/, and if −Vx + βVy ≤ 0, the maximum is obtained for c = 0. Inserting this
value for c, we obtain the following HJB equation:
(v)t + F
(
t,X,DXv, D
2
Xv,I
pi(t,X, v)
)
= 0, (8.3)
where
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F
(
t,X,DXv, D
2
Xv,I
pi(t,X, v)
)
=F
(
t,X,DXv, D
2
Xv,I
pi(t,X, v)
)
+
1

max{G(DXv); 0},
and F and G are defined by (5.12) and (5.13), respectively. Equation (8.3) is the penalty
approximation of (5.11) that we will use in this thesis.
The terminal condition becomes
V(T, x, y) = W (x, y) (8.4)
by (8.1), because the consumption is continuous. If we replace the terminal utility
functionW by Ŵ as described in Section 4.1, we obtain the following terminal condition:
V(T, x, y) = Ŵ (x, y). (8.5)
Note that the terminal condition is similar for the original problem and the penalty
problem if (8.5) holds, while it may be different otherwise. If the terminal utility func-
tion is defined by (8.5), V converges to V on the whole domain DT , but if the terminal
utility function is given by (8.4), V only converges to V on [0, T )×D . We will always
assume the terminal condition is (8.4) unless otherwise stated. Viscosity solution the-
ory can be identically developed for the two terminal conditions, but the equicontinuity
results we will develop in Section 9.2, are different. In Section 9.2 we develop results
for the terminal condition (8.4), and the corresponding results for (8.5) will not be
developed before in Section 10.4.
For x = 0 the boundary condition (4.1) is still valid.
Just as for the singular problem, we will assume the dynamic programming principle
and the existence of optimal controls. Lemma 8.1 corresponds to Lemma 3.5 in the
singular case, and references to proofs of the dynamic programming principle are given
after Lemma 3.5.
Lemma 8.1 (The Dynamic Programming Principle). For all (t, x, y) ∈ DT ,  > 0
and ∆t ∈ [0, T − t], we have
V(t, x, y) = sup
(pi,C)∈Bt,x,y
E
[∫ t+∆t
t
e−δsU
(
Y pi,Cs
)
ds+ V
(
t+∆t,Xpi,Ct+∆t, Y
pi,C
y+∆
)]
.
Lemma 8.2 corresponds to Lemma 3.6 in the singular case. A proof of the existence
of optimal controls for a non-singular control problem, is given in Section I.11.1 in the
second edition of [25].
Lemma 8.2 (Existence of Optimal Controls). For all (t, x, y) ∈ DT and  > 0,
there exists a (pi∗, C∗) ∈ Bt,x,y such that
V(t, x, y) = E
[∫ T
t
e−δsU
(
Y pi
∗,C∗
s
)
ds+W
(
Xpi
∗,C∗
T , Y
pi∗,C∗
T
)]
.
Chapter 9
Properties of the penalty approximation
In this section we will prove some properties of the value function V of the penalized
problem. We have divided the properties into two classes: First we consider properties of
each function V for fixed  > 0, and then we consider properties of the family {V}>0.
Many of the results in Section 9.1 correspond to similar results in Chapter 4 and
Chapter 6 for the singular problem, for example we will see that V is the unique
viscosity solution of the penalized HJB equation in C ′γ∗(DT ). The most important
results in Section 9.2 are that V is decreasing in , and that {V}>0 is equicontinuous
on compact subsets of [0, T )×D . These results will become useful when proving that
V converges uniformly to V on compact subsets of [0, T )×D in Chapter 10.
9.1 Properties of V for fixed 
In this section we consider properties of V for fixed  > 0. Many proofs are similar to
proofs found in Chapter 4 and Chapter 6, and will therefore not be included.
First we see that V is well-defined, and satisfies the same growth and monotonicity
properties as V . We will also see that V satisfies Lemma 4.6, i.e., V is bounded by a
function K(1 + x+ y)γ . However, we will not state this result before in Section 9.2, as
we will see that the constant K can be chosen independently of .
Lemma 9.1. The value function V is well-defined, non-decreasing in x and y, and is
concave in x and y.
Proof. See the proof of Lemmas 4.1, 4.4 and 4.5. uunionsq
We can also prove that V satisfies the same regularity properties as V . We will
generalize this result in the next section to a theorem concerning uniform equicontinuity
of the functions {V}>0.
Lemma 9.2 (Uniform continuity on bounded subsets). The value function V is
uniformly continuous on bounded subsets of DT , i.e., for each  > 0 and any bounded
subset OT of DT , there exists a function ω that is continuous at (0, 0, 0), such that
ω(0, 0, 0) = 0 and
V(t, x, y)− V(t′, x′, y′) ≤ ω(|t− t′|, |x− x′|, |y − y′|)
for all (t, x, y), (t′, x′, y′) ∈ OT .
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Proof. See the proof of Theorem 4.13. uunionsq
Lemma 9.3 (Uniform continuity in x and y). The value function V is uniformly
continuous in x and y, i.e., there exists a function ω : DT → [0,∞) that is continuous
at (0, 0), such that ω(0, 0) = 0 and
V(t, x, y)− V(t, x′, y′) ≤ ω(|x− x′|, |y − y′|)
for all (x, y), (x′, y′) ∈ D and all t ∈ [0, T ].
Proof. See the proof of Lemma 4.9 and Theorem 4.10. uunionsq
Now we will develop viscosity solution theory for the penalized problem. As for the
singular problem, we will see that the value function V is the unique viscosity solution
of the corresponding HJB equation in C ′γ∗(DT ). The definition of viscosity solutions of
(8.3) and (8.4) is similar as in the singular case.
Definition 9.4 (Viscosity solutions).
(1) Let OT ⊆ DT . Any function v ∈ C(DT ) is a viscosity subsolution (supersolution)
of (8.3) in OT if and only if we have, for every (t,X) ∈ OT and φ ∈ C1,2,1(DT )∩
C1(DT ) such that (t,X) is a global maximum (minimum) relative to OT of v−φ,
F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
) ≥ 0 (≤ 0). (9.1)
(2) Any v ∈ C(DT ) is a constrained viscosity solution of (8.3) if and only if v is a
viscosity supersolution of (8.3) in DT and v is a viscosity subsolution of (8.3) in
[0, T )×D .
(3) Any v ∈ C(DT ) is a constrained viscosity solution of the terminal value problem
(8.3) and (8.4) if and only if v is a viscosity solution of (8.3) and v satisfies
(8.4).
First we will prove that V is a viscosity solution of (8.3) and (8.4). A proof is
included, as it requires a slightly different approach than in the singular case.
Theorem 9.5. The value function V is a viscosity solution of the terminal value prob-
lem (8.3) and (8.4) for each  > 0.
Proof. First we will show that V is a viscosity supersolution on DT . Suppose φ ∈
C1,2,1(DT )∩C1(DT ), and that (t,X) ∈ DT is a global minimizer of V−φ. By the exact
same argument as in the proof of Theorem 6.14, we see that G(DXφ) ≤ 0 and
F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
) ≤ 0,
which implies that
F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)
= F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)
+
1

max
{
G(DXφ); 0
}
≤ 0.
We see that V is a viscosity supersolution in DT .
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Now we will prove that V is a viscosity subsolution in [0, T )×D . Suppose (t,X) ∈
[0, T )×D is a maximum of V− φ. By Lemmas 8.1 and 8.2, there exist a consumption
strategy (pi∗, C∗) ∈ Bt,X such that
V(t,X) = E
[∫ τ
t
e−δsU
(
Y pi
∗,C∗
s
)
ds+ V
(
τ,Xpi
∗,C∗
τ , Y
pi∗,C∗
τ
)]
for all τ ∈ [t, T ]. Since
(V − φ)(t,X) ≥ E
[
(V − φ)
(
τ,Xpi
∗,C∗
τ , Y
pi∗,C∗
τ
)]
,
this implies that
φ(t,X) ≤ E
[∫ τ
t
e−δsU
(
Y pi
∗,C∗
s
)
ds+ φ
(
τ,Xpi
∗,C∗
τ , Y
pi∗,C∗
τ
)]
.
Itoˆ’s formula now gives
0 ≤E
[ ∫ τ
t
φs
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s
)
+ e−δsU
(
Y pi
∗,C∗
s
)
− βY pi∗,C∗s φx
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s
)
+ (rˆ + (µˆ− rˆ)pis)Xpi∗,C∗s φx
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s
)
+
1
2
(σpiXpi
∗,C∗
s )
2φxx
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s
)
+I pi
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s , φ
)
+ c∗s
(
βφy
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s
)
− φx
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s
))
ds
]
≤ (τ − t) sup
s∈[t,τ ]
E
[
φs
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s
)
+ e−δtU
(
Y pi
∗,C∗
s
)
− βY pi∗,C∗s φx
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s
)
+ (rˆ + (µˆ− rˆ)pis)Xpi∗,C∗s φx
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s
)
+
1
2
(σpiXpi
∗,C∗
s )
2φxx(s,Xpi
∗,C∗
s , Y
pi∗,C∗
s ) +I
pi
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s , φ
)
+ c∗s
(
βφy
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s
)
− φx
(
s,Xpi
∗,C∗
s , Y
pi∗,C∗
s
))]
.
Dividing by τ−t, letting τ → t+ and using that Xpi∗,C∗s and Y pi
∗,C∗
s are right-continuous
and that φ is smooth, we get
0 ≤φt(t,X) + e−δtU(y)− βyφx(t,X) + (rˆ + (µˆ− rˆ)pis)xφx(t,X) + 12(σpix)
2φxx(t,X)
+I pi(t,X, φ) + c∗t
(
βφy(t,X)− φx(t,X)
)
≤φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)
+
1

max{G(DXφ); 0}.
It follows that V is a subsolution in [0, T ) × D . We see easily that V satisfies (8.4),
and that V is a viscosity solution of (8.3) and (8.4). uunionsq
Our next goal is to prove uniqueness of viscosity solutions. The proof is based on
a comparison principle. As in the singular case, we need a formulation of viscosity
solutions using the integral operators I piκ and I
pi,κ, and we need a lemma similar to
Lemma 6.12. These two results will be stated in Lemmas 9.6 and 9.7 below.
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Lemma 9.6. Let v ∈ C1(DT ). Then v is a subsolution (supersolution) of (8.3) if and
only if we have, for every φ ∈ C1,2,1(DT ) and κ ∈ (0, 1),
φt+F
(
t,X,DXφ,D
2
Xφ,I
pi,κ(t,X, v, DXφ),I piκ (t,X, φ)
)
+
1

max
{
G(DXφ); 0
} ≥ 0 (≤ 0)
whenever (t,X) ∈ [0, T )×D ((t,X) ∈ DT ) is a global maximum (minimum) relative to
[0, T )×D (DT ) of v − φ.
Proof. See the proof of Lemma 6.4. uunionsq
Lemma 9.7. Let v ∈ C2(DT ) ∩ C(DT ) be a subsolution of (8.3) on [0, T ) × D , and
let v ∈ C2(DT ) ∩ C(DT ) be a supersolution of (8.3) on DT . Let φ ∈ C1,2,1(DT × DT )
and
(
(t∗1, X∗1 ), (t∗2, X∗2 )
) ∈ ([0, T )×D)×DT be such that Φ : DT ×DT → R has a global
maximum at
(
(t∗1, X∗1 ), (t∗2, X∗2 )
)
, where
Φ
(
(t1, X1), (t2, X2)
)
:= v(t1, X1)− v(t2, X2)− φ
(
(t1, X1), (t2, X2)
)
.
Furthermore, assume that in a neighbourhood of
(
(t∗1, X∗1 ), (t∗2, X∗2 )
)
, there are continu-
ous functions g0 : R6 → R, g1, g2 : R3 → S3 with g0
(
(t∗1, X∗1 ), (t∗2, X∗2 )
)
> 0 satisfying
D2φ ≤ g0
(
(t1, X1), (t2, X2)
)( I −I
−I I
)
+
(
g1(t1, X1) 0
0 g2(t2, X2)
)
.
Then, for any ς ∈ (0, 1) and κ > 0, there exist two matrices A1, A2 ∈ S3 satisfying
−2g0
(
(t∗1, X∗1 ), (t∗2, X∗2 )
)
1− ς
(
I 0
0 I
)
≤
(
A1 0
0 −A2
)
−
(
g1(t∗1, X∗1 ) 0
0 g2(t∗2, X∗2 )
)
≤ g0
(
(t∗1, X∗1 ), (t∗2, X∗2 )
)
ς
(
I −I
−I I
)
,
(9.2)
such that
0 ≤φt + F
(
t∗1, X
∗
1 , DXφ, Â1,I
pi,κ(t∗1, X
∗
1 , v, DXφ),I
pi
κ (t
∗
1, X
∗
1 , φ)
)
+
1

max
{
G(DXφ); 0
} (9.3)
and
0 ≥ − φt + F
(
t∗2, X
∗
2 ,−DXφ, Â2,I pi,κ(t∗2, X∗2 , v,−DXφ),I piκ (t∗2, X∗2 ,−φ)
)
+
1

max
{
G(−DXφ); 0
}
,
(9.4)
where Â1 and Â2 denote the part of A1 and A2, respectively, associated with the variable
X.
We do not need to work with strict supersolutions, as we did in the singular case. In
the singular case we needed a strict supersolution in order to prove that
−φt + F
(
t,X,−DXφ, Â2,I pi,κ(t,X, v,−DXφ),I piκ (t,X,−φ)
) ≤ 0,
where (t,X) is a global minimum of v−φ for a supersolution v and some appropriately
defined function φ. In the proof below this is not needed, as it follows immediately from
the supersolution property of v that
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0 ≥ − φt + F
(
t,X,−DXφ, Â2,I pi,κ(t,X, v,−DXφ),I piκ (t,X,−φ)
)
+
1

max
{
G(−DXφ); 0
}
.
We are now ready to prove a comparison principle. The following theorem corre-
sponds to Theorem 6.15 in the singular case.
Theorem 9.8 (Comparison principle). Assume v ∈ C ′γ∗(DT ) is a subsolution of
(8.3) in [0, T ) × D , and that v ∈ C ′γ∗(DT ) is a supersolution of (8.3) in DT . Assume
further that v ≤ v for t = T . Then v ≤ v everywhere on DT .
Proof. The proof follows the proof of Theorem 6.15 closely, and many details in this
proof will therefore be skipped with reference to the proof of Theorem 6.15. Since
v, v ∈ C ′γ∗(DT ), there is a γ′ > 0 such that v, v ∈ Cγ′(DT ) and δ > k(γ′).
We know that
v(t,X)− v(t,X)→ −∞
as x, y →∞, and that
v(t,X)− v(t,X) < 0
for t = T . When finding the maximum of v(t,X)− v(t,X), it is therefore sufficient to
consider the domain
OT := [0, T )× O,
where
O = {(x, y) ∈ D : 0 < x, y < R}
for some appropriatly defined constant R ∈ R. Assume v ≤ v is violated somewhere
in OT , and define
M := max
OT
(v − v)(t,X) + ξ(t− T ),
where ξ > 0 is chosen so small that M > 0. Assume (t∗, X∗) ∈ OT satisfies
M = (v − v)(t∗, X∗) + ξ(t∗ − T ).
By choosing R and large enough, we can assume that we have either
1. (t∗, X∗) ∈ Γ , or
2. x∗, y∗ ∈ (0, R),
where Γ = {(t,X) ∈ OT : x = 0, y ∈ [0, R) or x ∈ [0, R), y = 0}. We cannot have
t∗ = T , since v ≤ v for t = T .
Case 1 : This is the case (t∗, X∗) ∈ Γ . We define α > 1, ′ ∈ (0, 1), h0, κ0 > 0,
η : OT → R3 and φ, Φ : OT ×OT → R exactly as in the proof of Theorem 6.15, i.e., we
have
N
(
(t,X) + hη(t,X), hκ0
) ⊂ OT ∀(t,X) ∈ OT and ∀h ∈ (0, h0],
φ
(
(t1, X1), (t2, X2)
)
=
∣∣α((t1, X1)− (t2, X2))+ ′η(t∗, X∗)∣∣2
+ ′
∣∣(t1, X1)− (t∗, X∗)∣∣2 − ξ(t2 − T )
and
Φ
(
(t1, X1), (t2, X2)
)
= v(t1, X1)− v(t2, X2)− φ
(
(t1, X1), (t2, X2)
)
.
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The purpose of the term −ξ(t2 − T ), is to be make φt1 + φt2 converge to something
strictly negative when α→∞ and ′ → 0. Define
Mα := max
OT×OT
Φ
(
(t1, X1), (t2, X2)
)
> 0,
and assume
Mα = Φ
(
(t1,α, X1,α), (t2,α, X2,α)
)
for some (t1,α, X1,α), (t2,α, X2,α) ∈ OT . As in the proof of Theorem 6.15, we see that
(t1,α, X1,α), (t2,α, X2,α)→ (t∗, X∗),
α
∣∣(t1,α, X1,α)− (t2,α, X2,α)∣∣→ 0
and
Mα →M
as, in that order, α → ∞ and ′ → 0. Now we apply Lemma 9.7. Just as in the proof
of Theorem 6.15, we see that there are matrices A1, A2 ∈ S3 such that(
A1 0
0 −A2
)
≤ α
ς
(
I I
−I I
)
+ ′
(
I 0
0 0
)
,
0 ≤φt1 + F
(
t1,α, X1,α, DX1φ, Â1,I
pi,κ(t1,α, X1,α, v,DX1φ),I
pi
κ (t1,α, X1,α, φ)
)
+
1

max{G(DX1φ); 0}
(9.5)
and
0 ≥ − φt2 + F
(
t2,α, X2,α,−DX2φ, Â2,I pi,κ(t2,α, X2,α, v,−DX2φ),I piκ (t2,α, X2,α,−φ)
)
+
1

max{G(−DX2φ); 0},
(9.6)
where φt and DXφ are evaluated at
(
(t1,α, X1,α), (t2,α, X2,α)
)
and Â1, Â2 are the parts
of A1, A2 associated with X. Just as in the proof of Theorem 6.12, we have
lim
→0
lim
α→∞
(
x21,αa1,xx − x22,αa2,xx
) ≤ 0.
Using (9.5) and (9.6), we get
0 ≤φt1 + F
(
t1,α, X1,α, DX1φ, Â1,I
pi,κ(t1,α, X1,α, v,DX1φ),I
pi
κ (t1,α, X1,α, φ)
)
+
1

max{G(DX1φ); 0}+ φt2 − F
(
t2,α, X2,α,−DX2φ, Â2,
I pi,κ(t2,α, X2,α, v,−DX2φ),I piκ (t2,α, X2,α,−φ)
)
− 1

max{G(−DX2φ); 0}
=
(
e−δt1,αU(y1,α)− e−δt2,αU(y2,α)
)
+
(
φt1 + φt2
)− β(y1,αφy1 + y2,αφy2)
+ max
pi∈[0,1]
[
(rˆ + (µˆ− rˆ)pi)(x1,αφx1 + x2,αφx2) +
1
2
(σpi)2(x21,αa1,xx − x22,αa2,xx)
+
(
I pi,κ(t1,α, X1,α, v, DX1φ)−I pi,κ(t2,α, X2,α, v,−DX2φ)
)
+
(
I piκ (t1,α, X1,α, φ)−I piκ (t2,α, X2,α,−φ)
)]
+
1

(
max{G(DX1φ); 0} −max{G(−DX2φ); 0}
)
.
(9.7)
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We have
1

(
max{G(DX1φ); 0} −max{G(−DX2φ); 0}
)
≤ 1

max
{
G(DX1φ)−G(−DX2φ); 0
}
=
′

max
{
2β(y1,α − y∗)− 2(x1,α − x∗); 0
}
→ 0
as α→∞. The other terms on the right-hand side of (9.7) also converge to something
≤ 0 as, in that order, α → ∞, ′ → 0 and κ → 0, see the proof of Theorem 6.15. The
term φt1 + φt2 converges to −ξ, so the right-hand side of (9.7) converges to something
strictly negative. The have obtained a contradiction, since the left-hand side of (9.7) is
0.
Case 2: Exactly as in Case 2 in the proof of Theorem 6.15, we define φ, Φ : OT×OT →
R by
φ
(
(t1, X1), (t2, X2)
)
=
α
2
∣∣(t1, X1)− (t2, X2)∣∣2 − ξ(t2 − T )
and
Φ
(
(t1, X1), (t2, X2)
)
= v(t1, X1)− v(t2, X2)− φ
(
(t1, X1), (t2, X2)
)
.
Now define
Mα = max
OT×OT
Φ
(
(t1, X1), (t2, X2)
)
> 0,
and suppose
Mα = Φ
(
(t1,α, Xα), (t2,α, X2,α)
)
,
for some (t1,α, Xα), (t2,α, X2,α) ∈ OT . By the result in Case 1, we see that any limit
point of (t1,α, Xα) and (t2,α, X2,α) must belong to OT . We know that Mα > 0, because
Mα ≥M > 0. As in the proof of Theorem 6.15, we see that
α|(t1,α, X1,α)− (t2,α, X2,α)| → 0
and that Mα → M as α → ∞. By Lemma 9.7 with assumptions (1)-(5), we see that,
for any ς ∈ (0, 1), there are matrices A1, A2 ∈ S3 such that(
A1 0
0 A2
)
≤ α
ς
(
I −I
−I I
)
,
0 ≤φt1 + F
(
t1,α, X1,α, DX1φ, Â1,I
pi,κ(t1,α, X1,α, v,DX1φ),I
pi
κ (t1,α, X1,α, φ)
)
+
1

max{G(DX1φ); 0}
(9.8)
and
0 ≥ − φt2 + F
(
t2,α, X2,α,−DX2φ, Â2,I pi,κ(t2,α, X2,α, v,−DX2φ),I piκ (t2,α, X2,α,−φ)
)
+
1

max{G(−DX2φ); 0},
(9.9)
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where φt1 , DX1φ, φt2 and DX2φ are evaluated at
(
(t1,α, X1,α), (t2,α, X2,α)
)
. As in Case
1, we get
lim
α→∞(x
2
1,αa1,xx − x22,αa2,xx) ≤ 0.
Equations (9.8) and (9.9) imply that
0 ≤φt1 + F
(
t1,α, X1,α, DX1φ, Â1,I
pi,κ(t1,α, X1,α, v, DX1φ),I
pi
κ (t1,α, X1,α, φ)
)
+ φt2 − F
(
t2,α, X2,α,−DX2φ, Â2,I pi,κ(t2,α, X2,α, v,−DX2φ),I piκ (t2,α, X2,α,−φ)
)
≤ (e−δt1,αU(y1,α)− e−δt2,αU(y2,α))+ (φt1 + φt2)− β(y1,αφy1 + y2,αφy2)
+ max
pi∈[0,1]
[
(rˆ + (µˆ− rˆ)pi)(x21,αφx1 − x22,αφt2) +
1
2
(σpi)2(x21,αa1,xx − x22,αa2,xx)
+
(
I pi,κ(t1,α, X1,α, v, DX1φ)−I pi,κ(t2,α, X2,α, v,−DX2φ)
)
+
(
I piκ (t1,α, X1,α, φ)−I piκ (t2,α, X2,α,−φ)
)]
+
1

(
max{G(DX1φ); 0} −max{G(−DX2φ); 0}
)
.
(9.10)
By letting, in that order, α→∞ and κ→∞ in (9.10), we get a contradiction, as the
right-hand side converges to something < 0. This concludes the proof of the theorem.
uunionsq
The comparison principle implies uniqueness of viscosity solutions, just as in the
singular case.
Theorem 9.9 (Uniqueness of viscosity solutions in C ′γ∗(DT )). Viscosity solutions
of the terminal value problem (8.3) and (8.4) are unique in C ′γ∗(DT ) for each  > 0.
Proof. See the proof of Theorem 6.16. uunionsq
9.2 Properties of the family {V}>0
In this section we consider properties of the family {V}>0. The purpose of the section
is to establish properties that will help us when we prove convergence of V to V .
The two main results are Theorem 9.11 and Theorem 9.18. Theorem 9.11 says that
V increases as  decreases, and this property will be used many times both in this
section and in Chapter 10. Theorem 9.18 says that {V}>0 is uniformly equicontinuous
on compact subsets of [0, T ) × D , and this property will be used in Sections 10.3 and
10.4 when we prove convergence of V by the Arzela`-Ascoli theorem.
Lemma 9.10. We have B1t,x,y ⊂ B2t,x,y ⊂ At,x,y for all (t, x, y) ∈ DT and 1, 2 > 0
with 1 > 2.
Proof. This follows directly from the definition of Bt,x,y, see equation (8.2). uunionsq
The following theorem says that V increases when  decreases, and, though its proof
is simple, it will turn out to be extremely useful in both this and the next sections.
9.2 Properties of the family {V}>0 117
Theorem 9.11 (Monotonicity in ). Assume (t, x, y) ∈ DT and 1, 2 > 0, where
2 < 1. Then we have V1(t, x, y) ≤ V2(t, x, y) ≤ V (t, x, y).
Proof. By Lemma 9.10, we have
V(t, x, y) = sup
(pi,C)∈Bt,x,y
E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,CT , Y
pi,C
T
)]
≤ sup
(pi,C)∈At,x,y
E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,CT , Y
pi,C
T
)]
= V (t, x, y)
for all  > 0. This shows that V(t, x, y) ≤ V (t, x, y) for  = 1, 2. To show that
V1(t, x, y) ≤ V2(t, x, y), we note that
V1(t, x, y) = sup
(pi,C)∈B1t,x,y
E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,CT , Y
pi,C
T
)]
= sup
(pi,C)∈B2t,x,y
E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W
(
Xpi,CT , Y
pi,C
T
)]
= V2(t, x, y),
again by Lemma 9.10. uunionsq
The following lemma says that {V}>0 is uniformly bounded on compact subsets of
DT , and corresponds to Lemma 4.6 in the singular case.
Lemma 9.12. There is a constant K > 0 such that 0 ≤ V(t, x, y) ≤ K(1 + x+ y)γ for
all (t, x, y) ∈ DT and  > 0.
Proof. This follows directly from Theorem 4.6, Theorem 9.11, and the fact that U and
W take non-negative values. uunionsq
The following lemma corresponds to Lemma 4.8 in the singular case. It will be applied
when we prove left-equicontinuity of {V}>0, and when we prove that lim→0 V(t, x, y)
converges to V (T, x, y) when t→ T .
Lemma 9.13. For any (t, x, y) ∈ DT with t 6= T ,
lim
→0
(
V(t, x, y)− max
c∈[0,x]
V(t, x− c, y + βc)
)
= 0. (9.11)
The convergence is uniform on compact subsets of [0, T )×D .
Proof. The proof will consist of two parts: First we show that (9.11) holds for all
(t, x, y) ∈ DT with t 6= T (part 1). Then we prove that the convergence is uniform on
compact subsets of [0, T )×D (part 2).
Part 1: Fix (t, x, y) ∈ [0, T )×D . We see immediately that the limit on the left-hand
side of (9.11) must be ≤ 0, since
V(t, x, y) = V(t, x− 0, y + β · 0) ≤ max
c∈[0,x]
V(t, x− c, y + βc)
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for all  > 0.
We will now prove that the limit on the left-hand side of (9.11) is ≥ 0. Let c ∈ [0, x]
be the maximizing value of V(t, x− c, y+βc), and fix any ′ > 0. The processes having
initial values x− c and y + βc are denoted by X ′pi′,C′s and Y ′pi
′,C′
s , respectively, and for
each  > 0, assume (pi′, C ′) ∈ Bt,x−c,y+βc is an optimal control. We want to prove that
there is an ∗ > 0 such that
V(t, x, y)− V(t, x− c, y + βc) ≥ g(′) (9.12)
for all  ∈ (0, ∗), where g is some function converging to 0 as ′ → 0.
Denote the processes with initial value x and y by Xpi,Cs and Y
pi,C
s , respectively.
For each,  > 0 (pi, C) ∈ Bt,x,y is defined as follows:
1. (pi)s = (pi)′s for all s ∈ [t, T ], and
2. (C)s has gradient 1/ in the interval [t, s′], where s′ ≥ t is defined to be the smallest
time s ∈ [t, T ] that gives us Xpi,Cs = X ′pi
′
,C
′

s . For s > s′, define d(C)s = d(C ′)s. If
Xpi,Cs > X
′pi′,C′
s for all s ∈ [t, T ], we define s′ =∞.
Note that both pi and C are adapted processes, and that s′ is well-defined, because
the paths of Xpi,Cs and X
′pi′,C′
s are right-continuous.
Now define ∗ > 0 to be so small that
(1) s′ − t < ′,
(2) |(C)s′ − c− (C ′)s′ | < ′, and
(3) t+ s′ < T
of probability at least 1 − ′ for all  < ∗. We need to prove that such a value of ∗
exists, and we will divide the proof into two parts: First we prove that an ∗ satisfying
(1)-(3) almost certainly exists if we fix ω ∈ Ω, i.e., if we let the stochastic development
of the Le´vy process Lt be fixed (step 1). Then we will prove that there exists an ∗ > 0
such that (1)-(3) are satisfied of probability at least 1− ′ (step 2).
Step 1: Fix ω ∈ Ω. We want to prove that, almost certainly, there is an ∗ > 0 such
that (1)-(3) are satisfied for all  < ∗. We see that s′ → 0 as → 0, so (1) and (3) can
easily be satisfied. We know that Xpi,Cs′ = X
′pi′,C′
s′ , and therefore (3.3) implies
|Cs′ − c− C ′s′ | =
∫ s′
t
(rˆ + (µˆ− rˆ)pis′′)
(
Xpi,Cs′′ −X ′pi
′
,C
′

s′′
)
ds′′
+
∫ s′
t
σ(pi)s′′
(
Xpi,Cs′′ −X ′pi
′
,C
′

s′′
)
dBs′′
+
∫ s′
t
(pi′)s′′
(
Xpi,Cs′′ −X ′pi
′
,C
′

s′′
)∫
R\{0}
(ez − 1) N˜(ds′′, dz)
→ 0
almost certainly as s′ → 0, so (2) can also be satisfied. It follows that we almost certainly
manage to choose an ∗ > 0 such that (1)-(3) are satisfied all  < ∗.
Step 2: Now we want to prove that there is an ∗ > 0 such that (1)-(3) are satisfied
with probability at least 1 − ′ for all  < ∗. Define the set Ω ⊂ Ω to be such that
ω ∈ Ω iff ω satisfies (1)-(3). We see easily that Ω1 ⊂ Ω2 for 2 < 1. By the result
in step 1, almost all ω ∈ Ω belong to Ω for sufficiently small  > 0. Therefore it is
9.2 Properties of the family {V}>0 119
possible to choose an ∗ > 0 such that P(Ω) ≥ 1− ′ for all  < ∗. This completes the
second part of the proof, and the existence of an appropriate ∗ > 0 is proved.
Assume  < ∗, and denote (pi, C) and (pi′, C ′) by (pi,C) and (pi′, C ′), respectively,
from now on. We want to prove (9.12). We see that Xpi,Cs = X
′pi′,C′
s for s ≥ s′, because
Xpi,Cs′ = X
′pi′,C′
s′ , and dCs = dC
′
s and pis = pi
′
s for s > s
′. For s < s′, we have Xpi,Cs ≥
X ′pi
′,C′
s , because X
pi,C
t ≥ X ′pi
′,C′
t .
For s ≥ s′ we have
Y pi,Cs − Y ′pi
′,C′
s
=
(
ye−β(s−t) + βe−βs
∫ s′
t
eβs
′′
dCs′′
)
−
(
(y + βc)e−β(s−t) + βe−βs
∫ s
t
eβs
′′
dC ′s′′
)
= − βce−β(s−t) + βe−βs
∫ s
t
eβs
′′
(dCs′′ − dC ′s′′)
≥ − βce−β(s−t) + βe−β(s−t)
∫ s′
t
(dCs′′ − dC ′s′′)
=βe−β(s−t)(−c+ Cs′ − C ′s′),
and for s < s′ we have
Y pi,Cs − Y ′pi
′,C′
s
=
(
ye−β(s−t) + βe−βs
∫ s
t
eβs
′′
dCs′′
)
−
(
(y + βc)e−β(s−t) + βe−βs
∫ s
t
eβs
′′
dC ′s′′
)
≥ − βce−β(s−t),
because dCs′′ ≥ dC ′s′′ for s′′ ∈ [t, s′]. Using the estimates for Xpi,Cs −X ′pi
′,C′
s and Y
pi,C
s −
Y ′pi
′,C′
s above, we see that∫ T
t
e−δs
(
U
(
Y pi,Cs
)− U (Y ′pi′,C′s )) ds+W (Xpi,CT , Y pi,CT )−W (X ′pi′,C′T , Y ′pi′,C′T )
≥ − (s′ − t)e−βtωU
(
βce−β(s−t)
)
− (T − s′)e−βs′ωU
(
βe−β(s−t)(−c+ Cs′ − C ′s′)
)
− ωW
(
0, βe−β(s−t)(−c+ Cs′ − C ′s′)
)
if s′ < T , and∫ T
t
e−δs
(
U
(
Y pi,Cs
)− U (Y ′pi′,C′s )) ds+W (Xpi,CT , Y pi,CT )−W (X ′pi′,C′T , Y ′pi′,C′T )
≥ − (T − t)ωU
(
βce−β(s−t)
)
− ωW
(
0, βce−β(s−t)
)
for s′ =∞, where ωU and ωW are moduli of continuity for U and W , respectively.
If (1)-(3) are satisfied,∫ T
t
e−δs
(
U
(
Y pi,Cs
)− U (Y ′pi′,C′s )) ds+W (Xpi,CT , Y pi,CT )−W (X ′pi′,C′T , Y ′pi′,C′T )
≥ − ′e−βtωU
(
βce−β(s−t)
)− (T − s′)e−βs′ωU(′βe−β(s−t))
− ωW
(
0, ′βe−β(s−t)
)
,
and if (1)-(3) are not satisfied,
120 9 Properties of the penalty approximation∫ T
t
e−δs
(
U
(
Y pi,Cs
)− U (Y ′pi′,C′s )) ds+W (Xpi,CT , Y pi,CT )−W (X ′pi′,C′T , Y ′pi′,C′T )
≥ − (T − t)βce−β(s−t) − ωW
(
0, βce−β(s−t)
)
,
provided ′ is sufficiently small.
Since (1)-(3) are satisfied with probability at least 1− ′, we get
V(t, x,y)− V(t, x− c, y + βc)
≥E
[ ∫ T
t
e−δs
(
U
(
Y pi,Cs
)− U (Y ′pi′,C′s )) ds+W (Xpi,CT , Y pi,CT )
−W
(
X ′pi
′,C′
T , Y
′pi′,C′
T
)]
≥ − ′e−βtωU
(
βce−β(s−t)
)− (T − s′)e−βs′ωU(′βe−β(s−t))
− ωW
(
0, ′βce−β(s−t)
)
+ ′
(
− (T − t)βce−β(s−t) − ωW
(
0, βce−β(s−t)
))
.
(9.13)
We see that the right-hand side of this inequality can be written as g(′), where g(′)→ 0
as ′ → 0, so (9.12) is proved. The estimate (9.11) follows.
Part 2: We will now prove that the convergence given by (9.11) is uniform on compact
subsets of [0, T )×D . Let OT be a compact subset of [0, T )×D . We need to prove that
both ∗ and the function g given above, can be defined independently of (t, x, y) ∈ OT .
First we will prove that ∗ can be defined independently of (t, x, y), i.e., there is an
∗ > 0, such that (1)-(3) hold of probability at least 1 − ′ for all  < ∗, uniformly in
(t, x, y). We divide the proof into two steps as above:
Step 1 : Fix ω ∈ Ω. Since x is bounded, we see that (1) and (2) hold uniformly in
(t, x, y) for sufficiently small ∗. Since t is bounded uniformly away from T , we see
that (3) holds uniformly in (t, x, y) for sufficiently small ∗. It follows that (1)-(3) holds
uniformly in (t, x, y) for fixed ω ∈ Ω and sufficiently small ∗.
Step 2 : This step can be done just in Part 1. We conclude that ∗ can be defined
independently of (t, x, y).
The right-hand side of (9.13) converges uniformly to 0 when ′ → 0, because c < x
is bounded. We conclude that also g can be chosen independently of (t, x, y), and the
result of the lemma follows. uunionsq
Our next goal is to prove Theorem 9.18, i.e., {V}>0 is uniformly equicontinuous on
compact subsets of [0, T )×D .
The following theorem shows that {V}>0 is uniformly equicontinuous in x and y.
The proof is based on the fact that V is bounded by V (Theorem 9.11), and that the
result holds for V (Theorem 4.10).
Theorem 9.14 (Uniform equicontinuity in x and y). The set of functions {V}>0
is uniformly equicontinuous in x and y on D i.e., there exists a function ω : D → R,
such that ω(0, 0) = 0, ω is continuous at (0, 0), and
|V(t, x′, y′)− V(t, x, y)| ≤ ω(|x′ − x|, |y′ − y|)
for all (x, y), (x′, y′) ∈ D , t ∈ [0, T ] and  > 0.
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Proof. Let  > 0. Proceeding exactly as in the proof of Theorems 4.9 and 4.10, we see
that
|V(t, x, y)− V (t, x′, y′)| ≤ ωt,(|x− x′|, |y − y′|),
where
ωt,(x, y) := sup
(pi,C)∈Bt,x,y
E
[∫ T
t
e−δsωU
(
Y pi,Cs
)
ds+ ωW
(
Xpi,CT , Y
pi,C
T
)]
,
and ωU and ωW are moduli of continuity for U and W , respectively. By Theorem 9.11,
we know that
ωt,(x, y) ≤ ωt(x, y)
for all (t, x, y) ∈ DT , where
ωt(x, y) := sup
(pi,C)∈At,x,y
E
[∫ T
t
e−δsωU
(
Y pi,Cs
)
ds+ ωW
(
Xpi,CT , Y
pi,C
T
)]
.
The function ω : D → R defined in the proofs of Theorem 4.10 is continuous at (0, 0),
ωt(x, y) ≤ ω(x, y)
for all t ∈ [0, T ], and ω(0, 0) = 0. We see that ω satisfies all the desired properties. uunionsq
We will now show that {V}>0 is equicontinuous in t for t < T . We split this
into the cases of right-equicontinuity and left-equicontinuity, and each proof is again
divided into upper semi-continuity and lower semi-continuity. The proofs are based
on the dynamic programming principle (Theorem 8.1), the fact that V increases as 
decreases (Theorem 9.11), that each function V is continuous in t (Lemma 9.2), and
that {V}>0 is uniformly equicontinuous in x and y (Lemma 9.14).
First we will define what we mean by right semi-continuity and left semi-continuity.
These two terms will be used in the proofs below. The definition we give here is con-
sistent with definitions found in other articles and books, see for example [28].
Definition 9.15. Let f : A → R, where A ⊂ R. We say that the function f is upper
semi-continuous from the right (left) if, given any  > 0 and a∗ ∈ A, there is a δ > 0,
such that
f(a)− f(a∗) < ,
for all a ∈ [a∗, a∗ + δ) (a ∈ (a∗ − δ, a∗]). We say that f is lower semi-continuous from
the right (left) if, given any  > 0 and a∗ ∈ A, there is a δ > 0, such that
f(a)− f(a∗) > −,
for all a ∈ [a∗, a∗ + δ) (a ∈ (a∗ − δ, a∗]).
Lemma 9.16. {V}>0 is right-equicontinuous in t on DT , i.e., for each (t, x, y) ∈ DT ,
there is a function ω such that |V(t, x, y)−V(t′, x, y)| ≤ ω(|t− t′|) for all t′ ∈ (t, T ], ω
is continuous at 0, and ω(0) = 0.
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Proof. First we prove that {V}>0 is upper semi-continuous from the right, uniformly
in . Fix (t, x, y) ∈ DT , t 6= T . For all  > 0 and t′ ∈ [t, T ] we have
V(t, x, y) = sup
(pi,C)∈Bt,x,y
E
[∫ t′
t
e−δsU
(
Y pi,Cs
)
ds+ V
(
t′, Xpi,Ct′ , Y
pi,C
t′
)]
≥E
[
V
(
t′, X0,0t′ , Y
0,0
t′
)]
=V
(
t′, xerˆ(t
′−t), ye−β(t
′−t)
)
≥V(t′, x, y)− ωˆ
(
x
(
erˆ(t
′−t) − 1
)
, y
(
e−β(t
′−t) − 1
))
,
where ωˆ is a modulus of continuity for V in x and y for all t ∈ [0, T ] and  > 0. The
existence of ωˆ follows from Theorem 9.14. The explicit expressions for X0,0t′ and Y
0,0
t′ in
the last line follow from (3.2) and (3.3). Letting t′ → t+, we see that {V}>0 is upper
semi-continuous from the right, uniformly in .
Now we will to prove that {V}>0 is lower semi-continuous from the right, uniformly
in . Suppose the contrary, i.e., there are sequences {n}n∈N, {tn}n∈N and an ′ > 0,
such that tn → t+ and
Vn(t, x, y)− Vn(tn, x, y) > ′ (9.14)
for all n ∈ N.
First suppose 0 is a limit point of {n}. Then we can suppose without loss of generality
that {n} and {tn} are decreasing, and that n → 0. By Theorem 9.11, {Vn(t, x, y)}n∈N
is an increasing sequence that is bounded above. Therefore it is convergent, and we
define a = limn→∞ Vn(t, x, y). There is an N ∈ N such that a − Vn(t, x, y) < ′/2 for
all n ≥ N . Since VN is continuous in t (Theorem 9.14) and tn → t, there is an M ≥ N
such that |VN (t, x, y) − VN (tM , x, y)| < ′/2. Theorem 9.11 says that VM (t, x, y) ≤ a
and VM (tM , x, y) ≥ VN (tM , x, y). Combining the inequalities we have obtained, we get
VM (t, x, y)− VM (tM , x, y) ≤ a− VN (tM , x, y)
=
(
a− VN (t, x, y)
)
+
(
VN (t, x, y)− VN (tM , x, y)
)
< ′/2 + ′/2
= ′,
which is a contradiction to (9.14).
Now suppose 0 is not a limit point of {n}. This case is necessary to consider, as we
are not only proving equicontinuity of {Vm}m∈N for some sequence {m}m∈N converging
to 0, but are proving equicontinuity of the whole family {V}>0. If 0 is not a limit point
of {n}, there is an ∗ > 0 such that n > ∗ for all n ∈ N. By the dynamic programming
principle (Theorem 8.1), we have
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Vn(t, x, y)− Vn(tn, x, y)
= sup
(pi,C)∈Bnt,x,y
E
[∫ tn
t
e−δsU
(
Y pi,Cs
)
ds+ V
(
tn, X
pi,C
tn , Y
pi,C
tn
)]
− Vn(tn, x, y)
≤ sup
(pi,0)∈Bnt,x,y
E
[ ∫ tn
t
e−δsU (y + βs/∗) ds
+ Vn
(
tn, X
pi,0
tn , y + β∆tn/
∗
)
− Vn(tn, x, y)
]
≤∆tne−δtU (y + β∆tn/∗) + E
[
ω
(
|Xpi,0tn − x|, |β∆tn/∗|
)]
→ 0
(9.15)
when n→∞, where ∆tn = tn−t. The function ω : D → R is a modulus of continuity for
Vn in x and y on D , and we see from Theorem 9.14 that a such function ω independent
of t and n exists. Equation (9.15) is a contradiction to (9.14), and we see that {V}>0
is lower semi-continuous from the right, uniformly in . uunionsq
Now we will prove left-equicontinuity of {V}>0. Note that the theorem is not valid
for t = T . The difference between V(t, x, y) and V(T, x, y) will not converge to 0
uniformly in  as t→ T : For t close to T and  1,
V(t, x, y) ≈ max
c∈[0,x]
W (x− c, y + βc).
On the other hand, we have V(T, x, y) = W (x, y) for all  > 0 and (x, y) ∈ D . As we
will see in Chapter 10 a consequence of this is that {V}>0 is not uniformly convergent
to V on compact subsets of DT , only on compact subsets of [0, T )×D .
If we replace W by Ŵ as described in Section 4.1, however, we are been able to prove
left-equicontinuity on the whole domain DT . This makes the proof of convergence in
Section 10.3 slightly easier, see Section 10.4.
Lemma 9.17. The family of functions {V}>0 is left-equicontinuous in t on any com-
pact subset OT ⊂ [0, T )×D , i.e., for each (t, x, y) ∈ OT there is an ω : [0, T ]→ R such
that ω(0) = 0, ω is continuous at 0 and
|V(t, x, y)− V(t′, x, y)| ≤ ω(|t− t′|)
for all t′ ∈ [0, t) and  > 0.
Proof. First we will show that {V}>0 is lower semi-continuous from the left, uniformly
in , i.e., given any ′ > 0 and (t,X) ∈ OT ,
V(t,X)− V(t′, X) < ′
for all  > 0 and all t′ ∈ [0, t) sufficiently close to t. By the dynamic programming
principle, we have
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V(t,X)− V(t′, X)
=V(t,X)− sup
(pi,C)∈Bt,x,y
E
[∫ t
t′
e−δsU
(
Y pi,Cs
)
ds+ V
(
t,Xpi,Ct , Y
pi,C
t
)]
≤V(t,X)− E
[∫ t
t′
e−δsU
(
Y 0,0s
)
ds+ V
(
t,X0,0t , Y
0,0
t
)]
=V(t,X)−
∫ t
t′
e−δsU
(
ye−β(s−t
′)
)
ds− V
(
t, xerˆ(t−t
′), ye−β(t−t
′)
)
→ 0
as t′ → t, and the convergence to 0 is uniform is  by Theorem 9.14. We can conclude
that {V}>0 is lower semi-continuous from the left, uniformly in .
Now we want to prove that {V}>0 is upper semi-continuous from the left, uniformly
in , i.e., we want to show that, given any ′ > 0 and sequence {tn}n∈N satisfying
tn → t−, there is an N ∈ N such that
V(tn, X)− V(t,X) < ′ (9.16)
for all  > 0 and n ≥ N . To prove equicontinuity, we need to prove thatN is independent
of . By the dynamic programming principle, we have
V(tn, x, y) = sup
(pin,Cn)∈Btn,x,y
E
[∫ t
tn
e−δsU
(
Y n,pin,Cns
)
ds+ V
(
t,Xn,pin,Cnt , Y
n,pin,Cn
t
)]
,
(9.17)
where Xn,pin,Cnt and Y
n,pin,Cn
t are processes with initial values x and y, respectively, at
time tn. The integral term on the right-hand side of (9.17) converges to 0 as n→∞, see
the proof of (4.16) in Lemma 4.11, and the convergence is uniform in . It is therefore
sufficient to prove that
E
[
V
(
t,Xn,pin,Cnt , Y
n,pin,Cn
t
)]
− V(t, x, y) < ′ (9.18)
for all  > 0 and n ≥ N . We have
E
[
V
(
t,Xn,pin,Cnt , Y
n,pin,Cn
t
)]
− V(t, x, y)
= E
[
V
(
t,Xn,pin,Cnt , Y
n,pin,Cn
t
)
− V (t, x−∆Cn, y + β∆Cn)
]
+ E [V (x−∆Cn, y + β∆Cn)− V(t, x, y)] ,
where ∆Cn := (Cn)t − (Cn)t−n . The first term on the right-hand side of this equation
converges to 0. This follows from the proof of (4.17) in Lemma (4.11). We can prove
this by a similar argument as in the proof of (9.18), because V is uniformly continuous
in x and y and Btn,x,y ⊂ Atn,x,y. Define ∆tn := t− tn. By the definition (8.2) of Btn,x,y,
∆Cn ≤ ∆tn/, and therefore (9.16) is proved if we manage to show that
V(t, x− cn, y + βcn)− V(t, x, y) < ′ (9.19)
for all cn ∈ [0,min(x,∆tn/)] and  > 0 for sufficiently large n. By Lemma 9.13 and
cn ≤ x, we see that there is an ∗ > 0 such that (9.19) is satisfied for all  < ∗ and
n ∈ N.
Now we will prove that (9.19) also is satisfied for  > ∗. We see that cn → 0 when
n → ∞, and the convergence is uniform in  if  > ∗. By the uniform equicontinuity
of V in x and y, we see that (9.19) is satisfied for all  for sufficiently large n. uunionsq
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Now we have proved equicontinuity in X and t, and we are ready to prove the second
main result of the section.
Theorem 9.18. The family of functions {V}>0 is equicontinuous, i.e., for each
(t, x, y) ∈ [0, T ) × D , there exists a function ω such that ω(0, 0, 0) = 0, ω : [0,∞) →
[0,∞) is continuous at (0, 0, 0) and
|V(t, x, y)− V(t′, x′, y′)| < ω(|t− t′|, |x− x′|, |y − y′|)
for all (t′, x′, y′) ∈ [0, T )×D and  > 0.
Proof. It follows from Lemmas 9.16 and 9.17 that {V}>0 is equicontinuous in t on
[0, T )×D , so for each (t, x, y) ∈ [0, T )×D , there exists a function ωˆ that is continuous
at 0, and satisfies ωˆ(0) = 0 and
|V(t, x, y)− V(t′, x, y)| < ωˆ(|t− t′|)
for all t′ ∈ [0, T ). Let ω˜ : D → [0,∞) be a function satisfying the properties in Lemma
9.14. Define ω : DT → [0,∞) by
ω(t, x, y) = ωˆ(t) + ω˜(x, y).
We see that ω is continuous at (0, 0, 0), that ω(0, 0, 0) = 0, and that
|V(t, x, y)− V(t′, x′, y′)|
≤ |V(t, x, y)− V(t′, x, y)|+ |V(t′, x, y)− V(t′, x′, y′)|
≤ ωˆ(|t− t′|) + ω˜(|x− x′|, |y − y′|)
=ω(|t− t′|, |x− x′|, |y − y′|),
so ω satisfies all the wanted properties. uunionsq

Chapter 10
Convergence of the penalty approximation
The main purpose of this chapter is to prove that the viscosity solution V of (8.3) and
(8.4) converges uniformly to the viscosity solution V of (5.11) and (4.2) on compact
subsets of [0, T )×D .
In Section 10.1 we give heuristic arguments of why V → V when  → 0. In Section
10.2 we prove the result in the case of increasing stock price, and in Sections 10.3-10.5
we prove the result in the general case. The proofs in Sections 10.3-10.5 use the viscosity
solution theory developed in previous chapters, while the proof in Section 10.2 only is
based on the original optimization problem described in Chapter 3.
The proofs of Sections 10.3 and 10.4 are relatively similar, except that the one in
Section 10.4 is slightly easier, as we have replaced the original terminal utility function
W by Ŵ as described in Section 4.1. The idea is to use the Arzela`-Ascoli theorem
to prove that V converges uniformly to some function V ′, and then prove that V ′
satisfies (5.11) and (4.2) in a viscosity sense. In Section 10.5 we assume we have a
strong comparison principle, and prove directly that V converges to V by using weak
limits, and without using that {V}>0 is equicontinuous and monotone in .
First we will state the main result of the chapter.
Theorem 10.1. The viscosity solution V of (8.3) and (8.4) converges uniformly to the
viscosity solution V of (5.11) and (4.2) on compact subsets of [0, T )×D when → 0.
In Sections 10.2, 10.4 and 10.5 we manage to prove the slightly stronger result that
V converges on compact subsets of DT , because we replace W by Ŵ in these sections.
The stronger result does not hold for general W , see Section 10.4.
We will prove that {V}>0 converges as a net when  → 0, not only that {Vn}n∈N
converges uniformly for all sequences {n}n∈N converging to 0. We only need the result
concerning sequential convergence when constructing a numerical scheme, but we will
prove the stronger result, as the stronger result follows immediately from the weaker
result. Since V is monotone in , convergence of the sequence {Vn} implies convergence
of the net {V}>0.
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10.1 Heuristic arguments for convergence
In this section we will give two heuristic arguments for convergence. None of the argu-
ments are proofs, but they still show useful techniques for deriving or justifying penalty
approximations.
The first argument for convergence is based on the derivation in Chapter 8. The
problem described in Chapter 8 is a continuous version of the original optimization
problem, where the derivative of C is bounded by 1/. When  decreases, we allow
larger values of c(t), and in the limit as → 0, we allow discontinuous C. It is therefore
reasonable to believe that the solution of the continuous problem converges to the
solution of the discontinuous problem as → 0.
The second argument for convergence is based on studying equation (8.3). Fix
(t,X) ∈ DT , suppose V satisfies (8.3) in a classical sense, and suppose V and
all its first and second derivatives converge. Let G and F  denote G(DXV) and
F
(
t,X,DXV, D
2
XV,I
pi(t,X, V)
)
, respectively. Note that F  is not equal to the func-
tion F in Chapter 8. Consider five different cases:
1. 1G
 → 0 as → 0. In this case (V)t+F  → 0 by (8.3), so max{(V)t+F ; G} → 0
as → 0.
2. 1G
 → p as  → 0 for some p > 0. In this case (V)t + F  → −p and G → 0 as
→ 0, so max{(V)t + F ; G} → 0 as → 0.
3. 1G
 → −p as  → 0 for some p > 0. In this case (V)t + F  → 0 and G → 0 as
→ 0, so max{(V)t + F ; G} → 0 as → 0.
4. 1G
 →∞ as → 0. In this case (V)t+F  → −∞ as → 0, so V does not converge.
5. 1G
 → −∞ as → 0. In this case (V)t+F  → 0 as → 0, so max{(V)t+F ; G} →
0 as → 0.
We see that V → V if both (5.11) and (8.3) have unique classical solutions V and V
for all  > 0, and V and all its derivatives converge.
10.2 Convergence to viscosity solution for increasing stock price
In this section we will prove that V converges uniformly to V in the case of increasing
stock price. The proof does not apply any of the viscosity theory developed for V and V,
as we will do in the next three sections. We will prove the theorem by only considering
the original optimization problems associated with V and V. The proof may therefore
represent the most natural approach to the problem for a person with no knowledge of
viscosity solutions.
We will assume throughout the section that
(I) Ss is monotonically increasing, i.e., all jumps in the Le´vy process are positive
and σ = 0, and
(II) The terminal utility function of V is given by Ŵ , i.e., (8.5) holds.
Note that (I) is not very realistic from a financial point of view, but a theoretical
analysis of the case can still be interesting. If (I) holds, the agent will invest all her
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wealth in the risky asset, as the return always is larger for the risky asset, and our
problem is reduced to determining the consumption strategy C.
The idea of the proof is to approximate each control in (pi,C) ∈ At,x,y by a control
(pi′, C ′) ∈ Bt,x,y, and show that we can make the difference |(V −V)(t, x, y)| arbitrarily
small by choosing a small enough value for  > 0. Remember that Bt,x,y is defined as
the set of all absolutely continuous controls in At,x,y with derivative bounded by 1/.
We will see that V converges pointwise to V , and since V and V are continuous and
V is monotone in , it will follow that the convergence is uniform on compact subsets.
We know by Theorem 9.11 that V ≤ V , so we need to prove that, for any ′ > 0 and
(t,X) ∈ DT , we can get (V − V)(t,X) < ′ for sufficiently small  > 0.
We will approximate (pi,C) by (pi′, C ′) from below, i.e., C ′s ≤ Cs for all s ∈ [t, T ].
If C ′ is absolutely continuous with derivative bounded by 1/, we will have (pi′, C ′) ∈
Bt,x,y by assumption (I), as (I) implies X
pi′,C′
s ≥ Xpi,Cs , see Lemma 10.2 below. If
we do not assume Ss is monotonically increasing, it is harder to find an appropriate
control (pi′, C ′) ∈ Bt,x,y. If Ss is not monotonically increasing, C ′s ≤ Cs does not
imply immediately that Xpi
′,C′
s ≥ Xpi,Cs , so we may have (pi′, C ′) /∈ Bt,x,y, even if C ′ is
absolutely continuous with derivative bounded by 1/. It may be possible to generalize
the proof such that it is valid for general Le´vy processes, but this will not be attempted
in this thesis.
Our first lemma states that (pi,C ′) ∈ At,x,y if (pi,C) ∈ At,x,y and C ′s ≤ Cs for all
s ∈ [t, T ] and all possible outcomes ω ∈ Ω. Note that the control pi in (pi,C ′) is defined
such that it is identical to the control pi in (pi,C) for all times s ∈ [t, T ] and all ω.
Lemma 10.2. Assume (pi,C) ∈ At,x,y for some (t, x, y) ∈ [0, T ) × D , and that C ′ is
a non-negative, non-decreasing adapted process on [t, T ], such that C ′s ≤ Cs for all
s ∈ [t, T ] and ω ∈ Ω. Then (pi,C ′) ∈ At,x,y and Xpi,C
′
s ≥ Xpi,Cs . If C ′s = Cs, we have
Y pi,C
′
s ≥ Y pi,Cs .
Proof. We see that (pi,C ′) ∈ At,x,y for all s ∈ [t, T ], because Xpi,C
′
s ≥ Xpi,Cs ≥ 0 for all
s ∈ [t, T ].
Fix ω ∈ Ω. The stock price is strictly increasing by (I), and therefore it will always
be advantageous to delay consumption as much as possible; if we consume an amount
of wealth c at time t instead of at time t + ∆t, we will not have as much advantage
of the increase in stock price on the interval [t, t + ∆t]. The consumption strategy
C ′ represents a delay in consumption compared to strategy C. Therefore, we see that
Xpi,C
′
s ≥ Xpi,Cs ≥ 0, and the first part of the lemma is proved.
If Cs = C ′s, we see from (3.3) that
Y pi,C
′
s = ye
−β(s−t) + βe−βs
∫ s
t
e−βs
′
dC ′s′
≥ ye−β(s−t) + βe−βs
∫ s
t
e−βs
′
dCs′
=Y pi,C
′
s ,
and the second part of the lemma is proved. uunionsq
Now we will prove that any control (pi,C) ∈ At,x,y can be approximated by an
“almost as good” control (pi′, C ′) ∈ At,x,y, such that C ′ is bounded and constant on
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some interval [T − ς, T ], ς > 0. We will define C ′ such that C ′s ≤ Cs for all s ∈ [t, T ],
and Lemma 10.2 will imply that (pi′, C ′) is feasible.
Lemma 10.3. For all (t, x, y) ∈ [0, T ) × D , (pi,C) ∈ At,x,y and  > 0, there is a
(pi′, C ′) ∈ At,x,y, a ς > 0 and a K ∈ R such that
(1) (pi′, C ′) satisfies
E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
)]
<E
[∫ T−ς
t
e−δsU
(
Y pi
′,C′
s
)
ds+ Ŵ
(
Xpi
′,C′
T , Y
pi′,C′
T
)]
+ ,
(10.1)
(2) C ′ is constant on [T − ς, T ] for all ω ∈ Ω, and
(3) C ′s ≤ K for all s ∈ [t, T ] and ω ∈ Ω.
Proof. Define Ωn ⊂ Ω by
Ωn =
{
ω ∈ Ω : n ≤ Xpi,0T < n+ 1
}
for each n ∈ N. Note that the sets Ωn are disjoint, and that Ω = Ω∞ ∪
(
∪∞n=0 Ωn
)
,
where Ω∞ is some set of probability 0. Using Theorem 2.23, we get
E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
)]
=
∞∑
n=0
P(Ωn) E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
) ∣∣∣Ωn].
Since the sum on the right-hand side of this equation converges, there is an N ∈ N such
that
E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
)]
≤
N∑
n=0
P (Ωn) E
[ ∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
) ∣∣∣Ωn]+ 12.
Define K := N + 1,
C ′′s := min{Cs; K}
and pi′′s := pis for all s ∈ [t, T ]. If Xpi,0T < K, we must have Cs ≤ K for all s ∈ [t, T ],
which implies that Cs = C ′′s for all s ∈ [t, T ]. It follows that
E
[ ∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
)]
≤
N∑
n=0
P (Ωn) E
[ ∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
) ∣∣∣Ωn]+ 12
=P
(
0 ≤ Xpi,0T < K
)
E
[ ∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
) ∣∣∣
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0 ≤ Xpi,0T < K
]
+
1
2

<E
[ ∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
) ∣∣∣ 0 ≤ Xpi,0T < K]+ 12
= E
[∫ T
t
e−δsU
(
Y pi
′′,C′′
s
)
ds+ Ŵ
(
Xpi
′′,C′′
T , Y
pi′′,C′′
T
) ∣∣∣ 0 ≤ Xpi′′,0T < K]+ 12
≤E
[∫ T
t
e−δsU
(
Y pi
′′,C′′
s
)
ds+ Ŵ
(
Xpi
′′,C′′
T , Y
pi′′,C′′
T
)]
+
1
2
. (10.2)
We know that
lim
ς→0
E
[∫ T−ς
t
e−δsU
(
Y pi
′′,C′′
s
)
ds+ Ŵ
(
Xpi
′′,C′′
T , Y
pi′′,C′′
T
)]
+
1
2

= E
[∫ T
t
e−δsU
(
Y pi
′′,C′′
s
)
ds+ Ŵ
(
Xpi
′′,C′′
T , Y
pi′′,C′′
T
)]
+
1
2
,
so there is a ς > 0 such that
E
[ ∫ T
t
e−δsU
(
Y pi
′′,C′′
s
)
ds+ Ŵ
(
Xpi
′′,C′′
T , Y
pi′′,C′′
T
)]
<E
[∫ T−ς
t
e−δsU
(
Y pi
′′,C′′
s
)
ds+ Ŵ
(
Xpi
′′,C′′
T , Y
pi′′,C′′
T
)]
+
1
2
.
(10.3)
Define pi′ := pi, C ′s := C ′′s 1s≤T−ς + C ′′T−ς1s>T−ς , ∆C := C
′′
T − C ′′T−ς = C ′′T − C ′T and
C ′′′s := C ′s +∆C1s=T . By applying Lemma 10.2 with C ′′ and C ′′′, we see that
Xpi
′′,C′′
T ≤ Xpi
′′,C′′′
T = X
pi′,C′
T −∆C
and
Y pi
′′,C′′
T ≤ Y pi
′′,C′′′
T = Y
pi′,C′
T + β∆C.
Using these two inequalities and assumption (II), we get
Ŵ
(
Xpi
′′,C′′
T , Y
pi′′,C′′
T
)
≤ Ŵ
(
Xpi
′,C′
T −∆C, Y pi
′,C′
T + β∆C
)
≤ Ŵ
(
Xpi
′,C′
T , Y
pi′,C′
T
)
.
We see from (10.3) that
E
[ ∫ T
t
e−δsU
(
Y pi
′′,C′′
s
)
ds+ Ŵ
(
Xpi
′′,C′′
T , Y
pi′′,C′′
T
)]
<E
[∫ T−ς
t
e−δsU
(
Y pi
′′,C′′
s
)
ds+ Ŵ
(
Xpi
′,C′
T , Y
pi′,C′
T
)]
+
1
2

≤E
[∫ T
t
e−δsU
(
Y pi
′,C′
s
)
ds+ Ŵ
(
Xpi
′,C′
T , Y
pi′,C′
T
)]
+
1
2
.
(10.4)
Combining (10.2) and (10.4), we get (10.1). uunionsq
Now we will prove that the kind of controls described in Lemma 10.3 can be approx-
imated from below by a control in B
′
t,x,y for some 
′. Again Lemma 10.2 will imply
feasibility of the new control.
Lemma 10.4. Let (t, x, y) ∈ [0, T ) × D , (pi,C) ∈ At,x,y and  > 0, and suppose there
is a ς > 0 and a K ∈ R, such that Cs ≤ K for all s ∈ [t, T ] and C is constant on
[T − ς, T ]. Then there is an ′ > 0 and a (pi′, C ′) ∈ B′t,x,y such that pi′ ≡ pi,
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(1) C ′s ≤ Cs for all s ∈ [t, T ] and ω ∈ Ω,
(2) Cs − C ′s <  for all s ∈ [t, T ]\Uω, where Uω ⊂ [t, T ] satisfies λ (Uω) <  and λ is
the Lebesgue measure,
(3) Cs − C ′s ≤ K for all s ∈ [t, T ], and
(4) C ′T = CT .
Proof. Define
′ =
1
2
min
{ ς
K
;

K
}
, pi′s = pis and C
′
s =
∫ s
t
c(s′) ds′ (10.5)
for all s ∈ [t, T ], where
c(s) =

0 if Cs − C ′s ≤ 0, s < T − ς,
1
′ if Cs − C ′s ≥ , s < T − ς,
limr→s− c(r) if 0 < Cs − C ′s < , s < T − ς,
1
′ if T − ς ≤ s ≤ T − ς + ′(CT−ς − C ′T−ς),
0 if s > T − ς + ′(CT−ς − C ′T−ς).
The limit limr→s− c(r) is well-defined for s ∈ (t, T − ς] by the following argument:
Suppose c(s1) = 1/′ for some s1 < T − ς, and define
s2 = inf
{
s ∈ [t, s1] : c(r) = 1/′ for all r ∈ [s, s1]
}
. (10.6)
We must have Cs2 −C ′s2 ≥ , as Cs−C ′s is right-continuous, and therefore c(s2) = 1/′.
Since Cs is increasing, and C ′s is continuous with gradient less than or equal to 1/′,
we see that Cs − C ′s > 0 on [s2, s2 + ′), and therefore c(s) = 1/′ on [s2, s2 + ′]. We
conclude that c does not take the value 1/′ pointwise or on arbitrarily small intervals
of [t, T − ς], but on intervals of length at least ′. It follows that the value limr→s− c(r)
is well-defined for all s ∈ (t, T ].
Note that C ′ is an adapted process, as it only uses information up to time s to decide
C ′s. We see that
(1) C ′s ≤ Cs for all s ∈ [t, T ] and ω ∈ Ω,
(2) Cs − C ′s ≥  only when s ∈ Uω := {s ∈ [t, T ] : c(s) = 1/′}. The process C ′s is
monotonically increasing, C ′0 = 0 and C ′T ≤ K, and therefore λ(Uω) ≤ K′ < ,
(3) Cs − C ′s ≤ K for all s ∈ [t, T ], because C ′ ≥ 0 and C ≤ K everywhere, and
(4) We have c(s) = 1/′ for s ∈ [T − ς, T − ς + ′(CT−ς − C ′T−ς)]. Therefore C ′s = Cs
for s = T − ς + ′(CT−ς − C ′T−ς), and we see that C ′s = Cs for all s > T − ς +
′(CT−ς −C ′T−ς). We see that T − ς + ′(CT−ς −C ′T−ς) < T by the definition of ′.
It follows from (1) and Lemma 10.2 that (pi′, C ′) ∈ B′t,x,y. uunionsq
Now we will prove that the approximation (pi′, C ′) ∈ B′y,x,y of (pi,C) ∈ At,x,y defined
in Lemma 10.4, gives values for Xpi
′,C′ and Y pi
′,C′ that are close to or larger than the
“original” values Xpi,C and Y pi,C .
Lemma 10.5. Suppose (t, x, y) ∈ [0, T ) × D , (pi,C) ∈ At,x,y and  > 0, where C ≤ K
everywhere for some K ∈ R, and C is constant on [T − ς, T ]. Then there is an ′ > 0
and a (pi′, C ′) ∈ B′t,x,y such that
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(1) Xpi
′,C′
s ≥ Xpi,Cs for all s ∈ [t, T ],
(2) Y pi
′,C′
T ≥ Y pi,CT ,
(3) Y pi,Cs − Y pi
′,C′
s <  for all s ∈ [t, T ]\Uω, where Uω ⊂ [t, T ] is such that
λ
(
[t, T ]\Uω
)
< , and
(4) Y pi,Cs − Y pi
′,C′
s < K for all s ∈ [t, T ].
Proof. By Lemma 10.4, there exists an ′ > 0, a K ′ > 0 and a (pi′, C ′) ∈ B′t,x,y such
that
(1)’ C ′s ≤ Cs for all s ∈ [t, T ] and ω ∈ Ω,
(2)’ Cs − C ′s < ′′ for all s ∈ [t, T ]\Uω, where ω ∈ Ω and Uω ⊂ [t, T ] satisfies λ
(
Uω
)
<
′′,
(3)’ Cs − C ′s ≤ K ′ for all s ∈ [t, T ], and
(4)’ C ′T = CT ,
where
′′ = min
{

4β(T − t) ;

4βK ′
}
. (10.7)
The claims (1) and (2) of our lemma follow directly from Lemma 10.2. We see easily
that (3) also is valid, because
Y pi,Cs − Y pi
′,C′
s =βe
−βs
∫ s
t
eβs
′
d(Cs′ − C ′s′)
≤βe−βs
[
(s− t)eβs′′ + λ(Uω)eβsK ′]
<′
for all s ∈ [t, T ]\Uω. By defining K := β(s− t)K, (4) also holds, because
Y pi,Cs − Y pi
′,C′
s ≤ βe−βs(s− t)eβsK ′ = K.
uunionsq
The lemma below proves that any (pi,C) ∈ At,x,y can be approximated by a (pi′, C ′) ∈
B
′
t,x,y that gives almost as good utility for the agent as (pi,C). First we apply Lemma
10.3 to find an approximation to (pi,C) that is bounded and constant close to T , and
then we apply Lemma 10.5 to find an approximation in B
′
t,x,y for some 
′ > 0.
Lemma 10.6. For all (t, x, y) ∈ [0, T )×D , (pi,C) ∈ At,x,y and  > 0, there is an ′ > 0
and a (pi′, C ′) ∈ B′t,x,y such that
E
[ ∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
)]
≤E
[∫ T
t
e−δsU
(
Y pi
′,C′
s
)
ds+ Ŵ
(
Xpi
′,C′
T , Y
pi′,C′
T
)]
+ .
(10.8)
Proof. By (uii) in Chapter 3, there exists a K > 0 such that
U (|y1 − y2|) ≤ 4(T − t) +K|y1 − y2|
γ (10.9)
for all y1, y2 ∈ [0,∞). By Lemma 10.5, there exists an ′ > 0 and a (pi′, C ′) ∈ B′t,x,y
such that
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(1) X ′pi
′,C′
s ≥ Xpi,Cs for all s ∈ [t, T ],
(2) Y ′pi
′,C′
T ≥ Y pi,CT ,
(3) Y pi,Cs − Y ′pi
′,C′
s < ′′ for all s ∈ [t, T ]\Uω, where Uω ⊂ [t, T ] is such that
λ ([t, T ]\Uω) < ′′, and
(4) Y pi,Cs − Y ′pi
′,C′
s < K for all s ∈ [t, T ],
where
′′ < min
{(

4|T − t|K
)1/γ
;

4KKγ
; |T − t|
}
. (10.10)
By (1) and (2), we have
E
[
Ŵ
(
Xpi,CT , Y
pi,C
T
)]
≤ E
[
Ŵ
(
Xpi
′,C′
T , Y
pi′,C′
T
)]
. (10.11)
By (10.9), (3) and (4), we have
E
[ ∫ T
t
e−δsU
(
Y pi,Cs
)
ds
]
− E
[ ∫ T
t
e−δsU
(
Y pi
′,C′
s
)
ds
]
≤ |T − t|
(

4(T − t) +K(
′′)γ
)
+ λ (Uω)
(

4(T − t) +KK
γ
)
<.
(10.12)
Combining (10.11) and (10.12), we get (10.8). uunionsq
Using the above lemma and the monotonicity of V in , we see that V converges
pointwise to V .
Lemma 10.7. The family of functions {V}>0 converges pointwise to V as → 0.
Proof. We see that V is pointwise convergent, since V(t, x, y) is bounded and monotone
in  by Theorem 9.11. Define V ′ : [0, T )×D → R by
V ′(t, x, y) = lim
→0
V(t, x, y).
We want to show that V ′ = V . We see immediately that the result holds for t = T , as
V = V for t = T by assumption (II). We will therefore concentrate on the case t < T
from now on.
V ′ ≤ V , because V ≤ V for all  > 0 by Theorem 9.11. It is therefore sufficient to
show that V ′ ≥ V . Let (pi,C) ∈ At,x,y satisfy
V (t, x, y) = E
[ ∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
)]
.
The existence of an optimal control follows from Theorem 3.6. By Lemma 10.6, there
exist an ′ > 0 and a (pi′, C ′) ∈ B′t,x,y such that
E
[ ∫ T
t
e−δsU
(
Y pi,Cs
)
ds+ Ŵ
(
Xpi,CT , Y
pi,C
T
)]
≤E
[∫ T
t
e−δsU
(
Y pi
′,C′
s
)
ds+ Ŵ
(
Xpi
′,C′
T , Y
pi′,C′
T
)]
+ .
We have
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V (t, x, y) ≤E
[ ∫ T
t
e−δsU
(
Y pi
′,C′
s
)
ds+ Ŵ
(
Xpi
′,C′
T , Y
pi′,C′
T
)]
+ 
≤V′(t, x, y) + 
≤V ′(t, x, y) + .
Letting → 0, we see that V ′ ≥ V , so V = V ′, and the lemma is proved. uunionsq
What remains to show, is that the convergence of V to V is uniform on compact
subsets of DT . This follows directly from the fact that V is monotone in , and that V
and V are continuous.
Proof of Theorem 10.1 in the case of increasing stock price: We will show by
contradiction that V converges uniformly to V on compact subsets of DT . Suppose
there is an  > 0 and sequences {n}n∈N and {(tn, Xn)}n∈N, such that
|V (tn, Xn)− Vn(tn, Xn)| > ,
where limn→∞ n = 0 and (tn, Xn) is in some compact subset of DT for all n ∈ N. We
can assume without loss of generality that {n} is decreasing, and that (tn, Xn)→ (t,X)
as n→∞ for some (t,X) ∈ DT . Since V ≤ V for all  > 0, we know that
V (tn, Xn)− Vn(tn, Xn) >  (10.13)
for all n ∈ N. Pick an N ∈ N such that
V (t,X)− VN (t,X) < /2. (10.14)
Since VN and V are continuous and (tn, Xn) → (t,X), there is an M ∈ N, M ≥ N ,
such that
|VN (tM , XM )− VN (t,X)|, |V (tM , XM )− V (t,X)| < /4. (10.15)
Using (10.14), (10.15) and Theorem 9.11, we get
V (tM , XM )− VM (tM , XM ) <V (tM , XM )− VN (tM , XM )
<
(
V (t,X) + /4
)− (Vn(t,X)− /4)
=V (t,X)− VN (t,X) + /2
<,
which is a contradiction to (10.13). It follows that the convergence of V to V is uniform
on compact subsets of DT , and the theorem is proved. uunionsq
When we construct a numerical scheme in Part III, we are interested in the conver-
gence rate of V to V . We can derive an approximate worst-case convergence rate by
following the argument in this section. Given an  > 0 and a (t,X) ∈ [0, T ) × D , we
want to find an ′ > 0 such that |V (t,X)− V′(t,X)| < .
Based on, respectively, equations (10.10), (10.7) and (10.5) in Lemmas 10.6, 10.5 and
10.4, we define ′′, ′′′ and ′ > 0 as follows:
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′′ = min
{(

4|T − t|
)1/γ
;

4Kγ
; |T − t|
}
′′′ =
1
2
min
{
′′
4β(T − t) ;
′′
4βK′′
}
′ =
1
2
min
{
ς′′′
K′′′
;
′′′
K′′′
}
.
(10.16)
We define Kˆ and ςˆ for ˆ = , ′′, ′′′ to be the constants mentioned in Lemmas 10.5,
10.4 and 10.3, respectively, when  is replaced by ˆ. The constant K in (10.10) is
independent of  if U is a CRRA utility function, and is therefore assumed to be
constant and not included in (10.16). By following the arguments in the proofs above,
we see that |V (t,X)− V′(t,X)| <  if (10.16) holds.
We see from (10.3) that ςˆ is of order ˆ. We see from the proof of Lemma 10.3 that
Kˆ increases as ˆ → 0, but the increase rate of Kˆ is low, as P
(
Xpi,0T > Kˆ
)
converges
fast to 0 when Kˆ increases. We will therefore assume Kˆ is independent of ˆ.
We see from (10.16) that ′′ ≈ A11/γ , ′′′ ≈ A2′′ and ′ ≈ A3′′′ for constants
A1, A2, A3 > 0 when  is small, so ′ ≈ A1A2A31/γ . It follows that γ is an approximate
worst-case convergence rate.
10.3 Convergence to viscosity solution, proof I
This section contains our first proof of Theorem 10.1 in the general case, and it is
the only section where we do not assume the terminal condition of V is given by Ŵ .
The proof consists of several steps. First we will prove that V converges pointwise to a
function V ′ on [0, T )×D , and, by applying the Arzela`-Ascoli theorem and equicontinuity
results from Section 9.2, we will prove that V ′ is continuous and that the convergence
is uniform on compact sets. Then we prove that V ′ → V as t → T , and that V ′ is
a viscosity supersolution. We prove that V ′ is a viscosity supersolution by using that
V is a viscosity supersolution of the penalized problem. By applying the comparison
principle 6.15 and Theorem 9.11, we see that V ′ = V .
Note that it is not necessary to prove the viscosity subsolution property of V ′. Instead
of proving the viscosity subsolution property of V ′, we apply the fact that V ≤ V for
all  > 0. The inequality V ≤ V implies that V ′ ≤ V . The comparison principle and
the viscosity supersolution property of V ′ implies that V ′ ≥ V . It follows that V ′ = V ,
and we manage to prove this without proving that V ′ is a viscosity subsolution.
First we prove, using Theorem 9.11, that V converges pointwise.
Lemma 10.8. The family of functions {V}>0 converges pointwise to a function V ′
on [0, T )×D when → 0.
Proof. Fix (t,X), and consider a decreasing sequence {n}n∈N converging towards 0. By
Theorem 9.11, {Vn(t,X)}n∈N is a monotonically increasing sequence that is bounded
by V (t,X), and therefore it is convergent. As described in the introduction to this
chapter, {V(t,X)}>0 converges as a net, not only sequentially, since V is monotone
in . uunionsq
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Based on the lemma above, we can define a function V ′ by the following definition.
Definition 10.9. Define V ′ : [0, T )×D → R by
V ′(t, x, y) := lim
→0
V(t, x, y).
Note that V ′ is not (yet) defined for t = T . We will extend the domain of V ′ to
include t = T later.
Lemma 10.8 says that V converges pointwise. However, it does not say anything
about the nature of the convergence, or of properties of the function V ′. We will focus
on these properties in the next theorems. First we apply the Arzela`-Ascoli theorem to
prove that all sequences {Vn}n∈N have a subsequence that converges uniformly to V ′.
We will also see that V ′ is continuous.
Lemma 10.10. For any sequence {n}n∈N converging towards 0, {Vn}n∈N has a sub-
sequence that converges uniformly to V ′ on compact subsets of [0, T )×D .
Proof. V satisfies the conditions of the Arzela`-Ascoli theorem (Theorem 2.25) by The-
orems 9.3, 9.2 and 9.18. By the Arzela`-Ascoli theorem, we see that {Vn}n∈N has a
subsequence that converges uniformly to a function V ′′. We know that {Vn}n∈N con-
verges pointwise to V ′, and this implies that V ′′ = V ′. uunionsq
Corollary 10.11. V ′ is continuous.
Proof. This follows directly from Lemma 10.10, as the limit function in the Arzela`-
Ascoli theorem is continuous. uunionsq
We will use Lemma 10.10 to show that {V}>0 converges uniformly to V ′ as a net.
First we need to prove the following technical lemma.
Lemma 10.12. Let f, fn : A→ R for some A ⊆ Rm for all n ∈ N. Suppose {fn}n∈N is
such that every subsequence {fnj}j≥1 has a further subsequence {fnjk}k≥1 that converges
to f in the L∞ norm. Then the sequence {fn}n∈N converges to f in the L∞ norm.
Proof. Suppose {fn}n∈N does not converge to f . Then there exist an  > 0 and a
sequence {fnj}j≥1 such that ‖fnj − f‖L∞ >  for j = 1, 2, . . .. The sequence {fnj}j≥1
has no subsequence {fnjk}k≥1 that converges to f . We have obtained a contradiction,
and therefore we see that {fn}n∈N converges to f . uunionsq
We are now ready to prove our first main result.
Theorem 10.13. The family of functions {V}>0 converges uniformly to V ′ on all
compact subsets of [0, T )×D , and V ′ is continuous.
Proof. We have already proved that V ′ is continuous (Corollary 10.11), so we will focus
on proving the first part of the theorem. Let {n}n∈N be any sequence converging to 0.
As described in the introduction to this chapter, it is sufficient to show that {Vn}n∈N
converges uniformly to V ′ on any compact subsets of [0, T ) × D . By Lemma 10.10,
we know that every subsequence of {Vn} has a further subsequence that converges
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uniformly to a continuous function V ′′. Since V converges to V ′, we see that V ′′ =
V ′. For continuous functions, convergence in the L∞ norm is the same as uniform
convergence. Therefore we can use Lemma 10.12 to deduce that {Vn} itself converges
uniformly to V ′. uunionsq
We will now prove that V ′ is a viscosity solution of (5.11) and (4.2). By uniqueness
results, it will follow that V ′ = V , where V is the value function of the original problem.
First we need to extend the domain of V ′ to also contain points where t = T . We want
to extend V ′ in such a way that V ′ becomes continuous, as this is one condition that
must be satisfied in order for V ′ to be a viscosity solution of (5.11) and (4.2).
Lemma 10.14. The function V ′ satisfies V ′(t, x, y)→ V (T, x, y) as t→ T .
Proof. The statement will be proved by contradiction. If V ′(t, x, y) 9 V (T, x, y), at
least one of the following statements must be true:
(1) There exist an ′ > 0 and a sequence {tn}n∈N such that tn → T− and V ′(tn, x, y)−
V (T, x, y) > ′ for all n ∈ N.
(2) There exist an ′ > 0 and a sequence {tn}n∈N such that tn → T− and V (T, x, y)−
V ′(tn, x, y) > ′ for all n ∈ N.
First we consider (1). Since V is continuous at (T, x, y) and tn → T , V (tn, x, y) <
V (T, x, y) + ′ for some n ∈ N. By Theorem 9.11, we also know that V ′(tn, x, y) <
V (tn, x, y). Combining these inequalities we get V ′(tn, x, y) < V (T, x, y) + ′, which is
a contradiction to the assumption we made in (1).
Now we consider (2). Find a t′ ∈ [0, T ) and a function ˆ : [t′ , T )→ R such that
V (T, x, y)− Vˆ(t)(t, x, y) < ′ (10.17)
for all t ∈ [t′ , T ). First we need to show that a such construction is possible.
Define t′ to be such that
W
(
X0,0T , Y
0,0
T
)
> W (x− c∗, y + βc∗)− ′/2
for all t > t′ , where X
0,0
s and Y
0,0
s are processes taking initial value x− c∗ and y+βc∗,
respectively, at time t, and c∗ ∈ [0, x] is chosen such that W (x−c∗, y+βc∗) is maximized.
We know that a t′ with the wanted properties can be found, because the development
of Xpi,Cs and Y
pi,C
s is deterministic and continuous if (pi,C) = (0, 0). We also know that
V(t, x− c∗, y + βc∗) = sup
(pi,C)∈Bt,x,y
E
[∫ T
t
e−δsU
(
Y pi,Cs
)
ds+W (Xpi,CT , Y
pi,C
T )
]
≥E
[∫ T
t
e−δsU
(
Y 0,0s
)
ds+W
(
X0,0T , Y
0,0
T
)]
≥W
(
X0,0T , Y
0,0
T
)
,
so
V(t, x− c∗, y + βc∗) > W (x− c∗, y + βc∗)− ′/2
for all  > 0 and t ∈ [t′ , T ).
Now fix t ∈ [t′ , T ), and define ˆ(t) to be such that
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Vˆ(t)(t, x, y) > max
c∈[0,x]
Vˆ(t)(t, x− c, y + βc)− ′/2.
It is possible to define such an ˆ(t) by Lemma 9.13. We see that (10.17) is satisfied, as
V (T, x, y)− Vˆ(t)(t, x, y)
<W (x− c∗, y + βc∗)− max
c∈[0,x]
Vˆ(t)(t, x− c, y + βc) + ′/2
<
(
Vˆ(t)(t, x− c∗, y + βc∗) + ′/2
)− max
c∈[0,x]
Vˆ(t)(t, x− c, y + βc) + ′/2
≤ ′
for all t ∈ [t′ , T ]. Now choose n ∈ N such that tn ≥ t′ . We have
V (T, x, y)− Vˆ(tn)(tn, x, y) < ′.
This is a contradiction to (2), since Vˆ(tn)(tn, x, y) < V
′(tn, x, y) by Theorem 9.11. uunionsq
We extend the domain of V ′ to t = T by defining
V ′(T, x, y) = lim
t→T−
V ′(t, x, y) = V (T, x, y).
By Lemma 10.14 and Theorem 10.13, we see that V ′ is continuous. Now as V ′ is defined
on the whole domain DT , we can prove that it is a viscosity supersolution of (5.11) and
(4.2).
Lemma 10.15. The function V ′ is a viscosity supersolution of (5.11) and (4.2) on
DT .
Proof. We have V ′(T,X) = V (T,X) for all X ∈ D by definition, and therefore V ′
satisfies (4.2). By Theorem 10.13 and Lemma 10.14, we see that V ′ is continuous.
What is left to prove, is that V ′ is a viscosity supersolution of (5.11) on DT .
Assume φ ∈ C1,2,1(DT ) ∩ C1(DT ) and (t,X) ∈ DT satisfy
(1) (t,X) is a global minimum of V ′ − φ on DT ,
(2) φ(X) > V ′(X),
(3) φ has compact support, and
(4) there is a constant ′ > 0 such that V ′(t,X)−φ(t,X) < V ′(t′, X ′)−φ(t′, X ′)−′
for all other minima (t′, X ′) of V ′ − φ.
We see that V ′ is continuous by Theorems 10.14 and 10.13, and therefore V ′ a
viscosity supersolution of (5.11) if we can prove that:
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)} ≤ 0. (10.18)
Assume {n}n∈N is a sequence of positive numbers converging to 0, and that (tn , Xn)
is a global minimum of Vn − φ. First we will show that (tn , Xn)→ (t,X) as n→∞.
Fix a > 0. We want to show that |(tn , Xn)→ (t,X)| < a for all sufficiently large n.
By assumption (4), there is a ball B around (t,X) and an b > 0, such that
(V ′ − φ)(t,X) < (V ′ − φ)(t′, X ′)− b
for all (t′, X ′) ∈ DT \B. We may choose B so small that it has radius smaller than a.
By Theorem 10.13, V converges uniformly to V ′ on supp(φ). Therefore there exists
an c > 0 such that V ′(t′, X ′)− V(t′, X ′) < b for all (t′, X ′) ∈ supp(φ) and all  < c.
All global minima of V − φ must be inside B for  < c:
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1. For (t′, X ′) ∈ supp(φ)\B, we have
(V − φ)(t′, X ′) = (V − V ′)(t′, X ′) + (V ′ − φ)(t′, X ′)
> (−b) +
(
(V ′ − φ)(t,X) + b
)
= (V ′ − φ)(t,X)
≥ (V − V ′)(t,X) + (V ′ − φ)(t,X)
= (V − φ)(t,X),
so a global minimum for V − φ cannot lie in supp(φ)\B.
2. For (t′, X ′) ∈ DT \supp(φ), we have (V − φ)(t′, X ′) = V(t′, X ′) ≥ 0. We also know
that (V − φ)(t,X) = (V − V ′)(t,X) + (V ′ − φ)(t,X) < 0 by Theorem 9.11 and
assumption (2), so V − φ cannot have a global minimum in DT \supp(φ).
We have |(t, X)−(t,X)| < a for all  < c, since the radius of B was smaller than a.
Choose an N ∈ N such that n < c for all n ≥ N . Now we have |(tn , Xn)−(t,X)| < a
for all n ≥ N , and we have proved that (tn , Xn)→ (t,X).
Since Vn is a viscosity supersolution of (8.3) and (tn , Xn) is a minimum of Vn −φ,
we know that
F
(
tn , Xn , DXφ,D
2
Xφ,I
pi(tn , Xn , φ)
)
+
1
n
max
{
G(DXφ)(tn , Xn); 0
} ≤ 0. (10.19)
We see that
F
(
tn , Xn , DXφ,D
2
Xφ,I
pi(tn , Xn , DXφ)
)→ F (t,X,DXφ,D2Xφ,I pi(t,X,DXφ))
as n → ∞, by Lemma 6.3, because (tn , Xn) → (t,X), and because U and φ are
continuous. The term 1n max
{
G
(
φ(tn , Xn)
)
; 0
}
is non-negative for all n ∈ N, and
therefore we see by (10.19) that
F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X,DXφ)
) ≤ 0. (10.20)
The term 1n max
{
G
(
φ(tn , Xn)
)
; 0
}
must be bounded as n → ∞, as it is non-
negative, F
(
tn , Xn , DXφ,D
2
Xφ,I
pi(tn , Xn , φ)
)
is bounded and (10.19) is satisfied.
We cannot have G
(
DXφ(t,X)
)
> 0, because this would imply that
1
n
max
{
G
(
DXφ(tn , Xn)
)
; 0
}
blew up when n→∞, so we have
G
(
DXφ(t,X)
) ≤ 0. (10.21)
Inequalities (10.20) and (10.21) imply that (10.18) is satisfied. uunionsq
By applying the above lemma and the comparison result 6.15, we are able to prove
Theorem 10.1.
Proof of Theorem 10.1: We have proved that {V}>0 converges uniformly to a
function V ′ ∈ C(DT ) on [0, T )×D . By Lemma 10.15, V ′ is a supersolution of (5.11) on
DT , and satisfies (4.2). The value function V is a subsolution of (5.11) on [0, T ) × D ,
and satisfies (4.2). It follows by Theorem 6.15 that V ≤ V ′. On the other hand, we
know that V ′ ≤ V , since V ≤ V for all  > 0. We see that V ′ = V , i.e., V ′ is the unique
viscosity solution of (5.11) and (4.2) in C ′γ∗(DT ).
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10.4 Convergence to viscosity solution, proof II
This section contains the second proof of Theorem 10.1. The difference from the proof
in Section 10.3, is that we have replaced W by Ŵ as terminal utility function, i.e., (8.5)
holds instead of (8.4). This replacement makes the proof slightly easier, as we can show
that {V}>0 is equicontinuous on DT (not only on [0, T )×D), and V converges to V
on the whole domain DT .
The proof becomes easier because V (T, x, y) = V(T, x, y) for all  > 0 and all
(x, y) ∈ D , if we replace W by Ŵ . If W (x, y) 6= Ŵ (x, y) for some (x, y) ∈ D , and we
do not replace W by Ŵ , we have V (T, x, y) 6= V(T, x, y) and V(T, x, y) 9 V (T, x, y).
But V(t, x, y)→ V (t, x, y) for all t < T , so {V}>0 is obviously not equicontinuous at
T . If V (T, x, y) = V(T, x, y), on the other hand, it is easy to prove equicontinuity at
T , see Lemma 10.16 and Theorem 10.17 below. Figure 10.1 illustrates the difference
between using W and Ŵ as terminal utility function.
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Fig. 10.1: Plots of the value function V for x = 5, y = 5. The terminal time of the problem if
T = 5. When W is the terminal utility function, V only converges to V for t < T . When Ŵ is
the terminal utility function, V converges to V for all t ∈ [0, T ].
The main procedure of the proof is similar to the one in Section 10.3, and we will
focus on the differences between the two proofs in this section. The first lemma we
will prove is a new version of Lemma 9.17 from Section 9.2, which says that {V}>0 is
left-equicontinuous on the whole domain DT .
Lemma 10.16. The family of functions {V}>0 is left-equicontinuous in t on DT , i.e.,
for each (t, x, y) ∈ DT , there is an ω : [0, T ]→ R, such that ω(0) = 0, ω is continuous
at 0 and
|V(t, x, y)− V(t′, x, y)| ≤ ω(|t− t′|)
for all t′ ∈ [0, t) and  > 0.
Proof. Lower semi-continuity can be proved exactly as before. We also know that V
is upper semi-continuous from the left uniformly in  > 0 for t < T , so what is left to
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prove, is that V is upper semi-continuous, uniformly in , for t = T . We want to prove
that, given any ′ > 0, there is a ς > 0 such that
V(t,X)− V(T,X) < ′
for all  > 0 and t ∈ (T − ς, T ). As in the proof of Lemma 9.17, the problem can be
reduced to showing that there is a ς > 0 such that
V(T, x− c, y + βc)− V(T, x, y) < ′
for all c ∈ [0,min{x; ς/}], t ∈ (T − ς, T ) and  > 0. This result obviously holds, as
V(T, x− c, y + βc) = Ŵ (x− c, y + βc)
≤ Ŵ (x, y)
=V(T, x, y),
and the lemma is proved. uunionsq
Using the lemma above instead of Lemma 9.17, we can prove that V is equicontinuous
at the whole domain DT . It corresponds to Theorem 9.18 in the case where we use the
original function W .
Theorem 10.17. The family of functions V is equicontinuous at DT , i.e., for each
(t, x, y) ∈ DT , there exists a function ω : DT → R, such that
|V(t, x, y)− V(t′, x′, y′)| < ω(|t− t′|, |x− x′|, |y − y′|)
for all (t′, x′, y′) ∈ DT .
Proof. See the proof of Theorem 9.18. uunionsq
As in the previous section, we can prove that V is pointwise convergent, but in this
section we will define V ′ as the limit of V on DT , instead of the limit of V on [0, T )×D .
Definition 10.18. Define V ′ : DT → R by
V ′(t,X) = lim
→0
V(t,X).
As in the previous section, we know nothing about the smoothness of V ′ or the nature
of the convergence of V, but by using the Arzela`-Ascoli theorem and the lemma above,
we obtain the following theorem.
Theorem 10.19. The family of functions V converges uniformly to V ′ on compact
subsets of DT when → 0, and V ′ is continuous.
Proof. See the proof of Theorem 10.13. uunionsq
We can prove that V ′ is a viscosity supersolution of (5.11) and (4.2) just as in the
previous section. Note that we do not have to extend the domain of V ′ to t = T , or
to prove that limt→T V ′(t, x, y) = V (T, x, y), as V ′ already is defined for t = T , and
V ′(T, x, y) = Ŵ (x, y) = V (T, x, y) for all (x, y) ∈ D . Again the reader is referred to
Section 10.3 for a proof.
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Lemma 10.20. V ′ is a viscosity supersolution of (5.11) and (4.2).
Proof. See the proof of Lemma 10.24. uunionsq
As in the previous section, we use Theorem 9.11 and Lemma 10.20 to conclude that
V ′ is the unique viscosity solution of (5.11) and (4.2) in C ′γ∗(DT ), and Theorem 10.1
is proved.
10.5 Convergence to viscosity solution, proof III
This section contains our third proof of Theorem 10.1 in the general case. The proof
employs a weaker definition of subsolutions and supersolutions than the one used in
other parts of the thesis, and is based upon a strong comparison principle we will not
prove.
We will let the terminal condition of V be given by Ŵ instead of W , as this implies
that V (T, x, y) = Ŵ (x, y) = V(T, x, y) for all  > 0 and all (x, y) ∈ D . We will not
apply any previously proved results of this chapter or Chapter 9, except that
(I) V is the unique viscosity solution of (8.3) and (8.5) in C ′γ∗(DT ),
(II) there is a function V˜ ∈ C ′γ∗(DT ), such that
0 < V(t,X) < V˜ (t,X) (10.22)
for all (t,X) ∈ DT and  > 0, and
(III) {V}>0 is equicontinuous at (T, x, y) for all (x, y) ∈ D .
The claim (I) follows from Theorems 9.5 and 9.9, while (II) follows from Lemma 9.12.
The only result from this chapter or Chapter 9 we need to prove (III), is that V ≤ V :
On one hand, we have
V(t, x, y) ≥E
[∫ T
t
e−δsU
(
Y 0,0s
)
ds+W (X0,0T , Y
0,0
T )
]
=
∫ T
t
e−δsU
(
ye−β(s−t)
)
ds+ Ŵ
(
xerˆ(T−t), ye−β(T−t)
)
≥ Ŵ (x, y)− ωcW
(
xerˆ(T−t) − x, y − ye−β(T−t)
)
=V(T, x, y)− ωcW
(
xerˆ(T−t) − x, y − ye−β(T−t)
)
(10.23)
for all (t, x, y) ∈ DT , all  > 0 and a modulus of continuity ωcW for Ŵ , so V is lower
semi-continuous for t = T , uniformly in . On the other hand, we have
V(t, x, y) ≤ V (t, x, y) ≤ Ŵ (x, y) + ωV
(|T − t|, 0, 0) = V(T, x, y) + ωV (|T − t|, 0, 0)
(10.24)
for a modulus of continuity ωV of V , since V ≤ V . It follows that V is upper semi-
continuous at t = T , uniformly in , and (III) is proved.
We attack the problem from another angle than we did in Sections 10.3 and 10.4,
as the proofs in these sections are based upon the monotonicity of V in  and the
equicontinuity of V. In Sections 10.3 and 10.4 we first prove that V converge uniformly,
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and then that the limit function is V . In this section we first prove that V → V
pointwise, and then that the convergence is uniform.
The idea of the proof in this section is to define functions V and V by the limsup and
liminf operations, respectively. We will prove that V is a weak viscosity subsolution,
and that V is a weak viscosity supersolution of (5.11) and (4.2). By the comparison
principle, we will have V ≤ V . On the other hand we know by definition that V ≤ V ,
so we can conclude that V = V and that V ′ := V = V is the unique viscosity solution
of (5.11) and (4.2) in C ′γ∗(DT ).
First we will give the definition of weak subsolutions and supersolutions. The defini-
tion is weaker in the sense that a viscosity subsolution (supersolution) always will be a
weak viscosity subsolution (supersolution), while the converse result does not hold.
Definition 10.21 (Weak subsolutions and supersolutions). Let OT ⊆ DT . A
function v ∈ USC(DT )
(
v ∈ LSC(DT )
)
is a weak subsolution (weak supersolution) of
(5.11) in OT if and only if we have, for every (t,X) ∈ OT and φ ∈ C1,2,1(DT )∩C1(DT )
such that (t,X) is a global maximum (minimum) relative to OT of v − φ,
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)} ≥ 0 (≤ 0).
The definition of subsolutions and supersolutions above is weaker than the definition
given in Definition 6.2. However, we may give a definition of viscosity solutions based
on the definition above, which is equivalent to the “old” definition of viscosity solutions.
Lemma 10.22. The function v : C(DT ) is a viscosity solution of (5.11) if and only if it
is a weak viscosity subsolution of (5.11) on [0, T )×D , and a weak viscosity supersolution
of (5.11) on DT .
Proof. This follows directly from Definition 6.2 and Definition 10.21. uunionsq
We will assume that we have a strong comparison principle, i.e., that the following
theorem holds.
Theorem 10.23 (Strong Comparison Principle). Suppose v ∈ USC(DT ) is a weak
subsolution of (5.11) on [0, T )×D , v ∈ LSC(DT ) is a weak supersolution of (5.11) on
DT , and that v ≤ v for t = T . Then v ≤ v on DT .
It is relatively easy to prove a strong comparison principle in the case of Dirichlet
boundary conditions, as the proof of Theorem 6.15 can be directly adapted to this
case. See [35]. It is more difficult to generalize the proof to state constraint problems,
as we do not know anything about the value of v − v ∈ USC(DT ) at the boundary of
D . Using notation from the proof of Theorem 6.15, we see that the function Φ has a
maximum somewhere in DT , but the maximum value could be taken at a point in Γ
where v or v is discontinuous. In [40] and [41] it is explained how one can handle the
state constraint boundary condition by constructing a more appropriate test function,
but we will not adapt that proof to the current problem here.
The two following lemmas show that we may make some additional assumptions on
the function φ in Definition 10.21. The lemmas may be proved in exactly the same way
as Lemmas 6.5 and 6.6.
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Lemma 10.24. The function v ∈ USC(DT ) is a viscosity subsolution of (5.11) on
OT ⊂ DT if and only if
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)} ≥ 0 (10.25)
for all φ ∈ C1,2,1(DT ) ∩ C1(DT ) and (t,X) ∈ DT that satisfies these conditions:
(1) (t,X) is a global maximum of v − φ on OT , and there is an ′ > 0 such that
(v − φ)(t′, X ′) < (v − φ)(t,X)− ′ for all other maxima (t′, X ′),
(2) (v − φ)(t,X) = a(t,X) for some given function a : DT → [0,∞), and
(3) limx→∞,y→∞ φ(t, x, y)/(x+ y) 6= 0.
Lemma 10.25. The function v ∈ LSC(DT ) is a viscosity supersolution of (5.11) on
OT ⊂ DT if and only if
max
{
G(DXφ); φt + F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
)} ≤ 0 (10.26)
for all φ ∈ C1,2,1(DT ) ∩ C1(DT ) and (t,X) ∈ DT that satisfies these conditions:
(1) (t,X) is a global minimum of v − φ on OT , and there is an ′ > 0 such that
(v − φ)(t′, X ′) > (v − φ)(t,X) + ′ for all other minima (t′, X ′),
(2) (v − φ)(t,X) = −a(t,X) for some given function a : DT → [0,∞), and
(3) φ has compact support.
Now we define the functions V and V .
Definition 10.26. Define U , U  : DT → R, V ∈ USC(DT ) and V ∈ LSC(DT ) by
U (t, x, y) = sup
ˆ≤
{
Vˆ(t′, x′, y′) : |(t, x, y)− (t′, x′, y′)| ≤ ˆ
}
,
U (t, x, y) = inf
ˆ≤
{
Vˆ(t′, x′, y′) : |(t, x, y)− (t′, x′, y′)| ≤ ˆ
}
,
V (t, x, y) = lim
→0
U (t, x, y)
and
V (t, x, y) = lim
→0
U (t, x, y).
We call the function V for the upper semi-continuous envelope of V , and we call the
function V for the lower semi-continuous envelope of V . It is explained in Chapter 6
of [15] that V and V are well-defined, and that V ∈ USC(DT ) and V ∈ LSC(DT ).
Note that V and V are not identical to the pointwise limit superior and pointwise limit
inferior, respectively, of V, as we take supremum/infimum over a neighbourhood of
each point. The proofs below would work if we had defined V and V by the pointwise
limit superior and pointwise limit inferior operations. In fact, they would be easier, as
we would not have to use equicontinuity to prove that V = V for t = T . However, it
is not as easy to prove that the functions are semi-continuous if we define them by the
pointwise limsup and liminf operations, and therefore we use the definitions above.
The functions U  and U  will be used in several proofs below, and the following
lemma states some of these functions’ properties.
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Lemma 10.27. The function U  decreases as  decreases, and U  increases as  de-
creases. We have U  ∈ LSC(DT ) and U  ∈ USC(DT ) for all  > 0.
Proof. We see directly from the definition that U  decreases as  decreases, and that
U  increases as  decreases. We will only prove that U  ∈ LSC(DT ), as we can prove
that U  ∈ USC(DT ) by a similar argument. Assume U  /∈ LSC(DT ). Then there is an
′ > 0 and a sequence {(tn, Xn)}n∈N in DT converging to a (t,X) ∈ DT , such that
U (t,X)− U (tn, Xn) > ′
for all n ∈ N. By the definition of U , there is an ˆ ≤  and a (t′, X ′) ∈ N
(
(t,X), ˆ
)
such that
U (t,X) < Vˆ(t
′, X ′) + ′/2.
Let {(t′n, X ′n)} be a sequence converging to (t′, X ′), such that (t′n, X ′n) ∈ N
(
(tn, Xn), ˆ
)
for all n ∈ N. We have
U (tn, Xn) ≥ Vˆ(t′n, X ′n),
so
Vˆ(t′, X ′)− Vˆ(t′n, X ′n) > (U (t,X)− ′/2)− U (tn, Xn) > ′/2.
This is a contradiction to the fact that Vˆ is continuous, and we see that U  ∈ LSC(DT ).
uunionsq
By applying Lemma 10.24, we will show that V is a weak subsolution of (5.11).
We proceed similarly as in the proof of Theorem 10.15: We assume V − φ has a global
maximum at (t∗, X∗), and show that a global maximum of Vn−φ converges to (t∗, X∗)
for a sequence {n}n∈N converging to 0. Using that Vn is a subsolution of the penal-
ization problem, we use convergence arguments for G and F to show that V also is a
subsolution.
Lemma 10.28. The function V is a weak subsolution of (5.11) and (4.2) on [0, T )×D .
Proof. We have V (T, x, y) = V(T, x, y) = Ŵ (x, y) for all (x, y) ∈ D , since {V}>0
is equicontinuous at (T, x, y). What is left to prove, is therefore that V (t, x, y) is a
viscosity subsolution on [0, T )×D .
Let φ ∈ C1,2,1(DT )∩C1(DT ) and (t∗, X∗) ∈ [0, T )×D satisfy the following conditions:
(1) (t∗, X∗) is a global maximum of V − φ on [0, T )×D , and there is an ′ > 0 such
that (V −φ)(t,X) < (V −φ)(t∗, X∗)−2′ for all other maxima (t,X) ∈ [0, T )×D ,
(2) (V − φ)(t∗, X∗) = 0, and
(3) limx→∞,y→∞ φ(t, x, y)/(x+ y) 6= 0.
By Lemma 10.24, V is a subsolution if we can prove that (10.25) holds for φ. Note that
the inequality in (1) remains valid if we decrease ′, and we will define a sufficiently
small value of ′ below.
By definition, there are sequences {n}n∈N converging to 0 and {(tn, Xn)}n∈N con-
verging to (t∗, X∗), such that
10.5 Convergence to viscosity solution, proof III 147
V (t∗, X∗) = lim
n→∞Vn(tn, Xn).
Let (t′n, X ′n) be a maximum of Vn − φ. We know that Vn ≤ V˜ ∈ Cγ′(DT ) by (10.22),
so φ − Vn → ∞ when x, y → ∞ by (3). Therefore all maxima of Vn − φ must be on
some compact domain OT ⊂ DT , where OT is independent of n.
We will show by contradiction that
lim
n→∞(t
′
n, X
′
n) = (t
∗, X∗). (10.27)
Assume (t′n, X ′n) 9 (t∗, X∗). We can assume without loss of generality that (t′n, X ′n)
converges to (t¯, X¯) 6= (t∗, X∗) for some (t¯, X¯) ∈ DT because OT is compact: If (tn, Xn)
was not convergent, we could obtained a convergent sequence by taking a subsequence.
By choosing ′ > 0 sufficiently small, we can assume
(V − φ)(t¯, X¯) < (V − φ)(t∗, X∗)− 2′ = −2′.
We see that
lim
n→∞U n(t
′
n, X
′
n) ≤ V (t¯, X¯),
since V ∈ USC(DT ). It follows that
lim
n→∞U n(t
′
n, X
′
n) ≤ V (t¯, X¯) < φ(t¯, X¯)− 2′ = limn→∞φ(t
′
n, X
′
n)− 2′,
and using Vn ≤ U n , we see see that
Vn(t
′
n, X
′
n) ≤ φ(t′n, X ′n)− ′ (10.28)
for sufficiently large n. Since V (t∗, X∗) = φ(t∗, X∗), limn→∞ Vn(tn, Xn) = V (t∗, X∗)
and limn→∞ φ(tn, Xn) = φ(t∗, X∗),
Vn(t
∗, X∗) > φ(t∗, X∗)− ′
for all sufficiently large n. This is a contradiction to (10.28), since (t′n, X ′n) should be a
global maximum of Vn − φ. We can conclude that (10.27) holds.
Since Vn is a subsolution, we have
F
(
t′n, X
′
n, DXφ,D
2
Xφ,I
pi(t′n, X
′
n, φ)
)
+
1
n
max{G(DXφ(t′n, X ′n)); 0} ≥ 0. (10.29)
By Lemma 6.3 and the continuity of DXφ and D2Xφ, we have
F
(
t′n, X
′
n, DXφ,D
2
Xφ,I
pi(t′n, X
′
n, φ)
)→ F (t,X,DXφ,D2Xφ,I pi(t,X, φ)),
and
G
(
DXφ(t′n, X
′
n)
)→ G(DXφ(t,X)).
We consider two different cases, depending on whether (1) G
(
DXφ(t,X)
) ≥ 0 or (2)
G
(
DXφ(t,X)
)
< 0:
(1) If G
(
DXφ(t,X)
) ≥ 0, we see immediately that (10.25) holds holds.
(2) IfG
(
DXφ(t,X)
)
< 0, we see from 10.29 that F
(
t′n, X ′n, DXφ,D2Xφ,I
pi(t′n, X ′n, φ)
) ≥
0 for sufficiently large n, so F
(
t,X,DXφ,D
2
Xφ,I
pi(t,X, φ)
) ≥ 0 and (10.25) holds
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In both cases we see that (10.25) holds, and the lemma is proved. uunionsq
Now we will show that V is a weak supersolution by employing Lemma 10.25 and
using a similar technique as above.
Lemma 10.29. The function V is a weak supersolution of (5.11) and (4.2) on DT .
Proof. V (T, x, y) = V(T, x, y) = Ŵ (x, y) for all (x, y) ∈ D , since {V}>0 is equicon-
tinuous at (T, x, y). What is left to prove, is therefore that V (T, x, y) is a viscosity
supersolution on DT .
Let φ ∈ C1,2,1(DT ) ∩ C1(DT ) and (t∗, X∗) satisfy the following conditions:
(1) (t∗, X∗) is a global minimum of V − φ on DT , and there is an ′ > 0 such that
(V − φ)(t,X) < (V − φ)(t∗, X∗) + 2′ for all other minima (t,X) ∈ DT ,
(2) (V − φ)(t∗, X∗) = 0, and
(3) φ has compact support.
By Lemma 10.25, V is a supersolution if we can prove that (10.26) holds for φ. Note
that the inequality in (1) remains valid if we decrease ′, and we will define a sufficiently
small value of ′ below.
By definition, there are sequences {n}n∈N converging to 0 and {(tn, Xn)}n∈N con-
verging to (t∗, X∗), such that
V (t∗, X∗) = lim
n→∞Vn(tn, Xn).
Let (t′n, X ′n) be a minimum of Vn − φ. Since Vn > 0 if x > 0 or y > 0, and φ has
compact support, all minima of Vn − φ must be on some compact domain OT ⊆ DT ,
where OT is independent of n.
We will show by contradiction that
lim
n→∞(t
′
n, X
′
n) = (t
∗, X∗). (10.30)
Assume (t′n, X ′n) 9 (t∗, X∗). We can assume without loss of generality that (t′n, X ′n)
converges to (t¯, X¯) 6= (t∗, X∗) for some (t¯, X¯) ∈ DT : If (t′n, X ′n) was not convergent,
we could obtained a convergent sequence by taking a subsequence. By choosing ′ > 0
sufficiently small, we can assume
(V − φ)(t¯, X¯) > (V − φ)(t∗, X∗) + 2′ = 2′.
We see that
lim
n→∞V n(t
′
n, X
′
n) ≥ V (t¯, X¯),
since V ∈ LSC(DT ). It follows that
lim
n→∞U n(t
′
n, X
′
n) ≥ V (t¯, X¯) > φ(t¯, X¯) + 2′ = limn→∞φ(t
′
n, X
′
n) + 2
′,
and using Vn ≥ U n we see see that
Vn(t
′
n, X
′
n) ≥ φ(t′n, X ′n) + ′
for sufficiently large n. Since V (t∗, X∗) = φ(t∗, X∗), limn→∞ Vn(tn, Xn) = V (t∗, X∗)
and limn→∞ φ(tn, Xn) = φ(t∗, X∗),
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Vn(tn, Xn) < φ(tn, Xn) + 
′
for all sufficiently large n. This is a contradiction to (10.28), since (t′n, X ′n) should be a
global minimum of Vn − φ. We can conclude that (10.30) holds.
Since Vn is a supersolution, we have
F
(
t′n, X
′
n, DXφ,D
2
Xφ,I
pi(t′n, X
′
n, φ)
)
+
1
n
max
{
G
(
DXφ(t′n, X
′
n)
)
; 0
} ≤ 0. (10.31)
By Lemma 6.3 and the continuity of DXφ and D2Xφ, we have
F
(
t′n, X
′
n, DXφ,D
2
Xφ,I
pi(t′n, X
′
n, φ)
)→ F (t,X,DXφ,D2Xφ,I pi(t,X, φ)),
and
G
(
DXφ(t′n, X
′
n)
)→ G(DXφ(t,X)).
We cannot have G
(
DXφ(t,X)
)
> 0, as this would imply that the left-hand side of
(10.31) converge to ∞ as n→∞, so
G
(
DXφ(t,X)
) ≤ 0. (10.32)
Since 1n max
{
G
(
DXφ(t′n, X ′n)
)
; 0
}
is non-negative and (10.31) holds for all n ∈ N, we
see that
F
(
t′n, X
′
n, DXφ,D
2
Xφ,I
pi(t′n, X
′
n, φ)
) ≤ 0. (10.33)
It follows that (10.26) holds, and the lemma is proved. uunionsq
We will now use the strong comparison principle to prove that V = V = V , which
will implies that V converges pointwise to V .
Lemma 10.30. The family of functions {V}>0 converges pointwise to V on DT as
→ 0.
Proof. We know that V (T, x, y) = Ŵ (x, y) = V (T, x, y) for all (x, y) ∈ D by Lemmas
10.28 and 10.29. Lemma 10.28, Lemma 10.29 and the strong comparison principle
Theorem 10.23 therefore imply that
V (t, x, y) ≤ V (t, x, y)
for all (t, x, y) ∈ DT . On the other hand, we see by the definition of V and V that
V ≥ V on DT . We can conclude that there is a function V ′ : DT → R that satisfies
V ′ = V = V ,
and we see that
V ′ = lim
→0
V
and V ′ ∈ C(DT ). It follows from Lemma 10.22 that V ′ is a viscosity solution of (5.11)
and (4.2), and V ′ ∈ C ′γ∗(DT ) as V ′ ≤ V˜ ∈ C ′γ∗(DT ). By uniqueness of viscosity solutions
in C ′γ∗(DT ) (Theorem 6.16), we can conclude that V ′ = V . uunionsq
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The only result that is left to prove, is that the convergence of V to V is uniform
on compact subsets. Note that this does not follow directly from the continuity of V
and V . We will prove the result by using that V can be expressed by the limsup and
liminf operations applied on V.
Proof of Theorem 10.1: We want to prove that the convergence of V to V is uniform.
Let OT ⊂ DT be compact. We want to prove that, given any ′ > 0, there is an ∗ > 0
such that
(V − V )(t,X) < ′ and (V − V)(t,X) > ′
for all  ∈ (0, ∗) and (t,X) ∈ OT .
We will only prove that (V − V )(t,X) < ′, as (V − V)(t,X) > ′ can be proved by
the exact same argument. The result will be proved by contradiction. Assume there is
an ′ > 0 and sequences {(tn, Xn)}n∈N and {n}n∈N with n → 0, such that
(Vn − V )(tn, Xn) > ′ (10.34)
for all n ∈ N. Since OT is compact, we may assume {(tn, Xn)} is convergent. Define
(t∗, X∗) = limn→∞(tn, Xn). We may also assume that {n}n∈N and |(tn, Xn)− (t∗, X∗)|
are decreasing.
Define
Û n(t,X) = sup
≤n
{
V(t′, X ′) : |(t,X)− (t′, X ′)| ≤ |(tn, Xn)− (t∗, X∗)|
}
,
Û n(t,X) = inf
≤n
{
V(t′, X ′) : |(t,X)− (t′, X ′)| ≤ |(tn, Xn)− (t∗, X∗)|
}
,
V̂ (t,X) = lim
n→∞ Û n(t,X)
and
V̂ (t,X) = lim
n→∞ Û n(t,X).
We can repeat the proofs above with Û n , Û n , V̂ and V̂ instead of U n , U n , V and V ,
and therefore we see that V̂ = V . By the definition of Û n , we have
Û n(t
∗, X∗) ≥ Vn(tn, Xn)
for all n ∈ N. For sufficiently large n, we have
V̂ (t∗, X∗) ≥ Û n(t∗, X∗)− ′/2.
It follows that
V (t∗, X∗) = V̂ (t∗, X∗) ≥ Û n(t∗, X∗)− ′/2 ≥ Vn(tn, Xn)− ′/2
for sufficiently large n. This is a contradiction to (10.34), because V (tn, Xn) →
V (t∗, X∗). We conclude that the convergence of V to V is uniform, and the theo-
rem is proved. uunionsq
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10.6 Rate of Convergence
In this section we will find an estimate for the rate of convergence of V to V . We will
not give a proof for the general case, only under the following assumptions:
(1) V is a classical solution of the terminal value problem (5.11) and (4.2), and V is
a classical solution of the terminal value problem (8.3) and (8.4) for all  > 0. All
derivatives of V converge to the corresponding derivatives of V when → 0.
(2) There is constant R > 0 and an ∗ > 0 such that∣∣(V)t + F (t,X,DXV, D2XV,I pi(t,X, V))∣∣ ≤ R(1 + x+ y)γ , (10.35)
for all (t,X) ∈ DT and  < 2∗.
Provided these assumptions hold, we will prove that the difference between V and V
in the L∞ norm is at most linear on compact subsets of [0, T ) × DT . We will let the
terminal condition of V be given by (8.4). If we replace W by Ŵ , the proof can be
done similarly, except that the rate of convergence is valid on compact subsets of DT ,
not only on compact subsets of [0, T )×D .
There are of course many cases where assumptions (1)-(2) do not hold. However,
estimates holding for classical solutions of HJB equations often also hold for general
solutions, and assumption (2) can be expected to hold in many cases. Since V is of order
O
(
(1 + x+ y)γ
)
(Lemma 9.3), and V is concave and increasing (Lemma 9.1), we must
have |Vx(t,X)| ≤ R′(x+y)γ−1, |Vy(t,X)| ≤ R′(x+y)γ−1 and |Vxx(t,X)| ≤ R′(x+y)γ−2
for some constant R′ > 0 and large X. Therefore the estimate (10.35) holds for fixed
. In the proof below we need a result saying that the constant R can be chosen
independently of . We know that the left-hand side of (10.35) converges uniformly
to the corresponding expression with V on compact subsets of [0, T )×D , but we have
no results of uniformity on the whole domain [0, T ) × D . We note that (10.35) holds
for all  < ∗ in the special case where the left-hand side of (10.35) is monotone (either
increasing or decreasing) in .
To prove our result, we will first find an estimate for the difference between V(t,X)
for two values of . Then we will use this estimate to prove that the difference between
V and V is at most linear in . We will use the comparison principle of Theorem 9.8 to
show that V− V2 is bounded by L for some L > 0. The idea is to prove that V2 + g
is a viscosity supersolution of (8.3) with penalty parameter  for some function g and
all  > 0, where the functions g are bounded uniformly in  on some bounded subset
DT ⊂ [0, T )×D .
Lemma 10.31. Assume DT ⊂ DT is bounded. Then there are functions w1, w2 ∈
C∞(DT ) such that, for all  < ∗,
(1) V2+w1+w2 is a viscosity supersolution of the penalty equation (8.3) with penalty
parameter , and
(2) w2 ≡ 0 in DT .
Proof. We define w1 ∈ C∞(DT ) by
w1(t, x, y) = Ke−δt(1 + χγ¯),
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where χ and γ¯ are defined as in Lemma 6.10, and K > 0 is some large constant that
will be defined below. Proceeding as in the proof of Lemma 6.10, we see that w1 is a
viscosity supersolution of (5.11) for sufficiently large values of K.
We define w2 ∈ C∞(DT ) and D′T to be a function and a set, respectively, satisfying
(I) DT ⊂ D′T ⊂ DT and D′T is bounded,
(II) w2 ≡ 0 in DT ,
(III) w2 = Ke−δt
(
1 + (βx+ y)
)γ outside D′T , and
(IV) (w2)t + F
(
t,X,DXw2, D
2
Xw2,I
pi(t,X,w2)
) ≤ e−δtU(y), G(DXw2) ≤ 0 every-
where.
It is easy to find w2 and D′T satisfying (I)-(III). Since the inequalities mentioned in
(IV) are satisfied by w2 = 0 and w2 = Ke−δt
(
1 + (βx + y)
)γ , we see that we can find
w2 and D′T satisfying (I)-(IV).
We want to show that
V̂t + F
(
t,X,DX V̂ , D
2
X V̂ ,I
pi(t,X, V̂ )
)
+
1

max
{
G(DX V̂ ); 0
} ≤ 0, (10.36)
where V̂ = V2 + w1 + w2. First suppose G(DX V̂ ) ≤ 0. Using (IV), that V2 is a
classical solution of (8.3) with penalty parameter 2, and that w1 is a supersolution of
(5.11), we get
V̂t + F
(
t,X,DX V̂ , D
2
X V̂ ,I
pi(t,X, V̂ )
)
+
1

max
{
G(DX V̂ ); 0
}
= V̂t + F
(
t,X,DX V̂ , D
2
X V̂ ,I
pi(t,X, V̂ )
)
≤ (V2)t + F
(
t,X,DXV2, D
2
XV2,I
pi(t,X, V2)
)
+ 
(
(w1)t + F
(
t,X,DXw1, D
2
Xw1,I
pi(t,X,w1)
))
+ (w2)t + F
(
t,X,DXw2, D
2
Xw2,I
pi(t,X,w2)
)− 2e−δtU(y)
= − 1

max{G(V2); 0}+ 
(
(w1)t + F
(
t,X,DXw1, D
2
Xw1,I
pi(t,X,w1)
))
+ (w2)t + F
(
t,X,DXw2, D
2
Xw2,I
pi(t,X,w2)
)− 2e−δtU(y)
≤ 0,
so (10.36) holds. Now suppose G(DX V̂ ) ≥ 0. We get
V̂t + F
(
t,X,DX V̂ , D
2
X V̂ ,I
pi(t,X, V̂ )
)
+
1

max
{
G(DX V̂ ); 0
}
= V̂t + F
(
t,X,DX V̂ , D
2
X V̂ ,I
pi(t,X, V̂ )
)
+
1

G(DX V̂ )
≤
(
(V2)t + F
(
t,X,DXV2, D
2
XV2,I
pi(t,X, V2)
)
+
1
2
G(DXV2)
)
+ 
(
(w1)t + F
(
t,X,DXw1, D
2
Xw1,I
pi(t,X,w1)
))
+ (w2)t + F
(
t,X,DXw2, D
2
Xw2,I
pi(t,X,w2)
)− 2e−δtU(y)
+
1
2
G(DXV2) +G(DXw1) +
1

G(DXw2)
≤ (w2)t + F
(
t,X,DXw2, D
2
Xw2,I
pi(t,X,w2)
)− e−δtU(y)
−
(
(V2)t + F
(
t,X,DXV2, D
2
XV2,I
pi(t,X, V2)
))
+G(DXw1).
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We obtained the last inequality by using G(DXw2) ≤ 0,
(w1)t + F
(
t,X,DXw1, D
2
Xw1,I
pi(t,X,w1)
) ≤ 0,
and
1
2
G(DXV2) ≤ −
(
(V2)t + F
(
t,X,DXV2, D
2
XV2,I
pi(t,X, V2)
))
.
The value of (V2)t + F
(
t,X,DXV2, D
2
XV2,I
pi(t,X, V2)
)
is uniformly bounded in 
on D′T for  < 
∗ by (2). Using this result, (IV) and equation (6.17), we see that the
following inequalities are valid on D′T for sufficiently large K:
(w2)t+F
(
t,X,DXw2, D
2
Xw2,I
pi(t,X,w2)
)− e−δtU(y)
−
(
(V2)t + F
(
t,X,DXV2, D
2
XV2,I
pi(t,X, V2)
))
+G(DXw1)
≤ −
(
(V2)t + F
(
t,X,DXV2, D
2
XV2,I
pi(t,X, V2)
))− e−δtKγ¯
2
χγ¯−1
≤ 0.
By a similar technique as in the proof of Lemma 6.10, we get
(w2)t + F
(
t,X,DXw2, D
2
Xw2,I
pi(t,X,w2)
) ≤ e−δt(U(y)−Kδ −K(δ − k(γ¯))χγ¯).
For (t,X) ∈ DT \D′T , we use this inequality, (III), (2) and G(DXw1) ≤ 0 to get
(w2)t+F
(
t,X,DXw2, D
2
Xw2,I
pi(t,X,w2)
)− e−δtU(y)
−
(
(V2)t + F
(
t,X,DXV2, D
2
XV2,I
pi(t,X, V2)
))
+G(DXw1)
≤ e−δt
(
U(y)−Kδ −K(δ − k(γ¯))χγ¯)+ C(1 + x+ y)γ
< 0,
where the last inequality follows by choosing a sufficiently large value for K. We have
proved (10.36), and the lemma follows. uunionsq
Using the lemma above, we can derive an estimate for the difference between V(t,X)
for two different values of .
Lemma 10.32. Assume (1)-(2) hold, let ∗ > 0, and let DT be any compact subset of
DT . Then there is a constant L > 0 such that
V(t,X)− V2(t,X) ≤ L
for all  < ∗ and (t,X) ∈ DT .
Proof. Define functions w1 and w2 as described in Lemma 10.31. We know that V is a
subsolution of (8.3) with penalty parameter , and that V2+w1+w2 is a supersolution
of (8.3) with penalty parameter . We also know that
V ≤ V2 + w1 + w2
for t = T , since w1, w2 ≥ 0. It follows from the comparison principle of Theorem 9.8
that
V(t,X) ≤ V2(t,X) + w1(t,X) + w2(t,X)
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for all (t,X) ∈ DT . We define L = supDT w. Since w2 ≡ 0 on DT for all  > 0, we have
V(t,X) ≤ V2(t,X) + L
for all (t,X) ∈ DT , and the lemma follows. uunionsq
Using the lemma above, we see that the error we get when approximating V by V,
is at most linear in .
Proposition 10.33. Assume (1)-(2) hold, and let DT be any compact subset of [0, T )×
D . Then there is a constant L > 0 such that
0 ≤ V (t,X)− V(t,X) < L (10.37)
for all  < ∗ and (t,X) ∈ DT .
Proof. Since V increases when  decreases, the first inequality of (10.37) follows im-
mediately, so we only need to prove the second inequality. By Lemma 10.32, there is a
constant L′ > 0 such that
V(t,X)− V2(t,X) ≤ L′
for all  < ∗ and (t,X) ∈ DT . Let ′′ > 0. Let N ∈ N satisfy ′/2N < ′′. We have
V′/2n(t,X)− V′/2n−1(t,X) ≤ L′′/2n (10.38)
for all n ∈ {1, . . . , N}. Adding (10.38) for n = 1, . . . , N , we get
V′/2N (t,X)− V′(t,X) ≤ L′
N∑
n=1
′/2n < L′′.
By Theorem 9.11, we know that V′′(t,X) ≤ V′/2N (t,X), and therefore
V′′(t,X)− V′(t,X) < L′′. (10.39)
Since ′′ > 0 was arbitrary, (10.39) holds for all ′′ > 0 and ′ < ∗. Define L = 2L′,
and pick any ′ < ∗. Since {V}>0 converges uniformly to V on DT , there is an ′′ < ′
such that
|V (t,X)− V′′(t,X)| < L′′ (10.40)
for all (t,X) ∈ DT . Using (10.39) and (10.40), we get
V (t,X)− V′(t,X) =
(
V (t,X)− V′′(t,X)
)
+
(
V′′(t,X)− V′(t,X)
)
≤L′′ + L′′
<L′
for all (t,X) ∈ DT . Since ′ was arbitrary, we have proved the lemma. uunionsq
If we had assumed the terminal value of V was given by (8.5) instead of (8.4), we
would define the domain DT in Proposition 10.33 as a compact subset of DT instead
of a compact subset of [0, T )×D , and we would manage to prove a linear error in  on
DT . We cannot let DT be a general subset of DT for the terminal condition (8.4), as
we need a result saying that V converges uniformly to V on DT , see equation (10.40)
of the proof.
Part III
Numerical approximation to the viscosity
solution
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In this part we are solving the penalized HJB equation (8.3) numerically. As proved in
Chapter 10, the simulated solution will be a good approximation to our singular control
problem for small values of .
The HJB equation of the penalty problem is discretized using a finite difference
scheme. As the terminal value of V is known, we are iterating backwards in time over
the time interval [0, T ]. The discretization of the HJB operator is from [12], while
several different boundary conditions are discussed and compared. We are also deriving
a penalty approximation and the corresponding finite difference scheme for the one-
dimensional problem described in Section 5.1. See Chapter 11 for a description of the
two-dimensional scheme, and see Chapter 13 for a description of the one-dimensional
scheme. A convergence result for the two-dimensional scheme is given in Chapter 12,
and our proof uses techniques and results from [5], [4] and [15].
Two challenging aspects of the implementation is the calculation of the optimal
control in each time step, and the calculation of the integral term of the HJB equation.
Our approach to these two challenges is discussed in Chapter 14. Chapter 14 also
contains a description of various technical aspects of the implementation, in addition
to a discussion of running time and realistic parameter values.
Chapter 15 contains all our simulation results. The value function and optimal con-
trols calculated by our program are given, and we see that our simulated solution
corresponds well with the explicit solution formula derived in Section 7.1. We compare
the performance of different boundary conditions, discuss the impact of the various
parameters and constants of the problem, compare the singular problem to the non-
singular problem, study the time complexity of the schemes, and try to estimate an
approximate rate of convergence.

Chapter 11
A finite difference scheme for the penalty
approximation
In this section we will describe a finite difference scheme for the penalty approximation
(8.3) of (5.11). We fix  > 0, and want to find an approximate discrete solution v˜ to V.
First we will write our penalty problem on a more compact form, where the HJB
equation and boundary conditions are incorporated in the same equation. The purpose
is partly to simplify notation, and partly to introduce the necessary notation needed
to prove consistency and convergence of our numerical scheme in Chapter 12.
Our numerical scheme is similar to the scheme described in [12], where the authors
construct a finite difference scheme for a non-linear degenerate parabolic integro-PDE.
However, the scheme in [12] is defined for problems on [0, T ]×Rn, while we consider a
problem defined on DT , so we also need to take care of boundary conditions. It is not
described in [12] how to restrict the computational domain to a bounded subset of Rn,
and we will discuss this problem here.
11.1 Alternative formulation of the penalty problem
In this section we will express our penalty problem from Chapter 8 as a single equation
R(t,X, v) = 0. This equation incorporates both the HJB equation, the terminal value
condition and the boundary conditions. The approach is inspired by results in [5] and
[15].
First we will write the HJB equation (8.3) on a more convenient form. We see that
(8.3) can be written as
sup
a∈A
Sa(t,X, v) = 0, (11.1)
where
Sa(t,X, v) = vt(t,X) + f(t,X) + La[v](t,X) + Ia[v](t,X),
La[v](t,X) =
1
2
(σpix)2vxx +
(
rˆ + (µˆ− rˆ)pi)xvx − βyvy + c(βvy − vx),
Ia[v](t,X) =I a(t,X, v)
=
∫
R\{0}
v(t, x+ ηa(x, z), y)− v(t, x, y)− ηa(x, z)vx(t, x, y) ν(dz),
ηa(x, z) = xpi(ez − 1), (11.2)
f(t,X) = e−δtU(y),
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a = (pi, c)
and
A = [0, 1]× [0, 1/].
As we have seen before, (11.1) may be solved explicitly for c, but we choose to write
the system on the above form, as it makes the theoretical analysis of the scheme easier.
Note that we write v instead of v for simplicity.
We will assume the terminal condition of V is Ŵ instead of W , i.e., the terminal
condition of V is given by (8.5) instead of (3.3). We make this assumption as we want
v˜ to converge to V on the whole domain DT when we let  → 0, see Section 10.4. At
the boundary x = 0, the value function satisfies the following equation
v(t, x, y) = g(t, y), (11.3)
where
g(t, y) =
∫ T
t
e−δsU
(
yje
−β(s−t)
)
ds+W
(
0, yje−β(T−t)
)
,
see (4.1). At the boundary y = 0, the only boundary condition we have, is the viscosity
subsolution inequality (9.1).
Using the notation introduced above, we are ready to define the function R:
R(t,X, v) =

supa∈A Sa(t,X, v) if (t,X) ∈ DT ,
Ŵ (X)− v(t,X) if t = T,
g(t, y)− v(t,X) if x = 0,
p− v(t,X) if y = 0,
(11.4)
where p = ∞. Note that the sign of R at the boundary of DT is different for our
equation and the corresponding equations in [5], [4] and [15]. The reason for this, is
that we have used different signs in our definition of viscosity solutions, compared to
what is done in [5], [4] and [15].
We will see that the terminal value problem (8.3) and (11.3) can be written as
R(t,X, v) = 0. First we define what we mean by a viscosity solution of R(t,X, v) = 0.
Definition 11.1 (Viscosity Solution).
(1) A function v ∈ USC(DT ) (v ∈ LSC(DT )) is a viscosity subsolution (supersolu-
tion) of
R(t,X, v) = 0 (11.5)
if, for all φ ∈ C1,2,1(DT ) and (t,X) ∈ DT such that v − φ has a local maximum
at (t,X),
R(t,X, v) ≥ 0 (R(t,X, v) ≤ 0).
(2) A function v ∈ C(DT ) is a viscosity solution of (11.5) if and only if it is a viscosity
subsolution and a viscosity supersolution of (11.5) on DT .
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The two functions R and R are defined by
R(t,X, v) = lim inf
(s,Y )→(t,X)
R(s, Y, v),
R(t,X, v) = lim sup
(s,Y )→(t,X)
R(s, Y, v).
We say that R is the lower semi-continuous envelope of R, and that R is the upper
semi-continuous envelope of R. We see immediately that two functions R and R are
identical to R in the interior of the domain DT . On the boundaries of the domain, R
and R can be expressed by the min and max operators, respectively. For the boundary
x = 0, y > 0 and t < T , for example, we have
R(t,X, v) = min
{
sup
a∈A
Sa(t,X, v); g(t, y)− v(t,X)
}
and
R(t,X, v) = max
{
sup
a∈A
Sa(t,X, v); g(t, y)− v(t,X)
}
.
The definition of viscosity solutions given by Definition 11.1, is equivalent to the
definition of viscosity solutions given by Definition 9.4.
Lemma 11.2. A function v is a viscosity solution of (8.3) and (8.5) if and only if it
is a viscosity solution of (11.5).
Proof. It is shown in [4] how one can write an HJB equations with Diriclet boundary
condition on the form (11.5), i.e., that one can write the complete boundary value
problem as a single equation by using semi-continuous envelopes. In [15] it is explained
that boundary conditions given by a subsolution inequality, can be expressed as a
Dirichlet boundary condition equal to −∞. See the discussion after this proof.
By the discussion in [15], we see that the boundary conditions expressed in equation
(11.4), correspond to the boundary conditions given in Definition 9.4 for the boundary
y = 0. For the boundary x = 0, however, we have used a Dirichlet boundary condition
in our definition (11.4) of R, while the actual boundary condition given in Definition
9.4 is a viscosity subsolution inequality. We need to check that these two boundary
conditions at x = 0 are equivalent. We call v a Dirichlet viscosity solution if it satisfies
the conditions of Definition 9.4, except that we have replaced the subsolution boundary
condition at x = 0 by (11.3). We need to prove that this definition is equivalent to
Definition 9.4. We know that the unique viscosity solution of (8.3) and (8.5) satisfies
the boundary condition (11.3), so we have proved that a viscosity solution v also is
a Dirichlet viscosity solution. We can prove uniqueness of Dirichlet viscosity solutions
by techniques in the proof of Theorem 9.8. By existence and uniqueness results for
viscosity solutions, we see that a function v is a viscosity solution of (8.3) and (8.5) if
and only if it is a Dirichlet viscosity solution. uunionsq
In the proof above, we mentioned that a subsolution boundary condition can be ex-
pressed as a Dirichlet boundary condition equal to −∞, when we construct the function
R. We will explain shortly why this is the case, i.e., why the boundary conditions stated
162 11 A finite difference scheme for the penalty approximation
in Definition 11.1 are equivalent to the subsolution inequality (9.1) for y = 0. We as-
sume v is a classical solution of (11.5), but the argument can easily be generalized to
a viscosity solution v. If v is a classical solution of (11.5), we have
R(t,X, v) ≤ 0 (11.6)
and
R(t,X, v) ≥ 0. (11.7)
For y = 0, x > 0, t < T , (11.7) is equivalent to
max
{
sup
a∈A
Sa(t,X, v); p− v(t,X)
}
≥ 0.
Since p = −∞, this inequality implies that supa∈A Sa(t,X, v) ≥ 0, and we see that v
is a subsolution at the boundary y = 0. Conversely, suppose v satisfies the viscosity
subsolution inequality at the boundary y = 0. Then (11.7) is obviously satisfied. We
also see that (11.6) is satisfied, as
R(t,X, v) = min
{
sup
a∈A
Sa(t,X, v); p− v(t,X)
}
= −∞.
11.2 Discretization of HJB equation
In this section we will describe how we discretize the HJB equation (11.5) for interior
points of our computational domain. We want to find V on the domain DT , but we
must restrict ourselves to a bounded domain in order to obtain a system of equations
of finite dimension. We restrict ourselves to the domain
DT = [0, T )×D ⊂ DT ,
where D = (0, xmax)× (0, ymax), xmax, ymax > 0. Let Nt, Nx, Ny ∈ N, and define
∆t =
T
Nt
, ∆x =
xmax
Nx
, ∆y =
ymax
Ny
and
tm = m∆t, xi = i∆x, yj = j∆y, Xα = Xi,j = (xi, yj)
for m = 0, . . . , Nt, i = 0, . . . , Nx, j = 0, . . . , Ny, α = (i, j). We also define the following
sets of grid points:
G = {(i, j) ∈ N2 : 0 < i < Nx, 0 < j < Ny},
G∗ = {(i, j) ∈ N2 : 0 < i < Nx, 0 ≤ j < Ny},
G = {(i, j) ∈ Z2 : 0 ≤ i ≤ Nx, 0 ≤ j ≤ Ny},
GT = {m ∈ N : 0 ≤ m < Nt} × G,
G∗T = {m ∈ N : 0 ≤ m < Nt} × G∗,
GT = {(m, i, j) ∈ Z3 : 0 ≤ m ≤ Nt, 0 ≤ i ≤ Nx, 0 ≤ j ≤ Ny},
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HT = {(t, x, y) ∈ DT : t = m∆t, x = i∆x, y = j∆y, (m, i, j) ∈ GT },
H∗T = {(t, x, y) ∈ DT : t = m∆t, x = i∆x, y = j∆y, (m, i, j) ∈ G∗T },
HT = {(t, x, y) ∈ DT : t = m∆t, x = i∆x, y = j∆y, (m, i, j) ∈ GT }.
Each of these sets are uniquely determined by xmax, ymax, ∆x, ∆y and ∆t. We define
|HT | = max{∆x,∆y,∆t}.
Let v˜ : HT → R denote a discrete approximation to v, and define
v˜mi,j = v˜(tm, xi, yj) ≈ v(tm, xi, yj)
for all (m, i, j) ∈ HT .
We discretize (11.1) by
sup
a∈A
SaHT (tm, Xα, v˜) = 0, (11.8)
where
SaH(tm, Xα, v˜) =
1
∆t
(
v˜mi,j − v˜m−1i,j
)
+ fm−1i,j + θL
a
H[v˜]
m−1
i,j + (1− θ)LaH[v˜]mi,j
+ ζIaH[v˜]
m−1
i,j + (1− ζ)IaH[v˜]mi,j
for some θ ∈ [0, 1] and ζ ∈ [0, 1],
fmi,j = f(tm, xi, yj) = e
−δtmU(yj),
LaH[v˜] =
1
2
(σpix)2∆xx,∆xv˜ +
(
rˆ + (µˆ− rˆ)pi)xδ+x,∆xv˜,−βyδ−y,∆yv˜
+
1

max
{
βδ+y,∆yv˜ − δ−x,∆xv˜; 0
}
,
and the finite differences used in the formulas above are given by
δ±r,hφ(r, t,X) = ±
1
h
(
φ(r ± h, t,X)− φ(r, t,X)
)
and
∆rr,hφ(r, t,X) =
1
h2
(
φ(r + h, t,X)− 2φ(r, t,X) + φ(r − h, t,X)
)
for functions φ : R × DT . Note that the argument r in the finite difference formulas
may be equal to one of the other input variables, but also may be another variable. We
will define the discretization IaH of I
a in Section 11.2.1 below,
If θ, ζ = 0, the scheme is purely explicit, while θ, ζ = 1 correspond to a purely
implicit scheme. Only the purely explicit scheme will be implemented, but a theoretical
analysis will be performed for both schemes.
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11.2.1 Discretization of the integral operator
We will use the same discretization of the integral operator Ia as in [12]. It is shown in
[12] that
Ia[φ](t,X) = Ia,+[φ](t,X) + Ia,−(t,X)− b˜a(t,X)φx(t,X),
where b˜a(t,X) =
∫∞
−∞ ∂
2
zη
a(x, z)k˜(z) dz,
Ia,±[φ] = ±
∫ ±∞
0
∂2z [φ(t, x+ η
a(x, z), y)]k˜(z) dz
and
k˜(z) =
{∫ z
−∞
∫ w
−∞ k(r) dr dw if z < 0,∫∞
z
∫∞
w k(r) dr dw if z > 0.
(11.9)
The discretization of Ia,± used in [12], is defined by
I
a,±
H [φ](t,X) =
∞∑
n=0
∆zz,∆z[lHφ(t, x+ ηα(x, zn), y)]k˜±H,n, (11.10)
where zn = n∆x (not n∆z), ∆z =
√
∆x, lH is a second order interpolation operator,
and
k˜±H,n = ±
∫ z±(n+1)
z±n
k˜(z) dz.
That lH is a second order interpolation operator, means that it satisfies
lHφ(t, x, y) =
Nx∑
i=0
wi(x)φ(t, xi, y)
and
|φ(t, x, y)− lHφ(t, x, y)| ≤ KI∆x2|D2φ|L∞
for all x ∈ [0, xmax] and φ ∈ C2(DT ), where KI is some constant and wi : R → [0, 1],
i = 0, . . . , Nx, are basis functions satisfying wi(xi) = 1, wi(xj) = 0 for i 6= j and∑Nx
i=0wi ≡ 1. The precise definition of wi that will be used in our implementation is:
wi(x) =

0 if |x− xi| ≥ ∆x,
(x− xi−1)/∆x if xi−1 < x ≤ xi,
(xi+1 − x)/∆x if xi < x < xi+1.
We see easily that wi satisfies the wanted properties.
The term b˜a(t,X)φx is discretized by an upwind difference
b˜a(t,X)δ−x,∆xv˜.
Note that b˜a(t,X) is an integral that does not involve φ, and therefore it can calculated
explicitly. If the integral cannot be solved analytically, it can be solved numerically, for
example by a Newton-Cotes formula, see [19].
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11.3 Boundary conditions and terminal condition
To get a complete numerical scheme, we need to specify how to find v˜ for the terminal
time T , and at the boundaries x = 0, y = 0, x = xmax and y = ymax. At the boundaries
x = 0 and y = 0 the boundary condition of the continuous problem is given by the
subsolution inequality (9.1). At the boundaries x = xmax and y = ymax, however,
the continuous problem do not have any boundary conditions, as the boundaries are
artificially made in order to get a bounded domain.
We will see that it is relatively easy to find appropriate boundary conditions for v˜
for t = T and x = 0. At the boundaries y = 0, x = xmax and y = ymax, however, it is
more difficult to find appropriate boundary conditions. We will consider several alter-
native boundary conditions for these boundaries, and will compare their performance
in Chapter 15.
By (8.5), we define the terminal condition at t = T by
v˜NTi,j = Ŵ (xi, yj).
It is not obvious how to transform the subsolution boundary condition at x = 0 and
y = 0 into an explicit discrete boundary condition equation. In most other articles where
the solution to state constraint problems are simulated, the authors find some explicit
solution formula at the boundary of the domain by studying the original optimization
problem. See for example [10], [32] and [1].
We will also use this technique at the boundary x = 0. By (11.3), it is natural to
define
v˜m0,j = g(tm, yj). (11.11)
The integral in the definition of g, can be evaluated by either analytical or numerical
integration.
11.3.1 Boundary condition for y = 0
At the boundary y = 0 we do not have an explicit solution formula, as we have for x = 0.
We will consider three different strategies for determining the boundary condition at
the boundary y = 0.
The two first strategies are based on the HJB equation of the penalty approximation.
We know from Theorem 9.5 that V satisfies the subsolution inequality (9.1) at y = 0.
If v satisfies vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)
= 0 at the boundary y = 0, we see
that (8.3) is satisfied, as the term max{G(DXv; 0)} always is positive. We obtain the
following scheme:
sup
pi∈[0,1]
S
(pi,0)
HT
(
tm, (xi, 0), v˜
)
= 0. (11.12)
Note that no derivatives of y occur in this equation, as the term −βyδ−y,∆yv˜ in LaH
disappears for y = 0. We will therefore not need any values of v˜ outside the grid, as we
might have needed if derivatives with respect to y had occurred.
We obtain the second scheme in a similar way. The subsolution inequality (9.1) is
satisfied if (8.3) holds. This suggests that we may extend the scheme (11.8) to also be
166 11 A finite difference scheme for the penalty approximation
valid for j = 0. Inserting y = 0, j = 0 into (11.8), we obtain the following scheme for
determining v˜ at the boundary y = 0:
sup
a∈A
SaHT
(
tm, (xi, 0), v˜
)
= 0. (11.13)
Again we see that no values of v˜ outside the grid are needed. The term −βyδ−y,∆yv˜
disappears since y = 0, and the term βvy is approximated by δ+y,∆yv˜, so only values
inside the grid are needed.
For other control problems it might not be possible to extend the finite difference
scheme to also be valid at the boundaries of the domain. The terms involving points
outside the grid, may not disappear at the boundaries. It is not possible to replace
upwind differences by downwind differences, as this would give us schemes that were
not monotone or stable. Therefore we consider a third alternative boundary condition.
The third alternative boundary condition is based on the HJB equation of the un-
penalized problem. We know that the penalty approximation converges uniformly to
the unpenalized problem as  → 0, so for small  it is reasonable to assume that the
boundary condition for the penalized problem is approximately equal to the boundary
condition for the unpenalized problem. The boundary condition at y = 0 for the un-
penalized problem, is given by the subsolution inequality (6.2). Therefore we need to
have either
vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
) ≥ 0,
or G(DXv) ≥ 0. We see that v satisfies the subsolution inequality if G(DXv) = 0, i.e.,
if
βvy − vx = 0.
There are two reasons why we assume G(DXv) = 0, instead of assuming
vt + F
(
t,X,DXv,D
2
Xv,I
pi(t,X, v)
)
= 0 (11.14)
holds:
(1) We know that (11.14) is associated with low or zero consumption rate, while
G(DXv) = 0 is associated with large consumption rate or consumption gulps,
see Chapter 5 and Section 7.1. It is natural to assume that the system will try
to maintain a balance between the sizes of Xpi,C and Y pi,C , and therefore have a
high consumption rate when Y pi,C is small. Therefore we assume G(DXv) = 0 for
y = 0.
(2) In Chapter 7.1 we found an explicit solution formula for V for one specific choice
of utility functions U and W . We saw that (11.14) holds when x ≤ ky, and that
G(DXv) = 0 holds when x ≥ ky. Assuming V will have a similar form for other
utility functions, it is natural to assume G(DXv) = 0 for y = 0.
When using the second method, the scheme for y = 0 becomes:
βδ+y,∆yv˜ − δ−x,∆xv˜ = 0. (11.15)
We see that v˜i,0 can be determined from v˜i−1,0 and v˜i,1, and that v˜0,0 can be determined
by (11.11). It follows by induction that v˜i,0 can be determined for all i ∈ {0, . . . , Nx}.
11.3 Boundary conditions and terminal condition 167
11.3.2 Boundary condition for large x and y
As mentioned above, our continuous problem does not have any boundary conditions
at x = xmax and y = ymax, as these boundaries are interior points of the domain DT .
The ideal boundary condition would be to extend the finite difference scheme (11.8) to
also be valid for x = xmax and y = ymax, but this is not possible, as we would need grid
points outside our grid. It is stated in [25] and [4] that which boundary conditions we
choose at x = xmax and y = ymax, not have any influence on the simulated solution in
a fixed point (t,X) ∈ DT in the limiting case xmax, ymax →∞ and |HT | → 0. However,
a good guess on the boundary conditions at xmax and ymax, will make the convergence
v˜ → V faster.
We will consider these two boundary conditions for the boundary x = xmax:
(1) If Uy,Wx,Wy → 0 as x, y → ∞, it is reasonable to assume that also Vx → 0 as
x→∞. We obtain the Neumann boundary condition:
v˜mNx,j = v˜
m
Nx−1,j (11.16)
for all m ∈ {0, ..., Nt − 1}, j ∈ {1, ..., Ny}. The Neumann boundary condition has
the advantages that it is easy to implement, and that it is relatively easy to prove
stability results.
(2) As mentioned earlier, it is reasonable to assume there is consumption if x is large
compared to y, and we have G(DXV ) = 0 if there is consumption. Assuming
G(DXV ) = 0 for x = xmax and G(DXV ) ≈ G(DXV), we obtain the following
scheme:
βδ+y,∆yv˜ − δ−x,∆xv˜ = 0. (11.17)
The equation can be solved for v˜Nx,j in terms of v˜Nx−1,j and v˜Nx,j+1. If we know
the value of v˜Nx,Ny and v˜Nx−1,j for all j ∈ {0, ..., Ny}, we can determine v˜Nx,j for
all j ∈ {0, ..., Ny} by induction.
For y = ymax these boundary conditions are possible:
(1) As for the boundary x = xmax, the Neumann boundary condition is possible. We
define
v˜m−1i,Ny = v˜
m−1
i,Ny−1 (11.18)
for i ∈ {1, ..., Nx}.
(2) If y is very large compared to x, it is reasonable to assume it is not optimal to
consume, see earlier discussions. If it is not optimal to consume, V satisfies (11.14).
Assuming the left-hand side of (11.14) is approximately equal when evaluated with
V and V, we see that V approximately satisfies (11.14). Discretizing (11.14), we
obtain the following scheme for the boundary y = ymax:
sup
pi∈[0,1]
S
(pi,0)
HT
(
tm, (xi, yNy), v˜
)
= 0. (11.19)
(3) If y is very large compared to x, we may assume x is negligible compared to y,
and that the change in Y pi,C due to consumption is negligible. One possibility is
to assume x = 0 and use (11.11) as boundary condition for y = ymax. We will use
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the somewhat better approximation Xpi,Cs = xerˆ(s−t) and Y pi,Cs = ye−β(s−t), and
use a formula similar to (11.11):
v˜mi,Ny =
∫ T
tm
e−δsU
(
yje
−β(s−tm)
)
ds+W
(
xerˆ(tm−t), ye−β(T−tm)
)
. (11.20)
11.4 The complete numerical scheme
We will employ boundary conditions (11.13), (11.17) and (11.19) in most of our sim-
ulations later. The boundary conditions (11.13), (11.17) and (11.19) are not entirely
sufficient to determine v˜ for all boundary points. We need to determine v˜Nx,Ny by a
separate algorithm, as neither (11.17) nor (11.19) can be used to define v˜Nx,Ny . We
define
v˜mNx,Ny = v˜
m
Nx−1,Ny−1
for m = 0, . . . , Nt−1, assuming Vx and Vy are small for X = (xmax, ymax). The complete
scheme can be summarized as
RHT (tm, Xα, v˜) = 0, (11.21)
for all (m,α) ∈ GT , where
RHT (tm, Xα, v˜) = Ŵ (xi, yj)− v˜Nti,j for m = Nt, (11.22a)
RHT (tm, Xα, v˜) = sup
a∈A
SaHT (tm, Xα, v˜) for all (m,α) ∈ G∗T , (11.22b)
RHT (tm, Xα, v˜) = g
m
j − v˜m0,j for i = 0, (11.22c)
RHT (tm, Xα, v˜) = v˜
m
Nx−1,Ny−1 − v˜mNx,Ny for α = (Nx, Ny), (11.22d)
RHT (tm, Xα, v˜) = sup
pi∈[0,1]
S
pi,0
H (tm, Xi,Ny , v˜) for j = Ny, 0 < i < Nx,m < Nt, (11.22e)
RHT (tm, Xα, v˜) = βδ
+
y,∆yv˜
m
Nx,j − δ−x,∆xv˜mNx,j = 0 for i = Nx, 0 < j < Ny,m < Nt.
(11.22f)
If θ, ζ = 0, i.e., the scheme is purely explicit, v˜mi,j can be determined for all (m, i, j) ∈ GT
by the following algorithm:
(1) Determine v˜Nti,j for (i, j) ∈ G by (11.22a). Set m = Nt − 1.
(2) Determine v˜mi,j for (i, j) ∈ G∗ by (11.22b).
(3) Determine v˜m0,j for j = 0, 1, . . . , Ny by (11.22c).
(4) Determine v˜mNx,Ny by (11.22d).
(5) Determine v˜mi,Ny for i = 1, 2, . . . , Nx − 1 by (11.22e).
(6) Determine v˜mNx,j for j = 0, 1, . . . , Ny − 1 by (11.22f).
(7) Stop if m = 0. Otherwise reduce m by 1 and go to point 2.
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The order of (3)-(6) may be changed, as long as (6) comes after (5). The most challeng-
ing parts of these steps are (1) and (4). We need to determine the optimal value of the
controls at each time step. This is relatively easy if ν ≡ 0, but is harder for the general
case ν 6≡ 0, as S is non-linear in pi. We will discuss in Chapter 14 how to determine
the optimal value of pi. The idea is to assume that the optimal value of pi is continuous
in time, and therefore always search for a value of pi close to the value of pi for the
previous time step.
If θ 6= 0 or ζ 6= 0, i.e., the scheme is not purely explicit, we need to solve a system of
equations at each time step, and the scheme can be summarized as follows:
1. Determine v˜Nti,j for (i, j) ∈ G by (11.22b). Set m = Nt − 1.
2. Determine v˜mi,j for (i, j) ∈ G by solving the system of equations (11.21).
3. Stop if m = 0. Otherwise reduce m by 1 and go to point 2.
Note that the system of equations we solve in point 2 is non-linear due the control a.
The Banach fixed point theorem of the next chapter describes how we can deal with the
implicitness of the scheme by an iterative method. The problem of finding an optimal
control (pi,C) at each time step, can be solved as for the explicit scheme. The implicit
scheme will not be implemented in this thesis.

Chapter 12
Convergence of the finite difference scheme
In this chapter we will prove that the numerical scheme (11.21) is solvable, and that its
solution converges to the viscosity solution of the penalty approximation, provided the
grid parameters satisfy certain conditions. First we will prove that the scheme is stable,
monotone and consistent, which imply that the solution of the scheme converges to the
viscosity solution of the penalty approximation. Then we will use the monotonicity of
the scheme and the Banach fixed point theorem to prove that the scheme has a unique,
well-defined solution.
Our numerical scheme (11.21) is similar to a scheme described in [12], except that the
domain in our problem is different, and that the scheme and HJB equation described in
[12] are written on a more general form. Well-definiteness and the rate of convergence
of the scheme is proved in [12]. We will prove that our scheme is well-defined by a
similar proof as in [12]. Our proof of convergence, however, will be different, and we
will use results in [5], [4] and [15], instead of using techniques from [12]. The proof
of convergence in [12] uses another definition of consistency, because the domain of
the value function is different, and because the objective in [12] is not only to prove
convergence, but also to find a bound on the rate of convergence.
First we define what we mean by consistency, monotonicity and stability for our
terminal value problem. The definitions are consistent with the definitions given in [5]
and [4].
Definition 12.1 (Consistency). The numerical scheme (11.21) is consistent if, for
each smooth function φ : DT → R and each (t,X) ∈ DT with x < xmax and y < ymax,
lim inf
|HT |→0,
(tn,Xα)→(t,X),
ξ→0
RHT (tn, Xα, φ+ ξ) ≥ R(t,X, φ), (12.1)
and
lim sup
|HT |→0,
(tn,Xα)→(t,X),
ξ→0
RHT (tn, Xα, φ+ ξ) ≤ R(t,X, φ). (12.2)
Note that we do not include points at the boundaries x = xmax and y = ymax in
the definition of consistency. The boundary conditions we imposed at these boundaries
were only introduced as we need to truncate the domain DT . As mentioned earlier,
the boundary conditions at x = xmax and y = ymax have no effect on the simulated
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solution in a fixed point (t,X) ∈ DT in the limiting case xmax, ymax →∞ and |HT | → 0.
Therefore our numerical solution will converge independently of the chosen boundary
condition at x = xmax and y = ymax, and we do not have to check consistency at these
boundaries.
Also note that the definition of consistency in the interior of the domain is equivalent
to
lim
|HT |→0,
(tn,Xα)→(t,X)
(
sup
a∈A
SaHT (tn, Xα, φ)− sup
a∈A
Sa(t,X, φ)
)
= 0.
For problems defined on Rn, or for problems that are not degenerate, we may define
consistency by this equation instead of the more complicated definition given above,
see [4].
Definition 12.2 (Monotonicity). The numerical scheme (11.21) is monotone if there
are positive functions bk,mα˜,α : A→ [0,∞) for all α˜, α ∈ G and k,m ∈ {0, 1, . . . , Nt}, such
that the scheme can be written as
sup
a∈A
{
− bn,n−1α˜,α˜ (a)v˜n−1α˜ +
∑
α∈G\{α˜}
bn,n−1α˜,α (a)v˜
n−1
α +
∑
α∈G
bn,nα˜,α(a)v˜
n
α +∆tf
a,n
α˜
}
= 0 (12.3)
for all (n, α˜) ∈ GT and all v˜ ∈ RHT .
Definition 12.3 (Stability). The numerical scheme (11.21) is stable if there is a
constant M ∈ R independent of HT , such that |v˜mα | ≤M for all (m,α) ∈ HT .
The truncation error of the scheme is closely connected with its consistency. The scheme
is consistent in the interior of the domainDT if and only if the truncation error converges
to 0 as |HT | → 0, and there is often a relation between the order of the truncation
error and the rate of convergence of the scheme.
Definition 12.4 (Truncation error). The truncation error of the finite difference
operator (11.8) is defined by
τmHT ,α(φ) = sup
a∈A
SaHT (tm, Xα, φ)− sup
a∈A
Sa(tm, Xα, φ) (12.4)
for φ ∈ C∞(DT ) and (m,α) ∈ GT .
Before we prove consistency, we will find an expression for the truncation error of our
scheme.
Lemma 12.5. The truncation error τmHT ,α(φ) of the finite difference operator (11.8)
satisfies
τmHT ,α(φ) ≤K
(
∆t
∣∣∂2t φ∣∣L∞(DT ) +∆x∣∣∂xφ∣∣L∞(DT ) +∆x∣∣∂2xφ∣∣L∞(DT ) +∆x∣∣∂3xφ∣∣L∞(DT )
+∆x
∣∣∂4xφ∣∣L∞(DT ) +∆y∣∣∂2yφ∣∣L∞(DT ))
(12.5)
for some constant K ∈ R and all φ ∈ C∞(DT ), where K is independent of HT and φ,
but dependent of DT .
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Proof. It is shown in [12] that
Ia,±[φ](t,X) = Ia,±HT [φ](t,X) + E
±
Q + E
±
FDM + E
±
I ,
where EQ, EFDM and EI denote, respectively, the error contributions from the approxi-
mation of the integral, the difference approximation and the second order interpolation,
and can be estimated as follows
|E±Q | ≤∆x|∂3zφ(·+ ηa)|L∞(DT )
∫
R
k˜(z) dz
≤K∆x
(
|∂xφ(DT )|L∞(DT ) + |∂
2
xφ|L∞(DT ) + |∂
3
xφ|L∞(DT )
)
,
|E±FDM | ≤
1
24
∆z2|∂4zφ(·+ ηpi)|L∞(DT )
∫
R
k˜(z) dz
≤K∆x
(
|∂xφ|L∞(DT ) + |∂
2
xφ|L∞(DT ) + |∂
3
xφ|L∞(DT ) + |∂
4
xφ|L∞(DT )
)
,
and
|E±I | ≤ 4
∆x2
∆z2
|∂xφ(·+ ηpi)|L∞(DT )
∫
R
k˜(z) dz
= 4∆x|∂xφ(·+ ηpi)|L∞(DT )
∫
R
k˜(z) dz
≤K∆x
(
|∂xφ|L∞(DT ) + |∂
2
xφ|L∞(DT )
)
.
The term b˜aδ−x,∆xφ is also consistent, and by Taylor expansions, we see that
|b˜a∂xφ− b˜aδ−x,∆xφ|L∞(DT ) ≤
1
2
∆x|∂2xφ|L∞(DT ).
We see easily that La also is consistent, and Taylor expansions give us∣∣La[φ]− LaH[φ]∣∣L∞(DT ) ≤ K(|∂2xφ|L∞(DT )∆x+ |∂2yφ|L∞(DT )∆y).
Doing a Taylor expansion of the time difference operator too, we get
sup
(m,α)∈GT
|τmHT ,α| ≤ sup
a∈A
|Sa − SaHT |L∞(DT )
≤ 1
2
∆t|∂2t φ|L∞(DT ) + |L
a[φ]− LaH[φ]|L∞(DT ) + |I
a[φ]− IaH[φ]|L∞(DT )
≤K
(
∆t|∂2t φ|L∞(DT ) +∆x|∂xφ|L∞(DT ) +∆x|∂
2
xφ|L∞(DT )
+∆x|∂3xφ|L∞(DT ) +∆x|∂
4
xφ|L∞(DT )|+∆y|∂
2
yφ|L∞(DT )
)
,
so (12.5) holds. uunionsq
Before we proceed to the proofs of consistency, monotonicity and stability, we will
discuss shortly a connection between the truncation error and the expected rate of
convergence of the scheme. First assume the HJB equation has a classical solution
V with bounded derivatives of all orders. Also assume that our numerical solution is
identical to the exact solution at time step m, i.e., v˜mi,j = V(tm, xi, yj) for all (i, j) ∈ G.
For simplicity, we only consider the purely explicit version of the scheme. We have
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v˜m−1α = v˜
m
α +∆tf
m
α + sup
a∈A
(
∆tLaH[v˜]
m
α +∆tI
a
H[v˜]
m
α
)
for some a ∈ A, which implies that
v˜m−1i,j − V(tm−1, xi, yj) = ∆tτmHT ,α[V].
The expression v˜m−1i,j − V(tm−1, xi, yj) is the error produced by the scheme at the
current time step. We see from Lemma 12.5 that the error produced in one time step
is of order
O
(
∆t(∆t+∆x+∆y)
)
= O(∆t2 +∆t∆x+∆t∆y),
since V and its derivatives of all orders are bounded. To calculate v˜ at a certain time,
we need O(∆t−1) time steps. The accumulated error in our approximation is therefore
of order
O
(
∆t−1(∆t2 +∆t∆x+∆t∆y)
)
= O
(
∆t+∆x+∆y
)
.
We expect the rate of convergence to be 1 in both ∆x, ∆y and ∆t, and we see that the
error of the scheme is of the same order as the truncation error.
Now assume the HJB equation has a classical solution, but that at least one of the
derivatives of the solution are unbounded. This is the case for the exact solution formula
derived in Section 7.1, as Vx, Vy → ∞ when x, y → 0. The truncation error is not of
order O(∆x + ∆y + ∆t) anymore, as the “constants” in front of ∆x, ∆y and ∆t in
(12.5) are non-existent. We may manage to determine the order of the truncation error
by considering the order of which the derivatives converge to infinity, see Section 15.
In general, we will obtain a lower rate of convergence than 1 if the derivatives of the
solution are unbounded.
Now assume the HJB equation do not have a classical solution. In this case the above
arguments do not work, as we cannot find the Taylor expansion of the value function.
We have to use alternative techniques, and in general the rate of convergence may be
lower than 1. In [12] the authors consider a problem that is identical to ours, except
that it is defined on [0, T ]×Rn, and that the HJB equation and the numerical scheme
are written on a more general form. It is proved that there exists a constant K ∈ R
such that
−K(∆t1/10 +∆x1/10 +∆y1/10) ≤ v(tm, xi, yj)− v˜mi,j ≤ K(∆t1/4 +∆x1/4 +∆y1/4),
for all (m, i, j) ∈ GT , where v is a viscosity solution of the HJB equation such that
v is Lipschitz continuous in X and Ho¨lder continuous in t. With some additional as-
sumptions on ν in a neighbourhood of 0, we can replace the terms ∆x1/4 and ∆y1/4
on the right hand side by ∆x1/2 and ∆y1/2, respectively. We can expect the error of
our scheme to be of the same order, as our scheme is a special case of the scheme in
[12], except for the domain of the value function, but we will not attempt to adapt the
proof in [12] to our case.
Now we will prove that the scheme (11.21) is consistent, monotone and stable, pro-
vided ∆t is sufficiently small. The exact condition that must be satisfied by ∆t will be
stated in Lemma 12.7.
Lemma 12.6. The numerical scheme (11.21) is consistent.
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Proof. We see immediately that the scheme is consistent for interior points (t,X) ∈ DT ,
since the truncation error of the scheme converges to 0 when |HT | → 0. We will therefore
focus on proving consistency at the three boundaries x = 0, y = 0 and t = T . We start
with the case x = 0, y > 0 and t < T , and we want to prove (12.1) and (12.2). For all
(tm, Xα) sufficiently close to (t,X), and ξ and |HT | sufficiently small, we have
RHT (t,X, v) = sup
a∈A
Sa(t,X, v) or RHT (t,X, v) = g(t,X)− v(t,X).
By using techniques from the proof of Lemma 12.5, we see that
lim
|HT |→0,
(tn,Xα)→(t,X),
ξ→0
(
sup
a∈A
SaHT (tn, Xα, φ+ ξ)
)
= sup
a∈A
Sa(t,X, φ),
and we see easily that
lim
|HT |→0,
(tn,Xα)→(t,X),
ξ→0
g(tn, Xα)−
(
φ(tn, Xα) + ξ
)
= g(t,X)− φ(t,X),
so
lim inf
|HT |→0,
(tn,Xα)→(t,X),
ξ→0
RHT (tn, Xα, φ) = min
{
sup
a∈A
Sa(t,X, φ); g(t,X)− φ(t,X)
}
= R(t,X, φ),
and (12.1) is proved. We can prove (12.2) by a similar argument. We can also prove
(12.1) and (12.2) for t = T by a similar argument. For the case y = 0, however, the
proof is slightly different. If y = 0, we have
R(t,X, φ) = min
{
sup
a∈A
Sa(t,X, φ); p− φ(t,X)
}
= −∞,
for all x ≥ 0 and t ∈ [0, T ], so (12.1) obviously holds. If y = 0, x > 0 and t < T , we
have
R(t,X, φ) = max
{
sup
a∈A
Sa(t,X, φ); p− φ(t,X)
}
= sup
a∈A
Sa(t,X, φ)
= lim sup
|HT |→0,
(tn,Xα)→(t,X),
ξ→0
RHT (tn, Xα, φ+ ξ),
so (12.2) holds. We can easily generalize the above arguments to the points (t, 0, 0),
(T, 0, y) and (T, x, 0) for t ∈ [0, T ], x ≥ 0 and y ≥ 0. We see that (12.1) and (12.2) hold
for all (t,X) ∈ DT , and the lemma is proved. uunionsq
The following lemma says that our scheme is monotone provided ∆t is sufficiently
small.
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Lemma 12.7 (Monotonicity). The numerical scheme (11.21) is monotone if
sup
a∈A
∆t
(
(1− θ)l¯a,mα˜ + (1− ζ)j¯a,mα˜
)
≤ 1, (12.6)
for all (m, α˜) ∈ GT , where l¯a,mα˜ and j¯a,mα˜ are positive constants of order O(∆x−2+∆y−1)
defined in the proof below.
Proof. We see immediately that appropriate functions bk,mα˜,α exist for i = 0 and j = ymax,
and that the case i = xmax is a special case of α˜ ∈ G∗, so we will assume α˜ ∈ G∗. It is
shown in [12] that IaHT is monotone, i.e., I
a
HT
can be written as
IaHT [φ](tm, Xα˜) =
∑
α∈G
ja,mHT ,α,α˜
(
φ(tm, Xα)− φ(tm, Xα˜)
)
,
where ja,mHT ,α,α˜ ≥ 0. It is also shown that
j¯a,mα˜ :=
∑
α∈G
ja,mHT ,α,α˜ ≤ Kj∆x−1,
for some constant Kj ∈ R. Since upwind differences are used when constructing LaH,
we see that LaH also is monotone, i.e.,
LaH[φ](tm, xα˜) =
∑
α∈G\{α˜}
la,mHT ,α,α˜
(
φ(tm, Xα)− φ(tm, Xα˜)
)
for la,mHT ,α,α˜ ≥ 0. We also see that
l¯a,mα˜ :=
∑
α∈G\{α˜}
la,mHT ,α,α˜ ≤ Kl(∆x−2 +∆y−1)
for some Kl ∈ R independent of ∆x and ∆y, but dependent of xmax and ymax.
Writing (11.21) for (n, α) ∈ GT on the form (12.3), we get
bn,mα˜,α˜ (a) =
{
1 +∆tθl¯a,mHT ,α˜,α˜ +∆tζj¯
a,m
HT ,α˜,α˜
for m = n− 1,
1−∆t
(
(1− θ)l¯a,mHT ,α˜,α˜ + (1− ζ)j¯
a,m
HT ,α˜,α˜
)
for m = n,
bn,mα˜,α (a) =
{
∆tθla,mHT ,α˜,α +∆tζj
a,m
HT ,α˜,α
for m = n− 1,
∆t(1− θ)la,mHT ,α˜,α +∆t(1− ζ)j
a,m
HT ,α˜,α
for m = n,
and bn,mα˜,α ≡ 0 for all other values of m. We must have bn,mα˜,α (a) ≥ 0 for all a ∈ A for the
scheme to be monotone, i.e., the scheme is monotone if (12.6) is satisfied. uunionsq
If the scheme is monotone, it will also be stable.
Lemma 12.8. The numerical scheme (11.21) is stable provided (12.6) holds.
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Proof. We will show by induction on n that
max
α∈G
v˜nα ≤ |Ŵ |L∞(DT ) + (T − tn) supa |f
a|L∞(DT ), (12.7)
which will imply that the scheme is stable, as Ŵ , f and t are bounded on DT . The
induction hypothesis is true for n = NT by (11.21) and (11.22a). Assume (12.7) holds
for n. We wish to show that is also holds for n− 1.
Let α˜ ∈ G∗, such that α˜ = (i, j) for i 6= 0. Let a∗ ∈ A be the value of a that maximizes
(11.22b). We know that a∗ exists, because A is compact. We have(
1 +∆tθl¯a
∗,n−1
HT ,α˜,α˜
+∆tζl¯a
∗,n−1
HT ,α˜,α˜
)
v˜n−1α˜
=
(
1−∆t(1− θ)l¯a∗,nHT ,α˜,α˜ −∆t(1− ζ)l¯
a∗,n
HT ,α˜,α˜
)
v˜nα˜
+∆t
∑
α∈G\{α˜}
(
θla
∗,n−1
HT ,α,α˜
+ ζja
∗,n−1
HT ,α,α˜
)
v˜n−1α
+∆t
∑
α∈G
(
(1− θ)la∗,nHT ,α,α˜ + (1− ζ)j
a∗,n
HT ,α,α˜
)
v˜nα +∆tf
n
α˜ .
All coefficients on the right-hand side are positive provided (12.6) holds. Therefore we
get (
1+∆tθl¯a
∗,n−1
HT ,α˜,α˜
+∆tζl¯a
∗,n−1
HT ,α˜,α˜
)
v˜n−1α˜
≤ max
α∈G
vnα +∆t
∑
α∈G
(
θla
∗,n−1
HT ,α,α˜
+ ζla
∗,n−1
HT ,α,α˜
)
max
α∈G
v˜n−1α +∆tmax
α∈G
fnα˜
(12.8)
for all α˜ ∈ G∗. This inequality also holds for α˜ ∈ G\G∗: For j = Ny, the result follows
by exactly the same argument as above, because the scheme for j = Ny is identical to
the scheme for (n − 1, α˜) ∈ G∗, except for the restriction c = 0. For i = Nx, we see
easily from (11.21) that
v˜n−1Nx,j ≤ max
{
v˜n−1Nx−1,j ; v˜
n−1
Nx,j+1
}
,
so
v˜n−1Nx,j ≤ maxα˜∈G∗ v˜
n−1
α˜
by induction, and (12.8) holds. Combining the results above, we see that (12.8) holds
for all α˜ ∈ G with i 6= 0, and therefore
max
α∈G,i 6=0
v˜n−1α ≤ max
α∈G
vnα +∆tmax
α∈G
fnα˜ .
By the induction hypothesis for n, we get
max
α∈G,
i 6=0
v˜n−1α˜ ≤ |Ŵ |L∞(DT ) + (T − tn) max
α∈G
m≥n
|fmα |L∞(DT ) + max
α∈G
∆tfnα˜
≤ |Ŵ |L∞(DT ) + (T − tn−1) max
α∈G
|fnα |L∞(DT ).
For i = 0, we see from (11.21) that
v˜n−10,j ≤ |Ŵ |L∞(DT ) + (T − tn−1) max
α∈G
|fnα |L∞(DT ).
Our claim (12.7) follows by induction.
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Lemmas 12.6-12.8 imply that the numerical solution converges to the viscosity so-
lution, but before we state this in a theorem, we will prove that (11.21) has a unique
well-defined solution.
In Section 11.4 there is given a short sketch of the algorithm for finding v˜. The idea
is to determine v˜Nt first by the terminal condition, and then go backwards in time,
using v˜n to find v˜n−1. We want to show that v˜n−1 can be determined uniquely from v˜n
at each time step.
The result is obvious in the case of an explicit scheme, as v˜n−1α can be expressed as
an equation of v˜n for each α ∈ G. The result is harder to prove for the general case
where θ and ζ can take any value in [0, 1].
When solving linear PDEs, a numerical scheme can be written as a linear system of
equations Av˜ = b. The problem of the scheme’s solvability is reduced to determining
whether the matrix A is singular or not. Our problem is not linear, because of the
control a. If we fix a, we see easily that the scheme (11.21) is solvable: The matrix A
corresponding to the scheme has bn,n−1α˜,α˜ on the diagonals, and b
n,n−1
α˜,α , α˜ 6= α, in the
other positions of the matrix. We see that the matrix is diagonally dominant, with at
least some rows strictly diagonally dominant. It follows that A is non-singular.
However, this argument is not sufficient to prove that our scheme has a unique
solution, because the control makes the system non-linear. We need to use another
method to prove existence and uniqueness of the discrete equations. The following
theorem uses the Banach fixed point theorem, see Theorem 2.29. The proof is relatively
similar a proof in [12]. The main difference between the proofs is that we will take
the boundary conditions of the scheme into consideration. We also need to do some
modifications in the formulation because our problem is a terminal value problem, and
not an initial value problem.
Lemma 12.9. The numerical scheme (11.21) has a unique solution.
Proof. As mentioned above, it is sufficient to show that the system of equations (11.21),
(11.22b)-(11.22e) has a unique solution at each time step. Assume v˜n is given, and that
we want to determine v˜n−1. Let RH denote the space of all real valued functions defined
on H. Define the operator T : RH → RH by
(Tw)α = wα − RHT (tn−1, Xα, w˜), (12.9)
for all α ∈ H, where w˜ : HT → R satisfies w˜n = v˜n and w˜m−1 = w. Note that
RHT (tn−1, Xα, w˜) =

supa∈A
{
− bn,n−1α,α (a)wα +
∑
α˜ 6=α b
n,n−1
α,α˜ (a)wα˜
+
∑
α˜ b
n,n
α,α˜(a)v˜
n
α˜ +∆tf
n,a
α
}
for α ∈ G∗,
−
(
β
∆y +
1
∆x
)
wi,j + β∆ywi,j+1
1
∆xwi−1,j for i = Nx,
sup(pi,0)∈A
{
− bn,n−1α,α (a)wα +
∑
α˜ 6=α b
n,n−1
α,α˜ (a)wα˜,
+
∑
α˜ b
n,n
α,α˜(a)v˜
n
α˜ +∆tf
n,a
α
}
for j = Ny,
−wα + gnj for i = 0,
wNx−1,Ny−1 − wα for α = (Nx, Ny).
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First we will show that T is a contraction for sufficiently small , i.e.,
|Twα − Tw˜α|L∞ ≤ (1− )|wα − w˜α|L∞ .
Let  > 0 be so small that

(
1 +∆t(θl¯a,nα + ζj¯
a,n
α )
) ≤ 1.
Using bn,mα˜,α ≥ 0, we see that
Twα − Tw˜α
≤ sup
a∈A
{(
1− (1 +∆t(θl¯a,nα + ζj¯a,nα )))(wα − w˜α)
+ ∆t(θl¯a,nα + ζj¯
a,n
α )|wα˜ − w˜α˜|L∞
}
≤ (1− )|w − w˜|L∞ ,
for all α ∈ G∗. Interchanging the role of w˜ and w, we see that
|Twα − Tw˜α| ≤ (1− )|w − w˜|L∞(G) (12.10)
for all α ∈ G∗. We see easily that (12.10) also is satisfied for α ∈ G\G∗. Taking the
supremum over all α ∈ G, we see that T is a contraction under the supremum norm.
Using the Banach fixed point theorem 2.29, we see that T has a unique fixed point w∗,
and we see by insertion in 12.9 that w∗ solves (11.21). uunionsq
The theorem above does not only prove that the system of equations (11.21),
(11.22b)-(11.22e) can be uniquely solved. It also gives us an algorithm for determining
v˜n−1 at each time step, as there is an iterative procedure associated with the Banach
fixed point theorem, see Theorem 2.29.
To prove that v˜ converges to V, we need the following strong comparison principle.
Theorem 12.10 (Strong Comparison Principle). If v is a subsolution of (11.5)
on DT , and v is a supersolution of (11.5) on DT , we have v ≤ v on DT .
The following theorem is the main result of the section. The proof is almost identical
to a similar proof in [5]. However, we still choose to include a sketch of the proof, as
the problem in [5] is formulated as a local HJB equation, not an integro-PDE. The
theorem is based on the the strong comparison principle of Theorem 12.10, in addition
to Lemmas 12.6-12.8.
Theorem 12.11. The numerical scheme (11.21) converges locally uniformly to the vis-
cosity solution of (8.3) and (8.5), provided the strong comparison principle of Theorem
12.10 is satisfied.
Proof. Let v, v : DT → R be defined by
v(t,X) = lim inf
|HT |→0,
(tn,Xα)→(t,X)
v˜nα
and
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v(t,X) = lim sup
|HT |→0,
(tn,Xα)→(t,X)
v˜nα.
We will prove that v is a supersolution of (8.3) and (8.5), and that v is a subsolution
of (8.3) and (8.5). Suppose (t,X) ∈ DT is a global maximum of v − φ for some φ ∈
C1,2,1(DT ). By a similar argument as in the proof of Lemma 6.5, we may assume
the maximum is strict, and that v(t,X) = φ(t,X). Let {HT,k}k∈N be a sequence of
grids, such that |HT,k| → 0 as k → ∞, and let v˜k denote the numerical solution
corresponding to the grid HT,k. Let (tk, Xk) be a global maximum of v˜k − φ. By using
a similar technique as in the proof of Lemma 10.28, we see that (tk, Xk)→ (t,X) and
v˜k(tk, Xk)→ v(t,X) as k →∞.
By the monotonicity of RHT,k and the definition of v˜k, we have
RHT,k(tk, Xk, φ+ ξk) ≥ RHT,k(tk, Xk, v˜k) = 0.
Taking limits and using the consistency of RHT,k , we get
0 ≤ lim sup
k→∞
RHT,k(tk, Xk, φ+ ξk)
≤ lim sup
|HT,k|→0,
(tn,Xα)→(t,X)
RHT (t,X, φ+ ξ)
≤RHT (t,X, φ),
and it follows that v is a subsolution of (11.5). We can prove by a similar argument
that v is a viscosity supersolution of (11.5).
The strong comparison principle of Theorem 12.10 implies that v ≥ v. On the other
hand, the definition of v and v gives us v ≤ v. It follows that v = v, and that
v := v = v = lim
k→∞
v˜k
is a viscosity solution of (11.5). By Lemma 11.2 and uniqueness results for viscosity
solutions, v is the unique viscosity solution of (8.3) and (8.5). The convergence is locally
uniform by the definitions of v and v. uunionsq
Chapter 13
Scheme for the one-dimensional problem
In section 5.1 it was proved that the dimension of the HJB equation can be reduced if
U and W satisfy (5.14). Reduction of the dimension of the problem is a huge advantage
when constructing numerical schemes, as the running time and memory requirements
become smaller. We will first derive a penalty approximation for the one-dimensional
HJB equation, and then construct a numerical scheme for the penalty approximation.
We will not provide proofs of convergence, only give heuristic arguments of why we
have convergence. However, simulations in Chapter 15 will show that our numerical
solution do converge to the analytical solution.
We proved in Chapter 10 that the solution of the penalty problem (8.3) and (8.5)
converges uniformly to the value function V of the original problem. We do not have
a similar result for the problem in reduced dimension. In fact, V cannot be written
as a function of only t and r (r = x/y, r = x/(x + y) or r = y/x), so there is no
one-dimensional equation in t and r that corresponds to (8.3).
We can show this by contradiction. Assume V(t, x, y) = V (t, r), where r =
x/y. Introducing the short hand notations F = F
(
t,X,DXV,D
2
XV,I
pi(t,X, V )
)
,
F = F
(
t, r, ∂rV , ∂
2
rV ,I
pi(t, r, V )
)
, G = G(DXV ) and G = G(r, V , ∂rV ), we know
from Section 5.1 that F = yγF and G = yγ−1G. The value function V satisfies
F + max{G; 0}/ = 0, so V  must satisfy yγF + yγ−1 max{G; 0}/ = 0 or, equiva-
lently,
F
(
t, r, ∂rV , ∂
2
rV ,I
pi(t, r, V )
)
+
1
y
max
{
G(r, V , ∂rV ); 0
}
.
We have obtained a contradiction, since this equation contains the variable y in addition
to t and r. We get similar results for r = x/(x+ y) and r = y/x.
The numerical scheme we constructed in Chapter 11, was based on the penalty
approximation (8.3) of (5.11). There is no one-dimensional equivalent of this penalty
approximation, so we must find another penalty approximation if we wish to solve
a one-dimensional system. From the form of (8.3), it is natural to try this penalty
approximation:
F +
1

max{G; 0} = 0. (13.1)
The functions F and G are defined by (5.17) and (5.16), (5.21) and (5.20), and (5.23)
and (5.22), respectively, for the three cases r = x/y, r = x/(x+ y) and r = y/x. Note
that the penalty approximation (13.1) corresponds to a control problem where the the
control is absolutely continuous, and the consumption rate is bounded by y/, (x+y)/
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and x/, respectively, for the three cases r = x/y, r = x/(x + y) and r = y/x. We do
not have any convergence results for (13.1), but it seems reasonable that the solution
converges to V . The heuristic proofs of convergence given in Section 10.1 also apply to
the penalty approximation (13.1).
We try to construct a stable, consistent and monotone finite difference scheme for
the penalty approximation (13.1). We will see that it is difficult to prove stability in the
case r = x/y, while handling the integral term is challenging for the cases r = x/(x+y)
and x = y/x.
We start with the case r = x/y. Replacing all derivatives in (13.1) by upwind differ-
ences, the scheme can be written as
sup
a∈A
S
a
H′T
(tn, Xα, v˜) = 0, (13.2)
where
S
a
H′T
(tn, ri, v˜) =
1
∆t
(
v˜ni − v˜n−1i
)
+ fn−1i + θL
a
H′T
[v˜]n−1i + (1− θ)L
a
H′T
[v˜]ni
+ ζI
a
H′T
[v˜]n−1i + (1− ζ)I
a
H′T
[v˜]ni
(13.3)
for some θ, ζ ∈ [0, 1],
fni = e
−δtnU(1),
L
a
H′T
[v˜] =
1
2
(σpir)2∆rr,∆rv˜ +
(
rˆ + (µˆ− rˆ)pi)rδ+r,∆rv˜ + βrδ+r,∆rv˜ − βγv˜
+ c
(
− βδ−r,∆rv˜ + βγv˜ − δ−r,∆rv˜
)
,
the discretization IH′T of I
pi similar to IH, and
H′T =
{
(t, r) ∈ R2 : t = m∆t, r = i∆r, m ∈ {1, . . . , Nt}, i ∈ {1, . . . , Nr}
}
for ∆t = T/Nt, ∆r = Rmax/Nr, Nt, Nr ∈ N. By (5.18), we let the boundary condition
for r = 0 be
v˜m0 =
∫ T
t
U
(
e−β(s−t)
)
ds+ Ŵ
(
0, e−β(T−t)
)
(13.4)
for m = 0, 1, . . . , Nt, and by (5.19) we let the terminal condition of the scheme be
v˜Nti = Ŵ (ri, 1)
for i = 0, 1, . . . , Nr. We employ a Neumann boundary condition at r = Rmax, i.e.,
v˜mNr = v˜
m
Nr−1
for m = 0, 1, . . . , Nt − 1.
In order to get a monotone scheme, the coefficients of all v˜ni′ in (13.3) must be positive.
This is automatically satisfied for i′ = i ± 1, since we employed upwind differences. It
is also satisfied for i′ = i for sufficiently small ∆t.
Proceeding as in the proof Lemma 12.8, we get
max
0≤i≤Nr
v˜m−1i ≤
(
1 +
βγ

∆t− βγ∆t
)
max
0≤i≤Nr
v˜mi + max
0≤i≤Nr
fmi .
Since f is bounded, and  and ∆t are assumed to be small, we see that
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max
0≤i≤Nr
v˜m−1i .
(
1 +
βγ

∆t
)
max
0≤i≤Nr
v˜mi ,
so
max
0≤i≤Nr
v0i .
(
1 +
βγ

∆t
)T/∆t
max
0≤i≤Nr
v˜Nti .
We know that (1 + βγ∆t/)T/∆t → eTβγ/ as ∆t→ 0. But eTβγ/ →∞ when → 0, so
we do not manage to establish a maximum principle.
The scheme may converge, even though we have not managed to prove a maximum
principle. It was the term cβγv˜ that caused the problem in the maximum principle
proof, and in the above paragraphs, we assumed the worst-case situation c = 1/
always will occur. In real simulations, we will probably have c = 0 in a large fraction
of the iterations.
In fact, the following probabilistic induction argument in m and i shows that we
expect the scheme to satisfy some kind of maximum principle for smooth value func-
tions, because c = 1/ only if |vmi−1 − vmi | is small, and because v˜m0 is bounded for
all m ∈ {0, . . . , Nt}: We will assume θ, ζ = 0, i.e., the scheme is purely explicit, but
the argument works equally well for θ, ζ > 0. Assume we have established an upper
bound on v˜m, and want to find an upper bound on v˜m−1. We see by (13.4) that v˜m−10
is bounded. Assume we have found some appropriate upper bound on v˜m−1i−1 , and want
to calculate v˜m−1i . If c = 0, we see immediately that v˜
m−1
i ≤ max0≤j≤Nr v˜mj + fmi ∆t,
so we have found an upper bound on v˜m−1i . If c = 1/, we must have
−βδ−r,∆rv˜mi + βγv˜mi − δ−r,∆rv˜mi ≥ 0 ⇔ |v˜mi − v˜mi−1| ≤
βγ∆r
βri−1 + 1− γ∆r v˜
m
i−1,
since c is chosen to maximize S
a
H′T
. For smooth value functions we expect v˜m−1i −v˜m−1i−1 to
be of the same order as v˜mi −v˜mi−1, and therefore we expect to have v˜m−1i −v˜m−1i−1 = O(∆r).
If we have found an upper bound on v˜m−1i−1 , we may manage to find an upper bound
also on v˜m−1i . We can find an upper bound on all elements of v˜
m−1 by induction.
For the case r = y/x, the situation is different than in the case above. Again the
penalty approximation is given by (13.1), but F and G are given by (5.23) and (5.22),
respectively. The coefficient in front of V in G is negative in this case, and therefore
it is easy to establish a maximum principle. However, the discretization of the integral
operator is more challenging in this case. In the case r = x/y the integral operator
is on the form described in [12], and we can use results from this article to find an
appropriate discretization. In the case r = y/x the form of the integral operator is
different, and we would have to develop our own results.
For the case r = x/(x+y) the properties of a discretization depends on the size of β.
For β ≤ 1, the coefficient of V in G is negative, so we manage to establish a maximum
principle. For β > 1, however, we will meet the same problem as described above for
r = x/y. Just as in the case r = y/x, the integral term is on a different form than for
the two-dimensional problem.
Only the scheme with r = x/y will be implemented. The scheme will be used for
simulations with jumps in the Le´vy process. The time requirements for the integral
calculations associated with the jumps become too large for the two-dimensional scheme
described earlier.

Chapter 14
Implementation of the finite difference schemes
In this chapter we will explain and discuss some aspects of the implementation of the
schemes described earlier. We will also discuss the time complexity of the schemes, and
realistic values for the parameters of the schemes. We will focus on the explicit versions
of the schemes from Chapters 11 and 13, as only these schemes will be implemented.
The MATLAB implementation of the schemes can be found in the appendix.
Only the code for the one-dimensional problem admits jump processes. The reason
for this, is that the calculation of the integral in the HJB equation is time consuming,
and the time complexity of the scheme is reduced when the dimension is reduced.
As mentioned above, only the explicit versions of the schemes will be implemented.
The advantage of a purely implicit scheme, is that fewer time steps are needed, as
we have no constraint on the value of ∆t. One advantage of a purely explicit scheme,
is that each iteration is faster, as we do not have to solve a system of equations in
each iteration. Let us assume the optimal control (pi, c) is known, and that we want to
employ an implicit numerical method. Since the optimal control is known, the system of
equations we need to solve at each time step, is linear. If ζ > 0, we have to solve a linear
system of equations with full matrices in each iteration. This is in general a very time
consuming operation. If only the other terms were treated implicitly (θ > 0, ζ = 0),
we had obtained a banded matrix, and systems with banded matrices are in general
easier to solve than systems with full matrices, see [36]. However, also banded matrix
systems take longer to solve than a purely explicit system, and if the integral term is
treated explicitly, we will still have a constraint on ∆t. As mentioned in Chapter 12,
the Banach fixed point theorem provides a method for determining v˜m−1 from v˜m at
each time step, but the rate of convergence might be slow, such that we have to perform
many matrix multiplications at each time step.
The programs are built up as sketched in Section 11.4: First we find vNt by using the
terminal value condition, and then we iterate over the time steps. At each time step m
we use (11.21)/(13.2) to determine v˜m at interior points, and afterwards we find the
value of v˜m at the boundary.
The biggest challenge is to determine which controls we should use at each time step.
It is easy to determine the value of c, as SaHT and S
a
H′T
are linear functions of c. It is also
easy to find the optimal value of pi if ν ≡ 0. If ν ≡ 0, SaHT and S
a
H′T
are second degree
polynomials in pi, and we can easily find the maximizing value of pi. If the optimal
value of pi is larger than 1, we define pi = 1, and if the optimal value of pi is less than
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0, we define pi = 0. If we ν 6≡ 0, on the other hand, SaHT and S
a
H′T
are highly non-linear
functions of pi, and it is more difficult to find a maximizing value of pi.
We will find an approximately correct value of pi in each iteration by assuming pi
is a uniformly continuous function of t. Let us assume we are considering the one-
dimensional scheme (13.2). If we have found an optimal value pi∗ in time step m, we
assume the optimal value of pi in time step m−1 is in some interval [pi∗−∆pi, pi∗+∆pi].
We calculate SH′T for each of the three values pi
∗−∆pi, pi∗ and pi∗+∆pi, and choose the
value of pi that makes SH′T largest. For the initial iteration t = T , it might be possible
to calculate the optimal value of pi analytically, as V (T, x, y) is known. Otherwise, we
can start out with a random value of pi; the system will adjust the value of pi over
the first few time steps, such that it becomes optimal. We should not let ∆pi be too
large, as this may give us an inaccurate value of pi. We should not let ∆pi be too small
either, as we need to have ∆pi ≥ ∂pi∂t∆t to capture the changes in pi over time. However,
numerical simulation shows that v˜ is not very sensitive for the choice of pi, and for the
cases we simulate in the next chapter, pi is approximately constant in time. Therefore
this simple technique gives sufficiently good results.
As described in the next section, the calculated values of pi and c are recorded in
the simulation to provide the user with the simulated optimal controls. The number of
pi’s and c’s that are calculated by the program is often very large, as many time steps
are needed. Therefore only a small fraction of the used values are saved at each time
steps. A random number generator is used to determine which values that are recorded
at each time step, but due to the large number of time steps, the result varies little
between different runs with the same input parameters.
The most technically challenging part of the implementation is the implementation of
the integral part of the HJB equation. Programs for two different kinds of Le´vy measures
are implemented, see equations (15.6) and (15.7). The integral part of the HJB equa-
tion is calculated in separate functions, called calcJump caseA and calcJump caseB,
respectively. The functions take a vector of controls pi and the discrete value function
v˜m as input parameters, and return the calculated value of the integral for each ri,
i ∈ {1, . . . , Nr − 1}. For each ri, the calculated integral is a vector product between v˜m
and a vector of weights. For each value of n, the contributions from each of the points
zn − ∆z, zn and zn + ∆z, ∆z = n∆r, are added to the vector of weights. For large
n, zn + ∆z will correspond to grid points outside our grid, and these contributions to
the integral term will simply be skipped. For this reason, the integral calculations will
be inaccurate close to the boundary r = Rmax. In the case where the Le´vy measure is
given by (15.6), we will also truncate the sum (11.10) in another way. For large values
of n, the integral k˜±H,n is very small, and therefore only the terms of (11.10) where n is
small, will have any influence on the result.
We will implement the case ν(dz) = λδ−ξ(dz), and compare the result with the
explicit solution formula found in Section 7.1. We will have σ 6= 0, and therefore the
solution formula (7.17) does not apply. To find the terminal value condition, we need to
solve the system of equations (7.6) for ρ. It is not easy to solve this system of equations,
and to overcome this problem, we let pi∗ be an input argument to the program in this
case instead of δ. If pi∗ is given, it is easy to solve the first of the two equations for ρ
numerically. As soon as ρ is determined, we use the second equation to find δ. However,
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note that pi∗ will not be used in the simulation, except to calculate δ and determining
the initial value of pi in the iterations.
The efficiency of the codes has been optimized in several ways. First, matrix opera-
tions are used as much as possible, as matrix operations go much faster than element-
wise operations. Second, calculations of integrals required for jump processes have been
calculated outside the loop iterating over time. Much time is saved by not having to
perform numerical integration at each time step.
The time complexity of the scheme (11.21) with ν ≡ 0 and θ, ζ = 0 is easily seen
to be O(NxNyNt) if all operations are done element-wise. In order for the scheme to
be monotone, we need to have Nt = O(1Ny +
1
Nx + N
2
x), so if we are assuming the
value of Nt is chosen as small as possible and all operations are done element-wise, the
running time is of order
O
(
1

NxN
2
y +
1

N2xNy +N
3
xNy
)
for given Nx and Ny. However, the code has been optimized by using matrix operations
instead of element-wise operations, and this affects the running time. The running time
of matrix operations in MATLAB is not proportional to the size of the matrix for small
matrices (< 4002 elements), and therefore there is no easy relation between grid size
and running time for our program. See Section 15.5 for a more comprehensive discussion
of this.
The efficiency of the scheme (13.1) with ν ≡ 0 is easily seen to be O(NrNt) if all
operations are done element-wise. We know that Nt must be of order O
(
N2r +
1
Nr
)
to
get a monotone scheme. If we choose Nt as small as possible and perform all operations
element-wise, the running time is of order
O
(
N3r +
1

N2r
)
.
However, since the program uses vector and matrix operations instead of element-wise
operations, the real running time will be different. If there are jumps in the Le´vy
process, the calculation of the integral term will dominate the running time, as we do
not manage to optimize the code with matrix operations in the integral calculation. If
the Le´vy measure is given by (15.7), the number of terms in (11.10) is proportional with
Nr, so the running time is also expected to be linear in Nr. If the Le´vy measure is given
by (15.6), the connection between Nr and the number of terms is more complicated,
due to the truncation algorithm described above, and the number of terms will depend
on both Nr and b.
At the end of this chapter, we will discuss shortly realistic values of the parameters
of the problem. The strict constraints on the parameters that are necessary in order
to get a well-defined problem are given in Chapter 3; here we will only discuss which
values are the most realistic, with reference to articles concerning similar problems. The
impact and interpretation of the different parameters will be discussed in Section 15.2,
where we see how varying the different parameters influence the simulation results.
We will interpret t as measured in years, and rˆ and µˆ is therefore the (expected)
return of the safe and risky asset, respectively, during one year. Looking through articles
concerning related problems ([17], [18], [31], [32]), we see that the value of rˆ varies
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between 0.06 and 0.07, while the value of µˆ varies between 0.05 and 0.3. We also note
that the used value of µˆ always is larger than the value of rˆ, as mentioned in Chapter
3.
The Le´vy measure ν and the constant σ describe the variation in the return of the
risky asset. Several realistic models used in the literature ([6], [21], [9]) let Lt be a
pure-jump Le´vy process, i.e., σ = 0. In the articles [17], [18], [31] and [32], where ν ≡ 0,
the value of σ varies between 0.2 and 0.4. The value of the discount factor δ varies
between 0.1 and 7 in [17], and is set to 0.1 in [18].
Chapter 15
Simulation results
This section contains all the results from the simulations. In Sections 15.1-15.5 we will
perform simulations with ν ≡ 0, using the scheme described in Chapter 11, and in
Sections 15.6-15.7, we will perform simulations with ν 6≡ 0, using the one-dimensional
scheme described in Chapter 13. We describe typical features of the value function
and the optimal controls found in the simulations, and we will see how the different
parameters of the problem influence the result. We will also compare different boundary
conditions, compare the singular problem to the non-singular problem, and discuss the
rate of convergence and time complexity of the schemes.
We will have two reference cases, one which is employing a common choice of utility
functions (A), and one which is based on the explicit solution formula found in Section
7.1 (B). We will consider three different kinds of plots:
1. plot of the value function V , in most cases for the time t = 0.
2. plot of the distribution of the value of pi. The values of pi that are calculated by
the program for G > 0 are recorded, where G denotes a discrete approximation to
G(DXV ). The distribution of all used pi-values are shown in a histogram.
3. plot of the relative frequency of G > 0 as a function of the ratio x/(x+ y).
The purpose of the pi-plots is to find the optimal fraction of wealth to invest in the
risky asset. We assume the investor will perform a consumption gulp if G(DXv) ≥ 0,
and this implies that she will be in a state where G(DXV ) < 0 almost all the time. For
this reason, only values of pi where G(DXV ) < 0 are recorded. We are not recording
the used values of pi, which must be in the interval [0, 1], but the value of pi ∈ (−∞,∞)
that is optimal if we remove the constraint pi ∈ [0, 1]. It is assumed that all values of
pi are in some interval [a, b] (a < 0, b > 1), and calculated values of pi that are < a
and > b, are registered as a and b, respectively. Therefore the plot may show small
frequency peaks at a and b, but these peaks are not real. For most pi-plots we will have
a = 0 and b = 2. We choose b > 1, because the calculated values of pi often are above 1.
If the optimal value of pi is above 1, it is optimal for the agent to borrow money with
rent rˆ to invest in the risky asset. Our problem does not admit such behaviour, but it
is still interesting to see the distribution of calculated pi-values above 1.
The purpose of the G-plots is to see for which values of x, y and t the agent consumes.
We know that G(DXV ) < 0 corresponds to consumption, because G(DXV ) = βvy −
vx < 0 if V (x− c, y+βc) < V (x, y) for all c ∈ [0, x], i.e., if it is not optimal to consume.
We see that G(DXV ) ≥ 0 corresponds to consumption by a similar argument. For the
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(a) Value function for t = 0, case A
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(d) Value function for x = 5, t = 0, case A
Fig. 15.1: Plots of the value function for reference case A.
example studied in Section 7.1, the agent’s consumption strategy is constant in time
and depends only on the ratio x/y, but for other utility functions, the strategy may be
different.
15.1 Reference cases
In this section we will define the reference cases A and B, and describe typical features
of the value function and the optimal controls found in the simulations. Case B cor-
responds to the explicit solution found in Section 7.1, while case A corresponds to a
more realistic choice of terminal utility function W .
In both case A and B, the utility function U is defined by
U(y) =
yγ
γ
. (15.1)
In case A the terminal utility function W is given by
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(c) Value function for y = 5, case B
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Fig. 15.2: Plots of the value function for reference case B, both the exact solution given by
(7.27) and the simulated solution.
W (x, y) =
De−δT
γ
(x+ βy)γ , (15.2)
and in case B the terminal utility function W is given by (7.33). Note that (15.2)
corresponds to a case where final satisfaction is independent of whether the agent does
a final consumption gulp or not. The utility function (15.2) may also be interpreted as
a case where satisfaction only depends on consumption (not final wealth), but where
the investor always does a final consumption gulp at time T to get use of all the saved
up wealth. Note that the function W defined by (15.2) satisfies
W (x, y) = max
c∈[0,x]
W (x− c, y + βy),
and therefore V converges to V on the whole domain DT , not only on [0, T )×D , see
Section 10.4.
Table 15.1 shows the reference values of all constants, in addition to the standard
values of  and HT . If other parameters are applied, it will be stated below the plot.
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(a) 0 ≤ t ≤ T , case A
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(b) 0 ≤ t ≤ 0.05T , case A
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(c) 0.95T ≤ t ≤ T , case B
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(d) 0 ≤ t ≤ T , case B
Fig. 15.3: Plot of the distribution of pi. The spike around pi ≈ 0.5 on Figures 15.3b and 15.3d
becomes more prominent if we decrease |HT |.
Case T δ γ D σ rˆ µˆ β ν U W ∆x ∆y 
A 15 0.1 0.3 1 0.3 0.07 0.1 2 0 (15.1) (15.2) 0.05 0.05 0.03
B 15 0.1 0.3 1 0.3 0.07 0.1 2 0 (15.1) (7.33) 0.05 0.05 0.03
Table 15.1: This table describes the two reference cases A and B. The columns labelled U and
W refer to equations.
See Figures 15.1 and 15.2 for plots of the value function in reference cases A and B.
The value function is concave and increasing in x and y, as described in Lemmas 4.4
and 4.5. The value function decreases approximately exponentially with time, which
corresponds well with the explicit solution formula (7.27) for case A. Exponential de-
velopment in t is also reasonable from a financial point of view, as Xpi,C is expected in
increase exponentially in the absence of consumption, while Y pi,C will decrease expo-
nentially in the absence of consumption.
See Figure 15.3 for plots of the distribution of pi for reference cases A and B. In case
B, pi ≈ pi∗ ≈ 0.503 at all times and for all values of x and y, where pi∗ is defined as
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(a) 0 ≤ t ≤ T , case A
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(b) 0 ≤ t ≤ 0.1T , case A
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(c) 0.9T ≤ t ≤ T , case A
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(d) 0 ≤ t ≤ T , case B
Fig. 15.4: Plot of the sign of G as a function of x/(x + y) for reference cases A and B. For
the plots (b) and (c) only data from the time intervals [0, 0.1T ] and [0.9T, T ], respectively, are
shown.
the solution of the system of equations (7.6). In case A, pi increases with time, and is
not constant in x and y. It is optimal to invest a large fraction of wealth in the safe
asset initially, because too large early investments in the unsafe asset give too much
uncertainty about the outcome. We see that the value of pi converges to pi∗ when t
decreases. When the investment horizon increases, the terminal value function becomes
less important, and the solution converges to the solution in case B. See Lemma 4.7.
See Figure 15.4 for plots of the sign of G as a function of x/(x + y). As explained
above, G > 0 corresponds to consumption, while G < 0 corresponds to no consumption.
In case B we have consumption if and only if x/(x + y) & k/(k + 1) ≈ 0.900, where k
is defined by (7.5), and the result is approximately constant in time. This corresponds
well with the results in Section 7.1. In case A the consumption decreases with time.
Again, we see that the solution in case A converges to the solution in case B when t
decreases.
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15.2 Varying parameter values
The purpose of this section is to find out how varying the different parameters of the
problem influence the value function and the optimal investment strategy. We will only
consider case A, as many of the results are similar for case A and case B.
Figure 15.5 shows how the value of δ influences the optimal choice of control. We
see that the solution in case A converges faster to the solution in case B for a larger
value of δ, as G and pi are almost independent of time on Figure 15.5. The terminal
value function becomes unimportant faster, because of the term e−δT in the definition
of W , and therefore the solution converges faster. We see from (3.4) and (15.2) that the
importance of early consumption increases, while the importance of late consumption
and terminal wealth decreases, when we increase δ. Therefore the investor increases
consumption, as we can see on Figure 15.5b.
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(a) The distribution of pi for 0 ≤ t ≤ T
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(b) The sign ofG as a function of x/(x+y) for 0 ≤ t ≤ T
Fig. 15.5: Plots for reference case A, where δ = 0.5 instead of δ = 0.1. Compare with Figures
15.3a and 15.4a.
Figure 15.6 shows how the value of γ influences our result. When γ is large, the
utility functions are approximately linear, and hence the agent gives lower priority to
safe investments, compared to investments with high expected return. Therefore the
optimal value of pi increases. We also see that the value function V is approximately
linear for γ = 0.8, which corresponds well with the growth estimate given in Lemma
4.6.
Figure 15.7 shows how the value of D influences our result. When D is large, the
investor gives high priority to final satisfaction, compared to satisfaction for t < T .
Therefore the agent will decrease consumption, see Figure 15.7b. The value function is
almost independent of y on Figure 15.7a. Since the agent consumes rarely, Y pi,CT will be
small. It follows that the value of Xpi,CT contributes the most to final satisfaction, and
that V is almost independent of y.
Figure 15.8 shows how the value of σ influences the optimal control. When σ de-
creases, the variance of the uncertain asset decreases, and investing in the uncertain
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(a) Value function for t = 0, γ = 0.8, case B
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(b) Distribution of pi for 0 ≤ t ≤ T
Fig. 15.6: Plots for reference case A, where γ is increased from 0.3 to 0.8. Compare with Figures
15.1a and 15.3a.
(a) Value function for t = 0, case B
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(b) Consumption
Fig. 15.7: Plots for reference case A, where D is increased from 1 to 100. Compare with Figures
15.1a and 15.4a.
asset becomes less risky. The agent will invest more in the risky asset, and the value of
pi increases.
Figure 15.9 shows how the value of pi varies with rˆ and µˆ. When rˆ is close to µˆ,
the expected return from the safe asset is almost as large as the expected return from
the uncertain asset, and the investor will invest almost all her wealth in the safe asset.
When µˆ is large, on the other hand, the expected return from the uncertain asset is so
large that the agent will invest much in the uncertain asset, despite the larger risk.
Figure 15.10 shows how the value of β influences the value function and the optimal
control. A large value of β signalizes that the investor gets more satisfaction from recent
consumption compared to earlier consumption. The satisfaction the agent gets from
consumption at a certain time is “forgotten” fast. Consumption close to T will decrease,
as this consumption contributes less to final satisfaction than before; it is better to save
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Fig. 15.8: Plot for reference case A, where σ is decreased from 0.3 to 0.15. Compare with Figure
15.3a.
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(a) rˆ = 0.13, case A
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(b) µˆ = 0.21, case A
Fig. 15.9: Plot for reference case A, where the values of rˆ and µˆ, respectively, are increased.
Compare with Figure 15.3a.
wealth, and then do one large consumption gulp at time T . This change of strategy
is shown well in our simulations, as the tail on Figure 15.4a, which corresponds to
consumption close to time T , is smaller on Figure 15.10b. The value function is almost
independent of y, as the the initial value of Y pi,C is forgotten fast, and contributes
little to the investor’s satisfaction in most of the time interval [0, T ]. The variant of the
Merton problem described in Chapter 7.2, corresponds to the case β →∞, and in this
case the value function is only a function of x.
Figure 15.11 shows that the value function not necessarily is decreasing in t. We
have increased D from 1 to 200, and have decreased β from 2 to 0.2. When D is small,
almost all satisfaction of the agent expressed in V (t, x, y), is coming from consumption
in the interval [t, T ). To obtain the largest possible total satisfaction, it is an advantage
to invest over a long time interval. Therefore V is decreasing in t for A  1. When
A 1, almost all satisfaction of the investor comes from the final values of Xpi,C and
Y pi,C , and the length of the investment period becomes less important. Therefore the
value function may be increasing in t for large values of D. It is not only D and β that
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(a) rˆ = 0.13, case A
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(b) µˆ = 0.21, case A
Fig. 15.10: Plot for reference case A, where the value of β is increased from 2 to 10. Compare
with Figures 15.1a and 15.4a.
have a influence on the growth of V in t; also δ, rˆ and µˆ influence the result. Decreasing
δ has the same effect as increasing D, as a small value of δ implies that the terminal
values of Xpi,C and Y pi,C become more important. If rˆ and µˆ are small, the expected
growth of Xpi,C decreases, and this may give us a value function that is increasing in t.
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Fig. 15.11: Plot of the value function for reference case A, where D is increased from 1 to 200,
and β is decreased from 2 to 0.2. We have x, y = 5, while t varies.
15.3 Boundary conditions
In this section we will study which boundary conditions give best simulation results for
reference case B. We will also see that the boundary conditions in general have little
influence on V away from the boundaries.
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We start with the boundary condition for y = 0, see Figure 15.12. We see that
boundary conditions (11.13) and (11.15) give best results, i.e., we should either employ
the ”regular” scheme on the boundary y = 0 or assume G(DXV ) = 0. Boundary
condition (11.15) does not work as well as (11.13) for small x. This is natural, because
(11.15) is associated with non-zero consumption, and for sufficiently small x, grid points
associated with no consumption will be involved in the calculation of v˜mi,0. For large x,
however, the two schemes (11.13) and (11.15) perform equally well. From the boundary
condition V ≡ 0 on Figure 15.12d, we see that the boundary condition do not have
much impact on V in the interior of the domain. The boundary condition (11.12)
estimates V to be too small. The boundary condition (11.13) will be employed in all
other simulations in this thesis.
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(c) Boundary condition (11.12),
y = 0, t = 0
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(d) Boundary condition V ≡ 0,
x = 5, t = 0
Fig. 15.12: Plots of the value function for reference case B, where various boundary conditions
for y = 0 are compared. We have ∆x = 0.2 and T = 5 at all the plots.
Now we consider the boundary x = xmax, see Figure 15.13. We see from Figure 15.13c
that the boundary condition has little influence on the value function in the interior
of the domain. We see that (11.17) is the best boundary condition, as the difference
between the exact and simulated solution is smallest in this case. The boundary condi-
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tion (11.17) was derived by assuming it is optimal to consume wealth when x = xmax.
The Neumann boundary condition (11.16) also gives a satisfactory result.
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(a) Boundary condition (11.17).
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(b) Boundary condition (11.16).
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(c) Boundary condition V ≡ 0 for x = xmax.
Fig. 15.13: Plots of the value function for reference case B, where various boundary conditions
for x = xmax are compared. We have ∆x = 0.2 and T = 5 at all the plots. All other parameters
are as given in Table 15.1. The plots show the value function as a function of x for y = 5 and
t = 0.
The boundary condition that gives best simulation results for y = ymax, is (11.19),
see Figure 15.14. This boundary condition is derived from the assumption that there is
no consumption for y = ymax. The Neumann boundary condition (11.18) also performs
relatively well. Boundary condition (11.20), which is based on the assumption that we
may ignore the increase in Y pi,C due to consumption, does not give a satisfactory result.
It might work better for shorter time intervals, smaller values of β or smaller values
of x, but for the case we are considering, v˜ becomes much smaller than the analytical
solution.
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(a) Boundary condition (11.19).
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(b) Boundary condition (11.18).
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(c) Boundary condition (11.20).
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(d) Boundary condition V ≡ 0 for y = ymax.
Fig. 15.14: Plots of the value function for reference case B, where various boundary conditions
for x = xmax are compared. We have ∆x = 0.2 and T = 5 at all the plots. The plots show the
value function as a function of y, and x = 5 and t = 0 for all the plots.
15.4 Singular versus non-singular problem
Our MATLAB script does not solve the singular optimization problem directly, but
solves the non-singular optimization problem for a user-given value of . This gives
us the opportunity to compare properties of the singular problem to properties of the
non-singular problems.
We assume  = 0.03 is a so small value of , that the produced graphs are sufficiently
close to the singular problem, and we compare results for  = 0.03 and  = 3. Figure
15.15a shows that the value function of the non-singular problem, is smaller than the
value function of the singular problem. This corresponds well with Theorem 9.11. We see
on Figure 15.15b that there is consumption for smaller values of x/(x+ y) when  = 3.
When  increases, the consumption rate is generally smaller, and therefore we need to
consume more frequently in order to obtain a sufficiently large total consumption.
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Fig. 15.15: These plots compare the simulation results for two values of . All parameter values
except for  are as described in Table 15.1 for case A. The simulation results for  = 0.03 are
almost identical to the results for the singular problem, while the results for  = 3 corresponds
to results for a non-singular problem.
15.5 Rate of convergence and computing time
In this section we will calculate an approximate rate of convergence for our finite dif-
ference scheme, and study its running time. We will perform the analysis for reference
case B, as we have an explicit solution formula for this case.
We define the error E∆ of the scheme as
E∆ = max
0≤i<0.8Nx,
0≤j<0.8Ny ,
0≤m≤Nt
|v˜mi,j − V (xmi,j)|,
where ∆ = (∆x,∆t, ) and we have assumed ∆y = ∆x. Note that we do not include
points close to the boundaries x = xmax and y = ymax, because we do not want
possibly inaccurate boundary conditions for large x and y to disturb the result. In case
the scheme is inaccurate at these boundaries, it is easy to obtain an accurate value at
a certain point by increasing the domain size slightly. However, we do include points
close to the boundaries x = 0 and y = 0, as possible inaccuracies here are more serious;
we cannot get rid of inaccuracies at x = 0 and y = 0 by doing small adjustments on
the grid.
We assume the error can be written as
E∆ = C∆x∆xr∆x + C∆t∆tr∆t + Cr
for constants r∆x, r∆t, r, C∆x, C∆t and C. We wish to find approximate expressions
for r∆x, r∆t, r, C∆x, C∆t and C. Assume ∆1 = (∆x1, ∆t, ), ∆2 = (∆x2, ∆t, ) and
∆3 = (∆x3, ∆t, ), where ∆x1/∆x2 = ∆x2/∆x3 = a for some constant a > 1. Then we
have
E∆1 − E∆2 = C∆x∆xr∆x1 (1− (∆x2/∆x1)r∆x)
and
202 15 Simulation results
E∆2 − E∆3 = C∆x∆xr∆x2 (1− (∆x3/∆x2)r∆x) ,
which implies that
E∆1 − E∆2
E∆2 − E∆3
= ar∆x ,
or
r∆x =
log
(
E∆1−E∆2
E∆2−E∆3
)
log a
. (15.3)
As soon as we have determined r∆x, it is easy to find an approximate expression for
C∆x:
C∆x =
E∆1 − E∆2
∆xr∆x1 (1− (∆x2/∆x1)r∆x)
. (15.4)
Equations (15.3) and (15.4) will be employed when we calculate approximate expres-
sions for C∆x and r∆x. We get similar equations for C∆t, C, r∆t and r. For ∆x and
∆t we will let a = 2, while we will let a = 3 for . Tables 15.2-15.4 show our calculated
values for C∆x, C∆t, C, r∆x, r∆t and r. We see that an approximate expression for
the error E∆, is
E∆ = 0.667∆x0.300 + 0.0127∆t+ 0.00166,
and that the error is dominated by the ∆x term.
∆x E∆ ∆E∆ r∆x C∆x Running time (s)
0.400 1.0981 23.9
0.200 0.8918 0.2063 0.6670 49.4
0.100 0.7243 0.1675 0.3006 0.6668 116.6
0.050 0.5883 0.1360 0.3003 0.6666 450.3
0.025 0.4778 0.1105 0.3002 0.6665 3443.3
Table 15.2: This table gives an approximated rate of convergence in ∆x and ∆y for reference
case B. The running time of the program is also given. We had ∆y = ∆x in all the simulations.
The value of ∆x and ∆y varies, while ∆t = 5 · 10−5 and  = 0.03 for all the runs. We have
∆E∆ = E∆1 − E∆2 , where ∆x2 is the value of ∆x in the current row, while ∆x1 is the value
of ∆x for the row above. The value of r∆x is calculated by using (15.3), and the value in a
specific row is calculated on basis of the error in the current row, in addition to the error in the
two rows above. The value of C∆x is calculated by using (15.4) with r∆x = 0.3. All parameter
values are as given in Table 15.1, expect that we have T = 1.
We can justify this expression from a theoretical point of view by studying the
truncation error (12.4). We assume the viscosity solution V of (11.1) is a classical
solution, and that  is so small that V and all its derivatives may be approximated
by V and the corresponding derivatives of V , where V is given by (7.27). For smooth
solutions of (11.1), we can obtain an approximate rate of convergence by inserting
the exact solution into the expression for the truncation error, see the discussion after
Lemma 12.6. The truncation error associated with ∆t in (12.5), is of order
O
(|Vtt|L∞(DT )∆t) = O(∆t),
because Vtt is bounded in our computational domain DT , see (7.27). This corresponds
well with a rate of convergence in ∆t equal to 1.
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∆t E∆ ∆E∆ r∆t C∆t Running time (s)
5.000 · 10−4 0.724436 15.1
2.500 · 10−4 0.724432 3.1705 · 10−6 0.012682 26.6
1.250 · 10−4 0.724431 1.5858 · 10−6 0.9995 0.012686 51.8
6.250 · 10−5 0.724430 7.9295 · 10−7 0.9999 0.012687 100.5
3.125 · 10−5 0.724430 3.9646 · 10−7 1.0001 0.012687 178.9
Table 15.3: This table displays the same information as Table 15.2, except that we have varied
∆t instead of varying ∆x and ∆y. The value of both ∆x, ∆y and  were 0.1 in all the runs. We
assumed r∆t = 1 when calculating C∆t.
 E∆ ∆E∆ r C Running time (s)
0.81 0.72553 30.0
0.27 0.72471 8.220 · 10−4 0.001522 29.5
0.09 0.72442 2.904 · 10−4 0.9471 0.001613 31.1
0.03 0.72432 9.868 · 10−5 0.9824 0.001645 30.0
0.01 0.72428 3.316 · 10−5 0.9941 0.001655 29.9
Table 15.4: This table displays the same information as Table 15.2, except that we have varied
the value of  instead of varying ∆x. The values of ∆x, ∆y and ∆t were 0.1, 0.1 and 2 · 10−4,
respectively, in all the runs. We assumed r = 1 when calculating C.
The truncation error associated with ∆x in (12.5) is of order
O
(
∆x|Vxx|L∞(DT ) +∆x|Vyy|L∞(DT )
)
for ∆x = ∆y and ν ≡ 0. However, since the second derivatives of the exact solution V
are unbounded, the coefficients |Vxx|L∞(DT ) and |Vyy|L∞(DT ) are non-existent. We as-
sume that we may replace |Vxx|L∞(DT ) and |Vyy|L∞(DT ) by |Vxx|L∞(H∗T ) and |Vyy|L∞(H∗T ),
respectively, i.e., we only consider values of Vxx and Vyy at grid points away from the
boundary x = 0. Doing this assumption, we get a truncation error in ∆x of the following
order:
O
(
∆x|Vxx|L∞(H∗T ) +∆x|Vyy|L∞(H∗T )
)
. (15.5)
This expression is not bounded by K∆x, because Vxx and Vyy are not bounded on
H∗T when ∆x → 0. However, we manage to justify that the rate of convergence is 0.3
by deriving a new expression for the truncation error, and by considering the order of
which the second derivatives of the exact solution converges to infinity. We want to
prove that the rate of convergence is γ, which will imply that the rate of convergence
is 0.3 in our case, see Table 15.1. The second derivatives of the exact solution are given
by
Vxx(t, x, y) =
−e
−δtk2k−ρρ(1− ρ)yγ−ρxρ−2 for x ≤ ky,
−k3γ(1−γ)β2
(1+βk)2
e−δt
(
y+βx
1+βk
)γ−2
for x > ky,
and
Vyy(t, x, y) =

−e−δt
(
k1γ(1− γ)yγ−2
+k2k−ρ(γ − ρ)(1 + ρ− γ)xρyγ−ρ−2
)
for x ≤ ky,
−k3γ(1−γ)
(1+βk)2
e−δt
(
y+βx
1+βk
)γ−2
for x > ky.
204 15 Simulation results
We see that the magnitude of second derivatives are decreasing in x and y, so, for
a given grid, the magnitude of the second derivative is biggest in one of the points
(∆x, l∆x) and (∆x, 0), where l is the smallest natural number such that ∆x ≤ kl∆x.
The second derivatives of V are of order O(∆xγ−2) in (∆x, l∆x) and (∆x, 0). If we insert
the expressions for Vxx and Vyy into (15.5), and evaluate the derivatives at (∆x, l∆x)
and (∆x, 0), we get a truncation error of order O(∆xγ−1), i.e., a truncation error that
diverges as ∆x→ 0.
We need to derive a new and better expression for the truncation error in order to
get a truncation error of order ∆xγ . We start with the case x ≤ ky. If we look more
closely on the HJB equation (11.1) with c = 0, we see that there is a factor x in front
of vx, a factor x2 in front of vxx, and a factor y in front of vy. We put c = 0, as we
expect to have c = 0 for x ≤ ky. Including the factors x and y in the expression for the
truncation error, we obtain a truncation error of the following order:
O
(
x∆x|∂2xV |L∞(H∗T ) + x
2∆x2|∂4xV |L∞(H∗T ) + y∆x|∂
2
yV |L∞(H∗T )
)
.
Note that the term ∆x2|∂4xV |L∞(H∗T ), which is associated with the term 12(σpix)2Vxx
and was not included in (12.5), has been included now, as we know that |∂4xV |L∞(H∗T )
converges faster to infinity than |∂2xV |L∞(H∗T ). Evaluating this new truncation error at
(x, y) = (∆x, l∆x), we obtain a truncation error of order O(∆xγ) as wanted.
Now we consider the case x ≥ ky. We want to show that the truncation error as-
sociated with the term 1 max
{
G(DXV ); 0
}
is of order O(∆xγ). We know that the
truncation error is of order O(∆x) when x or y are bounded away from 0, so we will
focus on calculating the truncation error in the point (t, x, y) = (tn, ∆x, 0) for some
n ≤ Nt. We know that (∆x, 0) converges towards the origin when |HT | → 0, and that
(∆x, 0) is the point of the grid H∗ ∪ {x ≥ ky} where the second derivatives of V take
their largest value. We cannot put c = 0 when we calculate the truncation error, as we
expect to have c = 1/ for x ≥ ky. There is no factor x in front of Vx in G, and no factor
y in front of Vy in G, so the approach in the paragraph above does not work. However,
we see by Taylor expansions that the truncation error associated with G(DXV ) always
is negative, since Vxx, Vyy ≤ 0. Therefore the term 1 max
{
G(DXV ); 0
}
is always un-
derestimated by our numerical scheme, and the truncation error associated with the
term cannot be larger than G(DXV ). We know that
G
(
V(tn, ∆x, 0)
)
= 
(
(V)t(tn, ∆x, 0) + F
(
tn, ∆x, 0, (V)x, (V)xx,I pi(tn, ∆x, 0, V)
))
=O(∆xγ),
so we obtain a truncation error of the wanted order.
One may argue that the real convergence rate of the scheme in x and y, is better
than γ. We obtain a convergence rate of γ instead of 1, because we use grid points
closer and closer to 0. When we use a finer grid, the coefficient of ∆x in (15.5) is
increased, because |Vxx|L∞(H∗T ) and |Vyy|L∞(H∗T ) are evaluated at points closer to (0, 0).
A more fair comparison might be to calculate the error on the same grid for all values
of ∆x. If we calculate the error on the same grid for all values of ∆x, we get a better
impression of how the error changes at a fixed point of the domain. When we reduce
the value of ∆x from 2∆x1 to ∆x1, the error of the scheme is reduced by a factor of
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0.5γ , provided we have found each error by considering the grid used in the current
simulation. However, the error of the scheme in point (2∆x1, 2∆x1) may be reduced
by a larger factor than 0.5γ . Using the same 25 × 25 grid in all error calculations,
we obtain errors of 1.0981, 0.8918, 0.4805, 0.1033 and 0.0355, respectively, for the five
values of ∆x shown in Table 15.2. This corresponds to a better rate of convergence
than 0.3. Another approach to capture the scheme’s performance at a fixed interior
point of the domain, is to only consider the error on a subset of DT . If we define E∆
to be the largest error for (xi, yj) ∈ [0.1xmax, 0.8xmax] × [0.1ymax, 0.8ymax], we obtain
errors 0.6751, 0.2662, 0.0756, 0.0350 and 0.0171, respectively, for the five values of ∆r
displayed in Table 15.2. This corresponds to a rate of convergence approximately equal
to 1.
Tables 15.2-15.4 also show the running time in the various runs. We see that the
running time is approximately independent of , while it is linear inNt. This corresponds
well with our discussion in Chapter 14. There is no simple relation between Nx and
the running time in Table 15.2. The matrix size is quadrupled from one row to the
next, so we would expect the running time to be quadrupled as well from a theoretical
point of view. However, as Table 15.5 shows, the time complexity of matrix operations
in MATLAB are not proportional with the matrix size, not even for operations like
addition and component-wise multiplication. The time requirements do a large jump
for matrix sizes around 400 × 400, and this explains why the running time suddenly
increased from 430.3 to 3443.3 when ∆x was reduced from 0.05 to 0.025. The running
time in Table 15.2 grows sublinearly with the matrix size for small matrices, and this
can also be explained by Table 15.5.
m Running time (s) Ratio
25 0.0025
50 0.0041 1.6401
100 0.0138 3.3325
200 0.0562 4.0721
400 0.6636 11.8025
800 3.1421 4.7349
1600 12.5266 3.9867
3200 42.7830 3.4154
6400 163.5863 3.8236
Table 15.5: The MATLAB code C = A+B;D = C+A;E = D+B;F = E+A;G = F+B;H =
F+A; has been run 60 times with different random m×m matrices, and the sum of the running
times for each matrix dimension has been added. In the row called ”Ratio”, the ratio between
the running time of the current column and the neighbouring column has been calculated.
From a theoretical point of view, one would expect the ratio to always be ≈ 4, as the number
of elements of a matrix is proportional to the square of its side length. We see that this is not
the case, and the deviation can be explained by the time requirements associated with memory
allocations in MATLAB. We see that the running time grows sublinearly with the matrix size
for small matrices, but that it does a large jump for matrix sizes around 400×400. The running
times vary little (< 0.1s) between repeated experiments, so the differences cannot be explained
by the randomness of the method.
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15.6 One-dimensional scheme: Jumps in the Le´vy process
In this and the next section we will consider problems where ν 6≡ 0, and the scheme
described in Chapter 13 will be employed in the simulations. In this section we will
compare simulation results for problems with and without jumps. In the next section
we will study the running time and the rate of convergence of the scheme. Recall that
the value function for the one-dimensional problem is called V , and that it satisfies
V (t, r) = V (t, r, 1) for all r > 0 and t ∈ [0, T ], see Section 5.1.
We will perform the simulations for two variants of reference cases A and B, called
A’ and B’, respectively. Simulation results for both cases will be studied in this section,
while simulation results for case B’ will be studied in the next section. Case A’ is
identical to case A, expect that the Le´vy measure has density function
k(z) = λ
e−b|z|
|z|2 (15.6)
for constants λ, b ∈ [0,∞), instead of being identically equal to 0. Case B’ is identical
to case B, expect that the constants involved are different, and that the Le´vy measure
has density function given by
k(z) = λδ−ξ(z) (15.7)
for λ ∈ [0,∞) and ξ ∈ (0, 1). See table 15.6.
Case T δ γ D σ rˆ µˆ β U W ν λ b ξ
A’ 15 0.10000 0.3 1 0.3 0.07 0.10 2 (15.1) (15.2) (15.6) 100 0.1 -
B’ 1 0.18751 0.4 - 0.2 0.04 0.14 1 (15.1) (7.33) (15.7) 10 - 0.3
Table 15.6: This table describes the cases A’ and B’. The columns U , W and ν refer to equations.
We will use case A’ to study what impact the jump has on the value function and
the choice of optimal controls, and we will compare the value functions calculated with
the two schemes (11.21) and (13.1). The specific choice of ν was chosen to demonstrate
that the numerical scheme is stable even for unbounded Le´vy measures. As described
in [12], unbounded Le´vy measures are more difficult to handle numerically than finite
Le´vy measures. The choice of ν is also realistic from a financial point of view, as the
probability of large jumps is smaller than the probability of small jumps. We will use
case B’ to study the rate of convergence of the scheme, see Section 15.7, and to check
that our program reproduces the correct value function, values of pi and consumption
strategy.
First we check that the one-dimensional scheme gives approximately the same simu-
lation results as the two-dimensional scheme. We see on Figure 15.16 that the calculated
value function is approximately similar for the two schemes. We also note that the value
of pi on Figure 15.17c is approximately equal to the value of pi on Figure 15.3a, and that
the consumption strategy on Figure 15.17b is approximately equal to the consumption
strategy on Figure 15.4a. We can conclude that the two schemes seem to give the same
simulation results.
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Fig. 15.16: The value function V for case A calculated with the two schemes (11.21) and (13.2)
for t = 0. We have used ∆r = 0.05 in the one-dimensional scheme, otherwise all constants are
as specified in Table 15.1.
Now we compare the simulation results for cases A and A’, see Figure 15.17. The
one-dimensional scheme described in Chapter 13 is employed in both simulations. The
only difference between the problems, is that we have added a jump process to the
Le´vy process in A’, while the Le´vy measure in case A is ν ≡ 0. The expected return of
the stock is the same for cases A and A’, but the uncertainty in case A’ is larger. The
consequence of the increase in uncertainty, is that the agent invests all her wealth in the
safe asset, see Figure 15.17d. We also see that the value function is slightly lower in case
A’, which is natural, as the investor decreases the expected return of her investments
in order to reduce volatility. The consumption strategy is equal in the two cases.
See Figure 15.18 for simulation results for case B’. The parameters in Table 15.6
imply that pi = 0.3 and k/(k+1) ≈ 0.7388. For comparison, we would have had pi = 4.6
and k/(k + 1) ≈ 0.8970 in case B’ if ν ≡ 0. We see that our program gives us the
expected value of pi and the expected consumption strategy, and that the addition of a
jump clearly has had an effect on the choice of optimal controls.
15.7 One-dimensional scheme: Computing time and rate of
convergence
In this section we will calculate an approximate rate of convergence for the scheme
(13.2), and we will study its running time. The analysis is performed for case B’, as we
have an explicit solution formula for this case.
We define the error E∆ of the scheme as
E∆ = max
0≤i<0.5Nr,
0≤m≤Nt
|v˜mi − V (rmi )|,
where ∆ = (∆r,∆t, ). Note that we only include points corresponding to r ≤ rmax/2.
The reason for this, is that the truncation of the sum (11.10) makes the scheme inac-
curate for large values of r.
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(a) Value function V for t = 0, cases A and A’
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(b) Relative frequency of G > 0, cases A and A’
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(c) Values of pi, case A
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(d) Value of pi, case A’
Fig. 15.17: Simulation results for cases A and A’, using the one-dimensional scheme described
in Chapter 13. Both simulations are performed with ∆t = 1.3 · 10−4, ∆r = 0.125 and  = 0.03,
otherwise all constants and functions are as described in Tables 15.1 and 15.6.
Just as for the two-dimensional scheme, the rate of convergence in ∆t and  is 1.
See Tables 15.10 and 15.11. When there are no jumps in the Le´vy process, the rate of
convergence in ∆r is approximately equal to ρ ≈ 0.3369, see Table 15.9. Just as for the
singular case, the rate of convergence in ∆t and ∆r can be explained by calculating
the truncation error of the scheme. Assuming we only need to consider values of V and
its derivatives at H′T , we see that the truncation error is of order
O
(∣∣∂2t V ∣∣L∞(H′T )∆t+ r∣∣∂2rV ∣∣L∞(H′T )∆r + r2∣∣∂4rV ∣∣L∞(H′T )∆r2 + c∣∣∂2rV ∣∣L∞(H′T )∆r).
For r ∈ [k, rmax], all derivatives of V are bounded by (7.27), so the truncation error is of
order O(∆t+∆r). For r ∈ [0, k], the derivatives of V with respect to r are unbounded:
∂2rV (t, r) = − e−δtk2k−ρρ(1− ρ)rρ−2 = O(rρ−2),
∂4rV (t, r) = − e−δtk2k−ρρ(1− ρ)(2− ρ)(3− ρ)rρ−4 = O(rρ−4).
We can assume c = 0 for r ≤ k, since it is not optimal to consume for x ≤ ky, and we
obtain a truncation error of order
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(a) The value function for t = 0
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(c) Values of pi, case B’
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(d) Relative frequency of G > 0
Fig. 15.18: Simulation results for case B’. We have ∆t = 7 · 10−6, ∆r = 0.01768 and  = 0.01
for all the plots.
O
(
∆t+∆r ·∆rρ−2 ·∆r +∆r2 ·∆rρ−4 ·∆r2
)
= O(∆t+∆rρ).
This estimate fits the numerical experiments in Tables 15.9 and 15.10 well.
In Table 15.8 we have tried to calculate a rate of convergence in ∆r for a problem
with jumps in the Le´vy process. For ∆r ≥ 0.1, the largest error occurs for r = rmax/2,
but for ∆r ≤ 0.07071, the largest error occurs for r = ∆r. For this reason, we do not
obtain the same value of r∆r for all values of ∆r. For large r, the error is dominated by
the fact that we have to truncate the domain in order to perform the simulations, and
for small r the error comes from the truncation error of the scheme. See Figure 15.18b,
where the error is plotted as a function of r. The value of ρ associated with case B’
is ρ ≈ 0.5567, and we see that this is approximately equal to the rate of convergence
we obtained for small values of ∆r. For comparison, the value of ρ for case B’ with
ν ≡ 0, is ρ ≈ 0.4618, so the inclusion of a jump has clearly had an effect on the rate of
convergence.
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In Table 15.9, we have tried to calculate a rate of convergence for points in the
interior of the domain [0, rmax]. We have focused on values of r in [0.1rmax, 0.5rmax],
to avoid errors associated with the truncation of the domain, and errors associated
with using gradually smaller values of r when calculating the error. We see that the
rate of convergence in ∆r is approximately equal to 1. The truncation error for any
r ∈ [0.1rmax, 0.5rmax] and t ∈ [0, T ], is of order
O
(
∂2t V (t, r)∆t+ ∂
2
rV (t, r)∆r + ∂
4
rV (t, r)∆r
2
)
.
By using that ∂2rV and ∂
4
rV are bounded for r ∈ [0.1rmax, 0.5rmax], we see that the
expected rate of convergence in [0.1rmax, 0.5rmax] is 1 in both ∆r and ∆t.
We see that the running time is dominated by the calculation of the integral term
in the HJB equation. Comparing Tables 15.7 and 15.9, we see that introducing a jump
makes the running time 70 times larger for ∆r = 0.01767, and 7.4 times larger for
∆r = 0.2857. For the case ν ≡ 0, there is no simple relation between ∆r and the
running time, by the same reason as for the two-dimensional scheme. For the case ν 6≡ 0,
however, the running time is approximately linear in Nr for large Nr. The calculation
of the integral term of the HJB equation employs some element-wise operations (i.e.,
not matrix operations), and these seem to dominate the running time for large values of
Nr. Therefore we see a linear relation between Nr and the running time. There is also a
linear relation between Nt and the running time, and the running time is independent
of . These results are consistent with our discussion in Chapter 14.
∆r E∆ ∆E∆ r∆r C∆r Running time (s)
0.2828 0.1402 406.3
0.2000 0.1041 3.612 · 10−2 2.8158 448.7
0.1414 0.0753 2.875 · 10−2 0.6585 2.7118 544.9
0.1000 0.0559 1.941 · 10−2 1.1344 2.2146 628.0
0.0707 0.0437 1.227 · 10−2 1.3224 1.6945 1112.6
0.0500 0.0360 7.706 · 10−3 1.3423 1.2876 1661.0
0.0354 0.0297 6.307 · 10−3 0.5780 1.2752 2129.8
0.0250 0.0245 5.198 · 10−3 0.5581 1.2716 4304.5
0.0177 0.0202 4.294 · 10−3 0.5514 1.2710 8009.0
Table 15.7: This table contains the error and running time for different values of ∆r for case
B’. The values of ∆t and  are 7 · 10−6 and 0.01, respectively, for all the runs. The values of
E∆, ∆E∆ and r∆r are calculated as for Table 15.2, except that we only have considered values
of r < Rmax/2 when calculating E∆. All parameter values are as given in Table 15.6, expect
that we have T = 1. We assumed r∆r = 0.55 when calculating C∆r.
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∆r E∆ ∆E∆ r∆x C∆r Running time (s)
0.2828 0.14021 406.3
0.2000 0.10409 3.612 · 10−2 8.30 448.7
0.1414 0.07534 2.875 · 10−2 0.6585 9.34 544.9
0.1000 0.05593 1.941 · 10−2 1.1344 8.92 628.0
0.0707 0.04013 1.580 · 10−2 0.5923 10.27 1112.6
0.0500 0.02907 1.106 · 10−2 1.0297 10.17 1661.0
0.0354 0.02090 8.165 · 10−3 0.8757 10.61 2129.8
0.0250 0.01499 5.912 · 10−3 0.9319 10.87 4304.5
0.0177 0.01072 4.278 · 10−3 0.9335 11.12 8009.0
Table 15.8: This table displays the exact same information as table 15.7, except that we only
have used values of r ∈ [0.1Rmax, 0.5Rmax] when calculating E∆.
∆r E∆ ∆E∆ r∆r C∆r Running time (s)
0.2857 0.5875 54.8
0.2000 0.5209 0.06662 1.7743 55.7
0.1408 0.4628 0.05805 0.3972 1.7392 58.0
0.1000 0.4124 0.05044 0.4054 1.6966 61.3
0.0709 0.3673 0.04508 0.3243 1.6977 68.3
0.0500 0.3265 0.04081 0.2872 1.7214 76.8
0.0353 0.2905 0.03604 0.3588 1.7060 83.6
0.0250 0.2585 0.03195 0.3462 1.6968 95.0
0.0177 0.2300 0.02852 0.3277 1.6978 114.9
0.0125 0.2047 0.02532 0.3462 1.6886 141.3
Table 15.9: This table displays the exact same information as Table 15.7, except that we have
performed simulations with case B instead of case B’. The one-dimensional scheme from Chapter
13 is used.
∆t E∆ ∆E∆ r∆t C∆t Running time (s)
1.00 · 10−4 0.075352 38.2
5.00 · 10−5 0.075344 7.631 · 10−6 0.21789 73.3
2.50 · 10−5 0.075340 3.815 · 10−6 0.99997 0.21789 144.7
1.25 · 10−5 0.075338 1.908 · 10−6 0.99999 0.21790 291.4
6.25 · 10−6 0.075337 9.539 · 10−7 0.99999 0.21790 585.2
Table 15.10: This table displays the exact same information as Table 15.7, except that we
have varied ∆t, and let ∆r and  be constant. The values of ∆r and  are 0.1408 and 0.01,
respectively. We have assumed r∆t = 1 when calculating C∆t.
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 E∆ ∆E∆ r C Running time (s)
0.640 0.08641 66.0
0.320 0.07838 8.032 · 10−3 0.04778 65.4
0.160 0.07651 1.869 · 10−3 2.1038 0.02223 66.9
0.080 0.07584 6.721 · 10−4 1.4751 0.01599 66.5
0.040 0.07555 1.349 · 10−4 1.2144 0.01379 66.7
0.020 0.07541 2.568 · 10−4 1.1023 0.01284 67,2
0.010 0.07535 6.516 · 10−5 1.0500 0.01240 66.3
0.005 0.07531 3.203 · 10−5 1.0247 0.01219 65.3
Table 15.11: This table displays the exact same information as Table 15.7, except that we have
varied  instead of ∆r. We used ∆r = 0.1408 and ∆t = 10−4 in all the simulations. We have
assumed r = 1 when calculating C.
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Appendix A
MATLAB code
This appendix contains the most important MATLAB functions used in the simulations
in Chapter 15. Each section contains the relevant MATLAB functions for each of three
implementations:
(1) implementation of the two-dimensional finite difference scheme described in Chap-
ter 11,
(2) implementation of case A’ for the one-dimensional finite difference scheme de-
scribed in Chapter 13, see Section 15.6, and
(3) implementation of case B’ for the one-dimensional finite difference scheme de-
scribed in Chapter 13, see Section 15.6.
For each of the three implementations, we have the following functions:
(1) the main function explicit2D/explicit1D caseA/explicit1D caseB that starts the
simulation and performs the iteration over the time steps, and
(2) two functions x0A/x0B/r0 and tTA/tTB/tT giving, respectively, the boundary
condition for x = 0 or r = 0, and the terminal condition for t = T .
Only the one-dimensional programs allow for discontinuous Le´vy processes. For the
one-dimensional programs, we have some functions associated with the calculation of
the integral part of the HJB equation, in addition to the functions described above. For
the two-dimensional scheme, we have the utility function U in addition to the functions
described above.
The two-dimensional program is relatively generic, as one easily can change the
parameter values and the definition of U and W . The one-dimensional scheme for case
A’ is also relatively generic, as it is easy to change the parameter values, the utility
functions and the Le´vy measure ν, but, due to the technique of truncating the sum
(11.10), the density of ν should be largest close to 0. The program for case B’ is
specifically made to solve case B’, and the only input the user easily can change, are
the constants specified in Table 15.6, i.e., not the form of the utility functions or ν.
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A.1 Explicit two-dimensional scheme
This section contains code for an explicit version of the two-dimensional scheme de-
scribed in Section 11, where it is assumed that ν ≡ 0. The input parameters of the
program are as follows:
(1) Nx, Ny: the number of grid points in x direction and y direction, respectively,
(2) xmax, ymax: the maximum value of x and y, respectively,
(3) T : the terminal time,
(4) : the penalty parameter,
(5) parameters: a struct specifying the values of µˆ, σ, rˆ, δ, γ, β and D.
(6) BC: a struct giving the boundary conditions for y = 0, x = xmax and y = ymax.
In addition to the boundary conditions described in Section 11.3, the Dirichlet
boundary condition V = 0 is implemented,
(7) output: a struct specifying which plots that should be made, and
(8) refCase: equal to 1 if W is on the form (15.2) (case A), equal to 2 if W is on the
form (7.33) (case B).
The program produces the plots mentioned in the introduction to Chapter 15. If we
consider case B (refCase = 2), the exact solution formula (7.27) is used to calculate
the error of the scheme.
% ca l c u l a t e s the va lue func t i on and opt imal c on t r o l s f o r cases A and B, us ing
a two−dimensional scheme
function e x p l i c i t 2 D (Nx,Xmax, Ny,Ymax,T, eps i l on , parameters , bc , output , r e fCase )
p iFactor = 1 ; % imp l i e s how l a r g e f r a c t i o n o f the c a l c u l a t e d p i va lue s t ha t
shou ld be saved . A l a r g e piFactor imp l i e s t ha t only a smal l f r a c t i on o f
the va lue s are saved
GFactor = 1 ; % same as piFactor , but f o r G.
% ex t r a c t i n g informat ion from the input parameters
countpi = output . countpi ;
countG = output . countG ;
y0BC = bc . y0BC ;
xinftyBC = bc . xinftyBC ;
yinftyBC = bc . yinftyBC ;
muhat = parameters . muhat ;
sigma = parameters . sigma ;
rhat = parameters . rhat ;
d e l t a = parameters . d e l t a ;
gamma = parameters . gamma;
beta = parameters . beta ;
D = parameters .D;
D = D∗exp(−d e l t a ∗T) ;
% ca l c u l a t i n g va lue s o f rho , p i ˆ∗ , k , k1 , k2 , k3 and k4 fo r the e x p l i c i t
s o l u t i on formula corresponding to case B
rho a = 2∗ sigma ˆ2∗( rhat+beta ) ;
rho b = −(2∗ sigma ˆ2∗( rhat+beta )+(muhat−rhat ) ˆ2+2∗( d e l t a+beta ∗gamma) ∗ sigma ˆ2) ;
rho c = 2∗( d e l t a+beta ∗gamma) ∗ sigma ˆ2 ;
rho = (−rho b − s q r t ( rho bˆ2−4∗ rho a ∗ rho c ) ) /(2∗ rho a ) ;
k1 = 1/(gamma∗( d e l t a+beta ∗gamma) ) ;
k2 = (1−rho ) / ( ( rho−gamma) ∗( d e l t a+beta ∗gamma) ) ;
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k3 = rho∗(1−gamma) /(gamma∗( rho−gamma) ∗( d e l t a+beta ∗gamma) ) ;
k = (1−rho ) /( beta ∗( rho−gamma) ) ;
p i s t a r = (muhat−rhat ) /( sigmaˆ2∗(1− rho ) ) ;
dx = Xmax/Nx ;
dy = Ymax/Ny ;
% ca l c u l a t i n g the sma l l e s t va lue o f dt t ha t g i v e s us a s t a b l e scheme
dt = 1/( beta ∗Ymax/dy + muhat∗Xmax/dx + ( sigma∗Xmax) ˆ2/dxˆ2 + beta /( e p s i l o n ∗dy
) +1/( e p s i l o n ∗dx ) ) ;
Nt = c e i l (T/dt ) ;
dt = T/Nt ;
v o ld = ze ro s (Nx+1,Ny+1) ; % the va lue o f V( t {m} , x , y ) f o r a l l x , y at a g iven
time s t ep
v new = ze ro s (Nx+1,Ny+1) ; % the va lue o f V( t {m−1} ,x , y ) f o r a l l x , y at a
g iven time s t ep
% ca l c u l a t i n g the termina l va lue o f V
i f r e fCase == 1
for i = 1 : (Nx+1)
for j = 1 : (Ny+1)
v o ld ( i , j ) = tTA( ( i −1)∗dx , ( j−1)∗dy , gamma, beta ,D) ;
end
end
else
for i = 1 : (Nx+1)
for j = 1 : (Ny+1)
v o ld ( i , j ) = tTB(T, ( i −1)∗dx , ( j−1)∗dy , k , k1 , k2 , k3 , de l ta , gamma, beta ,
rho ) ;
end
end
end
% making a vec tor ’ picount ’ where the c a l c u l a t e d va lue s o f p i are saved
i f countpi == 1
numberOfPiValues = c e i l ( (Nx−1)∗(Ny−1)/ p iFactor ) ∗Nt ;
picount = ze ro s ( numberOfPiValues , 1 ) ;
end
% making two matr ices x and y conta in ing a l l r e l e v an t x and y va lue s
xvec = l i n s p a c e (dx ,Xmax−dx , Nx−1) ’ ;
yvec = l i n s p a c e (dy ,Ymax−dy , Ny−1) ;
x = ze ro s (Nx−1,Ny−1) ;
y = ze ro s (Nx−1,Ny−1) ;
for i = 1 : ( Nx−1)
for j = 1 : ( Ny−1)
x ( i , j ) = xvec ( i ) ;
y ( i , j ) = yvec ( j ) ;
end
end
% making a vec tor ’Gcount ’ o f 0 ’ s and 1 ’ s , where informat ion about the s i gn
o f G i s saved . The vec tor ’Rcount ’ conta ins the va lue o f x /( x+y )
corresponding to each element o f ’Gcount ’
i f countG == 1
numberOfGvalues = c e i l ( (Nx−1)∗(Ny−1)/GFactor ) ∗Nt ;
Gcount = ze ro s ( numberOfGvalues , 1 ) ;
r a t i o = x . / ( x+y ) ;
Rcount0 = r a t i o ( : ) ;
Rcount = ze ro s ( c e i l ( (Nx−1)∗(Ny−1)/GFactor ) ∗Nt , 1 ) ;
end
% v t w i l l contain the s imula ted va lue o f V( t , xmax/2 ,ymax/2) f o r a l l t
v t = ze ro s (1 , Nt+1) ;
220 A MATLAB code
v t (end) = v o ld ( c e i l (end/2) , c e i l (end/2) ) ;
for m = (Nt+1) :−1:2 % i t e r a t i n g over time
t = (m−1)∗dt ; % the va lue o f t in the current time s t ep
% ca l c u l a t i n g the opt imal va lue o f p i in (− i n f t y , i n f t y )
p i a = 0.5∗ sigma ˆ2∗x . ˆ 2 . ∗ dt . ∗ ( v o ld ( 3 :end , 2 : ( end−1) )−2∗v o ld ( 2 : ( end−1)
, 2 : (end−1) )+v o ld ( 1 : ( end−2) , 2 : (end−1) ) ) /dx ˆ2 ;
p i b = (muhat−rhat ) ∗x∗dt . ∗ ( v o ld ( 3 :end , 2 : ( end−1) )−v o ld ( 2 : ( end−1) , 2 : (end
−1) ) ) /dx ;
p i c = rhat ∗x∗dt . ∗ ( v o ld ( 3 :end , 2 : ( end−1) )−v o ld ( 2 : ( end−1) , 2 : (end−1) ) ) /dx ;
pim = −p i b . / ( 2∗ p i a ) ;
% ca l c u l a t i n g the opt imal va lue o f p i in [ 0 , 1 ]
% p i exp = the opt imal va lue o f the par t o f the HJB equat ion conta in ing
p i
pi0 exp = p i c ;
p i1 exp = p i a+pi b+p i c ;
pim exp = p i a .∗ pim.ˆ2+ pi b .∗ pim+p i c ;
p i exp = ze ro s ( s i z e ( pim ) ) ;
index = ( pim <= 0 | pim >= 1) & pi0 exp >= pi1 exp ;
p i exp ( index ) = pi0 exp ( index ) ;
index = ( pim <= 0 | pim >= 1) & pi1 exp >= pi0 exp ;
p i exp ( index ) = pi1 exp ( index ) ;
index = ( pim > 0 & pim < 1 & pim exp > pi0 exp & pim exp > pi1 exp ) ;
p i exp ( index ) = pim exp ( index ) ;
index = ( pim > 0 & pim < 1 & pi0 exp > pim exp & pi0 exp > pi1 exp ) ;
p i exp ( index ) = pi0 exp ( index ) ;
index = ( pim > 0 & pim < 1 & pi1 exp > pi0 exp & pi1 exp > pim exp ) ;
p i exp ( index ) = pi1 exp ( index ) ;
% ca l c u l a t i n g max{G(D X V) ; 0}/ ep s i l on
Gexp = ( dt∗beta ∗( v o ld ( 2 : ( end−1) , 3 :end) − v o ld ( 2 : ( end−1) , 2 : (end−1) ) ) /dy
− dt ∗( v o ld ( 2 : ( end−1) , 2 : (end−1) )−v o ld ( 1 : ( end−2) , 2 : (end−1) ) ) /dx ) /
e p s i l o n ;
Gindex = Gexp < 0 ;
Gexp( Gindex ) = 0 ;
% we record the frequency o f G>0 fo r the d i f f e r e n t va lue s o f x /( x+y )
i f countG == 1
s t a r t = c e i l ( (Nx−1)∗(Ny−1)/GFactor ) ∗(m−2)+1;
stop = c e i l ( (Nx−1)∗(Ny−1)/GFactor ) ∗(m−1) ;
Gindex2 = round ( rand (1) ∗GFactor + l i n s p a c e (1 , l ength ( Gindex ( : ) )−
GFactor , stop−s t a r t +1) ) ; % dec id ing which g r i d po in t s we w i l l
cons ider
Gcount ( s t a r t : stop ) = −Gindex ( Gindex2 ) +1; % Gcount ( i )=1 corresponds to
G(D X V)>0
Rcount ( s t a r t : stop ) = Rcount0 ( Gindex2 ) ;
end
% we record the opt imal va lue s o f p i
i f countpi == 1
s t a r t = c e i l ( (Nx−1)∗(Ny−1)/ p iFactor ) ∗(m−2)+1;
stop = c e i l ( (Nx−1)∗(Ny−1)/ p iFactor ) ∗(m−1) ;
p i count0 = pim ( Gindex ) ; % we only record va lue s o f p i corresponding
to no consumption
p i count0 = pi count0 ( round ( rand (1) ∗ piFactor +l i n s p a c e (1 , l ength (
p i count0 ( : ) )−piFactor , stop−s t a r t +1) ) ) ;
p icount ( s t a r t : stop ) = pi count0 ;
end
% ca l c u l a t i n g the va lue o f V in the i n t e r i o r o f the domain
v new ( 2 : ( end−1) , 2 : (end−1) ) = v o ld ( 2 : ( end−1) , 2 : (end−1) ) + dt∗exp(−d e l t a ∗ t
) .∗U(y ,gamma) − beta ∗y∗dt . ∗ ( v o ld ( 2 : ( end−1) , 2 : (end−1) )−v o ld ( 2 : ( end
−1) , 1 : (end−2) ) ) /dy + pi exp + Gexp ;
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v t (m−1) = v new ( c e i l (end/2) , c e i l (end/2) ) ;
% boundary cond i t i on fo r x = 0
i f r e fCase == 1
v new ( 1 , : ) = x0A( t , [ 0 yvec Ymax] , gamma, beta , de l ta ,T,D) ;
else
v new ( 1 , : ) = x0B( t , [ 0 yvec Ymax] , k1 , gamma, de l t a ) ;
end
% boundary cond i t i on fo r ( x , y )=(Xmax,Ymax)
v new (end , end) = v o ld (end−1,end−1) ;
% boundary cond i t i on fo r y = 0
% y0BC = 1: assuming G(D X V) = 0
% y0BC = 2: assuming V t + F( t ,X,D XV,D Xˆ2V, I ) + max(G(D X V) ; 0)/
ep s i l on = 0
% y0BC = 3: assuming V t + F( t ,X,D XV,D Xˆ2V, I ) = 0
i f y0BC == 1
for i = 2 : (Nx+1)
v new ( i , 1 ) = ( beta ∗dx∗v new ( i , 2 ) + dy∗v new ( i −1 ,1) ) /( dy+dx∗beta ) ;
end
else
% we ca l c u l a t e the terms o f the HJB equat ion as f o r i n t e r i o r po in t s
yval = 0 ;
p i a = 0.5∗ sigma ˆ2∗ xvec . ˆ 2 . ∗ dt . ∗ ( v o ld ( 3 :end , 1 )−2∗v o ld ( 2 : ( end−1) ,1 )+
v o ld ( 1 : ( end−2) ,1 ) ) /dx ˆ2 ;
p i b = (muhat−rhat ) .∗ xvec .∗ dt . ∗ ( v o ld ( 3 :end , 1 )−v o ld ( 2 : ( end−1) ,1 ) ) /dx
;
p i c = rhat ∗xvec∗dt . ∗ ( v o ld ( 3 :end , 1 )−v o ld ( 2 : ( end−1) ,1 ) ) /dx ;
pim = −p i b . / ( 2∗ p i a ) ;
p i0 exp = p i c ;
p i1 exp = p i a+pi b+p i c ;
pim exp = p i a .∗ pim.ˆ2+ pi b .∗ pim+p i c ;
p i exp = ze ro s ( s i z e ( pim ) ) ;
index = ( pim <= 0 | pim >= 1) & pi0 exp >= pi1 exp ;
p i exp ( index ) = pi0 exp ( index ) ;
index = ( pim <= 0 | pim >= 1) & pi1 exp >= pi0 exp ;
p i exp ( index ) = pi1 exp ( index ) ;
index = ( pim > 0 & pim < 1 & pim exp > pi0 exp & pim exp > pi1 exp ) ;
p i exp ( index ) = pim exp ( index ) ;
index = ( pim > 0 & pim < 1 & pi0 exp > pim exp & pi0 exp > pi1 exp ) ;
p i exp ( index ) = pi0 exp ( index ) ;
index = ( pim > 0 & pim < 1 & pi1 exp > pi0 exp & pi1 exp > pim exp ) ;
p i exp ( index ) = pi1 exp ( index ) ;
Gexp = ( dt∗beta ∗( v o ld ( 2 : ( end−1) ,2 )−v o ld ( 2 : ( end−1) ,1 ) ) /dy − dt ∗(
v o ld ( 2 : ( end−1) ,1 )−v o ld ( 1 : ( end−2) ,1 ) ) /dx ) / e p s i l o n ;
i f y0BC == 2
index = Gexp < 0 ;
Gexp( index ) = 0 ;
else
Gexp = Gexp∗0 ;
end
v new ( 2 : ( end−1) ,1 ) = v o ld ( 2 : ( end−1) ,1 ) + dt∗exp(−d e l t a ∗ t ) .∗U( yval ,
gamma) + pi exp + Gexp ;
end
% boudary cond i t i on fo r x = Xmax
i f xinftyBC == 1 % assuming G(D X V) = 0
for j=Ny:−1:1
v new (Nx+1, j ) = ( beta ∗dx∗v new (Nx+1, j +1)+dy∗v new (Nx, j ) ) /( dy+dx∗
beta ) ;
end
e l s e i f xinftyBC == 2 % Neuman boundary cond i t i on
v new (Nx+1 ,1:(end−1) ) = v new (Nx , 1 : ( end−1) ) ;
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e l s e i f xinftyBC == 3 % Di r i c h l e t boundary cond i t i on
v new (Nx+1 ,1:(end−1) ) = 0 ;
end
% boundary cond i t i on fo r y = Ymax
i f yinftyBC == 1 % assuming V t + F( t ,X,D XV,D Xˆ2V, I ) = 0
yval = Ymax;
p i a = 0 .5∗ sigma ˆ2 .∗ xvec .ˆ2∗ dt . ∗ ( v o ld ( 3 :end , end) − 2∗ v o ld ( 2 : ( end−1)
,end)+v o ld ( 1 : ( end−2) ,end) ) /dx ˆ2 ;
p i b = (muhat−rhat ) ∗xvec∗dt . ∗ ( v o ld ( 3 :end , end)−v o ld ( 2 : ( end−1) ,end) ) /
dx ;
p i c = rhat ∗xvec∗dt . ∗ ( v o ld ( 3 :end , end)−v o ld ( 2 : ( end−1) ,end) ) /dx ;
pim = −p i b . / ( 2∗ p i a ) ;
p i0 exp = p i c ;
p i1 exp = p i a+pi b+p i c ;
pim exp = p i a .∗ pim.ˆ2+ pi b .∗ pim+p i c ;
p i exp = 0∗pim ;
index = ( pim <= 0 | pim >= 1) & pi0 exp >= pi1 exp ;
p i exp ( index ) = pi0 exp ( index ) ;
index = ( pim <= 0 | pim >= 1) & pi1 exp >= pi0 exp ;
p i exp ( index ) = pi1 exp ( index ) ;
index = ( pim > 0 & pim < 1 & pim exp > pi0 exp & pim exp > pi1 exp ) ;
p i exp ( index ) = pim exp ( index ) ;
index = ( pim > 0 & pim < 1 & pi0 exp > pim exp & pi0 exp > pi1 exp ) ;
p i exp ( index ) = pi0 exp ( index ) ;
index = ( pim > 0 & pim < 1 & pi1 exp > pi0 exp & pi1 exp > pim exp ) ;
p i exp ( index ) = pi1 exp ( index ) ;
v new ( 2 : ( end−1) ,end) = v o ld ( 2 : ( end−1) ,end) + dt∗exp(−d e l t a ∗ t ) .∗U(
yval , gamma) − beta ∗ yval ∗dt . ∗ ( v o ld ( 2 : ( end−1) ,end)−v o ld ( 2 : ( end−1)
,end−1) ) /dy + pi exp ;
e l s e i f yinftyBC == 2 % Neuman boundary cond i t i on
v new ( 2 : ( end−1) ,end) = v new ( 2 : ( end−1) ,end−1) ;
e l s e i f yinftyBC == 3 % Di r i c h l e t boundary cond i t i on
v new ( 2 : ( end−1) ,end) = 0∗v new ( 2 : ( end−1) ,end) ;
else % ignor ing the increase in Y due to consumption
a1 = Ymax. ˆgamma.∗ exp ( beta ∗gamma∗ t ) /gamma;
a2 = d e l t a+beta ∗gamma;
v new ( 2 : ( end−1) ,end) = a1 .∗ exp(−a2∗ t ) /a2 − a1 .∗ exp(−a2∗T) /a2 + D∗exp (
beta ∗gamma∗( t−T) ) ∗(Ymax+beta ∗xvec∗exp ( rhat ∗(T−t ) ) ) . ˆgamma/gamma;
end
% the s o l u t i on found in t h i s i t e r a t i on , i s input in the next i t e r a t i o n
v o ld = v new ;
end
% we ca l c u l a t e the exac t s o l u t i on and the error i f we cons ider re f e r ence case
B
i f r e fCase == 2
Vexact = ze ro s (Nx+1,Ny+1) ; % the exac t s o l u t i on
for i =1:(Nx+1)
for j = 1 : (Ny+1)
x = ( i −1)∗dx ;
y = ( j−1)∗dy ;
i f x<k∗y
Vexact ( i , j ) = k1∗yˆgamma + k2∗yˆgamma∗( x /( k∗y ) ) ˆ rho ;
else
Vexact ( i , j ) = k3 ∗( y+beta ∗x ) ˆgamma/(1+ beta ∗k ) ˆgamma;
end
end
end
e r r o r = max(max( abs ( Vexact ( 1 : round ( 0 . 8∗Nx) , 1 : round (0 . 8∗Ny) )−v new ( 1 : round
( 0 . 8∗Nx) , 1 : round (0 . 8∗Ny) ) ) ) ) ;
d i s p l a y ( [ ’ e r ro r ’ num2str ( e r r o r ) ] ) ;
end
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% p l o t t i n g the va lue func t i on fo r t=0
f i g u r e ;
[ xMesh yMesh ] = meshgrid ( l i n s p a c e (0 ,Xmax,Nx+1) , l i n s p a c e (0 ,Ymax,Ny+1) ) ;
s u r f (xMesh , yMesh , v new ’ ) ;
x l a b e l ( ’ x ’ , ’ FontSize ’ , 1 2 ) ;
y l a b e l ( ’ y ’ , ’ Fonts ize ’ , 1 2 ) ;
z l a b e l ( ’V’ , ’ FontSize ’ , 1 2 ) ;
t i t l e ( ’ Value function for t =0 ’ , ’ FontSize ’ , 1 2 ) ;
colormap ( ’ gray ’ ) ;
% p l o t t i n g the va lue func t i on fo r t=0, y=Ymax/2
f i g u r e ;
p l o t ( l i n s p a c e (0 ,Xmax,Nx+1) , v new ( : , c e i l (end/2) ) , ’ k−−’) ;
x l a b e l ( ’ x ’ , ’ FontSize ’ , 1 2 ) ;
y l a b e l ( ’V’ , ’ Fonts ize ’ , 1 2 ) ;
t i t l e ( [ ’ Value function for y=’ num2str (Ymax/2) ] , ’ FontSize ’ , 1 2 ) ;
hold on ;
i f r e fCase == 2
p lo t ( l i n s p a c e (0 ,Xmax, l ength ( Vexact ( : , c e i l (end/2) ) ) ) , Vexact ( : , c e i l (end/2) )
, ’ k−−’) ;
end
% p l o t t i n g the d i s t r i b u t i o n o f the c a l c u l a t e d va lue s o f p i
i f countpi == 1
index = picount >2;
p icount ( index ) =2; % ’ pi ’− va lue s above 2 are r e g i s t e r e d as 2
index = picount <0;
p icount ( index ) = 0 ; % ’ pi ’− va lue s below 0 are r e g i s t e r e d as 0
f i g u r e ;
h i s t ( picount , 5 00 ) ;
x l a b e l ( ’\ pi ’ , ’ FontSize ’ , 1 2 )
y l a b e l ( ’ f requency ’ , ’ FontSize ’ , 1 2 )
t i t l e ( ’ D i s t r i b u t i o n o f \ pi for t \ in [ 0 ,T] ’ )
end
% p l o t t i n g the r e l a t i v e f requency o f G>0 as a func t ion o f x /( x+y )
i f countG == 1
f i g u r e ;
antBins = 200 ; % number o f i n t e r v a l s
bins0 = l i n s p a c e (0 , 1 , antBins+1) ;
b ins = bins0 ( 1 : antBins ) ;
maxFreq = h i s t ( Rcount , b ins ) ;
Rcount a l l = Rcount ( Gcount == 1) ;
f r e q = h i s t ( Rcount a l l , b ins ) ; % frequency o f G>0
f r a c = f r e q . / maxFreq ; % r e l a t i v e f requency o f G>0
b insP lo t = ( bins0 ( 1 : antBins )+bins0 ( 2 : ( antBins+1) ) ) /2 ;
hold on ;
p l o t ( b insPlot , f rac , ’ k−−’) ;
x l a b e l ( ’ x /( x+y ) ’ , ’ FontSize ’ , 1 2 ) ;
y l a b e l ( ’ r e l a t i v e f requency o f G>0 ’ , ’ FontSize ’ , 1 2 )
t i t l e ( ’ Re l a t i v e f requency o f G>0 for t \ in [ 0 ,T] ’ ) ;
end
end
% the u t i l i t y func t i on
function u = U(y ,gamma)
u = y . ˆgamma. /gamma;
end
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% boundary cond i t i on fo r x=0, case A
function answer = x0A( t , y , gamma, beta , de l ta ,T,D)
a1 = y . ˆgamma.∗ exp ( beta ∗gamma∗ t ) /gamma;
a2 = d e l t a+beta ∗gamma;
a3 = exp(−a2∗ t ) /a2 − exp(−a2∗T) /a2 + D∗exp(−beta ∗gamma∗T) ;
answer = a1 .∗ a3 ;
end
% boundary cond i t i on fo r x=0, case B
function answer = x0B( t , y , k1 , gamma, d e l t a )
answer = exp(−d e l t a ∗ t ) .∗ k1 .∗ y . ˆgamma;
end
% termina l condi t ion , case A
function answer = tTA(x , y , gamma, beta ,D)
answer = D∗( y+beta ∗x ) . ˆgamma/gamma;
end
% termina l condi t ion , case B
function answer = tTB(T, x , y , k , k1 , k2 , k3 , de l ta , gamma, beta , rho )
i f x < k∗y
answer = k1∗yˆgamma + k2∗yˆgamma∗( x /( k∗y ) ) ˆ rho ;
else
answer = k3 ∗( y+beta ∗x ) ˆgamma/(1+ beta ∗k ) ˆgamma;
end
answer = exp(−d e l t a ∗T) ∗answer ;
end
A.2 Explicit one-dimensional scheme, case A’
This section contains the MATLAB code for case A’. The part of the code where
graphs are made, is very similar to the corresponding code in Appendix A.1 above, and
is therefore omitted. We have also omitted the part of the code that record the value
of pi and the sign of G(DXV ).
As mentioned above, this implementation allows for discontinuous Le´vy processes.
This implies that an integral must be calculated numerically at each time step, and
these functions are added to the program due to the integral calculations:
(1) calcJump caseA: calculates the integral part of the HJB equation at each time
step,
(2) kintint: calculates k˜, defined by (11.9),
(3) bT ildeIntegrand: calculates the integrand of the integral defining b˜, divided by
pix, see Section 11.2.1, and
(4) eta: the functions η given by (11.2).
The functions kintint and bT ildeIntegrand are used in time consuming integral
calculations, and they are not called at each time step, only in the beginning of
explicit1D caseA.
The input parameters of the main function explicit1D caseA are as follows:
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(1) Nr: the number of points in the r direction,
(2) rmax: the maximum value of the ratio r = x/y,
(3) T : the terminal time,
(4) : the penalty parameter,
(5) parameters: a struct specifying the value of µˆ, σ, rˆ, δ, γ, β, D and b, and
(6) deltaP i : the maximum difference between pi for tm−1 and tm, m ∈ {1, . . . , Nt},
see Section 14.
The input parameters of the function calcJump caseA, calculating the integral part
of the HJB equation, are as follows
(1) pi: a vector of pi-values for interior grid points (length: Nr − 1),
(2) rmax: the maximum value of the ratio r = x/y,
(3) V : a vector giving the value function at all grid points for the current time step
(length: Nr + 1),
(4) Nmax,M , Nmax,P : the number of terms in the sum (11.10) for negative and positive
z, respectively
(5) kT ildeM , kT ildeP : vectors containing, respectively, the value of k˜−H,n for n =
0, . . . Nmax,M , and the value of k˜+H,n for n = 0, . . . , Nmax,P .
% ca l c u l a t e s the va lue func t i on fo r case A’ , us ing a one−dimensional scheme
function exp l i c i t 1D caseA (Nr ,Rmax,Tmax, eps i l on , parameters , p i I n i t i a l , d e l t aP i )
% ex t rac ing informat ion from the input parameters
muhat=parameters . muhat ;
sigma=parameters . sigma ;
rhat=parameters . rhat ;
gamma=parameters . gamma;
beta=parameters . beta ;
lambda=parameters . lambda ;
D=parameters .D;
d e l t a=parameters . d e l t a ;
D=D∗exp(−d e l t a ∗Tmax) ;
% ca l c u l a t i n g dt
dr=Rmax/Nr ;
d t l i m i t = 1/(0 .5∗ sigma∗Rmaxˆ2∗2/ dr ˆ2 + (muhat−rhat ) ∗Rmax/dr + rhat ∗Rmax/dr +
( beta ∗Rmax+1)/( dr∗ e p s i l o n ) − beta ∗gamma/ e p s i l o n + beta ∗gamma + beta ∗Rmax/
dr ) ;
Nt=c e i l (Tmax/ d t l i m i t ) ;
dt=Tmax/Nt ;
% V new conta ins the c a l c u l a t e d va lue func t i on at each time s t ep
V new=ze ro s (1 , Nr+1) ;
% the va lue s r in our g r i d
rVect=l i n s p a c e ( dr ,Rmax−dr , Nr−1) ;
% ca l c u l a t i n g the termina l va lue o f V
V old=tT ( [ 0 rVect Rmax] , gamma, beta ,D) ;
% At each time step , p i o l d i s the va lue s o f p i used in the prev ious s t ep o f
the i n t e r a t i on
p i o l d= p i I n i t i a l ∗ ones ( s i z e (V new ( 2 : ( end−1) ) ) ) ;
p iTol=de l t aP i ;
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% We ca l c u l a t e some i n t e g r a l s needed in the c a l c u l a t i o n o f the i n t e g r a l par t
o f the HJB equat ion
NmaxM=100; % the maximum number o f terms in the sum approximating the
i n t e g r a l f o r nega t i v e z
NmaxP=100; % same as NmaxM, but f o r p o s i t i v e z
kTildeM = ze ro s (NmaxM+1 ,1) ; % in t e g r a l s f o r nega t i v e z
kTildeP = ze ro s (NmaxP+1 ,1) ; % in t e g r a l s f o r p o s i t i v e z
t o l =0.0001; % terms tha t are l e s s than ’ t o l ’ o f the l a r g e s t term , are omit ted
for n=1:(NmaxM+1) % ca l c u l a t i n g i n t e g r a l s f o r nega t i v e z
kTildeM (n) = quadl ( @kintint ,−(n) ∗dx ,−(n−1)∗dx ) ;
i f abs ( kTildeM (n) )<t o l ∗max( abs ( kTildeM ) )
NmaxM = n−2;
break ;
end
end
for n=1:(NmaxP+1) % ca l c u l a t i n g i n t e g r a l s f o r p o s i t i v e z
kTildeP (n) = quadl ( @kintint , ( n−1)∗dx , ( n) ∗dx ) ;
i f abs ( kTildeP (n) )<t o l ∗max( abs ( kTildeP ) )
NmaxP = n−2;
break ;
end
end
kTildeM=kTildeM ( 1 : (NmaxM+1) ) ;
kTildeP=kTildeP ( 1 : (NmaxP+1) ) ;
bTi lde = ( quadl ( @bTildeIntegrand ,−500 ,−100) + quadl ( @bTildeIntegrand ,−100 ,−1)
+ quadl ( @bTildeIntegrand ,−1 ,−0.1) + quadl ( @bTildeIntegrand , −0 .1 ,0) +
quadl ( @bTildeIntegrand , 0 , 0 . 1 ) + quadl ( @bTildeIntegrand , 0 . 1 , 1 ) + quadl (
@bTildeIntegrand , 1 , 1 0 ) + quadl ( @bTildeIntegrand ,10 , 100 ) + quadl (
@bTildeIntegrand ,100 ,500 ) ) ;
for m=Nt:−1:1 % we in t e r a t e over the time i n t e r v a l [ 0 , T]
t=m∗dt ; % the va lue o f t a t the current time s t ep
% ca l c u l a t i n g the opt imal va lue o f pi , assuming the opt imal va lue o f p i
i s e i t h e r p i o l d , p i o l d−piTol e l l e r p i o l d+piTol , where p i o l d i s
the va lue o f p i used in the prev ious time s t ep
a c o e f f = 0 .5∗ sigma ˆ2∗ rVect . ˆ 2 . ∗ ( V old ( 3 :end)−2∗V old ( 2 : ( end−1) )+V old ( 1 : (
end−2) ) ) /dr ˆ2 ;
b c o e f f = (muhat−rhat ) ∗ rVect . ∗ ( V old ( 3 :end)−V old ( 2 : ( end−1) ) ) /dr ;
c c o e f f = rhat ∗ rVect . ∗ ( V old ( 3 :end)−V old ( 2 : ( end−1) ) ) /dr ;
pip=( p i o l d+piTol ) ; % increase in p i compared to the prev ious time s t ep
pi0=p i o l d ; % the va lue o f p i used in the prev ious time s t ep
pim=( p i o ld−piTol ) ; % decrease in p i compared to the prev ious time s t ep
index = pip>1; pip ( index ) =1; % the used va lue o f p i must be <= 1
index = pim<0; pim( index ) =0; % the used va lue o f p i must be >= 0
% pi exp = the va lue o f the par t o f the HJB equat ion conta in ing pi ,
excep t f o r the i n t e g r a l term
pip exp = a c o e f f .∗ pip .ˆ2 + b c o e f f .∗ pip + c c o e f f ;
p i0 exp = a c o e f f .∗ pi0 .ˆ2 + b c o e f f .∗ pi0 + c c o e f f ;
pim exp = a c o e f f .∗ pim .ˆ2 + b c o e f f .∗ pim + c c o e f f ;
% ca l c u l a t i n g max{G(D X V) ; 0}/ ep s i l on
Gexp = −(beta ∗ rVect+1) . ∗ ( V old ( 2 : ( end−1) )−V old ( 1 : ( end−2) ) ) /dr + beta ∗
gamma∗V old ( 2 : ( end−1) ) ;
Gindex=Gexp<0;
Gexp( Gindex ) =0;
% ca l c u l a t i n g the i n t e g r a l par t o f the HJB equat ion fo r each o f the three
p i va lue s we cons ider
jumpp = lambda∗ calcJump caseA ( pip ’ ,Rmax, V old ’ ,NmaxM,NmaxP, kTildeM ,
kTildeP , bTi lde ) ’ ;
jump0 = lambda∗ calcJump caseA ( pi0 ’ ,Rmax, V old ’ ,NmaxM,NmaxP, kTildeM ,
kTildeP , bTi lde ) ’ ;
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jumpm = lambda∗calcM10 (pim ’ ,Rmax, V old ’ ,NmaxM,NmaxP, kTildeM , kTildeP ,
bTi lde ) ’ ;
% we choose the maximizing va lue o f p i
maxTerm=max ( [ ( jumpp+pip exp ) ; ( jump0+pi0 exp ) ; (jumpm+pim exp ) ] ) ’ ;
% we record the used va lue s o f pi , which w i l l be used to determine p i in
the next i t e r a t i o n
indexp = (maxTerm==(jumpp+pip exp ) ’ ) ;
p i o l d ( indexp ’ )=pip ( indexp ’ ) ;
index0 = (maxTerm==(jump0+pi0 exp ) ’ ) ;
p i o l d ( index0 ’ )=pi0 ( index0 ’ ) ;
indexm = (maxTerm==(jumpm+pim exp ) ’ ) ;
p i o l d ( indexm ’ )=pim ( indexm ’ ) ;
% ca l c u l a t i n g the va lue func t ion fo r i n t e r i o r po in t s o f our domain
V new ( 2 : ( end−1) ) = V old ( 2 : ( end−1) ) + dt∗exp(−d e l t a ∗ t ) /gamma + dt∗beta .∗
rVect . ∗ ( V old ( 3 :end)−V old ( 2 : ( end−1) ) ) /dr − dt∗beta ∗gamma∗V old ( 2 : (
end−1) ) + dt∗Gexp/ e p s i l o n + dt∗maxTerm ’ ;
% Di r i c h l e t boundary cond i t i on at r=0
V new (1)=r0 ( t , gamma, beta , de l ta ,Tmax,D) ;
% Assuming G(V, V r )=0 fo r r=r max
V new(end)=V new(end−1)∗( beta ∗Rmax+1)/( beta ∗Rmax+1−beta ∗gamma∗dr ) ;
% the s o l u t i on found in t h i s i t e r a t i on , i s input in the next i t e r a t i o n
V old=V new ;
end
end
% boundary cond i t i on fo r r=0
function answer = r0 ( t , gamma, beta , de l ta ,T,D)
a1 = exp ( beta ∗gamma∗ t ) /gamma;
a2 = d e l t a+beta ∗gamma;
a3 = exp(−a2∗ t ) /a2 − exp(−a2∗T) /a2 + D∗exp(−beta ∗gamma∗T) ;
answer = a1 .∗ a3 ;
end
% termina l cond i t i on
function v=tT( r , gamma, beta ,D)
v=D∗(1+ beta ∗ r ) . ˆgamma/gamma;
end
% doub le i n t e g r a l o f the dens i t y func t i on k o f the Levy measure
function answer=k i n t i n t ( z )
% k ( z ) = exp (−0.1 | z | ) / | z |ˆ2
b=0.1;
l ength0 = length ( z ) ;
answer = ze ro s (1 , l ength0 ) ;
for i =1: l ength0
i f z ( i ) > 0
answer ( i ) = mfun ( ’ Ei ’ , 1 , b∗z ( i ) ) − exp(−b∗z ( i ) ) + b∗z ( i ) ∗mfun ( ’ Ei ’ , 1 , b
∗z ( i ) ) ;
else
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answer ( i ) = mfun ( ’ Ei ’ ,1 ,−b∗z ( i ) ) − exp (2∗b( i ) ) − 2∗b( i ) ∗mfun ( ’ Ei ’ ,1 ,−
b∗z ( i ) ) ;
end
end
end
% integrand o f the i n t e g r a l d e f i n i n g bTi lde , d i v i d ed by p i ∗x
function answer=bTi ldeIntegrand ( z )
answer=exp ( z ) .∗ k i n t i n t ( z ) ;
end
% ca l c u l a t e s the i n t e g r a l par t o f the HJB equat ion fo r case A’
function jump = calcJump caseA ( pi ,Xmax, ph i va l ,NmaxM,NmaxP, kTildeM , kTildeP ,
b T i l d e I n t e g r a l )
Nr=length ( p i ) +1; % number o f g r i d po in t s minus 1
dr=Xmax/Nr ; % de l t a r
r=l i n s p a c e ( dr ,Xmax−dr , Nr−1) ’ ; % vec tor conta in ing i n t e r i o r va lue s o f r
A = ze ro s ( l ength ( r ) ,Nr+1) ; % co e f f i c i e n t s o f each v i in the c a l c u l a t i o n o f
the jump
dz = s q r t ( dr ) ;
r indd0=round ( r /dr ) ;
% For each term of the two sums approximating the i n t e g r a l , we c a l c u l a t e D X
ˆ2v numer ica l l y by a three po in t method . We c a l l the th ree po in t s ’ r m ’ ,
’ r z ’ and ’ r p ’ . Each o f the th ree po in t s ’ r x ’ ( x=m, z , p ) l i e between two
po in t s r i and r { i+1} o f our g r i d . The vec t o r s ’wpp1 ’ , ’wpm1’ and ’wpz1
’ g i v e us the weight o f v ( r i ) in the l i n e a r i n t e r p o l a t i o n where we
approximate v ( r ) by v ( r i ) and v ( r { i +1}) f o r the sum with z>0. The
vec t o r s ’ lpm ’ , ’ lpz ’ and ’ lpp ’ denote the index i f o r r m , r z and r p ,
r e s p e c t i v e l y , f o r the sum with z>0. The vec t o r s ’wmp1’ , ’wmm1’ , ’wmz1 ’ , ’
lmm’ , ’ lmz ’ and ’ lmp ’ g i v e us the same informat ion fo r the case z<0.
wpp1 = ze ro s ( l ength ( p i ) ,NmaxP+1) ;
wpm1 = ze ro s ( l ength ( p i ) ,NmaxP+1) ;
wpz1 = ze ro s ( l ength ( p i ) ,NmaxP+1) ;
wmp1 = ze ro s ( l ength ( p i ) ,NmaxM+1) ;
wmm1 = ze ro s ( l ength ( p i ) ,NmaxM+1) ;
wmz1 = ze ro s ( l ength ( p i ) ,NmaxM+1) ;
n=1:(NmaxP+1) ;
[ zMesh , sMesh]= meshgrid (n , r ) ;
% ca l c u l a t i n g ’wpm’ and ’ lpm ’
[ zMesh , piMesh]= meshgrid ( dr ∗(n−0.5)−dz , p i ) ;
wpm = eta ( sMesh , zMesh , piMesh ) /dr ;
lpm = f l o o r (wpm) ;
wpm = wpm − lpm ;
% ca l c u l a t i n g ’wpp ’ and ’ lpp ’
[ zMesh , piMesh]= meshgrid ( dr ∗(n−0.5)+dz , p i ) ;
wpp=eta ( sMesh , zMesh , piMesh ) /dr ;
lpp = f l o o r (wpp) ;
wpp = wpp − lpp ;
% ca l c u l a t i n g ’wpz ’ and ’ lpz ’
[ zMesh , piMesh]= meshgrid ( dr ∗(n−0.5) , p i ) ;
wpz = eta ( sMesh , zMesh , piMesh ) /dr ;
lpz = f l o o r (wpz) ;
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wpz = wpz − l p z ;
% removing con t r i b u t i on s corresponding to po in t s ou t s i d e our g r i d
rindd0Mesh = meshgrid ( rindd0 , ones (NmaxP+1 ,1) ) ’ ;
index = ( rindd0Mesh+lpp<Nr) ;
lpm(˜ index ) =0;
wpm(˜ index ) =0;
wpm1( index )=1−wpm( index ) ;
lpp (˜ index ) =0;
wpp(˜ index ) =0;
wpp1( index )=1−wpp( index ) ;
lpz (˜ index ) =0;
wpz(˜ index ) =0;
wpz1 ( index )=1−wpz( index ) ;
n=1:(NmaxM+1) ;
[ zMesh , sMesh]= meshgrid (n , r ) ;
% ca l c u l a t i n g ’wmm’ and ’lmm’
[ zMesh , piMesh]= meshgrid(−dr ∗(n−0.5)−dz , p i ) ;
wmm = eta ( sMesh , zMesh , piMesh ) /dr ;
lmm = f l o o r (wmm) ;
wmm = wmm − lmm;
% ca l c u l a t i n g ’wmp’ and ’ lmp ’
[ zMesh , piMesh]= meshgrid(−dr ∗(n−0.5)+dz , p i ) ;
wmp = eta ( sMesh , zMesh , piMesh ) /dr ;
lmp = f l o o r (wmp) ;
wmp = wmp − lmp ;
% ca l c u l a t i n g ’wmz’ and ’ lmz ’
[ zMesh , piMesh]= meshgrid(−dr ∗(n−0.5) , p i ) ;
wmz = eta ( sMesh , zMesh , piMesh ) /dr ;
lmz = f l o o r (wmz) ;
wmz = wmz − lmz ;
% removing con t r i b u t i on s corresponding to po in t s ou t s i d e our g r i d
rindd0Mesh = meshgrid ( rindd0 , ones (NmaxM+1 ,1) ) ’ ;
index = ( rindd0Mesh+lmp+1<Nr & rindd0Mesh+lmm>1) ;
lmm(˜ index ) =0;
wmm(˜ index ) =0;
wmm1( index )=1−wmm( index ) ;
lmp(˜ index ) =0;
wmp(˜ index ) =0;
wmp1( index )=1−wmp( index ) ;
lmz (˜ index ) =0;
wmz(˜ index ) =0;
wmz1( index )=1−wmz( index ) ;
% adding con t r i b u t i on s to the A−matrix from the sum for p o s i t i v e z
kTildePMesh=meshgrid ( kTildeP , ones ( s i z e ( r ) ) ) ;
rindd0Mesh=meshgrid ( rindd0 , lpm ( 1 , : ) ) ’ ;
% adding con t r i b u t i on s to the A−matrix from the po in t s ’ r m ’ in the sum for
p o s i t i v e z
r indd1 = rindd0Mesh + ( lpm+1) ;
r indd2 = rindd0Mesh + ( lpm) ;
rinddNew1=0∗lpm ;
rinddNew2=0∗lpm ;
l e n g t h r=length ( r ) ;
for i =1: s i z e ( lpm , 1 )
rinddNew1 ( i , : ) = rindd1 ( i , : ) ∗ l e n g t h r+i −1;
rinddNew2 ( i , : ) = rindd2 ( i , : ) ∗ l e n g t h r+i −1;
end
for n=1:(NmaxP+1)
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A( rinddNew1 ( : , n )+1) = A( rinddNew1 ( : , n )+1)+wpm( : , n ) .∗ kTildePMesh ( : , n ) /dz
ˆ2 ;
A( rinddNew2 ( : , n )+1) = A( rinddNew2 ( : , n )+1)+wpm1( : , n ) .∗ kTildePMesh ( : , n ) /dz
ˆ2 ;
end
% adding con t r i b u t i on s to the A−matrix from the po in t s ’ r p ’ in the sum for
p o s i t i v e z
r indd1 = rindd0Mesh + ( lpp+1) ;
r indd2 = rindd0Mesh + ( lpp ) ;
for i =1: s i z e ( lpm , 1 )
rinddNew1 ( i , : ) = rindd1 ( i , : ) ∗ l e n g t h r+i −1;
rinddNew2 ( i , : ) = rindd2 ( i , : ) ∗ l e n g t h r+i −1;
end
for n=1:(NmaxP+1)
A( rinddNew1 ( : , n )+1) = A( rinddNew1 ( : , n )+1)+wpp ( : , n ) .∗ kTildePMesh ( : , n ) /dz
ˆ2 ;
A( rinddNew2 ( : , n )+1) = A( rinddNew2 ( : , n )+1)+wpp1 ( : , n ) .∗ kTildePMesh ( : , n ) /dz
ˆ2 ;
end
% adding con t r i b u t i on s to the A−matrix from the po in t s ’ r z ’ in the sum for
p o s i t i v e z
r indd1 = rindd0Mesh + ( lpz +1) ;
r indd2 = rindd0Mesh + ( lpz ) ;
for i =1: s i z e ( lpm , 1 )
rinddNew1 ( i , : ) = rindd1 ( i , : ) ∗ l e n g t h r+i −1;
rinddNew2 ( i , : ) = rindd2 ( i , : ) ∗ l e n g t h r+i −1;
end
for n=1:(NmaxP+1)
A( rinddNew1 ( : , n )+1) = A( rinddNew1 ( : , n )+1)−2∗wpz ( : , n ) .∗ kTildePMesh ( : , n ) /dz
ˆ2 ;
A( rinddNew2 ( : , n )+1) = A( rinddNew2 ( : , n )+1)−2∗wpz1 ( : , n ) .∗ kTildePMesh ( : , n ) /
dz ˆ2 ;
end
% adding con t r i b u t i on s to the A−matrix from the sum for p o s i t i v e z
kTildeMMesh=meshgrid ( kTildeM , ones ( s i z e ( r ) ) ) ;
rindd0Mesh=meshgrid ( rindd0 , lmm( 1 , : ) ) ’ ;
rinddNew1=ze ro s ( s i z e (lmm) ) ;
rinddNew2=ze ro s ( s i z e (lmm) ) ;
% adding con t r i b u t i on s to the A−matrix from the po in t s ’ r m ’ in the sum for
nega t i v e z
r indd1 = rindd0Mesh + (lmm+1) ;
r indd2 = rindd0Mesh + (lmm) ;
for i =1: s i z e (lmm, 1 )
rinddNew1 ( i , : ) = rindd1 ( i , : ) ∗ l e n g t h r+i −1;
rinddNew2 ( i , : ) = rindd2 ( i , : ) ∗ l e n g t h r+i −1;
end
for n=1:(NmaxM+1)
A( rinddNew1 ( : , n )+1) = A( rinddNew1 ( : , n )+1)+wmm( : , n ) .∗ kTildeMMesh ( : , n ) /dz
ˆ2 ;
A( rinddNew2 ( : , n )+1) = A( rinddNew2 ( : , n )+1)+wmm1( : , n ) .∗ kTildeMMesh ( : , n ) /dz
ˆ2 ;
end
% adding con t r i b u t i on s to the A−matrix from the po in t s ’ r m ’ in the sum for
nega t i v e z
r indd1 = rindd0Mesh + ( lmp+1) ;
r indd2 = rindd0Mesh + ( lmp) ;
for i =1: s i z e (lmm, 1 )
rinddNew1 ( i , : ) = rindd1 ( i , : ) ∗ l e n g t h r+i −1;
rinddNew2 ( i , : ) = rindd2 ( i , : ) ∗ l e n g t h r+i −1;
end
A.3 Explicit one-dimensional scheme, case B’ 231
for n=1:(NmaxM+1)
A( rinddNew1 ( : , n )+1) = A( rinddNew1 ( : , n )+1)+wmp( : , n ) .∗ kTildeMMesh ( : , n ) /dz
ˆ2 ;
A( rinddNew2 ( : , n )+1) = A( rinddNew2 ( : , n )+1)+wmp1( : , n ) .∗ kTildeMMesh ( : , n ) /dz
ˆ2 ;
end
% adding con t r i b u t i on s to the A−matrix from the po in t s ’ r m ’ in the sum for
nega t i v e z
r indd1 = rindd0Mesh + ( lmz+1) ;
r indd2 = rindd0Mesh + ( lmz ) ;
for i =1: s i z e (lmm, 1 )
rinddNew1 ( i , : ) = rindd1 ( i , : ) ∗ l e n g t h r+i −1;
rinddNew2 ( i , : ) = rindd2 ( i , : ) ∗ l e n g t h r+i −1;
end
for n=1:(NmaxM+1)
A( rinddNew1 ( : , n )+1) = A( rinddNew1 ( : , n )+1)−2∗wmz( : , n ) .∗ kTildeMMesh ( : , n ) /dz
ˆ2 ;
A( rinddNew2 ( : , n )+1) = A( rinddNew2 ( : , n )+1)−2∗wmz1 ( : , n ) .∗ kTildeMMesh ( : , n ) /
dz ˆ2 ;
end
% jump = the va lue o f the i n t e g r a l f o r each g r i d i n t e r i o r po in t r i
jump=A∗ p h i v a l ;
bTi lde = r .∗ pi .∗ b T i l d e I n t e g r a l ;
jump = jump − bTilde . ∗ ( p h i v a l ( 2 : ( end−1) , : )−p h i v a l ( 1 : ( end−2) , : ) ) /dr ;
end
% the change in wea l th due to a jump of s i z e z
function e=eta ( r , z , p i )
e = pi .∗ r . ∗ ( exp ( z )−1) ;
end
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This section contains the MATLAB code for case B’. As for case A’, we have omitted
the part of the code where the graphs are made, and the part of the code where the pi
values and the sign of G(DXV ) are saved. The form of the Le´vy measure ν is different
for case B’ compared to case A’, and therefore the part of the program associated with
the integral calculation is somewhat different:
(1) The calculation of the integrals k˜±H,n and b˜
a can be done analytically for case B’.
The integral calculations are performed in the function kintint, incorporated in
the rest of the code, instead of being calculated in the beginning of the program.
(2) Since ν
(
(0,∞)) = 0 for case B’, we do not have to calculate Ia,+H , only Ia,−H .
(3) The sum (11.10) consists of a finite number of terms for case B’, and therefore we
do not need to truncate the sum.
In addition to the functions explicit1D caseB, r0B and tTB, the program consists
of the following functions:
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(1) calcJump caseB: calculates the integral part of the HJB equation at each time
step, and
(2) calcDeltaAndRho: solves the system of equations (7.6) (called (E) in the program)
with δ and ρ as unknowns.
The input parameters to explicit1D caseB are the same as for case A’, except for
the input variable parameters. The optimal value of pi (pi∗) and ξ are input parameters
to the program instead of δ and b. As explained in Chapter 14, the reason for having
pi∗ as an input parameter instead of δ, is that the system of equations (7.6) is difficult
to solve with ρ and pi∗ as unknowns, while it is easy to solve with ρ and δ as unknowns.
The input parameters to calcJump caseB are the same as for calcJump caseA, ex-
cept that Nmax,M , Nmax,P , kT ildeM and kT ildeP are not given as input, but calculated
inside the function.
% ca l c u l a t e s the va lue func t i on fo r case B’ , us ing a one−dimensional scheme
function exp l i c i t 1D cas eB (Nr ,Rmax,Tmax, eps i l on , parameters , de l t aP i )
% ex t r a c t i n g informat ion from the input parameters
muhat=parameters . muhat ;
sigma=parameters . sigma ;
rhat=parameters . rhat ;
p i I n i t i a l=parameters . p i0 ;
gamma=parameters . gamma;
beta=parameters . beta ;
x s i=parameters . x s i ;
lambda=parameters . lambda ;
% so l v i n g the system of equa t ions (E)
[ d e l t a rho ]=calcDeltaAndRho ( parameters ) ;
% ca l c u l a t i n g the cons tant s o f the exac t s o l u t i on
k1 = 1/(gamma∗( d e l t a+beta ∗gamma) ) ;
k2 = (1−rho ) / ( ( rho−gamma) ∗( d e l t a+beta ∗gamma) ) ;
k3 = rho∗(1−gamma) /(gamma∗( rho−gamma) ∗( d e l t a+beta ∗gamma) ) ;
k = (1−rho ) /( beta ∗( rho−gamma) ) ;
dr=Rmax/Nr ;
d t l i m i t = 1/(0 .5∗ sigma∗Rmaxˆ2∗2/ dr ˆ2 + (muhat−rhat ) ∗Rmax/dr + rhat ∗Rmax/dr +
( beta ∗Rmax+1)/( dr∗ e p s i l o n ) − beta ∗gamma/ e p s i l o n + beta ∗gamma + beta ∗Rmax/
dr ) ;
Nt=c e i l (Tmax/ d t l i m i t ) ;
dt=Tmax/Nt ;
V new=ze ro s (1 , Nr+1) ; % the va lue func t i on
V old=tT(Tmax, l i n s p a c e (0 ,Rmax, Nr+1) ,k , k1 , k2 , k3 , de l ta , gamma, beta , rho ) ; %
termina l cond i t i on
rVect=l i n s p a c e ( dr ,Rmax−dr , Nr−1) ;
% ca l c u l a t e p i o l d
p i o l d= p i I n i t i a l ∗ ones ( s i z e (V new ( 2 : ( end−1) ) ) ) ;
p iTol=de l t aP i ;
for m=Nt:−1:1 % i t e r a t i n g over time
t=m∗dt ; % the va lue o f p i at the current time s t ep
% ca l c u l a t i n g the opt imal va lue o f pi , assuming the opt imal va lue o f p i
i s e i t h e r p i o l d , p i o l d−piTol e l l e r p i o l d+piTol , where p i o l d i s
the va lue o f p i used in the prev ious time s t ep
a c o e f f = 0 .5∗ sigma ˆ2∗ rVect . ˆ 2 . ∗ ( V old ( 3 :end)−2∗V old ( 2 : ( end−1) )+V old ( 1 : (
end−2) ) ) /dr ˆ2 ;
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b c o e f f = (muhat−rhat ) ∗ rVect . ∗ ( V old ( 3 :end)−V old ( 2 : ( end−1) ) ) /dr ;
c c o e f f = rhat ∗ rVect . ∗ ( V old ( 3 :end)−V old ( 2 : ( end−1) ) ) /dr ;
pip=p i o l d+piTol ; % increase in p i compared to the prev ious time s t ep
pi0=p i o l d ; % the va lue o f p i used in the prev ious time s t ep
pim=pi o ld−piTol ; % decrease in p i compared to the prev ious time s t ep
index = pip>1; pip ( index ) =1; % the used va lue o f p i must be <= 1
index = pim<0; pim( index ) =0; % the used va lue o f p i must be >= 0
% pi exp = the va lue o f the par t o f the HJB equat ion conta in ing pi ,
excep t f o r the i n t e g r a l term
pip exp = a c o e f f .∗ pip .ˆ2 + b c o e f f .∗ pip + c c o e f f ;
p i0 exp = a c o e f f .∗ pi0 .ˆ2 + b c o e f f .∗ pi0 + c c o e f f ;
pim exp = a c o e f f .∗ pim .ˆ2 + b c o e f f .∗ pim + c c o e f f ;
% ca l c u l a t i n g max{G(D X V) ; 0}/ ep s i l on
Gexp = −(beta ∗ rVect+1) . ∗ ( V old ( 2 : ( end−1) )−V old ( 1 : ( end−2) ) ) /dr + beta ∗
gamma∗V old ( 2 : ( end−1) ) ;
Gindex=Gexp<0;
Gexp( Gindex ) =0;
% ca l c u l a t i n g the i n t e g r a l par t o f the HJB equat ion fo r each o f the three
p i va lue s we cons ider
jumpp = lambda∗ calcJump caseB ( pip ’ ,Rmax, V old ’ , x s i ) ’ ;
jump0 = lambda∗ calcJump caseB ( pi0 ’ ,Rmax, V old ’ , x s i ) ’ ;
jumpm = lambda∗ calcJump caseB (pim ’ ,Rmax, V old ’ , x s i ) ’ ;
% we choose the maximizing va lue o f p i
maxTerm=max ( [ ( jumpp+pip exp ) ; ( jump0+pi0 exp ) ; (jumpm+pim exp ) ] ) ’ ;
% we record the used va lue s o f pi , which w i l l be used to determine p i in
the next i t e r a t i o n
indexp = (maxTerm==(jumpp+pip exp ) ’ ) ;
p i o l d ( indexp ’ )=pip ( indexp ’ ) ;
index0 = (maxTerm==(jump0+pi0 exp ) ’ ) ;
p i o l d ( index0 ’ )=pi0 ( index0 ’ ) ;
indexm = (maxTerm==(jumpm+pim exp ) ’ ) ;
p i o l d ( indexm ’ )=pim ( indexm ’ ) ;
% ca l c u l a t i n g the va lue func t ion fo r i n t e r i o r po in t s o f our domain
V new ( 2 : ( end−1) ) = V old ( 2 : ( end−1) ) + dt∗exp(−d e l t a ∗ t ) /gamma + dt∗beta .∗
rVect . ∗ ( V old ( 3 :end)−V old ( 2 : ( end−1) ) ) /dr − dt∗beta ∗gamma∗V old ( 2 : (
end−1) ) + dt∗Gexp/ e p s i l o n + dt∗maxTerm ’ ;
% Di r i c h l e t boundary cond i t i on at r=0
V new (1)=r0 ( t , k1 , d e l t a ) ;
% Assuming G(V, V r )=0 fo r r=r max
V new(end)=V new(end−1)∗( beta ∗Rmax+1)/( beta ∗Rmax+1−beta ∗gamma∗dr ) ;
% the s o l u t i on found in t h i s i t e r a t i on , i s input in the next i t e r a t i o n
V old=V new ;
end
end
% so l v i n g the system of equa t ions (E) with d e l t a and rho as unknowns
function [ d e l t a rho ]=calcDeltaAndRho ( params )
% ex t r a c t i n g the input parameters
pi0=params . p i0 ;
muhat=params . muhat ;
rhat=params . rhat ;
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sigma=params . sigma ;
gamma=params .gamma;
beta=params . beta ;
x s i = params . x s i ;
lambda=params . lambda ;
% f ind in g the root o f the f i r s t equat ion o f (E)
eta=1−exp(−x s i ) ;
exp1 = 1−pi0 ∗ eta ;
rhos=l i n s p a c e (gamma,1 , 10000) ;
exp2=(−sigmaˆ2∗(1− rhos ) ∗pi0+(muhat−rhat ) ) /( lambda∗ eta ) +1;
y term = log ( exp2 ) / log ( exp1 )+1−rhos ;
for i =1:( l ength ( y term )−1)
i f y term ( i ) ∗y term ( i +1) <= 0 ;
break ;
end
end
% i f the f i r s t equat ion o f (E) do not have any roots , the parameters are not
v a l i d
i f i==length ( y term )−1
d i s p l a y ( ’ not v a l i d cho i c e o f paramers ’ )
d e l t a =−100; rho=−100;
r e turn ;
end
% Our va lue o f rho i s a l i n e a r combination o f rhos ( i ) and rhos ( i+1) . I f we
l e t LHS denote the l e f t −hand s i d e o f the f i r s t equat ion o f (E) , rho=rhos (
i ) imp l i e s LHS <= RHS, wh i l e rho=rhos ( i+1) imp l i e s LHS >= RHS.
rho= ( rhos ( i ) ∗abs ( y term ( i +1) ) + rhos ( i +1)∗abs ( y term ( i ) ) ) /( abs ( y term ( i ) )+
abs ( y term ( i +1) ) ) ;
% We use the second equat ion o f (E) to determine d e l t a
exp3 = ( rhat+(muhat−rhat ) ∗ pi0+beta −0.5∗ sigma ˆ2∗ pi0 ˆ2∗(1− rho ) ) ∗ rho ;
exp4 = beta ∗gamma − lambda∗((1− pi0 ∗ eta ) ˆrho−1+rho∗ pi0 ∗ eta ) ;
d e l t a=exp3−exp4 ;
k = (1−rho ) /( beta ∗( rho−gamma) ) ;
% We check t ha t V t + F( t , r , V r , V rr , I ) <= 0 for the exac t s o l u t i on o f our
% op t imi za t i on problem , which i s a necessary cond i t i on fo r the exac t s o l u t i on
formula to
% be v a l i d .
r0 = l i n s p a c e (k , 10 , 100 ) ;
p ivec0=l i n s p a c e (0 ,1 , 100 ) ;
[ r , p ivec ]= meshgrid ( r0 , p ivec0 ) ;
c = rho∗(1−gamma) ˆ(1−gamma) /(gamma∗( d e l t a+beta ∗gamma) ∗( rho−gamma) ˆ(1−gamma) ) ;
exp3 = (1+beta .∗ r .∗(1− p ivec ∗ eta ) ) . ˆgamma − (1+beta ∗ r ) . ˆgamma + pivec .∗ r .∗ eta
.∗gamma.∗ beta .∗(1+ beta ∗ r ) . ˆ (gamma−1) ;
exp3 = lambda∗exp3 ;
exp2 = ( rhat+(muhat−rhat ) .∗ p ivec ) .∗gamma.∗ beta .∗ r ./(1+ beta ∗ r ) + 0 .5∗ sigma
. ˆ 2 . ∗ p ivec . ˆ 2 . ∗ ( ( beta .∗ r ) ./(1+ beta ∗ r ) ) .ˆ2∗gamma∗(gamma−1) + exp3 ;
exp1 = 1/gamma − d e l t a ∗c .∗(1+ beta ∗ r ) . ˆgamma − beta .∗gamma./(1+ beta ∗ r ) .∗ c .∗(1+
beta .∗ r ) . ˆgamma + c∗(1+ beta ∗ r ) . ˆgamma.∗ exp2 ;
% maxValue = the va lue o f r and p i t ha t maximizes V t + F( t , r , V r , V rr , I )
maxValue= max(max( exp1 ) ) ;
i f maxValue>0
d i s p l a y ( ’ not v a l i d cho i c e o f parameters ’ )
d e l t a =−100; rho=−100;
end
end
A.3 Explicit one-dimensional scheme, case B’ 235
% boundary cond i t i on fo r r=0
function v=r0 ( t , k1 , d e l t a )
v = exp(−d e l t a ∗ t ) .∗ k1 ;
end
% termina l cond i t i on
function v=tT(T, x , k , k1 , k2 , k3 , de l ta , gamma, beta , rho )
index=x<k ;
v=x ∗0 ;
v ( index ) = k1 + k2 ∗( x ( index ) /k ) . ˆ rho ;
v (˜ index ) = k3∗(1+ beta ∗x (˜ index ) ) . ˆgamma/(1+ beta ∗k ) ˆgamma;
v = exp(−d e l t a ∗T) ∗v ;
end
% ca l c u l a t e s the i n t e g r a l par t o f the HJB equat ion fo r case A’
function jump = calcJump caseB ( pi ,Rmax,V, x s i 0 )
g l o b a l x s i ;
x s i=x s i 0 ; % s i z e o f the jump
Nr=length ( p i ) +1; % number o f g r i d po in t s minus 1
dr=Rmax/Nr ; % de l t a r
r=l i n s p a c e ( dr ,Rmax−dr , Nr−1) ’ ; % vec tor conta in ing i n t e r i o r va lue s o f r
s ind0 =1:(Nr−1) ;
A = ze ro s ( l ength ( r ) ,Nr+1) ; % co e f f i c i e n t s o f each v i in the c a l c u l a t i o n o f
the jump
dz = s q r t ( dr ) ;
Nmax = c e i l ( x s i /dr−1) ; % the number o f terms in the sum approximating the
i n t e g r a l
% c a l c u l a t i n g the doub le i n t e g r a l o f k f o r a l l r e l e v an t n
kTi lde = ze ro s (Nmax+1 ,1) ; % the doub le i n t e g r a l o f k
n=1:(Nmax+1) ;
s t a r t=−n∗dr ;
s t a r t (end)=−x s i ;
stop=−(n−1)∗dr ;
kTi lde (n) = 0 . 5 . ∗ stop .ˆ2 − 0 . 5 . ∗ s t a r t . ˆ2 + x s i . ∗ ( stop−s t a r t ) ;
% For each term of the sum approximating the i n t e g r a l , we c a l c u l a t e D Xˆ2v
numer ica l l y by a three po in t method . The three po in t s w i l l be c a l l e d ’ r m
’ , ’ r z ’ and ’ r p ’ below . Each o f the three po in t s ’ r x ’ ( x=m, z , p ) l i e
between two po in t s r i and r { i+1} o f our g r i d . The vec t o r s ’wp1 ’ , ’wm1’
and ’wz1 ’ g i v e us the weight o f v ( r i ) in the l i n e a r i n t e r p o l a t i o n where
we approximate v ( r ) by v ( r i ) and v ( r { i +1}) . The vec t o r s ’ lm ’ , ’ l z ’ and
’ lp ’ denote the index i f o r r m , r z and r p , r e s p e c t i v e l y .
wp1 = ze ro s ( l ength ( p i ) ,Nmax+1) ;
wm1 = ze ro s ( l ength ( p i ) ,Nmax+1) ;
wz1 = ze ro s ( l ength ( p i ) ,Nmax+1) ;
n=1:(Nmax+1) ;
[ zMesh , rMesh]= meshgrid (n , r ) ;
% ca l c u l a t i n g ’wm’ and ’ lm ’
[ zMesh , piMesh]= meshgrid(−dr ∗(n−0.5)−dz , p i ) ;
wm = eta ( rMesh , zMesh , piMesh ) /dr ;
lm = f l o o r (wm) ;
wm = wm − lm ;
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% ca l c u l a t i n g ’wp ’ and ’ lp ’
[ zMesh , piMesh]= meshgrid(−dr ∗(n−0.5)+dz , p i ) ;
wp = eta ( rMesh , zMesh , piMesh ) /dr ;
lp = f l o o r (wp) ;
wp = wp − lp ;
% ca l c u l a t i n g ’wz ’ and ’ l z ’
[ zMesh , piMesh]= meshgrid(−dr ∗(n−0.5) , p i ) ;
wz = eta ( rMesh , zMesh , piMesh ) /dr ;
l z = f l o o r (wz) ;
wz = wz − l z ;
% removing con t r i b u t i on s corresponding to po in t s ou t s i d e our g r i d
sind0Mesh = meshgrid ( sind0 , ones (Nmax+1 ,1) ) ’ ;
index = ( sind0Mesh+lp+1<Nr & sind0Mesh+lm>1) ;
lm(˜ index ) =0;
wm(˜ index ) =0;
wm1( index )=1−wm( index ) ;
lp (˜ index ) =0;
wp(˜ index ) =0;
wp1( index )=1−wp( index ) ;
l z (˜ index ) =0;
wz(˜ index ) =0;
wz1 ( index )=1−wz( index ) ;
kTildeMMesh=meshgrid ( kTilde , ones ( s i z e ( r ) ) ) ;
sind0Mesh=meshgrid ( sind0 , lm ( 1 , : ) ) ’ ;
l e n g t h r=length ( r ) ;
% adding con t r i b u t i on s to the A−matrix from the po in t s ’ r m ’
sindNew1=ze ro s ( s i z e ( lm) ) ;
sindNew2=ze ro s ( s i z e ( lm) ) ;
s ind1 = sind0Mesh + ( lm+1) ;
s ind2 = sind0Mesh + ( lm) ;
for i =1: s i z e ( lm , 1 )
sindNew1 ( i , : ) = s ind1 ( i , : ) ∗ l e n g t h r+i −1;
sindNew2 ( i , : ) = s ind2 ( i , : ) ∗ l e n g t h r+i −1;
end
for n=1:(Nmax+1)
A( sindNew1 ( : , n ) +1) = A( sindNew1 ( : , n ) +1)+wm( : , n ) .∗ kTildeMMesh ( : , n ) /dz ˆ2 ;
A( sindNew2 ( : , n ) +1) = A( sindNew2 ( : , n ) +1)+wm1( : , n ) .∗ kTildeMMesh ( : , n ) /dz ˆ2 ;
end
% adding con t r i b u t i on s to the A matrix from the po in t s r p
s ind1 = sind0Mesh + ( lp +1) ;
s ind2 = sind0Mesh + ( lp ) ;
for i =1: s i z e ( lm , 1 )
sindNew1 ( i , : ) = s ind1 ( i , : ) ∗ l e n g t h r+i −1;
sindNew2 ( i , : ) = s ind2 ( i , : ) ∗ l e n g t h r+i −1;
end
for n=1:(Nmax+1)
A( sindNew1 ( : , n ) +1) = A( sindNew1 ( : , n ) +1)+wp ( : , n ) .∗ kTildeMMesh ( : , n ) /dz ˆ2 ;
A( sindNew2 ( : , n ) +1) = A( sindNew2 ( : , n ) +1)+wp1 ( : , n ) .∗ kTildeMMesh ( : , n ) /dz ˆ2 ;
end
% adding con t r i b u t i on s to the A matrix from the po in t s r z
s ind1 = sind0Mesh + ( l z +1) ;
s ind2 = sind0Mesh + ( l z ) ;
for i =1: s i z e ( lm , 1 )
sindNew1 ( i , : ) = s ind1 ( i , : ) ∗ l e n g t h r+i −1;
sindNew2 ( i , : ) = s ind2 ( i , : ) ∗ l e n g t h r+i −1;
end
for n=1:(Nmax+1)
A( sindNew1 ( : , n ) +1) = A( sindNew1 ( : , n ) +1)−2∗wz ( : , n ) .∗ kTildeMMesh ( : , n ) /dz ˆ2 ;
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A( sindNew2 ( : , n ) +1) = A( sindNew2 ( : , n ) +1)−2∗wz1 ( : , n ) .∗ kTildeMMesh ( : , n ) /dz
ˆ2 ;
end
% jump = our numerical approximation to the i n t e g r a l f o r each r
jump=A∗V;
bTilde = r .∗ pi . ∗ ( xs i−1+exp(− x s i ) ) ;
jump = jump − bTilde . ∗ (V( 2 : ( end−1) , : )−V( 1 : ( end−2) , : ) ) /dr ;
end
