Introduction
Let us consider the Gauss-Seidel iterative method for the following preconditioned linear system: PAx = Pb. ≥ O), P is a preconditioner with a real number value, and x and b are vectors. In this work, we can assume without loss of generality that A = I − L − U, where I is the identity matrix, and L and U are strictly lower and strictly upper triangular matrices of A, respectively. In 1991, Gunawardena et al. [1] proposed the MGS method with P = I + S, where S = (s i,j ) = −a i,i+1 for i = 1, 2, . . . , n − 1, 0 otherwise.
Then A s = (I + S)A can be written as follows:
If a i,i+1 a i+1,i = 1 (1 ≤ i ≤ n − 1), then M s is nonsingular. Therefore, the Gauss-Seidel iteration matrix T s for A s becomes
And they obtained the following inequality:
where ρ( ) denotes the spectral radius. In 1997, Kohno et al. [2] proposed a scheme for improving the modified Gauss-Seidel method with the preconditioner P = I + S α , where
where α is a real number. For α > 1, ρ(T α>1 ) < ρ(T s ) holds. Therefore, this scheme is called the IMGS method. In the next section, we point out that there are some mistakes in [3] . Lastly, we answer an open problem.
Comparison theorems
Comment on the IMGS method: 
By T and J we denote T = T α=0 and J = L m + U m ; then:
In this case, we have
In Theorem 2.1, the author does not derive a comparison result for ρ(T α ) and ρ(T α ). Comparison of ρ(T α ) and ρ(T α ) easily follows. Put 
holds. Thus the following inequality holds:
The Gauss-Seidel method for addressing (I + S m )Ã is not the IMGS method, because the splittingÃ =M −Ñ is not the Gauss-Seidel splitting, and ρ(T α ) ≤ ρ(T s ) does not hold.
Hadjidimos et al. confirmed that P = I + α i S with α i = 1 (for all i) gives both the best Jacobi and the best Gauss-Seidel iterative schemes for the entire class of nonsingular M-matrices A. Hence, using P = I + α i S (0 ≤ α i < 1) is not good from the viewpoint of improving the convergence rate. 
Comment on the weak regular splitting:
it is not appropriate to use the inequality M
α which is established for multisplitting (see the theorem in Section 4 of [4] ). Elsner [4] presented a counterexample for regular splitting (see p. 285 of [4] ). But the Gauss-Seidel splitting is not covered by the counterexample. Varga [5] pointed out the following: ''We remark that a regular splitting of A is automatically a weak regular splitting of A, but the converse is not true in general.'' (See Exercises 6, Section 3.6 in [5] .) Therefore, the regular splitting classified as weakly regular is used by many researchers [6, 7, 5] . There is no reason for which one has to use weak regularity in this theorem. 
Comment on the splitting
As shown above, A = M α − N α is a regular splitting but is not the Gauss-Seidel splitting. Comment on ω < 1:
The SOR method with ω > 1 is an effective scheme. It is well known that ρ(T ω<1 ) > ρ(T ω=1 ) = ρ(T ). Since A ω<1 = M ω<1 − N ω<1 is a regular splitting, it readily follows that there is a comparison result for
From the viewpoint of improving the convergence rate, it is meaningless to analyze A ω<1 and A α<1 . Usui et al. proposed a preconditioned SOR method with ω > 1 [8] .
An answer to an open problem:
In Remark 2, ω is written as
This description is incorrect. The content of Theorem 7.5.14 of [9] is that the SOR method converges whenever
for a nonsingular H-matrix. On the other hand, in Eq. (4.27) of [9] , the optimum parameterω is given bỹ
Since ρ(J) = 0, ρ(T ω=1 ) = ρ(T ) = 0 holds. By using back substitutions, x can be obtain directly from matrix A with L = O.
This procedure is well known (see page 18 of [5] ). This problem is not an open problem! We think that comparing by P s A is a mistake, though ρ(J) = ρ(T ) = 0 is obtained. Let A be a nonsingular 2 × 2 matrix. Since the preconditioner P s eliminates the element a 1,2 , we have N s = a 1,2 = 0. Thus ρ(T s ) = 0 is obtained. The same result is obtained by using P m = (I + S m ) [7] . On the other hand, Milaszewicz [10] proposed the preconditioner P C = (I + C ) in order to eliminate the elements of the first column below the diagonal of A. Here C is defined as follows; C = −a i,1 2 ≤ i ≤ n 0 otherwise.
Therefore, by using P C , we have M C = a 2,1 = 0. Hence ρ(T C ) = 0 is obtained. The same result is obtained by using the preconditioner P R = (I + R) [11] . It readily follows that if U = O or L = O, ρ(J) = ρ(T ) = 0. As a special case, there exists a 3 × 3 matrix having U = O.
This matrix can be constructed using a generalized preconditioner [12] . Since the above-mentioned results are found easily, developers for each preconditioner do not need to be described specially.
