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Abstract
Nondestructive evaluation methods are widely used in quality con-
trol processes for critical components in systems such as aircraft en-
gines and nuclear power plants. These same methods are also used
in periodic field inspection to assure that the system continues to be
reliable while it is in service. This paper describes a detection algo-
rithm to automatically analyze vibrothermography sequence-of-image
inspection data used to detect cracks in jet engine fan blades. Principal
components analysis is used for dimension reduction. Then the fitted
coefficients of the first principal component are processed by using ro-
bust regression to produce studentized residuals that are used in the
crack-detection rules. We also show how to quantify the probability of
detection for the algorithm. The detection algorithm is both computa-
tionally efficient and accurate. It correctly identified several cracks in
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2our experimental data that were not detected by the standard human
visual inspection method.
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31 Introduction
1.1 Vibrothermography in Nondestructive Evaluation
Vibrothermography, also known as Sonic Infrared (IR), thermoacoustics and
thermosonics, is described, for example, in Henneke and Jones (1979), Reif-
snider et al. (1980) and recent work by Holland (2007). It is a technique
used for detecting cracks in industrial, dental, and aerospace applications.
A pulse of sonic or ultrasonic energy is applied to a unit to make the unit
vibrate. If a crack exists in the unit, it is expected that the faces of the
crack will rub against each other, resulting in a temperature increase near
the crack. An infrared camera is used to measure the temperature change in
a sequence of frames over time, which we refer to as a movie. In this paper,
we present methods for studying and analyzing the movie data for purposes
of crack detection.
1.2 Purpose of the Study
In this paper, we develop a systematic method to automatically analyze
the data generated in vibrothermography inspections. The goal is to have
a screening algorithm that can detect the possible presence of cracks in a
movie, so that experienced evaluators only need to evaluate movies for which
identification is uncertain.
42 Experimental Data
The vibrothermography data provided to us consisted of a movie for each
of 70 specimens (60 with cracks and 10 blanks with no crack). For each
movie, we were also given information on the size of the crack and whether
an inspector had been able to detect the crack or not from watching an
enhanced version of the movie (background of an early image subtracted
out).
2.1 Crack Signal Signature
There were either 31 or 55 frames, ordered in time, in each of the movies
that we received. Each frame contains 256 by 256 pixels. Each pixel is
represented by a 12-bit integer. Figure 1 shows four frames (the 4th, 10th,
20th, and 30th) in Movie 02. Movie 02 has a strong signal near its center.
The 4th frame shows no sign of a signal. The signal is clearly visible by the
10th frame and the signal size (the dot size) continues to grow until the last
frame in the movie.
Figure 2 shows the temporal behavior of a grid of 3× 3 = 9 pixels approxi-
mately centered on a crack signal. The paths with stronger signals are closer
to the center of the square and those with weaker signals are near the cor-
ners (maximum distance from the center). The thick dark line on the top
is the signal strength at the center of the 3 × 3 matrix. The legend in the
north-west corner gives idea of which line corresponds to which point in the
movie. For example, the “+” is the south-east center of 9 pixels.
Figure 3 illustrates the intensity change in the Y direction at Frame 30,
5Figure 1: Frames (4th, 10th, 20th and 30th) from Movie 02, which has a
strong crack signal around the center. The four frames show the strength of
the crack signal grows with time
which is near the end of the energy input. A very similar shape appears in
the X direction. The plots show that the crack signal has a width of around
14 pixels (which is the windows size used in the scan calculation), and that
the increase is almost linear from the edge of the crack signal to the center
of the crack signal.
2.2 Noise Behavior
Figures 4 and 5 illustrate the spatial and temporal characteristics of noise in
the movies and the effectiveness of subtracting out the background. Figure
4 shows the average intensity (averaging over all 256 × 256 pixels) versus
frame number (the first row of the plots), average intensity (averaging over
60 5 10 15 20 25 30
26
50
26
60
26
70
26
80
26
90
27
00
Frame No
Int
en
sity
Figure 2: Intensity of pixels as a function of time (frame number) in a grid
of 3 x 3 = 9 pixels approximately centered on a crack signal in Movie 02.
Different symbols and line types represent different locations around the
crack signal, which is illustrated in the NW corner of the plot
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Figure 3: The intensity of pixels in Movie 02 around the crack signal center
in Y direction of frame 30. A similar pattern exists in the X direction.
all frames) versus the x coordinate (the second row of the plots) and the
average intensity versus the y coordinate (the third row of the plots) of
Movie 08, a movie for a specimen that does not have a crack. The three
plots on the left-hand side reflect the raw data. The three plots on the
right-hand side reflect the data after subtracting out the background (taken
to be frame 3). As a contrast, Figure 5 contains similar plots for Movie 02,
which has a strong crack signal.
2.2.1 Temporal Structure of Noise
Trends and/or periodicity are clearly shown in the Figures 4 and 5. Similar
trends and periodicities appear in the other movies. The temporal trends
seen, for example, in Figure 4 appear throughout the image and are not
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Figure 4: Average intensity by frame (first row), x coordinate (second row)
and y coordinate (third row) of Movie 08 (does not have a crack). The left-
hand column shows plots for the original data and the right-hand column
shows plots from data after subtracting the third frame. In the two plots on
the third row, the symbol “O” represents odd y values and “+” represents
even y values to show the different trend of average intensity for odd and
even y.
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Figure 5: Average intensity by frame (first row), x coordinate (second row)
and y coordinate (third row) of Movie 02 with a crack (has a crack near
the center). The left-hand column shows plots for the original data and the
right-hand column is the same data, after subtracting the third frame, in
the two plots of the third row, the symbol “O” represents odd y values and
“+” represents even y values to show the different trend of average intensity
for odd and even y.
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driven by a crack signal and thus are a type of noise. The exact causes
of these trends and periodicities are unknown. These noises could hide the
temporal signature of a real crack.
2.2.2 Spatial Structure of Noise
A U-shaped pattern appears in both the intensity versus x and intensity
versus y plots as shown in the middle and bottom left-hand side of both
Figures 4 and 5. In the intensity versus y plot, there is a valley around
x = 100 in all of the movies. This behavior can be easily identified by
visually observing movies. A slightly brighter band appears around x = 100
for all four frames in Figure 1. A similar pattern appears in all of the 70
movies. Another interesting feature of the intensity appears in the third
rows of Figures 4 and 5. These figures show that the odd number y pixels
(represented by the symbol “o”) are clearly different from the even number y
pixels (represented by the symbol “+”), especially for y is greater than 200.
This feature also appears in the other movies. As shown in the plots on the
right-hand side of Figures 4 and 5, the underlying trends can be removed
by subtracting out an early, representative frame. We use frame 3 for this
purpose (the energy was not applied until after frame 3 was acquired).
Compared with Figure 4, Figure 5 shows similar patterns: periodicity and
a U-shaped trend. The peaks that appear in the plots in Figure 5 in the
second and third rows after subtracting frame 3 (around x = 118, y = 121,
respectively) are caused by the crack signal.
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2.2.3 Removing the Spatial Structure of Noise by subtracting the
Frame 3
The three plots in the right-hand column of Figures 4 and 5 are the mean
of intensity versus frame number t, versus position x and versus position
y, respectively, after subtraction of the background. Figure 6 shows four
frames from Movie 02 after subtraction of the background. The brighter
band around x = 100 disappeared and the image became more homogeneous
when compared with the original data in Figure 1.
Figure 6: Frames (4, 10, 20, 30) from Movie 02 after subtracting out the
3rd frame
2.2.4 Image Shifting
Image shifting happens in some of the movies. In such movies, the structure
of the frame shifts in a certain manner slowly though the whole movie.
12
Several frames from Movie 10 are shown in Figure 7. The cloud of noisy
pixels around (x = 220, y = 180) is shifting in the southwest direction by
two to three pixels from beginning to the end of the movie.
Figure 7: Frames (4, 10, 20, 30) from Movie 10. The cloud around (x =
220, y = 180) shifting toward the southwest direction
3 Signal Model
3.1 Local Signal Model
If we consider that the crack signal appears within a small region around
the crack, a polynomial response surface model with up to the square terms
of r and t such as
S = β0 + β1t+ β2t2 + β3r + β4r2 + β5tr + β6tr2 + β7t2r + ε. (1)
13
can be used to describe, approximately, the crack signature. Here
• r denotes the distance from the center of the crack to the pixel:
r =
√
(x− xc)2 + (y − yc)2
• t denotes the frame number. Because the frames in the movie are
collected at a constant rate, t will be proportional to the time that the
frame was acquired.
• The βs are the regression coefficients that will be estimated from the
data.
• ε is the residual deviation for the model.
In searching for a crack signal, the model (1) is fitted on spatial windows
within the movie. The windows are circular and moved systematically across
the image. By systematically moving the center point of the circle around
the movie, all of the pixels in a movie will be covered at least once. The
first three frames of the movie data are discarded because we subtract off
the third frame as discussed in Section 2.2. The circle that is moved around
has 149 pixels in each frame. The X matrix of n = 149 × 28 = 4172 rows
has the form of

1 r1 t1 r21 t
2
1 r1t1 r1t
2
1 r
2
1t1
1 r2 t2 r22 t
2
2 r2t2 r2t
2
2 r
2
2t2
. . . . . . . .
1 rn tn r2n t
2
n rntn rnt
2
n r
2
ntn

(2)
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The corresponding S vector has 4172 values. The S vector and X matrix
are fitted into regression model (1). There are total (256− 2× 7)2 = 58564
regression models for each movie. Significant differences are expected to
exist in the estimates of the βs between a region with a crack signal and a
region with only background noise. The estimates of the βs could be used
to decide whether a crack signal exists or not. In model (1), a total 8 β esti-
mates would be calculated for each spatial window location. It is ,however,
difficult to set a detection rule for such a large number of dimensions. A
criterion having one or two dimensions is desired for the detection rule. We
use principal components as a dimension reduction method for this purpose.
3.2 Dimension Reduction
Principal components analysis (PCA) is often used as a dimension reduction
method. PCA, is described, for example, by Hastie et al. (2009). PCA has
found applications in fields such as face recognition and image compression,
and is a common technique for finding patterns in high dimension data. It
is concerned with explaining the variance-covariance structure of the data
through a few linear combinations of the original explanatory variables. Its
general objectives are data summarization through dimension reduction and
interpretation.
3.3 Principal Components Regression Model
The principal components regression model based on equation (1) is:
S = θ0+θ1PC1+θ2PC2+θ3PC3+θ4PC4+θ5PC5+θ6PC6+θ7PC7+ε. (3)
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The variables PCi(i = 1, ..., 7) denote the principal components calculated
from the X matrix (2) of variables used in the regression of model (1). The
new PC X matrix has the form

1 PC11 PC21 PC31 PC41 PC51 PC61 PC71
1 PC12 PC22 PC32 PC42 PC52 PC62 PC72
. . . . . . . .
1 PC1n PC2n PC3n PC4n PC5n PC6n PC7n

(4)
where, again, n = 149×28 = 4172. Again, we use a model-fitting procedure
similar to that used in Section 3 with a moving circle window. The moving
circle has 149 pixels in each of the 28 frames (the first three frames are
omitted).
For each circle position, the coefficients θi(i = 1, ...7) are estimated using
ordinary least squares. The R function “prcomp” was used to calculate the
principal components. The calculation is done by a singular value decom-
position of the data matrix, rather than by using the eigenvalues of the
covariance matrix. This is generally the preferred method for numerical
accuracy. The estimates of θi are used in the following analysis to define
crack-detection rules.
3.4 Principal Components Regression Results
Figure 8 shows the coefficient estimates of the first principal components
for Movie 02. The three plots are three different views of the same result
from different angles. The plot in the north-west corner is looking from the
top. The darker the color, the larger the value of the coefficients. The plots
16
Figure 8: The estimated coefficients (θ1ij ; i = 1, nx; j = 1, ny) for the first
principal component (PC1) of Movie 02, viewed from three different direc-
tions. The plot in the north-west corner is looking from the top. The darker
the color, the larger the value of the coefficients. The plots in the south-west
and north-east are looking from the X and Y directions, respectively. Movie
02 has a strong crack signal near the center.
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Figure 9: The coefficient estimates for the first principal component (PC1)
of Movie 15, viewed from three different directions. The plot in the north-
west corner is looking from the top. The darker the color, the larger the
value of the coefficients. The plots in the south-west and north-east are
looking from the X and Y directions, respectively. Movie 15 has a weak
crack signal near the center of the frame square.
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Figure 10: The estimated coefficients for the first principal component (PC1)
of Movie 08, viewed from three different directions. The plot in the north-
west corner is looking from the top. The darker the color, the larger the
value of the coefficients. The plots in the south-west and north-east are
looking from the X and Y directions, respectively. The specimen used to
make Movie 08 does not have a crack.
19
in the south-west and north-east are looking from the X and Y directions,
respectively. The three plots in the figure indicate a positive peak around
(x = 118, y = 121). Other movies with a crack signal show similar patterns.
This indicates the coefficient for the first principal is a good indicator of crack
signals. The second principal component provided no additional information
for crack detection.
Figure 9 shows similar plots for Movie 15. Movie 15 has a weak crack signal
around the center. Comparing with the strong signals in Figure 8, the peak
has much less contrast with background noise. Figure 10 shows similar plots
for Movie 08, which does not have a crack. No peaks stand out in the three
plots.
4 Comparison of Movies With andWithout Cracks
4.1 Robust Fitting and Simple Studentized Residuals for
PC1
The figures and descriptions in the Section 3 already show that the coef-
ficient for the first principal component is a good candidate from which a
decision rule can be made. However, large differences among similar plots
for movies containing a signal make it hard to find a consistent detection rule
using the row θ1. In order to make the characteristic of a crack signal easier
to identify, a robust fitting is performed on the θ1 estimates and the corre-
sponding studentized residuals are calculated as described in Huber (2009)
and Maronna et al. (2006). The reasons for using the robust regression are
as follows:
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• Under the usual regression model assumptions with contamination (in
our case from a signal), the studentized residuals coming out of a ro-
bust regression follow approximately a standard normal distribution
with 0 mean and standard deviation 1. This commonality will make
the results from different movies comparable. Groups of larger resid-
uals indicate possible crack signals.
• We choose robust regression instead of ordinary least squares (OLS)
because we are trying to identify outliers. The outliers will have a large
impact on the result of an OLS regression and tend to hide themselves
by dragging the response surface toward them. A robust regression
will put less weight on outliers and that will make the outliers stand
out, which is the result we are looking for.
The residuals are used to find outliers and outliers tend to indicate the
existence of a crack signal. The robust regression model is:
θ1 = α0+α1x+α2y+α3x2+α4y2+α5x3+α6y3+α7xy+α8xy2+α9x2y+ε.
(5)
Here θ1 is the coefficient of the first principal components in model (3) and
x and y are the coordinates. The estimates of the coefficients of the first
principal component includes (256 − 2 × 7)2 = 58564 rows. Each row has
values of xk, yk and θ1k. The θ1k denotes the coefficient of first principal
component of kth circle centered at xk and yk. These 56584 rows of data are
used to fit model (5). The studentized residuals that result from the model
fitting are used for crack detection.
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Figure 11 shows the calculation result for Movie 02 (a strong signal movie).
The plots in the north-west, north-east, and south-west corners show the
studentized residuals from three different angles, from the top, from the x
direction, and from the y direction, respectively. The plot in the south-east
corner shows the hills with the maximum studentized residual value MSR.
A clear peak exists in the plots and the peak MSR value is 46.26. Figure 12
shows a similar result from Movie 15 (a weak crack signal movie) and which
results in an MSR value of 6.98 (which is much smaller than the MSR value
in Figure 11). Figure 13 shows the similar results for Movie 08 (no-crack
movie). No clear peak can be seen in the plot and all of the data in the
image can be considered to be noise.
5 Crack Detection Procedure Based on Cluster
Analysis
MSR results from previous sections show that a group of large MSR values
tends to form what we call a hill around the center of a crack. Such a hill
will be a good indicator of a crack. Cracks, however, are not the only source
of hills. A shifting image’s MSR values will form a hill in its pathway, as
shown in Figure 14. Figure 14 shows the result for Movie 09, which contains
a weak crack signal near the center and a shifting dot at the northeast corner.
The shifting dot caused the calculated MSR values formed a large hill in its
pathway along with a valley (a group of extremely negative MSR values) in
vicinity. One difficulty in finding the crack signals is the need to distinguish
a crack signal from a shifting dot, both of which have a positive hill in
22
Figure 11: Robust studentized residuals for the coefficients of PC1 in Movie
02. The plot in the north-west corner is looking from the top. The darker
the color, the larger the value of the coefficients. The plots in the south-west
and north-east are looking from the X and Y directions, respectively. The
plot in the south-east is looking from the top and only values larger than 5
are plotted. Movie 02 has a strong crack signal near the center. The peak
MSR value on the hill is 46.26.
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Figure 12: Robust studentized residuals for the coefficients of PC1 in Movie
15. Movie 15 has a weak crack signal near the center. The peak MSR value
on the hill is 6.98.
the MSR plot. Real crack signals in the data generate only a positive hill.
Thus a negative valley is a sign that the positive hill nearby may have been
generated by a shifting dot instead of a crack signal. The task of finding a
crack translates into finding a hill without a nearby valley.
5.1 Finding Hills and Valleys Using Cluster Analysis
Cluster analysis provides methods for dividing data into groups with similar-
ities and we use cluster analysis to find hills and valleys in the studentized
residuals results. The Partitioning Around Medoids (PAM) clustering al-
gorithm (Kaufman and Rousseeuw 1990) was used to cluster the hills and
valleys seen in the studentized residual plots. The algorithm will divide the
observations into k groups, the points within each group will have a high
24
Figure 13: Robust studentized residuals for the coefficients of PC1 in Movie
08. Movie 08 was taken on a specimen that does not have a crack. The peak
MSR values is 4.79
degree of similarity and the observations in different groups will be as dis-
similar as possible. The algorithm requires k to be specified. To identify
clearly separated hills and valleys, we define k to be the smallest integer
that separates the points into clusters such that all of the clusters have a
diameter smaller than the distance from the nearest cluster. We start with
k = 2. Then we iteratively increase k until at least one of the clusters has a
diameter larger than the distance from its nearest neighbor. Then k−1 will
be the input to the PAM algorithm. If k = 2 and the two clusters are too
close to each other at the beginning, k = 1 will be used in the subsequent
analysis.
The detection procedure can be summarized by the following steps:
25
Figure 14: Robust studentized residuals for the coefficients of PC1 in Movie
09. Movie 09 has a weak crack signal near the center and a strong noise
signal in the north-east corner.
1. Mark all points which have values larger than CHill.
2. Cluster the residuals that have large values in step 1 into groups. These
groups will be defined as hill(s).
3. Mark all points which have values smaller than CValley.
4. Cluster the points in step 3 into groups. These groups will be defined
as valleys.
5. Eliminate all hills that have a valley within distance CDiste.
6. Crack signals are detected if any hills are remaining. The centers of
the hills will indicate the location of the centers of the crack. We will
say no crack signal detected if there are no hill left.
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5.2 Detection Thresholds
The threshold values for the above procedure are defined as:
1. CHill: The minimum value for a residual to be included in a hill.
2. CValley: The maximum value for a residual to be included in a valley.
3. CDist: The smallest distance between the hill and its nearest valley
such that it still can be considered to be a crack signal.
These threshold values can be obtained by analyzing the distribution of
MSR values in blank movies.
The distribution of MSR for blank movies is needed to choose the value of
CHill. We obtain this distribution in the following way:
• For a movie without a crack signal, we use the maximum value of all
of the studentized residuals.
• For a movie with a crack signal, the studentized residuals around the
crack signal are eliminated. The maximum value of the rest of the
studentized residuals will provide an MSR value. Thus each movie
provides noise MSR values that will be used in the following steps
The 70 noise MSR values were extracted from the 70 movies. Figure 15 is
a normal probability plot of the 70 MSR noise values. The maximum of
the 70 values is 4.89. A threshold value of 5 will be good enough to keep
the false alarm rate very low. The MSR values for the movies with a crack
signal in our data set are larger than 5 for all movies except Movie 28.
27
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Figure 15: The lognormal probability plot of semi-MSR values from 70
movies. The maximum of the 70 values is 4.89.
Based on the distribution of the signal MSR values and the distribution of
the noise MSR values, we choose the following detection thresholds in order
to be able to identify a hill clearly and to avoid too many false alarms:
1. CHill = 5 is the minimum value for a studentized residual to be included
in a hill.
2. CValley = −5 is the maximum value for a studentized residual to be
included in a valley. The value is chosen for the same reason as that
for choosing CHill.
3. CDist = 20 pixels is the smallest distance between the hill and its
nearest valley for the hill to be considered as a crack signal. A typical
crack size is around 15 pixels in diameter. A hill that is fewer than 20
28
pixels away from a valley is probably caused by a shifting dot instead
of a real crack.
5.3 Probability of Detection
The above procedure will generate a MSR value for each movie. The crack
lengths of all movies were provided in the original data set. Figure 16 shows
the plot of log(MSR) versus log(crack length). The linear relationship and
the equal variance assumption provides a good description of the data.
The data in Figure 16 were fitted by a left-censored linear regression model.
Left-censored observations arose because the MSR values for some movies
taken on specimens that have a crack signal below the noise floor. The
model can be expressed as
log(MSR) = µlog(MSR) + ε = α0 + α1 log(L) + ε
where ε has a normal distribution with standard deviation σ. The parameter
estimates are αˆ1 = 2.81, αˆ0 = 13.06 and σˆ = 0.67.
The probability of detection (POD) is defined as the probability of having
an MSR larger than the threshold. For a specific value of crack length L,
the POD can be expressed as the follows:
POD(L) = Pr(MSR > MSRT ) = 1− ΦN
(
log(MSRT )− µlog(MSR)(L)
σ
)
.
This POD function can be estimated by substituting the parameter esti-
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mates into the formula. The POD estimate versus crack length is plotted
in Figure 17. The logistic regression hit/miss fitting of POD from expert-
evaluation data is also plotted as the dotted line as comparison. The im-
provement of POD for smaller crack sizes is seen clearly in the plot. A lower
confidence bound on POD could be calculated by using either the delta
method or likelihood methods.
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Figure 16: MSR versus crack length plot
6 Conclusion and Future Research
This study has presented a statistical method for crack detection using vi-
brothermography data. Principal components analysis is used for dimension
reduction in the data processing and robust regression and cluster analysis
are used to setup the detection rule. The final detection rule gives results
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Figure 17: Probability of detection versus crack length plot.
that are better than the expert (human) detection using visual inspection of
the movie after some simple signal processing. In particular, our algorithm
detected cracks in movies 7, 57 and 60 that were not identified by the expert
inspectors. The POD curve calculated from the distribution of the MSR has
a better POD estimate for small cracks.
Possible future research directions of this research include:
• The measurement of the data used in this study stops before the tem-
perature begins to fall. Vibrothermography data in the future are
expected to include the data after the samples begin to cool down.
These more complete data should increase the power of the detection
and lower the false alarm rate.
• Improved crack detection methods would also be more sensitive and ac-
31
curate if the various noises (e.g., trend, periodicity, and image shifting)
could be eliminated or reduced by improving the inspection system.
• A simulation study (simulating more movies) would provide more in-
sight into the principal components analysis of the movies and be used
to explore possible directions to improve the detection algorithm.
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