In this paper, we investigate the uses of virtual channels and multiple communication ports to improve the performance of global communication algorithms for cycles and multi-dimensional toroidal meshes. We use a linear cost model to compare the performances of the best singleport algorithms for broadcasting, scattering, gossiping, and multi-scattering with algorithms that can use multiple ports simultaneously. We conclude that the use of multiple ports can enhance performance for all four communication patterns when propagation costs are dominant and virtual channels can reduce the total start-up costs. The two mechanisms interact to produce di erent types of trade-o s for the di erent communication patterns.
Introduction
In distributed memory multiple processor systems (multicomputers), good performance depends on e cient communication among the processors. In the multiprocessors that we study in this paper, the processors communicate by exchanging messages over an interconnection network. Currently, toroidal meshes (wrap-around meshes) are popular interconnection topologies because their small constant degrees permit e cient layouts with widely available components 1]. Toroidal meshes have relatively large diameters, but this is not a serious disadvantage when circuit-switched routing is used because circuit-switched routing and its variants (e.g., direct connect routing and wormhole routing) are essentially distance-independent in practice 11].
Currently available routing chips ( 2, 9] ) provide several features that can be exploited to reduce the cost of communication. One feature is the provision of multiple data paths between the memory of a node and its routing chip. This facility makes it possible for a node to communicate simultaneously over several of its communication links (i.e., through several of its I/O ports). Another feature is the provision of sophisticated bu ering capabilities that permit the multiplexing of several logical communication paths, or virtual channels, over a single physical channel. In this paper, we investigate the use of these two features to improve the performance of communication algorithms.
Our main interest is in the e ects that multiple ports and virtual channels can have on performance rather than on the development of new algorithms and lower bounds. The paper includes new algorithms and lower bounds, but they are constructed by combining \known" techniques. All of our algorithms and lower bounds are parameterized in terms of the number of virtual channels available, so the e ects of virtual channels on performance can be determined directly. To study the e ects of multiple ports, we compare our algorithms and lower bounds to similar results for single port models in 6].
We study four \structured" communication patterns in this paper. In the broadcasting pattern, a single processor sends the same message to all other processors. In the scattering pattern, a single processor sends a personalized message to each other processor. Broadcasting and scattering are one-to-all patterns. The all-to-all versions of broadcasting and scattering are gossiping, in which each processor broadcasts a message to all other processors, and multi-scattering, in which each processor sends a personalized message to each other processor. The gathering pattern is an allto-one pattern in which a single node receives a personalized message from each other processor. Gathering is the inverse of scattering, and in our model of computation, the algorithms are also inverses and have the same performance. We will not consider gathering explicitly.
All of these communication patterns are well-studied. Broadcasting and gossiping, especially, have been the subjects of many papers and several surveys 5, 7, 8, 10] . Most of the earlier work on these problems used models of store-and-forward routing, but there are many recent papers that use circuit-switched routing. A good recent survey of these results is 11]. Our model of computation is the same as in 13] and almost the same as in 6]. The di erence between the two models is that the model in this paper and 13] is an all-ports model which permits a node to communicate simultaneously through all of its ports whereas the model in 6] is a one-port model. Most of our conclusions about the e ects of multiple ports are based on comparisons with the results in 6].
In the next section, we discuss the hardware that we are studying and de ne our model of communication. In Section 3 we derive lower bounds. Section 4 studies one-to-all problemsbroadcasting and scattering, and Section 5 examines all-to-all problems -gossiping and multiscattering. Section 6 contains our analysis of the performance bounds and a table summarizing the upper bounds from Sections 4 and 5.
2 Model of Communication
In this paper, we study communication on toroidal meshes with synchronous circuit-switched routing. We assume that the routing hardware supports virtual channels and the simultaneous use of all communication ports, and that the communication channels are full-duplex. To analyze the performance of algorithms, we use a linear cost model of communication in which the time to communicate is a linear function of the amount of information that is transmitted. In this section, we describe our model of communication, and brie y discuss switching methods, the hardware that we are modelling, and the assumptions that we are making. For more detailed discussions, the reader is referred to 6] or 13].
The interconnection topologies that we study are cycles and multi-dimensional toroidal meshes which we model as graphs. Each node of the graph represents a node of the multicomputer and each edge represents a physical communication link between two nodes. A one-dimensional toroidal mesh is simply a cycle. A d-dimensional toroidal mesh is the Cartesian product of d cycles. The twodimensional torus C 6 C 6 is shown in Figure 1 . Each node has two neighbours in each dimension, so the degree of a d-dimensional torus is 2d. To simplify the algebra in this paper we will assume that all of the cycles have the same length n, and we will usually ignore ceilings and oors. Thus, a d-dimensional torus has N = n d nodes, and the diameter, or maximum distance between any two nodes is db A node of a multicomputer includes a processor, a router, and a random access memory that can be accessed simultaneously by the processor and the router. The router is connected to the memory by 2d DMA (direct memory access) channels, and has 2d input/output ports, each connected by a bi-directional (i.e., full-duplex) communication link or channel to a router port of one of the 2d neighbours of the node. The router can connect each of its 2d ports to another port or to a DMA channel.
Circuit-switched routing sends information from one node to another by connecting the memory of the source node to the memory of the destination node by a path consisting of a DMA channel of the source node, one or more communication links, and a DMA channel of the destination node. Each router along the path connects two of its ports together to complete the path. The main di erences among the various types of circuit-switched routing are the ways in which the paths are constructed and the mechanisms for dealing with channel contention (including deadlock). We will not be concerned with these distinctions here. Our general conclusions hold for all types of circuit-switched routing under \normal" conditions.
Since each node has 2d bi-directional DMA channels and 2d input/output ports (each connected to a channel), a node can communicate with as many as 2d other nodes at any given time and each of these communications can involve information ow in two directions. This model is called the all-ports or link-bound 5] model. The one-port or processor-bound 5] model used in 6] assumes that each node has 2d input/output ports, but only one DMA channel, so a node can only communicate with one other node at any time. In both models, any input/output ports of a node that are not connected to DMA channels can be connected pairwise to switch through other messages. So, as many as d messages can be switched through a node at any given time. The transmission rate in one direction along a communication link or DMA channel is independent of whether or not information is owing in the other direction. One of the main objectives of this paper is to determine the performance implications of multiple DMA channels by comparing all-ports algorithms with one-port algorithms.
In the multicomputers that we study, each port has one or more associated bu ers which can be used to implement virtual channels. If a port has q associated bu ers, then as many as q communication paths or virtual channels can be multiplexed to a single (physical) channel by interleaving bytes of the messages. The most common use of virtual channels in circuit-switching systems is to implement deadlock avoidance. We do not have to be concerned with deadlock avoidance in this paper since the communication patterns that we are studying are \structured" and are deadlock-free. However, virtual channels can also be used to improve performance by distributing communication tra c more uniformly. This use of virtual channels is the second objective of our investigations. is the amount of information that can be transmitted (in each direction) on a channel during a unit of time. We assume that all channels have the same bandwidth. When q virtual channels share a physical channel, the propagation time is multiplied by a factor of q since virtual channels do not increase the bandwidth of the links. Seidel 14] discusses a longer list of factors that can a ect real message passing systems, and concludes from experiments on the Intel Delta that most of them contribute very little to the overall cost of communication. We can account for most of these factors by replacing by a slightly larger constant^ . We note that^ + L in most systems 11].
Our analyses assume a synchronous system in which algorithms execute in rounds. No node can begin a new round of communication until all nodes have completed the current round. For each of the four communication patterns, we will assume that all of the original messages are of the same length L, so the times for communications in each round will be approximately the same. However, additional hardware or software facilities may be required to implement barrier synchronization between rounds. In our linear cost model, the cost of this synchronization can be included in the parameter . In summary, if an algorithm has r rounds and each communication in the i-th round uses a path of at most`(i) links, shares each link on its path with at most c(i) other communications, and involves at most m(i) messages, then the total time to execute the algorithm is at most r +
Lower Bounds
Communication in a multicomputer usually involves trade-o s among the components of total cost, and it is often impossible to minimize the costs with respect to all parameters simultaneously. It is also not known how to nd lower bounds that accurately re ect these trade-o s for the problems studied in this paper. Instead we will derive lower bounds separately with respect to each of the three parameters , , and . Recall that a d-dimensional torus has N = n d nodes. We assume that the number of virtual channels is a constant q. Table 1 summarizes the lower bounds for all four communication patterns on both the one-port and all-port models. The arguments for the one-port lower bounds are from 6]. The all-ports lower bound for broadcasting is from 13].
Broadcasting one-port max fd log q+1 (n) ; d( The lower bound on the number of rounds (the term) is the same for all four communication patterns in the one-port model and this is also true for the all-ports model. In all four patterns, in either model, each source node must send a message (unique or not) to each other node. In the one-port model, each node that has received information from a particular source node s can inform at most one other node in each round, so dlog 2 (N)e rounds are needed to inform all nodes.
If q 1 virtual channels are available, then each informed node can inform q other nodes in each round and the lower bound is dlog q+1 (N)e = dd log q+1 (n)e. In the all-ports model, each informed node can inform 2dq other nodes in each round when there are q 1 virtual channels, so the lower bound is dlog 2dq+1 (N)e = dd log 2dq+1 (n)e. We have omitted the ceilings and oors from Table 1 to simplify the presentation of the formulae.
The lower bound on the switching delay (the term) is the same for all patterns in both models. Since at least one node must communicate with every other node in all cases, there must be at least one communication path as large as the diameter d(
). The use of virtual channels does not a ect this bound.
In the one-port model, the channel bandwidth available to a source node at any given time is at most 1 . In the broadcasting pattern, the source node must send a message of length L using this bandwidth, so the lower bound on propagation time (the term) is L . The use of virtual channels does not a ect this bound, or any of the other lower bounds on propagation time since virtual channels do not change the bandwidth available. In the all-ports model, the bandwidth available to a source node is 2d . A source node could split its information into 2d parts to use all of the available bandwidth giving a lower bound of L 2d for broadcasting. Similar arguments can be used for scattering and gossiping. In the scattering pattern, the source node must send N ?1 messages of length L, so the bounds are N ?1 times greater than for broadcasting. The argument for gossiping is simply the scattering argument turned around. Each node must receive N ? 1 messages, so the bounds are the same as for scattering. The lower bounds on propagation time for multi-scattering can be calculated as required communication capacity divided by the total bandwidth available in the network 6]. The minimum number of links required by one source node to scatter its messages is In the broadcasting communication pattern, a single node (the originator) sends the same message to all other nodes in the network. A divide-and-conquer all-ports broadcasting algorithm for the cycle is illustrated in Figure 2 . In the rst round, the cycle is divided into three equal sections and the originator sends a message to the middle nodes of the other two sections. In each succeeding round, the sections are subdivided into three parts and the informed node in the middle section sends its message to the middle nodes of the other two sections. The number of rounds required to inform all nodes of the cycle is log 3 (n). The switching time is calculated by summing the distances travelled in all rounds:
) . The propagation cost is log 3 (n)L since each round involves the transmission of messages of length L.
If we use q virtual channels, each informed node can inform 2q other nodes during each round, so the number of rounds is log 2q+1 (n). The switching time is not a ected by the use of virtual channels: the sum of the maximum distances travelled in all rounds is
The propagation cost is q log 2q+1 (n)L since q messages of length L are being multiplexed on each of the originator's two physical links in each round. Putting these components of cost together gives the total cost to broadcast in a cycle with q virtual channels:
One way to broadcast in a d-dimensional torus with N = n d nodes is to perform cycle broadcasts in the dimensions sequentially. In this algorithm, each node only uses two of its ports in each of the d stages. We can reduce the propagation cost by using all 2d ports in each stage. The following algorithm is a direct adaptation of an all-ports store-and-forward algorithm in 4]. In a 2-dimensional torus, the originator partitions the message into two parts m 1 and m 2 . During the rst stage, the originator broadcasts m 1 to the other nodes in its cycle in dimension 1 and m 2 to the other nodes in its cycle in dimension 2. In the second stage, all nodes that have received m 1 broadcast it in their cycle in dimension 2 and all nodes that have m 2 If we substitute q = 1 into Eq. 1 or Eq. 2, we get the cost of broadcasting without virtual channels.
Eq. 1 and 2 show that the use of virtual channels introduces a trade-o ; virtual channels reduce the number of rounds to broadcast by increasing the propagation time. (The propagation time increases by the factor q log 3 (2q+1) when q virtual channels are used, and this is an increasing function of q.)
In the scattering pattern, a single originator sends a personalized message to each other node. We can use the same patterns of communication that we used to broadcast, but we send bundles of messages along each path rather than just single messages (or parts of single messages). The bundles contain all information that the receiving nodes will have to forward to other nodes (including themselves). The numbers of rounds and switching costs are the same as for broadcasting in both the cycle and the d-dimensional torus. In the cycle without virtual channels, the bundles in the rst round contain n 3 messages, the bundles in the second round contain n 9 messages, and so on. The total propagation cost is proportional to the sum the sizes of the bundles in all rounds:
)L . When virtual channels are used, the sizes of the bundles are reduced, but the contention is q so the propagation cost is the same: q 
If we substitute q = 1 into Eq. 3 or Eq. 4, we get the cost of scattering without virtual channels. The use of virtual channels reduces the number of rounds but there is no e ect on either the switching cost or the propagation cost, so there is no trade-o .
Virtual channels are not used in the one-port broadcasting and scattering algorithms in 6], but it is easy to derive one-port algorithms that use virtual channels by restricting our all-ports algorithms. To broadcast in a cycle of n nodes with q virtual channels, the cycle is divided into q + 1 sections of n q+1 nodes. In the rst round, the originator (node 0) uses q paths to inform nodes nj q+1 , j = 1; 2; : : : ; q. All paths must be in the same direction (clockwise or counter-clockwise) since the originator can only use one port, so the contention is q. The analysis is very similar to the analysis of the all-ports algorithms and gives total cost log q+1 (n) +(n?1) +q log q+1 (n)L . Note that the switching cost is double the diameter because information only travels in one direction around the cycle. The switching cost can be reduced to Table 2 at the end of the paper.
All-to-All Communication Patterns
Gossiping is the communication pattern in which each node broadcasts a message to all other nodes in the network. We will use the 2-phase gossiping algorithms for the one-port model from 6] with modi cations to take advantage of multiple ports. The general idea of 2-phase gossiping for cycles is illustrated in Figures 3 and 4 . In the rst phase, the cycle is partitioned into k virtual cycles with n k nodes in each cycle as shown in Figure 3 , and gossiping is done simultaneously in all of the virtual cycles. After Phase 1, each node has n k messages. Each virtual cycle used in the second phase includes k adjacent nodes, one from each of the k virtual cycles, and one virtual path of length k ? 1 as shown in Figure 4 . After simultaneous gossiping in the Phase 2 virtual cycles, each node has all n messages. In the one-port model, a node exchanges messages alternately with its two neighbours in the When all-ports gossiping with k virtual channels is used to gossip in the virtual cycles in the rst phase of the 2-phase algorithm, the number of rounds is The number of rounds in Eq. 5 is larger than the number of rounds used by the one-port algorithm in 6] (see Table 2 at the end of this paper). The increase occurs in the rst phase because all-ports gossiping can use at most q virtual cycles (every link is used in every round).
The one-port algorithm can use k = 2(q ? 1) virtual cycles 6] because each virtual cycle only uses half of its links in each round. By using approximately twice as many virtual cycles, the one-port algorithm can nish Phase 1 using half the number of rounds. The propagation cost in each round of the one-port algorithm (except the rst round) is double that of the all-ports algorithm, so the two algorithms have approximately the same total propagation cost in Phase 1. In Phase 2, the two algorithms use the same number of rounds for the same choice of k. The propagation cost of Phase 2 of the all-ports algorithm is always nL . The propagation cost of Phase 2 of the one-port algorithm is ( In each successive stage, the size of the bundles of submessages increases by a factor of n, so the total propagation cost is greater than the cost in a cycle by a factor of .
Combining these costs gives the following total cost to gossip in a d-dimensional torus using a hybrid algorithm in which the simultaneous gossiping operations in Phase 1 of each stage use the one-port cycle algorithm and Phase 2 of each stage uses the all-ports cycle algorithm. A similar analysis gives the total cost (shown in Table 2 ) when all-ports cycle algorithms are used in both phases. (7) In the multi-scattering pattern each node sends a personalized message to each other node. Multi-scattering algorithms for cycles can use the same 2-phase approach as gossiping algorithms for cycles and the same generalizations to d dimensions can also be used. Since the patterns of communication are the same for gossiping and multi-scattering, the numbers of rounds and switching costs are the same. The propagation times will be di erent for gossiping and multiscattering because the sizes of the bundles are di erent.
In the one-port multi-scattering algorithm for cycles in 6], each node exchanges half of its original messages with one of its neighbours during the rst round. In the second round, each node exchanges the other half of its original messages with its other neighbour and also forwards the messages that it received in the rst round after removing the message for itself. The direction of communication continues to alternate in succeeding rounds, with each node forwarding all messages received in the preceding round except the two messages for itself. In a cycle with n nodes, In an all-ports multi-scattering algorithm for cycles, each node can exchange half of its original messages with each of its two neighbours simultaneously. In subsequent rounds, each node forwards all the messages it received in the previous round in the same directions that they were traveling except the two messages for itself (one from each direction). In a cycle with n nodes, the total propagation cost is (
The one-port and all-ports algorithms above can be used with the 2-phase approach to obtain one-port, all-ports, and hybrid multi-scatter algorithms similar to the gossiping algorithms. The only di erence is that bundles of k messages are used in Phase 1 (where k is the number of virtual cycles) so that each node acquires the messages that it needs to scatter in its Phase 2 virtual cycle.
For Phase 1 of the all-ports algorithm, the contention is k, the message bundles have length kL, and the virtual cycles contain n k nodes, so the total propagation cost is k ( In Phase 2, the virtual cycles contain k nodes, each node must scatter n k messages to each other 9 submessages to the n nodes in its dimension 2 cycle. Thus, the propagation times are bigger than in a cycle with n nodes by the factor Table 2. 6 Analysis of Results Table 2 summarizes the upper bounds that we established in Sections 4 and 5. Our lower bounds are summarized in Table 1 in Section 3. In both tables, we have ignored ceilings and oors and small rounding errors that result from di erent assumptions about the values of n and q. For example, the upper bounds for all-ports broadcasting and scattering were derived for n = (2q + 1) i for some integer i while the lower bounds on switching time assume that n is even. This results in upper bounds that appear to be slightly smaller than the lower bounds.
We can determine the potential e ects of virtual channels and multiple ports by examining the lower bounds in Table 1 . The e ects of virtual channels can be determined by comparing the bounds with q = 1 (i.e., each \virtual" channel corresponds to a physical channel) to the bounds with q > 1. The e ects of multiple ports can be determined by setting q = 1 and comparing the one-port and all-ports bounds. In the one-port model, the potential improvement in the number of rounds is the factor d log 2 (n) d log q+1 (n) = log 2 (q + 1). For the all-ports model, the factor is log 2d+1 (2dq + 1). The potential improvement due to the use of multiple ports (without virtual channels) is log 2 (2d + 1). However, the two e ects are not independent. The use of multiple ports permits the use of more virtual channels and the combined e ect is the factor log 2 (2dq +1). According to our lower bounds, the switching time is not a ected by the use of either virtual channels or multiple ports. In fact, the lower bound is simply the diameter of the network in all cases. The propagation time should not be a ected by the use of virtual channels and can be decreased by a factor of 2d by the use of multiple ports for three of the four communication patterns. This is because virtual channels do not increase the available bandwidth, but multiple ports do. The exception is the multi-scattering pattern which has the same lower bound for both models.
For the one-to-all communication patterns, broadcasting and scattering, the upper bounds on numbers of rounds generally agree with the results predicted by the lower bounds. The use of virtual channels reduces the number of rounds for both the one-port and all-ports models. The use of multiple ports does not result in a direct improvement but does permit the use of more virtual channels. The combined e ect is a reduction by the factor log 2 (2q + 1) compared to the factor log 2 (2dq + 1) predicted by the lower bounds. It appears that switching costs are doubled by the use of virtual channels and una ected by the use of multiple ports. However, optimal switching Broadcast one-port d log q+1 (n) +d(n ? 1) in the allports model. Thus, the use of virtual channels for broadcasting introduces a trade-o : decreasing the number of rounds increases the propagation cost. The use of multiple ports without virtual channels gives a decrease of d log 2 (3), close to the 2d predicted by the lower bounds, and the combined e ect of virtual channels and multiple ports is a decrease of d log q+1 (2q + 1). In contrast to the results for broadcasting, the results for scattering are completely consistent with the lower bounds; virtual channels seem to have no e ect and multiple ports decrease the propagation time by a factor of 2d. In fact, both the one-port and all-ports scattering algorithms achieve optimal propagation cost.
Since the broadcasting and scattering algorithms have exactly the same structure, the di erence in results must be based on di erences between the broadcasting and scattering communication patterns. First notice that the number q of virtual channels appears twice in the propagation times for broadcasting. The multiplicative term q is the result of the increased congestion in the links of the originator. In the broadcasting pattern, all of the information originates at the same node, so the links used by the originator are saturated. The decrease in the number of rounds is achieved by sharing the bandwidth of these links among the virtual channels. Virtual channels do not change the available bandwidth, so the result is increased contention. The log q+1 (n) and log 2q+1 (n) terms in the propagation times re ect dependence on the number of rounds. In the scattering algorithms, the same e ects must be present because the algorithms have the same structure as the broadcasting algorithms, but the bounds do not indicate any dependence of propagation time on q. The explanation is that the amount of data transmitted by the originator is N times larger in the scattering pattern and the time for the originator to send this much data dominates the e ects of virtual channels on the propagation times.
The nature of the upper bounds for the all-to-all patterns, gossiping and multi-scattering, is completely di erent from the nature of the one-to-all bounds. The main design goal for the broadcasting and scattering algorithms was to minimize the number of rounds whereas the principal design goal for the gossiping and multi-scattering algorithms was to minimize the propagation time.
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The numbers of rounds used by the gossiping and multi-scattering algorithms are far from the lower bounds, but the propagation times are within small constant factors of the lower bounds.
The e ects of virtual channels are somewhat indirect since the algorithms do not work with q = 1; they require q 2. However, it is clear than the use of virtual channels decreases the numbers of rounds by multiplicative factors of approximately q and increases switching times by additive factors proportional to q 2 . Recalling that q is a constant, and + L , the multiplicative factors are more important. In addition, the use of multiple ports with the virtual channels seems to mitigate the increases in switching times. The use of virtual channels causes small increases in the propagation times of most of the all-to-all algorithms (the all-ports gossiping algorithm does not appear to exhibit any dependence on q), but the increases are all bounded by small constant factors. The e ects of multiple ports on the numbers of rounds are surprising; the use of multiple ports approximately doubles the numbers of rounds. The increases occur because the all-ports algorithms use twice as many (physical) links in each round to achieve smaller propagation cost per round. This doubles the demand for virtual channels. However, the number of available virtual channels is a constant, and this resource is already saturated by the one-port algorithms. The increases only occur in the rst phases of the algorithms; in the second phases, the algorithms use a constant number of virtual channels. The use of multiple ports decreases the propagation costs for both gossiping and multi-scattering by a factor of about d; approximately half the decrease suggested by the lower bounds but still consistent with the lower bounds. Note that the propagation time for the all-ports gossiping algorithm is within a factor of 3 of the lower bound and the propagation time for the all-ports multi-scattering algorithm is asymptotically optimal.
Conclusions
Our study suggests that virtual channels can be used to improve the performance of communication algorithms when start-up costs are dominant, either because is large relative to or because the messages are short. In the single-source patterns -broadcasting and scattering, the originator is a bottleneck and the virtual channels allow the use of a \bushier" broadcast tree so that the communication can be spread out more uniformly in the network. In the gossiping and scattering patterns, in which the communication is already uniformly distributed throughout the network, the virtual channels allow more exibility in the design of algorithms. In this paper, this exibility permitted the simulation of algorithms for 2-dimensional tori on cycles. These simulations require at least two virtual channels. Multiple ports can be used to improve performance when propagation costs are predominant. For all of the communication patterns, propagation costs were reduced by a factor of at least d, and the improvements even greater for the one-to-all patterns.
The use of both virtual channels and multiple ports produced some unexpected results. The two mechanisms interact in di erent ways for di erent communication patterns. For the single-source patterns, multiple ports complement virtual channels to produce further reductions in the numbers of rounds. For the all-to-all patterns, the use of multiple ports in algorithms that use virtual channels increases the number of rounds. For all four communication patterns, the use of virtual channels causes increases in propagation costs, but the e ects were greatest for the broadcasting pattern.
In this paper, we have based our algorithms for d-dimensional tori on 1-dimensional communication patterns to facilitate the study of virtual channels and multiple ports. Better upper bounds 
