.5 ® /0 3 7 0 -2 6 9 3 ( 94) 004 8 7 -R 224 L3 Callaboration / Physics Letters B 328 (1994) We present a study of the inclusive production of 7r°, 77, and A based on 929,000 hadronic Z decays recorded with the L3 detector at LEP. The measured inclusive momentum distributions have been compared with predictions from parton shower models as well as an analytical Quantum Chromodynamics calculation. Comparing to low energy e+e " data, we find that Q CD describes the energy evolution o f the hadron spectrum.
Introduction
We report on a measurement of inclusive produc tion of 77°, 77, K|? and A at the Z resonance using the L3 detector at LEP. The 7r° and 77 mesons are de tected through their two-photon decay modes as nar row peaks in the y y invariant mass distribution. The K° and A are identified by their decays into two charged particles, -» 7r+7r~ and A -> p7r~, which are se lected using the clear separation of the decay point from the e+e" vertex.
We compare the measured inclusive momentum spectra with the predictions of two Monte Carlo gen erators. Both programs implement a parton cascade based on perturbative QCD calculations, while the non-perturbative hadronization phase is described by either string (JETSET 7.3 [ 1] ) or cluster fragmenta tion (HERWIG 5.4 [2] ) models.
We also compare the measured spectra with analyt ical calculations performed in the framework of the "Modified Leading Log Approximation" (MLLA) of QCD [ 3 ] } in which single and double leading-log con tributions are taken into account and coherence ef 3 Also supported by CONICET and Universidad Nacional de La Plata, CC 67, 1900 La Plata, Argentina. fects of soft gluons are included [4] . Complemented with the "Local Parton-Hadron Duality" assumption [3, 5] , where the non-perturbative effects are reduced to normalization constants relating multiplicities at the hadron level to those at the parton level, the calcu lated MLLA inclusive parton spectra can be directly compared with the measured hadron spectra.
Experimental studies of charged and neutral parti cles have been performed before at LEP [6, 7] . In this paper we update our previous analysis on 7r° [ 8 ] and 77 [9] using much higher statistics data and present new results on and A.
The L3 detector
The L3 detector is described in detail in Ref. [ 10] . It consists of a central tracking chamber, a high res olution electromagnetic calorimeter composed of bis muth germanium oxide (BGO) crystals, a ring of plas tic scintillation counters, a uranium and brass hadron calorimeter with proportional wire chamber readout, and an accurate muon chamber system. These detec tors are installed in a 12 m diameter magnet which provides a uniform field of 0.5 T along the beam di rection.
The central tracking chamber (TEC) is a time ex pansion chamber with high spatial resolution in the plane normal to the beam. A Z-chamber, mounted just outside the TEC, supplements the r/<f> measurements L3 Collaboration / Physics Letters B 328 (1994) [223] [224] [225] [226] [227] [228] [229] [230] [231] [232] [233] 227 with z-coordinates.
The material preceding the barrel part of the elec tromagnetic detector amounts to less than 10% of a radiation length. In this region the energy resolution is 5% for photons and electrons of energy around 100 MeV, and is less than 2% for energies above 1 GeV. The angular resolution of electromagnetic clusters is better than 0.5° for energies above 1 GeV.
For this analysis, we use the data collected in the following polar angle ranges: for the central track ing chamber 40° < 8 < 140°; for the electromag netic calorimeter 11° < 6 < 169°; and for the hadron calorimeter 5° < 8 < 175°.
3.1, Photon selection

Event selection
Events collected at center of mass energies around y/s = 91.2 GeV (88.4 < J s < 93.7 GeV) during the 1991 and 1992 LEP running periods are used for this analysis, corresponding to an integrated luminosity of 35 p b '1.
The selection of events of the type e+e" -> hadrons is based on tracking information and the energy mea sured in the electromagnetic detector and in the hadron calorimeter. Events are accepted if they have high mul tiplicity, high and well balanced visible energy [ 11] . In total, 929,000 events pass the selection cuts.
The Monte Carlo samples consist of 1,000,000 events generated using JETSET 7.3 [1] and of 500,000 events generated using HERWIG 5.4 [2] . The values for the QCD scale and the fragmenta tion parameters were determined from fits to our data [12] . The generated events are passed through the L3 detector simulation [13] , which implements a detailed description of the detector and takes into account the effects of energy loss, multiple scattering, interactions and decays in the detector materials and the beam pipe. These events are processed with the same reconstruction and analysis programs as used for the experimental data.
Applying the same selection of hadronic Z decays to the simulated events as for the data, we find that more than 98% of the hadronic decays from the Z are ac cepted. The contamination from e+e~ and r +r~ final states and from hadronic production via two-photon processes is estimated to be less than 0 .2% and is ig nored in the following analysis.
Photon candidates are recognized as isolated clus ters in the electromagnetic calorimeter. The photon energy is calculated from the energy of the cluster by applying a position-dependent leakage correction. As suming that the photon originates at the e+e~ inter action point, its direction is determined from the cen ter of gravity of the shower. The photons used in this analysis are required to satisfy the following cuts:
( 1) the candidate is in the barrel region, I cos 8y < 0.74; (2) the energy of the candidate is greater than 50
MeV for 1r° selection and greater than 500 MeV for 77 selection; (3) the candidate is separated by at least 50 mrad from any charged particle; (4) the lateral shower shape of the candidate is con sistent with that of an electromagnetic shower. Cut (2) is used to reject noise and to reduce the back ground from hadrons. The background of hadrons is further reduced by cuts (3) and (4), where the refer ence shower shape of photons is determined from test beam data. The selection efficiency for photons from 7T° decay is about 23% with a purity of about 70%.
Secondary vertex selection
In order to detect secondary vertices we examine all two-track combinations with opposite charge, search ing for intersections in the r/</>-plane. Tracks have to be well measured in the central tracking chamber as well as the Z-chamber, with a momentum transverse to the beam axis of more than 150 MeV. Their dis tance of closest approach (DCA) to the primary e+e" vertex must be greater than 1 mm. This primary ver tex is determined on a fill-by-fill basis and is assumed to be the origin of K® and A.
We apply further cuts to reject the background cre ated by randomly intersecting tracks from the event vertex. The angle between the transverse flight direc tion, d ti and the total transverse momentum of the pair, must be smaller than 30 mrad. To eliminate combinations of tracks belonging to different jets, the product of p t and the opening angle of the two tracks measured at the candidate secondary vertex must be less than 1.1 rad-GeV. We further require that the dis tance d t between the secondary vertex and the primary 228 L3 Collaboration / Physics Letters B 328 (1994) [223] [224] [225] [226] [227] [228] [229] [230] [231] [232] [233] vertex is greater than 10 mm. If the intersection point lies in the volume of the tracking chamber, we require that the pattern of hit wires be consistent with a neutral particle decay. Finally, the probability that the neutral hadron candidate decayed within the distance clt from the production point must be less than 98.5%.
To complete the kinematical reconstruction of the decay, the polar angles of the particle momenta are redetermined from a fit using the Z-chamber points, constrained by applying longitudinal momentum conservation and a common origin for the charged tracks.
The selection efficiency is obtained by applying the same criteria to Monte Carlo JETSET and HERWIG events. The resulting efficiency and its time depen dence are verified using a sample of Z events taken in the same running period. The simulated mo mentum and DCA resolutions have been checked to be the same as in the measured data.
Inclusive hadron multiplicities
The y y invariant mass spectrum is measured using photon pairs in which both photons are in the same hemisphere as defined by a plane perpendicular to the event thrust axis in order to reduce the combinatorial background.
The reconstructed invariant mass spectrum of any two photons fulfilling the criteria for 7r° selection is shown in Fig. la . The spectrum is fitted using a Gaus sian distribution for the signal plus a third order poly nomial for the background. The number of 7r0,s from the fit is 387225 ± 1087 where the error is statistical only. The fitted mass is compatible with the value from the Particle Data Group (PDG) [ 14] and the width is 7.6 MeV, compatible with the detector resolution. A mass window of 0.113 < m yy < 0.157 GeV gives a 7T° selection efficiency of about 4.2% with a purity of 50%.
The rj signal is observed in a restricted two-photon mass spectrum as shown in Fig. lb . To reduce the combinatorial background related to tt° decays, we exclude all photons entering into a two-photon combi nation with invariant mass inside the 7r° window. The same fitting method as that for 7r° is applied and gives 7276 ± 152 as the observed number of rj mesons. The mass is compatible with the PDG value; the width is 17.8 MeV, again consistent with the detector res- olution. Inside a mass window of 0.500 < myy < 0.590 GeV the efficiency to detect an 77 decay into two photons is 2 .1%, with a purity of about 40%. The selection efficiency for the signal is determined from Monte Carlo as the ratio of the fitted number of tt° and r) to the respective number of generated par ticles. In this way our results are independent of the Monte Carlo simulation of the background and the width of the signal. Due to the different fragmenta tion schemes, there is a difference between JETSET and HERWIG in the isolation of photons. This leads to different selection efficiencies and cross sections. As both models otherwise provide a reasonable de scription of the data [ 12] , we take the average of the multiplicities determined both ways as the result, as signing half the differences to the systematic errors. The resultant multiplicities are shown in Table 1 and compared with the Monte Carlo predictions. The mea sured multiplicity in the accessible x p range, where x p is defined as the ratio of the particle momentum to the beam energy, are quoted. They are also extrapolated to the whole momentum range using the corresponding The measured value using the JETSET and HERWIG Monte Carlo programs for the efficiency calculation are reported separately. The average of the two is listed in the last column as the final result. The first error is statistical and the second systematic.
Monte Carlo predictions. The first error in the last column of Table 1 is statis tical and the second is systematic. Besides the system atic error due to the different fragmentation models, mentioned above, other errors are obtained by varying the photon selection cuts, switching off the require ment on shower isolation from charged particles and changing the 7r° background suppression procedure. An additional error coming from the uncertainty in the detector inefficiency is determined by comparing the 7T° and 7] rate in different geometrical regions of the detector. A small error due to the limited statistics of Monte Carlo events is also included. These contribu tions to the systematic errors are added in quadrature.
Within the quoted errors, the agreement of the pre dicted production rate of ir° with the observed rate is satisfactory for both models. The observed r\ multi plicity is lower than either model prediction. The mass spectrum of candidates ( Fig. lc) is calculated by assigning the mass to the pair of tracks which form the secondary vertex. For A can didates (Fig. Id) , we assign the proton mass to the higher momentum track and the rr^ mass to the other one. The probability of a wrong assignment is es timated to be less than 0.6%. Both spectra show a narrow peak with a long non-Gaussian tail, above a smooth background. The fitted masses are in agree ment with the PDG values; the widths from a Gaus sian fit are 18.8 MeV for K° and 5.6 MeV for A, con sistent with the detector resolution. The number of (A) is counted bin by bin within a mass window of 400 (70) MeV, subtracting the background estimated with the Monte Carlo. For the background has a shoulder at low masses due to A's with the wrong particle assignment. The background subtraction has been tested by comparing background distributions of data and Monte Carlo in a control sample with all the above mentioned cuts, but where the pair points away from the vertex by more than 50 mrad. The agree ment of these two distributions is better than 1%. In total we find 73495 ± 345 K°'s and 13315 ± 200 A 's. Inside a mass window of 300 < < 700 MeV (1080 < mp7r < 1150 MeV), the detection efficiency for selecting (A) is 7.8% (3.7%) with a purity of 63.3% (32.4%).
Using the signal events and the efficiency estimated from the Monte Carlo, we obtain the average multi plicity of the observed hadrons in hadronic Z decays as shown in Table 1 . For the we take the average of our results obtained using JETSET and HERWIG and assign half the difference as a systematic error, as described above for the 77-0 and rj. In the case of A, we repeat the same procedure, but exclude from the number of generated particles those coming from de cays of long-lived H baryons, which are not usually detectable. Less than 0.2% in our selected A sample come from 3 decays for JETSET, 0.6% for HERWIG. Since HERWIG predicts a S production rate three times larger than that observed [7] , whereas JETSET agrees well with the data, we use the latter to estimate the number of A's produced in E decay. We then ex trapolate the measured rate in the selected x p range to 230 L3 Collaboration / Physics Letters B 328 (1994) [223] [224] [225] [226] [227] [228] [229] [230] [231] [232] [233] the whole momentum range as we did for 7r° and 77.
Besides the systematic error due to the different fragmentation models as mentioned above, other er rors are obtained by varying all selection cuts, vary ing the Kg (A) yield as a background to A (Kg), and changing the signal mass windows. An additional error due to the uncertainty of the TEC momentum resolu tion and theZ-chamber efficiency is also taken into ac count. The statistical error on the Monte Carlo events is included. The different contributions to the system atic errors are added in quadrature.
The observed multiplicities for K!? and A agree with both model predictions, inside the observed range of x p as well as extrapolated to the whole spectrum. The two Monte Carlo generators differ not only in the total hadron multiplicities and the predicted mo mentum spectrum, but also in the efficiency to detect a hadron and its momentum dependence. Therefore, Fig. 2a , b, c and d as well as Fig. 3a, b, c and d show the momentum spectra of the hadrons expressed in terms of x p, compared to the Monte Carlo predictions from JETSET and HERWIG, respectively. In each distribu tion the efficiency corrections for the data are carried out using the respective generator. The errors shown in the plot correspond to statistical and systematic er rors added in quadrature, except that the error due to the model difference in efficiency is not included. The dominant systematic error is that on the overall nor malization of the spectra. The energy spectra of 7r°and Kg are rather well predicted in shape by both models. The normalization discrepancy in the A spectrum for HERWIG comes essentially from the overestimated 3 contribution, which entails a much reduced detection efficiency. The 77 spectrum predicted by either model is too soft.
We also compare the measured spectra with a MLLA QCD calculation [3] , following the same method applied in the analysis of 7r° and charged particle spectra in Ref. [8] and 77 in Ref. [9] . We use the MLLA expression for the so-called limiting spectrum for hadron type h t which is convenient for numerical integration and can be written in the form:
where the function ƒ is specified in Ref. [3] and £p = In (1 / jCp). There are only two free parameters in Eq. (1): an overall normalization factor N, which describes the hadronization and depends on the cen ter of mass energy, a/s, and on the particle type, and an effective scale parameter Aeff (not directly related to Aj^g). Eq. (1) is valid in the range 1 < £p < In (0.5 y /s f Aeff).
Since we do not perform this analysis with respect to a generator, we have to account for differences be tween the efficiencies predicted by JETSET and HER-WIG in the same way as we did in the multiplicity measurement. Therefore, the distributions in are evaluated twice, using the JETSET and HERWIG cor rections, and the results averaged.
Eq. (1) has two distinct features: the existence of a maximum in the £p distribution; and a prediction for the energy evolution of the position of this maximum. The first feature is illustrated in Fig* 4a , b, c and d, which show our measured differential cross sections 1 /(7*h • d a /d^p. We fit Eq* (1) to our data and obtain the results shown in Table 2 , where denotes the po sition of the maximum corresponding to the measured AC ffFor each point, the systematic error dominates over the statistical one. In the fit, we conservatively add statistical and all systematic errors in quadrature for each point even though the overall normalization un certainty is large. Experimental uncertainties are taken into account by evaluating the results of the fit varying the parameters and cuts of the analysis. The fragmen tation model dependence is then accounted for by av eraging the fit results for JETSET and HERWIG and assigning half their difference as the error due to frag mentation. An error due to a variation of the fitted re gion is also included. All these errors are then added in quadrature and shown in Table 2 . The QCD pre diction for yfs = 91 GeV based on the fitted param eters is shown in Fig. 4 . The solid lines indicate the actual fitted range in which the predictions are valid; the dashed lines indicate how a pure QCD prediction would extend from this range. Using our measured Aeff we can predict as a function of y/s (Fig. 5) . Results from other experi ments at lower energies [15] are also shown in the plot. The line corresponds to the extrapolation from our high energy result to lower energies. The energy evolution of the peak positions is consistent with the QCD formula, Eq. The low energy points are refitted using the same procedure as described in this paper. The results from TASSO are while that from L3 is Kj. Different points at the same center of mass energy are shifted horizontally. agreement with the MLLA calculation 4 .
In Fig. 6 we present versus particle mass at y/s = 91 GeV. There is no quantitative prediction for the evolution of (Aeff) as a function of particle mass. Vs (G e V ) 10 However, it can be seen that most of the particles have similar values except the 7r°. The neutral pions come mainly from secondary decays and thus have a softer spectrum than hadrons coming directly from fragmentation. Other LEP experiments give similar results [6, 7] .
Summary and conclusions
We have measured the production of the 7r°, 77, Kg and A from hadronic Z decays. The shape of the measured inclusive momentum distributions of all the hadrons except the 77 are well reproduced by the Monte Carlo parton shower programs JETSET7.3 and HER-WIG 5.4. For 77 production the observed spectrum is harder than either prediction. We have also observed that analytical QCD calculations provide a consistent way to describe the shape and the energy evolution of the spectra of hadrons. These measurements signifi cantly improve our previous measurements [8, 9] .
