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Abstract. A neural network model of synchronized oscillations in visual cortex is pre-
sented to account for recent neurophysiological findings that such synchronization may reflect 
global properties of the stimulus. In these experiments, synchronization of oscillatory firing 
responses to moving bar stimuli occurred not only for nearby neurons, but also occurred 
between neurons separated by several cortical columns (several mm of cortex) when these 
neurons shared some receptive field preferences specific to the stimuli. These results were 
obtained for single bar stimuli and also across two disconnected, but colinear, bars moving 
in the same direction. Our model and computer simulations obtain these synchrony results 
across both single and double bar stimuli using different, but formally related, models of 
preattentive visual boundary segmentation and attentive visual object recognition, as well 
as nearest-neighbor and randomly coupled models. 
1. Experimental Background. On the basis of simultaneous, multi-electrode, extra-
cellular recordings, two labs [1 ,2,3] have reported stimulus-evoked resonances or synchro-
nized oscillations of 40-60 Hz in the primary visual cortex (Areas 17 and 18) of the cat. 
Coherence or synchrony of firing activity was found between cells within a cortical column 
[1,2], in neighboring hypercolumns [1,3], in distant hypercolumns (3], and lying in two dif-
ferent cortical areas [1]. Stimulus position, orientation, movement direction, and velocity 
were among the stimulus properties that yielded stimulus-evoked resonances. Synchronized 
oscillatory responses were frequently found at distant cortical positions when at least one of 
the primary coding properties was similar. 
The most surprising findings (and the most difficult to explain) concern the large spatial 
separations across which stimulus-evoked synchrony may occur. Using a single long moving 
bar stimulus, Gray et a/. [3] recorded simultaneously from cells which were separated by 
large cortical distances. Gray et al. found that for cortical separations great enough that 
the receptive fields of the cells did not overlap (>2mm) coherent oscillations occurred only 
between cells with similar orientation preferences. Even at these large separations, the cross-
correlations of the firing patterns of the cells indicated a tight synchrony, on average having 
a 0 ms phase lag. Nearly all phase-locked cells showed activity peaks within 3 ms of each 
other. Thus assuming a 25 ms period of oscillation, phase differences were typically less than 
12% of the period. 
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Gray et al. repeated this procedure using two short disconnected bars as the stimuli. At 
large recording distances, only one bar would pass through the receptive field of one cell, and 
exclusively the second bar would pass through the receptive field of a second cell. Yet when 
the two bars were moved colinearly in the same direction at the same speed, two distant cells 
frequently synchronized their oscillations even though there was a gap between the stimuli. 
When the bars were moved in opposite directions no synchrony resulted. 
Until the present work was carried out, attempts to explain these oscillatory phenomena 
have typically been restricted to formal equations for the phase relations among abstractly 
defined oscillators [4,5,6]. Herein we explain how suitably designed neural networks can give 
rise to such oscillations as an emergent property of their real-time dynamics. Moreover, we 
use neural networks which have previously been derived to explain and predict behavioral 
and neural data, other than the oscillatory phenomena themselves. 
2. Theoretical Predictions. Grossberg and Mingolla [7-12] have developed a neural 
network theory of preattentive vision in which a new type of cortical cell, called a bipole 
cell, was predicted to exist. Bipole cells cooperatively link perceptual features into emergent 
boundary segmentations via cooperative-competitive feedback signals in a network called 
the CC Loop. The CC Loop is part of a larger neural model, called the Boundary Contour 
System (BCS), which suggested new perceptual roles for cortical simple cells, complex cells, 
hypercomplex cells, and bipole cells. In addition, the BCS was used to explain and predict 
a variety of psychophysical and perceptual data, notably data about texture segregation, 
subjective contours, ftlling-in of brightness and color, and 3-D surface perception. 
The bipole cell receptive fteld was predicted to consist of two long, thin independent 
flanks which non-linearly sum inputs from cells with orientation preferences similar to the 
orientation of the long axis of the bipole. Bipole cell output signals can be activated if 
and only if both flanks are sufficiently activated. These signals feed excitatory input back to 
model hypercomplex cells in a lower network layer which have the same orientation preference 
and are positioned near the middle of the Bipole cell. Through this cooperative feedback 
cycle, two disconnected but colinear contours can induce a boundary completion between 
them. 
Although the bipole cell was predicted on perceptual grounds, its existence has support 
in the neurophysiological literature. Recording from area 18 of alert monkeys, von der 
Heydt et al. [13] found cells that responded to moving illusory contours. That is, with no 
local luminance information to suggest a contour and only with colinear inducing lines lying 
beyond the receptive ftelds of the cells, cells responded strongly when the global percept 
of the stimulus suggested an illusory contour. When the stimulus was altered so that an 
illusory contour was no longer perceived, the cells did not respond. Inducing lines on both 
sides of the site were necessary for the perception of the illusory contours by both the ci::lls 
and human observers. These data indicate that some cells in visual cortex respond well to 
subjective contours, and that these cells require sufficient input from either side in order to 
be activated. 
In earlier modelling work on the dynamics of cortical coding, Grossberg [14,15] predicted 
that cortical codes would be expressed by resonant standing waves in which cooperatively 
linked cells oscillate in phase with one another. It was also noted that these standing waves 
could be replaced by approach to an equilibrium point, or attractor, if no "slow" variables, 
such as inhibitory interneurons or chemical modulators, exist in the network. This latter 
observation led to a series of mathematical theorems culminating in the Cohen-Grossberg 
Theorem for content addressable memory [16]. 
The standing wave prediction was made in the context of Adaptive Resonance Theory 
(ART), which analyses the role of reciprocal top-down and bottom-up cortico-cortical and 
thalamo-cortical adaptive filters in recognition learning, attentional processing, and memory 
search [14,15,17]. The ART adaptive filter prediction was made before the BCS, or its 
cooperative bipole cells, were discovered. The present article demonstrates that both the 
CC Loop and ART circuits can cooperatively link cells into stimulus-specific standing waves 
wherein cell activities oscillate in phase with each other. More generally, we show that 
Cooperative Bipole Coupling, Adaptive Filter Coupling, Nearest Neighbor Coupling, and 
Random Connection Coupling can all generate the desired results. The robust nature of the 
phenomenon is hereby demonstrated. 
3. Specification of the Model. The source of the 40-60 Hz oscillations that have been 
reported has yet to be identified. With an average period of 16-25 ms, such oscillations may 
arise from local network effects, such as a feedback loop between an inhibitory interneuron 
and an excitatory cell, or the oscillations may be due to single cell membrane effects, such 
as the influence of a slow channel or second messenger. In the present simulations, we 
investigated how neural circuits that have already been shown to have strong behavioral and 
neural predictive value could act to synchronize their cell activations in a stimulus-specific 
manner. 
The starting point for our work is the analysis by Ellias and Grossberg [18] of oscillations 
within a neural network of excitatory potentials x; and inhibitory interneuronal potentials 
Yi which obey the equations 
(1) 
and 
d n 
dt Y; = -EY; + L XkFki· 
k=l 
(2) 
Each excitatory potential X; in (1) obeys a membrane, or shunting, equation, whereas each 
inhibitory interneuronal potential Y; is approximated by an additive equation in (2). In 
equation (1), parameter A is the passive decay rate, B is the excitatory saturation point, 
Cki is the excitatory path strength from cell k to cell i, I; is an external input, and Dki is the 
inhibitory path strength from cell k to cell i. In (2), parameter E is the passive decay rate, 
and Fk; is the excitatory path strength from cell k to cell i. A case of particular interest is 
the 2-dimensional E-G network 
~X= -AX+ (B- X)(C'[X- rj+ +I)- DXlY- rj+ (3) 
and 
d dty = E(X- Y), (4) 
where [w]+ = max( w, 0), which was shown [19] to undergo a series of Hop£ bifurcations 
from equilibrium to frequency-dependent oscillations as the arousal level I is parametri-
cally increased. This input-dependent oscillatory behavior is representative of visual cortical 
neurons that fire repetitively only when stimulated. 
The parameters used in the present simulations were chosen as follows: A= 1, B = 1, 
C = 20, D = 33.3, r = 0.4, E = F = 0.025. These values were prescribed in Ellias and 
Grossberg's original work. The choice E = 0.025 was made to give the oscillator strong 
relaxation properties due to the relative time scale differences between the passive decay 
rates A and E of the excitatory and inhibitory cells. These parameters also produce a 
desirable "spike-like" waveform. For these parameter choices, the subunit exhibited stable 
limit cycle oscillations for inputs between I = 0.7 and I = 2.25. The present results are 
consistent with the hypothesis that relaxation oscillators couple more rapidly and more 
reliably than sinusoidal oscillators for a variety of architectures [unpublished data, D. Somers 
and N. Kopel!]. 
The simulations reported here utilized a one-dimensional array of 64 subunits organized, 
as in [19], in a ring to avoid boundary effects. In order to connect these oscillatory units, a 
cooperative feedback loop among the potentials X; was implemented. Thus each excitatory-
inhibitory unit (X;, Y;) in the array obeys the equations: 
and 
~X;= -AX;+ (B- X;)(C[X;- r]+ + a:C[Z;- r]+ +I;)- DX;[Y;- r]+ (5) 
d 
-Y.---EY.-+FX dt '- ' ,. (6) 
In (5), Z; is the activity of the ith coupling unit. This term will be specifted below. Parameter 
a: calibrates the size of the excitatory coupling strength relative to that provided by the self-
excitatory term C[X;-r]+. In these simulations, a: was parametrically increased from 0-the 
no-coupling case---to test the effects of excitatory interneuronal coupling on the coherence 
of the oscillations. 
4. Cooperative Coupling Mechanisms. Several coupling architectures were investi-
gated; namely, Cooperative Bipole Coupling, Adaptive Filter Coupling, Nearest Neighbor 
Coupling, and Random Connectivity Coupling. This analysis illustrates the robust nature 
of the synchrony phenomenon. Each coupling unit Z; could be interpreted biologically as 
either the output signal from the dendritic tree of an X; cell, or as another cell that sends an 
excitatory connection to the X; cell. For example, the Cooperative Bipole Coupling could 
be interpreted as a bipolar dendritic tree in which both compartments must be sufficiently 
activated to provide input to the X; cell. Alternately, this coupling unit could be interpreted 
as a distant cell, perhaps lying in Area 18 [11,14], having the same dendritic properties and 
making a monosynaptic connection with the Xi cell. The coupling units for the first model 
are made explicit in the following equations: 
Cooperative Bipole Coupling 
z. = [ P(Right;)" P(Left;)" _ r ]+ 
' Qn + (Righti)" + Qn +(Left;)" cpl (7) 
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Figure 1. Uncoupled 1 bar (a) and 2 bar (b) responses. Coupled 1 bar (c) and 2 bar (d) responses. 
where 
. 1 width 
Rtght; = width L [Xi+j- rj+ 
J=l 
and 
1 -wi~th 
Left; = width _L [X;+j- f]+. 
J=-1 . 
(8) 
(9) 
Parameters P, Q, and n in (7) characterize a sigmoidal, or S-shaped, response curve that 
indicates a typical non-linear summation within each cell compartment. For these simula-
tions, the values P = 1, Q = 0.10, and n = 5 were chosen. Parameter rcpl is the coupling 
threshold. The choice r cpl = P was made in order to guarantee that both compartments or 
flanks needed to be sufficiently activated before Z; could be activated, and thus before cou-
pling feedback from Z; to X; could be generated. The width of the flanks was parametrically 
varied in the simulations. 
5. Results. The primary control experiment for these simulations is the uncoupled (a= 0) 
case. In the uncoupled case, subunits receiving suflkient input exhibit stable limit-cycle 
oscillations, while units receiving insufficient input quickly approach a low equilibrium value 
(Figures 1a and 1b). Since the initial values were chosen randomly, the subunits oscillated 
in random phase with respect to one another. If all ON inputs were the same, these phase 
relationships did not change over the time course of the simulation, since their frequencies 
were the same. Coherent oscillations emerged rapidly (approximately one cycle or less) for 
both the one bar (Figure lc) and two bar (Figure ld) stimuli. In the two bar case, oscillations 
were induced in the slit between the two bars and these oscillators could be almost instantly 
synchronized with the others. In both stimulus cases, the bipole architectures did not induce 
a spreading of oscillatory activity to the outer regions beyond the stimuli. 
The present results indicate that a wide variety of nonlinear cooperative feedback net-
works, whose cell units obey shunting or additive equations, can undergo synchronous oscil-
lations if their coupling strength is sufficiently high, and if at least one slow variable, here a 
slow inhibitory interneuron, exists. Moreover, these synchronous oscillations can support a 
preattentive boundary completion process, as occurs during visual boundary segmentation; 
an attentive resonant state, as occurs during visual object recognition; or more abstract 
couplings by nearest neighbors or random connections. 
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