This paper extends the l-complete approximation method developed for time invariant systems to a larger system class, ensuring that the resulting approximation can be realized by a finite state machine. To derive the new abstraction method, called asynchronous l-complete approximation, an asynchronous version of the well-known concepts of state property, memory span and l-completeness is introduced, extending the behavioral systems theory in a consistent way.
Introduction
Real life control problems for large scale systems are very challenging due to numerous interactions between different components and usually tight performance requirements. One way to reduce the complexity of those control problems is to introduce different control layers using a well defined abstraction of the plant. Usually, the top control layer will enforce high level specifications, such as interconnection or safety requirements, typically expressible by regular languages. With this specification type supervisory control theory (SCT) [1, 2] can be used to synthesize a correct by design control system if the abstracted plant model can be represented by a regular language as well. Using this well known result, many abstraction techniques, e.g. [3, 4, 5, 6, 7, 8, 9] , have been developed to generate a regular language representation of the plant model. The approach by Moor and Raisch [3] , called l-complete approximation, is distinct in two ways: (i) the accuracy of the abstracted system can be adjusted during construction without adjusting the external signal space and (ii) the behavioral framework [10, 11] is used to model the plant, allowing for infinite signals with eventuality properties. If the external signal space is finite and these signals evolve along the non-negative, discrete time axis N 0 , the plant behavior is a so called ω-language. Even though SCT cannot be directly applied to ω-languages, it was shown in [3] , and recently generalized in [12] , that for ω-languages realizable by finite state machines (FSM), a variant of SCT can be used to synthesize a minimally restrictive controller for specifications representable by the closure of a regular language (for details, see [12] and the references therein). In [3] and subsequent papers, l-complete approximations were only defined for time invariant systems, i.e., systems that are invariant w.r.t. the backward time shift of signals. As a slight extension, [13, p.51 ] also considers systems which are time invariant after a finite start-up phase. As pointed out in [13, p.44] , for systems with time axis N 0 , the l-completeness property for time invariant systems used in [3, 13] is slightly weaker than the original definition by J.C.Willems [10] . This implies that the strongest l-complete approximation suggested in [3] is also l-complete in the sense of [10] , but not necessarily the strongest l-complete approximation in the sense of [10] . To resolve this inconsistency and to consider a larger system class, we extend the construction of strongest Email addresses: a.schmuck@control.tu-berlin.de (Anne-Kathrin Schmuck), raisch@control.tu-berlin.de (Jörg Raisch) 1 Corresponding author, phone: 0049-(0)30-314-24094 l-complete approximations to not necessarily time invariant systems, and ensure that these approximations can still be realized by FSMs. As a first step, in Sections 3 and 4, we introduce a straightforward extension of the existing approximation method to not necessarily time invariant dynamical systems, ensuring l-completeness in the sense of [10] . We show in Section 5 that the constructed abstractions do generally not allow for an FSM realization since they require a time dependent next state relation. Intuitively, a system is realizable by an FSM if it allows for concatenation of state trajectories that reach the same state asynchronously (i.e., at different times), as used in the context of state maps by Julius and van der Schaft [14, 15] . To emphasize that this property does not imply and is not implied by the time invariance property of behavioral systems, we call it asynchronous state property and formalize it in Section 6. Then we can introduce an asynchronous l-completeness property, since the state and the l-completeness property are strongly related. This leads to a new approximation technique introduced in Section 7, which is referred to as asynchronous l-complete approximation and which ensures that the resulting abstraction can be realized by an FSM.
Preliminaries
In the behavioral framework (e.g., [11] ) a dynamical system is given by Σ = (T, W, B), consisting of the time axis T (in this paper: T = N 0 ), the signal space W and the behavior of the system B ⊆ W T , where 
. w = (w 1 , w 2 )} and π W1 (B) denotes the projection of all signals in the behavior to W 1 . Given two signals w 1 , w 2 ∈ W N0 and two time instants t 1 , t 2 ∈ N 0 , the concatenation
where we denote · ∧ t t · by · ∧ t ·. Furthermore, the concatenation of their restrictions w
. This corresponds to the standard concatenation of finite strings. Furthermore, for a finite string w = ν 0 ν 1 . . . ν l we denote the restriction of w by w| i,j := ν i . . . ν j with 0 ≤ i ≤ j ≤ l. Following [11, Def. II.3], we define the backward shift operator σ t s.t.
) and say that Σ is time invariant if σB ⊆ B. We call Σ strictly time invariant if σB = B.
l-completeness and l-complete approximation
When reasoning about systems with infinite time axis one has to distinguish between local and eventuality properties. Local properties can be evaluated on a finite time interval whereas eventuality properties can only be evaluated after infinite time. Systems whose behavior can be fully described by local properties are called complete [11, Def. II.4] ; formally, Σ is said to be complete if
It is easy to show that (1) is equivalent to
which is also known as ω-closedness [12] . In the special case where the behavior can be fully described by local properties evaluated on time intervals of length l + 1, l ∈ N 0 , the system is called l-complete [10, p.184], formally
To generate some intuition for the l-completeness property, we define D l+1 = t ′ ∈N0 B| [t ′ ,t ′ +l] to be the set of all finite strings representing the restriction of admissible signals to a time interval of length l + 1. Now consider the following gedankenexperiment: assume playing a sophisticated domino game where D l+1 is the set of dominos. Pick the first domino from the set B| [0,l] and append one domino from the set B| [1,1+l] if the last l symbols of the first domino are equivalent to the first l symbols of the second domino. Playing the domino game arbitrarily long and with all possible initial conditions and domino combinations, we get the set B l containing all signals that satisfy the left side of (3) . If the system is l-complete we have B = B l , emphasizing that all valid signals can be fully described by a local property.
where (·) ω denotes the infinite repetition of the respective string. Observe that Σ is time invariant, but not strictly time invariant, since
Using l = 1 we get the domino set
As depicted in Figure 1 , we can start the domino game with the piece ba and append a piece that starts with an a, e.g., aa. Observe that the signal constructed in Figure 1 , i.e., w = baaab..., is not allowed in (4) since not more than two sequential a's can occur for t > 0. However, we can of cause construct all signals w ∈ B using the outlined domino game. This implies that (i) the system Σ in (4) is not 1-complete and (ii) the domino game constructs a behavior B 1 that is larger than the one in (4), i.e., B 1 ⊃ B. Now, increasing l to l = 2 gives the following set of domino pieces
Playing the domino game with these sets results, for example, in the signal depicted in Figure 2 , where always two symbols are required to match. Observe that after the first piece we are only allowed to pick from the set B| [1, 3] . This prevents the occurrence of more than two sequential a's since the domino aaa cannot be attached. We get B 2 = B, i.e., the system Σ in (4) is 2-complete. ⊳
As a special case it can be shown that the behavior of an l-complete system Σ can by fully described by the initial signal pieces B| [0,l] if Σ is strictly time invariant.
Proof. If Σ is strictly time invariant, i.e., σB = B, then ∀t ∈ N 0 . σ
. Therefore, (7) and (3) Remark 1. For time invariant systems that are not strictly time invariant observe that ∃t ∈ N 0 . B| [t,t+l] ⊂ B| [0,l] , implying that in this case (7) and (3) are not equivalent. More specifically, the class of time invariant systems satisfying (7) is larger than the class of systems satisfying (3). Therefore, the definition of lcompleteness via ( The set B l generated in the outlined domino game also matches the behavior of the system Σ, if Σ is rcomplete with r ≤ l, since using larger dominos cannot lead to a richer behavior. Furthermore, as already shown in Example 1, we will always get B l ⊇ B even if the system is not complete at all, since using less information in the domino game generates more freedom in constructing signals. Formalizing this idea, following [3, Def.9] we say that
⇑ is an l-complete approximation of Σ and (ii) for any l-complete approximation
Remark 2. Note that (strongest) l-complete approximations as defined above only coincide with (strongest) l-complete approximations introduced in [3] , if the underlying system is strongly time invariant. This is an immediate consequence of Remark 1.
Generalizing the results in [3, Prop.10] to the l-completeness definition in (3) shows that the behavior B l constructed in the outlined domino game is the behavior of the strongest l-complete approximation, B l ⇑ .
Lemma 2. Let Σ = (N 0 , W, B) be a dynamical system. Then the unique strongest l-complete approximation of Σ is given by Σ
Furthermore, if Σ is strictly time invariant then
Proof.
⇑ is the unique smallest element of the set {B ′ } containing the behaviors of all l-complete approximations Σ ′ = (N 0 , W, B ′ ) of Σ. The second part of the lemma follows directly from (7) in Lemma 1.
Example 2. As a consequence of Lemma 2, the behaviors B 1 and B 2 constructed in Example 1 characterize the strongest 1-complete and the strongest 2-complete approximation of the system in (4), respectively. ⊳
State Space Systems
To represent a behavior, internal variables can be useful. Following [10, Def.1.2], a dynamical system with internal signal space X is defined by Σ S = (N 0 , W, X, B S ) with B S ⊆ (W × X) N0 . The internal variables are called states, if the axiom of state holds, i.e., all relevant information from the past and present necessary to decide on the possible future evolution of the system is captured by the current value of the internal variable. Formally, a system Σ S = (N 0 , W, X, B S ) is a state space dynamical system [10, p.185 
and Σ S is a state space representation
Recalling the gedankenexperiment in Section 3, all necessary information to determine the future evolution (i.e., the next feasible domino) is captured in the last l symbols. Systems which exhibit this property are said to have memory span l [10, p.184], formally
From (11) we can conclude that (i) every l-complete system has memory span l, (ii) the state property implies that Σ x = (N 0 , X, π X (B S )) has memory span one and (iii) a straightforward choice for the state space of an l-complete system is given by the set of admissible strings 3 of length l. Considering also the fact that for the first l time steps we can only memorize the symbols already seen, we can generalize the construction of a state space representation given in [3, p.6] to l-complete dynamical systems as defined in (3).
Lemma 3. Let Σ = (N 0 , W, B) be an l-complete dynamical system. Furthermore, let
and w ∈ B. Then Σ S = (N 0 , W, X, B S ) is a state space representation of Σ.
Proof. π W (B S ) = B holds by construction. To show (10), pick (w 1 , x 1 ), (w 2 , x 2 ) ∈ B S and t ′ ∈ N 0 s.t.
This implies for t ′ < l that w = w 1 ∧ t ′ w 2 = w 2 ∈ B. From Σ being l-complete, it follows that Σ has memory span l and therefore 4 (13) implies w = w 1 ∧ t ′ w 2 ∈ B for t ′ ≥ l. Now remember that (12) holds for (w 1 , x 1 ), (w 2 , x 2 ) ∈ B S . Therefore, x = x 1 ∧ t ′ x 2 implies that for all t ∈ N 0
Hence, with w = w 1 ∧ t ′ w 2 ∈ B, x = x 1 ∧ t ′ x 2 satisfies (12), proving (w, x) ∈ B S .
Since the strongest l-complete approximation Σ
is l-complete, we can use Lemma 3 to construct a state space representation of Σ 
] = {λ, a, b}, the state space defined in Lemma 3 for a state space representation of the system Σ in (4) (and its strongest 2-complete approximation) is given by X = {λ, a, b, aa, ab, ba}. Analogously, the state space representation of the strongest 1-complete approximation of Σ has state space X = {λ, a, b}. ⊳
Finite State Machine Representations
Using the notation from [3, Def.3], a finite state machine is a tuple P = (X, W, δ, X 0 ), where X (with |X| < ∞) is the state space, W (with |W | < ∞) is the signal space, X 0 ⊆ X is the set of initial states and δ ⊆ X × W × X is a next state relation. Furthermore, the full behavior induced by P is defined as
and we say that P = (X, W, δ, X 0 ) realizes
Recall that in the presented domino game, a transition from one state to another is represented by adding an allowed domino. However, the set of allowed dominos is time dependent since we have to pick from the subset B| [t,t+l] of all dominos D l+1 at time t. This suggests that the next state relation of an l-complete system is generally time dependent. Therefore, we define a time dependent finite state machine (tFSM) Q = (X, W, ψ, X 0 ), where X, W and X 0 are defined as for an FSM and ψ : N 0 → 2 X×W ×X is a time dependent next state relation. Furthermore, we define the full behavior induced by Q analogously to (14) by
and say that Q = (X, W, ψ, X 0 ) is realizing Σ S = (N 0 , W, X, B S ) if B f (Q) = B S . Using the above intuition, we can show that this tFSM can be used to realize the l-complete state space system constructed in Lemma 3. This extends [3, Thm.12] to l-complete dynamical systems in the sense of (3), including also time variant systems.
Lemma 4. Let Σ = (N 0 , W, B) be an l-complete dynamical system with |W | < ∞ and Σ S = (N 0 , W, X, B S ) its state space representation constructed in Lemma 3. Then Σ S is realized by Q = (X, W, ψ, X 0 ) with X 0 = {λ} and
Proof. Finiteness of X follows from |W | < ∞ and the construction of X in Lemma 3. Observe that using (16) in (15) gives
as the induced full behavior. Now l-completeness of Σ and the last line in (17) imply w ∈ B. Furthermore, (17) immediately implies that (12) holds, which gives B f (Q) = B S from the construction of B S in Lemma 3.
Remark 3.
Recall the gedankenexperiment in Section 3 and observe that in the construction of Lemma 3 the state represents the "recent past" of the signal w, i.e., a finite string of length l if t ≥ l. However, at start up, i.e., for t < l, no "past" of this length exists. Then the state describes the available past information, i.e., a finite string of length r ∈ [0, l − 1] contained in the set B| [0,r−1] . Therefore, assuming ξ = (ω 0 , . . ., ω r−1 ) s.t. |ξ| L = r < l implies that (ξ, ω, ξ ′ ) ∈ ψ(t) iff ξ ′ = ξ · w = (ω 0 , . . ., ω r−1 , ω) is the extension of ξ by ω and a valid initial behavior, i.e., ξ ′ ∈ B| [0,r] . Now remember that the domino game describes the admissible behavior by appending domino pieces of length l + 1 such that the last l symbols match. Therefore, assuming ξ = (ω 0 , . . ., ω l−1 ) (i.e., |ξ| L = l) implies (ξ, ω, ξ ′ ) ∈ ψ(t) iff ξ ′ = ξ| 1,l−1 ·ω = (ω 1 , . . ., ω l−1 , ω) and ξ·ω = (ω 0 , . . ., ω l−1 , ω) ∈ B| [t−l,t] , i.e., ξ·ω is a domino that is currently allowed to be attached. For an illustration of the last case, see Figure 3 . Figure 4 , realizing the strongest 1-and 2-complete approximations of the system Σ in (4), respectively. As Σ is 2-complete, the tFSM Q 2 is also a realization of Σ. Observe that the tFSM Q 1 reduces to a standard FSM (due to (5)). In Q 2 the transition from state aa to itself is time dependent, because three sequential a's are only allowed at start up. In both figures the initial state is indicated by an arrow pointing to it from "outside". ⊳ (4), respectively.
Asynchronous Properties
Obviously, one could render the next state relation in (16) time independent by using time as an additional state variable. However, this would lead to an infinite state set. We want to characterize systems naturally allowing an FSM realization, (i.e., a time independent next state relation). Observe that such systems must allow for concatenation of state trajectories that reach the same state asynchronously (i.e., at different times). This is formalized in the following definition inspired by [15, p.59 ]. Definition 1. Let Σ S = (N 0 , W, X, B S ) be a dynamical system with internal signal space X. Then Σ S is an asynchronous state space dynamical system if
It can be easily observed that every asynchronous state space dynamical system is also a synchronous 5 state space dynamical system since we can always pick t 1 = t 2 = t in (18) and get (10) . It is important to understand that the asynchronous state property does not imply and is not implied by the time invariance property of dynamical systems, since it depends on the realization of the system. This is illustrated by the following example.
Example 5. The FSM P = ({ξ 1 , ξ 2 }, {a, b}, δ, {ξ 1 }) in Figure 5 (left) realizes the asynchronous state space system Σ S,a = (N 0 , {a, b}, {ξ 1 , ξ 2 }, B f (P )) representing the time variant system Σ a = (N 0 , {a, b}, {ab ω }). Furthermore, the tFSM Q = ({ξ}, {a, b}, ψ, {ξ}) in Figure 5 (right) realizes the synchronous (but not asynchronous) state space system Σ S,b = (N 0 , {a, b}, {ξ}, B f (Q)) representing the time invariant system Recall that the concepts of synchronous state property and synchronous memory span are strongly related, since the synchronous state property implies that Σ x = (N 0 , X, π X (B S )) has memory span one. To get the same relation for the asynchronous case, we define an asynchronous memory span.
Definition 2. The dynamical system Σ = (N 0 , W, B) has asynchronous memory span l if
As expected, it can be easily seen that every system with asynchronous memory span l also has synchronous memory span l.
For systems with an asynchronous memory span, the domino game presented in Section 3 is significantly simplified. At any time t we can attach any domino from the whole domino set
, as long as the first l symbols of the newly attached domino match the last l symbols of the previous domino.
Recall that this implies time independent transitions in a corresponding FSM realization, which is what we are aiming at. Having this interpretation in mind, the definition of asynchronous l-completeness comes as no surprise.
Again, it is easily verified that a system is synchronously l-complete if it is asynchronously l-complete. Remark 5. Remember that a synchronously l-complete system always has synchronous memory span l. However, the reverse implication only holds if the system is complete to ensure that its behavior can be fully described by a local property such as a finite memory span. This statement was proven in [10, prop.1.1] for the synchronous case and can be generalized to the asynchronous case, where the proof follows the same lines. This emphasizes that the asynchronous properties extend the behavioral systems theory in a consistent way.
Remark 6. Recall from Remark 1 that in [3] l-completeness for time invariant systems is defined by (21) (instead of (3)). Therefore, Lemma 5 implies that this weaker version of l-completeness from [3] coincides with the property of asynchronous l-completeness for time-invariant systems.
Example 6. We now investigate the asynchronous l-completeness properties of the system Σ in (4). Since Σ is time invariant, it follows from Remark 4 that
. Therefore, the simplified domino game for l = 1 is identical to the one played in Example 1, implying that the system (4) is not asynchronously 1-complete. For l = 2, observe that in the simplified domino game we are still allowed to use the piece aaa from the set B| [0, 2] at any time t > 0. Therefore, more than two sequential a's can be produced by this game implying that the system (4) is not asynchronously 2-complete. Extending l to l = 3 gives the domino
= {aaab, aaba, abaa, baab}. Now, playing the simplified domino game ensures that always three symbols have to match, preventing the piece aaab to be attachable for t > 0. Hence, the resulting behavior is identical to B. This implies that the system (4) is asynchronously 3-complete. ⊳
If we recall that the memory of the system is still given by the last l symbols of the signal w it is obvious that we can construct a state space representation of an asynchronously l-complete approximation exactly as given in Lemma 3 for the synchronous case. However, dealing with the asynchronous version, we can realize it by an FSM.
Lemma 6. Let Σ = (N 0 , W, B) be an asynchronously l-complete dynamical system. Then Σ S = (N 0 , W, X, B S ) from Lemma 3 is an asynchronous state space representation of Σ. Furthermore, if |W | < ∞, Σ S is realized by the finite state machine P = (X, W, δ, X 0 ) with X 0 = {λ} and
Proof. The proof follows the same lines as the proofs of Lemma 3 and Lemma 4 and is therefore omitted.
Remark 7. The next state relation δ in (22) can be interpreted analogously to ψ in (16), see the discussion in Remark 3. Observe that now the condition in the last line of (22) is weakened in the sense that ξ·ω can be any domino in the gedankenexperiment in Section 3.
Example 7. Recall from Example 6 that the system (4) in Example 1 is asynchronously 3-complete and that (6) implies t∈N0 B| [t,t+2] = {aaa, aab, aba, baa}. Adding the set r∈[0,2] B| [0,r−1] = {λ, a, b, aa, ab, ba}, the state space defined in Lemma 3 with l = 3 for the system in (4) is given by X = {λ, a, b, aa, ab, ba, aaa, aab, aba, baa}. Using this state space and the construction of the next state relation in (22), we can construct an FSM P realizing the system (4) in Example 1. The result is depicted in Figure 6 . ⊳ Remark 8. Observe that (7) in Lemma 1 and (21) in Lemma 5 are identical. Therefore, Lemma 1 and 5 imply that the asynchronous and the synchronous l-completeness property coincide for strictly time invariant systems. As a direct consequence, the state space representation of a strictly time invariant (synchronously) l-complete system can be realized by the FSM P constructed in Lemma 6. approximation of a time invariant system Σ suggested in [3] is identical to its strongest asynchronous lcomplete approximation Σ l ↑ introduced in Definition 4. The latter is, by definition, also a synchronous l-complete approximation, but not (unless Σ is strictly time invariant) necessarily the strongest one.
Example 8. The behaviors constructed by the domino games discussed in Example 6 characterize the strongest asynchronous 1, 2 and 3-complete approximations for the system Σ in (4), respectively. Realizations for the strongest asynchronous 1-and 2-complete approximations using the constructions from Lemma 6 are shown in Figure 7 . As the system Σ is asynchronously 3-complete, its behavior coincides with that of its strongest 3-complete approximation; hence the corresponding FSM is shown in Figure 6 . Observe that the FSM realizing Σ Summarizing the results of our running example, we have the following: the system under consideration, Σ = (N 0 , W, B) in (4), is time invariant but not strictly time invariant. Σ is synchronously 2-complete and can therefore be realized by the tFSM Q 2 depicted in Figure 4 (right). It is asynchronously 3-complete (but not asynchronous 2-complete as Σ is not strictly time invariant) and can therefore be realized by an FSM P depicted in Figure 6 . Its strongest asynchronous 2-compete approximation Σ 2 ↑ is of cause also a synchronous 2-complete approximation of Σ, but not the strongest one. In fact, as Σ is synchronously 2-complete and asynchronously 3-complete, Σ 
Conclusion
Strongest l-complete approximations for time invariant systems were introduced in [3] . However, the employed notion of l-completeness is a weaker version of the original l-completeness property defined in [10] . To resolve the resulting inconsistencies, and also to address a wider system class, the procedure suggested in [3] can be adapted in a straightforward way using the original l-completeness notion, capturing also time variant systems. This, not surprisingly, leads to realizations with time dependent next state relations. To address this, inspired by [14] , we have extended the well-known concepts of state property, memory span and l-completeness and have introduced asynchronous versions of these concepts. To clearly distinguish between the new, weaker versions and the original ones, the latter are referred to as synchronous properties. Based on these extensions, we have proposed a new approximation technique, called strongest asynchronous l-complete approximation. For systems with finite external signal space, it generates a finite state machine (FSM) as realization of the approximation. For time invariant systems, it produces the same approximation as [3] , however, the mentioned inconsistencies are resolved. The strongest asynchronous l-complete approximation of a given system is also a synchronous l-complete approximation, but not necessarily the strongest one. For strictly time invariant systems, we have shown that the concepts of strongest synchronous and strongest asynchronous l-complete approximations coincide.
