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The use of generalised 2D correlation spectroscopic (Gen2D) analysis techniques 
coupled with NMR spectroscopy has been proposed for identifying biomarkers 
and aiding in the modelling of biological processes. Spectral pre-processing is of 
paramount importance. During the analysis of dynamic 
1H NMR spectra ‗ghost‘ 
peaks can be observed in the two-dimensional asynchronous correlation plots. 
These have been demonstrated here, for the first time, to be the result of minor 
changes in peak widths between successive spectra. Such variation in spectra is 
common in NMR and can be removed if spectra are synthesized with constant 
peak widths.  
Gen2D NMR correlation spectroscopy has been applied to monitoring a 
commercial fermentation of red wine. The synchronous matrix highlighted 
positively and negatively correlated spectral features and the asynchronous matrix 
provided information regarding the differing order of change of intensity of 
spectral features. These two matrices provide a diagrammatic summary of relative 
changes in samples over time.  
Two-dimensional correlation methods have also been applied to interpretation of 
NMR-based spectra of plasma from human subjects undertaking an exercise-
dietary regimen. 
For the first time Gen2D, hybrid correlation analysis has been employed to 
monitor the metabolic effects of phosphonate in Phytophthora. In vivo 
31
P NMR 
was used to monitor changes in P-metabolites.  
Finally, a multivariate analysis of plasma samples‘ 1H- NMR spectra highlighted 
differences in the metabolic profiles of adult Black Bream fish exposed to a single 
high dose of the estrogen 17β-estradiol.  
It is concluded that NMR 2D-correlation maps can be successful in aiding 
interpretation of time series of data, being visually accessible.   
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Abiotic The non-living chemical and physical factors of an 
ecosystem. 
Angiography An x-ray technique that uses dye injected into arteries so 
that blood circulation can be studied. 
Anthropogenic The study of the effects, processes or materials that are 
derived from human beings. 
Aseptate In fungi, a term describing absence of cross walls in a 
hyphal filament or a spore. 
Biomarker A biochemical feature or facet that can be used to measure 
the progress of disease or the effects of treatment. 
Biotic The living components of an ecosystem. 
Coenocytic Multinucleate, formed by nuclear divisions without cross 
wall formation. 
Flagellate Unicellular organisms with one or more whip-like 
organelles called flagella. 
Genomics The study of all the nucleotide sequences, including 
structural genes, regulatory sequences, and noncoding 
DNA segments, in the chromosomes of an organism. 
~ xii ~ 
 
Heteroscedasticity An irregular scattering of values in a series of distributions; 
accompanied by a comparable scatter of variances. 
Hyphae A microscopic, fine, thread-like, often branched structure 
of fungal cells. 
Intraperitoneally Administered or withdrawn from within the abdominal 
cavity. 
Metabolites Small molecules that participate in general metabolic 
reactions and that are required for the maintenance, growth 
and normal function of a cell. 
Metabolome The complete set of metabolites in an organism. 
Metabonomics Identification and quantification of all metabolites in a 
biologic system. 
Mycelium Mass of hyphae constituting the body (thallus) of a fungus. 
Mycolaminarin An energy storage molecule that is also found in brown 
algae and diatoms. 
Nephropathy Damage to or disease of the kidney. 
Oocyte The female germ cell, often called an egg. 
Osmolyte Compounds affecting osmosis. 
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Phenotype What an organism looks like as a consequence of the 
interaction of its genotype and the environment 
Proteomics The study of all the proteins expressed by a genome; 
proteomics involves the identification of proteins in  the 
body and the determination of their role in physiological 
and pathophysiological functions 
Statin A class type of cholesterol-lowering medication that lowers 
LDL cholesterol levels by limiting the amount of 
cholesterol the body can make. 
Transcriptomics The study of the transcriptome, the complete set of RNA 
transcripts produced by the genome at any one time. 
Trehalose A sugar found widely in invertebrates, bacteria, algae, 
plants and fungi, formed by the dimerisation of glucose. 
Xenobiotic Chemical substance that is foreign to the biological system. 
They include naturally occurring compounds, drugs, 
environmental agents, carcinogens, insecticides, etc. 
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Chapter 1 - Introduction 
 
1.1 Metabonomics 
1.1.1 History and overview 
In the past decade or so, a range of technologies have emerged that have shown promise 
in increasing our understanding of disease processes, disease progression and global 
systems biology. These advances are referred to as the ―omics‖ technologies: genomics, 
transcriptomics and proteomics. More recently, another ―omics‖ approach has come to 
the fore: metabonomics, a relatively new term, first coined in 1999 [1, 2]. 
Genomics, the original ‗omics‘, was derived from the term genome, which in turn was 
derived from a combination of the words gene and chromosome to indicate the complete 
set of chromosomes and the genes contained in them. The ―omics‖ have come to describe 
an approach capable of generating a comprehensive data set of whatever is being 
measured, be it transcripts (transcriptomics), proteins (proteomics), or metabolites 
(metabonomics) [1].  Metabonomics has been formally defined as  
“The quantitative measurement of the dynamic multi-parametric metabolic response of 
living systems to physiological stimuli or genetic modification” [2, 3].   
The term was derived from the Greek roots ―meta‖ meaning change and ―nomos‖ meaning 
rules or laws (as used in economics), to describe the generation of pattern recognition-
based models that have the ability to classify changes in metabolism [4, 5]. Not only are 
static cellular and biofluid concentrations of endogenous metabolites evaluated, but also 
the full course of fluctuations in metabolites, exogenous species, and molecules which 
arise from chemical rather than enzymatic processing (metabonates) [6]. Therefore, 
metabonomics can be regarded as a full systems biology approach, in that when studying a 
whole organism with separate organs and many cell types, effects which are displaced not 
only in time, but also in distance (e.g. the effects of one organ on another) can be 
Chapter 1 - Introduction 
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integrated into a holistic view [6]. The main ―omics‖ technologies are displayed in Figure 
1.1 showing the interaction between them. 
 
 
Figure 1.1: The relationship between the ma in ―omics‖ technologies and 
their commonly associated analytical techniques 
 
A parallel approach to ―metabonomics‖ called ―metabolomics‖ has also been devised. 
Introduced in 2001 by Oliver Fiehn, it is defined as  
“a comprehensive and quantitative analysis of all metabolites” in a system [7].  
The terms ―metabolomics‖ and ―metabonomics‖ are often used interchangeably, and 
although there is a great deal of overlap between the philosophies and methodologies, a 
consensus is beginning to develop as to the specific meaning of each. The goals of 
metabolomic studies are to catalog and quantify the myriad of small molecules found in 
biological fluids under different conditions. On the other hand, metabonomics is the study 
of how the metabolic profile of a complex biological system changes in response to 
Chapter 1 - Introduction 
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stresses like disease, toxic exposure, or dietary change [8]. Throughout this thesis the 
single term ―metabonomics‖ will be employed to encompass both metabonomics and 
metabolomics. 
In terms of ‗drug discovery‘, metabonomics has offered a successful approach to the 
development and evaluation of clinical treatments because disease, drugs and toxins cause 
perturbations of the concentrations of endogenous metabolites involved in key 
biochemical pathways. Over the last few years, a large industry has been built on 
measuring gene expression changes (transcriptomics), most involving the use of gene-chip 
technologies [6]. This, in turn, has led to a corresponding expansion of proteomics 
comprising largely of mass spectrometry based methods for characterising changes in 
protein levels [6, 9].  While human (and many other species) genome sequences are now 
known, it has been commented that, given the large amount of money spent on genomics 
and proteomics over the last decade, there has been surprisingly little impact on the 
numbers of new drugs making it into the clinical arena [1], even though there is now a 
greater understanding of ―druggable‖ targets [3]. A possible explanation for this 
observation is that genomics, transcriptomics and proteomics do not provide evidence of 
end-point markers for disease diagnosis, or evaluation of beneficial or adverse drug 
effects. With metabonomics, the ability to document the metabolites and therefore the 
phenotype, may provide the ultimate diagnostic information [10]. It may well be easier to 
work from the phenotype through to the genotype than to speculate on the significance of 
thousands of changes in transcript expression [11]. The Human Metabolome Project in 
Canada strives to provide a repository of all human metabolites [12]. The number of 
metabolites is still unknown and estimates vary from a few thousand in humans up to 
200,000 in plants [1, 5].  
In a review by Goldsmith et al., it was commented that the role of metabonomics is 
beginning to define its importance in the future of medical advances. Evidence for this 
statement included the following data: over 95% of the all diagnostic clinical assays look 
for small molecules; 89% of known drugs are small molecules; 50% of all drugs are 
derived from pre-existing small molecules (natural products); and 30% of identified 
genetic disorders involve diseases of small molecule metabolism [1]. The importance of 
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metabolites in relation to pathogenesis is only just beginning to be fully understood, but it 
is well appreciated that metabolites serve as markers for both the genome and proteome. 
Whilst metabonomics is the end point of the ―omics cascade‖ (Figure 1.1) and metabolites 
are closest to the phenotype, there is still no single-instrument platform that can currently 
analyse all metabolites, nor is there a standard complete metabolic database of analytical 
data [13].  
1.1.2 Instrumentation 
The main analytical techniques employed for metabonomic studies to date are based on 
mass spectrometry (MS) and nuclear magnetic resonance (NMR) spectroscopy. Currently, 
for MS-based metabonomics, it is generally necessary to carry out a separation step, 
usually using high performance liquid chromatography (HPLC) or chemical derivatization 
and gas chromatography (GC) before the MS stage [13-15]. The use of Fourier transform 
MS with its exceptional resolution may remove the need for the separation step [16]. 
Although MS is more sensitive than NMR spectroscopy, it suffers from problems of non-
uniform detection caused by variable ionization efficiency. 
The application of NMR to metabolite characterisation dates from the early 1970s with 
the use of isotope-tracer analysis to help decipher ethanol metabolism [17, 18]. The 
richness of information revealed in these early studies soon made NMR an important tool 
for metabolic science. To date, NMR has been used in many studies pertaining to 







techniques. NMR spectroscopy is especially suitable for metabonomics as it requires 
minimal sample preparation, is rapid and non-destructive, and uses small sample sizes 
[3]. The NMR-detected metabolic response of an organism to a particular disease, toxin 
or pharmaceutical compound can be extracted from the complex data sets, by application 
of appropriate multivariate statistical analyses. An overview of NMR is given in Section 
1.2. The Table below (Table 1.1) illustrates the merits and disadvantages of the two major 
analytical techniques, MS and NMR, employed in metabonomic studies. 
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Table 1.1:  Mass Spectrometry (MS) and Nuclear Magnetic Resonance (NMR) spectroscopy. 
Adapted from [3]. 
Variable NMR MS 
Maintenance High High 
Per sample cost Low High 
Reproducibility High Moderate 






Quantification Routine Difficult 
Resolvable metabolites Possible Possible 
Potential for sample bias No Yes 
Data analysis automation Some Yes 
 
A variety of analytical methods could in principle be used to generate metabonomic data 
sets so long as the approach provides information on the molecules that give rise to the 
experimental data. Thus, ultraviolet visable (UV-Vis) spectroscopy can be employed but is 
less than ideal, since it only provides information on molecular fragments, such as 
different types of chromophores. Moreover, peak widths are so broad that signals from 
different species overlap considerably [3].  
Infra-red (IR) spectroscopy exploits bond vibration responses to infrared radiation to give 
a characteristic spectrum and functional group information. It provides more molecular 
information than UV in the sense that any difference in spectra due to a perturbation can 
be interpreted in terms of the functional groups of the substance involved [10]. Again 
resolution is limited, and molecular identification by IR spectroscopy is generally only 
possible for pure compounds or by direct comparison with a database of authentic spectra 
[3]. On the other hand, the advantage of IR spectroscopy over other techniques is the low 
expense and rapidity of data acquisition and some applications to metabonomic studies 
have been reported [19]. 
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1.1.3 Applications 
To date, numerous successful applications of metabonomics have been reported in the 
fields of pharmaceutical, environmental and nutritional science, a major part of them 
involving animal models rather than human subjects due to the greater control of 
conditions to reduce extrinsic variability in animal models [20-35].  
1.1.3.1 Pharmaco-metabonomics 
In recent years, major applications of NMR-based metabolite profiling have been reported 
in the field of toxicology. Toxicology and drug discovery research fall under the area of 
pharmaco-metabonomics, a relatively new term coined in 2006 by Clayton et al. 
Pharmaco-metabonomics is defined as  
―the prediction of the outcome (for example, efficacy or toxicity) of a drug or xenobiotic 
intervention in an individual based on a mathematical model of pre-intervention 
metabolite signatures” [36].  
The desired outcome is to personalise drug treatments, using a combination of metabolite 
profiling and chemometrics (explained in Section 1.3) to model and predict the responses 
of individual subjects. The application is similar to pharmaco-genetics (defined in 2000), 
which is the study of genetic determinates of drug responses. Both pharmaco-genetics and 
pharmaco-metabonomics embody the idea of personalised medicine, which requires the 
ability to predict how different individuals will respond to a particular drug/dose 
combination, yet pharmaco-genetics alone is not sufficient, as it does not take into 
account important environmental influences on drug metabolism [11, 36, 37].  
The Consortium for Metabonomic Toxicology (COMET) uses NMR metabolite-profiling 
to screen and evaluate the effect and safety of candidate drugs on renal and liver systems 
in lab rodents [38]. These experimental approaches play a central role in improving the 
drug discovery process through faster qualitative assessments of drug efficiency and 
toxicity.  
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There are numerous reviews in the field of pharmaco-metabonomics as the field 
continuously expands [3, 10, 11, 15, 21, 39-49]. 
 
1.1.3.2 Disease/Disorder focused metabonomics 
Diabetes 
There have been a small number of reviews that have discussed the potential of 
metabonomics in diabetes diagnosis, treatment and research [50]. Diabetes is 
characterized into two forms, Type 1 and Type 2. Type 1 diabetes is caused by the 
autoimmune destruction of insulin producing beta-cells in the pancreas leading to a lack 
of insulin and blood sugar regulation. Type 2 diabetes manifests as an insulin resistance 
or decrease in insulin excretion. Type 2 diabetes is becoming a major health problem in 
developed countries and is believed to be exacerbated by high sugar diets and obesity. 
Early diagnosis of either type of diabetes is essential to avoid complications, so the 
disease is of great interest from a metabonomic stance as detection of early-onset 
biomarkers could lead to advanced forms of prevention and treatment.  
Of note is the 
1
H NMR study conducted by Salek and co-workers [51] which monitored 
metabolic perturbations in Type 2 diabetes patients and compared them to models derived 
from animals, including normal and obese genetic strains of rats. A groundbreaking 
diabetes study was conducted by Mäkinen et al. [52] who analyzed a large patient cohort 
using only NMR. This led to the development of procedures which enabled automation of 
many steps in NMR-based metabonomic studies. A 2006 study by the same group [53]  
concluded that it was possible to separate Type 1 diabetes patients from a control using 
only serum metabolite profiling. The main focus of the study, however, was the diagnosis 
of diabetic nephropathy amongst the Type 1 patients, a condition that is associated with 
cardiovascular complications which can lead to premature death. 
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Cancer 
Another major disease class targeted by metabonomic researchers is cancer. 
Metabonomics can be used to diagnose cancer states directly from bodily fluids, as well 
as provide a means of cancer screening or be applied to histological samples to classify 
tumor types. The use of metabonomics within cancer research has been discussed 
previously in several reviews [44, 50]. Studies applying metabonomics approaches to 
specific cancers have included the liver [54], prostate [55], oral [56], brain [57], lung [58]  
as well as a selection of other cancers [59, 60]. The main goal within cancer metabonomic 
research is to develop fast and reliable methods for non-invasive diagnosis. 
 
Cardiovascular disease 
Cardiovascular disease is the leading cause of death in many industrialised countries. A 
metabonomic study by Brindel et al. [61] focused on prediction, presence and severity of 
coronary heart disease (CHD) using NMR and chemometrics. It was concluded that 
biochemical differences in blood cholesterol content were important for disease 
classification, though this was later refuted by an independent study [62] that concluded 
that the CHD patients‘ use of statin treatment induced changes in the lipid spectra regions 
primarily responsible for Brindel‘s classification, rather than actually reflecting the 
presence of disease. This follow-up study, conducted on non-medicated patients, 
concluded that while metabonomics could predict CHD more successfully than statistical 
analysis of risk factors alone, it was far from being sufficiently reliable to replace 
angiography [50]. This incident highlights the importance of bias in sample selection 
which cannot be detected through normal statistical validation [50]. Prompted by these 
studies, Roussel et al., [63] trialed a metabonomic strategy to predict cardiac events in 
diabetic patients and found that it was unsuccessful. 
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1.1.3.3 Environmental metabonomics 
Environmental metabonomics or, more commonly, environmental metabolomics is used 
to characterize the interactions of living organisms with their environment [64]. A more 
detailed definition is  
„„the application of metabolomics to the investigation of both free-living organisms 
obtained directly from the natural environment (whether studied in that environment or 
transferred to a laboratory for further experimentation) and of organisms reared under 
laboratory conditions (whether studied in the laboratory or transferred to the 
environment for further experimentation), where any laboratory experiments specifically 
serve to mimic scenarios encountered in the natural environment‟‟ [65].  
Metabonomics is finding an increasing number of applications in the environmental 
sciences. Large studies have included understanding abiotic environmental stressors on 
organisms, including both natural factors such as temperature [66-68], salinity [69] and 
food limitation on acute [70] and chronic timescales, i.e. - seasonal changes in organism 
metabolism [71]. Anthropogenic factors, mostly organism responses to pollutants [72, 73] 
have also been studied.  Metabonomic case studies of disease in environmental species 
[74], as well as biotic interactions have also been explored [75]. Metabonomics is well 
suited for studying organism-environment interactions and this approach can assess an 
organism‘s function and health at the molecular level [72], as well as focusing more on 
experimental driven questions rather than hypotheses [76]. A number of general 
environmental metabonomics reviews have been published [64, 77, 78]; more specialised 
reviews have focused on toxicants [79], aquatic organisms [80] and fish [81].   
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1.1.3.4 Nutritional metabonomics 
Nutritional metabonomics is another application used to gain insight into the effects of 
external compounds on human metabolic regulation. It is well known that diseases can 
have both dietary and genetic components and that nutrition can influence disease 
development [82, 83]. Metabonomics is uniquely suited to explore the complex 
relationship between nutrition and metabolism and to investigate the role that dietary 
components play in health and disease [84]. Nutritional metabonomics has already aided 
our understanding of human and animal metabolic responses to dietary inclusions, 
exclusion and changes, and has helped define metabolic phenotypes [26]. The main goal 
of nutritional metabonomics is to predict the likelihood of future disease based on an 




Figure 1.2: Conceptualization of metabonomics for health and risk 
management. The metabolites of individuals result from gene, environment, 
lifestyle and nutritional interactions. Different metabolites (represented by 
blue, red, and green lines) are under homeostatic conditions within a healthy 
range. Nutritional metabonomics aims to catch disease at the risk 
management level before drug intervention, as illustrated by the blue line.  
Adapted from [26]. 
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Bales et al. published in 1984 one of the first studies in nutritional metabonomics [85]. In 
this work, 
1
H NMR spectra of human urine after a fasting period and after exercise were 
analysed. The 
1
H NMR spectrum of urine collected immediately after hard exercise 
showed increased levels of lactate whereas fasting resulted in ketonuria, as seen by the 
urinary excretion of acetoacetate, acetone, and 3-D-hydroxybutyrate. In 1990, a 
toxicological study by Gray et al. demonstrated the fundamental role of diet in overall 
metabolism [86]. In their study it was observed (using NMR analysis) that food restriction 
resulted in increased levels of plasma creatine.  
More recent studies on nutritional metabonomics include the biochemical effects of 
epicatechin, a bioactive flavonoid, in rats using a combination of principal component 
analysis and 
1
H NMR analysis of urine samples [87]. Van Dorsten et al. compared the 
effects of black and green tea consumption on human metabolism. In this study 17 
healthy male volunteers consumed black tea, green tea, or caffeine taken as a placebo 
[88]. Wang et al. have applied a NMR-based metabonomic approach to evaluate the 
systemic changes in plasma metabolites of rats exposed to maternal stress and a 
secondary stressor later in life [89]. A study by Stella et al., has applied an NMR-based 
metabonomic approach to the characterization of the metabolic effects of vegetarian, low 
meat, and high meat diets in humans [90]. A 
1
H NMR-based metabonomics study by 
Nicholls et al. evaluated the acclimatization pathways of germ-free (axenic) rats to 
standard laboratory conditions concomitant with the associated development of gut 
microfloral communities [91]. Recently, a research program to explore the role of gut 
mircoflora in human health, in particular the ways that individual differences in the 
composition of human gut mircoflora influence metabolism and how mircoflora-induced 
changes in metabolism impact on mechanisms of body weight control [92]. Lenz et al. 
have assessed the comparability of metabonomic urinary profiles from samples collected 
in British and Swedish populations [93]. An increased urinary excretion in 
trimethylamine N-oxide (TMAO) was observed in the Swedish population as a 
consequence of the high fish-diet, whereas one urine specimen from the British 
population exhibited unusually high level of taurine attributed to the Atkins diet. 
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Experimental pharmacology and toxicology differ greatly from human nutrition with 
regard to metabonomics [94]. Much of the research in pharmacology and toxicology is 
conducted in laboratory animals that are raised under strict genetic and nutritional 
aspects. Experiments in both pharmacology and toxicology involve the direct 
administration of a xenobiotic at a dose that is intended to have an effect on metabolism, 
specific cell features, or to target a virus or protein. In human nutrition research however, 
great effort is required to ensure that the data obtained takes into account the variability 
between humans: their diet, environment, age, physique, sex and race.  
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1.2 High-resolution NMR Spectroscopy 
Nuclear Magnetic Resonance (NMR) spectroscopy is a technique that exploits the 
magnetic properties of the atomic nucleus. When a sample is placed in a strong magnetic 
field, certain nuclei resonate at characteristic frequencies in the radio-frequency range of 
the electromagnetic spectrum. The discovery of the NMR phenomenon in 1946 [95, 96], 
was recognised by the award of the 1952 Nobel Prize to physicists Bloch and Purcell [97, 
98]. The usefulness of NMR to chemists arrived with the discovery of the so-called 
‗chemical shift‘ in 1950 by Proctor and Yu [99].  Nuclear magnetic resonance frequencies 
shift as a result of interactions with nearby atoms in a sample, which provides information 
about the chemical structure of the molecules. NMR is used extensively in chemistry to 
assist in elucidating chemical structures. In the past 20 years, ―the era of metabonomics‖, 
NMR has been able to identify and to interpret biomarkers of metabolite changes 
produced from biological samples. 
 
1.2.1 NMR theory 
Many atoms behave as if the positively charged nucleus was spinning on an axis, a 
property of the nucleus called ‗spin‘. This allows the nuclei of all atoms to be 
characterised by a nuclear spin quantum number, I, which may have values greater than 
or equal to zero. Some nuclei possess no nuclear spin, I= 0, and therefore cannot exhibit 
nuclear magnetic resonance. However the majority of chemical elements have at least one 
nuclide that does possess nuclear spin which is observable by NMR and this spinning 
charge creates a tiny magnetic field. When placed in a strong external magnetic field, 
denoted by B0 (conventionally displayed along the z-axis of a Cartesian co-ordinate 





there are two quantum states (e.g. 
1
H, I= +½ and -½) which can be visualised as the spin 
axis pointing up or down with respect to B0, as seen in Figure 1.3.  
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Figure 1.3: (a) Nuclear spins are oriented randomly in the absence of an 
external magnetic field and (b) have a specific orientation to the external 
field B0, either parallel to the external field or anti-parallel. 
 
Because the spinning nucleus possesses angular momentum, the torque exerted by the 
external field results in circular motion called precession [100]. The rate of precession is 
known as the Larmor frequency (also known as the resonance frequency). Nuclear 
magnetic resonance occurs when the nucleus changes its spin state, driven by the 
absorption of a quantum of energy. This energy is applied as radiofrequency 
electromagnetic radiation, which must match that of the Larmor precession for the 
resonance condition to be satisfied. In practice, this energy difference between the two 
spin states is a function of the strength of the applied magnetic field, B0, and the nuclear 
magnetic moment µ. This difference is always very small. The energy difference gives 
rise to a small population differences between the two spin states, as shown in Figure 1.4 
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Figure 1.4: The spin-state energy separation as a function of the strength of 
the applied magnetic field, B0, where h is Plancks constant and υ is the 
Larmor frequency.  
 
In an NMR experiment the magnetic field, B, has two components: the strong, static field 
B0 along the z axis, and a weak radiofrequency field B1 which rotates in the xy plane at 
the radiofrequency, υrf. The total field (the vector sum of B0 and B1) is therefore tilted 
slightly away from the z axis, and rotates around it at frequency υrf. Since it is difficult to 
envisage the precession of M0 around a field that is itself moving (known as the 
―laboratory frame‖), the idea of envisioning ourselves rotating around the z axis in step 
with the radiofrequency field has been proposed, called the ―rotating frame‖. This is used 
in Figure 1.5 (a) and (b). 
In modern NMR experiments, the radiofrequency (rf) energy is applied as a pulse. The 
pulse simply consists of turning on rf irradiation of a defined amplitude for a time period 
and then switching it off. The rf pulse is transmitted via a coil surrounding the sample. 
Under these conditions the field experienced by the spins in the rotating frame is simply 
B1. The angle , through which the vector turns, is known as the pulse flip angle, shown 
in Figure 1.5 (c). The most commonly used pulses have 90 or 180º flip angles (Figure 1.5 
(d) and (e) respectively). Figure 1.5 demonstrates the effects of different radiofrequency 
pulses on the net magnetisation vector. 
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Figure 1.5: (a) and (b) show the laboratory and rotating frame 
representations. (c), (d) and (e) shows when an rf pulse is applied a torque to 
the bulk magnetization vector drives it towards the x-y plane from 
equilibrium.  is the pulse tip or flip angle which is most frequently 90 or 
180 degrees. 
 
The return to equilibrium after rf irradiation is referred to as relaxation. Nuclei that have 
absorbed rf energy in the radiofrequency spectrum must find a way to release it and return 
to the ground state. This can be achieved in one of two ways; spin-spin relaxation (T2) or 
spin-lattice relaxation (T1). Spin-lattice relaxations are those that occur in the direction of 
the magnetic field, and involve the removal of bulk energy from a nucleus through bond 
vibration and thermal energy dissipation with neighboring atoms. Spin-spin relaxations 
occur perpendicular to the magnetic field and can be considered as entropic decay which 
leads to a net loss of spin coherence. Both relaxation mechanisms give rise to loss of spin 
coherence after a pulse has been applied and thus generate a decaying signal - the free 
induction decay (FID).  
To transform the time domain data of the FID into a frequency domain spectrum a 
Fourier transformation is applied. This process is illustrated in Figure 1.6. 
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Figure 1.6: Fourier transformation of time domain FIDs produces the 
corresponding frequency domain, from [100] 
 
As noted earlier, the resonance frequency is not only characteristic of the type of nucleus 
but also varies slightly depending on the position of the atom within a molecule, referred 
to as the ―chemical environment‖. This variation occurs because the bonding electrons 
create their own small magnetic field, usually in the opposite direction to B0, and this 
modifies the external magnetic field in the vicinity of the nucleus. The field experienced 
by the nucleus is thus usually reduced by its surrounding electrons. This phenomenon is 
referred to as nuclear shielding. It results in a subtle variation of the resonance frequency 
and is of the order of a few parts per million for 
1
H nuclei. The variation in resonance 
frequency with molecular environment is referred to as the chemical shift (δ) and is 
usually reported as the frequency difference, υ - υref, divided by υref. Chemical shift values 
are quoted in parts per million (ppm) and provide detailed information about the chemical 
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1.2.2 Sample preparation 
Changes in composition of biofluids reflect the metabolic adjustments that organisms 
make in order to maintain homeostasis [48]. NMR metabonomic studies are generally 
based on biofluids, cells or tissue extracts, as such samples are often easily available. 
Table 1.2 provides a list of the metabolites in cerebrospinal fluid (CSF), urine, blood and 
saliva that can be easily detected and quantified by NMR [18, 101-109]. This 
demonstrates how NMR methods are able to obtain good coverage of many molecular 
classes, including sugars, alcohols, amino acids, organic acids, amines and ketones in one 
experiment. Published metabolite lists are available for cell, plant and tissue extracts 
[110, 111]. 
Table 1.2: Metabolites detected in mammalian biofluids by 
1
H NMR from [18]. 
Cerebrospinal fluid Blood/serum Urine Saliva 
1,5-Anhydrosorbitol 1,5-Anhydrosorbitol 3-Indoxylsufate 3-Hydroxybutyrate 
2-Aninobutyrate 2-Hydroxybutyrate Acetate 4-Aminobutyrate 
2-Hydroxybutyrate 3-Hydroxybutyrate Acetoacetate 4-Hydroxybutyrate 
2-Hydroxyisovalerate Acetate Acetone Acetate 
2-Oxoglutarate Acetone Adipate Acetoacetate 
2-Oxoisovalerate Alanine Alanine Acetone 
3-Hydroxybutyrate Arginine Allantoin Alanine 
3-Hydroxyisobutyrate Asparagine Arginine Aspartate 
3-Hydroxyisovalerate Betaine Aspartate Butyrate 
Acetate Carnitine Benzoate Choline 
Acetoacetate Choline Betaine Citrate 
Acetone Citrate Carnitine Creatinine 
Alanine Creatine Choline Dimethylamine 
Arginine Creatinine Citrate Ethanol 
Choline Formate Creatine Formate 
Citrate Glucose Creatinine Fucose 
Creatine Glutamate Dimethylamine Galactose 
Creatinine Glutamine Ethanolamine Glucitol 
Dimethyl sulfone Glycerol Fucose Glucose 
Dimethylamine Glycine Glucose Glutamine 
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Cerebrospinal fluid (cont) Blood/serum (cont) Urine (cont) Saliva (cont) 
Formate Histidiine Glutamate Glutamate 
Fructose Isoleucine Glutamine Glycine 
Galactitol Lactate Glycero-3-phosphocholine Glycolate 
Glucose Leucine Glycine Histidine 
Glutamate Lysine Guanidoacetate Isocaproate 
Glutamine Methanol Hippurate Isocaproate 
Glycerol Methionine Histidine Lactate 
Glycine Ornithine Hypoxanthine Leucine 
Histidine Phenylalanine Indole-3-acetate Lysine 
Isoleucine Proline Isoleucine Methanol 
Lactate Pyruvate Lactate Methionine 
Leucine Serine Lysine Methylamine 
Lysine Taurine Malonate Methylguanidine 
Mannose Tyrosine Methanol Myo-Inositol 
Methanol Urate N-Acetylglycine O-Phosphoethanolamine 
Methionine Valine O-Acetylcarnitine Ornithine 
myo-Inositol Xanthine O-Phosphocholine Phenylalanine 
Oxalacetate  Phenylacetylglycine Phthalate 
Phenylalanine  Phenylalanine Proline 
Pyroglutamate  Pyruvate Propionate 
Pyruvate  Serine Pyruvate 
Serine  Taurine Sarcosine 
Succinate  Threonine Succinate 
Threonine  Trimethylamine Threonine 
Trimethylamine  Tryptophan Trigoneline 
Tryptophan  Tyrosine Trimethylamine 
Tyrosine  Uracil Trimethylamine N-oxide 
Urea  Urea Tryptophan 
Valine  Valine Tyrosine 
Xanthine  Xanthine Valine 
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Urine and plasma are essentially obtained non-invasively, so they can easily be obtained 
for disease diagnosis and, in a clinical trial setting, for monitoring drug therapy. Sample 
preparation for NMR spectroscopy is usually minimal but varies depending on the nature 
of the study and laboratory. Generally, a small amount of buffer (0.2M phosphate 
buffer/D2O) is added to urine samples to eliminate signal shifts based on differences in 
sample pH and provide a field frequency lock for the spectrometer to control magnetic 
field shifts. Plasma and serum samples are generally diluted with deionised water, saline 
(0.9% saline), or buffer (0.1 M phosphate) [14, 112].  
 
1.2.3 Water suppression 
The H2O signal is an enormous problem in biological 
1
H NMR – water protons are about 
110M in concentration, compared with typical concentration of macromolecules of 1-2 





 greater than the equilibrium magnetization of the protons in the solute. It is 
necessary to suppress the water peak so that the dynamic ranges of the NMR signals lie 
within the dynamic range of the receiver and the analog to digital converter (ADC). If the 
large water signal is not suppressed, dynamic range limitations of the system result in loss 
of the smaller resonances. The simplest, most robust and most widely used technique is 
presaturation of the water signal [113]. This involves the application of continuous, weak 
rf irradiation at the water frequency prior to excitation and acquisition, rendering the 
water spins saturated and therefore unobservable. Invariably resonances close to the water 
frequency also experience some loss in intensity, with weaker irradiation leading to less 
spillover but reduced saturation of the water signal. Longer presaturation periods improve 
the suppression. There are many other more sophisticated methods of water suppression 
that have been used in NMR metabonomic studies, including WATERGATE, RECUR or 
1D-NOE pulse sequences [3, 112, 114-117] but these have their own inherent 
disadvantages and in this study, presaturation was used exclusively. 
 
Chapter 1 - Introduction 
~ 21 ~ 
 
1.2.4 Spin relaxation editing 
NMR spectra of biological fluids are rich in useful information. However, they are often 
complex due to the presence of a large number of overlapping resonances from a wide 
range of molecules [118] such as proteins, lipids, lipoproteins, and small-molecule 
metabolites. Signals exhibit a range of peak widths resulting from the wide range of 
molecular weights and mobility of the biomolecules in the sample. Consequently, signals 
from some substances at low concentration which may be extremely important for 
classification or identifying disease can be obscured by broad signals arising from 
relatively high concentrations of other molecules. For example, in blood plasma, the 
intense broad resonance of lipoproteins can overwhelm the signals from many small 
metabolites. 
To overcome these problems and improve detection, a number of NMR spectral editing 
methods utilising differences in spin relaxation rates can be employed.  
Spectral filtering employs a variety of T2 editing NMR pulse sequences (e.g., spin echo or 
Carr-Purcell-Meiboom-Gill (CPMG) sequence [119-121]) to attenuate all signals with 
short T2 values (a short relaxation time). This approach allows for much better detection 
of small-molecule metabolites [101, 121]. Larger molecules typically display broader 
resonances than smaller ones since the more slowly tumbling large molecules possess 
shorter T2 spin relaxation times. If the differences in the T2 relaxation times are 
sufficiently large, T2 editing can preferentially reduce the resonances of the very large 
molecules with little effect on the resonances of smaller metabolites. 
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1.2.5 NMR data processing 
Once the spectra have been acquired, the next step involves processing the FID and, 
sometimes, compound identification. While complete compound identification is possible 
through manual peak integration, compound spiking and extensive chemical shift 
knowledge, this is generally impractical for complex biological mixtures. Some 
laboratories make use of commercial software [122] which makes the process faster and 
more automatic. Given the high cost of these commercial packages, many groups use in-
house software [123-126] mostly written in MATLAB [127], or on-line chemical-shift 
reference search utilities available through a database [8]. Regardless of which method or 
software package is chosen, they all share some common NMR processing principles 
[18]: 
 Apodization 
 Zero filling  
 Fourier transform 
 Phasing 
 Baseline correction  
 Chemical-shift referencing 
Whilst the NMR response decays throughout the FID (as seen in figure 1.6), the noise 
component remains constant and will eventually dominate the tail of the FID. This noise 
originates from many sources including the sample, the rf coil, the receiver circuitry and 
instabilities which occur during long measurement times. Several approaches to reduce 
the noise in spectra are commonly used in modern NMR processing. Most commonly the 
FID is multiplied by an apodization function which damps noise towards the end of the 
FID. Apodization can broaden the original signal [128] but this can be avoided by 
choosing an appropriate apodization function.  
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Once the FID has fallen to zero, there is little advantage in collecting data points as this 
only adds noise to the final spectrum and thus unnecessary noise can be avoided and 
acquisition time saved by judicious choice of the number of data points to be collected. 
Adequate digital resolution can be maintained in spectra by appending zeros to the end of 
FID (―zero-filling‖). This procedure interpolates the added data points in the frequency-
domain and so enhances the definition of the resonance line-shape. 
The next step in NMR spectra processing is Fourier transformation (FT) that converts the 
signal as a function of time into a signal as a function of frequency. FT does not enhance 
the notional information within the data, but it is able to make visible the individual 
components of the signal and plot their frequencies in a visually accessible form. 
The peaks in an NMR spectrum are, in general, characterised by Lorentzian line-shapes. 
This only holds true if all magnetization flipped in the x-y plane is perfectly aligned along 
the x-axis at the beginning of the detection, but due to limits on the spectrometer 
electronics and different precessional frequencies [3] this does not hold up in practice. 
This imperfection can be removed after FT by a process called phase correction.  
Another artifact found in NMR spectra is distortion of the baseline due to the issues 
associated with phasing. Baseline distortion can be corrected by the subtraction of a 
tailored polynomial from the raw spectrum and it can sometimes be completely avoided 
by adjustment of the delay between the pulse and commencement of data sampling. 
In aqueous samples, chemical-shift referencing to internal 3(trimethylsilyl)propionic acid 
(TSP) (or 4,4-dimethyl-4-silapentane-1-sulfonic acid - DSS) standards is important, since 
referencing to water or some endogenous metabolite (which may have peaks that are pH, 
temperature or salt-sensitive) can lead to errors. 
After traditional NMR processing, NMR metabonomics datasets require further 
processing steps before chemometric analysis. Typically, NMR metabolic spectroscopic 
data are analyzed as follows: (1) standard post-instrumental processing of spectroscopic 
data (phasing etc.); (2) spectral alignment; (3) normalisation; (4) scaling; and (5) 
multivariate statistical modeling of the data (chemometrics). Step (2) – (5) are discussed 
in the following Section.  
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1.3 Chemometric applications in NMR metabonomics 
1.3.1 History and overview 
The term chemometrics is generally applied to describe the use of pattern recognition and 
related multivariate statistical approaches to numerical chemical data [10, 129]. The word 
chemometrics was introduced in 1972 by Svante Wold, who was working in the Swedish 
research group ―Forskningsgruppen fӧr Kemometro”[130], two years later was coined 
into English [131]. The general aim of chemometrics is to classify an object or to predict 
the origin of an object based on the identification of inherent patterns in a set of 
experimental measurements or descriptors. Chemometrics can be used for reducing the 
dimensionality of complex data sets, for example by 2-D or 3-D mapping procedures, 
thereby facilitating the visualisation of intrinsic patterns in the data set. A leading journal 
in the field of chemometrics, Chemometrics and Intelligent Laboratory Systems, has 
defined chemometrics as:  
„… the chemical discipline that uses mathematical, statistical, and other methods 
employing formal logic to design or select optimal measurement procedures and 
experiments, and to provide maximum relevant chemical information by analyzing 
chemical data.‟[132] 
In metabonomic studies, determining significant changes in NMR data from the biofluids 
of a cohort of animals or humans can be a problem as they are subject to a variety of 
influences, including normal physiological variation that might obscure any induced 
perturbation (for example, a drug-induced effect). This problem has been overcome 
through the use of chemometric approaches [50, 133, 134]. 
A number of software packages have been used for ‗omic‘ chemometric approaches. 
These include, MATLAB [127], PLS toolbox [135] (an add-on to MATLAB), SIMCA-P 
[136] and, more recently, Automics [126]. 
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1.3.2 Representation of data and sampling 
The study of multivariate analysis and, therefore, metabonomic research generally 
employs vector and matrix algebra.  
A vector is a single ordered row or column of numbers and is written as 
𝒙𝑗 =   𝑥1 ⋯ 𝑥𝐽   
 
Where j = 1…J and in the context of NMR metabonomics a vector represents the ordered 
list of intensities of data points across the frequency spectrum, i.e. a spectrum. 
The output from a metabonomic study is a rectangular table (known as a data matrix or 
data set) consisting of i rows (1…I) of samples and j columns (1…J) of variables, is 
written as 






Dynamic and discrete sampling 
When designing an experiment in metabonomics there can be three different ways of 
sampling [133]. 
1. One-class sampling: where only disease observations define a class, as control 
samples are too heterogeneous (e.g. gender, age, diet, lifestyle, etc.) [3]. 
2. Two-class/discrete sampling: where disease and control observations define two 
separate classes [3] – this is the most common type of sampling in metabonomic 
studies. This is demonstrated by a model in Chapter 2.2 and is referred to as the 
‗classification model‘. 
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3. Dynamic sampling, where sequential samples are taken over a particular interval 
during some perturbation (e.g. time, concentration, etc.). As biological processes 
are dynamic by nature; that is, there is a temporal progression, this type of 
sampling makes it possible to evaluate and handle the different types of variations 
such as individual differences in metabolic kinetics, circadian rhythm, and fast 
and slow responders [133]. To-date there have been many studies using a dynamic 
metabolic approach [24, 137-143]. This is also demonstrated by a model in 
Chapter 2.2 and is referred to as the ‗trend model‘. 
1.3.3 Overview of data processing 
As well as the standard processing steps discussed earlier, NMR data sets require several 
steps of data processing prior to multivariate or visualisation analysis. Figure 1.8 
illustrates some of the range of data processing steps available to achieve optimal sample 
characterization and to transform complex data into useful information. 




Figure 1.8: An overview of some chemometric processes applied to NMR-metabonomic studies. Highlighted in BLUE are data 
processing and visualisation techniques discussed and applied in this thesis. Abbreviations ar e as follows: FT (fourier 
transform), TSA (total spectral area), CS (constant sum), SNV ( standard normal variate), MSC (multiplicative signal 
correction), PCA (principal component analysis), Gen2D (generalised 2D correlation), STOCSY ( Statistical Total Correlation 
Spectroscopy), PLS DA (partial least squares discriminant analysis), SIMCA (soft independent modeling of class analogy), ANN 
(artificial neural networks). 
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1.3.4 Pre-processing 
Standard NMR spectra processing was discussed in Section 1.2.5. The various 
chemometric pre-processing options represented in Figure 1.8 are summarised here. 
Binning and spectral alignment 
The application of chemometrics to metabonomics emerged at a time when it was 
assumed that spectral interpretation of biofluids and other complex metabolite mixtures 
was impossible or that their precise compositions were unknowable [18, 144]. Unlike 
most optical spectroscopic techniques, NMR spectra can exhibit shifts in position of 
peaks and changes to peak width that are independent of sample composition. These 
effects can have significant effect on data analysis since the changes are large compared 
with the natural peak widths. To reduce or overcome the problem it has been accepted 
practice in many metabonomic studies to artificially broaden the spectral peaks by signal 
averaging the data [145]. Such a process is known as binning and is used to automatically 
―digitize‖ peaks and avoid the problems caused by misalignment. Specifically, a NMR 
spectrum of the biosample of interest is divided into smaller regions or bins so that 
specific features, peaks or peak clusters in a multi-peak spectrum can be mapped and 
compared across many different spectra. Alignment of spectra is performed to minimize 
effects from variations in peak positions caused by sample pH, ionic strength, and 
composition. Signal alignment of spectra recorded from a series of similar samples 
presents a serious challenge. Averaging, or ‗binning‘, data in a pre-selected window of 
frequencies has been one commonly used technique to reduce the effect of misalignment 
[3] but this can lead to loss of resolution and information. Binning has several drawbacks 
such as lowering the analytical (spectral) resolution and possibly splitting peaks between 
bins. The advantage of binning is that it reduces the dimensionality for multivariate 
statistical analyses. A number of modifications to binning algorithms have been made 
[146, 147].  
With recent improvements in software, efficient and effective spectral alignment 
algorithms are now starting to replace the need for spectral binning [148]. Whole-
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spectrum analysis is gaining favour with sophisticated spectra alignment algorithms being 
employed. The issue is not unique to NMR spectroscopy, and mis-alignment of data 
profiles is a serious issue in chromatography. Many processing methods have been 
developed for alignment of chromatographic data which have an inherently unstable x-
axis (elution time) [149-152]. In particular, Correlation Optmised Warping (COW) is an 
algorithm that selects predetermined (chromatographic) spectral segments and by linear 
interpolation stretches and shrinks them to fit a reference profile. The evaluation function 
used to find the best fit with warping is the correlation coefficient [153]. COW has also 
shown promising results for correcting chemical shift shifts in NMR spectra of apple 
juice [154] 
Another strategy to negate the effects of misaligned spectral data, and to reduce the 
dimensionality of the data, is the targeted or quantitative approach where a set of known 
metabolites whose reference spectra exist in a spectral library is used to deconvolute the 
spectra into the individual contributing components to determine absolute metabolite 
concentrations [155]. Wishart and Xu recently reviewed the targeted, quantitative 
approach and a brief history of the field as well as practical aspects of quantitative 
metabolomics in biofluid has been presented [18, 156]. One of the drawbacks to spectral 
fitting is that the number of metabolites that can be quantitated is limited by the size of 
the reference spectral database. A technique for targeted profiling of unknown peaks 
(TUP) was recently introduced to examine the statistical significance of low intensity 
unidentified peaks [157].  
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Normalisation and scaling 
The idea of normalisation (a dynamic matrix row operation: for example dealing with 
different samples) and scaling (a dynamic matrix column operation: for example dealing 
with signals from a sample) of a data set is to ensure that the data structure is suitable for 
general chemometric analysis. Normalization and scaling operations serve different 
purposes and it is common practice to use a combination of normalisation and scaling 
methods. 
To account for overall concentration differences between samples NMR data can be 
normalised to total integration or unit integration (constant sum – CS or total spectral area 
- TSA) or normalised to a ―standard‖ fixed concentration metabolite. For example, the 
creatinine peak is commonly employed as a reference in urine [30]. Alternatively, in 
some cases, the concentration of a specific metabolite can be determined by independent 
means (e.g., glucose using conventional chemistry) and this is subsequently used as a 
reference value in spectral analysis [158].   
To compensate for the high dynamic range in concentrations of different metabolites, the 
normalized data should be scaled so that changes in abundant metabolites do not 
dominate statistical models. Scaling methods include combinations of mean centering, 
variance scaling, Pareto scaling, and logarithmic transformation. Pareto scaling along 
with mean centering is the most used combination.  
A review of the various scaling methods can in found in the article by van den Berg et al. 
[159]. The review describes how each type of data pretreatment emphasizes different 
aspects of the experimental data and notes the advantages and disadvantages of each. An 
overview of the pretreatment methods described in this review is shown in Table 1.3. 
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Table 1.3: Overview of some common pretreatments (van den Berg et al.  from [159]). In the Unit column, the unit of the data pretreatment is started. 





𝑗=1  and the standard deviation is estimated 
as: 𝑠𝑖 =  




 . 𝑥  represents the data after different pretreatment.  
Pretreatment method Formula Unit Goal Advantages Disadvantages 
Centering 𝑥 𝑖𝑗 = 𝑥𝑖𝑗 − 𝑥 𝑖  O Focus on the differences and 
not the similarities in the 
data 
Remove the offset from the 
data 
When data is heteroscedastic, 
the effect of this pretreatment 




𝑥𝑖𝑗 − 𝑥 𝑖
𝑠𝑖
 
(-) Compare metabolites based 
on correlations 
All metabolites become 
equally important 




𝑥𝑖𝑗 − 𝑥 𝑖
 𝑥𝑖𝑚𝑎𝑥 − 𝑥𝑖𝑚𝑖𝑛  
 
(-) Compare metabolites 
relative to the biological 
response range 
All metabolites become 
equally important. Scaling is 
related to biology 
Inflation of the measurement 
errors and sensitive to outliers 
Pareto scaling 
𝑥 𝑖𝑗 =
𝑥𝑖𝑗 − 𝑥 𝑖
 𝑠𝑖
 
O Reduce the relative 
importance of large values, 
but keep data structure 
partially intact 
Stays closer to the original 
measurement than 
autoscaling 










(-) Focus on the metabolites 
that show small fluctuations 
Aims for robustness, can use 
prior group knowledge 
Not suited for large induced 




𝑥𝑖𝑗 − 𝑥 𝑖
𝑥 𝑖
 
(-) Focus on relative response Suited for identification of 
e.g. biomarkers 
Inflation of the measurement 
errors 
Log transformation 𝑥 𝑖𝑗 = log10(𝑥𝑖𝑗 ) Log O Correct for 
heteroscedasticity, pseudo 





Difficulties with values with 
large relative standard 
deviation and zeros 
Power 
transformation 𝑥 𝑖𝑗 =  (𝑥𝑖𝑗 ) 




no problems with small 
values 
Choice of square root is 
arbitrary. 
Chapter 1 - Introduction 
~ 32 ~ 
 
Noise filtering  
Noise arises from various interfering physical phenomena within an experimental system. 
Noise can be a by-product of any undesirable perturbation, be it temperature, pH, 
magnetic field etc. Noise is always undesirable as it reduces accuracy and precision of 
signal intensity and may obscure less intense signals, thus interfering with data analysis.  
An important method for reducing noise involves smoothing data. The simplest filter is 
the moving-average filter. In NMR metabonomic studies binning or bucketing can be 
considered a type of moving-average filter. As discussed above, it is used to ―digitize‖ 
and align peaks that may belong to the same compound. The filter operates with a 
predefined window (the filter width) and is moved successively along the equally spaced 
x-axis. Alternatively, a commonly employed noise reduction filter is the Savitzky-Golay 
(SG) method [160] that fits a polynomial to overlapping short segments of the data. 
Unlike binning, SG smoothing does not reduce the number of spectral variables defining 
the data. 
A problem in smoothing is that if the effect of smoothing is increased (by increasing the 
filter width or the number of the points of the convolution weights) the peak(s) become 
distorted. This distortion may lead to a decrease in the spectral resolution and peak 
intensity. On the other, too little smoothing and the noise remains.  
Multiplicative scatter correction (also referred to as multiplicative signal correction – 
MSC), is a method that works by regressing the spectra to be corrected against a reference 
spectrum [161]. Principal Component Analysis (PCA) reconstructed spectra provides 
another method for reducing noise in spectral data. This method has been applied to IR-
data [162], and is applied in this thesis (Chapter 5). Other noise filtering methods that 
have been reported include standard normal variate (SNV) [163] and wavelets [164]. 
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1.3.5 Visualisation and exploration 
Visualisation of data allows assessment of experimental outcomes and aids selection of 
study for further analysis. The methods described below are all ways of visually 
representing and exploring changes in a large data set. Visualisation of metabonomic data 
sets is a key feature of the work presented in this thesis. Chapter 2 details the theory and 
interpretation of the visualisation of two different types of data sampling. 
Clustering 
Cluster analysis is a well established approach that was developed primarily by biologists 
to determine similarities between organisms. This approach enables visualisation of NMR 
data sets based on the inherent similarity/dissimilarity of samples with respect to their 
biochemical composition (the variables). For these types of analysis it is not necessary to 
include information pertaining to the class of sample in the algorithm and the outcome is 
essentially unbiased. Often the result of clustering is presented as a dendrogram. This 
techniques has been applied in metabonomic research [165]. Cluster analysis is discussed 
in more detail in Chapter 2. 
Generalised 2D correlation 
Generalised 2D correlation (Gen2D) analysis is applied to a series of spectra, from a 
single sample or from many samples, during or following perturbation. Gen2D can aid 
interpretation of compositional changes within and between samples [166]. Gen2D is 
discussed in more detail in Chapter 2. 
Statistical Total Correlation Spectroscopy 
Statistical Total Correlation Spectroscopy (STOCSY) displays co-linearity of intensity 
variables from a series of NMR spectra, so that correlations between resonances arising 
from the same molecule can be identified [167-169]. The background to this method is 
based on Gen2D [168] and has been used in a variety of metabonomic NMR applications 
[170-175]. STOCSY is discussed further in Chapter 2. 
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1.3.6 Data analysis 
Several methods of multivariate analysis for classifying and modeling analytical data 
have been used to evaluate NMR spectra. The methods listed below can be used to 
discern patterns in complex data sets, and in particular predict the origin of objects based 
on identification of inherent patterns in a set of spectral measurements.   
Principal component analysis 
One of the most powerful and most commonly applied chemometric techniques is 
principal component analysis (PCA). PCA summaries the original data variables into 
much fewer, more informative variables called scores. These new variables (scores) are a 
weighted average of the original data variables. The weight profiles are called loadings.  
PCA has been frequently applied in the evaluation of metabonomic data and is a method 
for obtaining an overview, finding clusters, and identifying outliers. Applications have 
included classifying the metabolic state of a organism [30, 108], and identification of 
biomarkers [176]. 
Classification and regression methods 
Classification (often referred to as supervised pattern recognition) differs from cluster 
analysis and PCA which have no predefined groups. The classification approaches used 
in metabonomic studies comprise of partial least squares analysis (PLS) [177], partial 
least squares discriminant analysis (PLS-DA) [178], soft independent modeling of class 
analogy (SIMCA) [179], K-nearest neighbor analysis (KNN) [165, 180] and artificial 
neural network analysis (ANN) [181].  
PLS is a technique combining features of PCA and regression. It aims to construct 
predictive models when a large number of samples, observations or variables have been 
recorded and are highly collinear. PLS was developed in the 1960‘s by Herman Wold as 
an economic tool, but became popular in chemometrics due to its use by Herman‘s son 
Svante Wold [182].  
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In PLS, observations described by variables are stored in a matrix. The values of 
predictors collected on the observations are stored in another matrix. PLS is a regression 
model that then attempts to predict classifications from observations [183]. The term 
―partial least squares‖ describes the computation of the optimal least squares fit to part of 
a covariance or correlation matrix between external variables and the dependant measures 
made from observation variables. PLS measures the covariation between two or more 
blocks of variables and creates a new set, optimized for maximum covariance (not 
correlation) using the fewest dimensions; PLS decomposes both predictor and observation 
matrices as a product of a common set of orthogonal factors and a set of specific loadings 
[183]. The predictor and observations scores are chosen so that the relationship between 
successive pairs of scores (scores similar to PCA results) is as strong as possible.  
PLS-DA is similar to PLS except the response variables are replaced with dummy 
variables that define the categories for predictions. In this manner responses are defined 
only by user defined or desired classifications.  
SIMCA requires a training set of data that defines the classes to be used and the attributes 
that define class membership. SIMCA is based on Principal Components Analysis (PCA) 
which effectively fits a box or hyper-box in n dimensions around classes of samples in a 
data set. SIMCA begins with PCA performed on each class in the data set, and the user 
defines (or uses cross-validation to establish) how many principal components are to be 
retained to account for most of the variation in each class, the number of PC‘s are usually 
different for each class; The hyper-boxes defined by the training set are then used to 
determine the critical distance for class membership or classification [184]. 
KNN is a simple machine learning algorithm; an object is classified by its Euclidean 
distance to the majority of its neighbors. A learning set is used to define the distance, or 
decision boundary, associated with desired classifications or groups, i.e. ‗neighbors‘ are 
determined from a set of objects for which the correct classifications are already known. 
ANN can be highly complex and try to simulate aspects of biological neural networks 
such as brain activity. An ANN is a series of connections between many different 
processing elements, similar to neurons in a biological brain. Artificial ‗neurons‘ are 
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either physically connected (networked computers with specific software) or simulated in 
a computer. Each neuron processes an input signal then, based on a weighting system, 
produces an output that is sent to the next neuron as input. Neurons are organized in 
layers, and in a large system it becomes impossible to predict the flow or path data will 
take before a final output. ANN employs a collection of sophisticated algorithms 
including ones for search, storage and mathematical operations. ANN‘s are usually 
adaptive and the structure or conditions used for classification can change based on 
external or internal information during learning. ANN can implement either supervised or 
unsupervised learning techniques. Self organizing neural networks are a class of ANN 
that are exposed to large amounts of data in which they can discover patterns and 
relationships to use in later analyses. Back propagation ANN are the opposite, and are 
defined using a known training set for a specific task. During the training period 
corrections may be required to instruct the ANN if the conclusions are correct or wrong. 
If correct the ANN places more weighting on the algorithms that produced the result and 
if incorrect, weighting is reduced [185].  
These techniques of classification are implemented with a view to maximizing the 
separation between classes and identifying robust biomarkers. For supervised approaches 
classification information is included in the algorithm and used to construct and optimize 
models for specific conditions that are then validated using independent ‗test‘ set of 
samples in order to establish the robustness of the models and prevent over-fitting of the 
data. 
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1.4 Scope 
This thesis investigates the potential of chemometric visualisation and exploratory 
applications, in particular generalised 2D correlation, to NMR metabonomic data as an 
exploratory tool for understanding biological systems. The overall objectives of the 
research are: 
 
1. To examine the feasibility of Gen2D applications to dynamic NMR spectra using 
a simple, known biological process, the fermentation of wine (Chapter 3). 
 
2. To determine suitable data preprocessing algorithms to enable efficient and 
effective extraction of relevant information and optimize these preprocessing 
conditions for a conclusive NMR metabonomic study (Chapter 3). 
 
3. To use Gen2D and STOCSY approaches to investigate the biology associated 
with changes during exercise and recovery in an individual athlete (Chapter 4). 
 
4. To apply and explore the use of hybrid correlation theory to 31P NMR spectra of a 
plant pathogen (Chapter 5). 
 
5. To use STOCSY and PCA to find biomarkers to highlight biological changes in 
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Chapter 2 - Modeling the Dispersion 
Matrix; Visualisation and 
Exploratory Data Analysis 
 
2.1 Introduction 
A basic and fundamental data structure in multivariate, chemometric, analysis is the 
dispersion matrix. This can be defined as a representation of relationships between 
variables or objects (samples) indicating the relative similarity or pattern structures within 
the multivariate data and describing the distribution of data [129, 186].  
Within chemometric literature there are few direct references to the term ―dispersion 
matrix‖, but it is typified by matrices of distance, covariance and correlation coefficient. 
Dispersion matrices are used to visualise and explore multivariate data sets and have been 
described as a means of ―flexible searching for clues and evidence‖ of patterns [187]. The 
literature on distance, covariance and correlation coefficient matrices and analysis is 
prolific and these are discussed in a large number of standard texts [129, 186, 188-192]. 
Data analysis techniques based on a dispersion matrix include cluster analysis, Principal 
Components Analysis (PCA), Generalised 2D correlation (Gen2D) and Statistical TOtal 
Correlation SpectroscopY (STOCSY). 
2.1.1 The distance matrix 
The dispersion matrix presents measures of similarity between objects (samples) or 
variables between objects. One measure of the similarity of objects can be expressed by 
their closeness to each other in the multivariate pattern space defined by the recorded 
variables. Closeness or distance between samples provides the classic distance matrix, a 
dispersion matrix at the heart of cluster analysis. The most commonly referenced distance 
metric is the Euclidean distance. On Cartesian axes the linear distance, d, between two 
points, x1,j and x2,j is defined by [186] 
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Where T is the matrix transpose operator. 
The result of performing a cluster analysis is often a dendrogram, a graphical 
representation of the distance matrix. A dendrogram shows the sequence of successive 
fusions, or divisions, that occur among the existing groups as clusters are formed, or 
broken. In hierarchical cluster analysis all samples form separate groups, and at the top of 
the dendrogram all samples fall into a single group.  
Although distance can be considered the simplest dispersion matrix, by far the most 
commonly used in chemometrics is the covariance matrix. 
2.1.2 Correlation matrices 
A covariance matrix (also known as a variance-covariance matrix) indicates the relation 
or dependency (linear dependence) between variables. The concept was first introduced 
by Fisher in 1918 [193].  
The covariance, s, between two variables, j=1 and j=2, describing objects xi (i = 1…I) is 
defined by, 
Where 𝑥 1 and 𝑥 2 are the mean values of variables j=1 and j=2 respectively, and n is the 
number of samples. In matrix notation this can be represented as 
𝑑 =   𝑥1,𝑗 − 𝑥2,𝑗  
𝑇
.  𝑥1,𝑗 − 𝑥2,𝑗  
1/2
 Equation 2.1 
𝑠 =
 (𝑛𝑖=1 𝑥𝑖1 − 𝑥 1)(𝑥𝑖2 − 𝑥 2) 
𝑛 − 1
 Equation 2.2 
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Where 𝑿  represents the column mean-centered data matrix, T is the matrix transpose 
operation. For an I (i =1…I samples) by J (j = 1…J variables) matrix, the covariance 
matrix can be represented by Figure 2.1. 
 
Figure 2.1: A basic representation of the covariance matrix; adapted from 
[192] 
 
S is a square matrix (J × J) and symmetrical about the leading diagonal; variances or the 
sum of squares of variables appear on the diagonal and covariance values between 
variables appear on the off-diagonal. The covariance values represent the spread of data 
about the respective multivariate means. 
Traditionally, forming the covariance matrix between variables is the first step in data 
analysis, e.g. factor analysis and principal component analysis (PCA). However, as will 
be discussed later, the covariance matrix can be represented graphically and used directly 
to explore relationships and patterns within data. Covariance is scale dependant and if the 
variables describing samples are in different units, or the range of values is large, then it 




 Equation 2.3 
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The correlation coefficients matrix is the standardized variance–covariance matrix. The 
correlation coefficient, r, has a value between -1 and +1. If close to +1 or -1, the two 
variables are highly correlated. On the other hand, the closer the correlation coefficients 
are to zero, the lower the correlation. Because the correlation of any variable with itself is 
always unity, the diagonal elements of the correlation matrix are always 1. The basis for 
calculating the correlation coefficient, 𝑟𝑖𝑗 , between two variables i and j is defined by 
[186] 
where Sij is the covariance of variables i and j matrix and σi and σj is the standard 
deviation of variable i and j respectively. 
As with the covariance matrix, the correlation coefficient matrix can be examined and 
analyzed directly to provide a visual representation of latent structure within the data, but 
this is much less common. Being scale independent the correlation coefficient is less 
useful for matrix visualisation, as discussed in section 2.3.5. 
Both covariance and correlation coefficients are generally calculated between variables, 
and patterns within data are associated with objects having similar distributions of 
variable values. Samples or objects exhibiting high correlation are considered similar. 
Correlation is less commonly applied across samples, although sample-sample correlation 
maps have been proposed and employed in a range of studies [194-196].  
2.1.3 Correlation spectroscopy 
There has been much interest in what is sometimes termed correlation or statistical 
spectroscopy, and in particular generalised two-dimensional correlation (Gen2D) [194] 
and statistical total correlation spectroscopy (STOCSY) [11], to aid in interpreting 
complex data in metabonomics. Correlation plays an important role in multivariate 
analysis and pattern recognition. It represents how similar or different one object is to 
another object according to the covariance between the variables describing each object. 
𝑟𝑖𝑗 = 𝑠𝑖𝑗 /𝜍𝑖𝜍𝑗  Equation 2.4 
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While the concept of mapping statistical covariance and correlation in spectroscopy is not 
new, it is only relatively recently that spectroscopists have used these 2D mapping 
techniques to identify dynamic changes occurring in spectra. 
The concept of two-dimensional (2D) correlation analysis had its origins in NMR 
spectroscopy as a means of displaying spectral peaks over two dimensions and thus 
simplifying the visualisation of complex, overlapping spectra [197]. The introduction of 
2D correlation analysis to optical spectroscopy took a very different form and has been 
referred to as perturbation-based 2D correlation spectroscopy [198], pioneered by Isao 
Noda. In the original applications IR spectra were recorded on a sample as it was 
mechanically deformed. Subsequent correlation analysis provided information on how 
specific absorption bands changed relative to each other as the perturbation was applied. 
It was a requirement of the original technique that the applied perturbation be cyclical, 
and the analysis involved Fourier deconvolution of the time-series spectra. Noda 
subsequently developed a generalised 2D correlation spectroscopy theory and 
demonstrated that correlation analysis could be performed efficiently by simple matrix 
multiplication of the spectral data matrix and that the perturbation applied as a function of 
time or any other physical variables, for example changing concentration, could be 
represented by any time dependent variable, for example changing concentration of one 
or many components in the sample. Thus changes in data are visualised and investigated 
by examination of two related matrix spectral maps, the so-called synchronous matrix and 
the complementary asynchronous matrix [199]. 
Detailed mathematical procedures to generate Gen2D correlation maps are provided by 
Noda [166, 199] and Ozaki et al. [200].  
For a spectral intensity variation 𝑦 𝛿, 𝑡  observed as a function of spectral variable δ 
(chemical shift) during an interval of some additional external variable t (e.g. time) 
between Tmin and Tmax the dynamic spectrum, 𝑦  𝛿, 𝑡  is defined as  
𝑦  𝛿, 𝑡 =  
𝑦 𝛿, 𝑡 − 𝑦  𝛿     𝑓𝑜𝑟 𝑇𝑚𝑖𝑛  ≤ 𝑡 ≤ 𝑇𝑚𝑎𝑥
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Where 𝑦  𝛿  is the reference spectrum of the system, and in most cases it is the time 
averaged spectrum defined by 
 
The formal Gen2D correlation function, 𝑋 𝛿1 , 𝛿2 , is defined by 
 
The 2D correlation spectrum comprises two orthogonal (i.e., real and imaginary) 
components  Ф 𝛿1, 𝛿2  and  𝛹 𝛿1, 𝛿2  known respectively as the synchronous and 
asynchronous 2D correlation intensities. They represent, respectively, the overall 
similarities and differences of the time-dependent behavior of spectral intensity variations 
measured at two spectral variables, δ1 and δ2, during the observation period between Tmin 
and Tmax. The term 𝑌 1 𝜔  is the forward Fourier transform of the spectral intensity 
variations 𝑦  𝛿1, 𝑡  observed at the spectral variable 𝛿1, defined by 
𝑦  𝛿 =
1
𝑇𝑚𝑎𝑥 − 𝑇𝑚𝑖𝑛






𝑋 𝛿1, 𝛿2 = Ф 𝛿1, 𝛿2 + 𝑖𝛹 𝛿1, 𝛿2  
                                           =
1
𝜋 𝑇𝑚𝑎𝑥 − 𝑇𝑚𝑖𝑛  




 𝜔 𝑑𝜔 
Equation 2.7 




           = 𝑌 1
𝑅𝑒
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 𝜔  and 𝑌 1
𝐼𝑚
(𝜔) are, respectively, the real and the imaginary components of 
the Fourier transform. The Fourier frequency 𝜔 represents the individual frequency 
component of the variation of 𝑦  𝛿1, 𝑡  measured along the perturbation t. Likewise, the 
conjugate of the Fourier transform 𝑌 2
∗
(𝜔) of spectral intensity variations 
𝑦  𝛿2, 𝑡 observed at spectral variable 𝛿2 is given by 
 
The 2D correlation spectrum can be expressed more simply as 
 
Equation 2.10 shows that 𝑋 𝛿1,𝛿2  is the measure of a comparison of spectral intensity 
variations  𝑦  𝛿1, 𝑡  measured at different spectral variables, δ1 and δ2. The symbol    
denotes a cross-correlation function designed to compare the dependence patterns of two 
chosen quantities on t. 
From the above equations the Gen2D synchronous () and asynchronous () matrices 
(also known as variable-variable synchronous and asynchronous) are simply derived from 
the series of discrete, dynamic spectra, by using linear algebra 
𝑌 2
∗




           = 𝑌 2
𝑅𝑒




𝑋 𝛿1, 𝛿2 =  𝑦   𝛿1, 𝑡 .  𝑦  𝛿2, 𝑡
′   Equation 2.10 
Ф =
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where 𝑿  is a matrix of corrected (usually mean-centred) spectra, recorded at i = 1 to I 
sequential time intervals and j = 1 to J spectral variable values. T once again refers to the 
matrix transpose operation.  is simply the covariance matrix indicating the simultaneous 
changes in spectral intensity observed at two different spectral variables (chemical shifts 
(δ)). Visual inspection of  will indicate correlated, positive or negative, and uncorrelated 
spectral features.  
In the context of NMR each element of the  matrix, defines the covariance of intensity 
between chemical shift pairs. The matrix is symmetrical, the diagonal is referred to as the 
auto spectrum and defines the variance associated with the intensity data at each chemical 
shift. The synchronous matrix, and hence its contour plot, is the same as the covariance 
matrix. 
The asynchronous matrix, , serves to indicate sequential, but not simultaneous, changes 
in spectral intensity at two different spectral variables (chemical shifts). In Equation 2.12 
N is the Hilbert-Noda orthogonalisation matrix [199] (size I × I) and serves to eliminate 
direct correlation between the variables. It is defined by 
 
To summaries, the synchronous map describes the degree of linear dependence between 
two variables. The asynchronous map is similar though it represents the 90 degrees out of 
phase relationship between two signals measured at different chemical shifts over a fixed 
observation period. Gen2D maps represent linear and 90 degree out of phase variable 
𝝍 =
𝑿 𝑇 .𝑵. 𝑿 
(𝐼 − 1)
 Equation 2.12 
𝑵𝑝 ,𝑞 =  
0, 𝑖𝑓 𝑝 = 𝑞
1/𝜋(𝑞 − 𝑝), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 Error!  Bookmark not defined. Equation 2.13 
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relationships though they do not provide information regarding instantaneous in and out 
of phase events, rather they throw light on overall directional changes (synchronous) or 
overall rate changes (asynchronous). Common sense when interpreting sequential event 
orders or rate changes is important and this often requires examination of original data. 
Conversely, in order to examine localised changes within a dynamic data set, moving-
window 2D (MW2D) correlation analysis (an extension of Gen2D) was developed [201]. 
MW2D uses a moving window with an arbitrarily fixed size to carry out the correlation 
analysis, yielding information where changes appear along the dynamic coordinate. This 
method has a definite advantage in extracting the information about the parameters 
related to the perturbation dimension, however the technique was outside the scope of this 
thesis. 
Gen2D is now widely applied across a range of optical spectroscopic studies and its 
development and applications are reviewed regularly [195, 196, 202, 203]. To date there 
have been relatively few reports of Gen2D correlation spectroscopy being applied in 
process monitoring analysis or application of the generalised 2D method to NMR 
analysis. The first reported application of generalised 2D NMR analysis was by Eads and 
Noda using a series of NMR spectra collected during a diffusion experiment [204]. Hu et 
al. have suggested that a limiting factor in reducing experimental time with traditional 
multiple pulse Fourier transform 2D NMR spectroscopy lies in the use of the double 
Fourier transformation, and have proposed a generalised 2D NMR approach as providing 
an alternative and more efficient means of treating NMR data [205]. Instead of the double 
Fourier transformation, generalised 2D NMR spectra are obtained using a complex cross 
correlation function and a Hilbert transformation [206, 207].  
Šašić was the first to publish the Gen2D approach to NMR metabonomic data [208]. The 
author applied Gen2D to identify changes in the NMR spectra of rat urine. Two types of 
correlation analysis were performed, between the variables and between samples, and 
both 2D covariance and correlation coefficient maps were calculated. Šašić also discussed 
the problem of ―butterfly-like‖ shapes that had been noted among the practitioners of 2D 
correlation analysis within the vibrational spectroscopy community [202]. The 
appearance of those shapes has been primarily assigned to wandering peak position. As 
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discussed earlier, peak alignment in NMR metabonomics studies is paramount and that 
the presence of ―butterfly-like‖ shapes is due to poor alignment of spectra. Similar 
observations were found in this thesis and are discussed in Chapter 3.  
Techniques related to the generalised 2D correlation NMR analysis method have also 
been reported. The use of a 2D covariance map between principal spectral variables has 
been advocated [209-211] and the results are similar to those obtained from a so-called 
synchronous 2D correlation map, but no report was made of using the temporal 
information in a contiguous time-series of spectra. Statistical TOtal Correlation 
SpectroscopY (STOCSY) is another related technique and can be considered a subset of 
the generalised 2D method [167, 203]. STOCSY has been employed to aid interpretation 
of 
1
H NMR spectral data obtained from both mouse and human urine. The first 
application of STOCSY was applied to 
1
H NMR spectra of urine from a metabonomic 
study of a model of insulin resistance based on the administration of a carbohydrate diet 
to three different mice strains, shown in Figure 2.3. This Figure is typical of a STOCSY 
analysis and the colour scale, overlayed onto the average NMR spectrum, represents the 
correlation coefficients between a chosen peak (commonly termed the ‗driver peak‘) and 
all others in the spectrum. 
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Figure 2.3: One-dimensional STOCSY analysis for the selected variable 
corresponding to 2.512 ppm. The degree of correlation across the spectrum 
has been color coded and projected on the spectrum that has the maximum 
for this variable. (a) Full spectrum; (b) same spect rum between 7.1 and 7.5 
ppm; (c) same spectrum between 2.4 and 3 ppm. From [167]. 
 
The technique is similar to covariance mapping. It displays the correlation coefficients 
between spectral variables, but no use is made of any time ordering of the recorded 
spectra. STOCSY [167] is a technique used to describe covariance and correlation 
coefficient 2D NMR spectra and the results are equivalent to the synchronous 2D 
correlation spectrum. STOCSY was developed after Gen2D and appears to have been 
employed only for metabonomics analysis and used most commonly as a method for 
identifying multiple NMR peaks from the same molecule in a complex mixture. STOCSY 
is based on the properties of the correlation coefficient matrix, and it takes advantage of 
the multi-colinearity of the intensity variables in a set of spectra to generate a pseudo two 
dimensional NMR spectrum that displays the correlation among the intensities of the 
various peaks across the whole sample.  
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Using the same principles as STOCSY, Statistical HeterospectroscopY (SHY) [212] 
allows data co-analysis and rapid structural information from metabolites by direct 
comparison between NMR and MS signals and has been employed in a model of prostate 
cancer [213], NMR and transcriptomic data in mouse models of diabetes [214], and NMR 
and genomic data in rat models of cardiovascular disease and obesity [215].  
There is a small number of homebuilt and commercially available software applications 
for performing Gen2D analysis, and these have been recently reviewed by Noda [203]. Of 
note is the freely available software by Shigeaki Morita called 2Dshige [216]. This 
software package is easy to use and provides fast visualization of 2D maps. In general 
however access to more sophisticated and customizable programs is necessary and 
mathematical programming languages such as MATLAB [127] are widely employed for 
Gen2D analysis.  
Some expansions of the Gen2D technique include 2D hetero-spectral correlation and 
hybrid 2D correlation. 2D hetero-spectral correlation compares two sets of spectral data 
for the same samples under the same perturbation conditions with different types of 
spectrometers. In metabonomic studies (where it is known as statistical 
heterospectroscopy (SHY) [3]: an extension of STOCSY) it has allowed signals in one 
spectroscopic domain (e.g. NMR) to be dispersed in a second analytical spectroscopic 
domain (e.g. MS) in order to facilitate data co-analysis. The technique has also been 
applied successfully in other areas of analytical chemistry [194]. This approach is of wide 
applicability and can be extended beyond NMR and LC-MS to include any spectroscopic, 
electrochemical, or other multivariate analytical measurements where multiple samples 
are measured by more than one technology [3]. 
Hybrid 2D correlation, an extension of 2D hetero-spectral correlation, deals with the 2D 
correlation analysis between two separately obtained data matrices. It can be regarded as 
one of several useful variants of hetero-spectral correlation but unlike hetro-correlation, 
hybrid correlation is carried out with a single type of spectroscopic measurement (e.g. 
NMR). The difference can be in the sample examined e.g. two experiments measured 
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over time using NMR, one sample set with environmental change and, one without. An 
application of hybrid correlation in NMR metabonomics is explored in Chapter 4. 
STOCSY is based mainly on the properties of the correlation coefficient matrix, and it 
takes advantage of the multi-colinearity of the intensity variables in a set of spectra to 
generate a pseudo two dimensional NMR spectrum that displays the correlation among 
the intensities of the various peaks across the whole sample. Where STOCSY is different 
to traditional covariance, correlation coefficient and Gen2D matrix plots is in its ability to 
represent information about the spectra and correlation in a 1D NMR spectrum through 
the colour graduation of r and r
2
 values overlaid onto the plot. Given that, in NMR 
experiments, nuclei in the same molecule should display fixed spectral intensity ratios if 
spectrometer conditions are the same, the relative intensities between these nuclei should 
be perfectly correlated. In real biological samples, this will of course not be the case and 
the correlation of identical nuclei in separate samples will always be slightly less than 
unity due to noise and peak overlap. In practice it is observed that the correlation matrix 
from samples in a set of spectra containing different amounts of the same molecule show 
high correlations between themselves. Concentrations of other molecules of interest can 
then be correlated with the original reference molecule and quantitative relationships 
between them observed. In this manner STOCSY can be used to highlight biochemical 
pathways and interactions or even responses to stimuli [3].  
The following sections examine uses of the described chemometric techniques and 
highlight their effectiveness and applications. Two simple models are presented in order 
to illustrate the multivariate techniques employed in this thesis: cluster analysis, 
covariance, correlation coefficient, Gen2D and STOCSY.  
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2.2 Models 
Two types of model and application, classification and trend analysis are discussed. 
2.2.1 Model 1 - Classification 
In an ideal case, a transition in a NMR spectrum can be represented by a Lorentzian peak-
shape, since these are best related to the decaying NMR FID waves (sine and cosine 
waves). Therefore, simulated spectra were generated as the sum of Lorentzian peaks 
defined by [129], 
 
Where x0(k), j0(k) and Γ(k) are respectively, the maximum peak intensity, position of 
maximum peak intensity and peak width (expressed as full width at half peak height) of 
individual peaks, k = 1..4, are provided in Table 2.1 and 20 discrete spectra, each 
comprising 100 data points, where Ξ represents a random variable. This model was 
calculated using Matlab (v R2007b, Mathworks Inc., MA, USA) and the simulated 
spectra are shown in Figure 2.4. 
𝑥 𝑖, 𝑗 =  
𝑥0(𝑘)
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Figure 2.4: Discrete model data. 
 
Table 2.1: Parameters of the simulated spectra (Figure 2.1) from Equation 2.14  
Code k x0(k) j0(k) Γ(k) 
A 1 Samples 1-10: 40 + Ξ(10...20) 
Samples 11-20: 70 + Ξ(10...20) 
15 4 
B 2 Samples 1-10: 70 + Ξ(10...20) 
Samples 11-20: 15 + Ξ(10...20) 
30 4 
C 3 Samples 1-10: 15 + Ξ(10...20) 
Samples 11-20: 15 + Ξ(10...20) 
50 4 
D 4 Samples 1-10: 10 + Ξ(10...80) 
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In this data, the x axis represents peak location and indicates signals from different 
metabolites. The z axis is intensity of the peak and shows the amount or concentration of 
the metabolites. The y axis is the sample, and in this example it is a two class system (e.g. 
a control group and an experimental group). As illustrated in Figure 2.4 peak A has a 
moderate intensity value for the first 10 samples and a high intensity value for samples 11 
to 20. Peak B has the reverse, with high intensity for the first 10 samples, with low 
intensity for the last 10 samples. Peak C has the same low intensity for all 20 samples and 
peak D has random intensity value for all 20 samples. 
2.2.2 Model 2 - Trend 
A dynamic model set was created, typical of results obtained from monitoring a reaction 
as a function of time. 
Simulated spectra were generated as the sum of three Lorentzian peaks, as defined in 
equation 2.8. The characteristics of the individual peaks, k = 1..3, are provided in Table 
2.2 and 20 dynamic spectra, each comprising 100 data points, were once again calculated 
using Matlab (v R2007b, Mathworks Inc., MA, USA). The simulated spectra are shown 
in Figures 2.5 and 2.6. 
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Figure 2.5: Dynamic model data. 
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 Table 2.2: Parameters of the simulated spectra (Figure 2.5) from Equation 2.14  
Code k x0(k) j0(k) Γ(k) 
E 1 1-exp(-0.5  j) 20 3 
F 2 exp(-0.1  j) 50 3 
G 3 1-exp(-0.1  j) 70 3 
 
The y axis represents perturbation of the system and is time, but other continuous 
variants, such as concentration, are equally valid. From Figures 2.5 and 2.6 peaks E and G 
increase in intensity as a function of time whilst the intensity of peak F decreases. 
Changes in E occur at a faster rate than in G, but F and G exhibit similar rates of change, 
though in opposite directions.  
Chapter 2 – Modeling the Dispersion Matrix; Visualisation and Exploratory Data Analysis 
~ 56 ~ 
 
2.3 Results and discussion 
The models developed in Section 2.2 are used to illustrate relevant visualisation and data 
analysis techniques. 
2.3.1 Cluster analysis 
Figure 2.7 shows results of a cluster analysis of the Model 1 data (section 2.2.1). The 
Euclidean distance was used in conjunction with an average linkage technique. From the 
original distance-between-objects matrix the two mutually closest objects are joined to 
form a new object, with the new object variable set calculated as being the average of the 
two originally selected objects. The distance matrix is recalculated, now with I-1 objects, 
and the process repeated. At each stage the size of the matrix is reduced by 1 until 
eventually only a single cluster containing all samples remains. This agglomeration 
process may be depicted pictorially as a dendrogram. 
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In Figure 2.7 the dendrogram shows two distinct groups, one containing samples 1-10 and 
the other samples 11-20.  
Different methods of forming clusters and joining them can give different results and 
interpretation of cluster analysis can be subjective. The dimensionality reduction to a two-
dimensional figure no matter how many variables are used to describe the initial samples 
can result in significant distortion, but the simplicity of undertaking the analysis and the 
inherent attractiveness of the dendrogram have ensured the continuing popularity of the 
technique. 
2.3.2 Covariance matrix  
The covariance map from Model 2 is shown in Figure 2.8 and the contour map 
representation is the more common and generally preferred option.  
In such figures red areas indicate a positive covariance from the 3D map and blue areas 
indicate negative regions of the 3D map. The symmetry of the matrix is evident. The 
diagonal presents the (always positive) variance spectrum with off-diagonal peaks 
representing covariance values (positive or negative) that display the interrelationship, 
correlation, between variables.  
 
 















Figure2.8: the covariance map from model described in section 2.2.2. Where red indicates a positive peak and blue indicates a  negative peak.  
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2.3.3 Correlation coefficient matrix  
Since the formula for correlation coefficients standardises the variables (through use of 
standard deviation) changes in scale or units of measurements do not affect its value, 
which is always between -1 and +1. The correlation coefficient is a measure of linear 
relationship between variables, and being a least squares estimate is subject to 
misinterpretation if the data contains outliers. 
Figure 2.9 shows the 3D surface plot and contour map of the correlation coefficient 
matrix from the Model 2 data set. 
Although the regions of positive and negative variable correlation values are clear, the 
data is less easily interpreted than the covariance plot. Since correlation coefficient is 
scale independent there is no obvious 1:1 correspondence between the narrow data peaks 
and the broad regions of high (or low) correlation coefficient. Spurious correlation 
coefficient values between noisy regions of the spectrum contain no analytically useful 
information and serve disrupt to the picture. Correlation coefficient maps are rarely 
encountered in spectroscopic data analysis. 















Figure 2.9: the correlation map from model described in section 2.2.2.  Where red indicates a positive peak, blue indicates a negative peak and the Z-
value refers to r.  
r 
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2.3.4 Generalised 2D correlation and statistical total correlation 
spectroscopy 
Generalised 2D correlation 
The similarity between the conventional covariance matrix and the synchronous matrix 
associated with generalised 2D spectroscopy (Gen2D) correlation analysis of a dynamic 
data set was noted earlier. The application of Gen2D theory extends interpretation of 
dynamic data by examining both the synchronous () matrix and asynchronous () 
matrix. 
Contour plots of  and  produced from dynamic spectra are interpreted using the so-
called Noda rules [194, 203, 217]. The rules are quite reliable as long as variation patterns 
of spectral intensities during the observed period are reasonably monotonic.  
‗The signs of cross peaks in a synchronous 2D correlation Ф(δ1,δ2) determine the relative 
directions of the spectral intensity changes. 
1. If the sign of a cross peak at a spectral coordinate (δ1,δ2) of synchronous 2D 
correlation spectrum is positive, i.e. Ф(δ1,δ2)>0, the spectral intensities measured 
at δ1 and δ2 are changing in the same direction, i.e., both intensities are either 
increasing or decreasing simultaneously. 
2. On the other hand, if the sign of a synchronous cross peak is negative, i.e., 
Ф(δ1,δ2)<0, the spectral intensities measured at δ1 and δ2 are changing in different 
directions, i.e., one is increasing while the other is decreasing.  
3. If Ф(δ1,δ2) is zero (i.e. zero correlation between changes at these variables) then 
the order of any change is indeterminate 
The signs of cross peak values in an asynchronous 2D correlation map ψ(δ1,δ2)  
determine the sequential order of the spectral intensity changes. 
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4. If the sign of a cross peak at spectral coordinate (δ1,δ2) of an asynchronous 2D 
correlation map is positive, i.e., ψ(δ1,δ2)>0, the spectral intensity measured at δ1 
varies before that measured at δ2. 
5. If the sign of an asynchronous cross peak is negative, i.e., ψ(δ1,δ2)<0, the spectral 
intensity measured at δ1 varies after that measured at δ2. 
6. However, if the sign of a synchronous cross peak located at the same spectral 
coordinate (δ1,δ2) is negative, i.e., Ф(δ1,δ2)<0, the above two rules are reversed. 
7. If the sign of an asynchronous cross peak is zero, i.e., ψ(δ1,δ2) =0 changes at δ1 
and δ2 occur simultaneously.‟ 
Figure 2.10 shows the  and  maps from model 2 in section 2.2.2. 
  















Figure 2.10 (a) the synchronous map and (b) the asynchronous map from the model described in Section 2.2.2. Red indicates a positive peak and blue 
indicates a negative peak.
(a) 
(b) (a) 
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The matrix map for  is the same contour plot as the covariance map shown in Figure 
2.8. Correct interpretation of the asynchronous map is dependent on the synchronous 
map, and it is good practice to display the maps together and discuss the results 
concurrently. 
The leading diagonal in the synchronous matrix is referred to as the autocorrelation or 
power spectrum, which is the sum of squares of variables or variance. 
A positive cross peak implies that the spectral intensities are changing in the same 
direction, either increasing or decreasing together during the observation. This can be 
seen on the cross peak (E, G).  
On the other hand, a negative  peak indicates that the spectral intensities are changing in 
different directions. In this example, the intensities of the cross peaks (E, F) and (F, G) 
are changing in opposite directions during the observation. 
The  map, Figure 2.10(b), is anti-symmetric about the diagonal, and highlights features 
that are changing ‗out of phase‘ with one another. 
The upper triangle of the  map contains two cross peaks: a positive peak at (E, G) and a 
negative peak at (E, F). The sequential order of spectral intensity changes can be 
determined using Noda‘s rules and the application of these rules to the model is described 
below.  
Since the signs of the cross peaks at the coordinate (E, G) are the same for both  and  
cases, the spectral intensity change at peak E must be occur before the change at G. 
Likewise, the sequential order of intensity changes for the (E,F) coordinate can be 
determined as the change in peak E must occur before that of peak F. However the 
absence of a cross peak at (F,G) indicates that the sequential order of intensity changes is 
the same, even though the  spectrum indicates that the spectral intensity are changing in 
different directions. 
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The interpretation of synchronous and asynchronous contour plots can be made difficult if 
there is a lot of detail in the plots. One means of extracting and highlighting information 
is to consider slices taken from the  and  matrices.  
Figure 2.11 illustrates a vertical slice from peak E through each of the  and   matrices. 
 
Figure2.11 Vertical slice through peak A (model described in section 2.2.2) 
from the synchronous (blue line) and asynchronous maps (green line)  
 
Peak E is positively correlated with itself and with peak G, but displays negative 
correlation with peak F. It has (of course) a zero asynchronous relationship with itself and 
a positive and negative relation with peaks F and G respectively. Such slices can be 
extracted for each spectral feature of interest. 
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Statistical total correlation spectroscopy (STOCSY) 
STOCSY has been applied to the trend model from Section 2.2.2. 
Where STOCSY is different to traditional covariance, correlation coefficient and Gen2D 
matrix plots is the representation of information about the spectra and correlation in a 1D 
spectrum through the colour graduation of r and r
2
 values overlaid onto the plot (Figure 
2.12).  
Figure 2.12 shows slices from ‗driver peak‘ E. Figures 2.12a and 2.12b display the mean 
spectrum from the dynamic set with the r and r
2
 values respectively colour coded and 
projected onto the spectrum. Figure 2.12c shows the covariance slice for peak E with the 
r
2
 values projected onto the spectrum. All of the images in Figure 2.12 offer 
interpretations of the information regarding dynamic changes occurring in our model. 
Figure 2.12a tells us that all three peaks are highly correlated, be it positive or negative, 
but no information as to ‗how‘. Figure 2.12b again shows that all three peaks are 
correlated, but the colour scale is now indicating that there is a graduating level of 
correlation between E, F and G. Figure 2.12c displays the covariance between peak E and 
the others, and the significance of the scale again changes, as do the directions of the 
peaks.  
In real biological examples, as stated earlier, STOCSY can be used to highlight 
biochemical pathways and interactions and responses to stimuli. However, it cannot 
supply information as to whether these interactions are directional or rate related, whereas 
Gen2D analysis can supply this information.  
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Figure 2.12 Slices from ‗driver peak‘ E . 2.12a and 2.12b display the mean spectrum from the dynamic set with the r and r 2 values colour 
coded and projected onto the spectrum. 2.12c shows the covariance slice for peak E with the r
2
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2.4 Conclusion 
Visualizing data facilitates human-data interaction by highlighting patterns, 
anomalies and alert conditions in reporting views. Visual data analysis enables 
data to be interpreted holistically by exposing contextually meaningful attributes 
of the data such as patterns, trends, structure, and exceptions and may build upon 
prior assumptions regarding the data, logical processing using mathematical 
formulae, artificial intelligence or automated pattern recognition.  
The dispersion matrices described in this chapter are all types of visual 
exploratory data analysis. The aim of these types of analysis is to learn about the 
data‘s distribution and correlations without any preconceptions, and gain a holistic 
overview of changes, patterns and variances which can be used to explore a 
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Chapter 3 - Generalised 2D-




In this study 2D correlation analysis has been applied to a series of NMR spectra recorded 
from samples from a commercial wine fermentation. The samples, collected over a period 
of several days, exhibit dramatic changes in concentrations of minor and major 
components [218].  
NMR in product analysis is typified by its use in wine and grape juice analysis where it 
has been employed for the detection and determination of adulteration of wines [219] as 
well as the identification of the geographic origin of wines [220-222]. The latter exploited 
the natural variability in concentration of minor components in the fermented product and 
employed multivariate chemometric techniques to aid in differentiating and classifying 
wine samples. There have been relatively few reported cases of using NMR to monitor 
the dynamics of a fermentation process or to examine the changing concentrations of the 
many components present in wine during its production [223, 224]. Clark et al. have 
reported on the potential for 
1
H NMR, at 400 MHz, to serve as a valuable tool in 
monitoring a commercial fermentation of a red wine [218]. Using NMR these authors 
determined the concentrations, and changes in concentration, of a range of organic 
species, including alcohols, sugars and acids, present in wine during the first 32 days of a 
fermentation.  
The study reported here extends the work undertaken by Clark et al. by employing 
generalised two-dimensional correlation analysis (Gen2D) of proton NMR spectra to 
monitor qualitatively the changing concentrations of the components consumed and 
formed during a commercial red wine fermentation.  
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As described in Chapter 2, generalised 2D correlation spectroscopy theory was developed 
by Noda who demonstrated that correlation analysis could be performed efficiently by 
simple matrix multiplication of the spectral data matrix. The perturbation applied as a 
function of time could be represented by any time dependent variable, for example, the 
changing concentration of one or many components in the sample. Thus generalised 2D 
analysis is applied to a series of spectra, obtained from a single sample or from many 
samples, during or following perturbation. The analysis can aid interpretation of 
compositional changes within and between samples. 
Wynne et al. have recently described the application of the generalised 2D correlation 
method to FTIR analysis of a wine fermentation, and the results obtained were in 
agreement with those reported by other workers using more traditional techniques [225]. 
FTIR analysis of aqueous materials is necessarily limited by the low optical transmission 
properties of such solutions across much of the IR spectral region but the authors were 
able to demonstrate the capability of the technique to monitor the production of alcohol 
and the changing rate of consumption of different sugars during the process. 
This chapter describes the use of generalised 2D NMR correlation spectrometry to 
monitor a commercial fermentation of red wine. 
1
H NMR spectral analysis provides for 
the simultaneous detection of many substances in complex solutions, and the recorded 
data are rich in information. Also presented in this chapter are examples of the problems 
that arise in 2D correlation analysis of spectral data caused by fluctuations in peak widths 
of the magnitude commonly found in NMR studies, and how modeling the experimental 
data can reduce or overcome the problems. Data processing techniques aimed at limiting 
interference effects and enhancing the quality and reliability of data interpretation are 
described.  
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3.2 Experimental 
3.2.1 Sample preparation 
The wine was fermented from Shiraz grapes harvested in 2005 at the Pirramimma winery 
in McLaren Vale, South Australia. Samples were collected daily for the first 26 days 
during the fermentation, frozen and transported to the laboratory. Prior to analysis the 
samples were defrosted, filtered through a 0.45 mm membrane (Acrodisc PSF Syringe 
filters, Pall Australia) and allowed to equilibrate at room temperature. To 900μL of each 
fermentation sample 50μL D2O and 50μL of 0.02 mg/L sodium salt TSP (trimethylsilyl 
propionic acid-D4) was added. 
3.2.2 NMR analysis 
1
H NMR spectra were recorded at 298 K on a Varian 500 MHz FT NMR spectrometer 
using a 5mm inverse probe. Each spectrum was acquired with 128 scans of 32K data 
points, a pulse angle of 45

 , acquisition time 1.998 s, relaxation delay 2 s and with pre-
saturation of the water peak over 3 seconds. 
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3.3 Data processing and calculations 
All data manipulation and analysis algorithms were implemented in-house using Matlab 
(V 7.4, Mathworks Inc., USA) and the PLS Toolbox (V 4.0.2 Eigenvector Research Inc. 
USA). The basic theory relating to generalised 2D correlation analysis has been discussed 
in Chapter 2, where the synchronous, Ф, and asynchronous, ψ, maps are defined by 
Equations 2.11 and 2.12 respectively.   
Multivariate analysis and subsequent interpretation of dynamic NMR spectra (spectra 
changing as a function of time) is made difficult by changes observed in spectra that may 
not be of direct analytical interest. NMR chemical shifts are the result of nuclear spin 
transitions occurring in a magnetic field. Molecular interactions, experimental conditions, 
and sample environment, e.g. composition of the solvent, pH, etc., may alter the local 
magnetic field so producing a change in the observed chemical shift and peak width. 
Traditionally, spectra are reduced to tables of peak location (chemical shift) and their 
integral value. This approach with complex aqueous samples is subject to considerable 
error in spectral regions exhibiting overlapping peaks. To overcome unwanted variability 
in the spectral data due to peak overlap and frequency variations many workers have 
resorted to ‗binning‘ each spectrum [3, 146, 226]. Binning is a commonly used technique 
for digitizing a spectrum into a row vector. The technique is well documented and is 
generally achieved in NMR by dividing the spectra into equally sized bins, typically of 
0.04ppm, so that the integral (area) of each bin represents a new point in the binned 
spectrum. This minimises spectra misalignment effects and reduces data dimensionality, 
from several thousand bins to several hundred, but at a significant cost to data resolution. 
In the extreme case each ‗bin‘ can be thought to contain a single data point, and the full 
spectrum has optimum resolution. Binning data into segments reduces both noise and 
resolution through non-flexible boundaries, overlapping peaks or any peak crossing the 
border between two bins gets split artificially in two sections, which end up in different 
bins adding further unwanted variability to the data. 
The disadvantages of binning NMR spectra have been discussed in many reported 
metabonomics studies and several alternatives have been proposed and evaluated [3, 226, 
227]. In all cases, the use of dynamic and full-spectrum data analysis such as Gen2D 
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requires effective alignment of spectra to ensure that differences observed between 
successive spectra for a common sample truly reflect chemical changes in the sample and 
are not due to instrumental peak drift. The situation is made more difficult since observed 
peak drift is not always simply an instrumental error and may be due to sample pH 
changes or chemical species interactions. Instrumental drift in NMR is constant over the 
whole spectrum while individual peak drift is dependent on the molecular species 
producing the spectral feature. Thus, alignment methods must be applied to specific 
segments of each spectrum, shifting each segment until good correlation with a 
corresponding reference spectrum segment is obtained. Forshed et al. describe a genetic 
algorithm approach to segment selection and alignment of NMR spectra [227], and Lee 
and Woodruff have implemented a reportedly faster, heuristically driven beam search and 
match procedure [226].  
In this study, segmentation of the spectra was undertaken manually and spectra aligned 
using the temporal structure (time dependant structure that is predictable but subject to 
change) within the data prior to multivariate analysis. Visual examination of the set of 
spectra covering the whole 26 days of the experiment highlighted the segments within 
each spectrum that were subject to drift. Each segment identified was shifted to maximise 
its correlation with the similar segment from the spectrum recorded on the previous day. 
Any gaps formed in spectra were zero filled. 
Following alignment, each spectrum was normalised according to the intensity of the TSP 
peak and the data smoothed using a 9-point quadratic filter along the direction of 
chemical shift and using a 5-point filter along the direction of time (days of fermentation).  
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Alignment and smoothing serve to reduce or remove non-analytically relevant features 
between the series of dynamic spectra and are paramount to a successful Gen 2D analysis. 
A further and particularly serious source of error that exists in 2D-correlation analysis is 
the occurrence of artifacts in the 2D synchronous and asynchronous maps that can lead to 
misleading interpretation of data. Spectral noise [194, 228], line broadening [194, 229, 
230], band shifts [194, 231], and overlapped bands [194] are all potential causes for 
artifacts and misleading features. Czarnik-Matusewicz et al. have discussed potential 
pitfalls in interpreting 2D spectral maps, in particular relating to orientation and labeling 
of axes of 2D plots [232]. 
With most optical spectroscopic techniques such as IR spectrometry, slight changes in 
peak width have no significant visible effect on the synchronous or asynchronous 
matrices. This is because any change in peak width is generally small relative to the 
recorded width of broad peaks. This is not the case with the line-type spectra observed 
with NMR spectrometry. The variation in peak width can often be of the same order of 
magnitude as the actual, measured peak width.  
The covariance matrix, and hence the synchronous matrix, is remarkably robust to such 
variation and no artifacts are observed as a result of peak width variations. This is not so 
with the asynchronous matrix. 2D correlation analysis is used to indicate the degree of 
linear dependence between, usually, spectral intensity recorded at different spectral 
variables [194]. If the variable values change in a linear fashion, then a synchronous plot 
will be obtained and the asynchronous matrix will be zero. However, features will appear 
in the asynchronous plot if variable changes are related in a nonlinear fashion.  
In 
1
H NMR experiments peak width fluctuations can give rise to false or ‗ghost‘ peaks in 
the asynchronous matrix. Ghost peaks are confusing and can lead to erroneous 
assumptions in interpretation. The presence of ‗ghost‘ features can be demonstrated with 
a simple multi-component simulation model, as shown by the trend model detailed in 
Section 2.2.2. This simulated spectrum was generated as the sum of three Lorentzian 
peaks defined in Chapter 2 by Equation 2.14 and Table 2.2.  
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Figure 3.1: The synchronous (a) and asynchronous (b) maps of the mean-
centered data modified by imposing varying peak widths (proportional to 
intensity) on the data of Table 2.2. 
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The patterns present in the synchronous and asynchronous matrices are robust to the 
presence of significant levels of noise and many papers have demonstrated the effects of 
changes in the spectral data on the observed 2D maps [233]. In order to demonstrate the 
rarely reported problems associated with peak-width fluctuations the synthesized dynamic 
spectra were modified by introducing random fluctuations in line width. In place of the 
previous fixed width of 3 units, each of the 3 peaks had its width generated randomly in 
the range 2.5 to 3.5 units. The widths were ranked according to spectral intensity as a 
function of perturbation variable. The synchronous and asynchronous plots derived from 
mean-centering these new data are displayed in Figure 3.1a and Figure 3.1b respectively. 
It is apparent from Figure 3.1a that the changes in peak-width have little effect on the 
synchronous plot; the correlation between the peaks is similar to that of the original data 
as shown in Figure 2.10a. This is not the case with the asynchronous plot. Figure 3.1b 
displays a range of features not present in the original plot, Figure 2.9b. Not only are new 
cross-peaks evident (for example between peaks B and C) but also strong features, similar 
to auto-correlation peaks, are present about the leading diagonal. These ‗ghost‘ peaks can 
dominate the 2D contour maps and complicate interpretation of the data, particularly in 
the case of NMR spectra that can comprise many hundreds of such features. 
Noda has commented on the interpretation of false auto-correlation peaks in the 
asynchronous map. If the sign of the vertically traced pair of features of the asynchronous 
cross peak is positive, or the horizontal pair is negative, it is indicative of line broadening. 
The inverse conditions indicate line narrowing [202]. In Figure 3.1b the cross peaks about 
the leading diagonal are vertically positive for peaks E and F, and vertically negative for 
peak G. These results confirm the trend imposed on the data by peak width values 
randomly increasing with intensity. Such a simple interpretation cannot be applied if the 
widths of the spectral peaks vary in a random manner, independent of intensity. This is 
illustrated in Figure 3.2. Again the peak widths are in the range 2.5 to 3.5 units but here 
they are randomly distributed across the dynamic spectra.  
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Figure 3.2:  The asynchronous maps of the mean-centred data modified by 
imposing random peak widths on the data of Table 2.2. 
 
There is an obvious reduction in intensity of the spurious ‗ghost‘ peaks in this 
asynchronous matrix that can be attributed to the more random nature of the peak-width 
distributions, but the features remain and can confuse interpretation. The synchronous 
matrix is not significantly affected and the plot, similar to Figures 2.10a (Chapter 2) and 
3.1a, is not shown.  
The impact of this varying peak-width phenomenon can be appreciated by examining 
Figure 3.3a and Figure 3.3b. The synchronous and asynchronous plots are of a small 
section (3.2 to 3.9 ppm) of the mean-centered 
1
H NMR spectra recorded from red wine 
samples taken daily during the first 26 days of a commercial fermentation. A composite 
average of all spectra taken in the experimental period is shown and the major quartet in 
the spectra is attributable to ethanol forming. Other groups of peaks are due to more 
minor components such as glucose, fructose, glycerol, etc. The spectra were recorded at a 
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digital resolution of 0.002 ppm. The synchronous plot (Figure 3.3a) clearly shows the 
positive correlation between each of the peaks in the ethanol quartet and the inverse 
correlation between these peaks and others due, for example, to sugars, the concentration 
of which would decline as that of ethanol increases. The asynchronous plot of Figure 3.3b 
is far more complex and illustrates many of the spurious features associated with peak-
width variation across the spectra. Many auto-correlation ghost peaks appear to be present 
as well as off-diagonal features.  
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Figure 3.3: The synchronous (a) and asynchronous (b) maps of a section of 
the mean-centered NMR spectra of a series of wine fermentation samples.  
(a) 
(b) 
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In order to overcome the presence of spurious ‗ghost‘ features in the asynchronous 
correlation maps it is necessary to remove the changes in peak width. In our studies using 
NMR spectroscopy this has been achieved by synthesizing the spectra at the same high 
resolution from computed positions and intensities of the recorded peaks whilst 
maintaining a constant peak width across the spectra as a function of time. Each spectrum 
was analysed for peak position and peak intensity using a conventional peak-picker 
algorithm (PLS Toolbox 4.1, Eigenvector Research Inc, WA, USA). Having identified the 
location and intensity of each peak in the spectra these parameters could be used directly 
for interpretation, either treating each peak as an isolated and specific variable or by 
producing ‗line‘ spectra with each peak having zero with.  
In the examples reported here, however, the synthesis of NMR spectra was undertaken in 
order to demonstrate how peak width effects are removed if this parameter is held 
constant. New spectra were synthesized using the sum of Lorentzian functions with a 
fixed and constant peak width for all peaks. The appropriate peak width was selected by a 
least squares fit of the Lorentzian function to a series of peaks and selecting an average of 
best-fit values. It was observed that the actual value of peak width employed was not 
critical, and in general it appeared best to use as large a value as possible providing no 
important or significant features were masked. The effect of this process on the 
asynchronous matrix is illustrated in Figure 3.4.  
The matrix is significantly cleaner with no auto-correlation features and cross-peaks that 
are interpretable in terms of the process being studied. The details of the investigation of 
the fermentation process using 2D NMR correlation spectroscopy and interpretation of 
the full correlation matrices is provided in the following Section 3.3.  
Similar to the discussed model based example above, for the dynamic series of wine 
spectra analysed here, synthesised spectra were produced by performing a peak-search on 
each spectrum (PLS Toolbox, Eigenvector Research, USA) and then constructing 
synthetic spectra using Lorentzian functions of identical, fixed widths and appropriate 
intensity and location parameters. The peak width employed was determined by least 
squares analysis of several peaks in the spectral data and a value of 0.06 ppm was 
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determined as a good model of the original, recorded data. Figure 3.5 shows the spectra 




Figure 3.4: The asynchronous map of the synthesized NMR data  after 
imposing a constant peak width on the spectra.  
 
  




























Figure 3.5: Spectra alignment and synthesisation of overlaid time dependent spectra (individual colours) . preprocessing steps undertaken 
for Gen2D analysis.   
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3.4 Results and discussion 
The process of wine fermentation represents a complex chemical system and has been 
well documented [234]. It is carried out using yeast under anaerobic or aerobic conditions 
to convert sugars (mainly glucose and fructose) into ethanol and can be summarised by 
this overall reaction equation: 
 
At the same time as this overall reaction proceeds, many other biochemical, chemical and 
physiochemical processes take place, making it possible to turn grape juice into wine.  
The fundamental process involved is glycolysis to form pyruvate that is then converted to 
ethanol in two steps. Carbon dioxide is released from pyruvate, which is converted to 
acetaldehyde. Acetaldehyde is subsequently reduced by NADH (nicotinamide adenine 
dinucleotide) to ethanol. Ethanol may also be converted to acetic acid by various enzymes 
in the presence of atmospheric oxygen. This is undesirable, as high concentrations of 
acetic acid gives wine a ‗vinegar‘ after taste [234]. 
Figure 3.6a shows the 
1
H NMR spectrum of the wine fermentation solution after 24 
hours; band assignments follows the earlier study by Clark et al. [218]. (Note that the 
square-root intensity scale is employed in the diagram for clarity because of the wide 
dynamic range of the peak intensities.) The spectrum is dominated by the fructose and 
glucose signals present in this early fermentation period, although the presence of ethanol 
and other fermentation products is clear. By day 10 most of the sugars have been 
converted to ethanol and this dominates the NMR spectrum shown in Figure 3.6b. A wide 
range of other molecular species present in the initial spectrum or developing during 
fermentation is clearly evident. 
 
 
C6H12O6 → 2 CH3CH2OH + 2 CO2 
 
Equation 3.1 
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Figure 3.6: The 1H NMR spectrum of a commercial red-wine fermentation at 
the end of (a) Day 1, and (b) Day 10. The intensity values are displayed on a 
square root axis for clarity.  
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The temporal relationship between the different species, i.e. their co-variation as the 
fermentation proceeds, can be difficult to assess directly from the original spectra and it is 
for visualisation of these relationships that 2D-correlation techniques were developed. 
The basis of 2D-correlation analysis lies in the production and interpretation of the so-
called synchronous and asynchronous matrices. Using the simulated spectral data, 
produced as described above, the synchronous and asynchronous matrix plots for the 
1
H 
NMR spectra over the first 26 days of the fermentation are shown in Figures 3.7a and 
3.7b respectively.  
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Figure 3.7: The (a) synchronous, and (b) asynchronous matrix plots of mean-centered 
1
H fermentation spectra recorded during the first 26 
days. An average spectrum (square-root intensity scale) is presented along each variable axis to aid identification of features. ( Red bands 
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The synchronous plot, Ф, Figure 3.6a, is symmetrical about the diagonal that represents 
the variance of each spectral variable during the time of measurement (days of 
fermentation). This diagonal has been referred to as the auto-spectrum and is always 
positive. The positive correlation between the ethanol signals at about 1.2 ppm (due to 
CH3) and around 3.6 ppm (CH2 protons) is clear, as is the negative correlation between 
these signals and those attributable to the fruit sugars, glucose and fructose. Relationships 
between many other molecular species are clearly shown.  
More information can be obtained on the trends of the compositional dynamics of the 
fermentation process from examining the asynchronous matrix, ψ, derived from applying 
equation that is displayed in Figure 3.6b. This matrix is anti-symmetric about its diagonal, 
with each half of the matrix being a reverse image of the other half, i.e. the absolute 
values are the same but their signs change across the diagonal, which is zero for all 
spectral variables. This relationship is directly due to the nature of the Hilbert-Noda 
matrix applied to the mean-centered data. The information contained in this diagram 
indicates not the correlation (covariance) between variables but the relative rate of change 
of variance for each pair of variables, and highlights features that are changing ‗out of 
phase‘ with one another. Figures 3.8a and 3.8b show detail from synchronous and 
asynchronous plots, examining only the region 3.2 – 4.2 ppm. Figure 3.7b shows the 
effect of variable line widths on the asynchronous matrix, in this case the mean centered 
spectral data has been smoothed and aligned but not synthesised to constant peak width. 
The difference between this and Figure 3.8c, where peaks are synthesised to constant 
width, clearly illustrates the severe interference effects due to randomly changing peak 
width values, as described earlier. 
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Figure 3.8: Detail from the (a) synchronous, and (b) the corresponding 
asynchronous plot from data not constrained to constant peak bandwidth , 
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The interpretation of both the synchronous and asynchronous plots is daunting with high-
resolution spectra such as the 
1
H data used here because of the detail in the plots. One 
means of extracting and highlighting this detail is to consider slices from the Ф and ψ 
matrices.  
This is illustrated in Figure 3.9 for several of the species present in the wine samples 
where a vertical slice down through each of the matrices is presented as a spectrum. 
Figure 3.9 (a) presents the slice derived from the fructose peak near 4.1 ppm and 
illustrates how the synchronous and asynchronous values of this feature relate to all other 
chemical shift values. It can be seen in the synchronous slice that, as expected, the change 
in fructose concentration as the fermentation proceeds correlates negatively with the 
change in concentration of ethanol, acetic acid and succinic acid, but shows positive 
correlation with alpha and beta glucose. For interpretation of the asynchronous data, 
reference should be made to Noda‘s rule, which states that for positively correlated pairs 
of variables the sign of an asynchronous cross peak becomes positive if the intensity 
change at a variable occurs predominantly before that at a second variable in the 
sequential order, and the sign becomes negative if the change at the first variable occurs 
predominantly later. This sign rule is reversed if the synchronous correlation intensity at 
the same coordinate is negative [18]. In the asynchronous slice for fructose there are 
positive values for ethanol which, given its negative correlation to this species, indicates 
that fructose is consumed at a slower rate than ethanol is formed. There is positive 
correlation with glucose (α- and β-glucose) but a negative asynchronous relationship, 
indicative of fructose being consumed at a slower rate than glucose. 
  
















Figure 3.9: Slices through the synchronous and asynchronous matrices provide detailed information regarding the relationship between sp ecies present 
in the analytical samples. 
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Figure 3.10: Changes in 
1
H NMR peak height (relative concentration) of some important species produced or consumed during wine fermentation.  
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The glucose synchronous slice, Fig 3.9(b) using the β-pyranose peak at about 4.65 ppm, 
is similar to that for fructose, but the asynchronous slice differs in relative relationships. 
Thus, there is negative correlation with ethanol and a positive correlation with fructose, 
but according to the asynchronous plot, glucose is consumed at a slightly faster rate than 
ethanol is produced and faster than fructose is being consumed. These observations are 
confirmed by the examination of the relative changes in peak height of the NMR peaks 
for the species as a function of fermentation time, shown in Figure 3.10. The faster rate of 
consumption of glucose compared with that of fructose is attributed to the different rates 
of diffusion of the sugars across the yeast cell membrane [235]. 
Finally, in Figure 3.9(c) the synchronous and asynchronous slices are presented for the 
3.65 ppm ethanol band. The inverse relationship between ethanol concentration and the 
concentrations of the sugars is evident.  
These results are in agreement with the previous reports of Clark et al. [218] and Wynne 
et al. [225]. 
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3.4 Conclusion 
The results reported here are not intended to expand directly on detailed knowledge of the 
fermentation process; however they do support pre-existing fermentation knowledge. 
Rather the aim was to use the fermentation study to serve as a real and complex example 
of generalised 2D NMR correlation spectroscopy, and highlight its ability to provide a 
detailed summary and overview of the relationship between the concentrations and rates 
of change of different species in the samples.  
During the analysis of dynamic 
1H NMR spectra ‗ghost‘ peaks can be observed in the 
two-dimensional asynchronous correlation plots, which are not an accurate representation 
of the process under study. ‗Ghost‘ peaks are predominantly misleading and contain no 
relevant information, simply being artifacts created by fluctuations in spectral variables, 
in particular changing peak-widths of spectral bands as a function of the dynamic (time) 
variable. Through the use of simulation models, the observed phenomenon was confirmed 
to be the result of minor changes in peak widths between successive spectra. Such 
variation in spectra is common in NMR and the artifacts are removed if spectra are 
synthesized with constant peak widths.  
With the increasing use and application of NMR techniques in both process and clinical 
trials analysis, generalised two-dimensional NMR correlation spectroscopy is likely to be 
extensively investigated and employed. The successful application of the technique will 
depend on the identification and elimination of spurious signals in the correlation maps 
and the results presented here illustrate a simple means of overcoming some of the 
problems. 
It was demonstrated that the synchronous matrix (Ф) is equivalent to the covariance 
matrix and hence highlights positively and negatively correlated spectral features. The 
asynchronous matrix (ψ), however, provides information regarding the relative and 
different rates of change of intensity of spectral features. Together, plots of these two 
matrices provide a useful diagrammatic summary of relative changes in samples over 
time. 
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Chapter 4 - Spectroscopic 
Correlation Analysis of NMR-Based 
Metabonomics in Exercise Science 
 
4.1 Introduction 
Holistic approaches to the spectroscopic studies of complex clinical fluids including their 
chemical analysis have become popular and widely employed. The efficient and effective 
interpretation of multidimensional spectroscopic data relies on many chemometric 
techniques and one such group of tools is represented by the so-called correlation analysis 
methods. Typical of these techniques are two-dimensional correlation analysis and 
statistical total correlation spectroscopy (STOCSY). Whilst the former has largely been 
applied to optical spectroscopic analysis, STOCSY was developed and has been applied 
almost exclusively to NMR metabonomic studies. In this chapter, human blood plasma 
samples, collected from subjects following vigorous exercise and ingestion of a controlled 
diet, have been investigated by 
1
H-NMR spectroscopy and the data subjected to STOCSY 
and generalised two-dimensional correlation analysis. Recently, Pederson et al. have 
reported the effects of glycogen-depleting exercise and subsequent carbohydrate and 
caffeine ingestion on rates of post-exercise muscle glycogen accumulation [236]. Plasma 
samples collected during a comparable study replicating the methods of Pedersen and co-
workers [236] are analysed here to illustrate the merits and features of two-dimensional 
correlation analysis and STOCSY to demonstrate the potential of 
1
H-NMR analysis in 
exercise biochemistry. 
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4.2 Theory 
The covariance matrix, Ф, as defined in Equation 2.3, also lies at the heart of STOCSY, 
which in addition makes use of the correlation coefficient matrix between spectral 
variables, R, Equation 2.4. The correlation coefficient between recorded spectra and the 
dependant variable, time, ρ(δ,t), can also be useful and is defined by 
 
Where 𝑿   represents the matrix of standardised (auto-scaled) spectral intensity values and 
𝒕  the standardised time variable. The values from a slice, R (δ1, δ), from the correlation 
coefficient matrix indicate the degree of correlation between the selected variable and all 
others and have been displayed by colour coding the correlation coefficient values and 
projecting these on the NMR spectrum or the covariance slice [237]. In this study, the 
correlation coefficient slices are displayed as separate plots for clarity alongside the 
covariance (synchronous and asynchronous) slice plots. 
Two-dimensional correlation analysis takes advantage of the multi-colinearity of the 
intensity variables in a set of NMR spectra to generate a pseudo-two-dimensional NMR 
spectrum that displays the correlation among the intensities of the various peaks across 
the whole spectrum. The methods are not limited to the usual connectivities that are 
deducible from more conventional techniques, but can also highlight molecules that are 
involved in the same pathway because of high biological covariance [238].  
 
  
𝜌(𝛿, 𝑡) =  𝑿 𝑇. 𝒕  Equation 4.1 
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The experimental protocol and sample acquisition used in the present study has been 
described in detail previously [236]. In brief, the evening before an experimental trial, 
endurance-trained subjects reported to the laboratory to perform a bout of intermittent 
exhaustive cycling. After this muscle glycogen-depleting ride, subjects were provided 
with a low-carbohydrate meal. Following ~10-hour overnight fasting, subjects reported to 
the laboratory the next morning and cycled until volitional fatigue at a power output 
corresponding to ~70% peak O2 uptake. Subjects consumed a total of 4 g carbohydrate/kg 
body mass during the 4-hour recovery period by ingesting carbohydrate at the cessation 
of exercise and again after 60, 120, and 180 min recovery. In addition, a total of 6 mg 
caffeine /kg body mass was administered in two equal doses immediately after exercise 
and after 2 h recovery. Blood samples (5 mL) were taken at rest, immediately following 
exercise, and at regular intervals (30, 60, 90, 120, 180, 240 min) during the 4-hour 
passive recovery. Samples of whole blood (5 mL) were placed into a tube containing 
fluoride EDTA, mixed, and centrifuged at 4,000 rpm for 8 min at 273K. The supernatant 
plasma samples were stored at 193K. 
4.3.2 Spectral analysis 
EDTA-plasma (300µL), prepared as described above, was added to 0.9% w/v saline 
solution 400µL, (30% D2O). Samples were then placed in 5mm NMR tubes (Wilmad, NJ, 
USA). CPMG spin echo [28] spectra, with pre-saturation of the water peak, were 
measured on a Varian 500 MHz NMR spectrometer using a 5mm inverse detection probe. 
Each spectrum was acquired over 128 transients with 32k data points, a spectrum width 
6492.5 Hz, acquisition time 1.99s and relaxation delay 6.00s (to ensure complete 
relaxation between transients). All spectra were manually phased and baseline corrected 
using MATNMR [125]. Peak assignments were based on those reported previously [118].  
The water and EDTA regions [239] were removed manually prior to aligning spectra and 
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further data analysis. All spectra were normalised to a constant integrated intensity of 100 
units. 
4.3.3 Data processing 
Data manipulation and analysis algorithms were implemented using Matlab (V7.4, 
Mathworks Inc., MA, USA), the PLS Toolbox (V 4.0.2 Eigenvector Research Inc. WA, 
USA) and in-house developed algorithms. 
In this study the spectra were aligned, smoothed and processed prior to multivariate 
analysis using the temporal structure within the data, as discussed previously in Chapter 
3. Briefly, spectra were aligned using selected spectral regions shifted to maximise 
correlation with identical segments from spectra obtained earlier. Following alignment 
each spectrum was smoothed using a 9-point quadratic Savitsky-Golay polynomial filter. 
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4.4 Results and discussion 
As might be expected, significant differences were observed comparing data from 
different subjects. These differences were commensurate with inter-individual variation in 
the circulating base metabolic substrate levels and differences in the individual response 
to exhaustive exercise and subsequent recovery. Accordingly results are presented with 
specific reference to data and observed trends associated with a single subject.  
Figure 4.1a illustrates the average processed 
1
H NMR spectrum of blood plasma from the 
subject. The peaks associated with major metabolites are identified [48]. Figure 4.1b 
illustrates the correlation coefficient vector, 𝜌(𝛿, 𝑡), from Equation 4.2, of the post-
exercise NMR spectra over time. The diagram is simplified by displaying only those 
NMR peaks with intensity values greater than 10% of maximum peak intensity and with 
absolute correlation coefficient values above 0.5. Amino acids valine (1.02ppm), alanine 
(1.44 ppm), lysine (1.46 ppm) and an unidentified metabolite (3.34ppm) have a positive 
relationship with recovery (time), whilst 3-hydroxybutyrate (1.17ppm), glutamine 
(2.36ppm), acetoacetate 2.20ppm), and other unidentified metabolites (3.4-3.9ppm), 
display negative correlation.  
These results are in general agreement with other independent studies [240, 241]. The 
region between 3.4 and 3.9ppm is complex and many of these peaks are attributable to 
glucose and amino acids [240, 241]. Since the isolated β-glucose peak at 4.61ppm 
displays low linear correlation with recovery time, it can be assumed that those peaks 
between 3.4 to 3.9ppm having strong negative correlation with recovery time are most 
likely due to amino acids rather than glucose.  
  















Figure 4.1: (a) Average pre-processed 500MHz 
1
H-NMR spectrum of human blood plasma. The resonance assignments are: [1] lipids, [2] 
valine/isoleucine, [3] 3-hydroxybutyrate, [4] lipid, [5] threanine, [6] lactate, [7] alanine, [8] lysine, [9] arginine/lysine, [10] proline, [11] 
glutamine, [12] acetoacetate, [13] 3-hydroxybutyrate/glutamine, [14] 2-oxoglutarate, [15] glucose/amino acids, [16] creatinine, [17] lactate, 
[18] β-glucose. (b) Graphical representation of the correlation vector of 1H-NMR resonances against post-exercise recovery time. 
Resonance assignments are as for Figure 1(a).  
 















Figure 4.2: (a) Synchronous, (b) correlation coefficient, and (c) asynchronous slices associated with the 4.61ppm β-glucose resonance. 
Resonance assignments are as for Figure 4.1(a). 
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Further information was obtained from the covariance maps of post-exercise NMR 
spectra. Figure 4.2 shows the synchronous, asynchronous, and correlation coefficient 
slices derived from the β-glucose peak at 4.61 ppm.  
Effective use of the correlation coefficient slice can present practical problems since, by 
definition, correlation coefficient indicates the degree of linear relationship between 
variables, independent of variable magnitude. Thus a complete correlation coefficient plot 
can be dominated by spurious and analytically meaningless high correlations with, for 
example, background signals of minor intensity. To overcome this and to focus attention 
on significant trends in the spectra, only those spectral features that are greater than 10% 
of maximum peak intensity and that also exhibit absolute correlation coefficient values 
greater than 0.5 are displayed. From the synchronous slice (Figure 4.2a), the change in 
glucose concentration during post-exercise recovery relates negatively with the 
concentration of lactate, ketones and amino acids. The correlation coefficient slice 
(Figure 4.2b) confirms the negative glucose-lactate, glucose-ketone and glucose-amino 
acid correlations. The similar behaviour of the methyl (1.31ppm) and methine (4.09ppm) 
protons of lactate helps to confirm the assignment of these resonance bands to lactate. 
Both slices also show positive correlation between the selected driver peak at 4.61ppm (β-
glucose) and the glucose signals between 3.5-3.9 ppm. 
The interpretation of the asynchronous data (Figure 4.2c) relies on applying ‗Noda‘s rule‘ 
[194] and provides information on the sequential order of change of species 
concentrations over the time period of observation. Briefly, for positively correlated pairs 
of variables the sign of an asynchronous peak is positive if the intensity change at a 
variable occurs before that of a second variable in the sequential order, and the sign 
becomes negative if the change at the first variable occurs later. This sign rule is reversed 
if the synchronous correlation intensity at the same coordinate is negative.  
In the asynchronous slice for glucose there are positive values for the ketones 
(acetoacetate and 3-hydroxybutyrate). Acetoacetate is negatively correlated to glucose 
(Figure 4.2b), indicating that the ketone is removed earlier than glucose appears. The 
synchronous, correlation coefficient, and asynchronous relationship between glucose and 
lactate are negative. This suggests that the appearance of glucose occurs earlier than that 
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of lactate in plasma during recovery from exhaustive exercise when carbohydrate is 
consumed.  
Using acetoacetate (2.2 ppm) as the driver peak, the synchronous and correlation 
coefficient slices (Figure 4.3) show a positive relationship with 3-hydroxybutyrate (a by-
product from acetoacetate), lactate and some amino acids, and a negative correlation with 
glucose. During high intensity exercise and high rates of fatty acid oxidation the liver 
generates large amounts of acetyl-CoA (Figure 4.5) that results in ketogenesis, with 
production of acetoacetate, 3-hydroxybutyrate, and acetone [242, 243]. Acetoacetate has 
been observed to rise to large concentrations as a result of exercising and fasting [242, 
243]. The asynchronous slice driven from acetoacetate shows a near-zero value for 3-
hydroxybutyrate indicating a similar order of change to that of acetoacetate.  
Finally, in Figure 4.4 the alanine (1.46 ppm) driven data is presented. Alanine exhibits 
positive correlation and synchronous values with lactate and negative correlation and 
synchronous values with glucose. This is not surprising given that both alanine and lactate 
can act as substrates in gluconeogenesis (Cori cycle and alanine cycle) [244]. In addition, 
the positive asynchronous relationship of both glucose and lactate with the alanine driver 
indicates that the change of glucose concentration in plasma is earlier than that of alanine, 
which in turn occurs earlier than lactate after exhaustive exercise. 
Exercise and nutrient ingestion represent potent stimuli which have the capacity to disrupt 
homeostasis and alter whole body metabolism. In the present study NMR-based spectra 
have been employed to provide novel data regarding the dynamic changes in plasma 
metabolite concentration in response to exercise to fatigue and nutrient provision during 
recovery in humans. There is a paucity of information relating to metabonomics in 




















Figure 4.3: (a) Synchronous, (b) correlation coefficient, and (c) asynchronous slices associated with the 2.20ppm acetoacetate resonan ce. 
Resonance assignments are as for Figure 4.1(a). 
 
















Figure 4.4: (a) Synchronous, (b) correlation coefficient, and (c) asynchronous slices associated with the 1.46ppm alanine resonance. 
Resonance assignments are as for Figure 4.1(a). 
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The schematic diagram shown in Figure 4.5 summarises important putative metabolic 
changes accompanying endurance exercise and may provide some rationale for the 
findings of this study. Three main biological processes can be identified: (1) Glucose is a 
primary energy source of muscle tissue and muscle glycogen is converted to glucose and 
consumed for energy during exercise. With extended exercise duration glucose is 
transported from the liver to muscle via the bloodstream to provide additional energy for 
muscle contraction. In contrast, lactate is a by-product of anaerobic metabolism and its 
plasma concentration increases following high-intensity exercise. Lactic acid can be used 
as substrate for energy in skeletal muscle or transported to the liver where it is re-cycled 
(Cori cycle) [243]. The relationship between glucose and lactic acid is well documented 
[243, 245]. (2) Exercise to exhaustion would be expected to release ketones into the blood 
to serve as a temporary and rapid form of muscle substrate [243, 246]. (3) Protein 
turnover (synthesis versus degradation) is a continuous process that is elevated 
during/after exercise and is characterised by changes in the rate of appearance and 
disappearance of amino acids in the bloodstream. Amino acids account for a relatively 
small percentage contribution of energy for contractile activity but dynamic changes in 
amino acid metabolism may be an important key to understanding regulation of metabolic 
adaptations during recovery from physical exertion [240].  
    





Figure 4.5: Summary of production and transport of some key metabolites in human plasma observable with 
1
H-NMR spectroscopy. 
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H-NMR spectroscopy is an effective technique for both metabolite fingerprinting 
and metabolite profiling applications in human blood plasma samples. The use of 
NMR spectral analysis and the development and implementation of consistent 
procedures and protocols for data collection and data processing will further 
enhance the use of the technique. In an early review of the application of NMR 
spectroscopy in human biochemical energetics, Two-dimensional correlation 
analysis techniques, including STOCSY, are based on the observed covariance 
between all pairs of NMR resonances. They provide visual summaries of the 
dynamic changes occurring in a series of spectra and can serve as valuable aids in 
interpreting complex NMR spectra providing information on intramolecular links 
as well as information on molecular biochemical pathways. NMR has much to 
offer as a source of biochemical information, and in this study human plasma 
samples taken during recovery from exercise have been examined. The 
simultaneous collection of data relating to a number of energy metabolites has 
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Chapter 5 - Hybrid Correlation 





H has been the most widely studied nucleus in NMR metabonomics by far [248-250], 
but there have also been many reports discussing the application of 
31
P-NMR [3, 6, 18, 
251]. Phosphate-containing compounds occupy a central role in the bioenergetics of 
living cells and are generally present at concentrations sufficiently high to be detected 
easily by NMR, given the relatively high sensitivity of the naturally abundant 
31
P nucleus 
[168, 247, 248].  Chemical shifts of 
31
P nuclei are dependent on their chemical 
environment and in the case of phosphate nuclei shifts are very sensitive to pH changes. 
This study reports the application of Gen2D 
31
P-NMR to monitor the effects of potassium 
phosphonate (Phi), KH2PO3, on Phytophthora.  
Phytophthora species are devastating plant pathogens, which threaten agriculture and 
plant diversity. The genus Phytophthora belong to the taxa oomycetes. Although many 
researchers still refer to oomycetes as ‗fungi‘, oomycetes are not fungi and belong to the 
Kingdom Chromalveolata, together with groups such as brown algae and diatoms [252]. 
Below is a table (Table 5.1) from Judelson and Blanco [252] which outlines some of the 
differences between oomycete ‗fungi‘ and true fungi.  
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Table 5.1:Major difference between oomycete ‗fungi‘ and true fungi. From [252] 
Feature Oomycete True fungi 
Hyphal architecture Aseptate and coenocytic tubular 
hyphae 
Either single cell or septated hyphae, 
with one or more nuclei per 
compartment 
Typical size of genome 50–250 Mb 10–40 Mb 
Major glucans in cells 
walls 
Cellulose (β-1,4-linked glucose),and 
β-1,3, and β-1,6-linkedglucose 
polymers 
Usually chitin (β-1,4-linked N-
acetylglucosamine)and/or chitosan 
(β-1,4-linked glucosamine),often with 
other β-1,3, and β-1,6 glucans 
Pigmentation Usually unpigmented Very common in hyphae or spores, or 
secreted 




None described Common (typically aromatic, 
heterocyclic 




Undesiccated, unicellular sporangia 
(multinucleate cells) 
Desiccated single or multicellular 
conidia(one nucleus per cell) 
Motile asexual spores Nearly universal, biflagellated 
zoospore 
Uncommon, only in chytrids, which 
are mono-flagellate 
Sexual spores Oospores, formed on the termini of 
specialized hyphae, each containing 
one viable zygotic nucleus 
Various types, often formed in large 
numbers within complex enclosures 
(for example, perithecia, mushroom 
caps and others) 
Major energy reserves 
used by spores 
Mycolaminarin and lipid, possibly 
polyphosphate 
Glycogen and trehalose, also sugar 
alcohols and lipid 
 
The unique biochemistry and physiology of these ―pseudo fungi‖ have rendered 
ineffective most means of control, including conventional fungicides. The phosphonate 
anion (Phi) is the active ingredient in a number of pest-control preparations which have 
been used to control many diseases caused by Phytophthora [253]. The mode of action is 
still not clear but given the similarity in structure of Phi and phosphate, it is considered 
likely that Phi affects the phosphate metabolism of phytophthora [254].  
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Figure 5.1 Chemical structure of (a) phosphonate (Phi) and (b) phosphate. 
 
This chapter reports on the use of in vivo 
31
P NMR to monitor changes in P-metabolites in 
Phytophthora palmivora, with and without the presence of phosphonate. The resolution 
of in vivo spectra is poorer than that of extracts [255], however in vivo NMR has the 
additional capacity to provide real time information on the environment/s in which 
specific metabolites are located and on changes in metabolite levels coinciding with 
specific cellular events. The technique offers a means of examining early changes taking 
place in the living micro-organism. 
A problem associated with in vivo NMR studies is the need to confine the organism for 
lengthy periods within a 10mm diameter NMR tube. The reasonable sample lifespan 
within the NMR tube is approximately 20 hours, due to rate of growth and the presence of 
a non-sterile environment. Phosphate and phosphonate are taken up by Phytophthora 
using the same biological transport mechanism, and phosphonate usually competes 
unsuccessfully with phosphate. A depleted-phosphate growth medium is therefore 
necessary to assure uptake of phosphonate [255], and zero-phosphate growth medium 
(ZPR) was used in these experiments to ensure rapid uptake of phosphonate into the 
mycelia [255]. The problems of oxygen supply and sustaining the Phytophthora organism 
within a 10mm NMR tube were overcome and detailed in the work of Fernanadez [253]. 
Hybrid correlation was applied to monitor metabolic changes in Phytophthora palmivora 
with and without the presence of phosphonate over 18 hour periods. Hybrid correlation 
theory offers greater attention to detail when comparing two dynamic data sets. Hybrid 
correlation produces two complementary contour plots, similar to Gen2D correlation, the 
synchronous and asynchronous matrices, and firm rules as to their interpretation have 
been documented [194, 256, 257] and are described in Chapter 2. However, hybrid 
(a) (b) 
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correlation plots are visually different from Gen-2D plots: hybrid maps are not 
symmetrical about the diagonal, nor do they contain ‗auto-correlation‘ peaks along the 
diagonal, though the fundamental concepts of synchronous and asynchronous usage 
remain intact. Noda notes briefly that interpretation of hybrid correlation plots are best 
done on an experimental basis as over-interpretation can be a concern [194].  
Hybrid correlation analysis was first proposed by Wu et al. [256]. Hybrid correlation 
analysis is useful when comparing two sets of data on the basis of similar perturbation but 
under different conditions [194]. Three types of hybrid 2D correlation spectroscopies are 
possible [256]: 
Type I. 2D correlation spectra are calculated by using two spectral data for the 
same sample obtained under two kinds of perturbations. 
Type II. 2D correlation spectra are constructed by using spectral variations 
measured under conjunct or related perturbations. 
Type III. 2D correlation spectra generated by using two independent spectral data 
obtained under the same perturbation but different conditions. 
In this study, time is the perturbation factor and the presence/absence of phosphonate the 
differing conditions (Type III from the list above). Hybrid correlation analysis allows for 
a sensitive, detailed analysis of changes in NMR spectra over the experimental time 
period, including the ability to analyse rates of change in correlated and uncorrelated 
phosphorus containing metabolites. In addition the analysis throws light onto the 
mechanism of some metabolite changes. For example it allows for the ability to monitor 
molecular cleavage and intermediary species, something that is rarely examined in 
metabonomic studies where only the control and end-point metabolite data sets are 
usually compared.  
This study represents the first reported multivariate analysis of a dynamic series of 
31
P 
spectra using correlation analysis to investigate and interpret the changes that are 
occurring in a living system. A traditional Gen2D analysis is used to test the feasibility of 
hybrid correlation analysis in metabonomic studies.  
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5.2 Experimental 
5.2.1 Sample preparation 
Phytophthora palmivora P376 was selected due to its sensitivity to phosphonate [254]. 
This strain originated from the Phytophthora culture collection at the University of 
California, Riverside, U.S.A.   
Mycelia were grown in 150mL of liquid Ribeiro‘s medium containing 0.1 mM phosphate 
in 500mL conical flask. Mycelia were propagated using V8 (Vegetable juice, Campbell 
Soup Company, USA) agar plates. Mycelia were then transferred to manganese-depleted 
Ribeiro‘s medium (ZPR) and the other ZPR contained 0.25mM phosphonate (ZPR+Phi). 
Mycelia were harvested at the end of a growth period of 4 days and were removed from 
the agar plugs [253]. 
5.2.2 NMR analysis 
Mycelium were placed into a 10mm O.D. NMR tube into which a small quantity of sterile 
boiling chips had been placed to aid dispersal of the perfusate. A reference capillary (in 
0.02M methylene diphosphonic acid in D2O) was placed alongside the mycelium. A 
perfusion system consisted of 1.30mm I.D. silicone tubing for inlet and 1.52mm I.D. 
tubing as an outlet, Figure 5.1. The lines were coupled to a peristaltic pump and perfusate 
was pumped in at a rate of approximately 1.5mL/min and pumped out at a rate of 
approximately 2mL/min. The NMR tube and perfusion system were held in place with a 
modified NMR tube cap and rubber seal from a 3.0mL plastic syringe plunger. The 
initially sterile perfusate consisted of either ZPR or ZPR plus 0.25mM phosphonate. For 
the first hour effluent was allowed to go to waste to flush any traces of residual original 
growth medium from the mycelium. After this period the system was set to recycle 
growth medium for the remainder of the experiment and 
31
P spectra were recorded every 
hour for 18 hours [253].  
All 
31
P NMR experiments were conducted on a Varian Inova 500MHz NMR 
spectrometer (
31
P operating frequency 202 MHz) at a temperature of 293K.  Spectra were 
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accumulated using 60° pulses and 0.5 sec relaxation delay and 1024 transients were 
collected over 60mins. Spectral width of 18186Hz was represented by 58194 data points. 
Raw data sets were processed using MatNMR [125]. All chemical shifts were referenced 
to methylene diphosphonic acid (0.02M in D2O) set at 18.84 ppm downfield from 85% 
(v/v) H3PO4 (0 ppm).  
 
 
5.1. Perfusion Apparatus as designed by Fernandez. From [253]. 
 
 
Chapter 5 – Hybrid Correlation NMR Analysis of Phosphorus in Phytophthora palmivora 
~ 114 ~ 
 
5.2.3 Data processing 
All data manipulation algorithms used to analyse the raw data sets conducted in-house 
using Matlab (V 7.4, MathworksInc., USA), and the PLS Toolbox (V 4.0.2 Eigenvector 
Research Inc. USA). 
In the work described here in-vivo studies were undertaken within the spectrometer over a 
timescale of 18 hours. In-vivo NMR experiments eliminate unwanted variations between 
spectra caused through the inserting and replacing of samples and alignment of spectra 
due to instrument drift effects was not necessary, as any peak shifts would be due to pH 
changes or biological activity. Normalisation of individual spectra was achieved by 
reference to the area of the internal standard peak (methylene diphosphonic acid). The 
recorded spectra, in the range -23ppm to 20ppm from each of the two experiments (with 
and without the presence of phosphonate), were assembled in to two data matrices, each 
of n rows (n = 18 ‗samples‘) and p columns, representing the 13,917 spectral variables 
describing a spectrum. 
5.2.3.1 Noise reduction 
High levels of spectral noise can complicate data analysis and noise reduction of the 
spectra was achieved by application of principal components analysis (PCA). The 
technique has been described by many workers and Jung has employed PCA de-noising 
for 2D correlation analysis of infrared data [258]. A data matrix, X, is considered to be 
the sum of an informationally significant component X* and a residual portion E 
consisting mainly of noise, 
 
𝑿 = 𝑪.𝑷𝑇 + 𝑬 = 𝑿∗ + 𝑬 Equation 5.1 
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Thus X* is expressed as a product of a score matrix C and a loading vector matrix P, with 
P
T
 representing the transpose of P, and X* is a noise-suppressed reconstructed data 
matrix of the original data X.  
 
The selection of the best or most appropriate number of components with which to 
produce X* can be achieved by visual examination of the loading vectors and the fraction 
of the variance contained in the reconstructed data matrix. In both experiments two 
components were selected. 
5.2.3.2 Hybrid correlation 
Hybrid correlation equations do not require data to be from the same experiment, samples 
or spectral techniques, as described in the general synchronous (Ф) and asynchronous (ψ) 
equations 5.3 and 5.4. 
 
Where 𝑿 1 and 𝑿 2 are usually mean centered data from two different spectroscopes and Ф 
and ψ are referred to as the hetero spectral correlation (hetero correlation) matrices. 
Employing a single type of spectroscopic measurement, e.g. NMR, with different samples 
(or similar samples under different conditions) gives rise to hybrid correlation analysis. 
Some examples of hybrid correlation are discussed by Noda and Ozaki [194]. 
𝑿∗ = 𝑪. 𝑷𝑇 Equation 5.2 
Ф = 𝑿 𝟏
𝑻. 𝑿 𝟐  Equation 5.3 
𝝋 = 𝑿 𝟏
𝑻. 𝑵.  𝑿 𝟐  Equation 5.4 
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Hybrid correlation analysis was applied here to the two experimental conditions defined 
by the environments ZPR and ZPR+Phi. 
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5.2.4 A model for hybrid correlation analysis 
To demonstrate the use of hybrid Gen2D and aid interpretation of the NMR results, two 
simple models were developed in order to explore hybrid 2D correlation Type III 
(differing conditions). Model 1 incorporates changes observed under one set of conditions 
(e.g. growth in zero-phosphate medium (ZPR)) and model 2 incorporates changes 
observed under a different set of conditions (e.g. growth in zero-phosphate medium and 
phosphonate (ZPR+Phi)). 
 
5.2.4.1 Model 1 
Model 1 is a dynamic model set, typical of results obtained from monitoring a reaction as 
a function of time. 
As described in Chapter 2, a simulated spectra matrix was generated as the sum of 
Lorentzian peaks defined by, 
 
Where x0(k), j0(x) and Γ(x) are, respectively, the maximum peak intensity, position of 
maximum peak intensity and peak width (expressed as full width at half peak height) of 
individual peaks, k = 1..4, are provided in Table 5.2 and 20 discrete spectra, each 
comprising 100 data points. This model was calculated using Matlab (v R2007b, 
Mathworks Inc., MA, USA) and the simulated spectra are shown in Figures 5.2 and 5.3. 
𝑥 𝑖, 𝑗 =  
𝑥0(𝑘)
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Figure 5.2: Discrete model data for model 1.  
 







B1,C1,D1 – Same rate 
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Table 5.2: Parameters of the simulated spectra (Figure 5.2) from Equation 5.5  
Code k x0(k) j0(k) Γ(k) 
A1 1 0.5 15 3 
B1 2 1×exp(-0.1  i) 40 3 
C1 3 1×exp(-0.1  i) 60 3 
D1 4 1×exp(-0.1  i) 75 3 
 
From Figures 5.2 and 5.3, peak A1 is not changing in intensity as a function of time whilst 
the intensities of peaks B1, C1, and D1 decrease in exactly the same manner. 
 
5.2.4.2 Model 2 (Experiment 2) 
Model 2 is also a dynamic model set, again typical of results obtained from monitoring a 
system as a function of time. 
Simulated spectra were generated as the sum of three Lorentzian peaks, as defined in 
Equation 5.5. The characteristics of the individual peaks, k = 1..4, are provided in Table 
5.3 and 20 dynamic spectra, each comprising 100 data points, were once again calculated 
using Matlab (v R2007b, Mathworks Inc., MA, USA). The simulated spectra are shown 
in Figures 5.4 and 5.5. 
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Figure 5.4: Dynamic model data for model 2.  
 








C2,D2 –Same rate 
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 Table 5.3: Parameters of the simulated spectra (Figure 5.4) from Equation 5.5 
Code k x0(k) j0(k) Γ(k) 
A2 1 1×(1-exp(-0.5  i)) 15 3 
B2 2 1×exp(-0.1  i) 40 3 
C2 3 1×exp(-0.15  i) 60 3 
D2 4 1×exp(-0.15  i) 75 3 
 
As illustrated in Figures 5.4 and 5.5, peak A2 increases in intensity as a function of time 
whilst the intensities of peaks B2, C2 and D2 decrease. C2 and D2 exhibit identical rates of 
change and their average rate of change is greater than that of B2. 
 
5.2.4.3 Hybrid correlation 
Contour hybrid plots of synchronous ( and asynchronous () produced from dynamic 
spectra are interpreted using the guidelines listed below. Traditional Gen2D synchronous 
and asynchronous rules of interpretation still apply, however; 
Synchronous hybrid guidelines 
The signs of diagonal Ф(δ1,δ1) and cross peaks Ф(δ1,δ2) in a synchronous 2D correlation 
determine the relative directions of the overall spectral intensity changes between 
experiments. 
A peak on the diagonal of a hybrid synchronous plot implies that the associated spectral 
intensities are changing in both experiments. If there is no diagonal peak present, nor 
corresponding cross peaks, then there is no spectral change at that frequency in either 
experiment. If a diagonal peak is not present but there is a corresponding cross (off-
diagonal) peak then this describes spectral changes occurring in only one experiment.  
 
Chapter 5 – Hybrid Correlation NMR Analysis of Phosphorus in Phytophthora palmivora 
~ 122 ~ 
 
Asynchronous hybrid guidelines 
If an asynchronous peak is present along the diagonal of the hybrid asynchronous plot 
then this implies that the sequential order of associated spectral intensities change 
differently in both experiments.  
For a particular frequency, if no diagonal peak is present in the asynchronous map but a 
diagonal peak is present in the synchronous map, then the spectral features associated 
with the asynchronous diagonal peak are occurring in the same sequential order in both 
experiments. 
Figure 5.6 shows the hybrid  and  maps from Models 1 and 2 (experiments 1 and 2) in 
Section 5.2.1 and 5.2.2 respectively. The hybrid map successfully highlights correlations 
between experiments under different conditions. 
 



























Figure5.6 The (a) synchronous () map and (b) asynchronous ( map from model described in the above Sections, 5.2.4.1 and 5.2.4.2. 
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Figure 5.6(a) is the hybrid synchronous,  map and its interpretation is discussed with 
the use of Noda‘s rules (Chapter 2) and the guidelines above. The  map still highlights 
the overall directions of the spectral intensity changes.  
The peaks on the diagonal of the hybrid  map no longer represent ‗auto-correlation‘ or 
power spectrum on the diagonal of standard Gen2D maps. Instead those peaks that do 
appear on the diagonal indicate changes that occur in both experiments. This means that 
peak B, for example, is changing in the same direction in both experiments, either 
increasing or decreasing during both observations.  
The positive cross peaks off the diagonal for peak B, for example, imply that the spectral 
intensities are changing in the same direction in both experiments.  
The absence of a diagonal peak at peak A can imply one of two possibilities: (1) there is 
no change in either experiment or (2) there is change in only one experiment (which is the 
case in these models).  
Cross peaks off peak A2 imply that the spectral intensities for A are changing only in 
experiment 2. The negative cross peaks off A2 indicate that the change is opposite to that 
showed by peaks B1, C1 and D1.  
Figure 5.6(b), the hybrid asynchronous ( map, has peaks present on the diagonal and, 
unlike asynchronous standard Gen2D maps, is not anti-symmetrical about the diagonal. 
Nevertheless, the  map still highlights features that are changing ‗out of phase‘ with one 
another. 
The  map, generated from models 1 and 2, contains two negative diagonal peaks at C 
and D. This indicates that there is, for example, a difference in sequential order between 
the two experiments for peak C. The sequential order of spectral intensity changes can 
still be determined using Noda‘s rules (Chapter 2), i.e. using Noda‘s rules, the opposite 
signs of the diagonal peaks at C (for example) in the  and  maps (i.e. positive peaks in 
the  map and negative in the  map), it can be deduced that for C the spectral intensity 
change in experiment 2 must occur before the change in experiment 1.  
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Applying the hybrid guidelines above, the absence of a diagonal peak in  maps for B 
coupled with the presence of  associated diagonal peak means that B is changing in the 
same sequential order in both experiments.  
On the other hand, the absence of diagonal peaks for A in both  and  maps combined 
with the presence of cross peaks off A2 in both  and  maps implies that A is not 
changing in experiment 1 but changing in experiment 2.    
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5.3 Results and discussion 
As a demonstration of the potential of hybrid correlation as an analytical tool in 
metabonomic studies, the effect of phosphonate on Phytophthora was examined using 
Gen2D, and changes in various metabolites were characterised and compared with the 
results gained from hybrid correlation analysis. 
Table 5.4 shows the phosphorus metabolites in this study that have been detected by 
31
P 
NMR and their associated biological function.  
Figure 5.7a presents the peak assignment of a 
31
P NMR spectrum from a typical 
Phytophthora palmivora sample at 0 hours. Peaks in the in-vivo spectra were assigned by 
reference to published chemical shifts [259]. Figure 5.7b is the experimental end-point 
(after 18 hours) and features the NMR spectrum of living Phytophthora mycelium 
perfused with zero phosphate liquid media (ZPR) or zero phosphate liquid media 
containing 0.25mM phosphonate (ZPR + Phi). The key metabolite changes (metabolites 
and chemical shifts are shown in Figure 5.7) arise predominantly from sugar phosphate/s 
(peak 1) and polyphosphate (poly-P), (peaks 8, 13, 14). It can be observed that sugar 
phosphates levels are increasing in the ZPR+Phi experiment over time and that poly-P 
levels are decreasing in both experiments. 
A negative aspect of correlation maps in general is that the absolute direction of the 
change in metabolite levels cannot be determined solely from the map i.e., the absolute 
increasing or decreasing over time. Through cross referencing our correlation plot results 
with experiment start and end-point information, such as the information contained in 
Figure 5.7, visual assessment of the direction of changes can be made. A simple method 
is to look for the primary change between experimental data sets and use that as a 
reference. Here, after 18 hours the middle poly-P signal in both ZPR and ZPR+Phi 
experimetns had decreased. Knowing the positive and negative correlations, cross peaks 
can then be assigned to the relative depletion or increase of a metabolite over time.  
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Table 5.4: Phosphorus metabolites from 
31
P NMR spectra, shown in figure 5.2 and associated biological function 
Phosphorus 
metabolite 
Peak number and chemical 
shift 
Chemical structure Typical biological 
function  
Sugar phosphates Peaks [1] 4.5ppm and [2] 4.9ppm 
Sugar phosphates. 
 
Used as an energy source. 
Free phosphate Peak [3] at 2.9ppm and Peak [4] 
at 1.4ppm (chemical shift depends 
on pH of environment). 
 
Essential nutrient. Can be 
used as a buffering agent; 
released by the hydrolysis 
of ATP and ADP. 
Phosphate di-
esters 














Peak [7] -4.7ppm peak [9] -
9.7ppm and peak [12] -18.5ppm 
are γ, α and β- phosphate of 
ATP/ADP respectively). Also 
Peak [10] -10.2ppm and [11] -
11.8ppm are related to NAD. 
 
Transport chemical energy 
within cells for metabolism. 
Is often referred to as the 
―unit of energy currency‖. 




Peak number and chemical 
shift (cont.) 
Chemical structure (cont.) Biological function (cont.) 
Polyphosphate   
(ploy-P) 
Peak [8] -7.4ppm is pyro-P and 
terminal poly-P, peak [13] -
20.2ppm and [14] -21.4ppm is 
penultimate and middle poly-P 
respectively. 
 
Storage of excess phosphate 
and a possible source of 
energy. 





Figure 5.7. (a)500MHz31P-NMR spectrum of P. Palmivora  at 0 hours. The resonance assignments are [1] & [2] sugar phosphate and phosphate mono-ester, [3] 
cytoplasmic phosphate, [4] external/vacuolar phosphate, [5] phosphate di -ester, [6] phosphate di-ester, [7] nucleotide tri-phosphate (NTP) / β-phosphate nucleotide 
di-phosphate (NDP), [8] terminal phosphate in pyro/polyphosphate (poly-P), [9] α-phosphate of NTP/NDP, [10] nucleotide di-phosphate glucose (NDPG)/adenine 
di-phosphate NAD, [11] NDPG, [12]  β-phosphate NTP, [13] penultimate phosphate group in polyphosphate (poly-P), [14] middle phosphate group in polyphosphate 
(poly-P). (b) displays the end point  spectra (after 18 hours) of both ZPR (black) and ZPR+Phi (red) samples. 
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5.3.1 Gen2D correlation analysis 
The following section discusses the application of Gen2D analysis to ZPR and 
ZPR+Phi experiments. 
ZPR experiment 
Figure 5.8a and Figure 5.8b display the synchronous and asynchronous Gen2D 
plots respectively for the ZPR experiments. The synchronous plot shows only 
positive correlations and these occur only between terminal, penultimate and 
middle poly-P signals. This indicates that terminal, penultimate and middle poly-P 
levels are changing in the same direction over time. Figure 5.7 shows that poly-P 
levels are actually decreasing over time.  
The asynchronous plot displays a correlation between poly-P and sugar 
phosphates; however there is no synchronous correlation between these 
metabolites so changes must be very small over time. The asynchronous map is 
seen to contain ghost peaks, as discussed in Chapter 3, these ghost peaks are 
caused by fluctuations in NMR peak width. In this experiment ghost peaks can be 
seen on the diagonal of poly-P and its associated cross peaks, however the cause 
is known to be from pH changes or changes in the mobility of poly-P occurring 
within samples over time [253]. As peak width changes reflect changes within the 
sample their presence is informative and hence the associated ghost peaks were 
not removed by peak synthesis (Chapter 3).   
The changes observed in the poly-P signals are not surprising. Poly-P is present in 
all species from each of the kingdoms of life [252]. So far poly-P has been 
reported to function as an energy source [260], a phosphate donor for sugars, a 
phosphate reserve [260], a substrate for glucokinase [261], a substrate for 
adenylatekinase [262], a buffer against pH stress [263], a counter-ion to 
neurtralise cationic species in vacuole [264], a component of specific membrane 
channel for DNA entry [265], and a regulator in response to environmental stress 
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[266]. It is hardly surprising that in the absence of external phosphate, poly-P 
levels decline as the organisms uses it as a source of phosphate.  
ZPR+Phi experiment 
Figure 5.9a and 5.9b show the synchronous and asynchronous maps for the 
ZPR+Phi experiment. The same positive synchronous correlations observed 
between poly-P signals in the ZPR experiment are present in the ZPR+Phi 
synchronous map.  
The synchronous plot also displays a negative correlation between all poly-P 
peaks and the sugar phosphate peaks. Conversely, the asynchronous plot displays 
a positive correlation between poly-P and sugar phosphates. Together these 
correlations indicate that sugar phosphate and poly-P levels are changing 
inversely with respect to one another, and that the sugar phosphates levels are 
changing at a faster rate.  
The observed accumulation of sugars phosphate when Phytophthora is exposed to 
phosphonate may throw light on the mode of action of phosphonate. Sugar 
phosphate is oxidized to synthesize ATP by glycolysis. The initial step in 
glycolysis is the addition of two phosphates to a glucose molecule at the expense 
of two ATP units, which results in glucose-6-phosphate and two ADP units. Sugar 
phosphate is then split into two 3 carbon molecules, which are then, through a 
series of other steps, converted into pyruvate. During these reactions electrons are 
transferred to the co-enzyme NAD+ to form NADH and ATP. Pyruvate is then 
further oxidized to yield a large net gain of ATP through the citric acid cycle and 
oxidative phosphorylation [267]. The increase in levels of sugar phosphates 
observed when Phytophthora is exposed to phosphonate could suggest that 
metabolic energy building blocks are available but cannot be processed. This 
might be a sign of phosphonate interfering with the normal energy functions of 
the organism [268].  
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The synchronous ZPR+Phi map (Figure 5.9a) shows positive correlations between 
terminal, penultimate and middle poly-P. This indicates that terminal, penultimate 
and middle poly-P levels are changing in the same direction over time, as was 
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Figure 5.8 (a) synchronous map of ZPR experiments and (b) 
asynchronous map of ZPR experiment. Red is a positive correlation 




Figure 5.9 (a) synchronous map of ZPR+Phi experiment and (b) 
asynchronous map of ZPR+Phi experiment. Red is a positive 
correlation and blue a negative correlation. 
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The asynchronous map (Figure 5.9b) again contains ghost peaks around poly-P. 
Once again this is caused by peak widths changes originating from changes to the 
mobility of poly-P or pH changes in the environment in the poly-P. A negative 
and positive cross-peak pair associated with poly-P shows correlated change 
within the poly-P molecule itself. The asynchronous correlation plot also 
describes the relative rate changes in intensities of terminal, middle and 
penultimate poly-P signals.  
All poly-P signals are decreasing in the ZPR+ Phi experiment. However the 
asynchronous correlation plot shows that decrease in middle and penultimate 
poly-P is occurring at a faster rate than terminal poly-P, as shown by the negative 
cross peak between terminal (-7.4 ppm) and the penultimate and middle phosphate 
groups (-20.2 and -21.4 ppm) in poly-P. This indicates that the poly-P molecules 












































































Figure 5.10 molecular cleavage of poly-P. The colours indicate the 
position of poly-P where green is middle poly-P, blue is penultimate 
poly-P and red is terminal poly-P. 
Cleavage of poly-P 
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Depending on the enzymes involved, poly-P molecules may be cleaved in two 
different ways: cleavage of phosphoanhydride bonds to produce phosphate may 
occur only at the ends of the polyphosphate chains or cleavage may also occur in 
the middle of the chains (Fig 5.10) with phosphates being released by end 
cleavage of the resulting chains.  Each ―middle cleavage‖ results in the production 
of more chains and thus a greater number of terminal phosphate groups without 
increasing the number of middle phosphate groups. Thus if the polyphosphate is 
being consumed via this mechanism, the signals from terminal phosphates in 
poly-P will decrease less rapidly than those from middle phosphates. If 
phosphates are taken only from the ends (i.e. without middle cleavage), then the 
proportions of terminal to middle phosphates will stay essentially constant until 
the chains are reduced to two or three phosphate units. 
A disturbance in poly-P usage, coupled with a rise in sugar levels was observed 
using Gen2D. The mode of action of phosphonate against Phytophthora may be 
linked to energy cycle disruptions [268]. 
The direct comparison of the ZPR and ZPR+Phi synchronous and asynchronous 
plots for both experiments can lead to erroneous conclusions, as Gen2D only 
looks at the correlation between variables not correlation between two 
independent data sets. Hybrid 2D correlation plots can be examined, extracting 
additional information by comparing the effects of two different conditions. 
Hybrid 2D has been used to compare and correlate variables between the two 
experiments, ZPR and ZPR+Phi.  
5.3.2 Hybrid correlation analysis 
Figure 5.11 and 5.12 display the hybrid synchronous and asynchronous 
correlation plots from the ZPR and ZPR+Phi experiments.  
Figure 5.11 displays the hybrid synchronous plot of the reaction of Phytophthora 
to ZPR and ZPR+Phi media over an 18 hour period. The positive hybrid 
synchronous cross-peaks and diagonal peaks seen between the poly-P terminal (-
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7.4 ppm), penultimate (-20.2 ppm) and middle (-21.4 ppm) spectral features 
indicates that poly-P signals in both the control (ZPR) and phosphonate 
(ZPR+Phi) systems are experiencing the same directional change over the 
experimental period. The observation that poly-P levels actually decrease in both 
control and phosphonate treated experiments is supported by previous literature 
[255]. 
The absence of a diagonal peak for sugar phosphates in the hybrid synchronous 
map can indicate one of two possibilities: either (1) that there is no change in this 
metabolite in either experiments or (2) that there is change in only in one 
experiment. The presence of negative cross peaks between terminal (-7.4 ppm), 
penultimate (-20.2 ppm) and middle (-21.4 ppm) phosphate groups in poly-P and 
the sugar phosphate peak at 4.9 ppm shows that there is only change in one 
experiment, ZPR+Phi. These negative cross peaks are associated with poly-P and 
indicate that the sugar phosphates are changing inversely with relation to poly-P, 
interpreted as an accumulation of sugar phosphate occurring alongside depletion 
in poly-P, supported by the results shown in section 5.3.1. As previously 
discussed, sugar phosphates appear to be pooling in the organism and are not 
being consumed normally in the energy cycle, whilst poly-P molecules are being 
cleaved and consumed. All other metabolites present remain steady and 
experience similar rates of change between the zero and high phosphonate 
conditions. 
Figure 5.12 displays the asynchronous hybrid correlation plot. The asynchronous 
plot is difficult to interpret, owing to the large amount information present. Only 
peaks present in the synchronous hybrid map will be considered for evaluation in 
the asynchronous map, as other resulting peaks may result from noise or minor 
fluctuations [194]. 
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Figure 5.11 The hybrid synchronous matrix from ZPR and ZPR+Phi 
samples The x axis is from the ZPR+Phi spectrum, and the y axis is 
from the ZPR spectrum. Red is a positive correlation and blue a 
negative. 
 
Figure 5.12 Hybrid asynchronous matrix from ZPR and ZPR+Phi 
samples. The x axis is from the ZPR+Phi spectrum, and the y axis is 
from the ZPR spectrum. Red is a positive correlation and blue a 
negative. 
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The Hybrid correlation maps (Figure 5.11 and Figure 5.12) shows all three poly-P 
signal are decreasing in both experiments, but the decrease for all three poly-P 
peaks is occurring at a slower rate in ZPR+Phi medium, as shown by the 
asynchronous negative cross peaks between the three. The rate of change is slower 
in the ZPR+Phi. The poly-P molecular cleavage noted originally in the Gen2D 
analysis cannot be interpreted. Figure 5.13 shows a conventional graph of poly-P 
peak intensities vs. time and suggest that poly-P in the ZPR experiment decreases 
at a faster rate than the poly-P in the ZPR+Phi media.  
 
 
Figure 5.13 poly-P peaks intensities vs. time 
 
Figure 5.14 illustrates changes in sugar phosphate peak intensity over time. The 
hybrid asynchronous plot shows a negative correlation on the sugar phosphate 
cross peaks, however a negative peak exists at the same co-ordinates in the hybrid 
synchronous plot which indicates that sugar phosphates are changing at a faster 
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rate in the ZPR+Phi experiment. This supports the initial findings from Figure 
5.13.  
In Figure 5.14, both control (ZPR) and phosphonate treated experiments, sugar 
phosphate show an initial decline possibly associated with the stress due to 
confinement in the NMR tube [268]. The ZPR+Phi experiment shows sugar 
phosphate levels rapidly decline followed by a steady increase. This information 
cannot be derived from the hybrid asynchronous plot.  
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5.4 Conclusion 
The NMR in vivo study of Phytophthora identified key changes in metabolite 
behavior when the organism was exposed to phosphonate. Various metabolic 
changes were observed: poly-P levels decreased in both experiments which is 
probably due to the lack of external phosphate rather than specific effect of 
phosphonate. However, in the phosphonate experiment the levels of terminal 
poly-P phosphorus fell less than those of middle poly-P phosphorus, indicating a 
change in average chain length and suggesting cleavage in the middle of the chain 
as well as at the ends. In the phosphonate experiment levels increased indicating 
some disruption involving glycolysis. 
This is the first reported application of Hybrid Gen2D NMR correlation, and has 
illustrated its potential as a useful analytical tool for observing metabolic changes 
and interactions. However, asynchronous hybrid correlation plots can be 
misleading and it is recommended to obtain qualitative information from the 
asynchronous Gen2D plots instead.  
The exact metabolic pathways of Phytophthora affected by phosphonate uptake 
still remain ambiguous, as does the effect of phosphonate on organism enzymatic 
response, though future experiments will no doubt help to provide a more holistic 
understanding of the rate of phosphonate in the control of Phytophthora. 
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Chapter 6 - 
1
H NMR Metabonomic 




It has been well established that fish exposed to 17β-estradiol have increased vitellogenin 
(Vtg) levels, a phospholipoglycoprotein that is expressed in female fish and not normally 
present in male fish. Vtg is normally synthesised by the liver in female egg-laying 
vertebrates in response to estrogen and is sequestered by developing oocytes and stored as 
yolk to act as a nutrient reserve for the subsequent development of the embryo. Male fish 
do have the Vtg gene and exposure to estrogenic endocrine disrupting chemicals (EDC‘s), 
such as those from effluents released from sewerage treatment plants, can trigger its 
expression, resulting in detectable concentrations of Vtg in the blood plasma [269]. 
Hence, the presence of Vtg in male fish has been used as a biomarker of exposure to 
estrogenic EDCs. 
Karakach et al. recently commented that despite extensive studies on fish response to 
acute and long-term stressors, the mechanism and consequences of metabolic changes in 
fish exposed to chronic stress are poorly characterised [270]. They also commented that, 
despite the fact that classical methods of measuring fish response to stressors may 
overlook a broad range or organism metabolic responses, the methods remain largely 
unchanged. Metabonomics would therefore seem to be capable of offering significant 
benefits for the study of physiological responses in fish exposed to external stressors, 
enabling the measurement of changes in metabolic profiles. 
There have been few publications on marine and fresh water fish metabonomic studies. 
These publications have confirmed the potential benefits of using NMR to investigate 
metabolite changes, and the results obtained were consistent with current knowledge of 
fish biochemistry. In a study by Samuelsson et al. [271] rainbow trout were used to 
Chapter 6 – 1H NMR Metabonomic Studies of Black Bream Exposed to 17β-estradiol 
~ 142 ~ 
 
explore the value of NMR metabonomics. They compared blood plasma and plasma lipid 
extracts from rainbow trout exposed to the synthetic contraceptive estrogen 
ethinylestradiol (EE2) with plasma from control fish. It was shown that the main affected 
metabolites were vitellogenin, alanine, phospholipids and cholesterol. Karakach et al. 
[270] conducted a metabonomic study on the response of Atlantic salmon to long-tem 
handling stress using 
1
H NMR and ultra high performance liquid chromatography-mass 
spectroscopy (UPLC-MS). NMR data indicated differences in metabolic profiles due to 
increased levels of phosphatidyl choline, lactate, carbohydrates, alanine, valine and 
trimethylamine-N-oxide, and decreases in concentrations of low density lipoproteins, 
very low density lipoproteins, and lipids. In a 
1
H NMR study by Solanky et al. [272], 
Atlantic salmon exposed to the bacterium Salmonicida presented spectral differences due 
to modification in the lipoprotein profile and choline-based residues, with minor changes 
in carbohydrates, glycerol, trimethylamine-N-oxide and betaine. It was proposed that 
these changes could be used to determine the health status of salmon.  
Other NMR based metabonomic studies on fish have included oil contaminants [251, 
273].  In a more recent study, Savorani et al. investigated gilthead sea bream from three 
different aquaculture systems using a 
1
H NMR metabonomics approach. Using Principal 
Component Analysis (PCA) they were able to distinguish differences in fish metabolism 
due to different aquaculture systems. Key biomarkers were determined to be glycogen (a 
stress indicator), histidine, alanine, glycine, and betaine. It could also determine whether a 
fish was stored in a freezer before analysis through a robust biomarker, revealed to be 
isoline [274]. 
The work reported here involves analysis of plasma samples from adult Black Bream 
exposed to a high dose of the potent estrogen 17β-estradiol, using 1H NMR spectroscopy. 
Exposure to estrogens in Black Bream has been shown by King et al. to induce the yolk 
protein precursor vitellogenin [275]. This work extends that of King et al. and represents 
the first study of metabolic profiles in Black Bream. Cluster analysis, Principal 
component analysis (PCA) and STOCSY have been used to show and explain differences 
in the metabolic profiles and suggest possible biomarkers for estrogen exposure.  
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6.2 Experimental 
This study was conducted in collaboration with the department of Biotechnology and 
Environmental Biology, RMIT university, and details of the fish samples, their breeding 
and sample collection, have been provided by Hassel [276]. 
6.2.1 Samples 
Briefly, adult Black Bream were maintained in 2000 L plastic tanks in a flow-through 
system (average flow rate 180 l/h). Aeration was provided and filtered seawater was 
sourced from the Bass Strait. All experimental tanks were cleaned daily.  The mean water 
temperature throughout the experimental period was 20.3 ±1.0
o
C.  All fish were held in 
the facility for at least 12 months prior to experimentation.  Fish were anaesthetised in 30 
mg/l AQUI-S® (Crop & Food Research, Lower Hutt, New Zealand) and following 
handling procedures, were transferred to a recovery tub (100 L) and allowed to recover 
for approximately 15 minutes before being transferred back to their holding tanks. 
Vitellogenin induction 
To induce Vtg synthesis, a random sample of eleven fish were anaesthetized and then 
injected intraperitoneally with 5 mg kg
-1
 body weight of 17β-estradiol (Sigma-Aldrich, 
Australia) dissolved in corn oil (E2-treatment). The sex of the fish could not be 
determined by external appearance, so it was not until the fish were dissected that the sex 
was confirmed. In total, seven males (441.6 ± 35.0 g) and four females (433.3 ± 58.3 g) 
were used. For the procedural control, four males (287.0 ±26.6 g) and three females 
(731.0 ± 255.6 g) were anaesthetised then injected intraperitoneally with an equivalent 
volume of corn oil only (control-treatment). 
Blood collection 
Ninety-six hours after injection, blood was collected from the caudal vein using 
heparinised syringes.  The plasma was separated by centrifugation at 5000 rpm for 10 min 
at 4
o
C, snap frozen in liquid nitrogen, and then stored at -80
o
C until analysis.    
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6.2.2 NMR analysis 
Plasma (300µL), prepared as described above, was added to 400µL of 0.9% saline 
solution (30% D2O). Samples were then placed in 5mm NMR tubes (Wilmad, NJ, USA). 
CPMG spin echo [120] spectra, with pre-saturation of the water peak, were measured on a 
Varian 500 MHz NMR spectrometer using a 5mm inverse detection probe. Each 
spectrum was acquired over 128 transients with 32k data points, a spectrum width 6492.5 
Hz, acquisition time 1.99s and relaxation delay 6.00s (to ensure complete relaxation 
between transients). All spectra were manually phased and baseline corrected using 
MATNMR [125]. The water region was removed manually prior to aligning spectra and 
further data analysis. All spectra were normalised to a constant total integrated intensity 
of 100 units.  
6.2.3 Data processing 
Data manipulation and analysis algorithms were implemented using Matlab (V7.4, 
Mathworks Inc., MA, USA), the PLS Toolbox (V 4.0.2 Eigenvector Research Inc. WA, 
USA) and in-house developed algorithms. 
Cluster analysis 
Prior to cluster analysis spectra were aligned using the temporal structure within the data, 
as discussed previously in Chapter 3. Briefly, spectra were aligned using selected spectral 
regions shifted to maximise correlation with identical segments from spectra recorded 
earlier.  
Cluster analysis is a classical method for displaying similarity within samples. As 
discussed in Chapter 2, cluster analysis usually uses a distance matrix and a linkage 
method to measure the similarity between objects or samples, most commonly 
represented as a dendrogram.  
Euclidean distance and the average linkage method were employed in the cluster analysis 
of 
1
H NMR metabolites in Black Bream. 
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Principal component analysis 
The effects of spectral alignment vs. binning on Principal Component Analysis (PCA) 
results were explored. Spectral alignment was conducted using selected spectral regions 
shifted to maximise correlation with identical segments from previously recorded spectra 
(Chapter 3). PCA was performed on the covariance data matrix (𝑿 ) derived from the 
aligned NMR data matrix of 19 by 7980 (samples by variables). 
Binning was performed using a 0.04ppm integral width which has been standard practice 
within metabonomics literature [277]. PCA was performed on the covariance (𝑿 ) of the 
binned NMR data matrix of 19 by 239 (samples by variables).  
PCA is a commonly employed chemometric tool that builds linear multivariate models of 
complex data sets. PCA can be used for over-viewing relationships or ‗groupings‘ within 
multivariate data. PCA reduces the dimensionality of data, while at the same time 
accounting for as much of the variation in the original data as possible. PCA transforms 
data to a new set of coordinates or variables, the principal components (PC‘s) that are 
linear combinations of the original variables. This is done by rotating and transforming 
the original variables‘ axes so that the new axes lie along the direction of maximum 
variance of the data. Interpreting and understanding of the data can be gained by 
examining the observations in the new factor space [129, 186].  
PC‘s are orthogonal (uncorrelated) and are composed of so-called scores (C) and loadings 
(P). In NMR, loadings will contain information about the spectral variables (chemical 
shifts) while the scores hold information on the amount or importance of the loading 
vector in the sample set. Noise in the data is described in the residual (E). PC‘s are 
defined by [129, 186] 
 
𝑿 = 𝑪. 𝑷𝑇 + 𝑬 
 
Equation 6.1 
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The first principal component has the largest variance (eigenvalue), and the variances 
decrease with increasing principal component number. For many data sets the plot of 
percentage variances versus PCA scores shows a steep descent because most of the 
variance is covered by the first few principal components, such a plot is referred to as a 
Scree plot. PCA components with small variances may only reflect noise in the data [129, 
186]. 
Statistical total correlation spectroscopy 
Statistical TOtal Correlation SpectroscopY (STOCSY) is a visual data exploration 
technique prevalent in NMR analysis. The principles underlying STOCSY have already 
been discussed in Chapter 2.  
In this study, STOCSY analysis was employed to overlay a colour scale, representing the 
squared correlation coefficients between a chosen peak (commonly termed the ‗driver 
peak‘) and all others in the spectrum, onto an average NMR spectrum. 
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6.3 Results and discussion 
Averaged plasma 
1
H NMR spectra for a control and 17-β estradiol exposed fish are 
shown in Figure 6.1. Identification of the key metabolites, labeled in Figure 6.1, was 
based on previously published data [272] and shown in Table 6.1 with the associated 
biological function(s). The spectral profile variations were observed to be mainly related 
to changes in the lipid profile including very low density lipids (VLDL), low density 
lipids (LDL) and O-phosphocholine. 
Figure 6.2 is a schematic diagram of the Black Bream metabolic response to estradiol, 
constructed from previous studies [278]. Literature has established that estradiol exposure 
creates a physiological response wherein the liver produces vitellogenin and releases it 
into the blood stream. This diagram provides an easy visual guide to changes occurring in 
a Black Bream exposed to estrogen and highlights the blood plasma metabolites that can 
be monitored by 
1
H NMR.  
Table 6.1: Key metabolites from 
1
H NMR spectra, shown in Figure 6.1 and biological function 
associated. Where s: singlet; d: doublet; t:  triplet; q: quartet; m: multiplet.  
Metabolite Chemical shift 
(ppm) 
Biological function  
[1] O-phosphocholine 3.25 (s) Cell membranes produced by biosynthesis of 
acetylcholine, and phosphotidylcholine 
[2] Lactate 1.34 (d), 4.12 (q) Energy homeostasis, indicator of stress produced by 
anaerobic energy metabolism 
[3] Low density 
lipoproteins (LDL) 
0.84 (m), 1.25 (m) Transports cholesterol and triglycerides from the 
liver to tissues. 
[4] Very low density 
lipoproteins (VLDL) 
0.84 (t), 1.25 (m) Produced in the liver from cholesterol and is 
converted in the blood stream to LDL. 
[5] Carbohydrates 3.2-3.9 Energetic homeostasis produced by glycolysis 
[6] Alanine 1.46 (d) Plays a key role in glucose-alanine cycle between 
tissues and liver. 
[7] Lipid 0.93 (m), 2.00 (m), 
2.69 (m), 2.72 (m), 
5.20 (m) 
Lipid transport, bile, energy storage produced by 
fatty acid metabolism  
[8] Trimethylamine-N-
oxide (TMAO)/Betaine 
3.27 (s) Molecular chaperone, and osmolyte by the 
methylamine pathway 
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Figure 6.2: Schematic diagram of the Black Bream metabolic response to estradiol and observed 
1
H NMR blood plasma metabolites.
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Although some differences between spectra of plasma from control and doped Black 
Bream fish are evident from visual examination (notably the significant change in O-
phosphocholine concentration), cluster analysis, PCA and STOCSY were undertaken to 
obtain a more complete comparison.  
6.3.1 Cluster analysis 
Figure 6.3 shows the results of a cluster analysis of Black Bream 
1
H NMR data. The 
Euclidean distance was used in conjunction with an average linkage technique, depicted 
pictorially as a dendrogram. 
 
 
Figure 6.3: A dendrogram from 
1
H NMR Black Bream data. Where M and F 
represent male and female (respectively) of the fish at the start of the 
experiment; M and F represent male and female (respectively) fish after 
injected with corn oil; and M and F represent male and female (respectively) 
fish after injected with 17β-estradiol 
M F M M M F M F M M F F M F M M M F F 
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Figure 6.3 displays two distinct groups, one containing samples that were from the 
control group (those that were injected with corn oil and all fish at the start of the 
experiment- Green) and those injected with 17β estradiol (Pink). All fish exposed to 
estradiol were successfully grouped. Cluster analysis provides a simple and rapid means 
of grouping samples, though offers no explanation as to why groups are occurring. In 
order to better understand the metabolites responsible for forming the two groups, PCA 
results were examined. 
6.3.2 Principal component analysis 
To characterize the changes observed in the 
1
H NMR spectra of Black Bream blood 
plasma after exposure to 17β-estradiol, PCA analysis was conducted on both aligned and 
binned spectra. 
Alignment results 
Most of the spectral variance (information) could be accounted for in the first two 
principal components, as seen by the scree plot Figure 6.4, where the variance for PC1 is 
54.17% and PC2 is 17.76%. 
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Figure 6.4: Scree plots from PCA 
 
The scatter plot using PC1 and PC2, Figure 6.5, shows that the control and experimental 
groups separated. Separation was determined to be due to changes in the choline and 
TMAO peaks at 3.25 and 3.27 ppm respectively, and fluctuations in the lipid region 
between 0.84 and 1.25 ppm, as shown by the loading plots Figure 6.6a and Figure 6.6b. 
These changes are responsible for PC1 and PC2 (from Figure 6.2) describing ~72% of the 
data variance. The TMAO peak is difficult to distinguish and overlaps with choline; its 
presence at 3.27 ppm was previously determined by supplementation of authentic TMAO 
compounds in Atlantic salmon by Solanky et al [272]. Choline is seen to be very 
concentrated in the control plasma and quite low in the experimental group. TMAO has a 
slight increase in the experimental samples. Vitellogenin is known to occur in fish 
exposed to 17-β estradiol though was not observed directly in regular 1H NMR 
spectroscopy in this or other studies [271]. However, Vtg presence was confirmed by a 
competitive enzyme-linked immunosorbent assay (ELISA) [276]. Samuelsson et al. 
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hypothesized that the resonances in the 
1
H NMR lipid region were precursors to Vtg. This 
identification was accomplished by selective precipitation of Vtg from plasma using 
ETDA/MgCl2 and cross referenced against lipid resonances [271]. 
 
 
Figure 6.5: The scores plot from PCA (preprocessed: alignment)  where M 
and F represent male and female (respectively) of the fish at the start of the 
experiment; M and F represent male and female (respectively) fish after 
injected with corn oil; and M and F represent male and female (respectively) 
fish after injected with 17β-estradiol 
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Figure 6.6: (a) The loading plot from PC1 and (b) the loading plot from PC2.  
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The relationship between choline, lipids and their changes due to estrogenic exposure and 
hence vitellogenin production are linked to the metabolic process of vitellogeninesis. 
Vitellogenesis involves the incorporation of vitellogenin proteins, lipids and vitamins by 
oocytes and their processing into yolk proteins. During this process ovarian follicle 
enlargement occurs and large quantities of lipids and yolk proteins are taken from plasma. 
At the end of the process the oocyte is ready to undergo fertilisation and contains 
maternal mRNAs, proteins, lipids, carbohydrate, vitamins and hormones that are 
important for the proper development of the embryo [279]. Choline is a quaternary amine, 
a normal part of an aquatic or mammalian diet and is a versatile building block for an 
array of lipids. Choline is phosphorylated via the Kennedy pathway [267] and is 
biosynthesised into a variety of choline phospholipids (LDL‘s) which are known to be 
required for the build up and maintenance of cell walls [280]. In an experiment conducted 
by Taki et al, 
3
H-choline was labelled and incubated into coelomocytes which then 
produced phospholipids of which phosphatidylcholine (PC) was the most concentrated 
with the incorporated markers [281]. Dhainaut et al, conducted a similar experiment using 
radioactive labeling of choline and noted that of the lipids and metabolites observed to 
contain the marked choline vitellogenin amounted for 4%, however a large labeled 
amount of lipid was observed to accumulate in oocytes, especially the Golgi apparatus 
[282]. Therefore the observed drop in plasma choline concentration, as well as changes in 
1
H NMR lipid region, may be a result of the synthesis and incorporation of phospholipids 
for oocyte development incurred by vitellogenesis. 
TMAO and betaine in plasma are usually found in marine animals and seen in freshwater 
fish as a response to osmotic changes, i.e. saltwater conditions. TMAO and Betaine is 
believed to be one of many osmotic regulators employed by marine creatures [283] and 
both are biosynthesised from choline [284]. TMAO has also gained interest as a so called 
‗chaperone‘ chemical, and is reported to stop the denaturing of proteins induced by urea 
[285, 286]. The slightly heightened concentration of TMAO and betaine in fish exposed 
to 17β-estrodiol may be a metabolic response to protect Vtg proteins in the plasma during 
transport or to regulate intracellular oocyte osmotic pressure during growth [278].  
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Other plasma metabolites (Table 6.1) showing concentration changes in response to 17-β 
estradiol included lactate and amino acids alanine and valine. These metabolites are 
important precursors for glucose formation through gluconeogensis [278]. Changes of 
these metabolites suggest that gluconeogensis was being stimulated by 17-β estradiol 
exposure. Another obvious change observed in the metabolic profiles of the exposed fish 
was a change in peak multiplicity in the chemical shift range 3.5-3.9 ppm, consistent with 
the presence of carbohydrates. This change supports previous knowledge about the 
relationship between glucose concentrations and the physiological response of the fish to 
stress [278].  
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Binning results 
It was observed during preprocessing that if data was binned rather than using the 
correlation segmentation alignment approach described in the experimental section, the 
TMAO/betaine peak was merged into the choline peak, as shown in the average binned 
spectra Figure 6.7. This highlights the main disadvantage of binning; the employment of 
non-flexible boundaries. The complexity of issues associated with binning have been 
discussed elsewhere [3] and these problems have lead researchers to use the alternative 





H NMR average spectrum of Black Bream from ‗binning‘  
 
Interestingly, when using the binned data, the PCA results still showed separation 
between control and estradiol groups, as shown in Figure 6.8.  
TMAO/Betaine overlapped with choline 
due to the binning process. 
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Figure 6.8: The scores plot from PCA (preprocessed: binning) where M and 
F represent male and female (respectively) of the fish at the start of the 
experiment; where M and F represent male and female (respectively) fish 
after injected with corn oil; and where M and F represent male and female 
(respectively) fish after injected with 17β-estradiol 
 
The percentage variance of the PCs from the binned data was similar to that of the aligned 
data. The two groups that represent the control and exposed fish are closer together in the 
binned example. A lack of a large sample set means that it cannot be presumed that 
separation was as good as the aligned data set, as the two groups separating in the binning 
data have the potential to merge if more samples were used.  
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6.3.3 STOCSY 
STOCSY analysis was conducted in order to observe if any useful information could be 
derived from correlated metabolic interactions, and hence, metabolite involvements 
within the same biochemical pathways. Two metabolites were chosen to feature as driver 
peaks, O-phosphocholine and TMAO. Both were chosen based on their influence on the 
PCA scores.  
Figure 6.9 is the STOCSY results using O-phosphocholine as the driver peak. It can be 
seen that the highest correlation between O-phosphocholine (besides with itself) and other 
metabolites include LDL, VLDL and lipids. This supports discussions made in the 
previous Section (6.3.2) as to the effect of estradiol on vitellogenin production and the 
invocation of fish vitellogenesis which prompts physiological changes in lipid 
development and production.  
 
Figure 6.9: STOCSY analysis of 
1
H NMR Black Bream plasma using O-
phosphocholine as the driver peak  
r
2 
Driver peak  
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Figure 6.10 displays the 
1
H NMR STOCSY analysis of Black Bream plasma using 
TMAO as the driver peak. TMAO has no strong correlation with any other metabolite. 
From this information TMAO is not involved in any blood plasma biochemical pathways 
observable by 
1
H NMR.    
 
Figure 6.10: STOCSY analysis of 
1
H NMR Black Bream Plasma using 
TMAO as the driver peak  
 
TMAO was also of interest because of the peak merging issue observed between binned 
data and aligned data. Because TMAO is not correlated with any other observed 
metabolites, the effect of its merging with O-phosphocholine in binned data is not 
problematic. TMAO was seen to be influencing group separation using aligned data and 
PCA, however its merging with the O-phosphocholine in the binned data did not have a 
dramatic effect on PCA groupings. The STOCSY analysis suggested that, because 
TMAO does not influence or is influenced by other metabolite levels, O-phosphocholine 
r
2 
Driver peak  
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is responsible for creating the PCA groups, and is the primary metabolic change occurring 
in Black Bream exposed to 17-β estradiol.   
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H-NMR sampling was successful in determining metabolite 
changes in Black Bream fish exposed to a high dose of 17-β estradiol. PCA was 
able to process these changes and separate out the two groups of fish, those that 
had been exposed and the control. Group separation was based on changes in O-
phosphocholine, which can be considered a possible biomarker for exposure to 
endocrine disrupting chemicals. This identification was concluded without 
actually being able to see vitellogenein or 17-β estradiol in blood plasma.  
Whilst the exact mechanism of each metabolic change observed is still unknown, 
by building on established knowledge of fish biochemistry and physiology it was 
possible to offer an explanation as to the observed metabolic profile changes. 17-β 
estradiol acts as a precursor to vitellgenin, which in turn promotes the onset of the 
biological process vitellogenesis, in which LDL and phospholipids accumulate in 
sex organs to begin oocyte production. Choline changes are hypothesized to occur 
from the selective generation of lipid for vitellognesis. TMAO/betaine presence 
remains a mystery, though the explanation of its use as a chaperone chemical to 
stop the denaturing of transported proteins, as well as its use as an osmoregulatory 
were proposed. Changes observed in carbohydrates and amino acids suggest a 
disturbance to organism energy requirements, partially supporting observations 
that vitellogenesis is occurring.  
Binning was able to separate exposed fish from control ones in PCA analysis, 
despite merging key metabolite peaks. However, it is not recommended as a pre-
processing technique as the uncertainty associated with its use cannot be 
ascertained without direct comparison with another alignment technique.  
Cluster analysis, PCA, STOCSY and classification NMR sampling prove to be 
excellent tools in metabonomic studies, offering effective ways of testing 
experimental hypothesis, in this case, that exposure to 17-β estradiol can effect 
aquatic organism metabolite changes other than Vtg production.  
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Chapter 7 - Conclusion and 
Future Work 
 
Visualisation and exploratory applications, in particular correlation spectroscopy 
(Gen2D and STOCSY) proved to be useful tools in the examination of biological 
processes in NMR metabonomic studies. Both Gen2D and STOCSY were able to 
provide support for hypotheses regarding metabolic interactions and pathways.  
2D correlation provides a visual simplification of complex dynamic data sets 
which can be used as an aid in monitoring and interpreting sequential order 
changes. The Gen2D technique highlights correlations between analytical 
(spectral) variables and provides detail into the processes under investigation. 
This is demonstrated by examples in chapters of this thesis. 
2D correlation analysis was successful in the analysis of a fermentation of wine, 
where it was able to support pre-existing knowledge on the fermentation process, 
thus confirming that Gen2D can be applied to NMR biological studies. 
Preprocessing of NMR data was observed to be of great importance and a spectral 
alignment technique was developed along with peak synthesis to overcome 
problems associated with ‗ghost peaks‘ and NMR peak shift.  
A combination of Gen2D and STOCSY was able to model the biological 
processes occurring in an individual during the recovery period after exercise. An 
extension of Gen2D, hybrid correlation was shown to be a novel method of 
comparing in vivo samples under two different experimental conditions. A 
biomarker for the exposure to endocrine disrupting chemicals in Black Bream fish 
was found using a combination of cluster analysis, PCA and STOCSY.  
Although Gen2D is a valuable exploratory technique, it relies on user input being 
able to successfully interpret the resulting synchronous and asynchronous plots. 
Although there has been some suggestion that the interpretation rules may not be 
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robust [287, 288], other authors have pointed out that the sequential order of 
events in an observation can be assessed from an initial plotting of intensity vs. 
perturbation prior to 2D correlation analysis, and common sense can provide 
reliability in assessing 2D maps [203, 289, 290].  
In the discourse of the above papers the question has been raised [288] that if one 
can simply plot the relationship between intensity and perturbation to determine 
the ―sequential order‖ of observed events, why bother to apply the 2D correlation 
analysis? Noda lists the value and advantages of 2D correlation spectroscopy as; 
1. “Simplification of complex spectra consisting of many overlapped peaks, 
and enhancement of spectral resolution by spreading peaks over the 
second dimension. 
2. Establishment of unambiguous assignments through correlation of bands. 
3. Probing the specific sequential order of spectral intensity changes taking 
place during the measurement or the value of controlling variable 
affecting the spectrum through asynchronous analysis. 
4. So-called heterospectral correlation, i.e., the investigation of correlation 
among bands in two different types of spectroscopy, for example, the 
correlation between IR and Raman bands.  
5. Universal applicability of the technique, since it is not limited to any type 
of spectroscopy, or even any form of analytical technique (e.g., 
chromatography, microscopy, and so on)”[194]. 
The ability to determine the sequential order of spectral events within a NMR 
metabonomic study was one of the main advantages of using Gen2D analysis. 
Likewise heterospectral correlation (hybrid in this thesis) is useful in 
metabonomic studies that involve different spectroscopic techniques, conditions 
or perturbations.  
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These advantages were demonstrated in correlation NMR metabonomic studies 
throughout this thesis. 
Further Work 
Gen2D in NMR metabonomic studies offers considerable scope for expansion. 
For example, moving window correlation could be used. Moving window 
correlation can highlight the windows in time where spectral changes are more 
prominent [194, 201]. This technique offers a novel method for identifying 
underlying processes influencing spectral changes in complex and large data sets, 
particularly those generated over a long time interval. This could be useful in 
metabonomic studies where highly complex biofluids are examined or in large 
scale studies. Another extension to Gen2D that could be applied is the seldom 
used global phase angle. This looks at the relative ratios between the synchronous 
and asynchronous 2D correlation intensities. The 2D global phase angle analysis 
method has already been shown to discriminate against arbitrary signal amplitude 
changes not related to real correlation intensities. A positive or negative sign of a 
global phase angle 2D correlation peak is a direct expression of the sequential 
order of signal intensity changes [291, 292]. 
 Further work could be conducted on the exercise study (Chapter 4). Ideally the 
study needs to be expanded to include a large number of control and test subjects. 
This would help establish a baseline for ‗normal‘ human responses to exercise. A 
larger metabonomic study would also require experimental setup changes to 
obtain the best results from Gen2D analysis, suggestions include samples of both 
blood and urine prior to and after exercise (hybrid correlation could then be 
applied), dietary regulations, and screening for subjects of a similar genotype.  
The action of phosphonate on Phytophthora experiment should be repeated to 
ensure quality of results and conclusions. As the exact mode of action of 
phosphonate is still unclear, the study could be expanded to include other 
spectroscopic techniques or bioassays and then hetero or hybrid correlation could 
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be applied. Moving windows hybrid correlation would be particularly pertinent as 
it could potentially discern the rate changes that were associated with sugar 
phosphates and poly-P at any given time interval.  
The small data set used in the study on the effect of endocrine disruptors on Black 
Bream fish was undesirable, and a larger sample set should be used to support and 
cement conclusions. A field study on fish living in polluted waters should be 
considered and the feasibility of using NMR metabonomics in such a study needs 
to be investigated.  
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