A range of techniques was used to search for the fittest filter to remove noise from data from a blood flow measurement system. Filter types considered included finite impulse response (FIR), RC (exponential), a generalized FIR form, and stack filters. Techniques used to choose individual filters were heuristic, the genetic algorithm, and genetic programming. The efficacy of filters was assessed by measuring a fitness function, derived from the root mean square error. The fittest filter found was a stack filter, generated by genetic programming. It outperformed heuristically found median filters, and an FIR filter first produced by the genetic algorithm and then improved by genetic programming. Genetic programming proved to be an inexpensive and effective tool for the selection of an optimal filter from a class of filters which is particularly difficult to optimize. Its value in signal processing is confirmed by its ability to further improve filters created by other methods. Its main limitation is that it is, at present, too computationally intensive to be used for on-line adaptive filtering.
G3.1.1 Project overview
Although there are a number of toolkits and techniques for the selection and design of particular classes of filter, there does not appear to be any general method for the development of a filter intended to remove noise from data. This is particularly true when considering a relatively new class of filter, the stack filter, which offers an almost unlimited range of possibilities, and is easily implemented in hardware.
Stack filtering (Wendt et al 1986) consists of three stages. Consider a filter which slides a window of width n across input data with integer values in the range 1-m. Data in a given window are first decomposed into a matrix of boolean values, such that an input value of x = m is represented by a column of m cells containing the value 1 below (n − m) cells containing the value 0, within the matrix. Then, the operations that characterize the filter are applied across the rows of the matrix, resulting in a singlecolumn matrix, which is finally recomposed into the single output value by reversing the decomposition stage (summing the 0 and 1 values of the single column).
Any logical and arithmetical operations can be applied in the second stage, including those which result in median filters, a subset of stack filters. For a window of width n = 2a + 1 containing data values x 1 -x n , in which the input value x 1 is decomposed into a matrix column x 11 -x 1m , a median filter can be represented as applying the operation
if the result of the inequality is represented as 1 if true, 0 if false. This can in turn can be transformed into a more complicated purely logical form.
This project was undertaken by one person as part of the development of the data processing for a blood flow measurement system which generates noisy estimates of instantaneous blood flow from two sites, integral values from 0 to 255 delivered at a rate of 40 Hz from each site. Downstream of this filtering, the data were to be dissected into packets representing each cardiac cycle for further processing; this demanded the removal of spikes and troughs of noise, as it required peak detection to perform the dissection. The aim was therefore to select the filter which resulted in the cleanest output signal, so that it could initially be implemented off-line, and later incorporated into a software-based real-time processing system. Although adaptive filtering techniques were considered, it was decided to try a fixed approach in the first instance, employing evolutionary computation for one-time optimization of the filter.
Three other types of filter were deemed worthy of inclusion in this project. The blood flow measurement system provided as standard single-pole RC (exponential) filters with a range of time constants t c . These make each output value the result of t n=−∞ e −n/t c e −n t /t c x n where x n is the input value at time n and the denominator is the sum of exponential weights. With a single parameter, the time constant, determining the filter, this is particularly easy to optimize by trial and error, and has also historically been easy to implement in hardware (the name referring to the resistancecapacitance analog circuit used in older instruments for this purpose).
Another commonly used type of filter is the finite-impulse-response (FIR) filter, which is essentially a weighted average applied across the window, and can be represented as t+a n=t−a w i x n for a window of width (2a + 1) and the same number of weights which sum to 1.0. Such filters often conform to standard patterns described according to the weights used, for example, the 'bell' FIR filter. They are also easy to incorporate into optimization using the genetic algorithm, as this is only required to determine the best performing set of weights (Etter et al 1982) . Other approaches have also been used to optimize FIR filters, in particular adaline and related forms of neural network (Widrow and Stearns 1985) .
The final type of filter examined was a more generalized derivative of the FIR filter, in which the output value is the result of any arbitrary mathematical combination of the n input data values. Although this is not normally used in signal processing because of its complexity, it is easy to incorporate into a scheme of optimization by genetic programming.
G3.1.2 Design process
Three basic techniques were chosen for the development of classes of filter, and to identify the best performing within each class. The first was heuristic, in which the advice of experts within the field of signal processing was canvassed, and coupled with that contained within established texts such as that by DeFatta et al (1988) . This generated four candidate types: a rectangular and bell FIR filter (weights even and Gaussian respectively), RC filtering as employed by the blood flow measurement system, and median filters with window widths three to nine.
The genetic algorithm was used to develop conventional FIR filters with a window width of seven B1.2 (7 tap), by optimizing the taps or weights. Genetic programming was employed in two different forms. B1.5.1 First, it was used to optimize filters of the generic FIR class, by applying the four fundamental arithmetical operators to a terminal set containing the window of seven input data values, including some in which the initial populations were seeded with individual S-expressions containing the fittest conventional FIR C1.6 weights arrived at by the genetic algorithm. Genetic programming was also used to optimize the logical operators for a stack filter across a window of the same width.
Although exhaustive search was possible for the special case of median filters, up to a window width of nine, and to a degree for RC filters, it is impractical for any of the other classes of filter employed in this study. For instance, even the simple window width seven FIR filter, using integral weights in the range 0-255, can generate approximately 7.2 × 10 16 different filters. If assessed at a rate of 1000 per second, as might be possible on a high-performance computer system, it would take some 2.3 million years to consider every filter. Even when constrained to a particular window width, the generic FIR and stack classes of filter have still less finite numbers of different filters which would require assessment. Previously, Chu (1989) employed the genetic algorithm to optimize stack filters, and enjoyed considerable success although operating in a search field which was more constrained than that possible with genetic c 1997 IOP Publishing Ltd and Oxford University Press
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Genetic programming for stack filters programming. Others, such as Ansari et al (1992) , have found that neural networks are also effective for this purpose. Inevitably, the goal was to remove as much noise as possible without distorting the output data. However, as the measurement system has neither a 'gold standard' technique against which its output can be compared, nor any method of injecting known data, this was recognized as being a problem. The only way in which idealized noise free data could be produced was by hand cleaning a noisy example data set, to generate what was considered to be the best estimate of the underlying data. Although this was a subjective step, there is good knowledge of the physiology of blood flow and thus the expected waveform which was to be recovered.
By convention, the performance of filters was assessed in terms of the root mean square (rms) error, where the error is the difference between the predicted and actual values for each data point. This translates conveniently into a raw fitness function of
where x f is the filtered and x c the clean value for a given data point in the test set of size n. This is already standardized with the values 0.0 representing completely unfit and 1.0 perfectly fit filter results. Whilst there are cogent arguments in favour of a fitness function based on the mean absolute error, it was felt that the additional weighting accorded by squaring would help reduce outliers, which could adversely affect the final system.
G3.1.3 Development and implementation
A single input data set consisting of 600 values was used in every run, together with its corresponding 600 hand-cleaned perfect output values. In order to ensure that the noise within the data was representative of that in a large number of data sets, synthetic noise was generated using a mixture of uniform (rectangular) and Gaussian-distributed pseudorandom values, which resembled statistically the noise originally found in the real data. Because filter selection was to be a one-time off-line process, it was possible to perform it using a relatively computationally inefficient language on inexpensive desktop personal computers. Optimization and evaluation software was programmed using Macintosh Common LISP version 2.0.1 (Apple Computer) on Apple Macintosh 68030 (IIci and IIfx models) and 68040 (Quadra 950 and IIci with Radius Rocket accelerator) computers. Common LISP was chosen because of the ease with which code could be developed and modified, and the availability of implementations of the genetic algorithm and genetic programming in Common LISP. In fact, at the time that this study was started, genetic programming had not been implemented in any other language.
The genetic algorithm was employed in the GAL software of Spears (1991) , ported to Macintosh Common LISP for this project. This uses Baker's SUS selection method, and was run with a chromosome string of length 56 bits, encoding seven 8-bit words to represent the tap weights of an FIR filter of window width seven. Both plain and gray-scale encoding were used in separate runs. Production runs consisted of populations of size 5000 with a mutation rate of 0.001 and a one-point crossover rate of 0.6. Prior development runs assessed the appropriateness of these settings, and demonstrated that increasing the mutation rate and reducing the crossover rate (making the search more random and less evolutionary) reduced the stabilization of fitness and lessened the best fitnesses attained. Production runs were terminated when the best fitness had long stabilized.
Genetic programming was performed using the Simple LISP implementation of Koza (1992) , incorporating performance enhancements which were specific to the version of Macintosh Common LISP which was being used. These accelerated the evaluation of S-expressions within the population without any loss of accuracy. Exploratory series were undertaken initially to investigate the optimal settings for values within Koza's 'tableau', after which there was a production series in which groups of two to ten runs took several days or weeks to complete on each occasion.
Genetic programming used the input data values and generated random real numbers as the terminal set, and the four real arithmetic operators (+, -, *, and division protected from divide by zero errors) as the function set. It was thus configured to optimize FIR filters of window width seven. Initial populations of 500-2000 S-expressions were generated using Koza's ramped half-and-half method, with a maximum depth c 1997 IOP Publishing Ltd and Oxford University Press
Handbook of Evolutionary Computation release 97/1 G3.1:3 of six. The selection method employed was a standard fitness proportionate method with reproduction fraction (the proportion of the population selected for reproduction) 0.1 and a maximum depth after crossover of 17. Each run was performed for 51 or 101 generations, but none terminated because the number of 'hits' or fitness was high enough to meet predetermined criteria. The optimization of stack filters was very similar, using standard threshold decomposed data points (as described above) over the window of width seven as the terminal set. The function set consisted of logical NOT, AND, and OR operations, and other parameters were the same as used for FIR filters. The first two stages in stack filtering are inefficient when implemented in Common LISP by S-expressions, and runs commonly took several days to complete. Further details of the settings used are given by Oakley (1994a) . No attempt was made to use the more recent technique of automatic function definition (Koza 1994 ).
G3.1.4 Results
The fittest filter discovered in the whole project was the fittest found by genetic programming on stack filters. This can conveniently be seen as a median filter of window width three coupled with a fragment of a median filter of window width seven, and is best described by the following LISP S-expression: where the values within the window are from Y1 to Y7. This had a fitness of 0.0816, which corresponds to an rms error of 11.2, that is, 6% of the average input data value. Application of this filter to an abundance of real-world data has confirmed that it achieves the required attenuation of noise without significant distortion of the underlying signal.
Significantly less fit, but second and third respectively, were the heuristically found median 5 and median 3 filters (fitnesses 0.0787 and 0.0776). Following these was a filter found by seeding the initial population of a genetic programming run with the fittest filter found by application of the genetic algorithm, a simple 7-tap FIR filter (fitness 0.0695). The next was that filter resulting from the genetic algorithm (fitness 0.0685), and a bell-shaped FIR filter of equal fitness suggested by an expert human advisor. The gray-scale implementation of the genetic algorithm did not perform quite as well as that using plain encoding, returning the next fittest filter (fitness 0.0684).
The fittest FIR filter resulting from genetic programming alone was 12th fittest overall (fitness 0.0489), ahead of the best of the RC filters, that with a time constant of 0.0375 seconds (0.0459). This was not much better than the fitness resulting from not using a filter at all (0.0437), which was in turn much better than the best filter built into the blood flow measurement system, an RC filter with time constant 0.1 seconds and a fitness of only 0.0266.
Preliminary indications are that the best stack filter, found by genetic programming, has qualities which make it superior to many heuristically chosen filters in other real-world applications, and it may prove to be a design which merits entry into the signal processing repertoire. Although not ideal for implementation in software, it has now been used for the off-line processing of many millions of data points. Most recently, it has been reimplemented in compiled C++ code and incorporated into a real-time data processing system for the blood flow measurement hardware. This is in daily use as a research and clinical medical tool, comfortably outperforming standard blood flow measurement systems of the same kind (Oakley 1994b ).
G3.1.5 Conclusions
Genetic programming has proved to be a very effective way of developing an optimized filter to reduce noise in this situation. The fittest filter produced by genetic programming outperformed the best suggested by experts, or derived from optimizations using the genetic algorithm. Although some of this may be attributable to the fact that genetic programming was able to optimize a class of filter-stack filters-which appeared to perform well in this particular application, it was also able to improve upon the performance of the fittest FIR filter produced by the genetic algorithm.
It is important to recognize that genetic programming has a number of advantages over other optimization methods in this type of problem. Because it is relatively easy to frame an optimization problem in terms which are amenable to genetic programming techniques, this technique can be applied quickly to a much wider range of problems than other evolutionary methods, and by practitioners who have neither the resources nor the desire to develop a representation of the problem in terms of the genetic c 1997 IOP Publishing Ltd and Oxford University Press
Handbook of Evolutionary Computation release 97/1 G3.1:4 algorithm. Once the technique is understood, modifications can be made to set the Simple LISP code up to optimize a class of filter in minutes rather than days or weeks. The main drawback of genetic programming, prolonged computational runtime, can be ameliorated by using more expensive and thus higher-performance computer resources and more efficiently compiled languages, although even they are unlikely to make its use practical in on-line adaptive signal processing.
