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THE RANK OF A QUIVER REPRESENTATION
RYAN KINSER
Abstract. We define a functor which gives the “global rank of a quiver representation” and prove that
it has nice properties which make it a generalization of the rank of a linear map. We demonstrate how to
construct other “rank functors” for a quiver Q, which induce ring homomorphisms (called “rank functions”)
from the representation ring of Q to Z. These rank functions give discrete numerical invariants of quiver
representations, useful for computing tensor product multiplicities of representations and determining some
structure of the representation ring. We also show that in characteristic 0, rank functors commute with the
Schur operations on quiver representations, and the homomorphisms induced by rank functors are λ-ring
homomorphisms.
1. Introduction
Fix a field K. For a quiver Q, let Rep(Q) = RepK(Q) be the category of finite dimensional representations
of Q overK. We will take all quivers to be connected throughout. There is a natural tensor product of quiver
representations (Section 2.1), giving Rep(Q) the structure of a tensor category. If Q and Q′ are quivers, we
will call a functor F : Rep(Q)→ Rep(Q′) a tensor functor (Section 2.2) if it satisfies:
(a) For representations V and W , there are isomorphisms
F (V )⊕ F (W ) ∼= F (V ⊕W ) and F (V )⊗ F (W ) ∼= F (V ⊗W )
which are functorial in V and W , and symmetric.
(b) F (IQ) ∼= IQ′ , where IQ is the identity representation of Q (Section 2.1).
For example, let p be a path in some quiver Q. The quiver A1 has a single vertex and no arrows, so
Rep(A1) = K-mod is the category of finite dimensional K-vector spaces. Then the functor
Imp : Rep(Q)→ Rep(A1) V 7→ ImVp
is a tensor functor. In particular, the trivial path εx at a vertex x corresponds to the functor Imεx(V ) = Vx.
But in general, these are not the only tensor functors on Q. Motivated by this example, we will call a tensor
functor from Rep(Q) to Rep(A1) a rank functor on Q.
For a fixed quiver Q, the operations ⊕ and ⊗ give a semiring structure to the set of isomorphism classes
of representations of Q. By introducing virtual isomorphism classes of representations, we can form a ring
R(Q) from this semiring, called the representation ring of Q (Section 3). Such a technique was introduced
by Grothendieck (communicated in [3]) for coherent sheaves on an algebraic variety, and has since appeared,
for example, in equivariant K-theory [15] and to study representations of Lie groups [16]. When charK = 0,
we can define Schur functors on Rep(Q), giving R(Q) the structure of a λ-ring [12]. In the quiver setting,
the structure of R(Q) has been determined by Herschend for Q of type An and Dn in [10], and for type A˜n
[8].
A tensor functor F : Rep(Q) → Rep(Q′) induces a ring homomorphism f : R(Q) → R(Q′), which is
a homomorphism of λ-rings in characteristic 0 (Theorem 12). In particular, rank functors on Q induce
ring homomorphisms R(Q) → Z via the isomorphism R(A1) ∼= Z which identifies a vector space with its
dimension. These homomorphisms give numerical invariants of quiver representations, and can be used to
study the structure of R(Q).
Given any quiver Q, we will construct in this paper a global tensor functor RQ whose properties we
summarize here:
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Theorem. Let V be a representation of a connected quiver Q. The functor
RQ : Rep(Q)→ Rep(Q)
has the following properties:
(a) RQ is a tensor functor, as defined above, and commutes with duality. (Theorem 34, Proposition 22)
(b) For every arrow a of Q, the linear map (RQV )a is an isomorphism. Thus we can define a global rank
functor on Q by rankQ := Imεx◦RQ, whose isomorphism class is independent of x. (Proposition 22)
(c) When Q is a tree, RQV is isomorphic to a direct summand of V . (Theorem 30)
Via restriction, the global rank functors of subquivers P ⊆ Q give rank functors on Q; for example, when
P is just a path p, considered as a subquiver of Q, we get the above functors Imp. More generally, for any
map of directed graphs α : Q′ → Q, the pushforward of the global rank functor of Q′ along α is a rank
functor on Q. Sometimes, a well-chosen α gives a rank functor on Q that does not come from the global
rank functor of any subquiver of Q (Section 7). In this paper, we focus on two running examples to illustrate
how functions on the representation ring, obtained from rank functors, can be used to determine structure
of R(Q).
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2. Definitions
Throughout, Q = (Q0, Q1, t, h) is a quiver on a finite vertex set Q0 with finite arrow set Q1. The maps
t, h : Q1 → Q0
give the “tail” and “head” of an arrow, respectively. We allow Q to have oriented cycles, but for simplicity
we will assume that Q is connected. A subquiver P ⊆ Q will also always be assumed to be connected.
We fix a field K of any characteristic. A representation of a quiver Q is a collection of finite dimensional
K-vector spaces {Vx}x∈Q0 , and linear maps {Va : Vta → Vha}a∈Q1 . When p = an · · · a2a1 is a path in Q,
we write Vp := Van · · ·Va2Va1 . A morphism ϕ : V → W between representations of a quiver Q is given by
specifying a linear map at each vertex
{ϕx : Vx →Wx}x∈Q0
such that these maps commute with the maps assigned to the arrows in V and W , that is,
ϕha ◦ Va =Wa ◦ ϕta
for a ∈ Q1. We denote by Rep(Q) the category of representations of Q. The dimension vector of a
representation V , written dim V ∈ NQ0 , is defined by (dim V )x := dimK Vx, and the support of V is the set
suppV := {x ∈ Q0 | Vx 6= 0}.
We say that Q is a tree if the underlying graph is a tree (i.e., if removing any edge makes the graph
disconnected). The opposite quiver Qop of a quiver Q = (Q0, Q1, t, h) is given by reversing the orientation
of all arrows, so Qop = (Q0, Q1, h, t). The categories Rep(Q)
op and Rep(Qop) are equivalent. Vector space
duals are denoted by superscript ∗, and the duality functor on Rep(Q) by
D : Rep(Q)→ Rep(Qop)
(DV )x = V
∗
x (DV )a = V
∗
a
for V ∈ Rep(Q), x ∈ Q0 and a ∈ Q1.
2.1. Tensor products of quiver representations.
Definition 1. The tensor product of two quiver representations V,W ∈ Rep(Q) is defined “pointwise”:
(V ⊗W )x := Vx ⊗Wx x ∈ Q0
(V ⊗W )a := Va ⊗Wa a ∈ Q1.
An interesting, more general discussion of the tensor product of quiver representations can be found in
[9]. We introduce the following notation.
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Definition 2. For any quiver Q, we define the identity representation IQ of Q by
(IQ)x = K (IQ)a = idK
for all x ∈ Q0 and a ∈ Q1. (The subscript Q is often omitted.)
Note that I ⊗ V ∼= V for any representation V . For the reader’s convenience, we list some similarities
and differences between the tensor product of quiver representations and tensor product of vector spaces. A
more complete treatment, in the language of tensor categories, will be given in Section 2.2.
(a) Quiver tensor product is is a bifunctor
⊗ : Rep(Q)× Rep(Q)→ Rep(Q)
which is associative, commutative, and distributes over direct sum of quiver representations.
(b) If we fix a representation V , the functor TV : Rep(Q) → Rep(Q) defined by setting TV (W ) = V ⊗W
is exact. This follows from the fact that exactness of a sequence of morphisms of quiver representations
can be checked at each vertex. However, TV is not faithful, in general. For example, when Q has no
oriented cycles, the tensor product of two non-isomorphic simple representations is 0.
(c) Quiver tensor product commutes with duality: D(V ⊗W ) ∼= DV ⊗DW .
Although we know from Kac’s Theorem [11] that the dimension vectors of the indecomposable represen-
tations of a quiver Q do not depend on the orientation of Q, the tensor product structure of Rep(Q) does
depend on the orientation of Q.
Notation 3. We often denote a representation of a quiver by its dimension vector, if that representation is
in the unique indecomposable isomorphism class of that dimension.
Example 4. Let Q be the 3-subspace quiver,
Q =
•
•
??~~~~
•
OO
•
__@@@@
and let V be the indecomposable representation
V =
K2
K
A =={{{{
K
B
OO
K
CaaCCCC A =
(
1
0
)
B =
(
0
1
)
C =
(
1
1
)
.
Then we can calculate
V ⊗ V ≃ 11 0 0 ⊕
1
0 1 0 ⊕
1
0 0 1 ⊕
1
0 0 0
since {m,n} linearly independent in some vector space L implies that {m⊗m, n⊗ n, (m + n) ⊗ (m+ n)}
is linearly independent in L⊗ L.
Example 5. However, if we change the orientation by flipping one of the arrows,
Q =
•
**UUUU
UU
• // •
•
44iiiiii
and let W be the indecomposable representation of the same dimension vector as before,
W =
K A
**UUU
UUU
K2
C // K
K
B 44iiiiii
A =
(
1
0
)
B =
(
0
1
)
C =
(
1 1
)
then in this case we find that
W ⊗W ≃W ⊕ 0 1 00 ⊕
0 1 00 .
This can be directly calculated by writing down matrices, taking their tensor products, then finding the
correct change of basis to put them in block form. However, in Section 7, we will use rank functors to
determine this decomposition without calculating any tensor products or change of basis.
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2.2. Tensor categories. The purpose of this paper is to construct certain functors that are useful in
studying tensor products of quiver representations. The relevant properties of these functors can be stated
concisely using the language of tensor categories, which we summarize here. Although this subsection is
necessary for technical purposes, we hope that it will not obscure the main ideas of the paper, which can be
understood purely in terms of quiver representations.
The category Rep(Q) is an abelian K-category [1, p. 407–409], so the spaces HomQ(V,W ) are K-vector
spaces, and we will be interested in functors that preserve this structure. We will use the following charac-
terization: a functor
F : Rep(Q)→ Rep(Q′)
is additive if and only if it preserves direct sums, meaning that each direct sum in Rep(Q) with insertion
maps iV , iW and projection maps pV , pW ,
V
iV //
V ⊕W
pV
oo
pW
// W
iWoo ,
is taken to an isomorphism in Rep(Q′)
F (V )⊕ F (W ) ∼= F (V ⊕W )
with insertion maps F (iV ), F (iW ) and projection maps F (pV ), F (pW ) [14, p. 67]. Subfunctors and quotient
functors of additive functors are additive [14, p. 81].
The additive bifunctor ⊗ (along with identity object I) endows Rep(Q) with the structure of a (relaxed)
symmetric monoidal category [13, VII], or simply a tensor category [4]. This amounts to saying that the
tensor product is functorial, satisfying some associativity and commutativity conditions, and has an identity
object. We summarize the definition of a tensor category, following [4, p. 104–105], but omitting some
technicalities relating to associativity. Consider a pair (C,⊗), where C is a category and ⊗ is a functor
⊗ : C × C → C (X,Y ) 7→ X ⊗ Y.
Now let φ and ψ be functorial isomorphisms
φX,Y,Z : X ⊗ (Y ⊗ Z)
∼=
−→ (X ⊗ Y )⊗ Z ψX,Y : X ⊗ Y
∼=
−→ Y ⊗X.
We say that φ is an associativity constraint for (C,⊗) if φ satisfies a “pentagon axiom”, and that ψ
is a commutativity constraint if ψY,X ◦ ψX,Y = idX⊗Y . Such constraints are compatible with one
another if they satisfy a “hexagon axiom”. The axioms omitted here are that certain diagrams of functorial
isomorphisms involving φ and ψ are commutative. An identity object for (C,⊗) is an object U of C and
an isomorphism
u : U → U ⊗ U
such that the functor
TU : C → C X 7→ U ⊗X
is an equivalence of categories. A system (C,⊗, φ, ψ) as above will be called a tensor category if the
constraints are compatible and there is an identity object.
The category of finite dimensional vector spaces, with the standard tensor product and standard associa-
tivity and commutativity isomorphisms, is a tensor category. For an arbitrary quiver Q, let us note once
and for all that a morphism α = {αx}x∈Q0 is an isomorphism if and only if each αx is an isomorphism, and
similarly, commutativity of diagrams can be checked at each vertex of Q. Then since our tensor product ⊗ is
just the standard tensor product of finite dimensional vector spaces at each vertex, defining associativity and
commutativity constraints pointwise equips Rep(Q) with the structure of a tensor category (with identity
object I).
A tensor functor [4, p. 113–114] is a pair (F, c) consisting of an additive functor
F : Rep(Q)→ Rep(Q′)
and a functorial isomorphism
cX,Y : F (X)⊗ F (Y ) ∼= F (X ⊗ Y )
such that:
(a) The isomorphism c is compatible with associativity, expressed by another “hexagon axiom”.
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(b) c is compatible with commutativity, that is, cY,X ◦ ψF (X),F (Y ) ∼= F (ψX,Y ) ◦ cX,Y .
(c) F (IQ) ∼= IQ′ .
If we relax the condition that c be an isomorphism by simply requiring the existence of either
cX,Y : F (X)⊗ F (Y )→ F (X ⊗ Y ) or cX,Y : F (X ⊗ Y )→ F (X)⊗ F (Y )
satisfying (a), (b), and (c) (appropriately modified), we will say that (F, c) is a weak tensor functor. Note
that the definition of a tensor functor covers both covariant and contravariant functors, since all the maps
appearing in the definition are isomorphisms. For example, the duality functor D is a tensor functor.
Remark 6. The technical axioms involving the associativity and commutativity constraints give us the
following facts about tensor categories and tensor functors [13, VII.2], [4, p. 106–108, 113–115]:
(a) There is an essentially unique way to extend the tensor product to any finite family of objects of C,⊗k
i=1 : C
k → C (Xi) 7→
⊗k
i=1Xi.
(b) There is an action of the symmetric group Sk on tensor products
σ ·
⊗k
i=1Xi :=
⊗k
i=1Xσ(i) σ ∈ Sk.
(c) For any tensor functor F , there is an isomorphism of functors⊗k
i=1F (Xi)
∼= F
(⊗k
i=1Xi
)
which is Sk-equivariant, that is,
F
(
σ ·
⊗k
i=1Xi
)
∼= σ ·
⊗k
i=1F (Xi) .
Definition 7. A rank functor on Q is a tensor functor from Rep(Q) to Rep(A1) = K-mod.
2.3. Schur functors on quiver representations. The Schur functors Sλ [5, p. 76] act on quiver repre-
sentations pointwise: (
SλV
)
x
:= Sλ (Vx) x ∈ Q0(
SλV
)
a
:= Sλ (Va) a ∈ Q1
where λ is a partition and V ∈ Rep(Q). From the functoriality of Sλ on vector spaces, it follows that this
defines a functor from Rep(Q) to Rep(Q).
Example 8. Using V from Example 4, we get
S2V ≃ 11 0 0 ⊕
1
0 1 0 ⊕
1
0 0 1 and S
(1,1)V =
∧2
V ≃ 10 0 0 .
In particular, note that S2V is not indecomposable.
Now suppose that charK = 0 in the remainder of this subsection. For a vector space Vx, we have the
Schur decomposition of a tensor power of Vx [5, p. 87]:
(1)
⊗k
Vx ≃
⊕
λ⊢k
Sλ(Vx)⊗Gλ
where λ ⊢ k means that λ is a partition of k, and Gλ is the irreducible representation of the symmetric group
Sk corresponding to λ. Because this is functorial in Vx, we expect to be able to utilize this decomposition
for quiver representations.
Definition 9. AQ-Sk-representation is a representation V ∈ Rep(Q) such that each Vx is a representation
of Sk and each map Va is Sk-equivariant. A morphism of Q-Sk-representations is just a morphism of quiver
representations {ϕx} such that each ϕx is Sk-equivariant.
The Q-Sk-representations form a category, so we have notions of subrepresentations, irreducible objects,
and so forth.
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Example 10. Any linear representation V of Sk gives rise to a Q-Sk-representation V
Q by setting V Qx = V
for all vertices x, and V Qa = id for all arrows a. Note that if V is an irreducible Sk representation, V
Q
is an irreducible Q-Sk-representation, but V
Q is not even necessarily indecomposable in Rep(Q) or as a
representation of Sk. In fact, we have decompositions
(2) V Q ≃
dimV⊕
i=1
I and V Q ≃
#Q0⊕
i=1
V
as a representation of Q, and as a representation of Sk, respectively.
If V is any representation of Q, then
⊗k
V becomes a Q-Sk-representation by letting Sk permute the
factors.
Proposition 11. Let Q be a quiver and V ∈ Rep(Q). Denote by Gλ the irreducible linear representation of
Sk corresponding to λ. Then we have a direct sum decomposition
(3)
⊗k
V ≃
⊕
λ⊢k
SλV ⊗GQλ
as Q-Sk-representations, which is functorial in V .
Proof. The isomorphism is defined at each vertex by (1). Functoriality of (1) in Vx implies that (3) is an
isomorphism in Rep(Q). Since Sk acts trivially on each S
λVx, and the identity map is Sk-equivariant,
the induced maps
⊕
λ⊢k S
λVa ⊗ idGλ are evidently Sk-equivariant, so the right hand side is in fact a
Q-Sk-representation. Then because (1) is an isomorphism of Sk representations, (3) is an isomorphism of
Q-Sk-representations. Functoriality in V follows from the functoriality at each vertex of (1). 
Theorem 12. Let charK = 0. Then any tensor functor F : Rep(Q) → Rep(Q) commutes with the Schur
functors. That is, there is an isomorphism of functors
F ◦ Sµ ∼= Sµ ◦ F.
Proof. We demonstrate the isomorphism for an object V ∈ Rep(Q); functoriality in V will be clear at
each step of the proof, without explicit mention. Let k = |µ|. By Remark 6, there is an isomorphism of
Q-Sk-representations
(4) F (
⊗k
V ) ∼=
⊗k
FV.
To prove the theorem, we just write down the Schur decomposition of each side, then try to match up the
correct pieces.
Applying Proposition 11 to the left hand side of (4), we have isomorphisms of Q-Sk-representations
F
(⊗k
V
)
∼= F
(⊕
λ⊢k
SλV ⊗GQλ
)
∼=
⊕
λ⊢k
F
(
SλV
)
⊗ F (GQλ )
∼=
⊕
λ⊢k
F
(
SλV
)
⊗GQλ .
Note that F (GQλ ) = G
Q
λ by the first isomorphism of (2).
Then applying Proposition 11 to the right hand side of (4), we have an isomorphism ofQ-Sk-representations⊗k
FV ∼=
⊕
λ⊢k
Sλ(FV )⊗GQλ
hence an isomorphism of Q-Sk-representations⊕
λ⊢k
F
(
SλV
)
⊗GQλ
∼=
⊕
λ⊢k
Sλ(FV )⊗GQλ .
Each Gλ-isotypic component of the left hand side must map to the Gλ-isotypic component of the right
hand side, so by dimension count we get isomorphisms of the summands on each side indexed by the same
partition λ. This gives an isomorphism in Rep(Q)⊕
dimGµ
F (SµV ) ≃ F (SµV )⊗GQµ
∼= Sµ(FV )⊗GQµ ≃
⊕
dimGµ
Sµ(FV )
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and so by the Krull-Schmidt property of Rep(Q), we have
F (SµV ) ∼= Sµ(FV ). 
3. The Representation Ring of a Quiver
To study tensor products of, say, finite dimensional complex representations of SLn, one starts by de-
scribing the indecomposable representations of SLn. In this case, they are indexed by partitions λ, and one
can study tensor products of representations of SLn via combinatorics of these partitions [5].
For an arbitrary quiver Q, however, there is no good description of the indecomposable representations of
Q to use as a starting point. Alternatively, we can look at the representation ring of Q and study the abstract
properties of this ring. This gives us a convenient setting for formulating properties of tensor products.
Definition 13. Let [V ] denote the isomorphism class of a representation V . Then define R(Q) to be the
free abelian group generated by isomorphism classes of representations of Q, modulo the subgroup generated
by all [V ⊕W ]− [V ]− [W ]. The operation
[V ] · [W ] := [V ⊗W ] for V, W ∈ Rep(Q)
induces a well-defined multiplication on R(Q), making R(Q) into a commutative ring with identity [IQ],
called the representation ring of Q. We usually omit the brackets [ ] and just refer to representations of
Q as elements of R(Q).
Although we introduce virtual representations to form this ring, every element r ∈ R(Q) can be written
as a formal difference
r = V −W with V, W ∈ Rep(Q).
Then any additive (resp. multiplicative) relation z = x + y (resp. z = xy) can be rewritten to give some
isomorphism of actual representations of Q.
The Grothendieck group of Rep(Q) [1, p. 87] is R(Q)/a, where a is the subgroup generated by elements
[V ]− [U ]− [W ]
for all short exact sequences
0→ U → V →W → 0.
We do not work modulo short exact sequences, because this loses too much information in our setting. For
example, the Grothendieck group of a quiver Q without oriented cycles is always isomorphic to ZQ0 , and
the image of a representation in the Grothendieck group is just its dimension vector.
Remark 14. The ring R(Q) generally depends on the base field K.
Remark 15. If I is an ideal of relations in Q [1, II.2], and V,W are representations of the bound quiver
(Q, I), then V ⊗W may not be a representation of (Q, I). For example, let (Q, I) be the bound quiver
Q = •
a //
b //
c //
• I = 〈a+ b− c〉
and assume charK 6= 2. Then for the representation
V = K
(1) //
(1) //
(2) // K
we have that V ⊗2c = (4) 6= V
⊗2
a + V
⊗2
b = (1) + (1) = (2), so V ⊗ V /∈ Rep(Q, I).
However, if I is generated by commutativity relations (that is, relations of the form p − q for paths
p, q) then the representations of (Q, I) do generate a subalgebra of R(Q). If I is generated by zero relations
(relations of the form p = 0 for p a path), then representations of (Q, I) do not generate a subalgebra because
I /∈ Rep(Q, I). But because the tensor product of any map with a zero map is zero, these representations
generate an ideal in R(Q).
We note some properties of the representation ring.
(a) By the Krull-Schmidt theorem [1, Theorem I.4.10], R(Q) is a free Z-module, with basis given by the
isomorphism classes of indecomposable representations of Q.
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(b) By Gabriel’s theorem [6], R(Q) is a finitely generated Z-module if and only if Q is a Dynkin quiver. In
this case,
rankZR(Q) = #{indecomposable representations of Q} = #{positive roots of Q}.
(c) Write [Rep(Q)] := {[V ] ∈ R(Q) | V ∈ Rep(Q)} for the semiring of “actual representations” in R(Q).
The ring R(Q) has the following universal property: if A is a ring, and f : [Rep(Q)] → A a map of
semirings, then f uniquely extends to a ring homomorphism f : R(Q)→ A (which we usually denote by
the same symbol). That is, the functor sending the semiring [Rep(Q)] to the ring R(Q) is left adjoint to
the forgetful functor from rings to semirings.
Remark 16. The notion of λ-rings was introduced by Grothendieck in [7]. The idea is to define unary
operations λi on a commutative ring with identity, called “λ-operations”, which have the formal properties
of exterior power operations. Essentially, one wants to express λi(x + y), λi(xy), and λi(λj(x)) as some
universal polynomials in the values of λk(x) and λk(y). The reader is referred to [12] and [2] for the
definitions and basic properties. For example, the ring of integers is a λ-ring under the operations
λi : Z→ Z n 7→
(
n
i
)
.
In the quiver setting, we can define λ-operations on R(Q) by setting
λiV =
∧iV
for V ∈ Rep(Q). For example, this gives the same λ-ring structure as above on R(A1) ∼= Z, since dim
∧iV =(
dimV
i
)
. In the general case, because the exterior power operations on a quiver representation act as the
standard exterior powers at each vertex, it is immediate that these operations give R(Q) the structure of a
λ-ring.
A homomorphism of λ-rings is just a ring homomorphism that commutes with the λ-operations. In
Theorem 12 we saw that when charK = 0, tensor functors commute with the Schur operations on quiver
representations, so in particular they commute with exterior powers. Hence a homomorphism of representa-
tion rings induced from a tensor functor (in characteristic 0) is a λ-ring homomorphism.
4. Construction of the Global Tensor Functor
We can construct a canonical tensor functor RQ : Rep(Q)→ Rep(Q) for any quiver Q.
Definition 17. Call a representation V of a quiver Q epimorphic (resp. monomorphic) if Va is surjective
(resp. injective) for each arrow a ∈ Q1.
Example 18. If Q has no oriented cycles, then injective representations are epimorphic and projective
representations are monomorphic. Let P be the projective representation corresponding to a vertex x, and
a ∈ Q1. For each vertex y, the vector space Py has a basis given by all paths from x to y, and the maps
Pa : Pta → Pha are given by composition with a (cf. [1, p. 79]). If p, q are distinct paths from x to ta, then
ap, aq are distinct paths from x to ha, so Pa takes the standard basis of Pta to a subset of the standard basis
of Pha. Hence each map Pa is injective. The case of injective representations is similar.
For V ∈ Rep(Q), the sum of any collection of epimorphic subrepresentations of V is epimorphic, hence
V has a unique maximal epimorphic subrepresentation EQ(V ). Dually, V also has a maximal monomorphic
quotient MQ(V ), and these are related by a canonical isomorphism of Q
op representations
(5) DMQ(V ) ∼= EQop(DV ).
Example 19. Let Q and V be as in Example 5. Then we get EQ(V ) = 0, essentially because ImA∩ImB = 0,
and MQ(V ) ≃ 1 1 11 , given by K
2/ kerC at the branch point.
Example 20. Let Q be the single loop quiver, so V ∈ Rep(Q) is given by a vector space V0 together with
an endomorphism A. Then if V is indecomposable,
EQ(V ) = MQ(V ) =
{
V if A is an isomorphism
0 otherwise
.
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It is easy to check that for any quiver Q, both EQ and MQ are covariant functors from Rep(Q) to Rep(Q),
and (5) is a natural isomorphism of functors. Furthermore, EQ (resp. MQ) is a sub- (resp. quotient-) functor
of the identity functor, hence each is additive, and there is a natural transformation given by the composition
Φ : EQ →֒ idRep(Q) ։MQ.
Definition 21. The global tensor functor of Q is defined to be the image functor of this natural trans-
formation:
RQ := Im(Φ) : Rep(Q)→ Rep(Q).
(The subscript Q and parentheses around the input are often omitted from all of the above functors.)
We can immediately note some useful properties of RQ.
Proposition 22. The global tensor functor is additive and commutes with duality. So we have natural
isomorphisms of functors
RQV ⊕RQW ∼= RQ(V ⊕W ) and D ◦RQ ∼= RQop ◦D.
Furthermore, for any V ∈ Rep(Q), the representation RQV is both epimorphic and monomorphic, i.e., the
linear maps (RQV )a are isomorphisms for all a ∈ Q1.
Proof. The functor R is additive because it is a quotient of the additive functor E . That R commutes with
duality follows from (5) and the universal property of an image. For the last statement, we have maps
E V ։ RV →֒ MV.
The conditions to be a morphism of quiver representations imply that a quotient of an epimorphic represen-
tation is epimorphic, and a subrepresentation of a monomorphic representation is monomorphic, hence RV
is both. 
In particular, the dimension of (RQV )x is independent of x ∈ Q0 when Q is connected (as all quivers in
this paper are). We will later prove (Theorem 34) that RQ is actually a tensor functor, which leads us to
define:
Definition 23. The global rank functor of a quiver Q is
rankQ := Imεx◦RQ : Rep(Q)→ K-mod .
If F is any rank functor on a quiver Q, then the induced ring homomorphism
f : R(Q)→ Z
is called the rank function associated to F . Thus the global rank function of a connected quiver Q is
given by rQ(V ) = dimK(RQV )x for V ∈ Rep(Q), and extended by linearity to R(Q). By the remark above,
this is independent of the choice of x ∈ Q0.
We can compute some simple examples of the global tensor functor.
Example 24. Let Q be equioriented of type A3,
Q = •
a // • b // • .
Then for a representation V = V1
A // V2
B // V3 , one can compute from the definitions that
RQV =
V1
kerBA
A // ImA
kerB∩ImA
B // ImBA
so the global rank functor is rankQ ∼= Imba, and the associated rank function is rQ(V ) = rank(BA). This
easily generalizes to a quiver of type equioriented An.
The global rank function does not always correspond to the rank of some map, but can still be easily
described sometimes.
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Example 25. When Q is the two subspace quiver
Q : • // • •oo
we can again explicitly compute the global tensor functor. If V = V1
A // V2 V3
Boo , then
RQV = A
−1(ImB)
kerA
A // ImA ∩ ImB B
−1(ImA)
kerB
Boo
and so rQ(V ) = dimK(ImA ∩ ImB).
When Q has many sinks and sources, the global rank function becomes more cumbersome to write down
explicitly:
Example 26. Let Q be of type A4 and the alternating orientation
Q = • // • •oo // • .
If we write a representation as
V = V1
A // V2 V3
Boo C // V4
then we can compute from the definitions that
rQ(V ) = dimK
(
ImA ∩ ImB
ImA ∩B(kerC)
)
= dimK
(
B−1(ImA)
kerB + kerC
)
.
Remark 27. Since RV is both a monomorphic quotient of E V , and an epimorphic subrepresentation of MV ,
the universal properties yield natural transformations
M ◦ E ։ R →֒ E ◦M ,
Neither of these are necessarily isomorphisms: let Q and V be as in Example 19. Then
RV = 0 but E (MV ) ≃ 1 1 11 .
Dualize to get an analogous example for the other map. (We will not be interested in compositions of E ,R,
and M with one another in this paper.)
5. Global Tensor Functors for Trees
A quiver Q generates a category C (Q) by taking the objects of C (Q) to be the vertices of Q, and the
morphisms of C (Q) to be the paths in Q:
ObC (Q) := Q0 MorC (Q)(x, y) := {paths from x to y}.
The trivial path at a vertex x is the identity morphism for x, and composition of morphisms is composition
of paths. A representation V of Q is the same thing as a functor from C (Q) to K-mod, denoted FV , and
a morphism of representations is a natural transformation of the corresponding functors. In other words, a
quiver representation is a diagram of type C (Q) in K-mod.
Taking the limit and colimit of such a diagram FV , we get vector spaces lim←−
V and lim
−→
V , respectively,
with natural maps
αx : lim←−
V → Vx and βx : Vx → lim−→
V
for each x ∈ Q0. These maps satisfy αha = Va ◦αta and βta = βha ◦Va for every arrow a ∈ Q1, and therefore
ηV := βx ◦ αx does not depend on x. When Q is a tree, we will see that the functors E ,M , and R can be
constructed using limits, and have a nice connection to Hom spaces in Rep(Q).
Proposition 28. There are functorial isomorphisms of vector spaces
lim
←−
V ∼= HomQ(I, V ) and lim−→V
∼= HomQ(V, I)
∗,
so lim
←−
V is representable by I. The natural map ηV : lim←−V → lim−→V corresponds to the pairing
HomQ(I, V )×HomQ(V, I)→ HomQ(I, I) ∼= K (f, g) 7→ g ◦ f.
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Proof. Fix a compatible basis {ex}x∈Q0 of I, that is, vectors ex ∈ Ix ≃ K such that
Ia(eta) = eha
for every arrow a. Now given v ∈ lim
←−
V , define fv ∈ HomQ(I, V ) by (fv)x(ex) = αx(v). It is easy to
check from definitions and universal properties that fv is a Q-morphism, that v 7→ fv gives a vector space
isomorphism lim
←−
V
∼
−→ HomQ(I, V ), and that this isomorphism is natural in V .
By applying this to Qop and dualizing, we get lim
−→
V ∼= HomQ(V, I)∗. With this, it is routine to check that
ηV corresponds to the stated natural pairing. 
The following proposition relates these spaces to the global tensor functor when Q is a tree.
Proposition 29. If Q is a tree, we can construct the functors E and M from limits and colimits:
(E V )x = Imαx and (MV )x =
Vx
kerβx
where αx and βx are defined for V ∈ Rep(Q) above, and the maps (E V )a, (MV )a are induced from Va.
Thus, for each x ∈ Q0, we have
(RV )x =
Imαx
kerβx ∩ Imαx
∼= Im ηV and so rQ(V ) = rank ηV .
Proof. For each arrow a ∈ Q1, the universal property of lim←−
gives a commutative diagram:
Imαta ⊆ Vta
Va




lim
←−
V
αta 55 55jjjjjjjj
αha )) ))T
TTT
TTT
T
Imαha ⊆ Vha
which shows that N :=
⊕
x∈Q0
Imαx is an epimorphic subrepresentation of V . We will show that any
epimorphic subrepresentation of V is contained in N .
Now let E ⊆ V be an arbitrary epimorphic subrepresentation of V . For any vertex x, and v ∈ Ex, we
claim that there is some f ∈ HomQ(I, E) such that v ∈ Im f . This is proved by induction on the number
of vertices of Q, using the notation of Proposition 28. If Q has one vertex, the situation trivial. Otherwise,
choose a vertex y 6= x such that there is precisely one arrow a ∈ Q1 with y = ta or y = ha. This is possible
because a tree always has at least two such vertices. Let P ⊂ Q be the subquiver of Q obtained by removing
y and a, so that x ∈ P0 and v ∈ (E|P )x, where E|P denotes the restriction of E to P . Then by induction,
there exists f ∈ HomP (IP , E|P ) such that v ∈ Im f .
We can extend f to Q: if y = ha, then simply set f(ey) = Ea (f(eta)). If y = ta, then since E is
epimorphic, there exists some w ∈ E(y) such that Va(w) = f(eha). In this case, set f(ey) = w; it is
immediate from the definition that in either situation f ∈ HomQ(IQ, E).
Regarding f ∈ HomQ(IQ, V ) via the inclusion E ⊆ V , the explicit formulation of the isomorphism
lim
←−
V ∼= HomQ(I, V ) in the proof of Proposition 28 shows that v ∈ Imαx, hence v ∈ N . Hence E ⊆ N . So
N must be maximal epimorphic, that is, N = E V .
The equation for M follows by dualizing, then the equation for R from the other two equations and its
definition. Since these are equalities as a subrepresentation and quotient representation of V , respectively,
we get the following commutative diagram:
lim
←−
V
(( ((PP
PPP
PP
αx //
ηV
++
Vx
(( ((QQ
QQQ
QQQ
QQ
βx // lim
−→
V
Imαx = (E V )x
)
66mmmmmmmmm
(( ((QQ
QQQ
QQ
Imβx ∼= (MV )x
)
66mmmmmmmm
(RV )x
)
66mmmmmmm
In particular note that (RV )x ∼= Im ηV . 
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This characterization of RQ allows us to see that RQV is isomorphic to a direct summand of V when Q
is a tree.
Theorem 30. Let Q be a tree, and V an indecomposable representation of Q. Then
RV 6= 0 ⇐⇒ V ≃ I.
In particular, if we write
V ≃
⊕
j
Vj
where Vj ⊆ V are indecomposable subrepresentations of V , then
RV ≃
⊕
Vj≃I
Vj
Proof. Suppose V is an indecomposable representation of Q. If RV = 0, then certainly V 6≃ I because
RI = I. If RV 6= 0, then by Proposition 29, Im ηV 6= 0. Then Proposition 28 implies that there is a pair
(f, g) ∈ HomQ(I, V )×HomQ(V, I) such that
I
f
//
id
((
V g
// I
so V has a direct summand isomorphic to I. But we took V to be indecomposable, so V ≃ I. The second
statement follows from additivity of R (Proposition 22). 
Example 31. Let Q be the following quiver, and V an indecomposable representation of Q.
Q =
•
a1

•
a2 // • b // •
•
a3
OO .
Also suppose that V is not simple, so that each Vai is injective and Vb is surjective. Denoting the branch
vertex of Q by x, one can calculate from the definitions that
(E V )x =
3⋂
i=1
Vai (MV )x =
Vx
kerVb
so by Theorem 30 we have
V ≃ I ⇐⇒ (RQV )x 6= 0 ⇐⇒
3⋂
i=1
Vai + kerVb
kerVb
6= 0 ⇐⇒
3⋂
i=1
Vai * kerVb.
One can check for some other quivers which are not trees, for example when Q is the Kronecker quiver
Q : • // // • ,
that RQV = 0 when V is indecomposable and some Va is not an isomorphism. This is easy for this particular
example because Q is of tame representation type, so we have nice descriptions of the indecomposable
representations of Q. In this case we can still say that RQ “picks out” the indecomposable summands
for which the map over every arrow is an isomorphism, although these representations are not necessarily
isomorphic to IQ. The following example, however, shows that this property does not hold for all quivers.
Example 32. This example shows that RQV is not necessarily isomorphic to a direct summand of V . Let
Q be the generalized Kronecker quiver with four arrows a, b, c, d.
Q : •
// ////// •
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Let V be the representation with dimension vector α = (2, 3) and maps given by
Va =
1 10 0
0 0
 Vb =
1 00 1
0 0
 Vc =
1 00 0
0 1
 Vd =
1 10 1
0 1
 .
Then E V ≃ I, given by the subspace Ke1 at each vertex: this is an epimorphic subrepresentation, and V has
no subrepresentations of dimension (2, 1) or (2, 2), so this subrepresentation must be maximal epimorphic.
Since each map is already injective, MV = V , and so RV ≃ I.
The subrepresentation E V is unique of dimension (1, 1), but is not a direct summand: both uniqueness
and the fact that E has no complementary subrepresentation follow from the linear independence of the
second columns of the above matrices. So RV is not isomorphic to a direct summand of V . In fact, there
are no direct summands of any other dimension, and V is actually indecomposable.
6. Tensor Product and the Global Tensor Functor
Since the tensor product of two surjective maps is surjective, and likewise for injective maps, the universal
properties of E and M induce natural transformations θ and ζ giving us commutative diagrams of functors
V ⊗W
θ : E V ⊗ EW
 //
)
77nnnnnnnnnnnn
E (V ⊗W )
?
OO V ⊗W
 (( ((QQ
QQQ
QQQ
QQQ
QQ
ζ : M (V ⊗W ) // //MV ⊗MW
.
These natural transformations satisfy D◦ζ = θ◦D, and give E and M the structure of weak tensor functors.
To show that E is symmetric, that is, the structure map θ commutes with the commutativity constraint ψ
for E , one can verify that the following diagram (of natural transformations) is commutative:
E V ⊗ EW
θ


&&MM
MMM
MMM
MMM
ψ // EW ⊗ E V
θ

k
xxqqq
qqq
qqq
qq
V ⊗W
ψ // W ⊗ V
E (V ⊗W )
+
88qqqqqqqqqq
E (ψ) // E (W ⊗ V )
S
ffMMMMMMMMMM
.
The left and right triangles commute because E V ⊗EW is a subspace of E (V ⊗W ), by the universal property,
so θ commutes with the monomorphisms of these functors to the identity functor on Rep(Q). The lower
trapezoid commutes because E is a subfunctor of idRep(Q), and the upper trapezoid commutes because of the
same statement, along with the fact that bifunctoriality of ⊗ forces idRep(Q)⊗ idRep(Q) = idRep(Q). Checking
the other conditions for E and M to be weak tensor functors is similar. However, the next example shows
that neither E nor M is a tensor functor.
Example 33. The maps θ and ζ are not in general isomorphisms. For example, take Q = • // // • with
representations
V = K
1 //
0
// K W = K
0 //
1
// K .
Then E V = EW = 0, but E (V ⊗W ) = K
// // 0 , so θ is not an isomorphism (dualize to get an analogous
example for M ).
For linear maps A and B, rank is multiplicative in the sense that rank(A⊗B) = rankA ·rankB. Although
we have just seen that neither E nor M commutes with tensor product, the global tensor functor R does.
Theorem 34. There is a natural isomorphism of bifunctors
(6) RQV ⊗RQW ∼= RQ(V ⊗W )
giving RQ the structure of a tensor functor.
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Before proving the theorem, we need to establish a technical lemma. As usual, since Q is fixed we omit
this subscript.
Lemma 35. Consider the natural transformation of bifunctors defined by the composition
σ : E (V ⊗W ) ⊆ V ⊗W ։ V ⊗MW
where the second map is idV ⊗ qW , writing qW :W → MW for the canonical quotient. Then
Imσ ⊆ E V ⊗MW.
Proof. We check this as maps of vector spaces at each vertex z. Using the natural isomorphism of vector
spaces
HomK(E (V ⊗W )z , Vz ⊗K M (W )z) ∼= HomK(E (V ⊗W )z ⊗K M (W )
∗
z , Vz)
we can identify σz with the map
πz : E (V ⊗W )z ⊗M (W )
∗
z → Vz
(∑
vi ⊗ wi
)
⊗ f 7→
∑
f(wi)vi
which we want to show takes image in E (V )z .
We claim that the subspace M := ⊕z Imπz is an epimorphic subrepresentation of V . To see this, let
a ∈ Q1 and set x = ta, y = ha. Given∑
f(wi)vi = πx
[(∑
vi ⊗ wi
)
⊗ f
]
∈ Imπx
where (
∑
vi ⊗ wi) ∈ E (V ⊗W )x and f ∈ M (W )
∗
x, we want to show that Va maps this element into Imπy.
Now from (5), we have M (W )∗x = E (DW )x, so there exists g ∈ E (DW )y such that f =W
∗
a g. Then
Va
(∑
f(wi)vi
)
=
∑
f(wi)Va(vi) =
∑
g (Wa(wi)) Va(vi)
= πy
[(∑
Va(vi)⊗Wa(wi)
)
⊗ g
]
∈ Imπy
showing that M is a subrepresentation of V .
To see that this subrepresentation is epimorphic, a similar argument works. Given
πy
[(∑
sj ⊗ tj
)
⊗ g
]
∈ Imπy
where (
∑
sj ⊗ tj) ∈ E (V ⊗W )y and g ∈ M (W )
∗
y, there exists
∑
vi ⊗ wi ∈ E (V ⊗W )x such that
(Va ⊗Wa)
(∑
vi ⊗ wi
)
=
∑
Va(vi)⊗Wa(wi) =
∑
sj ⊗ tj .
Thus we have
Va
(
πx
[(∑
vi ⊗ wi
)
⊗W ∗a g
])
= Va
(∑
g (Wa(wi)) vi
)
=
∑
g (Wa(wi))Va(vi)
= πy
[(∑
Va(vi)⊗Wa(wi)
)
⊗ g
]
= πy
[(∑
sj ⊗ tj
)
⊗ g
]
.
So we see that Va|M is surjective for each arrow a, hence M ⊆ E V by the universal property of E . 
Proof of Theorem 34. The lemma establishes that Imσ ⊆ E V ⊗ MW , giving the dashed arrow in the
diagram
E (V ⊗W )

σ //___ E V ⊗MW

// // RV ⊗MW

V ⊗W // // V ⊗MW // //MV ⊗MW
.
Here, every arrow represents a canonical natural transformation of bifunctors, but we will simply say “map”
throughout the proof to avoid this cumbersome phrase. Thus the map
E (V ⊗W )→ MV ⊗MW
factors through RV ⊗MW . But by applying the same reasoning it must also factor through MV ⊗RW ,
hence through the intersection (as subfunctors of MV ⊗MW )
(MV ⊗RW ) ∩ (RV ⊗MW ) = RV ⊗RW.
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So we have a natural map
α : E (V ⊗W )։ RV ⊗RW
which is surjective because the subrepresentation E V ⊗ EW already surjects onto the right hand side, by
definition of the global tensor functor. Applying the same argument with Qop, then dualizing, we get a map
β : RV ⊗RW →֒ M (V ⊗W ).
We summarize this with the commutative diagram
E V ⊗ EW // //
θ

RV ⊗RW
β
''PP
PPP
PPP
PPP
P
 //MV ⊗MW
E (V ⊗W )
α
77 77ooooooooooo
// // R(V ⊗W )  //M (V ⊗W )
ζ
OOOO
which shows that the natural map
E (V ⊗W ) →֒ V ⊗W ։M (V ⊗W )
factors through RV ⊗RW , and the universal property of the image of a map gives an isomorphism
RV ⊗RW ∼= R(V ⊗W ).
We already know that R(I) ∼= I, and to show that R satisfies the other conditions to be a tensor functor is
straightforward. 
In particular, we have finally shown that in fact rankQ : Rep(Q)→ Rep(A1) is a rank functor.
7. Application of Rank Functions
For a given quiver Q, we can use the global rank functions of other quivers to construct rank functions on
Q. For example, if P ⊂ Q is any connected subquiver, we can define a homomorphism from R(Q) → Z by
restricting V to P then applying the rank function of P . This will be denoted by rP (V ), with the restriction
being understood.
More generally, for any map of directed graphs α : Q′ → Q, we can push forward a rank function on
Q′ to act on representations of Q. In categorical language, such an α is nothing other than a functor
α : C (Q′)→ C (Q), and the pullback α∗V of a representation V along α is just composition of functors
Fα∗V : C (Q
′)
α
−→ C (Q)
FV−−→ K-mod .
In fact, α∗ : Rep(Q) → Rep(Q′) is a tensor functor. Since the composition of tensor functors is again a
tensor functor, any rank functor F on Q′ pushes forward to a rank functor on Q by composition
α∗F := F ◦ α
∗.
In terms of representation rings, α induces a ring homomorphism α∗ : R(Q) → R(Q′), so that when f is a
rank function on Rep(Q′), we get a pushforward rank function (α∗f)(V ) := f(α
∗V ) on Q. The example of
restriction above is just the case of the inclusion map i : P →֒ Q of a subquiver, but this technique can be
used to construct rank functions which don’t come from any subquiver. We illustrate with an example:
Example 36. Consider the following two quivers, where the numbers at the vertices are just labels rather
than dimension vectors:
Q′ =
1
a // 3 c
))TTT
TTT
4
2
b // 3
c 55jjjjjj
Q =
1 a
))TTT
TTT
3
c // 4
2
b 55jjjjjj
.
We have a map of directed graphs α : Q′ → Q by identifying vertices and arrows of the same label. A
representation
V =
V1 A
))TTT
TTT
V3
C // V4
V2
B 55jjjjjj
∈ Rep(Q)
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pulls back to a representation
α∗V =
V1
A // V3 C
))TTT
TTT
V4
V2
B // V3
C 55jjjjjj
∈ Rep(Q′)
and it is apparent that α∗ commutes with direct sum and tensor product. Then we can compute the
pushforward of the global rank function of Q′:
α∗rQ′ (V ) = rQ′(α
∗V ) = dimK(ImCA ∩ ImCB).
This function is distinct from the global rank function of Q, which can be computed from the definitions to
be
rQ(V ) = rank (C|ImA∩ImB) .
Note that α∗rQ′(V ) = 0 if suppV 6= Q0.
In Example 5, it was claimed that we could find the decomposition of W ⊗W in a different way than
direct computation. The multiplicativity of rQ and α∗rQ′ give us:
(7) α∗rQ′ (W ⊗W ) = α∗rQ′ (W )
2
= 1
(8) rQ (W ⊗W ) = rQ (W )
2
= 0
where the values of α∗rQ′ (W ) and rQ (W ) are computed using linear algebra with our description of W .
Then (7), along with additivity of α∗rQ′ , implies that W ⊗W has an indecomposable summand Z such that
suppZ = Q0. But (8) implies that IQ is not a direct summand of W ⊗W . Since IQ and W are the only
two indecomposable representations of Q supported on all of Q, we get that W must be a direct summand
of W ⊗W , and the other indecomposable summands must be simple by dimension count.
We can think of this carefully chosen pushforward function as “distinguishing”W from other indecompos-
able representations. In the following examples, we show how to apply this idea to find structure in R(Q).
These techniques can be used for many quivers (of finite, tame, or wild type) to study their representation
rings. We continue with examples of finite type in order to simplify the demonstrations.
Example 37. Continuing the previous example, there are 11 connected subquivers P ⊆ Q, each of which
gives a rank function
rP : R(Q)→ Z P ⊆ Q.
We also have α∗rQ′ : R(Q)→ Z. These maps define a ring homomorphism to the product
∆ : R(Q)→ Z12.
This is actually an isomorphism, which is easy to check: We already know that as an abelian group, R(Q) ≃
Z⊕12, with the indecomposable representations of Q as a basis. One can simply compute the value of ∆(V )
for each indecomposable representation of Q, using explicit descriptions of the rank functors. Then we verify
that the image vectors form a Z-module basis for Z12.
Thus the isomorphism class of a representation of Q is completely determined by the values of these 12
explicitly given functions, and since this is a map of algebras, we can simplify the problem of computing
tensor products of representations of Q by just multiplying in Z12.
We cannot expect such simple structure for the representation rings of all quivers. We saw with Examples
4 and 5 that the tensor product structure depends on orientation, and now we will see that the isomorphism
class of R(Q) depends on the orientation of Q.
Example 38. When Q is the three subspace quiver of Example 4, we again have a surjective ring homo-
morphism
Γ =
∏
P⊆Q
rP : R(Q)→ Z
11
as in the previous example. But one cannot find by inspection any other distinct rank function. The
analogous push-forward function for this orientation is actually equal to rQ. This might lead one to believe
that R(Q) has a non-reduced factor, which cannot be detected by homomorphisms to Z.
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Again, we can calculate the values Γ(V ) for each indecomposable V , and use linear algebra to see that Γ
is surjective with kernel generated by E − F , where
E =
(
2
1 1 1 ⊕
1
0 0 0
)
F =
(
1
1 0 0 ⊕
1
0 1 0 ⊕
1
0 0 1
)
.
To compute powers of E−F , the only nontrivial multiplication we need is 21 1 1 ⊗
2
1 1 1 , which was done in
Example 4. Using this, it is easy to verify that (E−F )2 = 0 in R(Q), and then that Γ lifts to an isomorphism
of Z-algebras
Γ˜ : R(Q)
∼
−→ Z10 ×
Z[ε]
(ε2)
where the map to the first factor is given by
∏
P(Q rP , and Γ˜(E − F ) = ε.
So we see by example how rank functions can be used to give some basic structure of R(Q), although
there are not always enough tensor functors to completely determine R(Q).
When Q is not of finite representation type, one does not have the luxury of writing down a nice Z-basis
of R(Q) on which we can easily compute the values of rank functions, so the above examples cannot be
simply imitated. However, one can use more complicated techniques with rank functions to study R(Q).
For example, on certain quivers, one can combinatorially construct sets of ranks functions with additional
structure, then show that this structure is reflected in R(Q).
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