We introduce the probabilistic class Ë È which is defined in a ÈÈ-like manner. This class emerges from ÈÈ by keeping the promise of a probability gap but decreasing the probability limit from ½ ¾ to exponentially small values.
Introduction
The use of randomness is one possible extension of conventional deterministic Turing machines. The origins of this idea go back to the work of de Leeuw, Moore, Shannon, and Shapiro [dLMSS56] . In 1972 Gill started the investigation of probabilistic polynomial-time bounded machines [Gil72, Gil77] . Such machines can be considered as an extension of usual polynomial-time Turing machines. An (even practically) important class of languages decidable by such machines is ÈÈ (bounded-error probabilistic polynomial-time) [Gil72, Gil77] . For each language Ä in this class there exists a ½ ¾ and a probabilistic polynomial-time decision procedure which finds the correct answer to arbitrary queries "Ü ¾ Ä?" with probability . With help of an amplification technique one can even increase this success probability to values arbitrarily close to ½. So in spite of the fact that ÈÈ is an extension of È (which is normally considered as the class of practically solvable problems) the decision problems in ÈÈ can still be considered as feasible in practice. A prominent example of a problem in ÈÈ is the primality test, i.e., with high probability one can decide whether a given number is a prime.
The Topic. When looking at the definition of ÈÈ there are two things that make this class different from È. On one hand there is a probability limit of ½ ¾, i.e., an input is accepted if and only if the machine accepts with probability ½ ¾. On the other hand for a suitable ¼ there is a probability gap, i.e., the machine promises that its acceptance probability is never in the interval ½ ¾ ½ ¾ · ℄.
This paper studies what happens when one lowers the probability limit. It is known that nothing happens when the probability limit is decreased by a polynomial factor. However, this changes when we decrease it by an exponential factor. So the focus of this paper is on probabilistic polynomial-time machines that have an exponentially small probability limit and still keep the promise of a probability gap. The class of languages accepted by such machines is denoted by Ë È (small bounded-error probability).
Motivation and Related Work. The class Ë È emerges in different contexts. So far we looked at Ë È as a generalization of ÈÈ. In order to motivate our investigations and to explain why we think this class is interesting we present the following alternative ways that Ë È can be looked at.
When one abstains from the probability gap in the definition of ÈÈ this yields the class ÈÈ (probabilistic polynomial-time). Since ÈÈ can be defined via ÔÈ functions and since these functions have different characterizations [FFK94] the following statements are equivalent to saying that Ä ¾ ÈÈ.
1. There is a nondeterministic polynomial-time machine Å with Ü ¾ Ä´µ Å´Ü µ Ö Å´Ü µ.
2. There exist ¾ È and ¾ È such that Ü ¾ Ä´µ ´Üµ ´Üµ.
3. There exist ¾ È such that Ü ¾ Ä´µ ´Üµ ´Üµ.
Interestingly, this equivalence completely disappears when we return to the demand of a probability gap. By this we mean that there must be some ¼ such that either Å´Ü µ ´½ · µ ¡ Ö Å´Ü µ or Å´Ü µ ´½ µ ¡ Ö Å´Ü µ; the probability gaps for the statements 3 and 2 are defined analogously. It is not difficult to see that with this modification, statement 1 describes just ÈÈ. Moreover, we will see that statement 3 meets exactly the threshold class ÈÈ Ô Ø which was introduced by Han et al. [HHT97] .
But what about statement 2 when demanding a probability gap?
We will see that apart from the original definition of Ë È one can allow any polynomial-time computable probability limit. This means that Ë È can be characterized by the following equivalence: Ä ¾ Ë È if and only if there exist a probability gap ¼, a probability limit ¾ È and an ¾ È such that Ü ¾ Ä µ ´Üµ ´½ · µ ¡ ´Üµ and Ü ¾ Ä µ ´Üµ ´½ µ ¡ ´Üµ This shows that statement 2 with a probability gap yields our new class Ë È. So when starting from three equivalent characterizations of ÈÈ and when introducing a probability gap then the equivalence disappears and one meets the three classes ÈÈ, Ë È and ÈÈ Ô Ø . In particular this shows that Ë È can be thought of as a restriction of ÈÈ Ô Ø and therefore ÈÈ Ë È ÈÈ Ô Ø .
Another context where Ë È raises interesting questions aims at Ë È's relationship to gap-definable counting classes, in particular with the class ÏÈÈ introduced by Fenner et al. [FFKL93, FFKL] . Starting from a new characterization of ÏÈÈ [Fen02] we show that the È counterpart of ÏÈÈ is contained in Ë È.
Our Contribution. After showing that Ë È admits a certain kind of amplification we turn to investigate Ë È with respect to other complexity classes. When looking at Ë È's definition one notices a similarity to the definitions of strong counting classes. So at first glance it is not obvious that Ë È is in the polynomial-time hierarchy. We show that Ë È is located exactly between Babai's [Bab85] Arthur-Merlin classes Å and Å. In particular, it is contained in the class ¥ È ¾ of the polynomial-time hierarchy. In the proof we use similar arguments on linear hash functions as in the proof for ÈÈ ÈÀ [Lau83, Sip83] . Furthermore, we show that ÈÈ Ë È ÈÈ Ô Ø (cf. Figure 1 ).
On the basis of collapse consequences for the polynomial-time hierarchy and on the basis of oracle constructions we give evidence that Ë È does not coincide with known complexity classes like ÈÈ, ÈÈ Ô Ø , Å , Å and ÏÈÈ. A summary of all oracle separations can be found in Figure 2 . When looking at the inclusion Ë È ¥ Å and we give a picture (cf. Figure 1 ) that compares Ë È with other complexity classes. In section 4 we go into other complexity classes that are interesting with respect to Ë È. In particular we show that the È counterpart of ÏÈÈ is in Ë È. In section 5 we provide evidence (by means of collapse consequences and oracle constructions) that all inclusions we discussed in the previous sections are strict. In particular we construct a relativized world where Ë È is not contained in ¦ È ¾ . As a consequence we obtain that ÈÈ Ô Ø ¦ È ¾ with respect to this oracle
Preliminaries
We fix the finite alphabet ¦ ¼ ½ . For the definition of È, AEÈ, ÈÈ, the classes of the polynomial-time hierarchy and standard notions of complexity theory see any text book, e.g., [Pap94, BDG95] . For a nondeterministic polynomial-time Turing machine Å, let Å´Ü µ (resp., Ö Å´Ü µ) denote the number of accepting (resp., rejecting) paths of Å on input Ü. Moreover, let ØÓØ Ð Å´Ü µ Å´Ü µ · Ö Å´Ü µ denote the total number of paths. Throughout the paper, if not stated otherwise, variables are natural numbers and polynomials have natural coefficients. The characteristic function of a set is denoted by .
Since we will have a very close look at classes that are defined via probabilistic machines, we will introduce them here. A probabilistic machine works like a deterministic machine that has the additional ability to make randomized operations. So, for example, a program of a probabilistic machine could in one step assign to a variable Ü the value 3 with probability ½ ¿ and the value 17 with probability ¾ ¿ . In consequence, the result of a computation of such a machine, since it may depend on several random decisions, is randomized. For instance, a probabilistic machine may return 0 with probability ½ ½¼ and 1 with probability ½¼ . We will only regard a special type of probabilistic machines, namely those that make a random decision between two alternatives every step, and each alternative is chosen with a probability of ½ ¾ . Besides that, our main interest is in balanced machines, i.e. machines that for an input of length Ò always make the same number of random decisions. Henceforth, if we talk of probabilistic machines, we mean balanced machines, unless we explicitly announce them to be unbalanced (as needed in the definition of ÈÈ Ô Ø ). If such a machine stops after Ò steps, the probability that it has made one concrete series of random choices is exactly ¾ Ò . Hence, the probability of a specific result Ü of such a machine is ¡ ¾ Ô , where is the number of series of random choices, that lead to the output Ü. Let Å be a probabilistic machine (maybe unbalanced). For an Ü ¾ ¦ £ , we write ÔÖÓ Å´Ü µ to express the probability that Å accepts Ü .
Another equivalent model of probabilistic machines is that of machines where the path of computation is nondeterministically split in two in each step. We require each path of computation of the machine to have the same length and say that the probability that the machine outputs Ü is the number of paths that output Ü divided by all paths of the machine. We express the correspondence between the probability of acceptance and the number of accepting paths in the proposition below. Before that, to avoid cumbersome notation, we define for every set ´¦ £ µ Ò·½ , every function AE AE, and all Ü ¾ ¦ £ :
As a rule we will use this notation for Ò ½. Obviously, if ¾ È and is a polynomial then ÓÙÒØ ¾ È. [Gil77] . In the definition of È¡ there is the gap ´½ ¾ µ¡¾ Ô´ Ü µ ´½ ¾ · µ ¡ ¾ Ô´ Ü µ ℄, the value of the function ÓÙÒØ Ô must never belong to. We have already seen, that there is a strong correspondence between the ÓÙÒØ function and the probability of acceptance of a probabilistic machine. From this correspondence it is evident, that a set that can be defined with a large gap can be decided by a machine that works very accurate, i.e. that yields a correct result with high probability. Therefore we are interested in ways to widen this gap; this is possible if the class satisfies a certain closure property.
Definition 2.3 Let and be two sets.
We say that is conjunctive truth- 
We already mentioned the equivalence between the number of paths of balanced machines and their probability of acceptance. In a balanced machine each path of computation has the same probability so that we can determine whether or not an input Ü is accepted by counting the number of paths and dividing the result by the total number of paths of the machine. In an unbalanced machine we have shorter paths and longer paths and the shorter a path is, the more probable the machine will choose this path. It is easy to see that the above definition of ÈÈ could be given equivalently using unbalanced probabilistic machines as follows: A set is in ÈÈ if there is an unbalanced probabilistic machine Å that runs for at most Ô steps, where Ô is a polynomial, and an
Since we talk about probability, in this definition we implicitly weight the paths of the machine in such a way that short paths have higher probabilities. If we do not weight the paths and just count their number we meet the following threshold class which was introduced by Han et al. 
The set Ä is in Å if there is a set ¾ È, polynomials Ô Õ and an ¼ such that for all Ü ¾ ¦ £ the following holds:
It is obvious that Å coincides with È¡AEÈ but Å does not seem to be the same as ¡ ÈÈ: There exists an oracle with Å ¡ ÈÈ [FFKL93] . 
The Class Ë È
The class Ë È is similar to ÈÈ. Again the idea is that of a probabilistic machine with a probability gap, i.e., a machine whose acceptance probability never falls into a certain forbidden interval. We want such a machine to accept an input either with probability less than some or with probability greater than some , where ¼ ½. But whereas in the definition of ÈÈ the probability gap defined by and forms a constant interval around
, an Ë È machine has a probability gap around some smaller limit which is negatively exponential in the length of the input. 
This definition leads to a class that seems to be considerably more powerful than ÈÈ.
Properties of Ë È
In this chapter we will have a look at the classes around Ë È and we will integrate it into known hierarchies. Before that we will discuss basic properties of Ë È and alternative characterizations. Just as ÈÈ, we can amplify Ë È but in comparison with the amplification lemmas we saw until now, this proposition does not increase the absolute size of the probability gap. It just diminishes the probability of failure of an Ë È machine for the negative case. As a consequence the relative size of the probability gap w.r.t. this failure probability increases. So we can replace every Ë È machine by another one that has a very low probability of failure on inputs that should be rejected.
Proposition 3.2 (Amplification) ¾ Ë È if and only if for every polynomial
We start with the implication from right to left. Choose the constant polynomial Ö´Òµ ½ and let Õ × be the witnesses of the right-hand side. For ½ ¾ we obtain Ä ¾ Ë È since for all Ü ¾ ¦ £ :
and observe that ¾ È. Moreover, with Õ ¼´Ò µ ¡ Õ´Òµ ¡ Ö´Òµ and Ô ¼´Ò µ ¡ Ô´Òµ ¡ Ö´Òµ we get: 
The equivalence of the points 1, 2, and 3 is evident from the definition of Ë È, probabilistic machines, È, and Proposition 2.1. Obviously, if point 3 holds, then point 4 does so.
Assume now that satisfies point 4 of the proposition; we will show that this implies point 3. Note that we can assume ½. Since 
It follows that satisfies point 3. So we proved that the points 1-4 are equivalent.
By Proposition 3.2, point 1 implies point 5. Note that for every ¾ È there is a polynomial Ö such that ¾ Ö´Òµ ´Òµ so point 6 follows directly from point 5. It remains to show that point 6 implies point 4. For this we choose ´Üµ ¿ and get:
If we generalize the characterization of Ë È that is given in Proposition 3.3.4 by using not a È and an È function but two È functions we get a larger class that, as we will see later, coincides with the threshold class ÈÈ Ô Ø .
Closure properties of complexity classes are another point of interest. It is known that ÈÈ is closed under union, intersection, and complement. We cannot show Ë È to be likewise robust: We will see that there is an oracle where Ë È ÓË È. Besides that it remains open whether or not Ë È is closed under intersection (we even do not know whether there is an oracle where Ë È is not closed under intersection). However, we can prove that it is closed under union: In this subsection we will fit Ë È in already known hierarchies. In particular we will show that it fits in Babai's Arthur-Merlin hierarchy between Å and Å. 
Then the following holds.
To show that Ë È is a subset of Å we need the following definitions: A linear hash function ¦ Ñ ¦ is given by a Boolean´ Ñµ-matrix Å. A string Ü Ü ½ ¡ ¡ ¡ Ü Ñ is mapped to a string Ý Ý ½ ¡ ¡ ¡ Ý if and only if Ý Å ¡ Ü Ì (here we mean the inner product modulo ¾). 
With the following set we can test whether a given family of hash functions À can hash all witnesses of a given Ü (i.e., all Ý with´Ü Ýµ ¾ ) without collisions.
From the definition of ÓÐÐ × ÓÒ´ Àµ it is easy to see that ¾ AEÈ. Now we consider an arbitrary word Ü that is sufficiently long, i.e., long enough such that ¾ Ü Õ´ Ü µ Ô´ Ü µ · ½. Define 
We are now able to fix the position of Ë È: Corollary 3.9 ¡ ÈÈ AEÈ ÈÈ Å Ë È Å È¡AEÈ.
Proof : ¡ ÈÈ AEÈ ÈÈ follows immediately by the selflowness of ÈÈ [Ko82, Zac82] , and the remaining claims follow from the definitions of Å and Å and from theorems 3.5 and 3.8. ¾
In Proposition 3.3.4 we characterized Ë È using a È function and an È function. The natural question arises what would happen if we defined a class in a very similar way but using two È functions this time. We show now that this leads exactly to the threshold class ÈÈ Ô Ø . Let Å denote a nondeterministic polynomial-time Turing machine working as follows on input Ü: First of all, Å produces two paths while making one nondeterministic step. On the first (resp., second) path Å simulates AE ½ (resp., AE ¾ ) on input Ü. Each time this simulation ends with a rejecting path, Å makes one more nondeterministic step in order to produce one accepting and one rejecting path. If the simulation of AE ½ (resp., AE ¾ ) ends with an accepting path then Å makes Õ´ Ü µ additional nondeterministic steps in order to produce ¾ Õ´ Ü µ accepting (resp., rejecting) paths.
In the remaining part of the proof we will show that Å accepts Ä in the sense of ÈÈ Ô Ø . From the definition of Å we get the following estimations for Å and Ö Å .
If Ü ¾ Ä then ´Üµ ´Üµ ¡´½ · µ and therefore ´Üµ ½. Since ½ we have ½ ´½ · µ ½ ¾ and ´Üµ ¡´½ ¾µ ´Üµ. So we obtain:
If Ü ¾ Ä then ´Üµ ´½ µ ¡ ´Üµ and therefore ´Üµ ½. In this case we get:
Observe that inequality (6) implies Ö Å´Ü µ ØÓØ Ð Å´Ü µ ¾ and inequality (7) implies Å´Ü µ ØÓØ Ð Å´Ü µ ¾. Therefore, if we add´½ µ ¡ Ö Å´Ü µ (resp.,´½ µ ¡ Å´Ü µ) to both sides of inequality (6) (resp., inequality (7)) we get:
This shows Ä ¾ ÈÈ Ô Ø and it follows that the implication from right to left holds. ¾
This result enables us to precise the position of Ë È. 
¾
We provide a picture of the mentioned classes'sinclusion structure, that is established when we take the above results into account, at the end of section 4. 
Relations to Other Classes

.2 ([FFK94]) Û ËÈÈ
In [FFK94] it is shown that ËÈÈ is exactly the class of languages that are low for ÔÈ. Moreover, ËÈÈ is closed under polynomial-time Turing reductions (i.e., is closed in particular under union, intersection and complementation) [FFK94] .
A relaxation of the definition above leads to ÏÈÈ (wide-ÈÈ), a class which was introduced in 1991
by Fenner et al. [FFK94] . 
Definition 4.3 ([FFK94])
It turned out that ÏÈÈ has also interesting connections to quantum computing: The quantum class ÉÈ (bounded-error quantum polynomial-time; think of this as the class of problems that can be solved efficiently by quantum computers) is contained in ÏÈÈ [FR99] and is therefore low for ÈÈ. In [BV97] it is shown that ÈÈ is a lower bound for ÉÈ, i.e., we have ÈÈ ÉÈ ÏÈÈ. Up to now this is the best classification of ÉÈ w.r.t. traditional complexity classes. In particular we have no evidence whether ÉÈ is in the polynomial-time hierarchy. In this connection [GP01] [Li93b] . ÈÈ and ÏÈÈ were introduced independendly and for both was independendly shown that they are low for ÈÈ. However, Fenner [Fen02] showed that ÏÈÈ ÈÈ thus giving another proof of the lowness of ÈÈ for ÈÈ. 
¾
It is not known whether ÏÈÈ is in the polynomial-time hierarchy and we will see in section 5 that there is a relativized world where ÏÈÈ ÈÀ. However, in spite of the very similar definitions of ÏÈÈ and Ï ÈÈ we can show that Ï ÈÈ ÈÀ. More precisely, Ï ÈÈ is located between the classes È¡ÍÈ and Ë È. 
Separation Results
In the previous sections our observations aimed at the localization of Ë È with respect to known complexity classes. In particular this yielded ÈÈ Ë È ÈÈ Ô Ø and Å Ë È Å. However, up to now we have not provided any evidence of the strictness of these inclusions. So, the objective of this section is to give hints that make us strongly believe that Ë È is different form the known classes ÈÈ, ÈÈ Ô Ø , Å , and Å. Furthermore, we will prove separation results with respect to ¦ È ¾ and classes defined in section 4.
As usual in complexity theory we cannot expect to find absolute separations since these would imply Sipser [Sip83] showed that this implies AEÈ to have small circuits. By Karp and Lipton [KL82] it follows that the polynomial-time hierarchy collapses to its second level.
If ÈÈ Ô Ø Ë È then we get ÓAEÈ ÈÈ Ô Ø Ë È Å from the Theorems 2.7 and 3.8. The result of Boppana, Håstad, and Zachos [BHZ87] shows that ÓAEÈ Å implies a collapse of the polynomial-time hierarchy to its second level. Proof: This holds since theorem 5.1 is relativizable and since there exists a relativized world where the polynomial-time hierarchy is infinite [Yao85] .
¾
In contrast to Theorem 5.1, concerning the separation of Ë È from Å and Å we could not prove similar unlikely consequences. Therefore, we approach this question with the construction of suitable relativized worlds where the conjectured separations hold. On one hand this gives some evidence that the separations could still hold in the nonrelativized case. On the other hand the oracles show that even if equalities like Å Ë È and Ë È Å hold then they can only be proved with nonrelativizable proof techniques. Since these techniques are known to be rare and difficult it is most likely that we are still a long way off from the final solution of these separation questions. The separation results below will be derived on one hand from known oracle constructions [Yao85, Ver92, Bei94, For99] and on the other hand from a new construction that is described in the proof of 
The following oracle goes back to a construction of Beigel. 
At this point we want to mention another oracle that is interesting when looking at ÏÈÈ. In [FFKL93, FFKL] Fenner, Fortnow, Kurtz, and Li study the notion of ËÈ-genericy. In particular, it is shown that under any ËÈ-generic oracle it holds that the polynomial-time hierarchy is infinite and È ÍÈ ÏÈÈ (see [FFKL93] for definitions of and discussions on various genericy notions).
The next oracle we want to make use of is due to Fortnow. 
Í¡ ÈÈ
Proof: Let be the oracle from Theorem 5.8. Since Å ÈÀ holds relativizable we have ËÈÈ Å which shows statement 1 for ËÈÈ. The remaining statements for ËÈÈ follow from the fact that the classes Ë È, Å , ¡ ÈÈ, AEÈ, Ï ÈÈ, È¡ÍÈ, ÈÈ, and Í¡ ÈÈ are subsets of Å in all relativized worlds. Finally, we obtain the statements corresponding to ¾ ÏÈÈ ÏÈÈ ÈÈ ÈÈ since ËÈÈ ÏÈÈ ÏÈÈ ÈÈ ÈÈ holds relativizable [Fen02] . 
¾
Remember that Å contains classes like AEÈ ÈÈ Å , and it is unlikely that Å is contained in ¦ È ¾ . So in this light Å seems to be quite powerful. However, Boppana, Håstad and Zachos [BHZ87] showed that unless the polynomial-time hierarchy collapses Å (and therefore also Ë È) is not powerful enough to contain ÓAEÈ. Together with Yao's oracle this has the following consequence. 
Theorem 5.11 ([Yao85
, BHZ87]) There exists an oracle such that ÓAEÈ Å . Proof: Yao [Yao85] constructed a relativized world where the polynomial-time hierarchy is infinite. Boppana, Håstad, and Zachos [BHZ87] showed with a relativizable proof that ÓAEÈ Å implies a collapse
¾
We come now to a new oracle construction showing that even a certain subclass of È¡ÍÈ is probably not contained in ¦ È ¾ . In order to specify this subclass we define the following operator.
Definition 5.13 For a complexity class let Ê¡ be the class that consists of all languages Ä such that there exist an ¾ , a polynomial Ô, and ¼ such that for all Ü ¾ ¦ £ :
The idea of this operator bases on ÓÊ, i.e., the complement of the probabilistic class Ê [Gil72, Gil77, the class ÎÈÈ]. Note that in order to describe some class Ê¡ we cannot go back to some operator Ê¡ which is derived from the class Ê, since Ê¡ Ó´Ê¡ µ holds only if is closed under complementation. 
Without loss of generality we may assume that ½. Let ½ ÐÓ ¾´½ µ , Ô ¼´Ò µ ¡ Ô´Òµ ¡ Õ´Òµ, and observe that ¼ and´½ µ ´½ µ
When we apply this proposition to ÍÈ we see that the class Ê¡ÍÈ admits amplification. In contrast, we cannot show the same for È¡ÍÈ.
We turn to the construction of an oracle with Ë È Å . We will prove a result which is stronger, namely that there exists a relativized world where Ê¡ÍÈ ¦ È ¾ . Since Ê¡ÍÈ È¡ÍÈ Ë È and Å ¦ È ¾ in all relativized worlds, we will finally get È¡ÍÈ Å and Ë È Å . 
The corollaries above show that if Ë È coincides with known complexity classes then the corresponding proofs cannot be relativizable. Moreover, we have seen that Ë È and ÈÈ (resp., ÏÈÈ) are incomparable under relativizing proof techniques. These oracle results give evidence that also in the real world Ë È does not coincide with known complexity classes. A summary of inclusions and separations concerning Ë È is given in Figure 2 below.
We turn now to the remaining proof of Theorem 5.15. In this oracle construction we will need the following estimation. 
In order to achieve Ï´ µ ¾ ¡ ¡È , during the construction of stage we diagonalize against the triple Ì in the following sense: We interpret Ì as a possible " ¡ ¡È-machine" for Ï´ µ and we construct such that the machine fails to give the right answer with respect to the question ¼ ¾ Ï´ µ. Before we prove this claim let us see that it implies the correctness of the theorem. We have already seen that with Ë ½ it holds that Ï´ µ ¾ Ê¡ÍÈ . Assume that Ï´ µ ¾ ¡ ¡È , i.e., there exist a deterministic polynomial-time oracle machine Å and polynomials Ö × such that for all Ü ¾ ¦ £ :
Hence there exists some ½ such that Ì ´Å Ö × µ ´Å Ö ×µ. We consider equation (8) ·½ (remember our assumption on the enumeration of the triples Ì ). Therefore, for these computations it is equivalent to use oracle ½ ℄ instead of . So from equation (8) 
By Claim 5.20, ´ ½ ℄ µ holds. In particular this implies ¿´ ½ ℄ µ which in turn contradicts equation (9). So we get Ï´ µ ¾ ¡ ¡È ; this proves the theorem.
So, it remains to show the correctness of Claim 5.20. We will prove this by contradiction, i.e., we will derive a contradiction from the following assumption.
½ there exists some Ò ½ and oracle stages ½ ¾ Ò ½ such that ¦ ´ ½ ℄ µ for ½ Ò, and there does not exist an ¼ ¦ Ò with ´ ½ Ò ½℄ ¼ Òµ.
For each AE ¾ ¼ ¾ µ, let Ý AE be the lexicographically smallest witness of this condition. Although the length of Ý AE is polynomial in Ò , it contains much information about AE; we will use this information to reconstruct AE. Informally, our further way is as follows: we use certain subsets ½ Ò ½℄ AE as oracle and look for words Þ such that the computation Å ´¼ Ò Ý AE Þµ rejects. Each of these computations asks for at least one word in AE . If we repeat these considerations for several Þ then this reveals many different words from AE . A single such word is characterized by its position in the computation Å ´¼ Ò Ý AE Þµ which can be described in Ç´ÐÓ ¾ Ò µ bits. So, only a few bits are needed to encode the words Þ, and with these words at hand we are able to reconstruct AE and therefore also AE. makes use of the oracle stage AE . However, we will see that with help of a few bits of information one can abstain from AE . We just need to know Ý AE and the information which word from Õ É AE Þ was chosen in step 4. The latter can be described with Ç´ÐÓ ¾ Ò µ bits since the cardinality of Õ É AE Þ is polynomial in Ò . (by equation (11)) This means that the number of code words is less than ¾ . Hence there exist two different numbers AE ½ AE ¾ ¾ ¼ ¾ µ such that Ó ´AE ½ µ Ó ´AE ¾ µ. This contradicts claim 5.24. Therefore, our assumption ½ is false. This proves claim 5.20 and completes the proof of the theorem. ¾ Following definition 2.2, for a complexity class we say that a language Ä belongs to ¡ if and only if there exist a set ¾ and a polynomial Ô such that the equivalence Ü ¾ Ä¸ÓÙÒØ Ô ´Üµ ½ holds for all Ü ¾ ¦ £ . Note that the oracle construction above also shows that Ï´ µ ¾ ¡ ¡È and Ï´ µ ¾ ¡ ¡È . This yields the following oracle which could be of interest in connection with leaf languages. 
Conclusions and Open Questions
We have seen that with the definition of Ë È one meets an interesting complexity class which is located between Å and Å on one hand, and between ÈÈ and ÈÈ Ô Ø on the other hand. Other open questions address the separation of Ë È from Å and Å. Can one extend the oracle separations to collapse consequences? Note that Theorem 5.1 shows that such an extension is possible for the separations from ÈÈ and ÈÈ Ô Ø . In addition it would be nice to find an unlikely consequence of the assumption Ë È ¦ È ¾ (cf. Corollary 5.16 for the respective oracle separation).
In [HHT97] the authors ask whether ÈÈ Ô Ø has complete sets. The same question is also interesting with respect to Ë È. Since we expect a negative answer, one should ask whether there is a relativized world where Ë È does not have complete sets. Note that there exists an oracle [HH88] where this holds for ÈÈ.
It seems (at least when looking at the definitions) that the classes ÈÈ Ô Ø and Å do not have much in common. However, Ë È is contained in both classes. So it would be desirable to know more about the intersection ÈÈ Ô Ø Å. Is it equal to Ë È? If so, since ÈÈ Ô Ø and Å are closed under intersection, this would imply that also Ë È is closed under intersection. If ÈÈ Ô Ø Å does not coincide with Ë È it would be possible that it coincides at least with Ë È's closure under intersection. Definitely, this would be a very nice characterization of the common features of ÈÈ Ô Ø and Å.
In section 4 we considered complexity classes that are defined via ÔÈ and È functions. We have seen that ÍÈ is the È counterpart of ËÈÈ. Moreover, with the definition of Ï ÈÈ we introduced the È counterpart of ÏÈÈ. Correspondingly, when we restrict Definition 4.3 such that ¾ È we meet the È counterpart of the class ÏÈÈ. What can one say about this class?
