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Abstract
We define new parameters, a zero interval and a dual zero interval, of subsets in P - or
Q-polynomial schemes. A zero interval of a subset in a P -polynomial scheme is a successive
interval index for which the inner distribution vanishes, and a dual zero interval of a subset
in a Q-polynomial scheme is a successive interval index for which the dual inner distribution
vanishes. We derive the bounds of the lengths of a zero interval and a dual zero interval
using the degree and dual degree respectively, and show that a subset in a P -polynomial
scheme (resp. a Q-polynomial scheme) having a large length of a zero interval (resp. a dual
zero interval) induces a completely regular code (resp. a Q-polynomial scheme). Moreover,
we consider the spherical analogue of a dual zero interval.
1 Introduction
A subset C in a polynomial scheme (X,R) with class d has several important parameters:
the minimum distance and the width in the case of a P -polynomial scheme, and the strength
and the width in a Q-polynomial scheme. In 1973, Delsarte defined and widely studied the
minimum distance and strength with the duality of translation schemes in [3]. Later, in 2003,
Brouwer et al. defined the width and dual width in [2]. The concept of minimum distance
(resp. strength) is equivalent to the successive subsequence consisting of 0 from the first term
of the inner distribution (resp. dual inner distribution) of C. On the other hand, the concept of
width (resp. the dual width) is the successive subsequence consisting of 0 to the last term of the
inner distribution (resp. dual inner distribution) of C. The length of the successive subsequence
consisting of 0 in each case is bounded above by the degree or dual degree. If the gap is close
to 0, then C induces a completely regular code or a Q-polynomial scheme.
As described in this paper, we define new parameters—the zero interval and dual zero
interval—for a subset in a polynomial scheme. A zero interval is a successive sequence in-
termediately for which the inner distribution vanishes; a dual zero interval of a subset in a
Q-polynomial scheme is a successive sequence intermediately for which the dual inner distribu-
tion vanishes. For the case of a P -polynomial scheme (resp. Q-polynomial scheme), we show
that the length of a zero interval (resp. a dual zero interval) of C is bounded above by twice the
value of the dual degree (resp. degree). Moreover, if the gap is close to 0, C carries a completely
regular code (resp. a Q-polynomial scheme) as Delsarte theory. We give several examples having
great length, which relate linear perfect codes.
Finally, we consider a spherical analogue of a dual zero interval just as a spherical design.
Using the theory of dual zero interval, we derive the sufficient condition that a finite non-empty
subset carries a Q-polynomial scheme.
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2 Zero interval of subsets in P -polynomial schemes
First, let (X,R) be a d-class P -polynomial scheme (or a distance-regular graph with diameter
d and path-length distance ∂). Then, for subset C in X, we define the characteristic vector χ
as a column vector indexed by X whose x-th entry is 1 if x ∈ C, and 0 otherwise. We define
the inner distribution a = (a0, a1, . . . , ad) of C as ai =
1
|C|χ
TAiχ for i ∈ {0, 1, . . . , d}. We define
a dual degree set S∗(C) of C as
S∗(C) = {j | 1 ≤ j ≤ d, χTEjχ 6= 0},
and dual degree s∗ as the cardinality of the dual degree set S∗(C). A polynomial F (x) is called
a dual annihilator polynomial of C if
F (θi) = 0 for any i ∈ S
∗(C),
where θ0, . . . , θd are eigenvalues of the P -polynomial scheme. We define an |X| × (d+1) matrix
B as
Bx,i = e
T
xAiχ,
where ex denote the characteristic vector of {x} for x ∈ X. Additionally, B is called the outer
distribution matrix of C. Since B = (A0χ,A1χ, . . . , Adχ), BQ = |X|(E0χ,E1χ, . . . , Edχ) holds
where Q is the second eigenmatrix of (X,R). Therefore rank(B) = s∗ + 1. We define the
distance of x ∈ X to C as ∂(x,C) = min{∂(x, y) | y ∈ C} and the covering radius of C by
ρ = max{∂(x,C) | x ∈ X}. Here, C is called completely regular if, for x ∈ X, Bx,i depends only
on ∂(x,C) and i. We define a parameter of subsets in P -polynomial schemes as follows:
Definition 2.1. Let C be a non-empty subset of a d-class P -polynomial scheme X. For 0 ≤
w ≤ d− 1 and 1 ≤ t ≤ d−w, C has a zero interval {w+1, . . . , w+ t} if aw+1 = · · · = aw+t = 0.
If (X,R) is a bipartite P -polynomial scheme and C is a halved graph, then the inner distri-
bution of C satisfies that ai is 0 if i is odd, ki otherwise, where ki is the valency of the regular
graph (X,Ri). Therefore a zero interval of C is not necessarily uniquely determined.
For a subset C having a zero interval {w + 1, . . . , w + t}, without loss of generality, we may
assume aw 6= 0 and one of the following:
(1) w + t+ 1 ≤ d and aw+t+1 6= 0,
(2) w + t = d.
The zero interval {1, . . . , t} with at+1 6= 0 is equivalent to the minimum distance, and the zero
interval {w + 1, . . . , d} with aw 6= 0 is equivalent to the width.
The following proposition gives a relation between a dual annihilator polynomial and the
inner distribution of a subset C.
Proposition 2.2. Let C be a non-empty subset of a d-class P -polynomial scheme X. Let
F (x) be a dual annihilator polynomial of C. We assume that there exist {fi}
d
i=0 such that, for
any θ ∈ {θ0, . . . , θd}, F (θ) =
∑d
k=0 fkvk(θ), where {vi(x)}
d
i=0 are the orthogonal polynomials
corresponding to the first eigenmatrix. Then F (θ0)|C||X| =
∑d
k=0 fkak.
Proof. Since F (θi) =
∑d
k=0 fkvk(θi) for any 1 ≤ i ≤ d,
d∑
i=0
F (θi)Ei =
d∑
i=0
(
d∑
k=0
fkvk(θi))Ei
2
=d∑
k=0
fk
d∑
i=0
vk(θi)Ei
=
d∑
k=0
fkAk.
Therefore
∑d
i=0 F (θi)χ
TEiχ =
∑d
k=0 fkχ
TAkχ holds. Since F (x) is a dual annihilator polyno-
mial of C, χTE0χ =
|C|2
|X| and χ
TAkχ = |C|ak, we have the desired result.
The following proposition holds, as in the case of minimum distance and width of codes.
Proposition 2.3 (2) is already obtained in [2], but we give the another proof.
Proposition 2.3. Let C be a non-empty subset of a d-class P -polynomial scheme X having a
zero interval {w + 1, . . . , w + t} with aw 6= 0 and dual degree s
∗.
(1) If w + t+ 1 ≤ d and aw+t+1 6= 0, then t ≤ 2s
∗ holds.
(2) If w + t = d, then t ≤ s∗ holds.
Proof. In each case, if d − w ≤ s∗ holds, then t ≤ d − w ≤ s∗ holds. Therefore we assume that
s∗ + 1 ≤ d−w.
We define F (x) =
∏
i∈S∗(C)
x−θi
θ0−θi
and G(x) = vw+s∗+1(x)F (x). Here, F (x) and G(x) are
dual annihilator polynomials of C. We define {fj}
s∗
j=0 as the coefficients of F (x) in terms of
{vi(x)}
d
i=0 i.e.,
F (x) =
s∗∑
j=0
fjvj(x).
Then, for any θ ∈ {θ0, . . . , θd},
G(θ) = vw+s∗+1(θ)F (θ)
=
s∗∑
j=0
fjvw+s∗+1(θ)vj(θ)
=
s∗∑
j=0
fj
min{d,w+s∗+1+j}∑
k=w+s∗+1−j
pkw+s∗+1,jvk(θ)
=
min{d,w+2s∗+1}∑
k=w+1
( s∗∑
j=|w+s∗+1−k|
fjp
k
w+s∗+1,j
)
vk(θ).
Set gk = 0 for 0 ≤ k ≤ w and gk =
s∗∑
j=|w+s∗+1−k|
fjp
k
w+s∗+1,j for w+1 ≤ k ≤ min{d,w+2s
∗+1},
G(x) is satisfied the assumption of Proposition 2.2. Then by Proposition 2.2, we obtain
G(θ0)|C|
|X|
=
min{d,w+2s∗+1}∑
k=w+1
gkak.
In the case of (1); If t ≥ 2s∗ + 1 holds, then ak = 0 for w + 1 ≤ k ≤ w + 2s
∗ + 1. Since
G(θ0) = vw+s∗+1(θ0) > 0, |C| = 0, which is a contradiction. Consequently, t ≤ 2s
∗ holds.
In the case of (2); Then ak = 0 for w + 1 ≤ k ≤ d. Since G(θ0) = vw+s∗+1(θ0) > 0, |C| = 0,
which is a contradiction. Consequently, t ≤ s∗ holds.
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The following is an algebraic proof of Proposition 2.3 using the Terwilliger algebra.
Proof. (Second proof of Proposition 2.3) We denote V = C|X|. Fix a base point x ∈ C. Let
E∗i = E
∗
i (x) be the diagonal matrix with E
∗
i (y, y) = Ai(x, y) for each i ∈ {0, 1, . . . , d}. Clearly
E∗i V ∩ E
∗
j V = 0 for distinct integers i, j ∈ {0, 1, . . . , d}.
(1); If w + t + 1 ≤ d, aw+t+1 6= 0 hold, then there exist uniquely integers wx, tx such that
0 ≤ wx ≤ w, 1 ≤ t ≤ wx + tx − w and e
T
xB vanishes for a successive indices {wx + 1, . . . , wx +
tx} and does not vanish for indices wx, wx + tx + 1. In particular t ≤ tx holds. Therefore
χ|E∗wxV 6= 0, χ|E
∗
wx+1
V = · · · = χ|E∗
wx+tx
V = 0 and χ|E∗
wx+tx+1
V 6= 0 hold. Hence A
i
1χ|E∗wx+iV 6= 0,
Ai1χ|E∗wx+i+1V = · · · = A
i
1χ|E∗wx+tx−iV = 0 and A
i
1χ|E∗wx+tx−i+1V 6= 0 hold for each i. Therefore,
since wx + i < wx + tx − i + 1 holds if and only if i ≤ ⌊tx/2⌋ holds, χ,A1χ, . . . , A
⌊tx/2⌋
1 χ are
linearly independent. Therefore ⌊tx/2⌋ + 1 ≤ rank(B) = s
∗ + 1, that is, tx ≤ 2s
∗ holds. Since
t ≤ tx, the assertion holds.
(2); If w + t = d holds, then there exist uniquely integer wx such that 0 ≤ wx ≤ w and
eTxB vanishes for a successive indices {wx + 1, . . . , d} and does not vanish for index wx. Define
tx = d − wx. Since wx ≤ w holds, t ≤ tx holds. Therefore χ|E∗wxV 6= 0, χ|E
∗
wx+1
V = · · · =
χ|E∗
d
V = 0 Hence A
i
1χ|E∗wx+iV 6= 0, A
i
1χ|E∗wx+i+1V = · · · = A
i
1χ|E∗dV = 0 for each i. Therefore,
χ,A1χ, . . . , A
tx
1 χ are linearly independent. Therefore tx+1 ≤ rank(B) = s
∗+1, that is, tx ≤ s
∗
holds. Since t ≤ tx, the assertion holds.
The following is the main theorem in this section. The proof is a slight generalization of that
of [2, Theorem 1].
Theorem 2.4. Let C be a non-empty subset of a d-class P -polynomial scheme X having dual
degree s∗ and B be the outer distribution matrix of C. Assume that there exists w ∈ {0, 1, . . . , d−
s∗} such that aw > 0 and for any i ∈ {0, 1, . . . , s
∗} and x ∈ X with ∂(x,C) = i
Bx,j = 0 if w + i+ 1 ≤ j ≤ w + s
∗.
Then C is completely regular.
Proof. By the assumption aw > 0, there exist y, z ∈ C such that ∂(y, z) = w. We take zi ∈ X
with ∂(zi, z) = i and ∂(zi, y) = w + i for 0 ≤ i ≤ s
∗. Since ∂(zi, z) = i, ∂(zi, C) ≤ i holds. And
since Bzi,w+i > 0 and the assumption, ∂(zi, C) ≥ i holds. Consequently, ∂(zi, C) = i holds for
each i.
Let x ∈ X be a vertex with ∂(x,C) = l. The submatrix M of B obtained by restricting the
row to {z0, . . . , zs∗} satisfies Mzi,i > 0 and Mzi,j = 0 for j < i, which shows that rank(M) =
s∗ + 1 = rank(B) holds; consequently, rowsp(M) = rowsp(B) holds. The row indexed by x is a
linear combination of the rows indexed by z0, . . . , zs∗ . The coefficient of zi is 0 for i < l since
Bx,i = 0 and Bzi,i > 0. Additionally, the coefficient of zi is 0 for l < i ≤ s
∗ since Bx,j = 0 for
w + l + 1 ≤ j ≤ w + s∗ by the assumption and Bzi,j > 0 for w + l < j ≤ w + s
∗. Since any
row sum is |C|, the coefficient of zl is 1. For that reason, the row indexed by x is equal to the
row indexed by zl, which is independent of the choice of x with ∂(x,C) = l. Therefore C is
completely regular.
Corollary 2.5. [2, Theorem 1] Let C be a non-empty subset of a d-class P -polynomial scheme
X having width w and dual degree s∗. If w + s∗ = d, then C is completely regular.
Proof. It is sufficient to verify that the assumption of Theorem 2.4 holds for width w. By the
definition of width, aw > 0 holds. Let x ∈ X be a vertex with ∂(x,C) = i and y ∈ C be a vertex
with ∂(x, y) = i. For z ∈ C, by triangle equality, w ≥ ∂(y, z) ≥ |∂(x, y)− ∂(x, z)| = ∂(x, z) − i.
Consequently, ∂(x, z) ≤ w + i holds. Therefore, Bx,j = 0 if w + i+ 1 ≤ j ≤ w + s
∗.
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Corollary 2.6. Let C be a non-empty subset of a d-class P -polynomial scheme X having a zero
interval {w + 1, . . . , w + t} and dual degree s∗. If 2s∗ − 1 ≤ t, then C is completely regular.
Proof. It is sufficient to verify that the assumption of Theorem 2.4 holds for w which appears
in a zero interval. By the definition of the zero interval, aw > 0 holds. Let x ∈ X be a vertex
with ∂(x,C) = i and y ∈ C be a vertex with ∂(x, y) = i. For z ∈ C, by the triangle equality,
When ∂(y, z) ≥ w + t+ 1, w + t+ 1 ≤ ∂(y, z) ≤ ∂(x, y) + ∂(x, z) ≤ i+ ∂(x, z) holds, and when
∂(y, z) ≤ w, w ≥ ∂(y, z) ≥ |∂(x, y) − ∂(x, z)| ≥ ∂(x, z) − i holds. Therefore ∂(x, z) ≤ w + i or
∂(x, z) ≥ w+2s∗−i holds, which means, in particular, that Bx,j = 0 if w+i+1 ≤ j ≤ w+s
∗.
Corollary 2.6 gives a sufficient condition that a subset having a nice zero interval carries a
completely regular code. When w = 0, Corollary 2.6 implies that a code with minimum distance
t + 1 and dual degree s∗ satisfying 2s∗ ≤ t + 1 carries a completely regular code. However, in
fact, it is well-known in [3, Theorem 5.13] that the assumption 2s∗ − 1 ≤ t+ 1 yields the same
result, i.e. a code with minimum distance δ and dual degree s∗ satisfying 2s∗− 1 ≤ t+1 carries
a completely regular code.
Example 2.7. (1) Let C = {0, 1} × {0 . . . 0, 1 . . . 1} in the binary Hamming scheme H(2n, 2).
Then C has a zero interval {2, 3, . . . , 2n − 2} and dual degree set S∗(C) = {2k | 2 ≤ k ≤
n− 1}. Therefore C satisfies t = 2s∗, which implies that C is completely regular.
(2) Let C be the [2m− 1, 2m−m, 3] Hamming code in the binary Hamming scheme H(2m, 2).
Then C has a zero interval {w + 1, . . . , w + t} with w = 2m − 4 and t = 2 and the dual
degree s∗ = 1. Therefore C satisfies t = 2s∗, which implies that C is completely regular.
Noting that the minimum distance of C is 3, this is already shown in [3, Theorem 5.13].
(3) Let C be the [2m, 2m − m, 3] extended Hamming code in the binary Hamming scheme
H(2m, 2). Then C has a zero interval {w + 1, . . . , w + t} with w = 2m − 4 and t = 3 and
the dual degree s∗ = 2. For that reason, C satisfies t = 2s∗ − 1, which implies that C is
completely regular. Noting that the minimum distance of C is 4, this is already shown in
[3, Theorem 5.13].
(4) Let C be the [23, 12, 7] Golay code in the binary Hamming scheme H(23, 2). The inner
distribution and the dual inner distribution of C are
a = (1, 0, 0, 0, 0, 0, 0, 253, 506, 0, 0, 1288, 1288, 0, 0, 506, 253, 0, 0, 0, 0, 0, 0, 1),
b = 4096(1, 0, 0, 0, 0, 0, 0, 0, 506, 0, 0, 0, 1288, 0, 0, 0, 253, 0, 0, 0, 0, 0, 0, 0).
Then C has a zero interval {w + 1, . . . , w + t} with w = 16 and t = 6 and the dual degree
s∗ = 3. Consequently, C satisfies t = 2s∗, which implies that C is completely regular. The
minimum distance of C is 7: this is already shown in [3, Theorem 5.13].
(5) Let C be the [23, 12, 7] Golay code in the binary Hamming scheme H(23, 2) and C1 be
C × {0, 1} in the binary Hamming scheme H(24, 2). The inner distribution and the dual
inner distribution of C1 are
a = (1, 1, 0, 0, 0, 0, 0, 253, 759, 506, 0, 1288, 2576, 1288, 0, 506, 759, 253, 0, 0, 0, 0, 0, 1, 1),
b = 8192(1, 0, 0, 0, 0, 0, 0, 0, 506, 0, 0, 0, 1288, 0, 0, 0, 253, 0, 0, 0, 0, 0, 0, 0, 0).
Then C1 has intervals {w+1, . . . , w+t} with (w, t) = (1, 5) or (w, t) = (17, 5) and the dual
degree s∗ = 3. Consequently, C satisfies t = 2s∗ − 1, which implies that C is completely
regular.
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(6) Let C be the [24, 12, 8] Golay code in the binary Hamming scheme H(24, 2). The inner
distribution and the dual inner distribution of C are
a =
1
4096
b = (1, 0, 0, 0, 0, 0, 0, 0, 759, 0, 0, 0, 2576, 0, 0, 0, 759, 0, 0, 0, 0, 0, 0, 0, 1).
Then C has a zero interval {w + 1, . . . , w + t} with w = 16 and t = 7 and the dual degree
s∗ = 4. For that reason, C satisfies t = 2s∗−1, which implies that C is completely regular.
The minimum distance of C is 8. Therefore, this is already shown in [3, Theorem 5.13].
3 Dual zero interval of subsets in Q-polynomial schemes
Let (X,R) be a d class Q-polynomial scheme. For subset C in X, let χ be the characteristic
vector of C and we define the dual inner distribution b = (b0, b1, . . . , bd) of C by bi =
|X|
|C|χ
TEiχ
for i ∈ {0, 1, . . . , d}. We define a degree set S(C) of C as
S(C) = {j | 1 ≤ j ≤ d, χTAjχ 6= 0},
and degree s by the cardinality of the degree set S(C). A polynomial F (x) is called an annihilator
polynomial of C if
F (θ∗i ) = 0 for any i ∈ S(C),
where θ∗0, . . . , θ
∗
d are dual eigenvalues of the Q-polynomial scheme. Let ∆C denote the diagonal
matrix where ∆C(x, x) is 1 if x ∈ C, and ∆C(x, x) is 0 otherwise. Let S = [S0, S1, . . . , Sd]
be an orthogonal matrix that diagonalizes the Bose–Mesner algebra, where Ei =
1
|X|SiS
T
i for
i ∈ {0, 1, . . . , d}. We then define the i-th characteristic matrix Hi of a subset C of X as
Hi = ∆CSi for i ∈ {0, 1, . . . , d}. We define Fk =
1
|X|HiH
T
i for i ∈ {0, 1, . . . , d}. Then Fi
coincides with the submatrix of Ei obtained by restricting row and column indices to C.
We define a parameter of subsets in Q-polynomial schemes as shown below.
Definition 3.1. Let C be a non-empty subset of a d-class Q-polynomial scheme X. For 0 ≤
w∗ ≤ d − 1 and 1 ≤ t∗ ≤ d − w∗, C has a dual zero interval {w∗ + 1, . . . , w∗ + t∗} if bw∗+1 =
· · · = bw∗+t∗ = 0.
If (X,R) is a bipartite Q-polynomial scheme with dual eigenvalues θ∗0 > · · · > θ
∗
d and C is
{x, y} with (x, y) ∈ Rd, then the dual inner distribution of C satisfies that bi is 0 if i is odd,
and mi otherwise, where mi = rankEi. Therefore a dual zero interval of C is not necessarily
uniquely determined.
For a subset C having a dual zero interval {w∗ + 1, . . . , w∗ + t∗}, without loss of generality,
we may assume bw∗ 6= 0 and one of the following:
(1) w∗ + t∗ + 1 ≤ d and bw∗+t∗+1 6= 0,
(2) w∗ + t∗ = d.
The dual zero interval {1, . . . , t∗} with bt∗+1 6= 0 is equivalent to the design, and the dual zero
interval {w∗ + 1, . . . , d} with bw∗ 6= 0 is equivalent to the dual width.
Let || || stand for the Hermitian norm.
Lemma 3.2. Let b be the dual inner distribution of a subset C of X. Then for i, j ∈ {0, 1, . . . , d}
the characteristic matrices satisfy
||HTi Hj||
2 = |C|
min{d,i+j}∑
k=|i−j|
qki,jbk.
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Proof.
||HTi Hj||
2 = Tr(HTi HjH
T
j Hi) = Tr(HiH
T
i HjH
T
j ) = Tr(FiFj)
=
∑
x∈C
FiFj(x, x) =
∑
x,y∈C
Fi(x, y)Fj(x, y) =
∑
x,y∈C
(Ei ◦ Ej)(x, y)
=
∑
x,y∈C
min{d,i+j}∑
k=|i−j|
|X|qki,jEk(x, y) = |C|
min{d,i+j}∑
k=|i−j|
qki,jbk.
Proposition 3.3. Let C be a non-empty subset of a d-class Q-polynomial scheme (X,R).
(1) The following are equivalent:
(a) bk = 0 for all w
∗ + 1 ≤ k ≤ w∗ + t∗,
(b) HTi Hj = 0 for w
∗ + 1 ≤ |i− j|, i + j ≤ w∗ + t∗,
(c) HTk H0 = 0 for w
∗ + 1 ≤ k ≤ w∗ + t∗,
(d) (Fi, Fj) = 0 for w
∗ + 1 ≤ |i− j|, i + j ≤ w∗ + t∗,
(e) FiFj = 0 for w
∗ + 1 ≤ |i− j|, i + j ≤ w∗ + t∗.
(2) The following are equivalent:
(a) bw∗ > 0,
(b) HTi Hj 6= 0 for |i− j| = w
∗,
(c) HTw∗H0 6= 0,
(d) (Fi, Fj) 6= 0 for |i− j| = w
∗,
(e) FiFj 6= 0 for |i− j| = w
∗
Proof. (1): (a)⇒(b); For i, j satisfying w∗ + 1 ≤ |i − j|, i + j ≤ w∗ + t∗, by the assumption of
(a) and Proposition 3.2, ||HTi Hj||
2 = 0 holds. This implies that HTi Hj = 0 holds. Therefore (b)
holds.
(b)⇒(c); Setting j = 0, (c) holds.
(c)⇒(a); For k satisfying 1 ≤ k ≤ t∗, bw∗+k = ||H
T
w∗+kH0||
2 = 0. Therefore (a) holds.
(b)⇔(d); Since Fi is a symmetric matrix for each i ∈ {0, 1, . . . , d} and ||H
T
i Hj||
2 = Tr(FiFj) =
(Fi, Fj), (b) is equivalent to (d).
(b)⇔(e); Since HTi Hj = 0 for w
∗ + 1 ≤ |i− j|, i + j ≤ w∗ + t∗, FiFj =
1
|X|HiH
T
i HjH
T
j = 0.
Therefore (b) implies (e). Since ||HTi Hj||
2 = Tr(FiFj), (e) implies (b).
The proof of (2) is similar to that of (1).
The following proposition gives a relation between an annihilator polynomial and the dual
inner distribution of a subset C.
Proposition 3.4. Let C be a non-empty subset of a d-class Q-polynomial scheme X Let F (x)
be an annihilator polynomial of C. We assume that there exist {fi}
d
i=0 such that, for any
θ∗ ∈ {θ∗0, . . . , θ
∗
d}, F (θ
∗) =
∑d
k=0 fkv
∗
k(θ
∗), where {v∗i (x)}
d
i=0 are the orthogonal polynomials
corresponding to the second eigenmatrix. Then F (θ∗0) =
∑d
k=0 fkbk.
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Proof. Since F (θ∗i ) =
∑d
k=0 fkv
∗
k(θ
∗
i ) for any 1 ≤ i ≤ d,
d∑
i=0
F (θ∗i )Ai =
d∑
i=0
(
d∑
k=0
fkv
∗
k(θ
∗
i ))Ai
=
d∑
k=0
fk
d∑
i=0
v∗k(θ
∗
i )Ai
= |X|
d∑
k=0
fkEk.
Therefore
∑d
i=0 F (θ
∗
i )χ
TAiχ = |X|
∑d
k=0 fkχ
TEkχ holds. Since F (x) is an annihilator polyno-
mial of C, χTA0χ = |C| and since χ
TEkχ =
|C|
|X|bk, we obtain the desired result.
The following proposition holds, as in the case of strength of designs and dual width. Propo-
sition 3.5 (2) is already obtained in [2], but we give the another proof.
Proposition 3.5. Let C be a non-empty subset of a d-class Q-polynomial scheme X having a
dual zero interval {w∗ + 1, . . . , w∗ + z∗} with bw∗ 6= 0 and degree s.
(1) If w∗ + z∗ + 1 ≤ d and bw∗+z∗+1 6= 0, then z
∗ ≤ 2s holds.
(2) If w∗ + z∗ = d, then z∗ ≤ s holds.
Proof. Replacing w, z, s∗, S∗(C), the inner distribution by w∗, z∗, s, S(C), the dual inner
distribution respectively and using Proposition 3.5, we have the desired results as the same
method of the proof Proposition 2.3.
The following is an algebraic proof of Proposition 3.5 using the Terwilliger algebra.
Proof. (Second proof of Proposition 3.5)
We denote V = C|X|. Fix a base point x ∈ C. Let A∗i = A
∗
i (x) be the diagonal matrix with
A∗i (y, y) = |X|Ei(x, y) for each i ∈ {0, 1, . . . , d}. Clearly EiV ∩ EjV = 0 for distinct integers
i, j ∈ {0, 1, . . . , d}. We define an |X| × (d+ 1) matrix B∗ = B∗(x) as
B∗ = (A∗0χ,A
∗
1χ, . . . , A
∗
dχ).
Then, since B∗P = |X|(E∗0 , E
∗
1χ, . . . , E
∗
dχ), rank(B
∗) = sx+1 where sx = |{j | 1 ≤ j ≤ d,E
∗
j χ 6=
0}|. Clearly sx ≤ s holds.
(1); Assume w∗ + t∗ + 1 ≤ d, bw∗+t∗+1 6= 0. Therefore χ|Ew∗V 6= 0, χ|Ew∗+1V = · · · =
χ|Ew∗+t∗V = 0 and χ|Ew∗+t∗+1V 6= 0 hold. Consequently, (A
∗
1)
iχ|Ew∗+iV 6= 0, χ|Ew∗+i+1V =
· · · = χ|Ew∗+t∗−iV = 0 and (A
∗
1)
iχ|Ew∗+t∗−i+1V 6= 0 hold for each i. Therefore, since w
∗ + i <
w∗ + t∗ − i+ 1 holds if and only if i ≤ ⌊t∗/2⌋, χ,A∗1χ, . . . , (A
∗
1)
⌊t∗/2⌋χ are linearly independent.
Therefore, ⌊t∗/2⌋ + 1 ≤ rank(B∗) = sx + 1 ≤ s+ 1, i.e., t
∗ ≤ 2s holds.
(2); Assume w∗ + t∗ = d. Therefore χ|Ew∗V 6= 0, χ|Ew∗+1V = · · · = χ|EdV = 0 hold.
Consequently, (A∗1)
iχ|Ew∗+iV 6= 0, χ|Ew∗+i+1V = · · · = χ|EdV = 0 hold for each i. Therefore
χ,A∗1χ, . . . , (A
∗
1)
t∗χ are linearly independent. Therefore, t∗ + 1 ≤ rank(B∗) = sx + 1 ≤ s + 1,
i.e., t∗ ≤ s holds.
The following is the main theorem in this section. The proof is a slight generalization of the
proof presented by [2, Theorem 2].
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Theorem 3.6. Let C be a non-empty subset of a d-class Q-polynomial scheme X having degree
s. Assume that there exists w∗ ∈ {0, 1, . . . , d−s} such that bw∗ > 0 and that for (k, l) ∈ {(x, y) ∈
{0, 1 . . . , w∗ + s}2 | w∗ + 1 ≤ |x− y|},
FkFl = 0.
Then (C,RC ) is an s-class Q-polynomial scheme.
Proof. This proof is based almost completely on the proof of [2, Theorem 2].
Step 1: The set Fj = {F0, . . . , Fj−1, Fw∗+j , . . . , Fw∗+s} is a basis for A for 0 ≤ j ≤ s+ 1.
Proof. When j = s+ 1, since θ∗0, . . . , θ
∗
s are mutually distinct and
(F0, F1, . . . , Fs) = (∆CA0∆C ,∆CA1∆C , . . . ,∆CAs∆C)


1 v∗1(θ
∗
0) · · · v
∗
s(θ
∗
0)
1 v∗1(θ
∗
1) · · · v
∗
s(θ
∗
1)
...
...
. . .
...
1 v∗1(θ
∗
s) · · · v
∗
s(θ
∗
s)

 ,
the assertion holds for j = s+ 1.
When j = s, for the positive definite inner product (M,N) = trMTN , Fw∗+s and {F0, . . . , Fs−1}
are orthogonal by Lemma 3.3. Therefore the assertion holds for j = s.
Assume that the assertion is true for some j > 0. Since {F0, . . . , Fj−2, Fw∗+j , . . . , Fw∗+s}
is linearly independent, it is sufficient to show that Fw∗+j−1 is linearly independent from
{F0, . . . , Fj−2, Fw∗+j, . . . , Fw∗+s}. Assume Fw∗+j−1 =
j−2∑
k=0
αkFk +
w∗+s∑
k=w∗+j
αkFk for some αk ∈ R.
For 0 ≤ l ≤ j − 2, by the assumption that
Fl
j−2∑
k=0
αkFk = Fl
(
Fw∗+j−1 −
w∗+s∑
k=w∗+j
αkFk
)
= 0.
Therefore
( j−2∑
k=0
αkFk
)2
= 0. Since
j−2∑
k=0
αkFk is a real symmetric matrix,
j−2∑
k=0
αkFk = 0. Since
{F0, . . . , Fj−2} is linearly independent, αk = 0 for 0 ≤ k ≤ j − 2. Therefore, we obtain
Fw∗+j−1 =
w∗+s∑
k=w∗+j
αkFk. Multiplying Fj−1, we obtain Fj−1Fw∗+j−1 = 0, which is a contra-
diction by Proposition 3.3.
Therefore Fw∗+j−1 is linearly independent from {F0, . . . , Fj−2, Fw∗+j, . . . , Fw∗+s}, and the
assertion holds for j − 1.
Define E¯j = Span{F0, F1, . . . , Fj} and A¯ = {M¯ | M ∈ A} where M¯ is the submatrix of M
obtained by restricting row and column to C.
Step 2:
(1) The set F ′j = {F0, . . . , Fj−1, I, Fw∗+j+1 . . . , Fw∗+s} is a basis for A for 0 ≤ j ≤ s.
(2) A¯E¯j = E¯jA¯ = E¯j for 0 ≤ j ≤ s.
Proof. First I¯ ∈ A¯ holds. When j = 0, assume I¯ is linearly dependent from {Fw∗+1, . . . , Fw∗+s}.
Write I¯ =
∑s
i=1 αw∗+iFw∗+i. Then multiplying F0 gives F0 = 0, which is a contradictiton.
Therefore F ′0 is a basis of A¯. In order to verify (2) for j = 0, it is enough to show that E¯0 is
closed under the multiplication of any element of a basis F ′0. It follows from the definition that
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F0Fw∗+i = Fw∗+iF0 = 0 for any i ∈ {1, . . . , s}, and clearly I¯F0 = F0I¯ = F0. Therefore the
assertion holds (2) for j = 0.
Assume that (1) and (2) true for some s > j > 0. Assume that I¯ is linearly dependent
from F0, . . . , Fj−1, Fw∗+j+1, . . . , Fw∗+s}. Write I¯ =
∑j−1
i=0 αiFi +
∑s
i=j+1 αw∗+iFw∗+i. Then
multiplying Fj gives Fj ∈ A¯ ¯Ej−1 = ¯Ej−1, which contradicts that F0 is a basis. Therefore F
′
j is
a basis of A¯. Then
A¯E¯j = A¯ ¯Ej−1 + A¯Span{Fj}
= E¯j−1 + SpanF
′
jSpan{Fj}
= E¯j−1 + Span{F0, . . . , Fj−1, I¯}Span{Fj}
= E¯j−1 + Span{Fj}
= E¯j.
E¯jA¯ = E¯j is also shown by similar method. Therefore the assertion holds (2) for j.
Therefore (C,RC) is an s-class symmetric association scheme since A¯i is a symmetric matrix for
i ∈ S(C)∪{0}. Finally we show that this scheme isQ-polynomial. Clearly, Span{J¯} = E¯0 ( E¯1 (
. . . ( E¯s = A¯ holds and Step 2 (2) implies that E¯j is an ideal of the adjacency algebra . Generally,
an ideal of the adjacency algebra is spanned by some primitive idempotents. Therefore we can
take primitive idempotents E0, E1, . . . , Es of (C,R
C) such that Ei ∈ E¯i \ ¯Ei−1 for 1 ≤ i ≤ s.
Since, for each i, the ideal E¯i is spanned by all polynomials of F1 as entrywise product at most
degree i, the primitive idempotent Ei is a polynomial of E1 as an entrywise product. Therefore
(C,RC ) is Q-polynomial.
Corollary 3.7. [2, Theorem 2] Let C be a non-empty subset of a d-class Q-polynomial scheme
X having dual width w∗ and degree s. If w∗ + s = d, then (C,RC ) is an s-class Q-polynomial
scheme.
Proof. It is sufficient to verify the assumption Theorem 3.6 for dual width w∗. For w∗ < |k− l|,
by Lemma 3.2
||HTk Hl||
2 = |C|
d∑
h=0
qjk,lbk = |C|
( |k−l|∑
h=0
qhk,lbh +
d∑
h=|k−l|
qhk,lbh
)
.
Since bh = 0 when |k − l| ≤ h, q
h
k,l = 0 when h < |k − l|, ||H
T
k Hl|| = 0 i.e., H
T
k Hl = 0 holds.
Therefore FkFl = 0 for w
∗ < |k − l|.
Corollary 3.8. Let C be a non-empty subset of a d-class Q-polynomial scheme X having a
dual zero interval {w∗ + 1, . . . , w∗ + t∗} and degree s. If 2s− 1 ≤ t∗, then (C,RC ) is an s-class
Q-polynomial scheme.
Proof. It is sufficient to verify the assumption of Theorem 3.6 for w∗, which appears in a dual
zero interval. By Proposition 3.3 (2), HTk Hl = 0 for w
∗ + 1 ≤ |k − l|, k + l ≤ w∗ + 2s − 1.
Therefore FkFl = 0 for w
∗ + 1 ≤ |k − l|, k + l ≤ w∗ + 2s − 1, in particular for (k, l) ∈ {(x, y) ∈
{0, 1, . . . , w∗ + s}2 | |x− y| ≥ w∗ + 1}.
Corollary 3.8 gives a sufficient condition that a subset having a nice dual zero interval carries
a Q-polynomial scheme. When w∗ = 0, Corollary 3.8 implies that a design with maximum
strength t∗ and degree s satisfying 2s− 1 ≤ t∗ carries a Q-polynomial scheme. However, in fact,
it is well-known in [3, Theorem 5.25] that the assumption 2s − 2 ≤ t∗ engenders an identical
result, i.e., a design with maximum strength z∗ and degree s satisfying 2s − 2 ≤ t∗ carries a
Q-polynomial scheme.
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Example 3.9. Since each C appearing in Example 2.7 is a linear code, we consider the dual code
C∗. Then C∗ has the inner distribution 1|C|b and the dual inner distribution
|X|
|C|a.
(1) Let C∗ be the dual code of C appearing in Example 2.7 (1). C∗ has the dual zero interval
{2, 3, . . . , 2n − 2} and degree set S(C) = {2k | 2 ≤ k ≤ n − 1}. Therefore C∗ satisfies
t∗ = 2s+ 1, which implies that C∗ is a Q-polynomial scheme.
(2) Let C∗ be the dual code of C appearing in Example 2.7 (2). Then C∗ has a dual zero
interval {w∗+1, . . . , w∗+ t∗} with w∗ = 2m−4 and t∗ = 2 and the degree s = 1. Therefore
C∗ satisfies t∗ = 2s, which implies that C∗ is a Q-polynomial scheme. The strength of C∗
is 3, as already shown [3, Theorem 5.25].
(3) Let C∗ be the dual code of C appearing in Example 2.7 (3). Then C∗ has a dual zero
interval {w∗+1, . . . , w∗+ t∗} with w∗ = 2m−4 and t∗ = 3 and the degree s = 2. Therefore
C∗ satisfies t∗ = 2s−1, which implies that C is a Q-polynomial scheme. Note the strength
of C∗ is 4, as already shown in [3, Theorem 5.25].
(4) Let C∗ be the dual code of C appearing in Example 2.7 (4). Then C∗ has a dual zero
interval {w∗ + 1, . . . , w∗ + t∗ − 1} with w∗ = 16 and t∗ = 6 and degree s = 3. Therefore
C∗ satisfies t∗ = 2s, which implies that C is a Q-polynomial scheme. Note the strength of
C∗ is 7. This is already shown [3, Theorem 5.25].
(5) Let C∗ be the dual code of C appearing in Example 2.7 (5). Then C∗ has dual zero
intervals {w∗ + 1, . . . , w∗ + t∗} with (w∗, t∗) = (1, 5) or (w, t) = (17, 5) and the degree
s = 3. Therefore C∗ satisfies t∗ = 2s− 1, which implies that C is a Q-polynomial scheme.
(6) Let C∗ be the dual code of C appearing in Example 2.7 (6). Then C∗ has a dual zero
interval {w∗+1, . . . , w∗+ t∗} with w∗ = 16 and t∗ = 7 and the degree s = 4. Therefore C∗
satisfies t∗ = 2s− 1, which implies that C is a Q-polynomial scheme. Note the strength of
C∗ is 8. This is already shown in [3, Theorem 5.25].
4 Spherical analogue of the dual zero interval
In this section, we will discuss the spherical analogue of the dual zero interval as spherical
designs. First, we define spherical designs and characterize spherical designs using Gegenbauer
polynomials and spherical characteristic matrices.
For a positive integer t, a finite non-empty set X in the unit sphere Sd−1 is called a spherical
t-design in Sd−1 if the following condition is satisfied for all polynomials f(x) = f(x1, . . . , xd) of
degree not exceeding t:
1
|Sd−1|
∫
Sd−1
f(x)dσ(x) =
1
|X|
∑
x∈X
f(x).
Here, σ is the Haar measure on Sd−1; |Sd−1| denotes the volume of the sphere Sd−1.
We define Gegenbauer polynomials {Qk(x)}
∞
k=0 on S
d−1 as
Q0(x) = 1, Q1(x) = dx,
k + 1
d+ 2k
Qk+1(x) = xQk(x)−
d+ k − 3
d+ 2k − 4
Qk−1(x).
11
Using three-term recurrence formula of Gegenbauer polynomials, we can define non-negative
numbers qk(i, j) satisfying the following equation for non-negative integers i, j, k:
Qi(x)Qj(x) =
i+j∑
k=|i−j|
qk(i, j)Qk(x).
It is well-known that qk(i, j) > 0 if and only if |i − j| ≤ k ≤ i + j and k ≡ i + j (mod 2). We
define bk =
1
|X|
∑
x,y∈X
Qk(〈x, y〉) for each positive integer k.
Let Hom(Rd) be the vector space of the polynomials over R, and let Homl(R
d) be the
subspace of Hom(Rd) consisting of polynomials of total degree at most l. Let Harm(Rd) be the
vector space of the harmonic polynomials over R and Harml(R
d) be the subspace of Harm(Rd)
consisting of homogeneous polynomials of total degree l. The direct sum decomposition of
Homl(R
d) is known, as
Homl(R
d) =
⌊l/2⌋⊕
k=0
(x21 + · · ·+ x
2
d)
kHarml−2k(R
d).
Let {φl,1, . . . , φl,hl} be an orthonormal basis of Harml(R
d) with respect to the inner product
〈φ,ψ〉 =
1
|Sd−1|
∫
Sd−1
φ(x)ψ(x)dσ(x).
Then the addition formula for the Gegenbauer polynomial holds [4, Theorem 3.3], as
Lemma 4.1.
hl∑
i=1
φl,i(x)φl,i(y) = Ql(〈x, y〉) for any l ∈ N, x, y ∈ S
d−1.
We define the l-th spherical characteristic matrix of a finite set X ⊂ Sd−1 as the |X| × hl
matrix
Hl = (φl,i(x)) x∈X
1≤i≤hl
.
Lemma 4.2. Letting X be a finite non-empty set in Sd−1, and letting t be a positive integer,
for non-negative integers i, j, the spherical characteristic matrices satisfy
||HTi Hj ||
2 = |X|
i+j∑
k=|i−j|
qk(i, j)bk .
Proof. See Lemma 3.2.
A criterion for spherical t-designs using Gegenbauer polynomials and the spherical charac-
teristic matrices is known [4, Theorem 5.3, 5.5].
Lemma 4.3. Let X be a non-empty finite set in Sd−1. The following conditions are equivalent:
(1) X is a spherical t-design,
(2) bk = 0 for any k ∈ {1, . . . , t}, and
(3) HTk Hl = δk,l|X|I for 0 ≤ k + l ≤ t.
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Next, we define a generalization of spherical design and spherical dual zero interval. For
positive integers w and t, a finite non-empty set X in the unit sphere Sd−1 is called a spherical
(w, t)-design in Sd−1 if the following condition is satisfied:
1
|Sd−1|
∫
Sd−1
f(x)dσ(x) =
1
|X|
∑
x∈X
f(x)
for all polynomials f(x) = f(x1, . . . , xd) ∈
⊕t
l=1
⊕⌊l/2⌋
k=0 (x
2
1 + · · ·+ x
2
d)
kHarmw+l−2k(R
d).
A spherical (0, t)-design coincides with a spherical t-design. Seymour and Zaslavsky showed
the following existence theorem:
Theorem 4.4. [5, Main Theorem] Let Ω be a path-connected topological space provided with a
positive finite measure µ that satisfies µ(S) ≥ 0 for any measurable set S and µ(U) > 0 for any
no-empty open set. Let fi : Ω→ R
p be continuous integrable functions for i ∈ {1, . . . ,m}. Then
a finite set X of Ω exists that satisfies
1
µ(Ω)
∫
Ω
fi(x)dµ(x) =
1
|X|
∑
x∈X
fi(x) for i ∈ {1, . . . ,m}.
Setting p = 1, Ω = Sd−1, µ = σ and {f1, . . . , fm} is a basis of the linear space
⊕t
l=1
⊕⌊l/2⌋
k=0 (x
2
1+
· · · + x2d)
kHarmw+l−2k(R
d); we can obtain the following existence theorem for spherical (w, t)-
designs:
Corollary 4.5. For any positive integers w, t, d, a spherical (w, t) design exists in Sd−1.
As a spherical design, we can characterize spherical (w, t)-designs by Gegenbauer polynomials
and the spherical characteristic matrices as follows:
Lemma 4.6. Let X be a finite non-empty set in Sd−1.
(1) The following are equivalent:
(a) X is a spherical (w, t)-design,
(b) bk = 0 for any k ∈ {w + 1, . . . , w + t},
(c) HTi Hj = 0 for w + 1 ≤ |i− j|, i + j ≤ w + t,
(d) HTk H0 = 0 for w + 1 ≤ k ≤ w + t,
(e) FiFj = 0 for w + 1 ≤ |i− j|, i+ j ≤ w + t.
(2) The following are equivalent:
(a) bw > 0,
(b) HTi Hj 6= 0 for |i− j| = w,
(c) HTwH0 6= 0,
(d) FiFj 6= 0 for |i− j| = w.
Proof. It follows from the proof of Lemma 3.3 that the equivalence among (b), . . . , (e) of (1)
and among (a), . . . , (d) of (2), so we verify the equivalence between (a) and (d) of (1). Since
〈1, f〉 = 1
|Sd−1|
∫
Sd−1 f(x)dσ(x) for any f ∈ Hom(R
d) and H0 is orthogonal to Hi for any i ≥ 1
with respect to the inner product, X is a spherical (w, t)-design if and only if
∑
x∈X
f(x) = 0 for any f ∈
t⊕
i=1
Harmw+i(R
d). (4.1)
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Since {φl,1, . . . , φl,hl} is a basis of Hl, (4.1) is equivalent to
∑
x∈X
f(x) = 0 for any f ∈ {φl,1, . . . , φl,hl}, l ∈ {w + 1, . . . , w + t}. (4.2)
Additionally, (4.2) is equivalent to HTl H0 = 0 for any l ∈ {w + 1, . . . , w + t}, which proves that
(a) of (1) is equivalent to (d) of (1).
We define a spherical dual zero interval as follows.
Definition 4.7. Let X be a non-empty finite set in Sd−1. For non-negative integer w and
positive integer t, X has a spherical dual zero interval {w + 1, . . . , w + t} if bw 6= 0 and bw+1 =
· · · = bw+t = 0.
If X = {x, y} with 〈x, y〉 = −1, then {bk}
∞
k=0 satisfies that bi is 0 if i is odd, and Qi(1) > 0
otherwise. Therefore, a spherical dual zero interval of X is not necessarily uniquely determined.
A spherical (w, t)-design with bw > 0 has a spherical dual zero interval {w + 1, . . . , w + t};
consequently, the spherical t-design coincides with a spherical dual zero interval {1, . . . , t}.
We define the degree set A(X) of a finite non-empty set X in Sd−1 as
A(X) = {〈x, y〉 | x, y ∈ X,x 6= y},
and degree s by the cardinality of the degree set A(X). Let A(X) = {α1, . . . , αs} and α0 = 1, and
define Ri = {(x, y) ∈ X ×X | 〈x, y〉 = αi} for each i ∈ {0, 1, . . . , s} and R
X = {R0, R1, . . . , Rs}.
A polynomial F (x) is called an annihilator polynomial of a finite non-empty set X in Sd−1
if
F (α) = 0 for any α ∈ A(X).
In Proposition 3.4,3.5,3.6 and 3.8, replacing {v∗i (x)}
d
i=0, characteristic matrices, dual zero
interval by {Qi(x)}
∞
i=0, spherical characteristic matrices, and the spherical dual zero interval
respectively, we obtain the following proposition. The proofs are exactly the same.
Proposition 4.8. Let X be a finite non-empty set of X in the unit sphere Sd−1. Let F (x) be
an annihilator polynomial of X with degree l and let {fi}
l
i=0 be the coefficients of F (x) expressed
in terms of the polynomials {Qi(x)}
l
i=0. Then F (d) =
∑l
k=0 fkbk.
Proposition 4.9. Let X be a finite non-empty set in the unit sphere Sd−1 having a spherical
dual zero interval {w + 1, . . . , w + t} and degree s. Then t ≤ 2s holds.
Theorem 4.10. Let X be a finite non-empty set in the unit sphere Sd−1 having degree s.
Assume that there exists a nonnegative integer w such that bw > 0 and for (k, l) ∈ {(x, y) ∈
{0, 1 . . . , w + s}2 | w + 1 ≤ |x− y|},
FkFl = 0.
Then (X,RX) is an s-class Q-polynomial scheme.
Corollary 4.11. Let X be a finite non-empty set in the unit sphere Sd−1 having a spherical
dual zero interval {w + 1, . . . , w + t} and degree s. If 2s − 1 ≤ t, then (X,RX) is an s-class
Q-polynomial scheme.
Problem 4.12. Does there exist a finite non-empty set in the unit sphere Sd−1 satisfying the
assumption of Corollary 4.11?
14
Acknowledgements
The author would like to thank Professor Akihiro Munemasa, Hiroshi Suzuki and Hajime Tanaka
for helpful discussions. This work is supported by Grant-in-Aid for JSPS Fellows.
References
[1] E. Bannai, T. Ito, Algebraic Combinatorics I: Association Schemes, Benjamin/Cummings,
Menlo Park, CA, 1984.
[2] A. E. Brouwer, C. D. Godsil, J. H. Koolen, W. J. Martin, Width and dual width of subsets
in polynomial association schemes, J. Combin. Theory Ser. A 102 (2003), no. 2, 255–271.
[3] P. Delsarte, An algebraic approach to the association schemes of coding theory, Philips Res.
Rep. 10 (Suppl.) (1973).
[4] P. Delsarte, J. M. Goethals, J. J. Seidel, Spherical codes and designs, Geom. Dedicata 6
(1977), 363–388.
[5] P. Seymour, T. Zaslavsky, Averaging sets: A generalization of mean values and spherical
designs, Advs. in Math. 52 (1984), 213–240.
15
