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We point out the use of graph grammars for specifying ( eneraling) languages of dependency 
graphs that arise in theoretical studies of concurrent systems. 
Introduction 
The theory of traces has been introduced in [6] and has become quite popular as 
an approach to the theory of concurrent systems (see, e.g., [7], [8], [3], [1] and [21). 
In this approach strings (corresponding to observations by sequential observers) are 
divided into equivalence classes according to an equivalence relation induced by an 
(symmetric and irreflexive) independence r lation describing concurrency of events 
within a system (hence independently from observations). Each equivalence class of 
strings is referred to as a trace and a set of traces is referred to as a trace language. 
To specify trace languages one uses string languages (specification methods of which 
are very well understood). 
All strings within one trace describe the same structure (of partially ordered 
events) - this structure is referred to as a dependency graph (d-graph for short). 
Hence each trace language specifies a set of d-graphs (a d-graph language). Thus 
within the theory of traces one is really interested in d-graph languages pecified 
(defined) indirectly by string languages. 
In this paper we demonstrate how graph grammars can be used for specifying 
directly d-graph languages. 
O. Preliminaries 
We assume the reader to be familiar with basic formal (string) language theory, 
see, e.g., [11]. 
We use mostly standard notat ion and terminology; perhaps only the following 
points require some addit ional attention. 
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Throughout the paper only finite nonempty alphabets will be considered. Further- 
more, X denotes the empty word. 
A right-linear grammar in which each production is either of the form A --,bB or 
A ~b,  where A and B are nonterminals and b is a terminal, will be called here a 
regular grammar. A regular grammar is specified in the form G = (F, ±, P, S), where 
f is the total alphabet, Z is the terminal alphabet, P is the set of productions and 
S is the axiom. Regular languages are string languages generated by regular gram- 
mars (hence we consider only X-free regular (string) languages). 
For sets A and B, A -B  denotes their difference; I~ denotes the empty set. 
A directed node labeled graph, in the sequel called simply a graph, will be 
specified in the form H=(V,E ,Z , I ) ,  where Vis its set of nodes~ Ec_ V× Vis its set 
of edges, 2? is its label alphabet and l : V~Z is its (node) labeling function. (We con- 
sider only graphs without loops.) 
:~'z" denotes the set of all graphs with the label alphabet Z; A denotes the empty 
graph, i.e. the graph with the empty set of nodes. 
If  graphs H,/St are isomorphic (and we consider only the node label preserving iso- 
morphisms), then we write H- -H .  
1. Traces and dependency graphs 
In this section we recall basic notions concerning traces and dependency graphs 
(see [6], [7] and also [1]). 
Definition 1.1. (1) Let Z be an alphabet. A concurrency relation over Z is a binary 
relation over Z which is irreflexive and symmetric. 
(2) Let Z be an alphabet and let C be a concurrency relation over Z. 
(2.1) The pair (Z, C)  is called a concurrent alphabet. 
(2.2) The relation =cc Z*×Z*  is defined by: for x, y6Z* ,  x=cy  if and only if 
there exist Xl, x2 6 Z* and (a, b) 6 C such that x = xl abx2 and y = xl baxz. 
(2.3) The relation -cc_Z*×Z*  is defined as the least equivalence relation over 
Z*, containing =c; for w6Z*,  [w]c denotes the equivalence class of =-c contain- 
ing w. 
(2.4) A trace (on (Z, C))  is an element of the quotient monoid Z*/-~ c (in this 
quotient monoid the catenation is defined by, for x ,y~Z* ,  [x]c[y]c= [xY]c and 
[2]c is the identity of this monoid). 
(2.5) A trace language (over (Z, C))  is a subset of the quotient monoid Z* /=c .  
Remark. In order not to complicate our notation too much, throughout the paper 
we will identify, for a concurrent alphabet <Z, C) ,  an element of X*/==- c with the 
equivalence class it corresponds to. 
Example 1.1. Let X= {a, b, c, d, e} and let C= {(a, b), (b, a), (b, c), (c, b), (b, d), (d, b), 
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(d, e), (e, d)}. Then: 
(1) (Z ,C)  is a concurrent alphabet, 
(2) adbb =c abdb, 
(3) acdbe=c abced, and 
(4) [dbe]c= {bde, dbe, bed} is a trace (on (Z, C)) .  
For a concurrent alphabet (Z, C>, the quotient monoid Z*/-~ c (with the catena- 
tion and identity defined as above) is referred to as the free partially commutative 
monoid generated by (Z, C), denoted by .i(Z, C) (see, e.g., [3] and [5]). Note that 
if' C = Z x Z -  {(a, a) l a e Z},  then we deal with commutative monoids - language 
theory on commutat ive monoids has always been an important part of formal 
language theory (see, e.g., [10]). 
Definit ion 1.2. Let (Z,C)  be a concurrent alphabet and let x=ai . . .aneX* for 
some n_>0 and a I . . . . .  aneX.  The dependency graph o fx  (over (Z,C)),  abbre- 
viated d-graph of x (over (Z, C)) and denoted by G<±;c)(X) (or simply G(x) when- 
ever (Z,C)  is understood), is the graph (V,E,Z,I) where V={v l . . . . .  G,}, for all 
l<_i<_n, I(oi)=(Ti, and, for all l<_i,j<_n, (oi, Oj)ffE if and only if i<j  and 
(a,, aJ) ~ C. 
Example 1.2. Let (Z,C)  be as in Example 1.1. Then G(aabced) is of  the form 
shown in Fig. 1. 
One can prove the following result (see, e.g., [1]). 
Theorem 1.1. Let (Z, C) be a concurrent alphabet and let x, yeZ*.  Then x -cy  if 
and only if G(x)= G(y). 
Hence, by the above theorem, a dependency graph is really associated with (is a 
'signature of ')  a trace rather than with individual strings. This leads us to the follow- 
ing definition. 
d 
G 
Fig. 1. 
302 IJ..l. Aalbersber.~,. G. Rogenbere 
Definition 1.3. Let (Z,C> be a concurrent alphabet and let te ~(,,E,C). The 
dependency graph oft  (over <Z, C)),  abbreviated -graph oft  (over (Z, C) ), is the 
graph G(x), where xcZ*  is such that t= [x]c; it is denoted by G<z;c>(t) (or simply 
G(t) whenever (Z, C> is understood). 
For a concurrent alphabet <2, C> the set of all dependency graphs over <Z, C> 
is denoted by ~(Z, C). 
The theory of dependency graphs (over a concurrent alphabet) turns out to be 
quite essential within the theory of concurrent systems. It is shown in [8] that several 
theories of concurrency are ' isomorphic' to the theory of dependency graphs. 
Since each trace (on a concurrent alphabet) is an equivalence class of strings, one 
may specify a set of traces (a trace language) by specifying a string language, each 
element of which defines (claims) a trace. A way of doing this is given by the follow- 
ing definition. 
Definition 1.4. Let (Z, C> be a concurrent alphabet. 
(1) A trace language T_c ,i(Z, C) is called regular if there exists a regular string 
language KC-Z* such that T= {[x]c ixeK}.  
(2) A d-graph language (over (Z, C)) is a subset of '/(Z; C). 
(3) A d-graph language D_c 9'(Z, C) is called regular if there exists a regular trace 
language Tc  f (Z ,C)  such that D={G(t ) i t~T}.  
2. DNLC grammars 
In this section we recall the definition of a class of graph grammars which is 
especially suitable for generating d-graph languages. 
Since each trace (over a concurrent alphabet) has a uniquely associated ependen- 
cy graph, a way to specify a d-graph language is to specify a trace language, each 
trace of which defines a d-graph (see Definition 1.4) - this is an indirect method. 
One can also try a direct method, that is to specify a d-graph language D by giving 
a graph grammar generating all, and only, d-graphs of D. 
It turns out that DNLC grammars (see, e.g., [4]) are particularly suitable for 
generating languages of d-graphs. In the rest of this paper we try to justify this 
contention. 
We start by recalling the notion of a directed node-label controlled graph gram- 
mar, abbreviated DNLC grammar. 
Definition 2.1. A directed node-label controlled graph grammar, abbreviated 
DNLC grammar, is a system G = (/;, A, P, Cin, Cout, Z), where: 
(i) F is an alphabet, called the total alphabet of G, 
(ii) A c F is called the terminal alphabet of G, 
(iii) Pc_ (F -A)  × ~'1 is called the set of productions of G, 
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(iv) Cin C_ F)< F is called the in-connection relation of G and Cout c_ F× F is called 
the out-connection relation of G, and 
(v) Z, called the axiom of G, is a graph over F, consisting of  one node labeled 
by an element of  F -A .  
Informally speaking, a DNLC grammar G = (F,A, P, Cin, Cout, Z) generates a set 
of  graphs as follows. 
Given a graph H to be rewritten and a production of  the form (a, F), where a is 
a node-label and F is a graph, one chooses a node u of  H labeled by a and replaces 
it by (a graph isomorphic to) F. Then, in order to embed F in 'the rest of  H '  (the 
graph resulting from H by removing o) one uses relations Cin and Cou t as follows. 
For every pair (b,c)e Cin one establishes an (incoming) edge from each direct 
neighbour node of  v labeled c to each node of F labeled b. Analogously, for every 
pair (b, c)e Cou t one establishes an (outgoing) edge from each node labeled b in F 
to each direct neighbour node of v labeled c. 
Every graph H '  isomorphic to the resulting graph is said to be directly derived 
from H in G. This is written H ~ H'.  Iterating the direct derivation step, starting 
(; 
with the axiom graph Z of  G, and choosing only derived graphs such that all their 
nodes are labeled by the labels from the terminal alphabet A, one gets the (graph) 
language L(G) of G. 
These notions are defined formally in [4]. 
Definition 2.2. Let G=(F,A,P, Cin, Cout, Z) be a DNLC grammar. G is called a 
regular DNLC grammar if every production of  G is 
either of  the form (X,~ ~), or of  the form (X, ,7 0), 
with aeA and Y~F-A .  
Definition 2.3. Let (Z,C) be a concurrent alphabet and let G=(F,A,P, Ci,, 
Cout, Z) be a DNLC grammar. G is called (Z, C)-consistent if: 
(i) A = X, 
(ii) C m = (F× F) - C, and 
(iii) Cou t = O. 
3. DNLC grammars and d-graph languages 
In this section we demonstrate the use of  DNLC grammars for the generation of  
regular d-graph languages. 
It turns out that, for a concurrent alphabet <X, C), any regular subset of  ~,(Z, C) 
can be generated by a regular <Z,C>-consistent DNLC grammar and moreover 
regular <X,C)-consistent DNLC grammars generate only regular subsets of  
~/(Z, C). 
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Theorem 3.1. Let (Z, C) be a concurrent alphabet and let HE_ , (Z, C). H is regular 
if and only if H can be generated by a regular (Z. C)-consistent DNLC grammar. 
Proof. The proof goes in two steps, each providing the implication in one direction. 
(i) Let H :/(Z,C) be a regular d-graph language. Hence there exists a regular 
(string) grammar GI (F,Z, Pj,S) such that H--{G([x]c)[xeL(Gi) }.
Consider the regular (Z,C)-consistent DNLC grammar G, (F,Z, P2, Cm, 
Cout, Z), where: 
G } 
P2={(X ,•  - , •) l(x,  aY)eP l  for someX,  YeF -ZandaeZ -} 
U{(X ,~) I (X ,a )eP  ~ for someXeF  fand  aeZ},  
and the label of the node of Z is S. 
Now it is clear that H L(G2). 
(ii) Let G1=(l~,~Y, Pi Cin, Cout, Z ) be a regular (Z,C)-consistent DNLC 
grammar. 
Consider the regular (string) grammar G2 = (F,X, P2, S), where: 
P2={(X, aY)[(X,O , o) eP1 forsomeX,  YeF  ~ando-eZ} 
U{(X,a) l (X ,~)eP l  for some Xe[ -X  and oeX},  
and S is the label of the node of Z. 
From the construction of a d-graph it easily follows that L(G2) is a regular 
d-graph language over (Z', C).  
The theorem follows from (i) and (ii) above. 
As we have indicated already, the set of all d-graphs over a given concurrent 
alphabet forms an important object within the theory of concurrent systems (see, 
e.g., [71 and [81). As a corollary of the above result we know that f/(Z', C) (for a 
given concurrent alphabet (X, C))  can be generated by a regular ((X, C)-consistent) 
DNLC grammar. Actually it is worth noticing that (for a given concurrent alphabet 
(Z, C))  ~9~ (X, C) (up to A) is generated by the following (very simple) regular (Z, C)-  
consistent DNLC grammar G= (F,Z, P, Ci,,, Co~t, Z), where F-Z-{S} and P con- 
sists of the productions 
o S 
(S ,•  , • )  and (S,~) 
for all a e X. 
4. Discussion 
In this paper we have demonstrated how to use graph grammars for generating 
regular d-graph languages. Clearly, this paper is only the beginning of the investiga- 
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tion of the use of graph grammars (in particular DNLC grammars) in the study of 
traces. 
In particular there are several research topics that, in our opinion, should be in- 
vestigated now. 
(i) We have considered here only one specific way of defining regular trace 
languages (and consequently regular d-graph languages) - this approach is referred 
to (in [11) as an 'existential' approach. The usage of d-graph languages, where the 
notion of 'regular' is established by using other than existential ways of claiming, 
is a natural next step of a systematic investigation. 
(ii) Two transformations of (the languages of) d-graphs eem to be quite obvious 
from the point of view of the theory of partial order (-like) relations: consider only 
'clean Hasse diagrams' (as, e.g., in [9]) of d-graphs or consider only 'transitive 
closures' of d-graphs. The usage of graph grammars to generate these 'versions' of 
(the languages of) d-graphs should be investigated. 
(iii) In this paper we have pointed out a very natural connection between regular 
d-graph languages and regular DNLC grammars. It can be shown, that if one wants 
to generate more general classes of d-graph languages (e.g., context-free), then the 
concept of a DNLC grammar must be modified. The investigation of the ways to 
generate context-free d-graph languages using graph grammars (in particular 
modified versions of DNLC grammars) seems to be quite important. 
We believe that a systematic study of the interrelations between the theory of 
graph grammars and the theory of traces would benefit both (i) the theory of con- 
current systems - by providing a new method of specifying non-sequential 
behaviour, and (ii) the theory of graph grammars by indicating well-motivated 
classes of graph grammars. We hope to report on our investigation concerning this 
relationship, in particular concerning the research topics listed above, in the near 
future. 
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