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Sigles et notations
RIF = réponse impulsionnelle finie
RII = réponse impulsionnelle infinie
diag(x1, . . . , xM ) : matrice M ×M diagonale dont les termes diagonaux sont les xi.
I est la matrice identité. S’il y ambiguïté, la taille de la matrice est précisée en indice.
MT désigne la transposée de la matrice M
M † désigne la transposée hermitienne de la matrice M .
i.i.d. : indépendant(e) et identiquement distribué(e).
ARMA : auto-regressive, moving average.
δ(k) : symbole de Kronecker. δ(k) = 1 si k = 0, 0 sinon.
TFD : transformée de Fourier discrète.
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Première partie
Introduction

Chapitre 1
Présentation du problème
De deux choses lune, l’autre c’est le soleil
Jacques Prévert
La séparation de sources est un problème central en traitement du signal. Il apparaît dès
que plusieurs sources émettent des signaux qui sont reçus simultanément par un ensemble
de capteurs. Ce problème a reçu un intérêt croissant ces quinze dernières années. Il inter-
vient en effet dans une très grande variété d’applications. Parmi elles et pour n’en citer
que quelques unes, les communications mobiles pour lesquelles il faut, au niveau des an-
tennes, séparer les différents signaux associés à la parole, les électroencéphalogrammes et
électrocardiogrammes qui peuvent recevoir diverses excitations électriques au niveau des
capteurs (lorsqu’une femme est enceinte par exemple, certains capteurs d’un électrocar-
diogramme reçoivent à la fois les signaux liés à la mère et ceux liés à l’enfant) ou encore les
barrages sur lesquels on place plusieurs capteurs afin d’essayer de détecter d’éventuelles
causes anormales de vieillissement.
Dans tous les cas, ce problème peut-être modélisé de la façon suivante :
y(t) = H(s(t)) + b(t) (1.1)
où s, b et y sont respectivement les vecteurs de sources de taille N , d’observations et de
bruit de taille M . H représente le mélange des sources.
On peut classer les mélanges en deux catégories :
– les mélanges non linéaires qui sont les plus généraux. Ce cas semble toutefois trop
général pour être résolu. Certains travaux, [TJ99] par exemple, ont cependant été
effectués dans un cas particulier de mélanges non linéaires : les mélanges post non
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linéaires pour lesquels les sources sont d’abord mélangées linéairement avant d’être
filtrées par des filtres non linéaires instantanés.
– les mélanges linéaires pour lesquels les observations peuvent s’écrire :
y(t) = H ∗ s(t) + b(t) (1.2)
où ∗ désigne le produit de convolution.
L’émergence des techniques numériques entraîne une utilisation accrue de signaux dis-
crétisés dans le temps. Dans le cadre de ce manuscrit, nous allons donc travailler sur un
mélange discret qui s’écrit sous la forme :
y(n) = [H(z)]s(n) + b(n) (1.3)
où [H(z)]s(n) =
∑
kHks(n − k) et chaque Hk est une matrice M × N . Le problème de
séparation de sources correspondant à (1.3) est représenté par la figure 1.1
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Fig. 1.1 – Schéma général du mélange convolutif
Un mélange est dit instantané s’il est sans mémoire, c’est-à-dire si Hk = 0, ∀k = 0.
Dans le cas contraire, il est dit convolutif.
Dans le cadre de cette thèse, seul le cas des mélanges linéaires convolutifs est étu-
dié. En effet, contrairement au cas des mélanges instantanés, un modèle de ce type se
rencontre relativement fréquemment. En particulier, supposons que la propagation des
N sources indépendantes soit modélisée par un filtre et que l’on prélève le champ (de
nature physique quelconque) qu’elles créent sur M capteurs. Alors, si l’on note yi(n) pour
i = 1, . . . ,M les signaux (échantillonnés) prélevés derrière chacun des capteurs, il sera
très raisonnable de supposer que y(n) s’écrit sous la forme (1.3), où les signaux (sk)k=1,... ,N
pourront être assimilés à des signaux statistiquement indépendants générés par les sources.
Dans ce contexte, le but de la séparation de sources est de reconstituer les composantes
de s(n) à partir de la seule observation du signal y(n). On parle de séparation aveugle
des sources lorsqu’aucune information a priori sur les sources et/ou sur le mélange n’est
connue. C’est dans ce contexte que se place cette thèse.
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Fig. 1.2 – Principe de la séparation de sources
Principe de la séparation
Il peut être résumé par le schéma 1.2. Il s’agit donc de trouver un filtre matriciel G(z)
de taille N ×M qui « inverse » le filtrage. Or, en séparation aveugle des sources, la seule
information est que les sources sont indépendantes. On se place dans le cas d’un mélange
non bruité. On va donc construire le signal r(n) = [G(z)]y(n) = [G(z)][H(z)]s(n) tel qu’il
soit à composantes indépendantes. Il n’est a priori pas évident que les signaux ainsi formés
soient des reconstructions des sources. On sait en particulier qu’il n’est pas possible de
séparer deux sources gaussiennes mélangées instantanément.
Cependant, dans le cas de mélanges linéaires convolutifs et lorsqu’il y a au plus une
source gaussienne, D. Yellin et E. Weinstein [YW94] ont montré que rendre les compo-
santes de r(n) indépendantes permet de trouver un filtre G(z) qui sépare les sources.
Problèmes d’indétermination
Cependant, il est clair que, posé en ces termes, le problème n’est pas solvable car le filtre
H(z) et les signaux sources (sk)k=1,... ,N ne sont pas définis de façon unique par la relation
(1.3). Pour s’en convaincre, il suffit de considérer N filtres h1(z), . . . , hN(z), de remarquer
que les composantes du signal N -dimensionnel s′(n) = [diag(h1(z)−1, . . . , hN (z)−1)]s(n)
sont indépendantes, et que y(n) = [H ′(z)]s′(n) où H ′(z) = H(z)diag(h1(z), . . . , hN(z)).
En d’autres termes, les signaux sources ne sont définis qu’à un filtre près. On cherchera
donc à retrouver les sources à une permutation et à un filtre près. Ainsi, toute matrice
G(z) telle que G(z)H(z) est de la forme PD(z) où P est une matrice de permutation et
D(z) une matrice diagonale inversible de retards purs est dite séparante.
La séparation de sources correspond donc à un problème mal posé et il convient soit de
bien spécifier la version des signaux sources que l’on cherche à reconstituer, soit de formuler
des hypothèses supplémentaires sur le filtre ou sur les signaux sources garantissant l’unicité
de la représentation (1.3).
Plusieurs techniques existent pour lever ces indéterminations, techniques dépendant
de la nature du mélange et de l’application visée. Nous allons en voir brièvement quelques
unes ; pour plus de détails le lecteur pourra se référer à [Cha96] p. 53-59.
Une idée classique est de normaliser la puissance des signaux d’entrée à 1 (E[si(n)] = 1,
∀i). Cette normalisation n’est pas du tout restrictive puisqu’on a vu que les sources ne
sont reconstituées qu’à un facteur près. Toutefois, si cette hypothèse marche très bien
dans le cas des mélanges instantanés, elle n’est pas suffisante dans le cadre convolutif.
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Une autre technique consiste à imposer à la matrice H(z) d’avoir des 1 sur sa diago-
nale (Hii(z) ≡ 1, ∀i). Comme nous le verrons par la suite, selon les hypothèses faites sur
H(z) cette condition peut devenir restrictive. Christian Jutten et al. [HJA85] ont choisi
une structure récursive de séparation (nous détaillerons plus loin leur technique). Aussi,
au lieu d’adapter G(z), ils adaptent G−1(z) = (I +C(z))−1 et imposent à la matrice C(z)
d’avoir des 0 sur sa diagonale.
Nous avons choisi de calculer la contribution de chaque source sur chaque capteur soit
[Hij(z)]sj(n), ∀i, j. La contribution d’une source i représente en fait le signal que l’on
observerait au niveau des capteurs si aucune source sj (avec j = i) n’interférait pas avec
la source i.
Hypothèses sur les sources
Comme dans la plupart des travaux réalisés jusqu’à maintenant, tout au long de ce ma-
nuscrit, les sources vérifierons toujours les hypothèses suivantes :
H1. elles seront stationnaires
H2. elles seront à composantes mutuellement indépendantes.
H3. sauf dans le cadre des méthodes au second ordre, les sources seront supposées non
gaussiennes. 1
Il est intéressant de noter que quelques études commencent à être réalisées sur des signaux
non stationnaires. Nous évoquerons ce sujet par la suite.
L’indépendance
On rappelle que les signaux si(n)i=1,... ,M sont mutuellement indépendants si
p(s1, . . . , sM) = Π
M
i=1p(si) (1.4)
où p(s1, . . . , sM) est la densité de probabilité conjointe des variables si et p(si) est la
probabilité marginale.
Il est toutefois très difficile de caractériser analytiquement l’indépendance de signaux.
Les diverses techniques de séparation aveugle des sources s’attacheront donc à assurer des
propriétés plus faibles que l’indépendance.
1La plupart des méthodes aux ordres supérieurs acceptent en général au plus une source gaussienne.
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Ce travail a été effectué au titre du contrat d’étude 2M8173/EP792 entre EDF/DER2
et les laboratoires Systèmes de Communication (UMLV3) et LIS4(INPG5), et dans le
cadre duquel se déroule la thèse de Carine Simon, co-encadrée par Philippe Loubaton
et Christian Jutten. À l’issue de ce contrat, il était convenu qu’une bibliothèque de mé-
thodes existantes en séparation aveugle des sources en mélanges convolutifs serait livrée à
EDF/DER . Aussi, une partie de ce travail a-t-il été dédié à l’implantation de diverses mé-
thodes ainsi qu’à leur validation sur signaux réels. De nouvelles techniques ont également
été étudiées théoriquement puis intégrées dans la bibliothèque.
Structure du document
Le chapitre suivant est dédié à un état de l’art des méthodes existant en séparation
aveugle des sources en mélange convolutif. Pour un état de l’art sur la séparation de
sources en mélange instantané, le lecteur pourra se référer à [PB96a]. Ces mêmes auteurs
proposent également un état de l’art des mélanges convolutifs dans [PB96b].
Nous avons choisi d’articuler le prochain chapitre en deux parties : la première concer-
nera les méthodes temporelles, la seconde les méthodes fréquentielles. Ces dernières sont
dites fréquentielles puisqu’au lieu de travailler directement sur les observations tempo-
relles, elles utilisent leurs transformées de Fourier. On va voir que, si elles semblent at-
trayantes de prime abord puisqu’elles permettent de se ramener à un problème de sépara-
tion de sources en mélange instantané, un certain nombre de problèmes font qu’elles sont
fort peu utilisées dans le cas général.
Il existe par contre un grand nombre de méthodes temporelles. Aussi paraît-il difficile
d’en faire une revue exhaustive. Nous essayerons toutefois d’être aussi complets que pos-
sible. Ces méthodes seront classées selon l’ordre des statistiques utilisées. Nous verrons
que de cet ordre découlent des problèmes très différents.
La suite de ce document se déroule essentiellement en deux parties : la première ex-
pose les résultats théoriques de cette thèse tandis que dans la seconde, les autres méthodes
implantées dans la bibliothèque, parfois généralisées et/ou adaptées, sont détaillées. Si,
après la présentation de chaque méthode des chapitres 3 à 5, des exemples sont proposés,
le dernier chapitre est réservé à la présentation de résultats expérimentaux sur l’ensemble
des techniques tant sur signaux réels que sur un large ensemble de simulations.
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Deux résultats théoriques majeurs sont présentés dans la deuxième partie : tout d’abord,
une étude théorique sur les méthodes utilisant exclusivement les statistiques au second
ordre a été effectuée. En effet, si elles sont, en pratique, largement utilisées, peu de résul-
tats théoriques existent à ce jour. Ceux présentés ici sont fort peu encourageants et il est
expliqué pourquoi nous déconseillons vivement l’utilisation de ces méthodes.
Les fonctions dites de contraste ont, quant à elles, prouvé leur efficacité tant en décon-
volution aveugle qu’en séparation de sources de mélanges instantanés. Certains résultats
existent également en convolutif lorsque les sources sont supposées i.i.d.. Nous généralisons
ces fonctions à un cadre où l’hypothèse i.i.d. n’est plus nécessaire, montrons pourquoi il
paraît difficile de généraliser directement les méthodes existant en convolutif et proposons
un exemple dont la maximisation donne nécessairement une solution séparante.
Dans la troisième partie, enfin, trois techniques sont détaillées : la prédiction linéaire
qui est généralisées au cas où le nombre de capteurs est supérieur ou égal au nombre de
sources, l’annulation de cumulants croisés et enfin une méthode fréquentielle. Le dernier
chapitre est quant à lui dédié aux résultats expérimentaux, sur des signaux réels fournis
par EDF/DER puis sur un large banc de simulations.
Chapitre 2
État de l’art
2.1 Les approches temporelles
Comme nous l’avons précisé au chapitre précédent, les différentes techniques présentées
dans cette section sont classées selon l’ordre des statistiques utilisées. Les statistiques au
second ordre ont sans doute été les premières utilisées et le sont encore largement. Nous
présenterons également des techniques utilisant essentiellement l’ordre 2, c’est-à-dire que,
uniquement à partir des statistiques d’ordre 2, on se ramène à un problème de séparation
de sources en mélange instantané. Comme nous le verrons dans la prochaine section, les
statistiques à l’ordre 2 ne permettent pas de séparer des mélanges instantanés, aussi,
pour cette dernière partie, les ordres supérieurs sont utilisés. Enfin, un certain nombre de
techniques utilisant les statistiques aux ordres supérieurs1 sera présenté.
2.1.1 Les méthodes à l’ordre 2 : les approches par décorrélation
Position du problème
En traitement du signal « classique », les signaux étudiés sont souvent gaussiens. L’in-
dépendance est alors assimilée à la décorrélation. C’est donc tout naturellement que, en
séparation de sources, un grand nombre de travaux a été réalisé sur les statistiques à
l’ordre 2.
Dans ce cadre, la plupart des études a été faite pour des mélanges de 2 sources sur 2
capteurs. Le problème s’écrit alors :{
y1(n) = [H˜11(z)]s˜1(n) + [H˜12(z)]s˜2(n)
y2(n) = [H˜21(z)]s˜1(n) + [H˜22(z)]s˜2(n)
(2.1)
1C’est-à-dire aux ordres strictement supérieurs à 2
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Dans la majorité des travaux relatifs à cette approche, on considère en fait que chaque
source est prépondérante sur un des capteurs2 ce qui revient à réécrire le système (2.1) de
la façon suivante :
{
y1(n) = s1(n) + [H12(z)]s2(n)
y2(n) = [H21(z)]s1(n) + s2(n)
(2.2)
ce qui revient à poser Hij(z) = H˜ij(z)/H˜ii(z) et si(n) = [H˜ii(z)]s˜i(n) pour (i, j) ∈
{(1, 2), (2, 1)}. Si, lorsqu’aucune hypothèse n’est faite sur le filtre
H(z) =
(
1 H12(z)
H21(z) 1
)
le passage de (2.1) à (2.2) n’est absolument pas restrictif, on verra au chapitre 3. que
ce n’est pas le cas quand on considère (comme c’est le cas dans la grande majorité des
travaux sur la décorrélation) que
(D1) H(z) est à phase minimale, i.e. det[H(z)] = 0 pour tout z à l’extérieur du cercle
unité
(D2) Hij(z) causal pour (i, j) ∈ {(1, 2), (2, 1)}
Dans ce contexte, la philosophie générale consiste à adapter le filtre G(z) ayant la même
structure que H(z) et les mêmes propriétés, c’est-à-dire que Gii(z) ≡ 1 et G(z) vérifie
(D1) et (D2), de telle sorte que
r(n) =
[(
1 −G12(z)
−G21(z) 1
)]
y(n) (2.3)
soit à composantes décorrélées. C’est au moins le cas si Gij(z) = Hij(z) pour (i, j) ∈ {1, 2}2
qui correspond à ri(n) = det[G(z)]si(n) pour i = 1, 2 et les ri(n) sont bien des versions
filtrées des sources.
L’ensemble des méthodes présentées ci-après sont sans doute des extensions du principe
d’annulation d’écho adaptative (ANC) de B. Widrow et al. [WGM+75]. L’annulation
d’écho peut être vue comme un problème de séparation de sources spécifique à une entrée
et deux sorties (voir figure 2.1) dont l’une des sorties (y2) est le signal de référence de bruit
tandis que l’autre contient à la fois le signal et le bruit. Le but est alors d’adapter G12 de
telle sorte que le signal résultant ne contienne que la source. La technique utilisée est alors
la minimisation de l’énergie du signal. Il existe une solution analytique à ce problème :
G12 = argminE{r(n)2} = S−1y2y2(z−1)Sy1y2(z−1)
2si cette hypothèse est tout à fait légitime dans le cas 2 sources/2 capteurs, elle est beaucoup plus
discutable lorsqu’il y a plus de sources et de capteurs
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où Syiyj (z
−1) est la densité interspectrale entre yi et yj.
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Fig. 2.1 – Annulation adaptative d’écho
Il est cependant connu qu’il est impossible de séparer un mélange instantané à l’ordre 2.
Une simple décomposition de H(z) en valeurs singulières permet en effet de montrer que,
en utilisant uniquement les statistiques à l’ordre 2, toute information sur une des matrices
de la décomposition de H(z) est perdue. On imagine donc que l’utilisation des statistiques
à l’ordre 2 dans le cadre des mélanges convolutifs risque de poser des problèmes, au moins
si le mélange n’est pas strictement causal (l’hypothèse de stricte causalité permet de s’af-
franchir du terme instantané du filtre mélangeur). Nous allons voir ce qu’il en est des
autres termes. Nous rappelons qu’une étude théorique sur la décorrélation est présentée
au chapitre suivant.
Les deux premières contributions présentées ci-après sont assez proches mais, contrai-
rement à la première, la seconde traite du problème de séparation adaptative. L’adaptati-
vité nécessite l’introduction d’hypothèses supplémentaires sur H(z). Nous verrons ensuite
quelques résultats liés à la convergence et à l’unicité des solutions. D’autres travaux seront
également brièvement présentés.
La contribution de Weinstein et al. [WFO93]
Contrairement aux autres contributions à l’ordre 2, Weinstein et al. ne formulent pas
immédiatement d’hypothèse sur les fonctions de transfert H1,2(z) et H2,1(z) ; elles ne sont
en particulier pas nécessairement causales, ni même à réponse impulsionnelle finie.
En posant sˆi(n) = det(G)−1si(n) l’estimée de la source si(n) pour i = 1, 2, les auteurs
traduisent la décorrélation de sˆ1(n) et sˆ2(n) en écrivant la nullité de l’interspectre entre ces
deux signaux. On aboutit ainsi à une équation unique mettant en jeu G1,2(eiω), G2,1(eiω)
et les spectres et interspectres de y1 et y2 à toute fréquence ω. Dans ces conditions, on voit
immédiatement que, sans introduire de contraintes sur H(z), décorréler sˆ1(n) et sˆ2(n) ne
permet pas nécessairement de séparer (en effet, à chaque fréquence il existe une équation
unique alors qu’on a deux inconnues G1,2(eiω) et G2,1(eiω)). Pour nous en convaincre, ils
considèrent la solution suivante :
G1,2(e
iω) = 0, G2,1(e
iω) = Sy2y1(ω)/Sy1y1(ω)
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où Sy2y1 et Sy1y1 représentent la densité interspectrale entre y2 et y1 et la densité spectrale
de y1 respectivement. Dans cette configuration, sˆ1(n) coïncide avec y1(n), tandis que sˆ2(n)
représente le signal "d’erreur"
y2(n)−
∑
k∈Z
G2,1,ky1(n− k)
les coefficients G2,1,k étant choisis de façon à minimiser E(y2(n) −
∑
k∈Z G2,1,ky1(n −
k))2. Le filtre G2,1(z) n’est alors rien d’autre que le classique filtre de Wiener permettant
d’approximer y2(n) par une combinaison linéaire des y1(s). D’une façon plus générale, si
l’on fixe G1,2(eiω) arbitrairement, l’équation de décorrélation possède toujours une solution
(unique) donnée par
G2,1(e
iω) =
Sy2y1(ω)− (G1,2(eiω))∗Sy2y2(ω)
Sy1y1(ω)− (G1,2(eiω))∗Sy1y2(ω)
(2.4)
Compte tenu de ces remarques simples, Weinstein et al. listent divers types d’informations
a priori sur les signaux sources ou sur le filtre susceptibles de rendre unique la solution
des équations de décorrélation.
Ils proposent tout d’abord de tenir compte d’une éventuelle non stationnarité des
signaux sources (les filtres H1,2(z) et H2,1(z) restant fixes). L’idée de base consiste à dé-
couper le signal observé en tranches dans lesquelles les sources pourraient être considérées
comme stationnaires. Sur chacune de ces tranches, l’équation de décorrélation est écrite,
et on profite du fait que d’une tranche à l’autre, les spectres et interspectres ne sont pas les
mêmes. Implicitement, la prise en compte de la non stationnarité permet donc d’augmen-
ter le nombre d’équations exprimant la décorrélation tout en conservant le même nombre
d’inconnues. On peut ainsi espérer identifier H1,2(z) et H2,1(z). Cette idée très intéres-
sante et novatrice est esquissée dans [WFO93], et développée dans l’article [SW96] dans
un cadre plus général que celui de la séparation de sources.
Le cas (assez irréaliste) où les signaux s1 et s2 ont un spectre connu est ensuite envisagé.
Outre la décorrélation, on force les spectres des estimées des sources sˆ1(n) et sˆ2(n) à
coïncider avec ceux de s1 et s2. Ils considèrent ensuite des contraintes sur les filtres H1,2(z)
et H2,1(z). Ils remarquent que s’ils sont constants, on peut les identifier par décorrélation
pour peu que les signaux sources s1 et s2 n’aient pas le même spectre (ce qui est un
résultat classique en séparation de sources instantanée). Le cas de contraintes RIF sur les
filtres de mélange est évoqué sans beaucoup de précisions.
Enfin, Weinstein et al. proposent un algorithme d’identification de G1,2(z) et G2,1(z)
fonctionnant dans le domaine temporel et dans le cadre duquel ces 2 filtres sont paramétrés
par deux filtres RIF causaux de degrés connus et/ou fixés. Ainsi que cela est expliqué
plus clairement dans [GC95] et [LvdV96], les équations de décorrélation sont bilinéaires
par rapport aux coefficients des filtres G1,2(z) et G2,1(z) et ne peuvent pas être résolues
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si simplement. Ils proposent une procédure itérative consistant à commencer par fixer
arbitrairement G1,2(z), puis à déterminer G2,1(z) en cherchant un filtre RIF satisfaisant
approximativement (2.4) ; ceci aboutit à une équation linéaire par rapport aux coefficients
de G2,1(z). G2,1(z) ayant été ainsi déterminé, on estime une nouvelle valeur de G1,2(z) par
la même procédure. mais en intervertissant les rôles des sources 1 et 2. Puis on itère
jusqu’à convergence. Une version adaptative en est finalement proposé. Cependant, dans
un cas comme dans l’autre, rien ne garantit la convergence de cet algorithme vers une
solution séparante.
La contribution de Van Gerven et Van Compernolle [GC95]
Dans [GC95], le problème spécifique de la reconstitution adaptative des sources s1 et
s2 est considéré. Ces auteurs formulent sur le filtre H(z) des hypothèses beaucoup plus
fortes que dans Weinstein et al.. En effet, ils supposent que H1,2(z) et H2,1(z) sont des
filtres RIF causaux, et que la fonction de transfert H−1(z) donnée par
H−1(z) =
1
1−H1,2(z)H2,1(z)
(
1 −H1,2(z)
−H2,1(z) 1
)
est également causale, ce qui équivaut à la condition
1−H1,2(z)H2,1(z) = 0 |z| > 1
En d’autres termes, det(H(z)) = 0 pour |z| > 1, i.e. H(z) est un filtre à phase minimale.
Dans ces conditions, les filtres G1,2(z) et G2,1(z) sont paramétrés par des filtres RIF de
même longueur que H1,2(z) et H2,1(z) et ils sont adaptés de façon à annuler les premiers
coefficients de corrélation entre les 2 composantes du signal intermédiaire r(n)
r(n) =
[
1 −G1,2(z)
−G2,1(z) 1
]
y(n) (2.5)
Les contraintes formulées sur H(z) et sur le filtre G(z) permettent d’espérer que la so-
lution des équations de décorrélation mises en évidence par Weinstein et al. soit unique,
et corresponde à un filtre permettant de séparer. En fait, [GC95] proposent uniquement
d’annuler les coefficients E(r1(n)r2(n−s)) pour s = 0, deg(H1,2) et E(r2(n)r1(n−s)) pour
s = 0, deg(H2,1), et pas les coefficients de corrélation d’ordre plus élevé. L’algorithme du
gradient stochastique correspondant est alors très facile à écrire, et au fur et à mesure
que l’algorithme se déroule, on génère les signaux sˆ1(n) et sˆ2(n) en filtrant r1(n) et r2(n)
par la valeur courante du filtre RII (1−G1,2(z)G2,1(z))−1. Une forme récursive de l’algo-
rithme, consistant à remplacer r1(n) et r2(n) par sˆ1(n) et sˆ2(n) dans ce qui précède est
aussi proposée. Quelques éléments concernant la convergence de l’algorithme sont ensuite
fournis. En particulier, des résultats classiques en filtrage adaptatif RII montrent que
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la condition que H(z) soit à phase minimale est absolument nécessaire pour la conver-
gence de l’algorithme et que, de plus, il est indispensable de contrôler la stabilité du filtre
(1 − G1,2(z)G2,1(z))−1 à tout instant. Aucune solution pratique permettant d’effectuer
ce contrôle n’est d’ailleurs présentée dans [GC95]. Le problème de la caractérisation des
points de convergence possibles n’est quasiment pas abordé. En particulier, comme dans
[WFO93], aucune analyse de l’unicité des équations de décorrélation n’est fournie.
L’approche de l’équipe de la Chalmers University
Dans l’ensemble de leurs articles, les hypothèses suivantes sont faites :
• M = N : autant de sources que de capteurs
• Les sources sont supposées stationnaires et linéaires, c’est-à-dire filtrées linéaires de
bruits blancs.
• H(z) est causal et à phase minimale
• H(z) est RIF
• Hii(z) ≡ 1 ∀i = 1, . . . ,M
Le but est alors d’annuler les transformées en Z des intercorrélations des signaux recons-
titués.
U. Lindgren et H. Broman, dans [LB98], ont étudié l’identifiabilité du système dans
le cas spécifique où M = N = 2 et lorsque le système est causal ou anticausal. Si G(z)
est causal, RIF et à phase minimale (voir définition 5.1.1) et si deg(Gij(z)) ≥ deg(Hij(z))
∀(i, j) ∈ {(1, 2), (2, 1)}, ils ont montré que, dans le cas 2× 2, il existe un seul filtre G(z)
à phase minimale qui décorrèle.
Dans ce même article, les auteurs ont également étudiés l’aspect convergence locale
de leur algorithme. Ainsi, selon l’initialisation, l’algorithme peut converger vers une so-
lution non séparante. Dans le cas d’une implantation adaptative, il y a d’autre part des
problèmes de stabilité.
H. Sahlin [Sah98, SB98] a étudié les algorithmes au second ordre avec un nombre quel-
conque de sources et autant de capteurs que de sources. Dans ce contexte, il a reparamétré
la matrice G(z) de la façon suivante : si Hˆ est l’estimée deH , au lieu de chercher G = Hˆ−1,
ils cherchent G(z) = det(Hˆ(z))Hˆ−1(z). Ainsi, on évite les problèmes de stabilité. En effet,
dans ce cas, les composantes de G(z) sont
Gij(z) = (−1)i+jdet({Hˆ(z)}ji) (i, j) ∈ {1, N}2
où {Hˆ(z)}ji est le cofacteur de Hˆ(z) en j, i, c’est à dire la matrice de taille (M−1)×(M−1)
constituée à partir de Hˆ(z) en enlevant la jie`meligne et la iie`mecolonne. Ils évitent ainsi
d’avoir à calculer l’inverse du déterminant du filtre Hˆ(z). Ils imposent alors à Hˆ(z) d’avoir
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la même structure queH(z) soit Hˆii(z) ≡ 1 ∀i ∈ 1,M et les filtres Hˆij(z) sont RIF. D’autre
part, ils supposent que det(Hˆ(z)) = 0.
Ils cherchent alors Hˆ(z) de telle sorte que le critère
L2∑
m=−L1
M−1∑
o=1
M∑
p=o+1
|Rˆr(m)|2op (2.6)
où on rappelle que M est le nombre de capteurs et où Rˆr est l’estimée de la matrice de
corrélation Rr(m) = E[r(n)r(n−m)†] des signaux r, soit minimum.
En utilisant une décomposition spectrale des observations, H. Sahlin, dans [Sah98],
trouve des conditions nécessaires de convergence de l’algorithme vers une solution sépa-
rante. Dans cette optique, il réécrit les équations de décorrélations sous la forme :∑
i
Ki(e
−jω)Si(e
−jω) = 0 (2.7)
où Si(e−jω) est la transformée en Z de la source si en z = e−jω et où Ki(e−jω) est un
produit de filtres mettant en jeu Hkl, Hˆkl et une matrice unitaire. La condition qu’ils
trouvent « naturelle » est que l’équation (2.7) implique nécessairement :∑
i
Ki(e
−jω)Si(e
−jω) = 0 ⇒ Ki(e−jω) = 0∀i
Cette condition nous paraît toutefois loin d’être évidente !
Lorsque le mélange est instantané, cette condition correspond à l’hypothèse que les
sources sont spectralement différemment colorées (condition déjà exploité par D.T. Pham
entre autre dans [Pr93]) mais aucune piste concernant la validité pratique de cette hypo-
thèse n’est donnée.
Enfin, dans [SB99], le cas des sources gaussiennes est traité. Là encore, des conditions
nécessaires d’identifiabilité sont étudiées et les auteurs montrent que dès que le filtre H(z)
est strictement causal ou dès qu’il y a au moins un terme non-nul dans la matrice de
corrélation, le critère (2.6) est séparant si l’on impose encore des 1 sur la diagonale des
filtres.
Autres résultats
L’équipe de P. J. W. Rayner et S. J. Godsill
Dans [CRG96] et [ARG99], cette équipe traite du cas multi-entrées/multi-sorties avec au-
tant de sources que de capteurs. Le filtre mélangeur est supposé RIF avec des 1 sur la
diagonale. Le filtre séparant est également RIF. Le critère utilisé est la somme des in-
tercorrélations (au carré dans la première contribution). Dans [CRG96], ils proposent de
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lever la contrainte des 1 sur la diagonale du filtre mélangeur et d’imposer à la place que
les composantes de r(n) aient la même variance. Dans [ARG99], le cas de sources tem-
porellement corrélées est traité. Cependant, dans un article comme dans l’autre, aucun
résultat de convergence n’est donné. D’autre part, les méthodes présentées ne permettent
pas de s’affranchir du problème de convergence vers des minima locaux non séparants.
H. Wu et J. Principe [WP97]
L’idée du critère proposé par cette équipe est la minimisation d’une différence entre plu-
sieurs matrices de covariance des signaux r et une matrice diagonale :
L∑
m=0
‖G(q−1)E{y(n)yT (n−m)}GT (q−1)−∆m(n)‖2F
où ‖.‖F est la norme de Frobenius et ∆m(n) est une matrice diagonale qui peut varier
dans le temps. Si ∆m(n) = Iδ(m), le critère revient à reconstituer les innovations des
sources. Un algorithme de descente de gradient est utilisé, sous contrainte pour éviter la
solution nulle.
2.1.2 Les méthodes essentiellement à l’ordre 2
Deux types de méthodes interviennent dans cette section : les méthodes de type sous-
espace, essentiellement développées par [AMLM97, GL96, MJL96] et la prédiction linéaire
[DL95a]. Elles ont été étudiées dans le cas où M > N (on rappelle que M représente le
nombre d’observations etN le nombre de sources). Ces méthodes sont dites essentiellement
à l’ordre 2 parce qu’elles utilisent uniquement les statistiques à l’ordre 2 pour estimer un
vecteur x qui sera un mélange instantané des sources. Ensuite, comme on l’a vu dans
la section 2.1.1, les ordres supérieurs doivent être utilisés pour la séparation du mélange
instantané.
Nous commençons par rappeler quelques définitions utiles dans la suite de cette section.
Définition 2.1.1 Le processus d’innovation d’un signal x(n) est le signal i(n) défini
par
i(n) = x(n) +
+∞∑
k=1
Pkx(n− k) = [P (z)]x(n)
où le filtre P (z) = I +
∑
k≥1 Pkz
−k, appelé filtre d’innovation est défini par :
P (z) = argmin
Q
E
∥∥∥∥∥x(n) +
∞∑
k=1
Qkx(n− k)
∥∥∥∥∥
2
 (2.8)
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D’après (2.8), le filtre P (z) vérifie
∂E
[
‖x(n) +∑∞k=1Qkx(n− k)‖2]
∂Q†l
∣∣∣∣∣∣
Q=P
= 0 ∀l ≥ 1
d’où
E[i(n)x†(n− l)] = 0 ∀l ≥ 1
On en déduit alors aisément que
E[i(n)i†(n− k)] = 0 ∀k = 0
où on rappelle que i(n)† représente le complexe conjugué de i(n) etc. Donc i(n) est un bruit
blanc dont la matrice de covariance instantanée D = E[i(n)i(n)†] n’est pas nécessairement
égale à l’identité : les composantes ik(n) de i(n) ne sont ni décorrélées, ni de variance unité.
Définition 2.1.2 On appelle alors processus d’innovation normalisé de x(n) tout
bruit blanc v(n) défini à partir de i(n) par v(n) = L−1i(n), où L vérifie D = LL†. Par
conséquent,
E[v(n)v(n)†] = I.
Bien entendu, l’innovation normalisée est définie à une matrice unitaire près : si v(n) est
une innovation normalisée, il est en de même pour w(n) = Qv(n) où Q est une matrice
orthogonale. En effet,
E[w(n)w(n)†] = E[Qv(n)v(n)†Q†]
= QE[v(n)v(n)†]Q† = QQ† = I car Q unitaire
L’approche sous-espace
Le filtre H(z) est un filtre RIF causal, i.e. H(z) =
∑MH
k=0Hkz
−k, où MH représente le
sup des degrés des colonnes de H(z). L’idée de base qui est développée dans [AMLM97] et
[GL96], consiste à remarquer que si Ny est un entier, et si YNy(n) est le vecteur aléatoire
de dimension N(Ny + 1) défini par YNy(n) = (y(n)
T , . . . , y(n−Ny)T )T , alors, la relation
y(n) =
∑MH
k=0Hks(n− k) implique que
YNy(n) = TNy(H)SMH+Ny(n) (2.9)
où SMH+Ny(n) = (s(n)
T , . . . , s(n − MH − Ny)T )T et où TNy(H) représente la matrice
bloc-Toeplitz N(Ny + 1)×M(MH +Ny + 1), dite de Sylvester, définie par
H0 · · · HMH 0 · · · · · · 0
0 H0 · · · HMH 0 · · · 0
...
...
...
...
...
...
...
0 · · · · · · 0 H0 · · · HMH
 (2.10)
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Si l’on choisit Ny assez grand, la condition M > N implique que cette matrice a plus de
lignes que de colonnes. Par conséquent, à chaque instant n, le vecteur aléatoire YNy(n)
appartient à un sous-espace de dimension strictement plus petite que son nombre de
composantes, en l’occurrence l’espace engendré par les colonnes de TNy(H). Cet espace
peut être identifié sans erreur à partir d’un nombre fini mais suffisant d’observations pour
peu que les signaux sources soient suffisamment excitants (en gros qu’ils ne soient pas des
sommes de sinusoïdes, voir [AMLM97]). Le principe des approches sous-espaces consiste
précisément à essayer de tirer parti au maximum de la connaissance de cet espace afin
de glaner le plus d’informations possibles sur le filtre H(z) lui-même. Sous les hypothèses
suivantes :
(SE1) H(z) est irréductible, i.e. Rang(H(z)) = N pour tout z.
(SE2) H(z) est à colonnes réduites, i.e. si l’on désigne par H1(z), . . . , Hn(z) les co-
lonnes de H(z) et par M1, . . . ,MN leurs degrés respectifs, la matrice M × N
H1,M1 , . . . , HN,MN des coefficients des termes de plus haut degré est de rang N
3
alors, l’espace engendré par les colonnes de TNy(H) permet de déterminer H(z) à certaines
indéterminations près. Afin de présenter ce résultat de façon didactique, supposons que
N = 2. Soit alors ΠN le projecteur sur l’espace orthogonal à l’image de TNy(H). On a le
résultat suivant, présenté dans [AMLM97].
Résultat 2.1.1 Soit F (z) = (F1(z), F2(z)) une matrice polynomiale M × 2 dont les co-
lonnes sont de degrés M1 et M2, et dont le premier coefficient F0 est une matrice de rang
2. Si N ≥M1 +M2, l’équation linéaire
ΠNyTNy(F ) = 0 (2.11)
a lieu si et seulement si F (z) = H(z)R(z) où R(z) est une matrice polynomiale 2 × 2
structurée de la façon suivante :
• si M1 =M2, alors R(z) se réduit à une matrice constante 2× 2
• si M1 < M2, alors R(z) est de la forme
R(z) =
(
R1,1 R1,2(z)
0 R2,2
)
(2.12)
où les termes diagonaux Rk,k sont des scalaires constants et non nuls, et où R1,2(z)
est un polynôme scalaire de degré M2 −M1.
Ce résultat montre qu’en résolvant une équation linéaire, on peut identifier H(z) à une
matrice constante près ou à un filtre RIF 2× 2 bien particulier près. Dans le premier cas,
la séparation des sources sera accomplie en enchaînant par un algorithme de séparation
de mélanges instantanés ; l’indétermination du second cas peut, quant à elle, être levée
3Hi,Mi est le vecteur colonne de taille Mi dont les composantes sont les termes de plus haut degré de
Hi
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uniquement en utilisant des statistiques d’ordre 2 de la façon suivante [GL96] : imaginons
que l’on ait extrait une solution F (z) de l’équation (2.11). Alors, en utilisant l’inégalité
de Bezout généralisée, il existe une matrice polynomiale (que l’on peut calculer à partir
de F (z)) G(z) de taille 2×M pour laquelle G(z)F (z) = I2 pour tout z. Si l’on fait agir le
filtre RIF G(z) sur les observations y(n), le signal de sortie z(n) sera z(n) = [G(z)]y(n) =
[G(z)H(z)]s(n) = [T (z)]s(n) où T (z) = R−1(z). À ce point de la discussion, il convient
de noter que compte tenu de la structure de R(z), T (z) = R−1(z) est aussi une matrice
polynomiale triangulaire supérieure de la même forme que R(z). En d’autres termes, après
passage de y(n) dans le filtre G(z), l’extraction de s(n) est équivalente à l’identification
d’un mélange convolutif bien particulier. En effet, les composantes de z(n) sont données
par
z1(n) = T1,1s1(n) + [T1,2(z)]s2(n) (2.13)
z2(n) = T2,2s2(n) (2.14)
On voit alors que z2(n) est proportionnel à s2(n), et que la deuxième source est au-
tomatiquement extraite à un facteur près. Afin d’extraire la première source, on peut
utiliser une approche similaire aux techniques de soustraction, en minimisant un critère
du type E(z1(n)− [Q1,2(z)]z2(n))2) sur l’ensemble des polynômes scalaires Q1,2(z) de de-
gré M2 −M1. On résout donc, en quelque, sorte un problème de prédiction linéaire : on
cherche à approximer z1(n) par une combinaison linéaire finie du passé de z2(n). Le mi-
nimum est atteint pour Q1,2(z) = T1,2(z)/T2,2, et en ce point, « l’erreur de prédiction »
z1(n)− [Q1,2(z)]z2(n) coïncide avec T1,1s1(n).
Nous ne détaillerons pas la généralisation de ce résultat. En voici les idées principales :
posons M1, . . . ,Md les valeurs distinctes des degrés Mi que l’on suppose ordonnés par
ordre croissant. Notons νi le cardinal de Mi. Alors R(z) est de la forme
R(z) =

R11 R12(z) . . . R1d(z)
0
. . . . . .
...
...
. . . R1,d−1(z)
0 . . . 0 Rdd

où les Rkk sont des matrices νk × νk et les Rij(z) sont des matrices νi × νj de degré
Mj −Mi. Si Mi ≡M ∀i alors on se ramène au cas du mélange instantané.
Formulons à présent quelques commentaires sur l’approche sous-espace. Tout d’abord,
il convient de remarquer que les hypothèses formulées sur H(z) (i.e. H(z) irréductible et
à colonnes réduites) sont sans doute assez peu restrictives en pratique.
Par contre, il est intéressant de noter que l’hypothèseM > N est absolument indispen-
sable. En effet, dans le cas contraire, les hypothèses formulées sur la matrice de mélange
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deviennent contradictoires : la condition (SE1) implique dans ce cas que le déterminant
de H(z) est constant (H(z) est unimodulaire) ce qui est en contradiction avec l’hypothèse
(SE2) de matrice à colonnes réduites qui implique que l’ordre du déterminant de H(z) est
la somme des ordres de ses colonnes et qui ne peut donc pas être nul.
Par ailleurs, la connaissance exacte du degré des filtres Hij(z) est absolument indis-
pensable au bon fonctionnement de la méthode.
Enfin, il n’est pas immédiat d’implanter de façon adaptative ce schéma ; toutefois, les
propriétés d’espace peuvent être utilisées dans un cadre adaptatif, mais sous une forme
un peu différente [MJL96]. Cet algorithme reste cependant très complexe et peu robuste
par rapport à l’approche bloc.
En résumé, l’exigence de la connaissance parfaite des ordres du filtre et la complexité
de l’algorithme rendent cette méthode très difficile à mettre en pratique.
L’approche prédiction linéaire
L’approche prédiction linéaire, qui fait l’objet des contributions [DL95a, DL99], permet
de s’affranchir du caractère RIF du filtre de mélange. Pour qu’elle soit pertinente, il faut
que le filtre H(z) soit causal, et qu’il vérifie
Rang(H(z)) = N, |z| > 1 (2.15)
De plus, les signaux sources sk doivent être stationnaires et purement non déterministes,
i.e. que l’on puisse les représenter comme sorties de filtres causaux excités par des bruits
blancs ; en particulier, comme l’approche sous-espace, l’approche prédiction linéaire n’est
pas conseillée si les signaux sources sont quasi-sinusoïdaux.
Si le nombre de sources N coïncide avec le nombre de capteurs M , la condition (2.15)
exprime le caractère phase minimale de H(z), i.e. det(H(z)) = 0 pour |z| > 1 qui appa-
raît déjà dans les travaux de Van Gerven et Van Compernolle [GC95], et de C. Jutten
et al. [NJ95] (que nous évoquerons dans la prochaine section). Cependant, ainsi que nous
l’avons déjà mentionné, cette condition exprimée dans le cas M = N est assez restrictive.
Si par contreM > N , (2.15) est beaucoup plus raisonnable puisque, pour qu’elle soit mise
en défaut, il faudrait que tous les mineurs d’ordre N extraits de H(z) possèdent un zéro
commun à l’extérieur du disque unité. Par conséquent, cette condition aura d’autant plus
de chance d’être respectée que le nombre de capteurs M sera plus grand que N .
L’observation s’écrit donc sous la forme y(n) = [H(z)]s(n), où H(z) est causal et
vérifie (2.15). [DL95a] cherche à reconstituer la contribution de chaque source sur chaque
capteur, i.e. les signaux sˆk(n) = [Hk,k(z)]s(n). Puisque les signaux sources sont purement
non déterministes, on peut les écrire sous la forme sk(n) = [fk(z)]νk(n) où fk(z) est un
filtre à phase minimale, et où νk(n) est un bruit blanc de variance 1. L’idée de base de
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[DL95a] consiste à remarquer que y(n) peut s’écrire sous la forme y(n) = [B(z)]ν(n) où
ν(n) = (ν1(n), . . . , νN(n))
T et où B(z) est le filtre causal M ×N défini par
B(z) = H(z)

f1(z) 0 . . . 0
0
. . . . . .
...
...
. . . . . . 0
0 . . . 0 fn(z)

Puisque les filtres fk sont à phase minimale, ils n’ont aucun zéro à l’extérieur du cercle
unité, et du fait de la condition (2.15), la fonction B(z) vérifie également
Rang(B(z)) = N, |z| > 1
Cette condition généralise au cas des fonctions de transfert rectangulaires la condition
de minimum de phase, et nous dirons que B(z) est à phase minimale. Par ailleurs, le si-
gnal N–dimensionnel ν(n) est un bruit blanc normalisé (i.e. E(ν(n)ν(s)T ) = INδ(n− s)),
de sorte que y(n) est la sortie d’un filtre à phase minimale excité par un bruit blanc
normalisé. Des résultats classiques de théorie des systèmes multivariables permettent
alors d’affirmer que ν(n) est un processus d’innovation normalisé de y(n). Si l’on est
capable d’estimer le filtre d’innovation K(z), on peut regénérer le processus d’innova-
tion i(n) et, en utilisant un algorithme de séparation de mélanges instantanés, extraire
les innovations νk(n) des signaux sources ainsi que la matrice L (E(i(n)i(n)T ) = LLT ).
Afin de regénérer les signaux sˆk(n), il suffit de remarquer que sˆk(n) s’écrit sous la forme
sˆk(n) = [Hk,k(z)fk(z)]νk(n) = [Bkk(z)]νk(n). Disposant de νk(n), il est nécessaire d’esti-
mer Bk,k(z) ce qui, connaissant K(z) et L, ne pose pas de problème puisque des relations
i(n) = Lν(n) et i(n) = [K(z)]y(n), on déduit immédiatement que B(z) = K−1(z)L. Par
conséquent, l’approche prédiction linéaire est essentiellement basée sur l’estimation du
filtre blanchissant K(z). En pratique, on approxime le filtre optimal par un filtre RIF de
degré suffisant d, et dont les coefficients minimisent le critère quadratique
min
Pk,k=1,... ,d
E‖y(n) +
d∑
k=1
Pky(n− k)‖2
On aboutit alors aux classiques équations de Yule-Walker basées sur les d + 1 premiers
coefficients d’autocorrélation de y(n) (qu’en pratique on estime grâce aux observations
disponibles), i.e. sur un classique problème de prédiction linéaire.
Il a été montré (voir [DL99] annexe A) que, si d est suffisamment grand et que H(z)
est un filtre rationnel, la matrice de covariance de la version tronquée id(n) de i(n) est de
rang N , tout comme la matrice de covariance de i(n). On peut donc, dans ce cas, prédire
à horizon fini sans avoir recours à aucune approximation.
La prédiction linéaire est développée dans un cadre adaptatif dans [DL95a], ce qui
pose des problèmes assez sérieux car la reconstitution des signaux sˆk(n) à partir des νk
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met en jeu des filtres RII adaptatifs dont il faut contrôler la stabilité à chaque itération
de l’algorithme.
Il est à noter que, ainsi que nous l’avons déjà évoqué, l’approche prédiction linéaire
doit être assez mal adaptée au cas de signaux sources presque purement harmoniques. Il
est également à noter que comme l’approche sous-espace, cette méthode n’a pas été encore
appliquée à des situations réelles.
2.1.3 Les méthodes aux ordres supérieurs
Il est très difficile de trouver un classement parmi ces méthodes. Nous commencerons
par exposer plusieurs méthodes basées sur l’annulation d’intercumulants ou de moments
croisés. Les travaux de D. Yellin et E. Weinstein sont une généralisation de ceux présentés à
l’ordre 2. Historiquement, les premières techniques ont été développées par l’équipe de Ch.
Jutten. N. Charkani, du même laboratoire les a ensuite étudiées de manière plus théorique
et les a généralisées. D. Yellin et B. Friedlander en ont proposé une généralisation vue
comme un maximum de vraisemblance.
Enfin, d’autres méthodes seront brièvement exposées, principalement liées aux fonc-
tions de contraste.
L’approche de D. Yellin et E. Weinstein
Yellin et Weinstein reprennent dans [YW93, YW94] le travail initialisé dans [WFO93].
Il partent du même modèle 2 sources/2 capteurs, et ne formulent aucune hypothèse a priori
sur H1,2(z) et H2,1(z) (on rappelle que Hii(z) = 1 pouri = 1, 2). Plutôt que de se contenter
d’adapter G(z) de telle sorte que les composantes de [G(z)]y(n) soient décorrélées (ce qui,
rappelons-le, ne suffit pas à séparer les sources en l’absence d’hypothèses supplémentaires
sur H(z)), ils proposent de déterminer les filtres G1,2(z) et G2,1(z) pour lesquels le bi-
spectre ou le tri-spectre croisés entre r1 et r2 (ou entre sˆ1 et sˆ2) s’annule. Ils notent T (z)
le filtre produit G(z)H(z) et T (ω) sa version fréquentielle.
Plus précisément, D. Yellin et E. Weinstein établissent le résultat suivant :
Résultat 2.1.2 Supposons que les bi-spectres Ss∗i ,si,si(ω1, ω2) pour i = 1, 2 de s1 et de s2
soient non-nuls pour tout (ω1, ω2). Supposons de plus que Ss∗i ,sj,sk(ω1, ω2) pour (i, j, k) ∈
{1, 2}3 soient nuls sauf pour i = j = k. Enfin, supposons que det(T (0)) soit non-nul.
Alors, les équations 
Sr∗1 ,r1,r2(ω1, ω2) = 0
∀ω1, ω2
Sr∗2 ,r2,r1(ω1, ω2) = 0
(2.16)
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ont pour solutions les filtres Gi,j(z) = Hi,j(z), ou les filtres Gi,j(z) = 1/Hj,i(z) qui per-
mettent toutes deux de séparer s1 et s2.
En fait [YW94] montre qu’il suffit que les équations (2.16) soit vraies pour ω2 = 0 pour
séparer.
Donc, sous les seules hypothèses de non-nullité des bi-spectres des sources (plus besoin
d’indépendance) et de non-nullité de det(T (0)), l’annulation des bi-spectres croisés des ri
suffit à séparer. Ainsi, il n’est pas nécessaire d’utiliser les statistiques à tous les ordres.
Les solutions de (2.16) sont de la forme :
Gij(ω2) =
Sr∗j ,rj ,yi(ω1, ω2)
Sr∗j ,rj ,yj (ω1, ω2)
∀ω1 (2.17)
avec (i, j) ∈ {(1, 2), (2, 1)}.
Cependant, les équations (2.16) sont formulées dans le domaine fréquentiel, et ne se
prêtent donc pas facilement à une implémentation pratique. D. Yellin et E. Weinstein
proposent donc de paramétrer G1,2 et G2,1 par des filtres RIF non causaux assez longs,
et de remplacer l’annulation des 2 bi-spectres de (2.16) par l’annulation d’un nombre
suffisant d’intercumulant croisés d’ordre 3 consécutifs. La première équation de (2.16) se
transforme alors en un système d’équations surdéterminé mettant en jeu les coefficients de
G1,2 et G2,1, et qui est linéaire par rapport aux coefficients de G2,1, tandis que la seconde
équation génère un système d’équations linéaire par rapport aux coefficients de G1,24. Ce
couplage particulier permet d’utiliser un algorithme itératif pour résoudre ces équations,
consistant à partir d’une valeur quelconque de G2,1, de résoudre en G1,2 l’équation linéaire
correspondant à la première partie de (2.16), d’injecter cette valeur dans la seconde partie
de (2.16) pour en déduire une nouvelle valeur de G2,1, et d’itérer. Si l’ordre des filtres RIF
choisis pour représenter G1,2 et G2,1 est suffisant, et si le nombre de cumulants mis en
jeu pour traduire (2.16) l’est aussi, le résultat 2.1.2. permet de penser que tout point de
convergence de cet algorithme générera une solution presque séparante.
À noter que si les signaux s1 ou s2 ont des lois de probabilité symétriques, l’un
des bi-spectres Ssi,si,si(ω1, ω2) est identiquement nul, et le résultat 2.1.2. n’est pas appli-
cable. D. Yellin et E. Weinstein [YW94, YW96] suggèrent donc d’annuler les tri-spectre
Ssi,si,si,sj(ω1, ω2, ω3) pour i = j. Ils établissent alors des résultats comparables à ceux
présentés dans 2.1.2.
Résultat 2.1.3 Supposons que les tri-spectre Ss∗i ,si,si,s∗i (ω1, ω2, ω3) pour i = 1, 2 de s1 et
de s2 soient non-nuls pour tout (ω1, ω2, ω3). Supposons de plus que Ss∗i ,sj ,sk,s∗l (ω1, ω2, ω3)
pour (i, j, k, l) ∈ {1, 2}4, sauf i = j = k = l, soient nuls. Enfin, supposons que det(T (0))
4Les solutions (2.17) sont réécrites en fonctions d’intercumulants d’ordre 3
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soit non-nul. Alors, les équations
Sr∗1 ,r1,r1,r∗2 (ω1, ω2, ω3) = 0
∀ω1, ω2, ω3
Sr∗2 ,r2,r2,r∗1 (ω1, ω2, ω3) = 0
ont pour solutions les filtres Gi,j(z) = Hi,j(z), ou les filtres Gi,j(z) = 1/Hj,i(z) qui per-
mettent toutes deux de séparer s1 et s2.
Le système à résoudre donne des solutions pour les Gij, (i, j) ∈ {(1, 2), (2, 1)} de la forme :
Gij(ω3) =
Srj ,r∗j ,r∗j ,yi(−ω1,−ω2, ω3)
Srj ,r∗j ,r∗j ,yj(−ω1,−ω2, ω3)
∀ω1, ω2
Bien entendu, l’implémentation pratique correspondante est plus complexe.
Afin d’obtenir des algorithmes plus robustes, D. Yellin et E. Weinstein proposent de
combiner différents ordres de polyspectres. Ainsi, dans [YW94], ils rappellent que le second
ordre est insuffisant pour la séparation. Il est cependant très utile si au moins une des
sources est gaussienne. Dans ce cas, on peut combiner le second ordre avec le troisième (ou
quatrième). Ils montrent d’ailleurs dans [YW96] que l’inclusion du second ordre améliore
les erreurs asymptotiques. Une étude de l’influence d’un bruit gaussien ajouté au système
est également effectuée dans cet article (influence non nulle même si on n’utilise que les
ordres supérieurs).
D. Yellin et E. Weinstein illustrent leurs algorithmes par une application relevant du
domaine des communications numériques dans laquelle le nombre d’échantillons dispo-
nibles est compris entre 5000 et 10 000, et le rapport signal sur bruit de l’ordre de 20
dB.
Un des grands avantages des techniques développées par D. Yellin et E. Weinstein
est qu’elles permettent de trouver des conditions nécessaires et suffisantes de séparation
et qu’elles ne nécessitent aucune hypothèse sur le mélange. Par contre, elles exigent une
grande complexité numérique.
Annulation de moments et cumulants croisés
Les travaux de Jutten et al.
Ces travaux résultent de la généralisation d’un des premiers algorithmes de séparation de
sources en mélange instantané, travaux réalisés par la même équipe [HJA85]. L’équipe
de C. Jutten [NJ95] travaille sur le problème de la séparation adaptative d’un mélange
convolutif de deux sources s1 et s2 pour lesquels il existe deux observations y1 et y2. Ils
supposent que les filtres H1,2 et H2,1 sont causaux et RIF, et que H(z) est un filtre à
phase minimale (i.e. det(H(z)) = 0 pour |z| > 1). Le filtre G est paramétré sous la forme
récursive : (I + C(z))−1 où diag(C(z)) = 0. Les filtres Cij(z) sont supposés causaux, de
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même degré que les filtres Hij(z) pour i = j, (i, j) ∈ {1, 2}2 et le filtre G, comme H , est
à phase minimale.
Ils proposent d’adapter C1,2 et C2,1 de façon à annuler le critère suivant :
CΦ = E[Φ(ri(n), rj(n− k))]
où Φ est une fonction déterministe. Ils utilisent pour cela un algorithme adaptatif de type
itération stochastique :
cij(n+ 1, k) = cij(n, k) + µnΦ(ri(n), rj(n− k)) (i, j) ∈ {(1, 2), (2, 1)} ∀k ≥ 0
où cij(n, k) est le kie`mecoefficient de Cij évalué à la nie`meitération et µn est un pas d’adap-
tation positif.
Dans [Ngu93], ils proposent de remplacer CΦ par un critère reposant sur l’annulation
de moments croisés du type
E[f(ri(n))g(rj(n− k))]
pour i = j et pour k = 0, . . . , deg(Hi,j(z)), où l’une au moins des fonctions f et g serait
non linéaire. Il serait évidemment souhaitable de choisir ces fonctions de façon optimale
en un sens à définir. Dans [Ngu93] ils proposent
f(x) = x3
g(x) = x
Ce critère revient donc à l’annulation de moments croisés. Parmi ses avantages on peut
citer son coût de calcul réduit et sa relative faible complexité.
Dans [NJC92], il est proposé d’annuler de façon adaptative les cumulants
cum(ri(n), ri(n), rj(n− k), rj(n− k))
pour i, j = 1, 2 et i = j, et k = 0, . . . , deg(Hi,j(z)). Divers algorithmes adaptatifs, per-
mettant de converger vers une solution de ces équations, ont été proposés. Ils établissent
que si les signaux sources sont blancs jusqu’à l’ordre 4 (voir définition A.1.4) et ont des
kurtosis de même signe, alors ces équations permettent de déterminer de façon unique
H1,2 et H2,1, et donc de séparer les sources. Cependant, les performances obtenues sont
moins favorables que si les cumulants
cum(ri(n), ri(n), ri(n), rj(n− k))
et
cum(ri(n), rj(n− k), rj(n− k), rj(n− k))
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sont utilisés. Mais dans ce dernier cas, aucun résultat d’unicité n’a pu être obtenu. Cette
classe d’algorithmes a été testée sur de nombreux cas réels, et appliquée à des problèmes
provenant du domaine du traitement de la parole (reconnaissance automatique, débrui-
tage, ...). Ces études ont permis de suggérer diverses adaptations consistant par exemple à
préblanchir les signaux observés pour accélérer la convergence des algorithmes, les associer
à des détecteurs d’activité vocale, ou encore de normaliser leur pas d’adaptation de façon
à éviter des difficultés au niveau du choix du pas.
Comme nous le verrons au prochain paragraphe, N. Charkani a établi des conditions
sous lesquelles des propriétés de convergence asymptotique et de stabilité peuvent être
établies pour des algorithmes plus généraux incluant ceux précités dans cette section.
Les travaux de N. Charkani
N. Charkani ([Cha96, CD99] par exemple) a travaillé sur des résultats théoriques et des
généralisations des travaux de C. Jutten et al.. Il a restreint ses recherches au cas deux
sources, deux capteurs. De plus le filtre de mélange H(z) est supposé causal, tel que
– Hii(z) ≡ 1
– Hij(z) RIF et degré qi
– H(z) à phase minimale
Le filtre déconvolueur G(z) a les mêmes propriétés que H(z). Lorsque la structure directe
est utilisé, il est de la forme
G(z) =
(
1 −G12(z)
−G21(z) 1
)
(2.18)
Ensuite, chaque sortie est renormalisée par le filtre
1
1−G12(z)G21(z) . La structure récur-
sive inclut quant à elle directement la normalisation :
G(z) =
1
1−G12(z)G21(z)
(
1 −G12(z)
−G21(z) 1
)
(2.19)
On notera S(z) = G(z)H(z) et Sij(z) =
∑
sij(k)z
−k. Enfin, les sources s(n) sont sup-
posées i.i.d. (une approche sous-optimale pour le cas de sources colorées est également
évoqué) et à composantes mutuellement indépendantes.
N. Charkani propose tout d’abord des techniques d’annulation de cumulants croisés
à divers ordres. Il exprime les conditions requises pour ces algorithmes en fonction de
densités de probabilité des sources particulières. Il montre également d’une autre manière
que l’ordre 2 est insuffisant pour séparer des mélanges instantanés mais suffisant pour des
mélanges convolutifs sous les hypothèses expliquées ci-dessus.
Des algorithmes adaptatifs sont alors présentés. Les simulations montrent que, si ces al-
gorithmes résistent bien à une surestimation de l’ordre des filtres, la coloration des sources
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leur est fatale. D’autre part, si la décorrélation donne souvent de meilleurs résultats, il
n’existe aucun résultat théorique concernant l’unicité de telles solutions (contrairement
aux techniques exposées ci-après).
N. Charkani généralise ensuite l’algorithme de H. L. Nguyen Thi et Ch. Jutten de la
façon suivante :
gij(n+ 1, k) = gij(n, k) + µnfi(si(n))gi(sj(n− k)) (2.20)
fi et gi ne sont plus nécessairement des fonctions impaires.
Des études autour de la solution séparante montre qu’on peut imposer E[gi(sj)] = 0
pour i = j. Les conditions de stabilité sont étudiées, dans le cadre général d’une part,
sur des cas particuliers de l’algorithme (2.20) (intercumulants, décorrélation,. . .) d’autre
part. Le cas de filtres de mélange strictement causaux pour lesquels il existe des conditions
simples de stabilités est également proposé.
Une très intéressante étude de convergence asymptotique est enfin présentée, montrant
que les fonctions optimales sont :
fi(x) = −νi1
p′si(x)
psi(x)
gi(x) = νi2x
où psi(x) est la densité de probabilité de si et les νij sont des constantes qui peuvent être
fixées par le biais d’une normalisation appropriée.
Finalement, pour le cas le plus courant où les densités de probabilité des sources sont
inconnues, une méthode sous-optimale est proposée. La fonction optimale fi est alors
remplacée par une projection sur un ensemble de fonctions du type hi(x) =
∑
j ωjψj(x).
Dans ce cas aussi, les conditions de stabilité sont étudiées [CD99] et les valeurs optimales
des poids ωj sont calculées. Des simulations montrent que si on effectue une projection
en trois dimensions avec ψj(x) = (signe(x)
√|x|, x, x3), quelque soit le type de densité de
probabilité, les résultats sont meilleurs qu’avec un algorithme de minimisation d’intercu-
mulants croisés d’ordre 3,1 aussi bien qu’avec un algorithme de décorrélation.
Si ces résultats sont très intéressants d’un point de vue théorique, ils restent difficile-
ment exploitables puisqu’ils requièrent des hypothèses restrictives (H à phase minimale et
Hij strictement causaux) et qu’ils sont difficilement généralisables à plus de sources et/ou
de capteurs.
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Le maximum de vraisemblance
La méthode du maximum de vraisemblance consiste à construire un modèle probabi-
liste des observations et à choisir comme estimateur du paramètre inconnu (ici, la matrice
déconvoluante G(z)) la valeur qui maximise la probabilité des observations de ce modèle.
Cette probabilité, vue comme fonction du paramètre inconnu s’appelle la vraisemblance.
Les travaux de D. Yellin et B. Friedlander
D. Yellin et B. Friedlander [YF99] se placent dans le cadre de la séparation de deux sources
avec deux capteurs. Leurs travaux sont en fait une généralisation des travaux de N. Char-
kani (voir paragraphe précédent) mais vus sous l’angle du maximum de vraisemblance.
L’ensemble des inconnues est regroupé dans le vecteur θ. Les hypothèses suivantes sont
émises sur les sources et sur le mélange :
• les sources si sont réelles, centrées et i.i.d. Elles sont mutuellement statistiquement
indépendantes.
• ∀i, la densité de probabilité de la source si, notée psi(x) est positive pour presque
tout x (p.p.x.). Les dérivées première et seconde des sources notées respectivement
p′si(x) et p
′′
si
(x) existent p.p.x.
• Le mélange H(z) est tel que H11(z)H22(z) = 0 ∀z, |z| = 1
Alors l’estimation des sources au sens du maximum de vraisemblance consiste à trouver
θˆ tel que
∂
∂θ
ln pY1,Y2(y1,y2|θ)|θ=θˆ = 0 (2.21)
où yi = (yi(1), . . . , yi(T ))T .
En général, l’équation (2.21) est très compliquée et donc difficilement utilisable en
pratique. Des conditions suffisantes sont donc dérivées dans [YF99]. Cependant, ces dé-
rivations nécessitent quelques approximations qui semblent légitimes si le filtre H(z) est
RIF mais beaucoup moins s’il est RII (les effets de bords étant, dans ce cas, loin d’être
négligeables).
Ces conditions suffisantes sont ensuite généralisées et étudiées pour des distributions
spécifiques. On retrouve une fois encore que dans le cas gaussien, la variance de l’erreur
asymptotique est infinie. Les distributions discrètes sont plus particulièrement étudiées.
D’autre part, les auteurs remarquent que cette méthode peut être vue comme une généra-
lisation d’une annulation de cumulants croisés ([YW96] par exemple). Enfin, des fonctions
mettant en œuvre ces conditions suffisantes sont dérivées pour que la borne de Cramer-
Rao soit atteinte.
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Autres méthodes
Les fonctions de contraste
On a vu au chapitre précédent qu’il est très difficile d’utiliser la propriété d’indépendance
statistique à partir des densité de probabilité des signaux. Un certain nombre de tra-
vaux ont eu pour but de trouver des fonctions qui caractériseraient l’indépendance. Ces
fonctions, appelées fonctions de contraste, sont maximales si et seulement si la condition
d’indépendance statistique est vérifiée. Elles ont en outre le gros avantage d’être manipu-
lables. Plus de détails sur ces fonctions seront donnés au chapitre 4.
Outre l’ensemble des méthodes présentées ci-dessus, un certain nombre de techniques
d’identification de processus ARMA non gaussiens à phase non minimale sont utilisées
en séparation de sources de mélanges convolutifs (voir par exemple [SGS94, Tug97b,
Tug97a]).
2.2 Les méthodes fréquentielles
Les méthodes fréquentielles sont a priori très attrayantes puisqu’elles transforment un
problème de séparation de sources en mélange convolutif en un problème de séparation
de sources en mélange instantané complexe. En effet, si on rappelle que le problème du
mélange convolutif peut-être modélisé par :
y(n) = (h ∗ s)(n) + b(n)
Par transformée de Fourier, il devient :
Y (f) = H(f).S(f) +B(f) (2.22)
où Y (f) est la transformée de Fourier du signal y(n) etc.
On verra toutefois que ce modèle n’est pas sans poser de problème.
Les signaux à large bande
Peu de travaux ont été faits à notre connaissance sur les signaux large bande. En effet,
deux problèmes se posent dans une méthode fréquentielle pour de tels signaux :
• Lorsque les signaux sont à large bande, ils peuvent être vus comme « multi-bandes
étroites ». Aussi serait-il tentant d’utiliser dans chaque bande de fréquence une tech-
nique de séparation de sources en mélange instantané. Mais on sait que la séparation
de sources instantanée se fait à un facteur d’échelle et à une permutation près. Le
problème est de savoir quelle estimée d’un canal de fréquence correspond à une
estimée donnée d’un canal de fréquence voisin.
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• Par le théorème de la limite centrale, on sait que la transformée de Fourier a tendance
à gaussianiser. Et on a vu que dans le cadre de la séparation de sources en mélange
instantané, on est obligé d’utiliser les ordres supérieurs qui ne permettent pas la
séparation de signaux gaussiens. En effet, la transformation temps↔fréquence est
linéaire et bijective. On note px la loi d’un signal x(n) et p
f
X la loi de sa transformée de
Fourier X(f). Alors, la propriété de bijection implique que si px est non gaussienne,
il en est de même pour pfX . Par contre, ceci n’implique aucune restriction sur les
lois marginales de X(f) et ce sont ces lois qui nous intéresse pour la séparation de
sources.
Ces problèmes ont sans doute découragé pas mal de chercheurs.
H.-C. Wu et J. C. Principe ont travaillé sur ce problème [WP99] lorsqu’on a autant
de sources que de capteurs. Ils utilisent une technique de diagonalisation conjointe de la
matrice de covariance de Y (f) pour estimer la réponse fréquentielle du filtre déconvolueur
G(z). Leur technique nécessite que le filtre H(z) soit causal et RIF. Leur algorithme repose
sur l’inégalité d’Hadamard [ND88] :
| det[Σr(f, ti)]| ≤
N∏
j=1
σrjj (f)
où Σr(f, ti) est la matrice de covariance de r(n). On sait qu’il y a égalité dans cette relation
si et seulement si la matrice de covariance est diagonale. Une fonction de coût basée sur
ce résultat est alors minimisée.
Le problème de permutation est évité par un choix judicieux de la taille des filtreGij(z).
En effet, ils affirment, sans le montrer, qu’une permutation implique nécessairement que
le filtre Gij(z) est RII, ce qui impliquerait en outre de mauvaises approximations des
transformées de Fourier. Une idée pour le moins surprenante de leur algorithme est de
contraindre la taille des filtres Gij(z) après chaque étape de l’algorithme.
Cet article est dans l’ensemble assez peu clair, principalement sur ce problème de per-
mutation.
La contribution majeure des approches fréquentielles pour signaux à larges bandes est
sans doute celle de C. Servière et al. Nous en verrons les grandes lignes au paragraphe
suivant, mais cette technique ayant été incluse dans la bibliothèque de programmes, ce
travail sera plus détaillé au paragraphe 5.3.
Les travaux de C. Servière et V. Capdevielle
Dans tous leurs travaux, le mélange est implicitement supposé causal et RIF.
La motivation de cette équipe pour les méthodes fréquentielles est qu’elle devait trouver
une technique pour séparer des sources venant de machines tournantes. Ces signaux sont
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périodiques de périodes proches. V. Capdevielle montre [CSL95a, CSL95b] que, contrai-
rement à la plupart des signaux stationnaires, ces signaux ne deviennent pas gaussiens
après transformée de Fourier.
Dans chaque bande de fréquence, une technique d’analyse en composantes principales
(consistant à décomposer la covariance de l’observation en valeurs singulières) suivie d’une
annulation de cumulants croisés normalisés d’ordre 4 est proposée [CSL95b].
Pour s’affranchir du problème de permutation, les auteurs introduisent un filtre, appelé
filtre de réorganisation [CSL94, Cap95], qui permet de retrouver une expression dépendant
des versions temporelles des sources. Il suffit alors de calculer la cohérence (interspectre
normalisé) entre les estimées de bandes de fréquences adjacentes pour réorganiser les
estimées5.
On verra au paragraphe 5.3 que leur algorithme est adapté pour traiter les signaux à
spectre continu par le biais de ce même filtre (voir aussi [Cap95, CSL95a]).
Enfin, dans [Ser99], Ch. Servière traite le cas bruité lorsque le bruit n’est pas blanc
mais qu’il est spatialement corrélé. Alors, sous les seules hypothèses que les auto- et
intercorrélations du bruit sont de longueur inférieure aux corrélations des sources, une
méthode originale d’estimation du sous-espace signal et de la matrice de mélange est
proposée. L’efficacité de la méthode est illustré sur un exemple où les sources sont QARMA
(c’est à dire issues d’un processus ARMA et élevés au carré).
5En effet, si l’interspectre de deux estimées appartenant à des bandes adjacentes est proche de 1, les
estimées correspondent à la même source, sinon, l’interspectre est proche de 0
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Deuxième partie
Résultats théoriques

Chapitre 3
L’approche par décorrélation
Comme on l’a vu en introduction (§ 2.1.1), les méthodes liées à la technique de la
décorrélation sont très largement utilisées en séparation de sources de mélanges convolu-
tifs. Cependant, si l’on sait que les statistiques à l’ordre 2 sont insuffisantes pour séparer
des mélanges instantanés, peu de résultats existent dans le cadre convolutif. L’équipe
de H. Broman (voir § 2.1.1) a abordé ce problème et obtenu des résultats tout à fait
encourageants lorsque le filtre mélangeur est RIF et à phase minimale. Forts de ces résul-
tats, nous avons étudié le cas de filtres mélangeurs toujours à phase minimale mais non
nécessairement RIF.
Ce chapitre traite du cas 2 sources/2 capteurs. L’ensemble des solutions aux équations
de décorrélation est dérivée analytiquement. Ces solutions sont ensuite commentées et
illustrées sur de simples exemples. Une solution analytique au cas M sources/M capteurs
est exposée à l’annexe B, paragraphe B.1.2. On rappelle qu’un plus large ensemble de
résultats expérimentaux est présenté au chapitre 6.
3.1 Rappel de la problématique
Dans le cas 2 sources/2 capteurs, le signal observé y(t) de dimension 2 s’écrit sous la
forme {
y1(t) = [H˜1,1(z)]s˜1(t) + [H˜1,2(z)]s˜2(t)
y2(t) = [H˜2,1(z)]s˜1(t) + [H˜2,2(z)]s˜2(t)
où s˜1 et s˜2 sont les signaux sources supposés statistiquement indépendants entre eux. Ainsi
que cela a déjà été dit dans l’introduction, on ne peut espérer reconstituer les signaux s˜1
et s˜2 qu’à un filtre près dans le cas où l’on ne dispose pas d’information a priori sur leur
distribution statistique (ce que nous supposerons ici). Dans ces conditions, on peut sans
restriction notable définir les signaux sources comme les contributions de chaque source
sur chaque capteur, i.e. comme les signaux [H˜i,i(z)]s˜i(t) pour i = 1, 2. En écrivant (3.1)
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sous la forme
y(t) =
(
1 H˜1,2(z)/H˜2,2(z)
H˜2,1(z)/H˜1,1(z) 1
)(
s1(t)
s2(t)
)
(3.1)
avec si(t) = [H˜i,i(z)]s˜i(t) et en posant Hi,j(z) = H˜i,j(z)/H˜j,j(z) pour i = j, on obtient un
modèle d’observation de la forme :{
y1(t) = s1(t) + [H1,2(z)]s2(t)
y2(t) = [H2,1(z)]s1(t) + s2(t)
(3.2)
Par conséquent, la fonction de transfert mélangeante H(z) se réduit à
H(z) =
(
1 H1,2(z)
H2,1(z) 1
)
(3.3)
Comme dans la plupart des travaux sur la décorrélation, nous supposerons que le filtre
H(z) a les propriétés suivantes :
• H(z) est à phase minimale, i.e. det(H(z)) = 0 ∀z ; |z| > 1
• Hij(z) est causal pour (i, j) ∈ {(1, 2), (2, 1)}
La définition des signaux sources que nous adoptons ici revient en fait à normaliser les
termes diagonaux de la fonction de transfert à 1. Il est important de remarquer que pour
cela, on est obligé de faire l’hypothèse que H˜ii(z) est à phase minimale pour i = 1, 2. Sans
cela, après les divisions de l’équation (3.1), les Hij(z) ne peuvent pas rester causaux.
Les divers travaux relatifs à la décorrélation ont pour philosophie générale de mettre
en évidence une fonction de transfert G(z) de taille 2× 2 structurée sous la forme
G(z) =
(
1 −G1,2(z)
−G2,1(z) 1
)
(3.4)
et dont les coefficients caractéristiques G1,2(z) et G2,1(z) sont déterminés de sorte que
les deux composantes r1(t) et r2(t) de r(t) = [G(z)]y(t) soient « indépendantes ». Bien
entendu, la forme particulière de G(z) est justifiée par le fait que si G1,2(z) = H1,2(z) et
G2,1(z) = H2,1(z), alors G(z) = [1−H1,2(z)H2,1(z)]H−1(z) et les deux signaux reconstitués
r1(t) et r2(t) coïncident avec [1−H1,2(z)H2,1(z)]s1(t) et [(1−H1,2(z)H2,1(z)]s2(t), ils sont
donc statistiquement indépendants.
3.2 Les résultats théoriques
Notre travail se situe dans la continuation des résultats encourageants établis par
l’équipe de l’université de Chalmers (voir § 2.1.1, en particulier [LB98]) et a eu pour objet
3.2 Les résultats théoriques 39
de s’intéresser à la robustesse de la procédure de décorrélation aux hypothèses formulées
sur H(z). Nous avons conservé le caractère causal et phase minimale (voir définition 5.1.1)
de H(z) mais nous nous sommes intéressés au cas où H1,2(z) et H2,1(z) sont RII. Ce cas
est d’un grand intérêt pratique car les « vrais » filtres RIF ne sont qu’une abstraction
mathématique ; il importe donc de savoir dans quelle mesure les résultats de U. Lindgren
et H. Broman résistent au passage RIF → RII. Ainsi que nous allons le voir, les résultats
que nous avons obtenus sont plutôt négatifs.
Nous supposons donc dans cette section que les filtres Hi,j(z) ne sont pas nécessaire-
ment RIF, et nous allons caractériser les solutions G(z) des équations de décorrélation
structurées comme (3.4). Nous entendons ici par équations de décorrélation l’ensemble
des relations qui expriment que les deux composantes de r(n) = [G(z)]y(n) sont décor-
rélées, i.e. que E(r1(n)r2(n − k)∗) = 0 pour tout k ∈ ZZ. Contrairement au cas RIF avec
entrées bruit blanc considéré par N. Charkani (voir introduction 2.1.3), on ne peut se
contenter en général d’annuler un nombre fini de coefficients d’intercorrélation entre r1
et r2 pour assurer la décorrélation de r1 et de r2, et les équations de décorrélation font
apparaître une infinité de relations. Bien entendu, en pratique, on se contente d’annuler
E(r1(n)r2(n−k)∗) pour un nombre fini de valeurs de k, et les développements qui suivent
sont, dans une certaine mesure, académiques. Cependant, nous verrons qu’il y a toujours
une infinité de solutions (non séparantes) aux équations E(r1(n)r2(n−k)∗) = 0 pour tout
k ∈ ZZ, et qu’en conséquence, même si l’on était capable de résoudre cette infinité d’équa-
tions, on ne serait pas assuré de séparer les sources. Ce résultat implique bien entendu que
l’on ne peut, a fortiori, pas espérer plus en traduisant seulement l’annulation d’un nombre
fini de coefficients d’intercorrélation entre r1 et r2. La résolution du problème purement
académique (mais facile) de la caractérisation des solutions des équations de décorrélation
permet donc de montrer que leur implantation pratique n’a aucune chance de fonctionner
dans le cas de filtres de mélanges RII.
3.2.1 Caractérisation analytique des solutions décorrélantes
Nous savons qu’une solution séparante des équations de décorrélation correspond (au
facteur [1 − G12(z)G21(z)]−1 près) à l’inverse du filtre H(z), lequel est supposé causal
et d’inverse causal par hypothèse. Cette solution est donc elle-même un filtre causal et
d’inverse causal, et il est tout à fait naturel de restreindre notre recherche des solutions
des équations de décorrélation à la famille des filtres G(z) de même nature.
Afin de simplifier la présentation des résultats, nous allons supposer que les signaux
sources s1 et s2 sont à spectre rationnel. Ainsi, le concept de factorisation à phase mini-
male de leur densité spectrale peut être défini sans le moindre problème technique. Plus
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précisément, on sait (voir [FCG79] par exemple) qu’il existe deux bruits blancs de va-
riance unité, notés ν1 et ν2, et deux filtres causaux à phase minimale f1(z) et f2(z) pour
lesquels si(n) = [fi(z)]νi(n) pour i = 1, 2. La matrice f(z) = diag(f1(z), f2(z)) s’appelle
la factorisation spectrale à phase minimale de s car on a
Ss(z) = f(z)f
†(z−1)
où Ss(z) est la densité spectrale (rationnelle) de s. On peut trouver le calcul explicite de
f(z) à partir des coefficients de corrélations de s dans [FCG79]. Il est bien connu que
les νi ne sont rien d’autre que des processus d’innovation normalisés des signaux si pour
i = 1, 2 (voir définition 2.1.1).
Soit à présent un filtre G(z) causal à phase minimale solution des équations de décor-
rélation i.e. tel que les 2 composantes r1 et r2 du signal r(n) = [G(z)]y(n) sont des signaux
décorrélés. Soient gi(z) i=1,2 les factorisations causales à phase minimale de ces signaux
et µi(n) les processus d’innovation normalisés correspondants. Alors, la décorrélation de
r1 et r2 équivaut à celle des bruits blancs µ1 et µ2 : comme le signal de dimension 2
µ(n) = (µ1(n), µ2(n))
T vérifie
E[µ(n)µ(n− t)†] = I2δ(t)
si on pose par ailleurs
f(z) =
[
f1(z) 0
0 f2(z)
]
,
g(z) =
[
g1(z) 0
0 g2(z)
]
et ν(n) = [ν1(n), ν2(n)]
T , on a {
r(n) = [g(z)]µ(n)
s(n) = [f(z)] ν(n)
Explicitant les relations de mélange entre r(n) et s(n), nous obtenons r(n) = [G(z)H(z)]s(n).
Exprimant ensuite les signaux r(n) et s(n) en fonction de leurs processus d’innovation nor-
malisés, nous en déduisons :
µ(n) = Θ(z)ν(n) (3.5)
avec
Θ(z) = g(z)−1G(z)H(z)f(z) (3.6)
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Or, µ et ν sont tous deux des bruits blancs de matrice de covariance instantanée égale à
l’identité. Par conséquent,
(3.5) ⇒ E[µ(n)µ(n)†] = Θ(z)E[ν(n)ν(n)†]Θ(z−1)† (3.7)
⇔ I = Θ(z)IΘ(z−1)†
La condition (3.8) implique en particulier que Θ(z) est une matrice unitaire pour chaque
valeur de z de module 1. Par ailleurs, Θ(z) et son inverse sont les produits de quatre filtres
causaux et d’inverses causaux. Or, d’après ce qui précède, l’inverse de Θ(z), qui vérifie
Θ(z)−1 = Θ(z−1)†, est donc aussi un filtre anticausal et doit être réduit à une matrice
constante nécessairement unitaire, de même que Θ(z). Nous noterons Θ cette matrice
unitaire. Elle peut par exemple être paramétrée de la façon suivante :
Θ =
[
cos θ sin θ
− sin θ cos θ
]
= cos θ
[
1 t
−t 1
]
(3.8)
où l’on a posé t = tan θ. Après simplification, cette paramétrisation, exploitée dans la
relation (3.6), permet d’exprimer le filtre G(z) comme suit (voir détails à l’annexe B) :{
G1,2(z) =
f2(z)H1,2(z)+tf1(z)
f2(z)+tf1(z)H2,1(z)
G2,1(z) =
f1(z)H2,1(z)−tf2(z)
f1(z)−tf2(z)H1,2(z)
(3.9)
Nous avons donc établi que si G(z), filtre causal et d’inverse causal, est solution des équa-
tions de décorrélation, alors il peut être paramétré sous la forme (3.9).
Il reste à présent à établir une sorte de réciproque. Pour ceci, nous considérons un
filtre G(z) donné par (3.9), où t représente pour le moment n’importe quel paramètre
réel. Alors, en posant t = tan θ, et en définissant Θ par
Θ =
[
cos θ sin θ
− sin θ cos θ
]
= cos θ
[
1 t
−t 1
]
on peut constater que les termes non diagonaux de g(z) = G(z)H(z)f(z)ΘT sont iden-
tiquement nuls. Dans ces conditions, le signal r(n) = [G(z)]y(n) s’écrit sous la forme
r(n) = [g(z)]Θν(n). Puisque la matrice Θ est orthogonale, il est clair que ν(n) = Θν(n)
est un bruit blanc de dimension 2 dont les composantes sont décorrélées. g(z) étant diago-
nale, on en déduit immédiatement que les composantes r1 et r2 de r(n) sont des signaux
décorrélés. On a donc établi que si G(z) est donné par (3.9), alors les composantes de
r(n) = [G(z)]y(n) sont décorrélées. Enfin, puisque nous cherchons par définition les solu-
tions causales et d’inverses causales des équations de décorrélation, il reste à restreindre
l’ensemble des valeurs de t pour lesquelles (3.9) définit un filtre de ce type. Pour que
G(z) soit causal, il faut et il suffit que les dénominateurs de G1,2 et G2,1 soient dépourvus
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de zéro à l’extérieur du cercle unité. Ceci est vrai pour t = 0 (on retrouve alors la so-
lution séparante), mais aussi, en invoquant des arguments de continuité, pour t assez petit.
On en déduit que l’ensemble des solutions causales et d’inverses causales des équations
de décorrélation coïncide avec l’ensemble des filtres G(z) définis par (3.9) pour lesquels le
paramètre t est choisi de telle sorte que
f2(z) + tf1(z)H2,1(z) = 0 |z| > 1 (3.10)
f1(z)− tf2(z)H1,2(z) = 0 |z| > 1 (3.11)
Il existe donc toujours une infinité de solutions aux équations de décorrélation en géné-
ral. Dans le cas où H(z) est à RIF, on peut imposer à G(z) de l’être également, et une
simple inspection de (3.9) suggère que seul le paramètre t = 0 correspond à des filtres
G12 et G21 RIF. On retrouve ainsi le résultat mis en évidence récemment par U. Lind-
gren et H. Broman [LB98]. Cependant, notre analyse montre clairement que le caractère
séparant des solutions des équations de décorrélation est fondamentalement non robuste.
Nous illustrerons les effets perceptibles de cet état de fait dans la section consacrée aux
simulations.
En outre, comme nous le montrons dans l’annexe B.2, il existe des cas particuliers de
mélanges RIF pour lesquels G12(z) et G21(z) sont donnés par le système (3.9) et restent
RIF même pour t = 0.
On rappelle qu’une caractérisation analytique des équations de décorrélation dans le
cas M sources/M capteurs peut être trouvée à l’annexe B, paragraphe B.1.2.
3.3 Implantations et simulations de l’approche de dé-
corrélation
Nous commençons par discuter des problèmes d’implantation pratique de l’approche
de décorrélation. Tout d’abord, que l’on soit dans le cas d’un filtre de mélange RIF ou RII,
il est plus raisonnable, par raison de simplicité, de chercher le filtre G(z) sous la forme
d’un filtre RIF. Ceci revient à approximer les filtres H1,2(z) et H2,1(z) par des filtres RIF,
ce qui, si l’on choisit des tailles raisonnables, ne pose pas de problème majeur. Nous dési-
gnerons par dG la taille des filtres G(z) choisie de façon à garder les mêmes notations que
plus haut. Par ailleurs, nous traduirons la décorrélation de r1 et r2 en tentant d’annuler
les intercorrélations E(r1(n)r2(n − k)∗) pour k = −2dG, 2dG. En pratique, ces intercor-
rélations ne peuvent s’annuler exactement pour deux raisons. Tout d’abord, le fait de
paramétrer G(z) par un filtre RIF alors que H(z) est RII implique que quelque soit G(z),
les signaux r1 et r2 ne peuvent être exactement décorrélés. Ensuite, ces intercorrélations
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sont fonction des vecteurs gi,j des coefficients des Gi,j(z) et des coefficients de corrélation
des signaux observés. En pratique, ces coefficients sont inconnus, et doivent être estimés
de façon empirique à partir des données, ce qui conduit à une nouvelle cause de non nullité
des coefficients d’intercorrélations. Par conséquent, on cherchera à résoudre les équations
de décorrélation au sens des moindres carrés.
Afin d’expliciter quelque peu tout ceci, nous allons poser Rr1,r2(k) = E[r1(n)r2(n−k)∗].
Par ailleurs, on suppose que l’on observe le signal y(n) pour t = 0, . . . , T −1. Soient Yi(n),
i = 1, 2 les vecteurs définis par Yi(n) = (yi(n), · · · , yi(n−M))T . Alors,{
r1(n) = y1(n)− gT1,2Y2(n)
r2(n) = y2(n)− gT2,1Y1(n)
et Rr1,r2(k) est estimé par Rˆr1,r2(k) = 1/(T − |k|)
∑T−1
n=0 r1(n)r2(n − k)∗. En remplaçant
les ri par leurs expressions en fonction des yi et des gi,j, on aboutit à une expression de
Rˆr1,r2(k) qui est linéaire par rapport à chaque vecteur gi,j, mais qui est bilinéaire par
rapport au vecteur global g = (gT1,2, g
T
2,1)
T . Plus précisément,
Rˆr1,r2(k) = Rˆy1,y2(k)− gT1,2RˆY2,y2(k)− gT2,1RˆY1,y1(k) + gT1,2RˆY2,Y1(k)g2,1
Afin de résoudre les équations de décorrélation au sens des moindres carrés (i.e. minimiser
la somme de k = −2dG, 2dG des Rˆr1,r2(k)), on peut tout simplement [WFO93] utiliser
un algorithme itératif consistant à initialiser g2,1 à une valeur g2,1(0), puis à résoudre au
sens des moindres carrés les équations linéaires par rapport à g1,2. Ceci génère un vecteur
g1,2(1). On fixe ensuite g1,2 à cette dernière valeur, puis on résout par rapport à g2,1, ce
qui donne un vecteur g2,1(1). Cette procédure est ensuite réitérée, jusqu’à convergence
vers un point stationnaire. Il convient toutefois de mentionner que cet algorithme n’est
pas assuré de converger vers le point pour lequel la somme des carrés des intercorrélations
empiriques entre r1 et r2 est minimale dans la mesure où la fonction de coût, en tant que
fonction du paramètre global g, peut posséder des minima locaux parasites. Ceci est l’une
des difficultés intrinsèques de l’approche de décorrélation.
En pratique, pour arrêter l’algorithme, nous testons à chaque itération la quantité
suivante :
TCORR = 1/(4M + 1)
2M∑
k=−2M
|Rˆr1,r2(k)|2
Rˆr1,r1(0)Rˆr2,r2(0)
(3.12)
qui, aux alentours d’un minimum de la fonction de coût, doit être petite devant 1. Cette
quantité ne représente en effet rien d’autre que la moyenne des intercorrélations entre
r1(n) et r2(n) au carré, normalisée par le produit des autocorrélations de r1(n) et de
r2(n). Lorsque les signaux sont complexes, |Rˆr1,r2(k)| dans l’expression de TCORR (3.12)
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est remplacé par la somme des modules mettant en jeu ou non les complexes conjugués,
i.e. par les estimées de |E[r1(n)r2(n− k)]|+ |E[r1(n)r2(n− k)∗]|.
Afin de bien mettre en lumière les conséquences pratiques des résultats théoriques que
nous avons présenté plus haut, nous considérons un scénario où le filtre de mélange est
RII, mais dans lequel les pôles de H1,2(z) et de H2,1(z) sont loin du cercle unité :
H1,2(z) =
1 + 0.5z−1
1− 0.1z−1 (3.13)
H2,1(z) =
1 + 0.2z−1
−1 + 0.1z−1 (3.14)
Dans ces conditions, H(z) est très proche d’un filtre RIF. Cependant, nous allons voir que
l’algorithme de décorrélation se comporte très mal. En théorie, si l’on était capable de
résoudre les équations de décorrélation exactes, on trouverait une infinité de solutions. En
pratique, G(z) est choisi RIF, et la fonction de coût est évaluée empiriquement. Ces divers
effets de troncature ont sans doute pour effet de rendre unique le minimum global de la
fonction de coût. Toutefois, les résultats théoriques établis montrent que sa minimisation
est certainement un problème extrêmement mal conditionné : il existe une multitude de
filtres RIF très différents de la solution optimale qui rendent la fonction de coût très faible.
Ceci est confirmé par les simulations numériques que nous avons effectuées. L’algorithme
itératif de minimisation converge vers des filtres RIF à phase minimale pour lesquels la
fonction de test TCORR est très faible, mais qui ne séparent pas les signaux sources.
3.3.1 Simulations
Donnons à présent quelques illustrations de ce phénomène. La qualité de la séparation
est évaluée grâce à l’erreur de restitution définie par
TSEP =
1
2
(
∑T−1
n=0 (sˆ1(n)− s1(n))2∑T−1
n=0 (s1(n))
2
+
∑T−1
n=0 (sˆ2(n)− s2(n))2)∑T−1
n=0 (s2(n))
2
) (3.15)
où les signaux sˆi(n) représente les estimées naturelles des signaux si(n) définies par sˆi(n) =
[1−G12(z)G21(z)]−1ri(n), pour i = 1, 2 et où les Gij(z) représentent les valeurs des filtres
estimés. Ce taux représente en fait la somme des taux de séparation sur les différents
capteurs. Il est évident qu’une bonne qualité de séparation correspond à un faible taux
de séparation.
Par ailleurs, nous avons considéré a priori divers degrés pour les filtres G(z) : dG =
1, 3, 5. Les signaux sources sont obtenus en filtrant deux suites i.i.d. centrées, de variance
1, qui suivent respectivement des lois de Bernouilli pour la première source et uniforme
pour la seconde. Afin de faire varier la couleur des signaux sources, nous avons considéré
trois types de filtres de mise en forme (correspondant aux sigles c1, c2, c3) qui induisent
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des spectres de sources de plus en plus colorés (car les pôles et les zéros des filtres se
rapprochent de plus en plus du cercle unité) :
c1 :
{
col1(z) = 1−0.7z
−1+0.1z−2
1−0.1z−1−0.02z−2
col2(z) = 1−0.3z
−1+0.02z−2
1+0.4z−1−0.03z−2−0.018z−3
c2 :
{
col1(z) = 1−z
−1+0.24z−2
1−0.7z−1+0.12z−2
col2(z) = 1+0.1z
−1−0.2z−2
1−0.1z−1−0.32z−2+0.06z−3
(3.16)
c3 :
{
col1(z) = 1−1.5z
−1+0.56z−2
1−10.1z−1−0.2402z−2
col2(z) = 1+0.5z
−1−0.36z−2
1−0.8z−1−0.39z−2+0.27z−3
Les tableaux (tableau 3.1 & tableau 3.2) synthétisent les divers résultats obtenus par
l’algorithme de décorrélation avec deux types d’initialisation : la première (Init. 1) a été
effectuée proche de la troncature du filtre H(z) aux degrés précisés dans le tableau 3.1,
i.e. −Gij(z) = HdGij (z)+
∑dG
p=0 0.1z
−p où HdGij (z) est la version tronquée de Hij(z) au degré
dG et (i, j) ∈ {(1, 2), (2, 1)} ; la seconde initialisation (Init. 2) est beaucoup plus éloignée
de la solution recherchée : tous les filtres sont initialisés à 0. Dans tous les cas, nous avons
considéré un nombre d’échantillons NbEch = 5000 pour évaluer les statistiques.
Décorrélation (cas RII, coloration c3)
Init. 1 Init. 2
Troncature 1 3 5 1 3 5
TSEP 0.3340 0.6317 0.0419 0.0419 1.0506 0.3340
TCORR 0.0070 0.0067 0.0183 0.0183 0.0063 0.0070
Tab. 3.1 – TSEP et TCORR pour diverses initialisations et troncatures
Décorrélation (cas RII, troncature : 3)
Init. 1 Init. 2
Coloration c1 c2 c3 c1 c2 c3
TSEP 0.6175 0.0021 1.6873 1.0506 0.6214 0.2643
TCORR 0.0067 0.0041 0.0288 0.0063 0.010 0.0016
Tab. 3.2 – TSEP et TCORR pour diverses initialisations et colorations
On observe que, même pour une initialisation proche de la troncature de H(z), l’algo-
rithme de décorrélation peut converger vers des filtres décorrélant presque parfaitement les
signaux r1 et r2 mais qui produisent des taux de séparation catastrophiques ; on remarque
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de plus que le degré choisi a priori pour G(z) ne semble pas avoir un effet permettant
d’améliorer les choses.
Les courbes qui suivent (figure 3.3.1) illustrent quant à elles l’ensemble des solutions
décorrélantes mais non nécessairement séparantes qui existent dans le cas RII. Les taux
de corrélation TCORR et de séparation TSEP sont tracés en fonction du paramètre t
introduit dans la section 3.2. Ces courbes sont tracées sur l’ensemble des t pour lesquels
G(z) reste à phase minimale. Les filtres G(z) utilisés pour calculer TCORR et TSEP
correspondent à la troncature de degré 5 des filtres RII donnés par (3.9). Il apparaît
Fig. 3.1 – TCORR(n) et TSEP (n)
clairement que la valeur de TCORR reste quasiment constante (elle varie entre 0,005 et
0,0057) tandis que le taux de restitution augmente notablement (de 0 à 1). Ceci est une
autre illustration du très mauvais conditionnement de la fonctionnelle de décorrélation.
Cet effet reste visible dans le cas où H(z) est exactement RIF. En effet, en consi-
dérant des cas où H(z) est RIF, nous avons constaté que l’algorithme de décorrélation,
lorsqu’il n’est pas initialisé à proximité de la solution optimale, pouvait converger vers
des minima locaux pour lesquels la variable de test TCORR est très faible et l’erreur de
restitution TSEP est importante (C’est en particulier le cas pour les colorations c1 et c3
dans l’exemple qui suit). Ce cas est illustré dans le tableau 3.3. Pour l’exemple lié à ce
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tableau, nous avons choisi d’initialiser le filtre H(z) à :{
H12(z) = 1− 0.2
√
2z−1
H21(z) = −1− 0.2
√
2z−1
Décorrélation (cas RIF)
Init. 1 Init. 2
Coloration c1 c2 c3 c1 c2 c3
TSEP 0.0046 0.0030 0.0004 0.1535 0.0182 0.0784
TCORR 0.0097 0.0058 0.0014 0.0042 0.0057 0.0002
Tab. 3.3 – TSEP et TCORR pour diverses initialisations et colorations
Par conséquent, les problèmes théoriques liés au cas RII (infinité de solutions non
séparantes) se retrouvent, en pratique, lorsque le filtre mélangeur est RIF.
3.4 Conclusion
Dans ce chapitre, nous nous sommes intéressé au problème de la décorrélation, en
grande partie dans le cas 2 sources/2 capteurs. Comme dans la plupart des travaux relatifs
à cette méthode, nous avons supposé que le filtre mélangeur était à phase minimale. Par
contre, nous avons relaxé l’hypothèse RIF. Pour des filtres RII, nous avons caractérisé
l’ensemble des solutions de décorrélation et avons montré que s’il existe une infinité de
filtres décorrélants, une seule est séparante. Par contre, si on impose aux filtres d’être
RIF, sauf cas bien particulier, seule la solution séparante subsiste.
Ce résultat a ensuite été illustré par des simulations dans des cas RII simples. Le
cas RIF a également été étudié expérimentalement et il s’avère que c’est un problème
extrêmement mal conditionné : si, dans la grande majorité des cas, le minimum théorique
des équations de décorrélation est unique dans le cas RIF, en pratique, l’algorithme peut
converger vers des minima locaux numériques non séparants.
Aussi, l’utilisation de cette technique seule nous semble-t-elle fortement déconseillée
dans la plupart des cas. Par contre, elle peut être utilisée conjointement à une méthode
utilisant les ordres supérieurs afin d’en améliorer la robustesse (voir par exemple [Cha96]).
Dans tous les résultats présentés dans ce chapitre, les sources étaient supposées sta-
tionnaires. Si cette hypothèse est souvent un atout puisqu’elle permet d’importantes sim-
plifications lors des calculs statistiques, dans le cas de la décorrélation, elle semble au
contraire néfaste. En effet, certains travaux expérimentaux ont été effectués dans le cas
de sources non stationnaires et les équations de décorrélation semblent donner des résul-
tats tout à fait satisfaisants. Ceci vient sans doute du fait qu’une non-stationnarité permet
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d’obtenir un plus grand ensemble d’équations (les intercorrélations dépendent directement
du temps dans ce cas) ; on peut alors espérer que la résolution de ces équations donnera
lieu à un minimum global unique.
Chapitre 4
Les fonctions de contraste
Les fonctions de contrastes sont particulièrement intéressantes puisqu’elles permettent
de caractériser l’indépendance statistique entre des variables aléatoires : elles sont en effet
maximales si et seulement si elles sont appliquées à des variables aléatoires mutuellement
indépendantes.
Dans ce chapitre, nous commençons par rappeler l’origine des fonctions de contraste
ainsi que leur évolution dans le cadre de la séparation de sources. C’est dans le contexte de
la déconvolution aveugle mono-entrée/mono-sortie qu’elles ont d’abord été utilisées, avant
d’être généralisées en séparation de sources de mélanges instantanés puis de mélanges
convolutifs. Toutefois, dans une grande majorité de ces travaux, les sources sont supposées
i.i.d. ou filtrées linéaires de séquences i.i.d.. Cette hypothèse peut être restrictive et nous
expliquons que la lever n’est pas anodin. Après avoir expliqué pourquoi les techniques
utilisées avec de telles hypothèses (en particulier les contrastes de P. Comon) ne peuvent
se généraliser directement, nous étendons la notion de fonction de contraste dans le cadre
de la déflation. Nous présentons ensuite un exemple de fonction de contraste qui présente
l’avantage de n’avoir pas de maximum local non séparant et illustrons ce résultat positif
sur des exemples. Nous proposons également une amélioration éventuelle à la déflation :
la réinitialisation.
Quelques simulations valident les résultats théoriques à la fin de ce chapitre mais de
plus larges exemples sur signaux réels ou simulés sont donnés au chapitre 6.
4.1 Rappels « historiques »
Comme nous l’avons mentionné dans l’introduction, cette section est dédiée à l’évolu-
tion et aux résultats actuels sur les fonctions de contraste.
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4.1.1 Fonctions de contraste dans le contexte de la déconvolution
aveugle mono-entrée/mono-sortie
Commençons par rappeler que le problème de la déconvolution aveugle mono-entrée/mono-
sortie consiste à reconstituer l’entrée (s(n))n∈Z d’un filtre h(z) =
∑
k∈Z hkz
−k inconnu à
partir de la seule observation du signal de sortie (y(n))n∈Z défini par y(n) =
∑
k∈Z hks(n−
k) = [h(z)]s(n).
Dans la majorité des cas, ce problème n’est bien posé que si la suite (s(n))n∈Z est i.i.d.
et non gaussienne. Dans la suite de ce paragraphe, nous allons supposer que tel est le cas
et que, de plus, les variables aléatoires (s(n))n∈Z sont centrées et de variance 1. L’une des
façons d’aborder le problème consiste à chercher un filtre g(z) (censé représenter l’inverse
de h(z)) de telle sorte que la suite [g(z)]y(n) « ressemble le plus possible » à une suite
i.i.d.. Dans un article très important [Don81], D. Donoho a mis en évidence une classe de
critères susceptibles de déterminer g(z). L’idée de base de [Don81] consiste à remarquer que
l’on peut construire des fonctions de statistiques de variables aléatoires dans l’ensemble
des réels, appelées fonctions de contraste, qui sont maximales si et seulement si elles
sont appliquées à des variables aléatoires indépendantes et qui décroissent dès que l’on
combine linéairement des variables aléatoires indépendantes de même loi non gaussiennes.
D. Donoho montre en effet que plus on combine des variables aléatoires indépendantes
plus la loi de ces combinaisons se rapproche d’une gaussienne (cette idée rejoint celle du
théorème de la limite centrale).
Pour appliquer ceci, on commence par remarquer que pour tout filtre g(z), la variable
aléatoire r(n) = [g(z)]y(n) est une combinaison linéaire des variables (s(n))n∈Z puisque
r(n) = [g(z)h(z)]s(n). Par conséquent, si Φ représente une fonction de contraste et si l’on
détermine g(z) de façon à maximiser Φ(r(n)) par rapport aux coefficients de g(z), le filtre
optimum g(z) devra vérifier la condition g(z)h(z) = αz−d où α est un scalaire et où d
est un retard. Ainsi, on sera assuré que r(n) = [g(z)]y(n) se réduit à un multiple d’une
version retardée de s(n). Afin de préciser un peu plus ce qui précède, définissons de façon
plus formelle les propriétés d’une fonction de contraste.
Définition 4.1.1 Soit S un ensemble de variables aléatoires non gaussiennes. On dit que
Φ est une fonction de contraste sur S si pour toute suite i.i.d. (s(n))n∈Z de variables de
S et pour toute suite de coefficients (cn)n∈Z telle que
∑
n∈Z cns(n) ∈ S, on a l’inégalité
Φ(
∑
n∈Z
cns(n)) ≤ Φ(s(n0)), ∀n0
le cas d’égalité ne pouvant se produire que si tous les coefficients cn sont nuls sauf un.
D. Donoho met en évidence plusieurs types de fonctions de contraste. Citons deux exemples
particulièrement importants
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– la valeur absolue (ou le carré) du cumulant standardisé κm d’ordre m défini par
|κm(s)| = |cm(s)|/|E(s2)|m/2
où cm(s) désigne le cumulant d’ordre m de s. |κm| est un contraste sur l’ensemble
des variables aléatoires de cumulant d’ordre m non nul.
– l’opposé de l’entropie de Shannon ES(r) définie par
−ES(s) = E(ln ps(s)) =
∫
ln ps(u)ps(u)du
où ps(u) désigne la valeur en tout point u de la densité de probabilité de s. −ES(.)
est un contraste sur l’ensemble des variables aléatoires de variance 1.
Aspects pratiques
Rappelons comment on peut en pratique utiliser ce type de concept. Tout d’abord,
le filtre g(z) est paramétré, sans que cela pose de réels problèmes, par un filtre RIF
que l’on peut choisir causal, et de degré M (assez grand) fixé. Chercher g(z) équivaut
donc à déterminer le vecteur g constitué à partir de ses coefficients. Ensuite, on remplace
évidemment la fonction de contraste par une estimée empirique. Afin de préciser ce point,
commençons par prendre l’exemple du contraste (κ4(s))2. Remarquons tout d’abord que
cette fonction est homogène (la fonction prend la même valeur aux points g et λg où
λ est un réel). Par conséquent, afin de rendre le problème de la détermination du filtre
g(z) bien posé, il convient de lui imposer une contrainte, par exemple que g0 = 1 ou que∑
k g
2
k = 1. Par ailleurs, désignons par YM(n) le vecteur YM(n) = (y(n), . . . , y(n−M))T .
Alors, la variable aléatoire r(n) = [g(z)]y(n) peut s’écrire sous la forme r(n) = gTYM(n),
et on remplace κ4(r(n)) par son estimateur empirique donné par
1/T
∑T−1
n=0 (g
TYM(n))
4
[1/T
∑T−1
n=0 (g
TYM(n))2]2
− 3
où T désigne ici le nombre d’échantillons disponibles. Le carré du cumulant d’ordre 4
standardisé empirique est une fonction bien définie du vecteur g, et le vecteur gˆ la maxi-
misant (sous contrainte) est un estimateur d’un filtre déconvolueur. Bien entendu, cette
fonction n’est pas quadratique, et sa maximisation sous contrainte requiert l’utilisation
d’un algorithme itératif de type gradient qui, ainsi que cela est bien connu, peut conver-
ger vers un maximum local parasite. Cependant, on peut déduire immédiatement de
[SW90] que si l’on permet aux filtres g(z) de balayer l’ensemble de tous les filtres sans au-
cune contrainte de degré, la fonction de contraste théorique (par opposition à empirique)
g(z)→ (κ4([g(z)]y(n))2 est dépourvue de maxima locaux parasites. Par conséquent, si le
nombre d’échantillons T est suffisant et que le degréM est suffisamment grand, la fonction
empirique que l’on maximise en pratique a des propriétés proches de celles de la fonction
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théorique et ses éventuels maxima locaux sont peu attractifs.
Abordons enfin le cas de la fonction de contraste définie par l’opposé de l’entropie
de Shannon. Son utilisation pratique est évidemment très problématique car si r(n) =
gTYM(n), il convient pour l’utiliser d’être capable d’estimer empiriquement le gradient de
la fonction
g → −ES(r) = ∫ ln pr(u)pr(u)du de façon à la minimiser sous la contrainte que r(n)
est de variance 1, i.e. gTRMg = 1, où on a posé RM = E[YM(n)YM(n)T ]. Ceci nécessite
pour chaque vecteur g d’estimer empiriquement à partir des valeurs (r(n))n=0,... ,T−1 la loi
de probabilité de la variable r(n). Bien que théoriquement possible, ceci est à la base de
difficultés certaines. Lorsque l’on connaît a priori la loi de probabilité de l’entrée s(n), on
peut avantageusement remplacer l’opposé de l’entropie par la fonction :
g → Er(ln ps) =
∫
ln ps(u)pr(u)du
En effet, on peut écrire que∫
ln ps(u)pr(u)du = −K(pr||ps)− ES(r) (4.1)
où K(pr||ps) désigne la distance de Kullback entre la densité pr de r(n) et la densité ps
de s(n) définie par
K(pr||ps) =
∫
ln(pr(u)/ps(u))pr(u)du (4.2)
Il est bien connu que K(pr||ps) ≥ 0, et que l’égalité n’a lieu que si la loi de r(n) coïncide
avec celle de s(n). En utilisant le fait que l’opposé de l’entropie est un contraste sur
l’ensemble des variables aléatoires de variance 1, on déduit de (4.1) que le maximum de
Er(ln ps) est atteint si et seulement si r(n) = [g(z)]y(n) = s(n). La maximisation de cette
fonction sous la contrainte que E(r(n)2) = 1 permet donc de déconvoluer. L’intérêt de
ceci provient du fait que Er(ln ps) s’estime empiriquement simplement par
1/T
T−1∑
n=0
ln ps(gYM(n))
En pratique, on maximise cette estimateur empirique par rapport à g sous la contrainte
que
gT RˆMg = 1, où RˆM représente l’estimateur empirique de RM défini par
RˆM = 1/T
T−1∑
n=0
YM(n)YM(n)
T
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Notons gˆ le vecteur ainsi obtenu. L’importance de ce contraste tient au fait que, modulo
quelques approximations, l’estimateur gˆ du filtre déconvolueur semble posséder1 des pro-
priétés d’optimalité qui le rendent attractif.
4.1.2 Fonctions de contraste en séparation de mélanges instanta-
nés
Soit y(n) un signal de dimension M que l’on suppose s’écrire sous la forme
y(n) = Hs(n)
où s(n) = (s1(n), . . . , sM(n))T est un signal de dimension M dont les composantes sont
des signaux centrés de variance 1, statistiquement indépendants entre eux et où la ma-
trice de mélange H de taille M ×M est supposée inversible. L’objet de la séparation de
sources consiste dans ce contexte à déterminer une matrice G de taille M ×M telle que
le signal r(n) = Gy(n) coïncide aux indéterminations inévitables près avec s(n). Pour
ceci, P. Comon a établi (voir par exemple [Com94]) qu’il suffisait de faire en sorte que
les composantes de r(n) soient statistiquement indépendantes. Par conséquent, une mé-
thodologie possible permettant de séparer les sources consiste à ajuster la matrice G de
telle sorte que les composantes de r(n) « ressemblent le plus possible » à des variables
aléatoires indépendantes entre elles. Comme dans le cadre de la déconvolution aveugle
mono-entrée/mono-sortie, ceci peut être effectué en maximisant une fonction de contraste
dont les propriétés sont adaptées au problème posé. P. Comon a proposé la définition
suivante [Com94] :
Définition 4.1.2 Soit S un ensemble de vecteurs aléatoires à composantes non Gaus-
siennes. On dit qu’une fonction Φ définie sur S est une fonction de contraste si
– pour tout s ∈ S, Φ(s) ne dépend que de la loi de probabilité de s,
– pour tout s ∈ S dont les composantes sont statistiquement indépendantes, et pour
toute matrice H pour laquelle Hs ∈ S, on a l’inégalité
Φ(Hs) ≤ Φ(s) (4.3)
De plus, l’égalité n’a lieu que si la matrice H est diagonale à une permutation près.
Présentons tout d’abord des exemples importants.
1les calculs effectués dans [Don81] sont pour le moins incomplets
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Exemples
– Si S1 désigne l’ensemble des vecteurs aléatoires s = (s1, . . . , sM)T de matrice de
covariance E(ssT ) égale à l’identité, la fonction Φ(s) définie sur S1 par
Φ4(s) =
M∑
k=1
|c4(sk)| (4.4)
est une fonction de contraste sur S1. Autrement dit, si s est un vecteur aléatoire
de composantes indépendantes et de matrice de covariance IM , pour toute matrice
orthogonale H , le vecteur aléatoire Hs 2 vérifie
M∑
k=1
|c4((Hs)k)| ≤
M∑
k=1
|c4(sk)|
avec égalité si et seulement si H est diagonale à une permutation près. Notons
également que l’on peut remplacer |c4(sk)| par ψ(|c4(sk)|) où ψ est n’importe quelle
fonction convexe croissante définie sur IR+ admettant 0 comme seul minimum (voir
[MP97] pour plus de détails).
– Si S+ désigne l’ensemble des vecteurs aléatoires dont les composantes ont des cu-
mulants d’ordre 4 de même signe, la fonction définie par
Φ4,2(s) = β
M∑
k=1
|c4(sk)|
[E(s2k)]
2
−
∑
k<l
|cum(sk, sk, sl, sl)
E(s2k)E(s
2
l )
| (4.5)
est un contraste sur S+ pour toute valeur de β > 1 (voir [Mor95]).
– L’opposé de l’information mutuelle I(s) définie par
−I(s) = −
∫
ps(u) ln
ps(u)∏
k=1,... ,M psk(uk)
du (4.6)
où ps(u) désigne la valeur de la densité de probabilité de s au point générique
u = (u1, . . . , uM)
T et où pour chaque k, psk(uk) représente la densité de probabilité
de la composante sk de s au point uk. On remarque que I(s) n’est rien d’autre que
la distance de Kullback entre ps et
∏
k=1,... ,M
psk . Par conséquent, I(s) est toujours
positif, et est nul si et seulement si ps =
∏
k=1,... ,M
psk(uk), i.e. si et seulement si les
composantes de s sont indépendantes. Par conséquent, -I(s) est toujours négatif
et est maximum si et seulement si les composantes de s sont indépendantes. Ceci
permet d’établir que l’opposé de l’information mutuelle est une fonction de contraste.
À noter que contrairement au cadre de la déconvolution aveugle mono-entrée/mono-
sortie, l’opposé de l’entropie de Shannon ES(s) =
∫
ps(u) ln ps(u)du n’est pas un
contraste ; en effet, si l’on change s en Hs avec H orthogonale, l’entropie reste
identique.
2la contrainte que H est orthogonale assure que Hs appartient à S1
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Aspects pratiques
Comme dans le paragraphe précédent, rappelons comment procéder en pratique pour
utiliser ces fonctions de contrastes. Commençons par considérer le cas de la somme des
valeurs absolues des cumulants d’ordre 4. Il convient de chercher une matrice G pour
laquelle Φ4(Gy(n)) est maximum. Puisque le contraste est défini sur les vecteurs aléatoires
de matrice de covariance IM , il convient de d’imposer que Gy(n) soit de covariance IM ,
i.e. que GRyGT = IM , où l’on a posé Ry = E[y(n)y(n)T ]. Afin de rendre plus maniable
cette contrainte, on peut se ramener au cas Ry = IM en « blanchissant » y(n). Pour ne pas
alourdir les notations, on suppose que Ry = IM . Dans ces conditions, on doit maximiser
Φ4(Gy(n)) sous la contrainte que G est orthogonale. En pratique, on remplace Φ(Gy(n))
par son estimée empirique donnée par
M∑
k=1
1/T
∣∣∣∣∣
T−1∑
n=0
(Gky(n))
4 − 3
∣∣∣∣∣
où Gk est la ligne k de la matrice G. On maximise alors cette fonction sous la contrainte
que G est orthogonale par le biais d’un algorithme itératif. Bien entendu, cette contrainte
est d’un emploi un peu délicat car il faut en pratique paramétrer G par une matrice or-
thogonale.
La mise en oeuvre d’une procédure de séparation de sources utilisant le contraste Φ4,2
défini par (4.5) est plus simple car elle ne nécessite pas de procédure de blanchiment spa-
tial ni d’optimisation sur les matrices orthogonales : en effet, la matrice G ne doit pas être
soumise à une contrainte particulière pour que Gy(n) reste dans la classe S sur laquelle
le contraste Φ4,2 est défini. Toutefois, ce contraste n’est utilisable que si toutes les sources
ont des cumulants d’ordre 4 de même signe. Cette condition est clairement restrictive,
sauf peut-être dans le domaine des communications numériques dans lequel la plupart des
signaux ont des cumulants d’ordre 4 négatifs.
Comme dans le cadre de la déconvolution aveugle mono-entrée/mono-sortie, il est en
pratique difficile d’utiliser l’information mutuelle. On peut toutefois l’approximer de façon
pertinente par une combinaison de cumulants si les lois de probabilité des sources ne sont
pas trop loin de lois gaussiennes (voir [Com94] pour plus de détails). On peut également
se servir d’estimées de p′s/ps et de ps (voir [PGJ92, Pha99b]).
4.1.3 Fonctions de contraste pour la séparation de mélanges convo-
lutifs de sources linéaires
Dans l’ensemble de ce paragraphe, on supposera que M = N .
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L’utilisation de fonctions de contraste pour la séparation des mélanges convolutifs est
un thème de recherche plus récent. Dans ce paragraphe, nous allons résumer quelques
travaux [Com96, MP97] indiquant comment il est possible d’utiliser certaines fonctions de
contraste introduites dans le cadre de la séparation des mélanges instantanés. Nous verrons
que ce type de résultats pose deux types de problèmes. Mais commençons par donner une
définition des fonctions de contraste dans le cadre plus général des mélanges convolutifs
(cette définition, qui est une extension naturelle du cas instantané, a été introduite par P.
Comon dans [Com96]) :
Définition 4.1.3 Une fonction de contraste est une fonction Φ de l’ensemble S des vec-
teurs aléatoires à composantes non Gaussiennes dans IR qui satisfait les propriétés sui-
vantes :
C0. Pour tout s ∈ S, Φ(s) ne dépend que de la loi de probabilité de s.
C1. Φ est invariante par permutation : pour tout s ∈ S, Φ(Ps) = Φ(s), ∀P permuta-
tion.
C2. Φ est invariante par changement d’échelle : pour tout s ∈ S, Φ(Λs) = Φ(s) ∀Λ
matrice régulière constante.
C3. Si s ∈ S est à composantes mutuellement statistiquement indépendantes alors
Φ([A(z)]s) ≤ Φ(s), ∀A(z) matrice inversible.
C4. L’égalité dans C3. a lieu si et seulement si A(z) est de la forme PΛ(z) où P est
une matrice de permutation et Λ(z) est une matrice de retards purs.
Commençons par formuler quelques remarques importantes permettant de bien mettre
en évidence les difficultés posées par l’utilisation des fonctions de contraste définies pré-
cédemment dans le cadre convolutif. On suppose donc à partir de maintenant que l’on
dispose d’un signal y(n) de dimension N s’écrivant sous la forme
y(n) = [H(z)]s(n)
où H(z) =
∑
k∈Z Hkz
−k est une fonction de transfert N × N inconnue. Dans un tel
contexte, commençons par rappeler qu’en l’absence d’information a priori sur les signaux
sources ou sur le filtre H(z), le problème que nous nous posons consiste à reconstruire à
partir de y(n) une version filtrée de chaque signal source 3. Pour cela, la démarche générale
consiste à déterminer un filtre G(z) qui, appliqué aux observations y(n), produit des si-
gnaux indépendants entre eux : si r(n) = [G(z)]y(n), les variables aléatoires rk(n) et rl(m)
sont des variables aléatoires indépendantes pour tout couple (n,m) et pour tout k = l.
Malheureusement, les fonctions de contraste, qui ont été introduites dans le cadre de la
séparation de mélanges instantanés, ne sont fonctions que de la loi du vecteur aléatoire
r(n) à un instant donné ; en d’autres termes, sans précaution particulière, les fonctions
3grâce à ces versions filtrées, on peut sans aucun problème identifier la contribution de chaque source
sur chaque capteur
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de contraste du paragraphe précédent ne peuvent que tester l’indépendance des variables
rk(n) et rl(n) pour k = l. Or, ce n’est pas parce que le filtre G(z) réalise l’indépendance
des composantes de r(n) à l’instant n que les signaux rk et rl sont statistiquement indé-
pendants. L’utilisation de fonctions de contraste telles que nous les avons définies dans
la section précédente est donc à proprement parler impossible. Toutefois, il est possible
d’utiliser les contrastes basés sur les cumulants pour peu que l’on blanchisse au préalable
temporellement et spatialement le signal observé y(n) (voir plus loin pour plus de détails
concernant l’implantation pratique). Plus précisément, on a le résultat suivant :
Théorème 4.1.1 Soit ν(n) = (ν1(n), . . . , νN(n))T N suites i.i.d., mutuellement indépen-
dantes, non Gaussiennes, et de cumulant d’ordre 4 non nulles. Soit un filtre sans perte
N ×N F (z), i.e. F (z) vérifie
F (e2ipif )F (e2ipif)∗ = IN
pour tout f . Posons r(n) = [F (z)]ν(n). Alors,
M∑
i=1
|c4(ri(n))| ≤
M∑
i=1
|c4(νi(n))| (4.7)
De plus, l’égalité a lieu si et seulement si F (z) coïncide à une permutation près avec une
matrice diagonale ne contenant que des retards purs.
Il est à noter que ce résultat reste valide si l’on remplace la valeur absolue du cumulant
par une fonction convexe croissante de la valeur absolue du cumulant (voir [MP97] pour
plus de détails).
Pour utiliser ce résultat en pratique, il faut d’emblée supposer que :
Hypothèse H1 : chaque signal source sk(n) est la sortie d’un filtre excité par
une suite i.i.d. non gaussienne νk(n) centrée de variance 1. On appellera source
linéaire toute source vérifiant cette hypothèse.
Il convient de noter que cette condition est assez restrictive. En effet, on peut affirmer
que presque tous les signaux stationnaires peuvent être vus comme la sortie d’un filtre
excité par une suite de variables aléatoires décorrélées mais, sauf cas particulier, il n’existe
pas nécessairement de représentation de ce type dans laquelle les variables aléatoires sont
i.i.d.. À titre d’exemple, si l’on fait passer une suite i.i.d. dans un dispositif non linéaire,
le signal de sortie n’est en général pas la sortie d’un filtre linéaire excité par une suite
i.i.d.. Un cas tout à fait typique est celui de la sortie d’un codeur correcteur d’erreur (qui
est en général un dispositif non linéaire) que l’on alimente par une suite de symboles à co-
der i.i.d. La sortie du codeur s’avère en effet être à composantes décorrélées, mais pas i.i.d..
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Sous l’hypothèseH1, le signal y(n) peut en fait être vu comme la sortie d’un filtre C(z)
de taille N × N excité par le vecteur ν(n) = (ν1(n), . . . , νN(n))T , dont les composantes
sont des signaux i.i.d. mutuellement indépendants statistiquement. Dans ces conditions,
la matrice de densité spectrale Sy(e2ipif ) du signal y(n) est égale à C(e2ipif)C(e2ipif )†.
Afin de séparer les sources, on cherche un filtre G(z) de taille N × N qui, appliqué à
y(n), génère des versions filtrées des signaux sk. Soit r(n) le signal r(n) = [G(z)]y(n).
On peut aussi l’écrire sous la forme r(n) = [G(z)C(z)]ν(n), de sorte que r(n) peut
être interprété comme une version filtrée de ν(n). Supposons que G(z)C(z) soit sans
perte, c’est à dire que pour chaque valeur de f , la matrice G(e2ipif )C(e2ipif ) soit unitaire :
G(e2ipif)C(e2ipif )C(e2ipif)†G(e2ipif )† = I, ou encore que
G(e2ipif)Sy(e
2ipif )G(e2ipif)† = IN (4.8)
Alors, d’après le théorème 4.1.1.,
N∑
i=1
|c4(ri(n))| ≤
N∑
i=1
|c4(νi(n))|
De plus, l’égalité a lieu si et seulement si les composantes de r(n) coïncident avec des
versions retardées des signaux i.i.d. νk(n). Par conséquent, la maximisation de la fonction
de coût
∑N
i=1 |c4(ri(n))| sous la contrainte (4.8) permet de reconstituer les signaux νk, i.e.
des versions filtrées particulières des signaux sk.
Aspects pratiques
La mise en oeuvre pratique de ce résultat est toutefois délicate. En effet, on paramètre
en général G(z) par un filtre RIF, et l’on maximise la fonction de coût par rapport à ses
coefficients. Or, la traduction de la contrainte (4.8) en terme de coefficients est extrême-
ment ardue. On peut quelque peu simplifier le problème en effectuant un préblanchiment
temporel et spatial de y(n), c’est-à-dire qu’au lieu de travailler directement sur y(n), on
opère sur la sortie d’un filtre prédicteur excité par y(n). Par souci de simplicité, conti-
nuons par abus de langage de noter y(n) cette version blanchie. Sa densité spectrale est
alors réduite à la matrice I, et la contrainte sur G(z) se résume à G(e2ipif)G(e2ipif )† = I,
i.e. à la contrainte que le filtre déconvolueur est lui-même sans perte. Il existe des para-
métrisations des filtres RIF sans pertes [LR93], mais elles sont très lourdes à manier. Par
conséquent, l’approche esquissée dans [Com96] et [MP97] est en pratique très délicate à
mettre en oeuvre.
Le théorème 4.1.1 montre que, au moins en théorie, en imposant surG(z) une contrainte
qui garantit automatiquement que le signal r(n) est un bruit blanc, la maximisation
d’une fonction de contraste opérant uniquement sur la loi de probabilité du signal r(n) =
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[G(z)]y(n) à un instant donné permet de séparer un mélange convolutif. En un certain
sens, cette dernière contrainte impose des conditions sur la loi de probabilité conjointe des
variables r(n) à divers instants qui pallient le fait que le contraste que l’on maximise ne
porte que sur la loi de probabilité de r(n) à un seul instant.
Généralisation à d’autres contrastes ?
Une question tout à fait naturelle à ce niveau consiste à se demander si l’on peut
séparer les sources en maximisant, sous la contrainte (4.8), des contrastes plus généraux
que ceux construits à partir du cumulant. Considérons le cas de l’opposé de l’information
mutuelle I définie par (4.6), et voyons si le théorème 4.1.1 reste valable si l’on remplace
le contraste basé sur le cumulant par l’opposé de l’information mutuelle. Soit F (z) un
filtre sans perte. On pose r(n) = [F (z)]ν(n) où ν(n) vérifie les hypothèses du théorème
4.1.1. Alors, −I(r) est maximum si et seulement si les variables aléatoires r1(n), . . . , rN(n)
sont indépendantes. Or, cette condition peut être réalisée par un filtre sans perte F (z) ne
séparant pas les sources. Prenons par exemple le cas M = N = 2 (2 sources, 2 capteurs)
et posons
F (z) =
(
1 0
0 z−1
)
Q
où Q est une matrice orthogonale 2× 2 constante. Il est clair que F (z) est sans perte. Si
l’on désigne par Q1 et Q2 les 2 lignes de Q, r1(n) = Q1s(n) et r2(n) = Q2s(n−1). Puisque
les composantes de s(n) sont des suites i.i.d., s(n) et s(n − 1) sont indépendantes, i.e.
r1(n) et r2(n) sont indépendantes. Par conséquent, le maximum sur F (z) de −I(r) n’est
pas nécessairement atteint par un filtre sans perte permettant la séparation des sources
s1 et s2. Il semble donc que l’utilisation d’une contrainte rendant automatiquement indé-
pendantes les sorties du déconvolueur ne permette pas d’utiliser systématiquement tous
les contrastes utilisés en séparation de mélange de sources instantané.
Toutefois, É. Moreau et J.-C. Pesquet ont mis en évidence dans [MP97] une classe de
fonctions de contraste pour les mélanges convolutifs. Cette classe de fonctions est valable
sur l’ensemble A de sources centrées, i.i.d., statistiquement mutuellement indépendantes
telles que :
• Cpq(si) = cum(si(n), . . . , si(n)︸ ︷︷ ︸
p×
, s∗i (n), . . . , s
∗
i (n)︸ ︷︷ ︸
q×
et il y a au plus un tel cumulant
des sources nul.
• Si S(z) = G(z)H(z) avec les notations de cette section, S est para-unitaire, i.e.
S(z)S†(1/z∗) = I 4
4En fait, cette hypothèse peut être relaxé par les deux conditions : Diag
∫
1
0
S†(e2ipif )S(e2ipif )df = 1 et
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Alors
Résultat 4.1.1 Si f : IR+ → IR est une fonction convexe, croissante, admettant un seul
minimum (à l’origine), la fonction
If(p,q)(y) =
N∑
i=1
f(|Cp,q(yi)|)
avec p+ q > 2 est une fonction de contraste sur A
Les contrastes non symétriques
Notons par ailleurs que É. Moreau et al. [MPTM99, MTM99] ont commencé quelques
travaux relaxant les contraintes des fonctions de contraste. Ils ont ainsi défini les contrastes
non symétriques.
Pour cela les auteurs définissent l’ensemble A de vecteurs aléatoires a = (a1, . . . , aN)T
à composantes stationnaires, centrées et mutuellement indépendantes, tels que
A1 les cumulants cmuR(ai) d’ordre R existent pour un certain R.
A2 On a l’une des deux propriétés suivantes :
• |cumR(a1)| ≥ . . . ≥ |cumR(aN)| > 0 OU
• |cumR(a1)| ≥ . . . ≥ |cumR(aN−1)| > |cumR(aN )| = 0
On note P l’ensemble des matrices de la forme Λ(z)P où Λ(z) est une matrice diago-
nale inversible et P est une matrice de permutation. Avec les notations habituelles, si
H(z)G(z) ∈ P alors la séparation est réalisée. On notera de plus S l’ensemble des ma-
trices para-unitaires, c’est-à-dire des matrices S(z) telles que S(z)S†(1/z∗) = I et enfin
YA = {y(n) = [S(z)]a(n) ;S ∈ P a ∈ A}. Les contrastes non symétriques sont alors
définis de la façon suivante :
Définition 4.1.4 Un contraste non symétrique sur YA est une fonction I : YA −→ IR
telle que
CN0. pour tout a ∈ A, I(a) ne dépend que de la loi de probabilité de a
CN1. Invariance par changement d’échelle : ∀y ∈ YA, ∀D(z) matrice de diagonale de
retards purs, I([D(z)]y(n)) = I(y(n))
CN2. ∀a ∈ A, ∀S ∈ S, I([S(z)]a(n)) ≤ I(a(n))
CN3. ∀a ∈ A, ∀S ∈ S, I([S(z)]a(n)) = I(a(n))⇒ S ∈ P
Les contrastes non symétriques ne fournissent plus qu’une condition suffisante (CN3.) et
non plus une condition nécessaire et suffisante. La principale différence avec les contrastes
au sens de la définition 4.1.3 réside dans l’invariance par permutation qui n’est plus né-
cessairement vérifiée si les contrastes ne sont pas symétriques.
Diag
∫
1
0
S(e2ipif )S†(e2ipif )df = 1 où Diag donne un vecteur dont les éléments sont les termes diagonaux
de la matrice. Mais on ne sait pas, à ce jour, exploiter ces hypothèses autrement que par le caractère
para-unitaire de S.
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Un des intérêts est que ces contrastes non symétriques sont plus flexibles et qu’ils
permettent de tenir compte d’éventuelles informations a priori sur les sources. D’autre
part tout contraste au sens de la définition 4.1.3 est un contraste non symétrique. Il
serait donc possible, par exemple, de faire une première approximation d’une solution
séparante par maximisation de contraste symétrique puis d’appliquer un algorithme de
maximisation de fonction de contraste non symétrique après calcul des cumulants des
estimées des sources.
Certains exemples de contrastes non symétriques sont présentés dans [MTM99] pour le
cas instantané et dans [MPTM99] pour le cas convolutif. Il est également montré qu’il y a
équivalence entre l’identification de cumulants (« cumulant matching ») et la maximisation
d’un contraste non symétrique.
4.1.4 Les approches par déflation
Les approches par déflation dans le domaine de la séparation de sources ont été in-
troduites dans [LR93] (cas convolutif) et développées dans [DL95b] (cas instantané) et
[Tug97b] (cas convolutif). Afin de rendre la suite de ce document plus compréhensible,
rappelons le principe général de ce type d’approche en nous plaçant d’emblée dans le cas
convolutif, i.e. l’observation y(n) se met sous la forme y(n) = [H(z)]s(n) où les N compo-
santes de s(n) sont des signaux non gaussiens statistiquement indépendants deux à deux.
L’idée générale consiste à utiliser une procédure itérative :
• Première étape : recherche d’un filtre 1 × M g(z) ajusté de façon à ce que le
signal scalaire r(n) = [g(z)]y(n) coïncide avec une version filtrée de l’un des signaux
sources. Supposons pour simplifier que r(n) est une version filtrée de la première
source, i.e. que r(n) = [c1(z)]s1(n).
• Deuxième étape : cette étape nécessite uniquement les statistiques à l’ordre 2.
Par un procédé de soustraction adaptative, on détermine, à partir du signal r(n), la
contribution de la source numéro 1 sur chaque capteur, et on la retranche au signal
observé. Plus précisément, on cherche le filtre t1(z) de taille M × 1 qui minimise le
critère
E(‖y(n)− [t1(z)]r(n)‖2)
Appelons (Hk(z))k=1,... ,N les colonnes de H(z). Alors, ce critère s’écrit sous la forme
E
∥∥∥∥∥([H1(z)− t1(z)c1(z)])s1(n) +∑
k≥2
[Hk(z)]sk(n)
∥∥∥∥∥
2
 (4.9)
Compte tenu de l’indépendance des sources entre elles, ce critère peut se réécrire
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sous la forme :
E
(‖([H1(z)− t1(z)c1(z)])s1(n)‖2)+ E
∥∥∥∥∥∑
k≥2
[Hk(z)]sk(n)
∥∥∥∥∥
2

Il est donc clairement minimum si t1(z)c1(z) = H1(z), i.e. si le signal [t1(z)]r(n) de
dimension M coïncide avec la contribution de la source 1 sur le réseau de capteurs.
Le signal résultant est alors :
y′(n) = y(n)− [t1(z)]r(n) =
∑
k≥2
[Hk(z)]sk(n)
Ainsi, on crée un signal de dimension M qui est un mélange convolutif des sources
s2, . . . , sN mais indépendants de la source s1.
• Étapes ultérieures : on réitère la procédure précédente sur le signal résultant
y′(n). Ceci permet d’extraire une nouvelle source, etc..
La procédure s’arrête après extraction de toutes les sources.
Toute cette procédure repose sur le fait qu’il est possible de réaliser l’étape 1, i.e. d’extraire
l’une de sources. L’existence de solutions est basée sur le résultat suivant [LR93, Tug97b].
Théorème 4.1.2 Soit ν(n) = (ν1(n), . . . , νN(n)T N suites i.i.d., mutuellement indépen-
dantes, non Gaussiennes, et de cumulant d’ordre 4 non nul. Soit f(z) = (f1(z), . . . , fN(z))
un filtre 1×N et soit r(n) le signal r(n) = [f(z)]ν(n). Alors,
Ψ4(r)
def
=
|c4(r(n))|
(E(r(n))2)2
≤ max
k=1,... ,N
|c4(νk(n))|
(E[νk(n)2])2
De plus, l’égalité a lieu si et seulement si f(z) = (0, . . . , 0, αz−d, 0, . . . , 0), où l’indice de
la position du terme non nul est l’un des indices pour lesquels |c4(νk(n))|
(E(νk(n))2)2
est maximum,
i.e. si et seulement si le signal r(n) coïncide avec l’une des excitations νk dont le kurtosis
est maximum.
Enfin, les maxima locaux de la fonction f(z) → |c4(r(n))|
(E(r(n))2)2
sont les filtres f(z) pour
lesquels
r(n) = [f(z)]ν(n) coïncide à un facteur d’échelle et à un retard près avec l’un des signaux
νk(n).
Comme le théorème 4.1.1, ce résultat reste valide si l’on remplace la valeur absolue du
kurtosis par une fonction convexe croissante de la valeur absolue du kurtosis.
Aspects pratiques
Pour exploiter ce résultat en pratique, il faut supposer que les signaux sources sk véri-
fient l’hypothèse H1, i.e. qu’elles sont obtenues par filtrage de suites i.i.d. que nous appe-
lons (νk)k=1,... ,N . Dans ces conditions, y(n) peut s’écrire sous la forme y(n) = [C(z)]ν(n).
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Pour extraire une source, on cherche à appliquer sur y(n) un filtre g(z) de taille 1 ×M
pour lequel r(n) = [g(z)]y(n) coïncide avec une version filtrée de l’un des signaux sources.
Pour ceci, on remarque que r(n) = [g(z)C(z)]ν(n). D’après le théorème 4.1.2, les maxima
locaux de la fonction Ψ4 correspondent aux filtres pour lesquels r(n) est l’un des signaux
excitateur νk(n). L’implantation pratique de ceci est tout à fait similaire à celle de la
déconvolution aveugle une entrée/une sortie basée sur la maximisation du kurtosis. Nous
renvoyons donc le lecteur au paragraphe 1.
Par conséquent, sous réserve que les signaux source sk soient des versions filtrées de
suite i.i.d., on peut appliquer la procédure de déflation pour séparer un mélange convolutif.
Il convient de remarquer qu’en pratique, cette approche est considérablement plus simple
à mettre en oeuvre que celle qui consiste à extraire toutes les sources simultanément
en maximisant le contraste défini par la somme des valeurs absolues des kurtosis sous
la contrainte (4.8). Cependant, la grande faiblesse de cette approche est de nécessiter
l’hypothèseH1 qui, ainsi que cela a déjà été précisé, est relativement restrictive. Il importe
donc de savoir si l’on peut se passer de H1 afin d’être rassuré par des arguments solides
de la validité de cette démarche dans ces contextes tout à fait généraux. Nous avons
donc entrepris un travail dans cette direction, travail dont les résultats sont présentés au
paragraphe suivant.
4.2 Généralisation des fonctions de contraste au cas de
sources non linéaires
On rappelle qu’un signal est dit linéaire s’il est i.i.d. ou filtré linéaire d’une séquence
i.i.d.. Dans le cas contraire, le signal est non linéaire.
4.2.1 Position du problème
On peut remarquer que la définition 4.1.3 ne suppose pas que les sources sont i.i.d..
On gardera donc cette définition des fonctions de contraste dans ce paragraphe. C’est par
contre dans son utilisation que nous verrons comment s’affranchir de l’hypothèse i.i.d..
La mise en évidence de contrastes dans le cas non i.i.d. est loin d’être évidente. Le
seul exemple à notre connaissance est celui de D.T. Pham [Pha99a, Pha99b] et de son
information mutuelle.
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Les travaux de D. T. Pham
Définitions et propriétés
Définition 4.2.1 Soit (Yk)k=1,... ,K une séquence de vecteurs aléatoires. On note fYk la
densité de probabilité marginale de Yk et fY1,... ,YK la densité de probabilité conjointe de
(Yk)k=1,... ,K.
• L’information mutuelle est définie par
I(Y1, . . . , YK) = −
∫
ln
∏K
k=1 fYk(yk)
fY1,... ,YK (y1, . . . , yK)
fY1,... ,YK (y1, . . . , yK)dy1 . . . dyK
• L’entropie est définie par
H(Y1, . . . , YK) = −
∫
ln fY1,... ,YK(y1, . . . , yK)fY1,... ,YK(y1, . . . , yK)dy1 . . . dyK
Alors, [Pha99b], on a la relation suivante :
I(Y1, . . . , YK) = H(Y1, . . . , YK)−
K∑
k=1
H(Yk) (4.10)
D’autre part, l’information mutuelle peut être vue comme une divergence de Kullback-
Leibner entre fY1,... ,YK (y1, . . . , yK) et
∏K
k=1 fYk(yk) donc
Résultat 4.2.1 I(Y1, . . . , YK) ≥ 0 et il y a égalité si et seulement si fY1,... ,YK(y1, . . . , yK) =∏K
k=1 fYk(yk) c’est-à-dire si les Yk sont mutuellement indépendants.
L’information mutuelle, fonction de contraste
Soit un processus stationnaire (Yi(.))i=1,... ,K . On définit l’entropie sur l’ensemble des échan-
tillons de la façon suivante (voir par exemple D. T. Pham [Pha99a, Pha99b]) :
H [Y1(.), . . . , YK(.)] = lim
T→∞
1
T
H [Y1(1 : T ), . . . , YK(1 : T )]
où Yi(1 : T ) = [Yi(1)T , . . . , Yi(T )T ]T . On pose Y(t) = [Y1(t), . . . , YK(t)]T et Y(1 : T ) le
vecteur obtenu par concaténation des composantes de Y(1), . . . ,Y(T ). Alors,
H [Y1(.), . . . , YK(.)] = lim
T→∞
1
T
H [Y(T )|Y(1 : T − 1)] (4.11)
En effet, H [Yk(t)|Yk(1 : t− 1)] est une fonction décroissante de t et on peut montrer que
H [Yk(1 : T )] = H [Yk(1)] +
T∑
t=2
H [Yk(t)|Yk(1 : t− 1)]
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Les fonctions H [Yk(1 : T )]/T et H [Yk(t)|Yk(1 : t−1)] convergent donc vers la même limite.
D’où (4.11).
On peut alors réécrire l’information mutuelle d’un processus stationnaire vectoriel (voir
l’égalité (4.10)) comme :
H [Y1(.), . . . , YK(.)]−
K∑
k=1
H [Yk(.)] = lim
T→∞
1
T
I[Y1(1 : T ), . . . , YK(1 : T )]
Comme on sait que H [Y1(.), . . . , YK(.)] ≤
∑K
k=1H [Yk(.)] avec égalité si et seulement si les
composantes Yk sont mutuellement statistiquement indépendantes, l’information mutuelle
entre un ensemble de processus aléatoires est encore encore une mesure de l’interdépen-
dance des Yk(.).
On considère maintenant l’ensemble
A =
{
{G(l)}l∈Zmatrices carrées /
∑
l∈Z
‖G(l)‖ <∞ det[
∑
l∈Z
G(l)eilλ] = 0 ∀λ
}
Cet ensemble est fermé et tout élément de A admet un inverse dans A au sens que :
∀{G(l)}l∈Z ∈ A, ∃{B(l)}l∈Z ∈ A / (G ∗B)(l) = (B ∗G)(l) = Iδ(l)
De plus, on sait que (voir [Pha99a] et [Zyg98], p. 245) la séquence {B(l)}l∈Z n’est rien
d’autre que les coefficients de Fourier de la fonction λ → [∑∞l=−∞G(l)eiλl]−1 Alors, sous
une condition très technique (voir condition (C) et remarques [Pha99a]),
H [Y1(.), . . . , YK(.)] ≥ H [S1(.), . . . , SK(.)] +
∫ pi
−pi
ln
∣∣∣∣∣det[
∞∑
l=−∞
G(l)eiλl]
∣∣∣∣∣ dλ2pi
À partir de cette inégalité, de (4.10) et du résultat 4.2.1., D. T. Pham montre enfin que
la fonction
C∞ =
K∑
k=1
H [Yk(.)]−
∫
ln |det[
∑
l∈Z
G(l)eilλ]|dλ
2pi
est un contraste sur l’ensemble des G ∈ A.
Le problème de ce contraste C∞ est qu’il n’est pas utilisable en pratique. Si l’entropie
est toujours délicate à manipuler, D.T. Pham donne toutefois des approximations de
ce contraste tant dans le cas des mélanges instantanés que dans le cas des mélanges
convolutifs. Il donne également une condition nécessaire pour que les critères approximés
(qui restent des contrastes) soit minimaux. Le problème est alors l’existence possible de
minima locaux non séparants.
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Cette approche est toutefois très intéressante et permet de regrouper un certain nombre
de techniques de séparation aveugle des sources.
Dans le paragraphe suivant, nous allons voir que, en dehors de cet exemple, il n’est
pas facile d’étendre les fonctions de contraste au cas de sources non linéaires.
4.2.2 Difficultés à lever l’hypothèse i.i.d.
Nous allons tout d’abord rappeler le travail de P. Comon mais vu sous un autre point
de vue afin d’expliquer pourquoi il n’est pas possible d’utiliser les méthodes blocs5 sans
la contrainte de l’hypothèse H1.
Rappel du travail de P. Comon [Com96]
Dans cet article, les sources sont supposées i.i.d., de variance unité. Il est cependant
facile de généraliser les résultats de [Com96] au cas où les sources sont linéaires. En effet,
comme la reconstruction des sources est faite à un filtre près, il suffit de remplacer les
signaux source sk par leur séquence génératrice i.i.d. νk (voir hypothèseH1.). D’autre part,
en préblanchissant éventuellement les observations, on peut supposer sans restriction que
le vecteur d’observation y(n) est blanc
(E[y(n)y(n− k)†] = Iδ(k)) ou, de manière équivalente, que le filtre de mélange est sans
perte, c’est à dire que H(z)H†(z−1) = I.
Dans ce contexte, comme nous l’avons mentionné au paragraphe 4.1.3., P. Comon a
montré que, si on pose r(n) = G(z)y(n) alors le maximum de la fonction Φ4(r) définie en
(4.4) sur l’ensemble des filtres N ×M sans pertes est égal à ∑Nl=1 |c4(sl)|. Ce maximum
correspond a une solution séparante, c’est à dire à un filtre G(z) pour lequel
G(z)H(z) = Pdiag(z−d1 , . . . , z−dN )
où P est une matrice de permutation et d1, . . . , dN correspondent à des retards.
Donc, après préblanchiment des observations, la maximisation de la matrice Φ4 sur
l’ensemble des filtres sans pertes permet de séparer. Il est à noter qu’en pratique, il n’est
pas aisé d’imposer à G(z) d’être sans pertes. Ce résultat est cependant d’un grand intérêt
méthodologique.
Les résultats de [Com96] viennent principalement du lemme suivant. Soit f(z) =∑∞
m=−∞ fmz
−m une fonction définie sur le cercle unité. On note ‖f‖ sa norme L2 dé-
5Une « méthode blocs », contrairement à une approche par déflation, consiste à estimer toutes les
sources en même temps.
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finie par
‖f‖2 =
∞∑
k=−∞
f ∗mfm
Alors
Lemme 4.2.1 Soit F (z) = (Fkl(z))(k,l)∈{1,... ,N}2 une fonction de transfert telle que∑
k ‖Fk,l‖2 = 1 ∀l = 1, . . . , N∑
l ‖Fk,l‖2 = 1 ∀k = 1, . . . , N
(4.12)
Alors
Φ4([F (z)]s(n)) ≤
M∑
l=1
|c4(sl)|
Et il y a égalité si et seulement si F (z) = Pdiag(z−d1, . . . , z−dN ) avec P matrice de
permutation et (d1, . . . , dN) correspondant à des retards.
Preuve. On donne maintenant une courte démonstration de ce résultat, différente de
celle donnée dans [Com96], qui permettra de mieux comprendre les difficultés rencontrées
lorsque les sources ne sont pas linéaires.
∀k = 1, . . . , N ([F (z)]s(n))k =
N∑
l=1
[Fk,l(z)]sl(n) =
N∑
l=1
‖Fk,l‖
[
Fk,l(z)
‖Fk,l‖
]
sl(n)
où la variable aléatoire
Fk,l(z)
‖Fk,l‖ sl(n) est considérée nulle si ‖Fk,l‖ = 0.
Les signaux (sl)l=1,... ,N étant indépendants (voir annexe A, relation (A.5)),
c4 [([F (z)]s(n))k] =
N∑
l=1
‖Fk,l‖4c4
{[
Fk,l(z)
‖Fk,l‖
]
sl(n)
}
Pour chaque l, posons λl = sup‖fl‖=1 |c4([fl(z)]sl(n))|. Alors, comme la séquence sl est
i.i.d.,
c4([fl(z)]sl(n)) = (
∑
m∈Z
|fl,m|4)c4(sl)
où fl(z) =
∑
m∈Z
fl,mz
−m. De plus, λl = |c4(sl)| (voir [Don81]) donc
|c4([fl(z)]sl(n))| = λl si et seulement si fl(z) = z−dl (4.13)
pour un retard dl. D’autre part,
|c4 [([F (z)]s(n))k] | ≤
N∑
l=1
‖Fk,l‖4λl
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et
Φ4([F (z)]s(n)) ≤
N∑
l=1
λl
(
N∑
k=1
‖Fk,l‖4
)
Mais la contrainte (4.12) implique
∑N
k=1 ‖Fk,l‖4 ≤ 1 pour tout l = 1, . . . , N avec égalité
si et seulement si tous les filtres (Fk,l)k=1,... ,N sauf un sont nuls.
Finalement,
Φ4([F (z)]S(n)) ≤
N∑
l=1
λl
et, avec (4.13), il y a égalité si et seulement si F (z) = Pdiag(z−d1 , . . . , z−dN ).
Les filtres sans perte satisfont les propriétés (4.12). Comme le maximum de Φ4([F (z)]s(n))
sur l’ensemble des filtres satisfaisant (4.12) est atteint par des filtres sans pertes, le lemme
4.2.1. implique le corollaire suivant :
Corollaire 4.2.1 La fonction Φ4([F (z)]s(n)) est maximale, sur l’ensemble des F (z) tels
que F (z)F T (z−1) = IN , en
∑N
l=1 |c4(sl)|.
De plus, F (z) est un argument de ce problème de maximisation si et seulement si
F (z) = Pdiag(z−d1 , . . . , z−dN ) où P est une matrice de permutation et d1, . . . , dN sont
des retards.
Voici comment utiliser le corollaire 4.2.1 : soient G(z) un filtre sans pertes et F (z) =
G(z)H(z). Alors, comme on a supposé que H(z) est sans pertes, F (z) l’est aussi. D’autre
part, on peut réécrire r(n) = [G(z)]y(n) comme r(n) = [F (z)]s(n). Le corollaire 4.2.1
montre que le filtreG∗(z)maximise la fonctionΦ4([G(z)]y(n)) si et seulement si [G∗(z)]y(n)
coïncide avec s(n) à une permutation et un retard près.
Difficultés rencontrées dans le cas non i.i.d.
Dans cette section, on va supposer que les sources ne sont pas forcément linéaires (elles
ne coïncident pas nécessairement avec une version filtrée d’une séquence i.i.d.). Comme
on cherche à estimer une version filtrée des sources, il n’est pas restrictif de supposer
que chaque sl est temporellement décorrélée6 et de variance unité (voir remarque sur
l’hypothèse H1. page 57).
Comme dans le cas i.i.d., on suppose que les observations ont été préblanchies (c’est-
à-dire que y(n) est un bruit blanc de dimension M) et que le filtre H(z) est sans pertes.
Ainsi, comme dans le cas i.i.d., il semble raisonnable d’essayer de séparer les sources en
maximisant la fonction Φ4([G(z)]y(n)) sur l’ensemble des filtres sans pertes.
6C’est-à-dire que E(s(n)s(n − k)†) = Iδ(k)
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Afin d’étudier le comportement de cette procédure, on commence par adapter le lemme
4.2.1 au cas non i.i.d.
Lemme 4.2.2 On suppose que
λl = sup
‖fl‖=1
|c4([fl(z)]sl(n))| < +∞ ∀l = 1, . . . , N (4.14)
et qu’il existe au moins une fonction fl,∗ définie sur la sphère unité de L2 telle que7
λl = sup
‖fl‖=1
|c4([fl(z)]sl(n))| = |c4([fl,∗(z)]sl(n))| (4.15)
Soit F (z) un filtre N ×N qui satisfait (4.12). Alors
Φ4([F (z)]S(n)) ≤
N∑
l=1
λl
Il y a égalité si et seulement si
F (z) = Pdiag(f1,∗(z), . . . , fN∗(z))
où les fonctions (fl,∗)l=1,... ,N satisfont la condition (4.15).
La démonstration de ce lemme est une adaptation triviale du lemme 4.2.1 et ne sera donc
pas développée.
Différences avec le cas i.i.d.
La principale différence entre le cas i.i.d. et le cas non i.i.d. est que l’équivalence (4.13) n’est
plus vraie dans le second cas. En effet, lorsque sl n’est plus i.i.d., les fonctions fl,∗(z) qui
vérifient (4.15) ne coïncident plus nécessairement avec des retards purs. Cette observation
est importante puisqu’elle montre que le maximum de la fonction Φ([F (z)]s(n)) sous les
contraintes (4.12) n’est plus forcément atteint pour un filtre sans pertes. Le corollaire
4.2.1 ne peut donc pas être adapté au cas de sources non i.i.d. et, dans ce cas, on ne
peut plus déduire du lemme 4.2.2 que le maximum de Φ([F (z)]s(n)) sous la contrainte
G(z)G†(z−1) = IN est atteint pour un filtre G(z) séparant.
Afin d’obtenir un résultat positif, il faudrait contraindre G(z) de telle sorte que la
maximisation de Φ([G(z)]y(n)) soit équivalente à la maximisation de Φ([F (z)]s(n)) sous
les contraintes (4.12). Pour cela et en supposant que les observations sont blanchies, on
peut supposer que le filtre H(z) est unitaire. Alors, si l’on contraint G(z) a être unitaire
aussi, F (z) sera unitaire à son tour. Le problème est que l’unitarité est une propriété
7Comme L2 est un ensemble de dimension infinie, cette hypothèse n’est pas nécessairement vraie,
même pour une fonction régulière, simplement parce que la sphère unité de L2 n’est pas compacte. Cette
hypothèse semble toutefois raisonnable.
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plus restrictive que (4.12). Si les filtres choisis pour que λk, k = 1, . . . , N conservent la
propriété (4.12), il n’y a aucune chance qu’ils restent unitaires. Il est même sans doute
possible de trouver des maxima dans le sous-espace unitaire qui soient non séparants.
Enfin, contraindre G(z) à être de telle sorte que F (z) vérifie juste (4.12) obligerait à
émettre des contraintes sur H(z) qui est inconnu. Aussi n’est-il pas possible, en pratique,
d’utiliser les résultats de P. Comon dans le cas où les sources ne sont pas des processus
linéaires. C’est la raison pour laquelle nous nous sommes penchés sur une méthode par
déflation.
4.2.3 L’approche par déflation
Se servant de la première définition des fonctions de contraste, celle de D. Donoho
[Don81], on les a redéfinies dans le cadre d’une séparation par déflation.
On a vu au début de ce chapitre (§ 4.1.4) que la déflation consiste à estimer les sources
une par une et non pas toutes à la fois. Pour cela, on adapte un filtre g(z) de taille 1×M
de telle sorte que le signal scalaire r(n) = [g(z)]y(n) soit aussi proche que possible d’une
des sources.
Dans ce cadre, on redéfinit les fonctions de contraste de la façon suivante :
Définition 4.2.2 Soit S un ensemble de variables aléatoires non gaussiennes. On dit que
Φ est une fonction de contraste sur S si
C1. Pour tout s ∈ S, Φ(s) dépend uniquement de la distribution de probabilité de s
C2. pour tout ensemble (sk)k=1,... ,M (M = ∞ est autorisé) de variables aléatoires
mutuellement indépendantes (mais pas nécessairement de même loi) de S, et pour
toute suite de coefficients (ck)k=1,... ,M telle que
∑M
k=1 cksk ∈ S, on a l’inégalité
Φ(
M∑
k=1
cksk) ≤ max
k=1,... ,M
Φ(sk) (4.16)
C3. le cas d’égalité dans (4.16) ne peut se produire que si tous les coefficients ck sont
nuls sauf un ; l’indice du seul coefficient non nul est l’un des indices k0 pour lequel
Φ(sk0) est maximum.
La seule différence entre cette définition et la définition 4.1.1 réside dans le fait que les
variables aléatoires (sk)k=1,... ,N ne sont pas nécessairement de même loi de probabilité.
Dans ces conditions, on peut comprendre aisément que les contrastes les plus usuels vé-
rifient ces nouvelles conditions : c’est en particulier le cas pour le kurtosis ou l’opposé de
l’entropie de Shannon.
Dans les sections suivantes, nous allons étudier la généralisation possible à d’autres
fonctions de contraste, en particulier celles incluant les cumulants, ainsi que des propriétés
liées à certaines de ces fonctions.
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Étude de la fonction Ξ(r) =
∣∣∣∣∣cum4
(
r(n)√
E(|r(n)|2)
)∣∣∣∣∣
Dans le cadre d’une approche par déflation, il suffit d’étudier la première étape de la
procédure (les autres découlant de la même technique).
On va montrer que, dans ce contexte, la fonction Ξ reste une fonction de contraste
« utilisable » même lorsque les signaux sources ne sont pas des filtrés de séquences i.i.d.
Soit f(z) un filtre de taille 1×N , on définit la norme L2 comme une extension du cas
vu précédemment :
‖f‖2 =
N∑
k=1
‖fk‖2 =
N∑
k=1
∞∑
m=−∞
f ∗k (m)fk(m)
Théorème 4.2.1 On suppose que les conditions (4.14) et (4.15) sont valables pour tout
l = 1, . . . , N . Soient g(z) un filtre 1×M et r(n) = [g(z)]y(n). Alors,
Ξ(r) ≤ max
l=1,... ,N
λl (4.17)
Il y a égalité si et seulement si r(n) = [g(z)]y(n) coïncide avec [fl0∗(z)]sl0(n) où l0 est un
des indices pour lesquels max
l=1,... ,N
λl = λl0.
Preuve. On rappelle que f(z) = g(z)H(z). D’autre part, on a supposé que sk est un
signal décorrélé et de variance unité, la matrice spectrale de s(n) est donc réduite à la
matrice identité et E[|r(n)|2] = ‖f‖2. Ainsi,
r(n)√
E(|r(n)|2) =
[
f(z)
‖f‖
]
s(n)
et maximiser Ξ(r) par rapport à g(z) est équivalent à maximiser |c4([f(z)]s(n))| sur l’en-
semble des filtres f(z) de norme unité.
Le reste de la preuve est assez similaire à celle du lemme 4.2.1.
Soit f(z) = (f1(z), . . . , fN(z)) un filtre 1×N de norme unité. Alors,
[f(z)]s(n) =
N∑
l=1
‖fl‖
[
fl(z)
‖fl‖
]
sl(n)
où l’on rappelle que
[
fl(z)
‖fl‖
]
sl(n) = 0 si ‖fl‖ = 0. Et comme les signaux sources sont
indépendants,
c4([f(z)]s(n)) = c4(
N∑
l=1
[fl(z)]sl(n)) =
N∑
l=1
‖fl‖4c4(
[
fl(z)
‖fl‖
]
sl(n))
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D’où les relations :
|c4([f(z)]s(n))| ≤
N∑
l=1
‖fl‖4λl ≤ λl0
(
N∑
l=1
‖fl‖4
)
(4.18)
Or f est de norme unité, c’est-à-dire que
∑N
l=1 ‖fl‖2 = 1. Donc
N∑
l=1
‖fl‖4 ≤ 1
avec égalité si et seulement un seul élément fl est non-nul. Finalement, on a l’égalité dans
la relation (4.18) si et seulement si f(z) = (0, . . . , 0, fl0,∗(z), 0, . . . , 0). D’où le théorème.
N.B.On montre en annexe C.1 que la condition (4.15)(impliquant que le supremum
est atteint) n’est pas indispensable pour la validité du résultat du théorème 4.2.1.
En conclusion, sous les hypothèses (4.14) et éventuellement (4.15), il est possible d’ex-
traire une version filtrée d’un des signaux sources en maximisant la valeur absolue du
cumulant d’ordre 4 de [g(z)]y(n).
Généralisation
On montre en annexe C.2 qu’on peut généraliser ce résultat à des fonctions de cumulants :
Cφp,q : r → φ(|cump,q(r)|) est une fonction de contraste sur l’ensemble des variables aléa-
toires normalisées (E(|r(n)|(p+q)/2)2 ≡ 1), dans le contexte de la déflation, si φ vérifie les
hypothèses suivantes :
(i) elle est convexe
(ii) elle est monotone, croissante
(iii) elle admet un unique minimum en 0
sur l’ensemble des filtres de norme unité.
Les maxima locaux du cumulant d’ordre 4
Si les sources sont des processus linéaires, J.K. Tugnait [Tug97b] a montré que la
fonction de contraste définie à partir des cumulants d’ordre 4 n’a pas de maxima locaux
parasites, i.e. des maxima non séparants. On va montrer que ce résultat reste valable si
les sources ne sont pas linéaires.
Par souci de simplicité, dans la suite de cette section, on supposera qu’au plus un
λl = sup
‖fl‖=1
|c4([fl(z)]sl(n))| est nul et que les observations ont été préblanchies. Il est facile
de montrer que le résultat reste vrai sans cette hypothèse.
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Théorème 4.2.2 Soient g(z) un filtre 1 ×M de norme unité et r(n) = [g(z)]y(n). On
considère la fonction
Ξ : g(z) → |c4(r(n))| (4.19)
Soit g∗(z) un maximum local de cette fonction.
Alors, le signal r∗(n) = [g∗(z)]y(n) correspond à une version filtrée d’une des sources.
La démonstration de ce théorème nécessite le lemme suivant :
Lemme 4.2.3 Soient (rl)1≤l≤M des variables indépendantes de variance unité telles qu’au
moins une des variables ait un cumulant d’ordre 4 non nul. Soit Φ la fonction définie sur
la sphère unité de IRM par :
Φ(a) =
∣∣∣∣∣c4( ∑
1≤l≤M
alrl)
∣∣∣∣∣
où a = (a1, . . . , aM).
Alors, les maxima locaux de Φ sont les vecteurs a∗ = (a1∗, . . . , aM∗) tels que al∗ = ±δ(l−l0)
où l0 est un indice pour lequel c4(rl0) = 0.
Preuve. Ce lemme est une généralisation immédiate d’un résultat de [DL95b]. La preuve
sera donc omise.
Preuve du théorème 4.2.2. On pose f(z) = g(z)H(z) et on remarque (voir annexe
C.3) que l’étude des maxima locaux de (4.19) est équivalente à l’étude des maxima locaux
de
Ψ(f) = |c4([f(z)]s(n))|
sur l’ensemble des filtres f de taille 1×N et de norme unité.
Soit f∗(z) un maximum local de Ψ sur la sphère unité. On pose
rl,∗(n) =
[
fl,∗(z)
‖fl,∗‖
]
sl(n)
et
a∗ = (a1,∗, . . . , aN,∗) = (‖f1,∗‖, . . . , ‖fN,∗‖)
On rappelle que rl,∗(n) = 0 si fl,∗(z) = 0.
On commence par remarquer que la variable rl,∗(n) ne peut pas être nulle pour tout l,
sinon Ψ(f∗), qui est un maximum local d’une fonction positive, serait nul.
Soit Φ∗ la fonction définie sur la sphère unité par
Φ∗(a) =
∣∣∣∣∣c4( ∑
1≤l≤M
alrl,∗(n))
∣∣∣∣∣
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Comme f∗(z) est un maximum local de Ψ, le vecteur a∗ est un maximum local de Φ∗. Et,
par le lemme 4.2.3, al,∗ = ±δ(l − l0), c’est à dire que toutes les composantes de f∗ sauf
une sont nulle.
On a ainsi montré que la fonction de contraste Ξ(g) était dépourvue de maxima locaux
parasites.
Remarque
On peut aisément montrer que les résultats de cette section peuvent s’étendre à la fonction
Ξϕ : g(z) → ϕ(|c4(r(n))|)
où ϕ satisfait les propriétés (i) − (iii) de la section 4.2.3. En particulier, dans toutes les
simulations, on utilisera la fonction
ϕ : x → x2
Généralisation à d’autres fonctions de contraste
Dans la suite de cette section, on suppose (sans restriction) que chaque source est de
variance unité, centrée et est une séquence décorrélée (mais pas forcément i.i.d.). On pose
f(z) = [f1(z), . . . , fN(z)] =
∑
n∈Z
f(n)z−n
Enfin, soit C une fonction de contraste définie sur l’ensemble χ1 des variables aléatoires
de variance unité. On a le résultat suivant :
Théorème 4.2.3 On suppose que pour chaque k = 1, · · · , N ,
sup
‖fk‖=1
C([fk(z)]sk(n)) < +∞ (4.20)
et qu’il existe au moins une fonction fk,∗ de la sphère unité de L2 telle que
sup
‖fk‖=1
C([fk(z)]sk(n)) = C([fk,∗(z)]sk(n)) (4.21)
Soit g(z) un filtre 1×M tel que E([[g(z)]y(n)]2) < +∞, on note r(n) = [g(z)]y(n). Soit
enfin la fonction
Ξ : g(z) → C[ r(n)√
E(r2(n))
] (4.22)
Alors, le maximum global de Ξ est fini et est atteint par au moins un filtre g∗(z). De plus,
ce filtre correspond au signal scalaire r∗(n) = [g∗(z)]y(n) qui est une version filtrée d’une
des sources.
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Preuve. On peut réécrire r(n) comme [f(z)]s(n) où f(z) est un filtre 1 × N défini par
f(z) = g(z)H(z). Comme on l’a montré dans la preuve du théorème 4.2.1., E[|r(n)|2] =
‖f‖2. On peut donc réécrire la variable aléatoire normalisée :
r(n)√
E(r2(n))
=
[f(z)]
‖f‖ s(n)
Ainsi, maximiser C[r(n)/
√
E(r2(n))] par rapport à g(z) est équivalent à maximiser C([f(z)]s(n))
sur l’ensemble des filtres f(z) de taille 1×N et de norme unité.
Soit f(z) = (f1(z), . . . , fN(z)) un filtre de taille 1×N et de norme unité. Alors,
[f(z)]s(n) =
N∑
k=1
‖fk‖
[
fk(z)
‖fk‖
]
sk(n)
Si on pose rk(n) =
[
fk(z)
‖fk‖
]
sk(n), il est clair que (rk(n))1≤k≤N est un ensemble de variables
aléatoires indépendantes de variance unité. Donc, par le point C2. de la définition 4.2.2.,
C([f(z)]s(n)) ≤ max
1≤k≤M
C(
[
fk(z)
‖fk‖
]
sk(n)) (4.23)
Si λk,∗ < +∞ est défini par
λk,∗ = sup
‖fk‖=1
C([fk(z)]sk(n))
et si fk,∗ est un argument du problème de maximisation, soit k0 un entier tel que λk0,∗ =
max1≤k≤M λk,∗. Alors, on affirme que :
sup
‖f‖=1
C([f(z)]s(n)) = λk0,∗ (4.24)
Pour montrer cette égalité, on commence par remarquer que, pour tout filtre 1 × N de
norme unité f(z),
C([f(z)]s(n)) ≤ max
1≤k≤N
C(
[
fk(z)
‖fk‖
]
sk(n)) ≤ λk0,∗
On pose f∗(z) = (0, . . . , 0, fk0,∗(z), 0, . . . , 0) un filtre de norme unité. Alors C([f∗(z)]s(n)) =
λk0,∗ et l’égalité (4.24) est vérifiée.
Afin de terminer la preuve de ce théorème, il reste à montrer que si f ′∗(z) est un autre
filtre 1×N de norme unité qui vérifie
C([f ′∗(z)]s(n)) = λk0,∗ (4.25)
toutes les composantes de f ′∗(z) sont nulles sauf une. Pour cela, on note que :
C([f ′∗(z)]s(n)) ≤ max
1≤k≤N
C(
[
f ′k,∗(z)
‖f ′k,∗‖
]
sk(n)) ≤ λk0,∗
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L’identité (4.25) implique alors que :
C([f ′∗(z)]s(n)) = max
1≤k≤N
C(
[
f ′k,∗(z)
‖f ′k,∗‖
]
sk(n))
Et comme [f ′∗(z)]s(n) =
∑
1≤k≤N ‖f ′k,∗‖[
f ′
k,∗
(z)
‖f ′
k,∗
‖
]sk(n), ceci est vrai si et seulement si tous
les coefficients de (‖f ′k,∗‖)k=1,... ,N sauf un sont nuls (voir point C3. de la définition 4.2.2)
c’est à dire si et seulement si [f ′∗(z)]s(n) est une version filtrée d’un seul signal source.
Ceci montre que, sous les conditions (4.20) et (4.21), il est possible d’extraire une
version filtrée d’un des signaux sources et qu’ensuite, une approche par déflation permet
de déduire les autres sources.
En particulier, [Don81, Com94, MP97] ont montré que l’opposé de l’entropie de Shan-
non reste une fonction de contrastes dans ce contexte.
Comme on l’a mentionné dans une section précédente, on ne pense pas que ces idées
puissent se généraliser à une approche bloc de la séparation de sources convolutive par
fonction de contraste. Ceci ne semble pas réellement surprenant puisque les contrastes
ne sont fonction que de la loi des signaux à un instant donné de la séparation ; à aucun
moment la structure convolutive du mélange n’est utilisée. Par ailleurs, tous les résultats
présentés ci-dessus restent valables dans le cas complexe.
4.3 Implantation et simulations
4.3.1 Implantation
La procédure de séparation de sources est basée sur la maximisation du contraste :
Ξ(g) =
∣∣∣∣ c4([g(z)]y(n))(E{|[g(z)]y(n)|2})2
∣∣∣∣2
On remarque que dans le cas de deux sources, la première étape de la procédure de
déflation suffit à la séparation : la maximisation de Ξ(g) permet de produire une version
filtrée r(n) d’un des signaux sources (disons s1(n)). Ensuite, le critère
E(‖y(n)− [t(z)]r(n)‖2)
est minimisé sur l’ensemble des filtres t(z) de taille 1 × 2. Le signal [t(z)]r(n) coïncide
alors clairement avec la contribution de la première source (voir équation (4.9) § 4.1.4)
sur l’ensemble des capteurs ; l’erreur y(n)− [t(z)]r(n) représente alors la contribution de
la seconde source sur l’ensemble des capteurs.
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Nous allons maintenant donner des détails sur l’implantation pratique de la procédure.
En pratique, la minimisation de Ξ(g) est faite sur l’ensemble des filtres 1×M non causaux
g(z) =
∑d2
k=−d1 gkz
−k pour des degrés fixés d1 et d2 qui sont supposés suffisamment grands.
La même technique est utilisée pour la minimisation de E(‖y(n)− [t(z)]r(n)‖2).
On note g le vecteur g = (g−d1, . . . , gd2)
T associé au filtre g(z). Pour chaque filtre g(z)
la fonction de contraste Ξ(g) est estimée par son estimée empirique Ξˆ(g). Pour cela,
E|r(n)|2 ` gT Rˆg
cum4(r(n)) ` 1/P
P−1∑
n=0
|gTYL(n)|4 − 2
(
gT Rˆg
)2
− |gT Sˆg|2
où on a posé
r(n) = [g(z)]y(n)
YL(n) = (y(n+ L), . . . , y(n− L))T
Rˆ = 1/P
∑P−1
n=0 YL(n)YL(n)
∗
Sˆ = 1/P
∑P−1
n=0 YL(n)YL(n)
T
et g représente le complexe conjugué de g tandis que P est le nombre d’échantillons.
Enfin, ` signifie le passage à l’estimée.
On peut remarquer que Ξˆ(g) est homogène (Ξ(λg) = Ξ(g), ∀λ = 0). Aussi, sans
entraîner aucun biais, on renormalise g à chaque étape. Cette renormalisation permet
d’éviter certaines « dérives ». On imposera donc à chaque étape gT Rˆg = 1.
On utilise donc une procédure de gradient itératif classique suivie, à chaque étape,
d’une renormalisation.
Si g(k) est le vecteur obtenu à la kie`meétape, g(k+1) est obtenu de la manière suivante :
g(k+1) = g(k) + µk+1
(
∂
∂g
Ξˆ
)
g(k)
g(k+1) =
g(k+1)
g(k+1)T Rˆg(k+1)
(4.26)
Le pas µk est bien sûr toujours positif. Deux types de pas sont utilisés : le pas optimal qui
est calculé en annexe C.4 d’une part et le pas µk =
1
k
avec décroissance si la fonction de
coût n’augmente pas à l’étape k. L’intérêt du second choix est qu’il est moins coûteux ;
par contre, il peut augmenter le nombre d’itérations nécessaires à la convergence.
L’algorithme de gradient est initialisé à g(z) = (1, 1).
Maximisation avec préblanchiment des observations
Au lieu de travailler directement sur les observations, on peut ajouter une étape de
préblanchiment. Après traitement, les observations y(n) sont remplacées par leurs inno-
vations normalisées in(n). Le vecteur r(n) devient alors r(n) = [g(z)]in(n). Ceci implique
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une simplification du calcul du dénominateur de la fonction de contraste :
(E[|r(n)|2])2 = ‖g‖4
L’étape de normalisation du vecteur g se simplifie alors également puisque (4.26) devient :
g(k+1) =
g(k+1)
‖g(k+1)‖2
Une amélioration de la déflation : la réinitialisation
On peut voir que, en pratique, le choix de l’initialisation du filtre g(z) est crucial. En
effet, même dans le cas de contrastes sans maxima locaux parasites théoriques, on peut
trouver des maxima locaux numériques. C’est pour cette raison que, suivant l’idée de J.
K. Tugnait [Tug97a], nous proposons de modifier la méthode de déflation classique par
une procédure de réinitialisation.
Dans cette optique, l’estimation de la première source est calculée comme dans le cadre
d’une déflation classique : on obtient une estimée r1(n) d’une des sources, disons s1(n),
et on en déduit un vecteur y′(n) qui est le vecteur d’observation qui dépend de toutes
les sources sauf la première (voir § 4.1.4, deuxième étape). L’estimation de la deuxième
source, par contre, se scinde en deux parties :
• une deuxième estimée r2,1(n) est calculée par la déflation classique à partir de y′(n).
• on calcule le filtre γ(z) de taille 1 ×M tel que r2,1(n) = [γ(z)]y(n). L’idée est de
se demander à partir de quel filtre aurait été calculé r2,1(n) si cette estimée était
la première (i.e. si elle avait été calculée à partir de y(n) et non pas de y′(n)). En
pratique,
γ(z) = argmin
t
E
(‖r2,1(n)− [t(z)]y(n)‖2)
Ensuite, on recalcule une estimée r2,2(n) comme si c’était la première (c’est à dire à
partir de y(n) et non plus de y′(n)) en initialisant g(z) à γ(z).
Il ne reste alors plus qu’à choisir la meilleure des deux estimées entre r2,1(n) et r2,2(n) en
un sens qu’il reste à définir (voir ci-dessous).
On réitère cette procédure jusqu’à extraction de la dernière source et on peut finir
en réévaluant la première source comme soustraction de toutes les autres estimées aux
observations y(n).
Choix de la meilleure estimée
Par meilleure, on entend plus indépendante des précédentes estimées. Supposons que p
sources ont été extraites. À l’étape (p + 1), on doit choisir la meilleures des deux esti-
mées entre rp+1,1(n) (avant réinitialisation) et rp+1,2(n) (après réinitialisation). Deux tests
d’indépendance ont alors été effectués.
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• Le premier utilise le même genre de technique que la soustraction de la deuxième
étape de la déflation (voir § 4.1.4). Cette technique calcule le taux d’indépendance
entre les estimées au second ordre. On calcule le minimum, par rapport aux filtres
t(z) = [t1(z), . . . , tp(z)], de la fonction :
α
(1)
p+1(i) = E‖
p∑
k=1
rk(n)− [t(z)]rp+1,i(n)‖2
L’estimée qui est choisie est ensuite celle pour laquelle
i0 = arg min
i=1,2
{α(1)p+1(i)− E‖
p∑
k=1
rk(n)‖2 − E‖[tmin(z)]rp+1,i(n)‖2}
Elle correspond en effet bien à l’estimée rp+1,i(n) qui est la plus indépendante des
précédentes au second ordre.
• Dans cette deuxième technique d’évaluation, c’est l’indépendance à l’ordre 4 qui est
testée. Pour chacune deux estimées rp+1,i(n), i = 1, 2, le taux
α
(2)
p+1(i) =
p∑
k=1
∑
k[|cum31(rk(n), rp+1,i(n− k))|+ |cum31(rp+1,i(n), rk(n− k))|]
cum4(rk(n))cum4(rp+1,i(n))
est calculé. L’estimée pour laquelle α(2)p+1(i) est minimum est sélectionnée. Ces taux
sont en fait des sommes d’intercumulants d’ordre (3,1) et (1,3) normalisés par des
cumulants d’ordre 4.
Aucun résultat théorique n’a été trouvé à ce jour. Cependant, expérimentalement, il semble
que le second critère de choix donne de meilleurs résultats que le premier.
Tests d’évaluation
Pour évaluer les performances, comme dans le cas de la décorrélation, on utilise les
taux de séparation : soient ckl(n) la contribution de la source l sur le capteur k et cˆkl(n)
son estimée. On définit le taux de séparation de la lie`mecontribution sur le kie`mecapteur
par :
TSEPkl =
∑
n |cˆk,l(n)− ck,l(n)|2∑
n |ck,l(n)|2
(4.27)
Afin d’avoir une idée plus précise de la validité de notre méthode (son « degré d’amélio-
ration »), on calcule également le pourcentage de la puissance de chaque contribution sur
chaque capteur :
Pavk,l =
E|ck,l(n)|2
E|yk(n)|2 ∗ 100
En effet, on se doute que, lorsque les contributions sont très inégalement réparties (lors-
qu’une source est très prépondérante par rapport aux autres), la séparation sera bien plus
difficile à achever.
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4.3.2 Exemples
Dans cette section, nous illustrons sur des exemples simples, nos résultats positifs. On
prend le cas de 2 sources et 2 capteurs. La première source s1(n) est générée par une
version centrée d’un codage convolutif généré par une séquence i.i.d. Il est connu que
si le codage est convenablement choisi, le signal résultant est décorrélé mais pas i.i.d.
La seconde source s2(n) est obtenu comme une version centrée d’un processus linéaire
complexe filtré par un filtre non linéaire instantané de type exponentiel.
Les deux sources sont mélangées par un filtre complexe 2×2 qui est loin d’être à phase
minimum :
H(z) =
(
1 + (−0.1 + 0.1i)z−1 0.5− 0.2i
−0.5 + 0.2i 1 + (−0.1 + 0.1i)z−1
)
(4.28)
Les signaux ont P = 10 000 échantillons et les degrés des filtres g sont choisis tels que
d1 = d2 = 10. Afin d’évaluer la performance de la procédure, on montre 300 échantillons
des contributions sur un des capteurs (figure 4.1) et de leurs estimées (figure 4.2).
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Fig. 4.1 – Contributions sur un capteur (parties réelles à gauche, parties imaginaires à
droite)
Dans cet exemple, le pourcentage avant séparation sur un des capteurs est de
Pav = 23.13%
Les taux après séparation sur le même capteur et pour chacune des contributions sont
de :
TSEP1 = 0.00355 TSEP2 = 0.00252
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Fig. 4.2 – Estimées (parties réelles à gauche, parties imaginaires à droite)
La réinitialisation
Ce paragraphe a pour but de montrer les améliorations apportées par l’ajout d’une
procédure de réinitialisation dans la procédure de déflation.
Dans cette optique des tests ont été faits sur 111 exemples de Monté-Carlo. Une partie
d’entre eux était avec des sources non linéaires, le reste avec des sources linéaires. Pour
chaque exemple, deux taux de séparation ont été calculés : avec et sans réinitialisation.
• Dans 43,26% des exemples, l’algorithme a choisi les estimées après réinitialisation
• Dans 61,26% des cas la procédure a sélectionné l’estimée pour laquelle le taux de
séparation était le meilleur
• Lorsque l’estimée après réinitialisation a été choisie, 64,58% des exemples ont ainsi
été améliorés
• Lorsque la procédure a fait le mauvais choix (que la réinitialisation ait été utilisée
alors que la première estimation était meilleure ou que ce soit l’inverse), dans 32,14%
des cas, les deux estimations correspondaient à deux sources différentes (ainsi, la der-
nière étape, suggérée dans le paragraphe sur la réinitialisation, consistant à recalculer
la première source par soustraction règle le problème)
• Dans 64,29% des cas, la différence entre les taux de séparation des deux estimées
(avec et sans réinitialisation) étaient inférieure à 10−2 et même à 10−3 dans 28,57%
Toutefois, si, comme on vient de le voir, la réinitialisation apporte effectivement une
amélioration, il faut rappeler qu’elle alourdit beaucoup la charge de calcul puisque chaque
boucle de la procédure doit être faite deux fois (voir § 4.3.2 la partie sur la réinitialisation).
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4.4 Conclusion
Au cours de la première partie de ce chapitre, nous avons rappelé le contexte « his-
torique » des fonctions de contraste. Nous avons ensuite expliqué comment ces fonctions
ont été généralisées dans le cadre de la séparation de sources, tant en mélanges instan-
tanés qu’en mélanges convolutifs. Pour chaque cas, nous avons présenté des exemples de
fonctions de contraste et avons discuté des problèmes de mise en pratique de ces exemples.
Après avoir expliqué pourquoi les fonctions de contraste ne pouvaient plus s’appliquer
avec des méthodes blocs lorsque les sources ne sont pas nécessairement linéaires, nous en
avons généralisé la définition dans le cadre de la déflation et avons donné des exemples.
L’un d’entre eux, le cumulant d’ordre 4, a particulièrement retenu notre attention puis-
qu’il ne présente aucun maximum local non séparant. Nous finissons par proposer une
amélioration à la déflation qu’est la réinitialisation avant d’illustrer tous ces résultats sur
des exemples.
Troisième partie
Autres techniques et résultats
expérimentaux

Chapitre 5
Autres techniques développées et
utilisées
Le but de ce chapitre est de présenter trois techniques implantées dans la bibliothèque
de programmes requise par EDF/DER.
La première est la prédiction linéaire. Elle a été développée par N. Delfosse et Ph.
Loubaton lorsque le nombre de capteurs (M) était strictement supérieur au nombre de
sources (N). Nous rappelons les fondements théoriques de cette méthode et nous montrons
comment l’adapter au cas où M ≥ N . Les aspects pratiques sont également discutés et
des exemples illustrent les performances de cette méthode.
La deuxième technique est basée sur des résultats de Ch. Jutten et al., mentionnés
dans l’état de l’art. Nous expliquons ici le principe de l’annulation des cumulants croisés
et justifions notre choix de cumulants d’ordre (3,1). Les aspects pratiques ainsi que des
simulations sont ensuite exposés.
Enfin, la dernière technique est une approche fréquentielle développée par Ch. Ser-
vière et al.. Pour cette méthode, nous avons directement utilisé leur programme. Aussi
les aspects pratiques y sont très peu évoqués. Nous détaillons par contre les problèmes
théoriques liés à ce type d’algorithme.
Nous rappelons qu’un large ensemble d’illustrations sur signaux réels et synthétiques
sera présenté au prochain chapitre.
5.1 La prédiction linéaire
Cette méthode, introduite par [DL95a], a été explicitée dans l’état de l’art, section
2.1.2. Nous avons alors vu que la prédiction linéaire a été développée uniquement dans le
cas où le nombre de capteurs M est strictement supérieur au nombre de sources N . Nous
proposons ici de généraliser cette technique afin qu’elle marche même lorsque M = N .
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Tout comme la décorrélation, cette méthode requiert l’hypothèse que le filtre de mé-
langeH(z) soit à phase minimale. On rappelle ici la définition du caractère phase minimale
dans le cadre matriciel.
Définition 5.1.1 Soit H(z) une fonction de transfert matricielle M ×N , avec M ≥ N ,
rationnelle, causale et stable (i.e. H(z) est analytique pour |z| ≥ 1) et à rang complet
(i.e. le rang générique de H(z) est N). Alors, on dit que H(z) est à phase minimale si
Rang(H(z)) = N pour tout z tel que |z| > 1.
En rappelant qu’un point z0 est un zéro de H(z) si le rang de H(z0) est plus petit que son
rang générique, on voit que H est à phase minimale si elle n’a aucun zéro à l’extérieur de
la sphère unité fermée. Sous cette forme, la définition que nous venons de donner étend
clairement au cas matriciel la notion de fonction de transfert scalaire à phase minimale.
Enfin, la condition phase minimale de H est également équivalente à l’existence d’un in-
verse à gauche causal et stable G(z) de taille N ×M (i.e. G(z)H(z) = I).
On verra dans la suite que l’on peut rapprocher, en un sens, la technique de prédiction
linéaire à la technique de décorrélation (chapitre 3). Toutefois, les analogies entre les deux
approches ne sont pas si visibles, et nous nous proposons tout d’abord de présenter les
principes de la prédiction linéaire avant de discuter de ses similarités et de ses différences
avec l’approche de décorrélation.
Le processus d’innovation ainsi que le processus d’innovation normalisé ont été redé-
finis au chapitre 2.1, définitions 2.1.1 et 2.1.2. On note i(n) le processus d’innovation du
vecteur d’observation y(n) et v(n) = L−1i(n), où D = LL† est la matrice de covariance
instantanée de i(n), un processus d’innovation normalisé de y(n). On rappelle que le pro-
cessus d’innovation normalisé d’un signal est toujours défini à une matrice unitaire près.
On note de plus f(z) = diag(f1(z), . . . , fN(z))T le filtre diagonal dont les éléments
sont les factorisations à phase minimale des densités spectrales des sources sk(n). Ainsi,
s(n) = [f(z)]ν(n) où ν(n) est un processus d’innovation normalisé de s(n).
Le principe de l’approche par prédiction linéaire comporte trois étapes :
Étape 1. Puisque le filtre H(z) est à phase minimale par hypothèse, il en est de même
pour le filtre A(z) = H(z)f(z). Ainsi, les observations se réécrivent
y(n) = [A(z)]ν(n) (5.1)
A(z) étant causale et à phase minimale, ν(n) coïncide avec une innovation normalisée de
l’observation. Il peut être extrait, à une matrice orthogonale près, à partir de y(n) par
le biais d’un algorithme de prédiction linéaire : après évaluation du filtre de prédiction
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P (z) grâce aux statistiques du second ordre de y(n), l’innovation i(n) est extraite puis sa
matrice de covariance D est calculée, enfin v(n) = L−1i(n), où L est une racine carrée de
D, est généré.
Étape 2. En principe, v(n) = Θν(n) où Θ est une matrice unitaire inconnue. Pour
extraire ν(n), il suffit de remarquer que v(n) est un mélange instantané des composantes νi
de ν. Puisque ces composantes sont indépendantes, on peut les extraire par un algorithme
classique de séparation de mélange instantané.
Étape 3. La dernière étape de l’algorithme consiste à reconstituer les contributions
de chaque source sur chaque capteur. Pour ceci, posons K(z) = Θ†L−1P (z). On a
v(n) = L−1P (z)A(z)ν(n)
= Θν(n)
et A(z) = H(z)f(z). Donc A(z) = K−1(z). En conséquence,
K−1(z)

ν1(n) 0 . . . 0
0 ν2(n)
. . .
...
...
. . . . . . 0
0 . . . 0 νN(n)
 =
 c11(n) . . . c1N(n)... ...
cM1(n) . . . cMN(n)
 = [c.1(n) . . . c.N(n)]
(5.2)
où cij(n) = [Hij(z)fj(z)]νj(n) = [Hij(z)]sj(n) est la contribution de la jie`mesource sur le
iie`mecapteur et c.j(n) est le vecteur dont les composantes sont les cij(n). On peut donc
reconstituer les contributions des sources à partir des innovations, filtrées par K(z).
Il convient de remarquer que l’algorithme de séparation instantanée appliqué à v(n)
permet de générer ν(n) à une permutation et à des signes près. La reconstitution (étape
3) reste donc valable mais au lieu de [c.1(n) . . . c.N(n)], ce sera cette même matrice à des
permutations de colonnes et à des signes près.
En un sens, l’algorithme de prédiction linéaire se conduit comme un décorrélateur. Afin
de simplifier les explications, prenons en effet le cas de deux sources et deux capteurs. On
extrait à partir des observations un bruit blanc v(n) de dimension 2. En particulier, les
signaux v1 et v2 sont décorrélés. Toutefois, le filtre générant v(n) à partir de y(n) n’est
pas ajusté en résolvant des équations de décorrélation, mais en résolvant un problème de
minimisation quadratique, qui est en fait assuré de générer le vecteur ν(n) des innovations
normalisées des signaux sources à une matrice unitaire près. Le paramètre qui régit cette
matrice est l’équivalent du paramètre t des relations (3.9), et l’étape de séparation de
mélange instantané permet de lever cette dernière indétermination.
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5.1.1 Implantation pratique et simulations.
Première étape
Il est clair qu’en pratique le vrai filtre prédicteur à horizon infini P (z) ne peut être estimé
simplement à partir de la donnée d’un nombre fini d’observations y(n), n = 0, . . . , T − 1.
On se contente donc d’estimer, à partir des y(n), n = 0, . . . , T − 1, un filtre prédicteur à
horizon fini PNP (z) = I+
∑NP
k=1 Pk,NP z
−k, avec NP suffisamment grand, par un algorithme
extrêmement classique basé sur la résolution des équations de Yule-Walker. Plus précisé-
ment, soit YNP (n) le vecteur aléatoire défini par YNP (n) = (y(n)
T , · · · , y(n − NP )T )T et
soit RNP = E(YNP (n)YNP (n)T ) sa matrice de covariance. Les coefficients du prédicteur
PNP (z) sont donnés par
(P1, · · · , PNP ) = −(R(1), · · · , R(NP ))R−1NP−1 (5.3)
où R(k) = E(y(n)y(n− k)†). En effet, le filtre à horizon fini PNP (z) minimise :
E(Q) def= E
(
‖y(n)−
NP∑
k=1
Qky(n− k)‖2
)
On calcule la dérivée de E :
∂E(Q)
∂Q∗l
= E{[y(n)−
NP∑
k=1
Qky(n− k)]y†(n− l)}
= Ryy(l)−
NP∑
k=1
QkRyy(l − k)
Et l’annulation de cette dérivée en Q(z) = PNP (z) donne immédiatement le résultat (5.3).
Enfin, on déduit la matrice de covariance DNP de l’innovation partielle iNP (n) =
[PNP (z)]y(n) à partir des coefficients Pk et des intercorrélations des observations :
DNP = E[iNP (n)iNP (n)
†]
= E[iNP (n){y(n)† + (
NP∑
k=1
Pky(n− k))†}]
= E[iNP (n)y(n)
†] par définition de iNP
= E[{y(n) +
NP∑
k=1
Pky(n− k)}y(n)†]
Finalement,
DNP = R(0) +
NP∑
k=1
PkR(k)
T
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En pratique ces quantités sont estimées empiriquement en remplaçantRNP par son estimée
empirique RˆNP définie par
RˆNP = 1/T
T−1∑
t=0
YNP (n)YNP (n)
T
Dans ces conditions, la procédure que nous venons de décrire s’adapte sans problème
méthodologique sérieux, exception faite de la dernière étape de restitution des signaux
sources à partir de leurs innovations normalisées.
Comme expliqué au paragraphe 2.1.2, il a même été montré que si NP est assez grand
et si le filtre H(z) est rationnel, on peut prédire à horizon fini sans approximation.
Deuxième étape
À partir de PˆNP (z), on génère le signal vNP (n) = [PˆNP (z)]y(n), et l’on y applique un
algorithme de séparation de mélange instantané adapté au cas d’une matrice de mélange
orthogonale (nous avons choisi l’algorithme [Car89], qui est basé sur la diagonalisation
d’une matrice de covariance bien choisie). Ceci permet d’estimer Θ par ΘˆNP .
Algorithme de séparation de sources instantané [Car89]
Nous rappelons ici les principales étapes de cet algorithme dans le cas de vecteurs aléatoires
réels, le cas complexe en étant une généralisation immédiate.
On pose
Q = E(‖v(n)‖2v(n)v(n)T )
Q n’est rien d’autre que la matrice du vecteur aléatoire ‖v(t)‖v(t). On va chercher à
exprimer Q en fonction des composantes de Θ et voir comment le calcul de Q va permettre
de déduire Θ.
Les composantes de Q sont de la forme :
Qij =
M∑
k=1
E[vk(n)
2vi(n)vj(n)]
et
E[vk(n)
2vi(n)vj(n)] = cum(vk(n), vk(n), vi(n), vj(n)) + E[vk(n)
2]E[vi(n)vj(n)]
+2E[vk(n)vi(n)]E[vk(n)vj(n)]
Or E[v(n)v(n)T ] = I. Donc
E[vk(n)
2vi(n)vj(n)] = cum(vk(n), vk(n), vi(n), vj(n)) + δi−j + 2δk−iδk−j
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D’autre part,
cum(vk(n), vk(n), vi(n), vj(n)) = cum(
N∑
l1=1
Θkl1νl1(n),
N∑
l2=1
Θkl2νl2(n),
N∑
l3=1
Θil3νl3(n),
N∑
l4=1
Θjl4νl4(n))
Comme ν(n) est un bruit blanc, cum(νl1(n), νl2(n), νl3(n), νl4(n)) = 0 sauf si l1 = l2 =
l3 = l4 et
cum(vk(n), vk(n), vi(n), vj(n)) =
N∑
l1=1
Θkl1
N∑
l2=1
Θkl2
N∑
l3=1
Θil3
N∑
l4=1
Θjl4cum(νl1(n), νl2(n), νl3(n), νl4(n))
=
N∑
l=1
Θ2klΘilΘjlc4(νl(n))
Ainsi,
Qij = (M + 2)δi−j +
N∑
l=1
(
M∑
k=1
Θ2kl
)
ΘilΘjlc4(νl(n))
Or Θ est une matrice unitaire donc
M∑
k=1
Θ2kl = 1 et
Qij = (M + 2)δi−j +
N∑
l=1
ΘilΘjlc4(νl(n))
On peut ainsi décomposer Q de la façon suivante :
Q = Θ

N + 2 + c4(ν1) 0 . . . 0
0
. . . . . .
...
...
. . . . . . 0
0 . . . 0 N + 2 + c4(νM)
ΘT
Si les valeurs propres de Q sont simples (ce qu’on supposera), une décomposition en élé-
ments propres de Q, matrice de covariance de ‖v(n)‖v(n) permet donc de calculer Θ.
Dernière étape
Enfin, pour la dernière étape, on estime K(z) par KˆNP (z) = Θˆ
T
NP
Lˆ−1NP PˆNP (z), et on ap-
plique le filtre KˆNP (z)
−1 aux entrées indiquées plus haut. Pour que cette dernière étape
ait un sens, il faut absolument que le filtre KˆNP (z)
−1 soit stable, i.e. que PˆNP (z)
−1 le soit.
Fort heureusement, on sait que si la matrice RˆNP était définie positive et bloc Toeplitz,
tel serait le cas. En pratique, cette dernière matrice est définie positive, mais pas bloc
Toeplitz. Cependant, si T est suffisamment grand, RˆNP est proche d’une matrice bloc
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Toeplitz, et on préserve la propriété de stabilité dans quasiment tous les cas.
Cette approche fonctionne d’autant mieux que le filtre H(z)f(z) peut s’approximer
raisonnablement par un filtre RIF. Par conséquent, les paramètres influençant a priori le
plus les résultats sont les pôles de H(z) et f(z) et, plus précisément, leur position par
rapport au cercle unité.
Exemples
Nous présentons ci-après un tableau récapitulatif (Tableau 5.1) qui comprend, pour
chaque type de filtre (RII ou RIF), les valeurs de TSEP pour diverses colorations ci (voir
relations 3.16), tailles du passé pi et, dans le cas RII, degré de troncature du filtre séparant
di. Par coloration, on entend ici coloration des signaux source.
On rappelle que le taux de séparation de lie`mecontribution sur le kie`mecapteur est défini
par :
TSEPkl =
∑
n |cˆk,l(n)− ck,l(n)|2∑
n |ck,l(n)|2
On a vu que, dans le cas de 2 sources/2 capteurs, la donnée du taux de séparation de la
1ie`recontribution sur un capteur permet immédiatement de déduire le taux de séparation
de la 2ie`mecontribution sur le même capteur. Aussi, seul l’un des deux est calculé. TSEP ,
présenté dans le tableau 5.1, est la moyenne des taux de séparation sur les deux capteurs.
Il est à noter que plus l’indice des colorations (i dans ci) augmente plus la coloration
est « méchante » dans le sens où leur spectre est de moins en moins plat.
c1 c2 c3 p1 p2
TSEP 0.00337 0.00394 0.00937 0.00122 0.00336 cas RII
TSEP 0.0228 0.0162 0.0143 0.0143 0.003543 cas RIF
Tab. 5.1 – TSEP dans différents cas en prédiction linéaire
On remarque ainsi que la méthode par prédiction linéaire reste robuste tant à la
coloration qu’au caractère RII du filtre. D’autre part, il n’est pas nécessaire de prendre
un passé très important pour le calcul du processus d’innovation de y(n) (5 à 10 semble
être suffisant).
Pour illustrer la qualité de la séparation de cette méthode, nous présentons enfin une
courbe comprenant à la fois une contribution c11 (*) et son estimée cˆ11 (+) (Figure 5.1).
92 Autres techniques développées et utilisées
Fig. 5.1 – c11(n) et cˆ11(n)
5.2 L’annulation de cumulants croisés d’ordre supérieur
à 2
On a vu, dans la première partie de ce document, l’intérêt d’utiliser des statistiques
d’ordres supérieurs (c’est-à-dire d’ordre strictement supérieur à 2). L’utilisation de sta-
tistiques d’ordre 3 pose des problèmes puisque les signaux à densités de probabilité sy-
métriques ont leurs cumulants d’ordres impairs nuls. Il est donc naturel d’utiliser les
cumulants d’ordre 4, moins complexes que les autres et suffisants pour séparer.
Ce type d’approche consiste à ajuster G(z) de telle sorte que certains cumulants croi-
sés d’ordre supérieur à 2 entre les ri s’annulent (on rappelle que r(n) = G(z)y(n) est le
vecteur des estimées des sources). Nous avons travaillé sur les approches développées par
C. Jutten et son équipe ([NJ95] par exemple).
Dans ce cadre, l’hypothèse que H(z) est à phase minimale n’est pas indispensable pour
identifier H(z) (elle le redevient si l’on souhaite pouvoir reconstituer les signaux sources
par filtrage causal des observations). On suppose par contre toujours que les éléments dia-
gonaux de H sont réduits à 1, ce qui, sans hypothèse supplémentaire sur H , comme on l’a
vu dans la première partie, n’est absolument pas restrictif. On peut en fait l’interpréter de
la façon suivante : chaque capteur reçoit une source de façon prédominante. Il est à noter
que si cette hypothèse est tout à fait réaliste lorsqu’on traite des mélanges à deux sources,
elle peut devenir restrictive si le nombre de sources augmente ou si les sources sont mobiles.
Les filtres Gi,j(z), (i, j) ∈ {(1, 2), (2, 1)} sont choisis RIF à coefficients allant de dmi
à dMi de degré total maximal D = maxi(dMi − dmi) et ils sont adaptés en annulant
des cumulants croisés d’ordre 4 entre les signaux r1 et r2. Dans [NJC92], il est proposé
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d’annuler des cumulants 2,2
cum(ri(n), ri(n), rj(n− k), rj(n− k))
ou des cumulants 3,1 et 1,3
cum(ri(n), ri(n), ri(n), rj(n− k))
et
cum(rj(n), rj(n), rj(n), ri(n− k))
de façon adaptative. Nous avons développé des versions non adaptatives de ces algorithmes
fonctionnant sur le même principe que les algorithmes de décorrélation. Ceci est particu-
lièrement facile pour l’algorithme basé sur l’annulation des cumulants 3,1 et 1,3, puisque
les cum(ri(n), ri(n), ri(n), rj(n − k)) sont linéaires par rapport au vecteur gj,i. On peut
donc fixer tous les gi,j à une valeur initiale gi,j(0) sauf, par exemple, pour i = 1, et chercher
g1,j en annulant au sens des moindres carrés les cumulants
cum(rj(n), rj(n), rj(n), r1(n − k)) pour k = −2D, 2D, j = 2, . . . ,M . Ceci permet de
trouver une valeur g1,j(1) en résolvant un système linéaire. On fixe ensuite les g1,j,
j = 2, . . . ,M , à ces valeurs, et on détermine un vecteur g2,j(1) en annulant au sens
des moindres carrés les cum(rj(n), rj(n), rj(n), r2(n − k)) pour k = −2D, . . . , 2D, j ∈
{1,M}, j = 2. Et ainsi de suite pour les autres vecteurs de coefficients.
Cette procédure est ensuite itérée jusqu’à convergence de l’algorithme.
L’algorithme basé sur les cumulants 2,2 est plus délicat à développer puisque les divers
cumulants ne sont plus linéaires, mais quadratiques par rapport à chaque vecteur gi,j. La
résolution itérative au sens des moindres carrés des équations nécessite alors de minimiser
des fonctionnelles non quadratiques, ce qui pose évidemment des problèmes certains liés
à d’éventuels minima locaux parasites. Puisque par ailleurs l’annulation des cumulants
2,2 est réputée fonctionner beaucoup moins bien que celle des cumulants 3,1 et 1,3, nous
avons laissé de côté ce type de solution.
5.2.1 Implantation
En pratique, les divers cumulants sont évidemment estimés empiriquement à partir
des observations y(n), n = 0, . . . , T − 1 disponibles, et l’algorithme itératif que nous
avons présenté est poursuivi jusqu’à ce que la variable de test TCUM prenne une valeur
suffisamment faible. Cette variable est définie par
TCUM =
1
M(2D + 1)
M∑
i=1
M∑
j =i,j=1
Cij
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où
Cij =
√
ĉumk31(ri, rj)
Rˆei,ei(0)Rˆrj ,rj(0)
avec
ei(n) = ri(n)
3 − 3× Rˆri,ri(0)× ri(n)
et
cumk31(ri, rj) = cum(ri(n), ri(n), ri(n), rj(n− k))
Ce type de coefficient est justifié par le fait qu’on peut réécrire les cumulants sous la forme
cumk31(ri, rj) = E[ei(n)rj(n− k)]
Ainsi, le problème d’annulation des cumulants croisés d’ordre (3,1) se réécrit comme
un problème d’annulation d’intercorrélations et le coefficient TCUM n’est rien d’autre
que le taux de corrélation TCORR (voir chapitre 3) entre les signaux ei et rj, pour
(i, j) ∈ {1,M}2, i = j. Il représente donc une quantité naturellement normalisée.
Il est à noter que pour prendre le cumulant 1,3 à la place du cumulant 3,1, il suffit
d’inverser les indices i et j.
5.2.2 Cas des signaux complexes
Lorsque les signaux traités sont complexes, on annule toujours les cumulants croisés
d’ordre (3,1) mais avec toutes les combinaisons de conjugaisons possibles pour les signaux.
Il est aisé de remarquer qu’il n’y a en fait que quatre possibilités différentes, les autres
étant les complexes conjuguées de celles-ci :
cum(ri(n), ri(n), ri(n), rj(n− k))
cum(r∗i (n), ri(n), ri(n), rj(n− k))
cum(r∗i (n), r
∗
i (n), ri(n), rj(n− k))
cum(r∗i (n), r
∗
i (n), r
∗
i (n), rj(n− k))
En pratique, la somme des carrés de ces cumulants est minimisée. Comme dans le cas
réel, pour chacun des cumulants, le calcul du cumulant est remplacé par le calcul d’une
intercorrélation. Les tests se font également de manière tout à fait équivalente.
Comme il est expliqué à l’annexe A.2, si un signal est circulaire, seuls les cumulants qui
contiennent autant de termes complexes conjugués que de termes non complexes conjugués
sont non-nuls. Aussi, dans ce cas, seul les intercumulants cum(r∗i (n), r
∗
i (n), ri(n), rj(n−k))
seront minimisés.
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5.2.3 Amélioration de la technique
Suivant l’idée de N. Charkani (voir [Cha96] par exemple), cette méthode a été légère-
ment modifiée : afin d’améliorer ses performances, les versions blanchies de r1(n) et r2(n)
sont utilisées dans la minimisation des cumulants croisés. Notons rib(n) la version blanchie
du signal ri(n) pour i = 1, 2. On a la relation rib(n) = ri(n) +
∑
k≥1
Ai(k)ri(n − k) où Ai
est le vecteur de coefficients associé au filtre blanchisseur. D’autre part,
ri(n) = yi(n)−
dM∑
m=dm
yj(n−m)gij(m) (5.4)
où dm et dM représentent les bornes du filtre gij(z) dont les coefficients sont de la forme
gij(m). En notantGij le vecteur associé à ce filtre et Yj(n) = [yj(n−dm), . . . , yj(n−dM)]T ,
on peut réécrire (5.4) de la façon suivante :
ri(n) = yi(n)− Yj(n)TGij (5.5)
Et finalement,
rib(n) = yib(n)− Yjb(n)TGij (5.6)
où, comme précédemment, yib(n) = yi(n) +
∑
k≥1
Aj(k)yi(n− k) et
Yjb(n) = [yjb(n− dm), . . . , yjb(n− dM)]T .
À chaque itération k, on calcule les vecteurs Ai correspondant aux vecteurs ri(n) de
l’itération (k− 1) puis on travaille sur les versions filtrées des observations par ces filtres.
Si aucun résultat théorique sur le sujet n’a été trouvé, on constate expérimentalement,
dans la plupart des cas, une amélioration des résultats.
5.2.4 Exemples
Les exemples présentés ci-après représentent le cas de deux sources et deux capteurs.
Afin d’être consistants avec les deux autres techniques qui étaient testées en parallèle (la
décorrélation et la prédiction linéaire), dans cette série d’exemples, le filtre mélangeur est
toujours choisi à phase minimale. Comme pour ces mêmes autres méthodes, l’influence de
la coloration des sources est étudiée.
Les tableaux (Tableaux 5.2 et 5.3) présentés ci-après montrent également l’importance
de prendre un nombre d’échantillons suffisant afin d’obtenir une bonne estimation des
statistiques utilisées. En effet, plus les statistiques utilisées sont d’ordre élevé, plus le
nombre d’échantillons doit être important pour obtenir une bonne estimation.
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NbEch = 5000,
color. c1, cas RII
Troncature 1 3 5
TSEP 0.0031 0.0094 0.0114
TCUM 0.0163 0.0087 0.0079
NbEch = 10 000,
color. c1, cas RII
Troncature 1 3 5
TSEP 0.0024 0.0021 0.0036
TCUM 0.0114 0.0076 0.0072
Tab. 5.2 – Influence de la troncature et du nombre d’échantillons
NbEch = 5000,
Troncature = 3
Coloration c1 c2 c3
TSEP 0.0094 0.0190 Pas à cas
TCUM 0.0087 0.0094 ph. min. RII
TSEP 0.0150 0.0056 0.0863 cas
TCUM 0.0076 0.0107 0.0106 RIF
NbEch = 10 000,
Troncature = 3
Coloration c1 c2 c3
TSEP 0.0021 0.0113 0.0696 cas
TCUM 0.0076 0.0069 0.0066 RII
TSEP 0.0115 0.0015 0.0069 cas
TCUM 0.0046 0.0053 0.0046 RIF
Tab. 5.3 – Influence de la coloration et du nombre d’échantillons
La méthode des cumulants croisés semble mieux résister aux colorations « méchantes »
lorsque le filtre mélangeur est RIF que lorsqu’il est RII. Ceci est sans doute dû au fait
que dans le cas RII, il y a une approximation de troncature qui s’ajoute au problème de
la coloration. Enfin, le filtre RII choisi s’évanouissant très rapidement, le choix d’un filtre
G(z) long n’est pas forcément un bienfait.
Par ailleurs, cette algorithme converge avec une grande rapidité : dans la plupart des
cas, moins de cinq itérations sont nécessaires.
On peut noter que les résultats présentés dans les tableaux 5.2 et 5.3 sont tout à fait
comparables à ceux liés à la méthode de décorrélation (tableau 5.1).
5.3 La méthode fréquentielle de Ch. Servière et al.
Pour avoir plus de détails concernant cette méthode, le lecteur est invité à lire les
travaux de Christine Servière, Véronique Capdevielle et Jean-Louis Lacoume ([Cap95,
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CSL94, CSL95a, CSL95b]). Seules les grandes lignes seront donc exposées dans ce docu-
ment.
5.3.1 Modélisation
On rappelle qu’on se place dans le cas d’un mélange de N sources s(n) avec M obser-
vations y(n) = [H(z)]s(n).
La modélisation fréquentielle déduite de la modélisation temporelle par transformation
de Fourier s’exprime par :
Y (f) = ℵ(f)S(f) (5.7)
où
• Y (f) et S(f) sont respectivement les vecteurs observation et source à la fréquence
f
• ℵ(f) est la matrice M ×N des gains complexes des filtres à la fréquence f
On se ramène donc à un mélange instantané.
En pratique, le passage dans le domaine fréquentiel s’effectue par Transformée de Fou-
rier Discrète (TFD) sur un nombre fini E d’échantillons temporels des signaux numérisés.
5.3.2 Intérêt d’une approche fréquentielle
On rappelle que lorsque les signaux sont à bande étroite, le modèle se réduit à Y (f) =
ℵ(f0)S(f) et il suffit d’appliquer un algorithme de séparation de sources à valeurs com-
plexes en mélange instantané dans la bande de fréquence contenant f0.
Le cas étudié par V. Capdevielle, Ch. Servière et J.-L. Lacoume se situe dans un cadre
large bande. Les signaux qu’ils traitent sont des signaux à spectre de raies. Ces signaux,
provenant en effet de machines tournantes, ils sont périodiques, de périodes proches. Aussi,
une analyse spectrale est insuffisante pour séparer. D’autre part, il a été montré [Ser89] que
les approches fréquentielles sont mieux adaptées dans ce cas car elles tiennent compte de la
forte dynamique des raies spectrales. Au contraire, les approches temporelles considèrent
implicitement l’information contenue sur tous les canaux de fréquence, y compris les moins
énergétiques qui sont sources d’erreur. Par ailleurs, des études expérimentales ont montré
qu’il était possible de séparer deux fréquences pures de fréquences différentes et contenues
dans un même canal d’analyse.
5.3.3 Les problèmes sous-jacents à cette approche
Comme on l’a mentionné dans l’état de l’art, l’application des algorithmes temporels
de séparation de sources en mélange instantané aux mélanges convolutifs de sources large
98 Autres techniques développées et utilisées
bande représentés fréquentiellement pose deux problèmes principaux :
• sachant que dans chaque canal fréquentiel, les sources sont estimées à deux indé-
terminations près : une permutation et un coefficient multiplicatif, l’estimation des
signaux large bande ne résulte pas immédiatement de la seule réitération de trai-
tements bande étroite canal par canal. Il convient de compléter ce multitraitement
bande étroite par une opération de reconstitution du spectre des sources à partir
des composantes estimées à chaque canal de fréquence.
• la représentation des signaux dans le domaine fréquentiel pose un problème essentiel
pour la mise en œuvre d’un algorithme de séparation de sources basé sur la non-
gaussianité des signaux source. En effet, étant donné le théorème de la limite centrale
(que l’on rappellera dans le prochain paragraphe), sous des conditions relatives à la
durée des multicorrélations, certaines variables exprimées fréquentiellement par une
TFD suivent une loi gaussienne lorsque le nombre de points de la TFD tend vers
l’infini.
Dans la suite quelques signaux ne vérifiant pas cette propriété seront présentés. Une
manière de contourner ce problème sera également expliquée.
Théorème de la limite centrale
Si le théorème de la limite centrale fournit une condition nécessaire et suffisante de
convergence à la gaussianité, il nécessite l’hypothèse d’indépendance de variables aléatoires
qui, comme on l’a vu en introduction, est très difficilement exploitable. Aussi, le théorème
suivant va présenter une condition suffisante de convergence vers une variable gaussienne
qui ne nécessite pas cette hypothèse.
Théorème 5.3.1 Soit y(n) un signal stationnaire tel que
+∞∑
u1,... ,uk−1=−∞
∣∣∣Cy(k)(u1, . . . , uk−1)∣∣∣ <∞ k = 2, . . . ,∞
où Cy(k)(u1, . . . , uk−1) = cum(k) (y(n), y(n+ u1), . . . , y(n+ uk−1))
Alors,
YE(f) = TFD(y(n)) =
1√
N
E−1∑
t=0
y(n)e−j2pi
f
t
E est asymptotiquement gaussienne suivant E
pour chaque valeur de f .
Si la plupart des processus stationnaires valident complètement ce théorème, les signaux
périodiques sont un exemple de signaux ne validant pas cette hypothèse et ne convergeant
pas vers la gaussianité.
On sait que
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Un signal est gaussien si et seulement si sa fonction caractéristique ne fait
intervenir que ses cumulants à l’ordre deux.
Sachant par ailleurs que la grande majorité des algorithmes de séparation reposent sur
l’utilisation d’informations statistiques à l’ordre quatre et remarquant que les signaux
sources estimés sont normalisés dans chaque canal d’analyse, le test de gaussianité
choisi est l’annulation du kurtosis et ce, même si ce n’est pas un test de gaussianité
au sens strict.
Par similarité avec le kurtosis temporel, les auteurs définissent le kurtosis spectral pour
lequel le signal temporel est remplacé par sa TFD :
KYE (f) =
cum (YE(f), YE(f), Y
∗
E(f), Y
∗
E(f))
(cum(YE(f), Y ∗E(f)))
2
Le kurtosis spectral conserve les propriétés du kurtosis classique. En particulier, le kurtosis
d’un signal gaussien reste nul (voir annexe A pour le kurtosis classique).
On peut par exemple montrer que le kurtosis spectral d’un signal périodique est proche
de -1 aux fréquences harmoniques. Il est à noter que même si un signal tend vers la gaus-
sianité, si son kurtosis spectral est suffisamment significatif, on peut utiliser un algorithme
fréquentiel (on obtient de bonnes estimations des sources).
Dans les zones de basse énergie (en dehors des fréquences harmoniques), le kurtosis
spectral n’est pas défini. Aussi est-il fixé à 0.
Une autre manière de tester la convergence à la gaussianité est de s’intéresser aux
tricorrélations. En effet, on sait qu’un signal à support de tricorrélation étroit converge
rapidement vers la gaussianité. Malheureusement, aucun résultat n’a pu être prouvé dans
le sens contraire.
5.3.4 Les approches fréquentielles : Développement
L’algorithme développé par V. Capdevielle et al. utilise l’Analyse en Composantes
Principales (ACP), aussi un bref rappel de cette technique sera fait dans cette sec-
tion. Comme mentionné dans le paragraphe précédent, l’approche fréquentielle apporte
quelques difficultés spécifiques que nous expliquerons également.
L’ ACP : rappel
Après normalisation des sources, l’équation (5.7) se réécrit :
Y = ℵ′S ′
où l’on s’est affranchi des f pour simplifier les notations et où ℵ′ = ℵ′∆ et S ′ = ∆−1S
avec E{S ′S ′†} = I.
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La matrice de mélange ℵ′ admet la décomposition en valeurs singulières suivante :
ℵ′ = V D 12Π où V et Π sont des matrices unitaires et D 12 est une matrice diagonale1
On peut montrer (cf. [Cap95] ch.I par exemple) que, si les matrices V et D sont
identifiables à l’ordre 2, la matrice Π nécessite l’utilisation des ordres supérieurs2.
Reconstruction des signaux large bande
Comme mentionné dans la section précédente, le problème de séparation de sources
large bande vu comme un ensemble de bandes étroites pose un problème de reconstruction :
en effet, si on appelle Sˆ(f) l’estimée de S(f) à la fréquence f , la iie`mecomposante de Sˆ(f)
et celle de Sˆ(f + 1) ne sont pas forcément associées à la même source. Il s’agit donc de
réétablir la continuité entre les fréquences. Pour cela trois techniques ont été mentionnées
(voir [Cap95] par exemple) :
• on peut regarder les statistiques entre les estimées à diverses fréquences. Mais on
ne sait pas définir un seuil à partir duquel deux sources seront considérées indé-
pendantes. D’autre part, le théorème de la limite centrale implique que même si
les composantes de deux signaux fréquentiels (calculés par TFD sur E échantillons)
correspondent à la même source, elles deviennent asymptotiquement indépendantes
suivant E.
• Une deuxième solution repose sur la continuité qui doit exister pour la matrice Π
entre deux fréquences adjacentes. Le problème est que cette continuité suppose non
seulement la continuité de la matrice H(f) mais aussi celle des spectres des sources,
ce qui n’est pas toujours vérifié. Cette condition de double continuité n’est par
exemple pas vérifiée pour les signaux à spectres de raies ; elle peut toutefois l’être
pour les signaux à spectres continus.
• Ces problèmes ont motivé Véronique Capdevielle et al. à utiliser ce qu’ils ont appelé
un filtre de réorganisation.
Le filtre de réorganisation
Véronique Capdevielle et al. ont montré [Cap95] qu’un filtrage linéaire particulier de
chaque SnE(f)
3 peut permettre de retrouver des fonctions des sources temporelles. Ceci
permet d’obtenir une corrélation significative entre composantes filtrées lorsqu’elles sont
associées à la même source.
1On rappelle que chacune de ces matrices dépend de f .
2On connaît une une expression analytique pour Π dans le cas 2× 2, voir par exemple [Gae91]
3SnE(f) =TFD estimée sur les E échantillons de la tranche n : [s(n), . . . , s(n+ E − 1)]
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Considérons le filtre MA Ff (z) définit par :
Ff (z) = 1− ze−2jpi
f
E
Ce filtre est appelé filtre de réorganisation.
On a :
SF (n, f)
def
= Ff(S
n
E(f)) = S
n
E(f)− e−2jpi
f
ESt+1E (f) = s(n)− s(n+ E) (5.8)
L’intérêt du filtre de réorganisation est de permettre de remonter aux sources temporelles
(même si on perd la moitié de l’information). On peut alors calculer les coefficients d’in-
tercorrélation entre les filtrées à des fréquences successives SF (n, f) et SF (n, f + 1). Ces
coefficients seront proches de 0 si les composantes des filtrées correspondent à des sources
différentes, proches de 1 sinon. Dans le cas de deux sources par exemple, on peut appliquer
le filtre de réorganisation à chaque composante s1 et s2. On notera SiF (n, f) le filtré de
si à la fréquence f . On suppose qu’à la fréquence f , l’estimée 1 correspond à la première
source. On peut alors comparer S1F (n, f) et S
1
F (n, f+1) : si leur intercorrélation est proche
de 1, S1F (n, f+1) est le filtré de s1, dans le cas contraire, c’est le filtré de la deuxième source.
Par ailleurs, principalement pour les spectres continus, il reste le problème du choix de
la fréquence de référence du filtre de réorganisation (pour les signaux à spectre de raies,
il suffit de choisir les fréquences harmoniques).
Enfin, il a été montré [Cap95] que les performances du filtres de réorganisation sont
étroitement liées aux performances de l’algorithme de séparation.
Autre intérêt du filtre de réorganisation
On a vu que, à cause du théorème de la limite centrale, certains signaux (les signaux
à spectre continu) ne pouvaient pas être traités directement en fréquentiel. Le filtre de
réorganisation va pouvoir servir à contourner cette difficulté : au lieu de chercher à sépa-
rer les TFD des observations Y nE (f) on va travailler sur Ff (Y
n
E (f)) et ainsi retourner aux
signaux temporels. Il est toutefois important de noter que cette méthode nécessite que le
filtre H(z) soit causal et RIF.
Cette idée n’est pas sans poser de problème. En effet, théoriquement, la TFD d’une
filtrée d’un signal n’est pas exactement égale au produit du gain complexe du filtre par la
TFD du signal. De simples calculs montrent que, si y(n) = [H(z)]s(n) =
∑L−1
k=0 Hks(n−k) :
Y tE(f) = ℵ(f)SnE(f) +RdtE(f) (5.9)
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où RdtE(f) est un terme correctif défini par :
RdtE(f) =
L−1∑
k=0
Hke
−2jpi f
E
k
{
−1∑
u=−k
s(n+ u)e−2jpi
f
E
u −
E−1∑
u=E−k
s(n+ u)e−2jpi
f
E
u
}
Ce terme correctif caractérise en fait la différence, après TFD, entre une convolution
linéaire et une convolution circulaire. C’est la raison pour laquelle il dépend des échan-
tillons s(n−k), . . . , s(n−1) qui sont les échantillons temporels qui n’appartiennent pas à la
tranche de signal sur laquelle est calculée SnE(f) et des échantillons s(n+E−k), . . . , s(n+
E − 1). Ce terme RdtE(f) est négligeable, en particulier si E devient très grand (car dans
ce cas la longueur L du filtre mélangeur devient négligeable devant E). Ce n’est malheu-
reusement plus le cas après filtrage par le filtre de réorganisation :
Ff (Rd
t
E(f)) = [H(z)](s(n)− s(n+ E))− ℵ(f)(s(n)− s(n + E))
En fait, l’équation (5.9) peut se réécrire sous la forme [CSL95a] :
Y tE(f) =
E+L−1∑
g=0
Ω(f, g)ℵ(g)StE(g) (5.10)
où
Ω(f, g) =
1
E
E−L∑
i=0
e2jpi
f−g
E
(i+1)
Cette matrice est en théorie de rang Rg = E − L+ 1. Une matrice ΩRg est alors extraite
de Ω, matrice de taille Rg × Rg inversible, et la suite de la procédure est faite à partir
de cette matrice. En effet, il existe alors une solution au système linéaire (5.10) si on lui
ajoute au moins L contraintes supplémentaires. On peut par exemple supposer que les
signaux sont hautes (resp. basses) fréquences ou encore à bande limitée avec L fréquences
de ℵ(g)SkE(g) négligeables. Si ce n’est pas le cas, il faut filtrer les observations pour qu’elles
vérifient ces contraintes.
Cependant, si le rang théorique de la matrice Ω est de Rg = E−L+1, V. Capdevielle
explique que, en pratique, il n’est pas possible de le prendre aussi grand. Ainsi, il faut
déterminer le rang « pratique » Rp de la matrice Ω, rang qui dépend de la taille des
fenêtres, de la longueur des filtres mais pas uniquement. Le choix de ce rang semble
en fait assez délicat (voir [Cap95]). De plus, il faut alors imposer Rg − Rp contraintes
supplémentaires.
Ensuite, il ne reste plus qu’à résoudre le problème de séparation de sources en mélange
(complexe) instantané.
Ainsi, si cette idée semble séduisante, les restrictions suivantes sont nécessaires : la
longueur maximale du filtre mélangeur doit être très inférieure à la taille des fenêtres. De
plus, les signaux doivent être à bande limitée (ou alors haute ou basse fréquence).
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Contributions en puissance
Comme nous l’avons expliqué lors des chapitres précédents, on ne peut espérer re-
construire les sources exactement. On s’est donc attaché à reconstruire la contribution de
chaque source sur chaque capteur. C’est ce qu’on va encore faire avec cette méthode.
On note Y t(i)(f) la TFD de [yi(n), . . . , yi(n + E − 1)]. Alors,
Y t(i)(f) =
N∑
k=1
ℵik(f)St(k)(f)
et
St(i)(f) =
1
α(i)(f)
p(i),f (Sˆ
t
(j)(f))
où p(i),f est une fonction de permutation qui associe l’estimée de la source Sˆt(m)(f) à la
source correspondante St(i)(f) et
1
α(i)(f)
caractérise l’indétermination en puissance. On
peut alors estimer la quantité :
Gf(Y(i), Sˆ(k))(t)
def
= E[Y t(i)(f)Sˆ
t
(k)(f)
∗]Sˆkf (t) = ℵjSt(j)(f)
pour chaque source k et chaque capteur i.
Alors, la puissance de la contribution de chaque source i sur chaque capteur k peut
être estimée par :
DSP (Y(i), Sˆ(k)) = E
[
|Gf(Y(i), Sˆ(k))|2
]
= ̂|ℵk(f)|2DSP (S(j))
5.3.5 L’algorithme
Cette section résume en fait ce qui a été vu dans les sections précédentes.
1. On commence par estimer, si on n’en a pas connaissance, l’ordre des filtres agissant
sur chacune des sources blanchies.
2. Si les sources sont à spectre continu, on estime le rang de la matrice Ω.
3. À chaque canal fréquentiel,
(a) On filtre les observations par un banc de filtres (TFD)
(b) si les signaux sont ne sont pas à spectre de raies,
i. on filtre les observations par le filtre de réorganisation (⇒ on obtient un
mélange instantané complexe des sources)
ii. sous réserve que suffisamment de canaux fréquentiels sont négligeables, on
identifie le modèle instantané.
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(c) on met en œuvre un algorithme de séparation de sources en mélange instantané
de type ACP qui conduit à l’estimation, grâce aux statistiques à l’ordre deux,
de deux des trois matrices à identifier. Enfin, on estime la matrice unitaire Π
en utilisant les statistiques aux ordres supérieurs.
4. On reconstruit les spectres des signaux à partir des composantes fréquentielles es-
timées grâce au filtre de réorganisation et on calcule les contributions en puissance
de chaque estimée sur chaque capteur.
5.3.6 Remarques sur cette méthode
Si cette méthode reste attrayante pour des applications spécifiques (signaux à spectre
de raie), elle nous semble lourde et génératrice de nombreuses erreurs : en effet, un certain
nombre de paramètres doit être estimé, les longueurs du filtre, le rang de la matrice Ω
mais aussi le nombre de sources dans chaque canal. On se doute qu’une erreur sur le
nombre de sources dans un canal peut être fatale pour le reste de la procédure. D’autre
part, il faut préciser la taille des fenêtres et la fréquence de référence pour le filtre de
réorganisation. Beaucoup de paramètres empiriques donc pour cette méthode ! Il faut
également être en mesure de pouvoir négliger un certain nombre de canaux de fréquences.
Enfin, cette méthode oblige à imposer au filtre mélangeur d’être causal et RIF. Aussi nous
semble-t-elle peu adaptée dans la plupart des cas où les sources sont à spectre continu.
5.4 Conclusion
Ce chapitre a été consacré à la présentation de techniques déjà existantes mais que
nous avons intégrées dans notre bibliothèque. Nous avons commencé par expliquer les
fondements de la prédiction linéaire, méthode que nous avons adaptée au cas où le nombre
de sources pouvait être égal au nombre de capteurs. Cette méthode est très attrayante
puisqu’elle donne de très bons résultats et qu’elle est relativement simple à implanter. Par
contre, elle requiert la condition, restrictive lorsque M = N , que le filtre mélangeur soit
à phase minimale.
L’annulation des cumulants croisés a ensuite été étudiée. Nous avons naturellement
choisi des cumulants d’ordre 4 puisque c’est l’ordre le plus faible qui permet de séparer sans
contrainte forte sur les sources. Nous avons préféré les cumulants d’ordre (3,1) : ils sont
en effet plus simples à implanter que les cumulants d’ordre (2,2) et ont pour réputation de
donner de meilleurs résultats. Cette technique ne nécessite aucune hypothèse sur le filtre
mélangeur. Par contre, il est à noter qu’aucun résultat d’unicité de solution n’existe pour
le type d’algorithme que nous avons implanté.
La dernière technique développée est une approche fréquentielle. Un certain nombre
de problèmes existe pour ce type de méthode : il faut arriver à résoudre les problèmes
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de permutations des estimées des sources entre les différents canaux et il faut éviter
le problème de la gaussianisation des sources par transformée de Fourier. Nous avons
expliqué comment l’équipe de Ch. Servière a résolu ces problèmes. Cette méthode nous
semble toutefois complexe et beaucoup de paramètres empiriques font qu’elle nous paraît
relativement peu adaptée au cas des sources à spectre continu.
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Chapitre 6
Simulations et résultats expérimentaux
Dans le cadre du contrat avec cette entreprise, EDF/DER nous a fourni des signaux
réels afin de tester les différentes méthodes implantées dans la bibliothèque. Cependant,
pour des raisons techniques, nous n’avons pu avoir accès qu’à des signaux liés à des études
de courants de Foucault.
Après avoir rappelé les techniques de validation utilisées dans toutes les expériences
exposées, nous expliquerons le principe des courants de Foucault puis détaillerons et com-
menterons les résultats obtenus.
Nous avons voulu tester par ailleurs l’ensemble des algorithmes introduits dans les
chapitres précédents (chapitres 3 à 5) de manière systématique sur un banc de simulations
qui sera présenté dans la troisième partie de ce chapitre.
Enfin, la résistance des fonctions de contraste à la présence du bruit a été étudiée
expérimentalement. Ce travail fera l’objet de la quatrième partie de ce chapitre.
6.1 Évaluation des performances
Afin d’évaluer quantitativement les performances des différentes méthodes de sépara-
tion développées, lorsque les sources sont disponibles, nous utilisons le concept de taux de
séparation déjà introduit aux chapitres précédents.
Nous rappelons que le taux de séparation de la source k sur le capteur i est défini
comme suit :
TSEP (i, k) =
∑
n |cˆik(n)− cik(n)|2∑
n |cik(n)|2
où cik(n) = [Hi,k(z)]sk(n) est la contribution de la source k sur le capteur i et cˆik(n) est
l’estimée qui en est fournie par la méthode de séparation mise en oeuvre. Il paraît clair
que plus ce taux est proche de 0, meilleure la séparation est.
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D’autre part, afin de mieux apprécier l’amélioration apportée par les diverses tech-
niques étudiées, ce taux de séparation pourra être comparé au pourcentage initial des
contributions sur chaque capteur défini par :
PIN(i, k) =
E(|cik(n)|2)
E(|yi(n)|2) × 100
où on rappelle que yi(n) est l’observation sur le iie`mecapteur.
Il est évident que, dans le cas de deux sources, la donnée de PIN(i, 1) donne la valeur
du deuxième pourcentage par PIN(i, 2) = 100 − PIN(i, 1). Aussi, dans ce cas, seul un
des deux pourcentages sera indiqué.
Par ailleurs, on se doute que si le mélange est à peu près équilibré (PIN proche de
50%), la séparation sera plus facile à achever que dans le cas contraire.
Lorsqu’on ne dispose pas des sources, la seule « mesure » possible est bien entendu
visuelle.
6.2 Étude sur signaux réels : les courants de Foucault
Avant de présenter les résultats liés à ce type de signaux, nous commençons par en
exposer la problématique. Pour plus de détails le lecteur pourra se reporter à [Gha95].
6.2.1 Les courants de Foucault
En régime harmonique, lorsqu’un corps conducteur est soumis au flux d’une bobine,
la force électromotrice induite dans le matériau génère des courants induits dits courants
de Foucault. Localisés superficiellement par l’« effet de peau », leur répartition dépend de
la nature et de la géométrie du système inducteur-induit. Le contrôle non destructif (voir
paragraphe suivant) par courants de Foucault est fondé sur le fait qu’un défaut perturbe
la distribution de ces courants. Cette modification entraîne alors une variation d’impé-
dance aux bornes de la bobine. Représentée dans un plan d’impédance, cette variation est
caractéristique de l’endommagement subi par le matériau.
Contrôle non destructif
Le contrôle par courants de Foucault multifréquences du faisceau tubulaire d’un géné-
rateur de vapeur est une action menée depuis une vingtaine d’années au sein d’EDF. En
effet, près de 80% de l’électricité produite par EDF est d’origine nucléaire.
À chaque réacteur sont associées trois à quatre boucles (selon la puissance du réacteur)
regroupant chacune une pompe primaire, un générateur de vapeur et la tuyauterie associée.
L’ensemble de ce matériel est appelé tranche. Pour s’assurer de l’intégrité du matériel de
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production, un contrôle périodique est réalisé lors des arrêts des tranches. Le générateur
de vapeur joue un rôle de barrière de protection pour éviter une éventuelle contamination
du mélange eau-vapeur du circuit secondaire par l’eau du circuit primaire. Le contrôle
non destructif étudié ici a pour rôle de vérifier périodiquement l’intégrité de cette barrière
de protection.
Le contrôle des tubes de générateurs de vapeur consiste à générer des courants de
Foucault dans les tubes grâce à une sonde mobile alimentée par un courant alternatif
multifréquences puis à collecter le signal de couplage du système sonde-tube.
Les signaux
Aux signaux dûs aux défauts proprement dits se superposent les signaux caractéris-
tiques de la structure du tube (on verra nettement la présence de plaques tubulaires par
exemple) ainsi que des signaux perturbateurs tels le bruit de fond géométrique ou bruit de
laminage dû au processus de fabrication du tube. La séparation de toutes ces informations
se fait en utilisant plusieurs fréquences. En effet, la pénétration d’une onde dans un métal
dépend de la fréquence : plus celle-ci est basse plus la pénétration est importante. Chaque
fréquence permet donc d’explorer une zone plus ou moins proche de la paroi interne du
tube. Ces fréquences sont celles auxquelles sont alimentés les deux bobinages de la sonde
utilisée pour le contrôle des générateurs de vapeur.
Ainsi, sur un même exemple, les deux défauts d1 et d2 correspondent en fait au même
défaut pris à des fréquences différentes et les experts pensent (sans l’avoir réellement
prouvé) qu’il existe une relation linéaire non nécessairement causale entre les défauts :
d1 = [F (z)]d2. Cette propriété est également vrai pour les bruits.
Les méthodes actuellement utilisées
La distribution spectrale des transitoires relatifs aux défauts et de certains bruits exclut
le recours à des méthodes simples d’élimination du bruit. Actuellement, la combinaison
de fréquences est la méthode d’élimination du bruit utilisée. Dans cette méthode, le signal
obtenu à la fréquence F2 est restauré en lui soustrayant l’estimée du bruit obtenu à partir
de la fréquence F1. Cependant, cette méthode, fort robuste au demeurant, ne donne
toujours pas de résultats satisfaisants.
Des méthodes adaptatives à référence de bruit ont également été testées. Le problème
est qu’elles donnent lieu à des fausses alarmes (détection de défauts inexistants).
D’autre part, une méthode au second ordre de séparation de mélanges instantanés de
sources (SOBI) a été étudiée lors d’un stage effectué à EDF/DER par H. Gharbi. Bien que
les résultats expérimentaux obtenus sur une banque de signaux synthétiques n’aient pas
été concluants pour SOBI, cette même méthode, appliquée à des signaux réels, a donné
des résultats comparables à ceux obtenus par combinaison de fréquences (cf [Gha95]).
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Fig. 6.1 – Signaux sources, tube 1, défaut 2
6.2.2 Les résultats expérimentaux
Toutes les figures qui suivent sont des courbes de Lissajous (partie réelle en fonction
de la partie imaginaire), courbes utilisées par les experts pour représenter les impédances
complexes.
Afin de pouvoir tester la validité de techniques sur ce type de problème, EDF/DER
a généré des signaux synthétiques à partir des courants de Foucault. Pour cela, une zone
de référence a été sélectionnée, zone contenant un défaut. Le défaut a ensuite été isolé
(centrage et ajout de 0 de part et d’autre) puis normalisé. Le bruit a été réalisé par
sélection d’une zone inter-plaque (cette zone ne contient donc pas de défaut) ; ce signal a
ensuite été centré puis normalisé.
Contrairement aux signaux réels à proprement parler, les bruits et défauts sont alors
disponibles. Nous pouvons donc calculer les taux de séparation ainsi que les pourcentages
initiaux pour les signaux synthétiques et c’est sur ces derniers que la plupart des études
ont été effectuées. Des courbes liées aux signaux réels seront toutefois également présen-
tées.
Signaux synthétiques étudiés
Dans tous les cas traités ci-après, les mêmes tubes et défauts sont utilisés. Il s’agit du
tube L001C092 et du second défaut du rapport de H. Gharbi. L’allure des signaux source
est représentée à la figure 6.1.
Sur cette figure, en haut sont représentés les défauts d1(n) et d2(n) (on rappelle que
c’est en fait le même défaut repéré à deux fréquences différentes), en bas les bruits b1(n)
et b2(n) (de même, il s’agit en fait d’un seul bruit).
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Sur ce même tube, trois types d’expériences ont été réalisées (cas 2, 3 et 4 du rapport
de H. Gharbi [Gha95]) correspondant à divers mélanges des sources et des bruits ; nous
verrons au fur et à mesure des résultats à quoi correspondent ces différents mélanges.
De plus, les données des défauts et des bruits ne correspondent pas aux signaux stricte-
ment réels mais à des versions normalisées. L’inconvénient de cette manipulation est que
la puissance des bruits devient bien inférieure à celle des défauts. Aussi, des expériences
seront réalisées en augmentant artificiellement la puissance du bruit.
On a vu au chapitre 4 qu’avec la méthode de maximisation des contrastes, l’estimation
de la deuxième contribution sur chaque capteur est déduite par soustraction aux obser-
vations de l’estimation de la première contribution. Même si tel n’est pas le cas pour les
autres techniques, seul le taux de séparation d’une des contributions sur chaque capteur
sera donné.
Les pourcentages initiaux (PIN) ne seront pas indiqués dans ce type d’application. En
effet, les sources sont de puissances normalisées à 1. De part la configuration des mélanges
(voir ci-après), les PIN sont donc forcément d’environ 50% au facteur β2 près (voir ci-après
la définition de β).
Cas 2
Dans ce cas, on a deux défauts différents sur chacun des capteurs mais un seul bruit. Ainsi
les deux observations sont de la forme :{
y1(n) = d1(n) + βb2(n)
y2(n) = d2(n) + b2(n)
(6.1)
où di(n) et bi(n) sont respectivement les défaut et bruit i et où β est égal au second
coefficient de la matrice de gain (paramètre qui sert à régler la puissance du bruit par
rapport à celle du défaut).
On rappelle qu’on espère qu’il existe une relation non nécessairement causale entre les
défauts du type d2(n) = [F (z)]d1(n).
Matrice de gain : [1 10 ;1 1]
Dans cet exemple, β = 10, la matrice de gain utilisée est donc la suivante :
G =
(
1 10
1 1
)
(6.2)
Dans la figure 6.2, les observations sont représentées dans la partie supérieure tandis
que la partie inférieure montre les résultats de SOBI. La figure 6.3 montre les résultats
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Fig. 6.2 – Observations et SOBI, cas 2, β = 10
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Fig. 6.3 – Décorrélation et prédiction linéaire, cas, 2 β = 10
de la décorrélation et de la prédiction linéaire. La figure 6.4 présente les résultats de
l’annulation d’intercumulants avec et sans blanchiment. De même, la figure 6.5 présente
les résultats des fonctions de contraste avec et sans pré-blanchiment. Enfin, la figure 6.6
montre les résultats obtenus par la méthode fréquentielle.
Les ordres des filtres séparants sont également précisés sur les figures. Pour l’annulation
des cumulants, dmi (resp.dMi) représente la borne inférieure (resp. supérieure) du filtre
Gi,j(z). Pour la décorrélation, Degrei est la borne supérieure du filtre Gi,j(z), la borne
inférieure étant toujours fixée à 0. Puisqu’on est en présence d’un seul bruit, les paramètres
Degre2, dm2 et dM2 sont fixés à 0 (mélange instantané). Après plusieurs essais, nous
avons choisi de fixer les paramètres dm1 et dM1 respectivement à -5 et 5, enfin, Degre1 =
5.
Dans le tableau 6.1, sont résumés les différents taux de séparation calculés dans le cas
présenté ci-dessus. Tout d’abord, nous exposons les taux de séparation de chacune des
sources puis le taux moyen de séparation.
6.2 Étude sur signaux réels : les courants de Foucault 113
−20 0 20 40
−20
−10
0
10
20
Cum. bl.
−10 −5 0 5 10
−10
−5
0
5
10
dm1 = −5;dM1 = 5;dm2=0;dM2 = 0
−20 0 20 40
−20
−10
0
10
20
Cum. non bl.
−10 −5 0 5 10
−15
−10
−5
0
5
10
dm1 = −5;dM1 = 5;dm2=0;dM2 = 0
Fig. 6.4 – Cumulants avec et sans blanchiment, cas 2, β = 10
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Fig. 6.5 – Contraste sans et avec blanchiment, cas 2, β = 10
-0.3
-0.2
-0.1
0
0.1
0.2
0.3
0.4
0.5
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-10
-8
-6
-4
-2
0
2
4
6
8
10
-8 -6 -4 -2 0 2 4 6 8
Fig. 6.6 – Méthode fréquentielle, cas 2, β = 10
114 Simulations et résultats expérimentaux
−4 −2 0 2 4
−15
−10
−5
0
5
10
15
observation 1
MELANGE DE ZIP ET DE DEFAUT
−2 0 2 4
−2
−1
0
1
2
3
 sortie 1 SOBI
−20 −10 0 10 20
−5
0
5
 sortie 2 SOBI
−10 −5 0 5 10
−10
−5
0
5
10
 observation 2
G = [1 1;1 1]
Fig. 6.7 – Observations et SOBI, cas 2 tube 1, défaut2, β = 1
Dans ce tableau et ceux qui suivent, le premier taux de séparation correspond à la
reconstruction du bruit tandis que le second est celui du défaut.
SOBI Décorr. Préd. lin. Cum. bl. Cum. non bl. Contr. bl. Contr. non bl. Mét. fréq.
TSEP1 0.0023 0.0105 0.0083 0.0435 0.0389 0.0377 0.0125 0.0707
TSEP2 0.0050 0.0061 0.0573 0.016 0.0521 0.5394 0.0936 0.0707
TSEP 0.0036 0.0083 0.0328 0.0298 0.0455 0.2885 0.053 0.0707
Tab. 6.1 – Taux de séparation, cas 2, β = 10
À part la méthode de maximisation de contraste avec préblanchiment (pour laquelle
le bruit est bien reconstruit mais pas le défaut) et la méthode fréquentielle, l’ensemble des
techniques donne des résultats assez satisfaisants.
Matrice de gain : [1 1 ;1 1]
Cette fois-ci, aucun gain n’a été ajouté (β = 1). Le problème est que dans ce cas, comme
nous allons le voir, le bruit peut être trop faible pour que nos méthodes de séparation
puisse le détecter. Les figures sont présentées dans le même ordre que dans le cas précédent.
Seuls SOBI la méthode fréquentielle et la prédiction linéaire semblent avoir plus ou
moins séparés. Aussi ne présenterons-nous pas les autres taux de séparation qui n’ont
aucun sens.
• SOBI :
– TSEP1 = 0.0227
– TSEP2 = 0.0267
• Préd. lin. :
– TSEP1 = 0.1067
– TSEP2 = 0.1204
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Fig. 6.8 – Décorrélation et prédiction linéaire, cas 2 tube 1, défaut2, β = 1
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Fig. 6.9 – Cumulants avec et sans blanchiment, cas 2 tube 1, défaut2, β = 1
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Fig. 6.10 – Contraste sans et avec blanchiment , cas 2 tube 1, défaut2, β = 1
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Fig. 6.11 – Méthode fréquentielle, cas 2 tube 1, défaut2, β = 1
SOBI Décorr. Préd. lin. Cum. bl. Cum. non bl. Contr. bl. Contr. non bl. Mét. fréq.
TSEP1 0.0013 0.0207 0.0069 0.0011 0.0248 0.0111 0.1272 0.37
TSEP2 0.0179 0.3729 0.0565 0.0305 0.0246 0.9868 0.3165 0.52
TSEP 0.0096 0.1968 0.0317 0.0158 0.0247 0.499 0.2218 0.445
Tab. 6.2 – Taux de séparation, cas 3, β = 10
• Mét. fréq. :
– TSEP1 = 0.0.0635
– TSEP2 = 0.0712
On peut noter que les méthodes d’annulation des cumulants croisés ont permis de retrouver
deux défauts qui semblent être les complexes conjugués des défauts initiaux, à un bruit
résiduel près.
Cas 3
On est cette fois en présence de deux bruits différents mais du même défaut sur les deux
capteurs. Les observations sont ainsi de la forme :{
y1(n) = d2(n) + βb1(n)
y2(n) = d2(n) + b2(n)
(6.3)
On espère ici encore que le bruit b1(n) est une version filtrée du bruit b2(n).
Matrice de gain : [1 10 ;1 1]
β est donc égal à 10.
Dans le même ordre que pour le cas précédent, nous présentons les résultats des différentes
méthodes (figures 6.12-6.16).
Le tableau 6.2 résume les différentes valeurs des taux de séparation.
Si les cumulants, la prédiction linéaire et SOBI semblent avoir bien séparé les défauts
des sources, ce n’est pas les cas des autres méthodes.
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Fig. 6.12 – Observations et SOBI, cas 3 tube 1, défaut2, β = 10
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Fig. 6.13 – Décorrélation et prédiction linéaire, cas 3 tube 1, défaut2, β = 10
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Fig. 6.14 – Cumulants avec et sans blanchiment, cas 3 tube 1, défaut2, β = 10
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Fig. 6.15 – Contraste sans et avec blanchiment , cas 3 tube 1, défaut2, β = 10
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Fig. 6.16 – Méthode fréquentielle, cas 3 tube 1, défaut2, β = 10
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Fig. 6.17 – Observations et SOBI, cas 3, β = 1
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Fig. 6.18 – Décorrélation et prédiction linéaire, cas 3, β = 1
Matrice de gain : [1 1 ;1 1]
β est maintenant égal à 1.
Comme pour le cas 2, le bruit n’est pas assez présent pour que la séparation puisse
réellement se faire. Les figures 6.17-6.21 l’illustrent. Les taux de séparation ne seront pas
donnés puisqu’ils n’ont aucune pertinence.
Les meilleurs résultats (les seuls plus ou moins significatifs) ont été obtenus pour la
méthode fréquentielle : TSEP1 = 0.0664 et TSEP2 = 0.0685, pour la méthode des fonc-
tions de contraste sans blanchiment : TSEP1 = 0, 2765 et TSEP2 = 0, 261, puis pour la
décorrélation : TSEP1 = 0, 6261 et TSEP2 = 0, 2639.
Cas 4
Dans ce cas, le mélange est réel. C’est à dire que sur le capteur 1, on a un mélange d’un
bruit avec un défaut, tandis que sur le capteur 2, on a un mélange de l’autre bruit avec
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Fig. 6.19 – Cumulants avec et sans blanchiment, cas 3, β = 1
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Fig. 6.20 – Contraste sans et avec blanchiment, cas 3, β = 1
-1
-0.5
0
0.5
1
1.5
-1.5 -1 -0.5 0 0.5 1 1.5
-10
-8
-6
-4
-2
0
2
4
6
8
-8 -6 -4 -2 0 2 4 6 8
Fig. 6.21 – Méthode fréquentielle, cas 3, β = 1
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Fig. 6.22 – Observations et SOBI, cas 4, β = 10
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Fig. 6.23 – Décorrélation et prédiction linéaire, cas 4, β = 10
l’autre défaut. Le mélange se présente alors sous la forme :
{
y1(n) = d1(n) + βb1(n)
y2(n) = d2(n) + b2(n)
(6.4)
Matrice de gain : [1 10 ;1 1]
Les figures 6.22-6.26 montrent les résultats.
Le tableau 6.3 résume les différentes valeurs des taux de séparation.
Dans ce cas, la prédiction linéaire, la décorrélation et SOBI donnent encore des résul-
tats assez satisfaisants.
Matrice de gain : [1 1 ;1 1]
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Fig. 6.24 – Cumulants avec et sans blanchiment, cas 4, β = 10
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Fig. 6.25 – Contraste sans et avec blanchiment, cas 4, β = 10
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Fig. 6.26 – Méthode fréquentielle, cas 4, β = 10
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SOBI Décorr. Préd. lin. Cum. bl. Cum. non bl. Contr. bl. Contr. non bl. Mét. fréq.
TSEP1 0.0016 0.0078 0.0126 0.1007 0.0578 0.2859 0.9744 0.0841
TSEP2 0.0171 0.0399 0.0544 0.4806 0.3015 0.8631 0.3971 0.0801
TSEP 0.0094 0.0239 0.0335 0.2906 0.1796 0.5745 0.6858 0.0821
Tab. 6.3 – Taux de séparation, cas 4, β = 10
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Fig. 6.27 – Observations et SOBI, cas 4, β = 1
Le mélange se présente alors sous la forme :{
y1(n) = d1(n) + b1(n)
y2(n) = d2(n) + b2(n)
(6.5)
Les figures 6.27-6.31 montrent les résultats.
Les seuls résultats plus ou moins probants sont ceux exposés dans le tableau 6.4.
Signaux réels
Dans cette section, nous nous contenterons de montrer les observations et les résultats
des différentes techniques de séparation. Il semble que ni la prédiction linéaire (une
des techniques les plus efficaces sur signaux synthétiques pourtant) ni les cumulants ni
les contrastes n’ont réussi à séparer. Dans ces cas, seul un des signaux est prépondérant
SOBI Préd. lin. Contr. non bl. Mét. fréq.
TSEP1 0.0417 0.4475 0.1109 0.0630
TSEP2 0.0373 0.4535 0.115 0.0669
TSEP 0.0395 0.4505 0.113 0.0649
Tab. 6.4 – Taux de séparation, cas 4, β = 1
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Fig. 6.28 – Décorrélation et prédiction linéaire, cas 4, β = 1
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Fig. 6.29 – Cumulants avec et sans blanchiment, cas 4, β = 1
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Fig. 6.30 – Contraste sans et avec blanchiment, cas 4, β = 1
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Fig. 6.31 – Méthode fréquentielle, cas 4, β = 1
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Fig. 6.32 – Observations et SOBI, signaux réels
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Fig. 6.33 – Décorrélation et prédiction linéaire, signaux réels
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Fig. 6.34 – Cumulants croisés avec et sans blanchiment, signaux réels
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Fig. 6.35 – Contrastes avec et sans préblanchiment, signaux réels
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Fig. 6.36 – Méthode fréquentielle, signaux réels
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Fig. 6.37 – Parties réelles et imaginaires des observations, cas 4
sur chaque contribution (soit le défaut soit le bruit). Encore une fois, c’est la méthode
fréquentielle qui donne les meilleurs résultats.
6.2.3 Commentaires et problèmes possibles
Les signaux
On a vu que dans les trois cas étudiés (signaux synthétiques) aux paragraphes précédents,
il y a une grosse différence de niveau entre les bruits et les défauts. Les bruits sont parfois
tellement faibles par rapport aux défauts que les algorithmes de séparation n’arrivent pas
forcément à les distinguer des défauts.
Mais il y a parfois également une importante différence de niveaux entre les parties
réelles et imaginaires des signaux. Ceci est dû à la construction même des bandes de
signaux synthétiques qui sont recalibrés après mesures. Ce possible problème est illustré
par la figure 6.37 représentant le mélange dans le cas 4 où il n’y a aucun gain (tous les
coefficients de la matrice de gain sont égaux à 1). Dans ce cas, sur la partie imaginaire
des observations (figures de droite), le défaut n’est quasiment pas visible. Par contre, sur
la partie réelle (figures de gauche), le mélange semble réellement exister.
D’autre part, comme le montre la figure 6.38, les défauts ne semblent pas réellement
être stationnaires. Par ailleurs, on a vu à la section 5.2, que la méthode d’annulation des
cumulants nécessitait beaucoup d’échantillons (les simulations étaient faites avec entre 5
et 10 000 échantillons) afin d’avoir de bonnes statistiques. Ceci est également vrai pour les
autres méthodes. Or, dans ces expériences, nous ne disposons que de 1000 échantillons.
Toutefois, le problème majeur réside sans doute dans la nature même des défauts :
seuls un très petit nombre d’échantillons est significatif (sans doute une vingtaine), les
autres étant nuls. On se doute que des statistiques sur ces signaux, certainement non
stationnaires, ne peuvent être fiables.
Enfin, les experts n’ont pas su dire s’il existait réellement un filtre linéaire liant le
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Fig. 6.38 – Parties réelles et imaginaires des défauts
premier défaut au second.
La décorrélation
Nous avons montré au chapitre 3 que les résultats de la décorrélation dépendaient gran-
dement de l’initialisation des filtres Gij(z). Dans toutes les simulations de ce rapport, ils
ont été initialisés à des vecteurs de 10 (Gij = [10, . . . , 10]).
L’annulation des cumulants croisés
Nous avons remarqué que cette méthode engendrait parfois deux défauts à la place d’un
défaut et un bruit. Ceci est sans doute en partie dû au fait que lorsqu’on calcule la somme
des cumulants croisés entre un défaut di(t) et son complexe conjugué d∗i (t), on trouve des
valeurs proches de 0.
Les contrastes
1. Avec cette technique, pour estimer la seconde source, on procède à une soustraction
de la version filtrée de la première. L’erreur sur la première source se reporte donc
sur la seconde. Si un défaut a été estimé en premier et même si le taux de séparation
est bon pour cette estimation, l’erreur sur le deuxième taux de séparation va être
beaucoup plus grande puisque la puissance du défaut est beaucoup plus importante
que celle du bruit.
2. Il semble important de judicieusement choisir l’initialisation du filtre g(z) parce qu’il
est possible qu’il y ait des maxima locaux numériques. En pratique, il a été souvent
vu (pas uniquement par nous) que le filtre ayant des valeurs non nulles uniquement
autour de l’instant 0 semblaient adapté dans la plupart des cas. Dans toutes les
expériences présentées on a initialisé g(0) à 1 tandis que tous les autres coefficients
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étaient nuls.
3. Nous avons mené une étude complémentaire pour savoir si la fonction de contraste
se comportait plus ou moins bien selon les signaux sources (serait-elle plus ou moins
plate en son maximum selon la nature des signaux ?). Il s’avère qu’elle ne semble
pas très sensible à la nature des signaux.
N.B.Dans toutes les méthodes, il est parfois nécessaire d’enlever les tout premiers
échantillons et même parfois les tout derniers parce qu’ils ont été mal reconstruits.
6.3 Simulations
Cette section a pour but de présenter les résultats d’une évaluation systématique des
approches temporelles et fréquentielle décrites lors de cette thèse.
6.3.1 Génération des données
Nous n’avons considéré que le cas où le nombre de capteurs et le nombre de sources
sont égaux à deux.
Les signaux
Plusieurs types de signaux sont étudiés. Dans tous les cas, ils sont issus d’une trans-
formation de séquences i.i.d.. Ces séquences sont d’une part de loi uniforme centrée et de
variance 1, d’autre part de loi de Bernouilli prenant pour valeurs -1 et 1.
Les premières sources étudiées sont, comme dans les simulations présentées pour la
validation de méthodes précédemment expliquées (voir par exemple chapitre 3), des filtrés
de signaux i.i.d. avec « faible coloration ». Les filtres sont, dans les deux cas, à réponse
impulsionnelle infinie de pôles et de zéros inférieurs à 0,5.
On utilisera également des signaux sources dont la bande passante est plus petite
que celle sélectionnée par le rythme d’échantillonnage. Ce type de coloration des sources
pose traditionnellement beaucoup de problèmes, liés le plus souvent à des problèmes de
conditionnement de matrices de covariance. Les signaux sources à bande limitée que nous
utilisons ici sont obtenus par filtrage linéaire de suites i.i.d.. On considère deux filtres RIF
très sélectifs dont les bandes passantes sont les intervalles [0.2 + k/10, 0.8 + k/8], où k
vaut 1 dans le cas de la première source et 2 dans le cas de la seconde source (l’ensemble
des fréquences normalisées est [0, 1]).
Enfin, on testera les différentes méthodes dans le cas où les signaux sources ne sont
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pas linéaires1. Une des sources est obtenue par codage convolutif de la première séquence
i.i.d. (voir § 4.3.2 pour plus de détails) tandis que la seconde est obtenue par un filtrage
linéaire auquel on a ajouté une non-linéarité de type exponentiel.
Les filtres mélangeurs
Les filtres mélangeurs sont des filtres RIF 2 × 2 de degrés 5. Le paramètre le plus
critique concernant les filtres mélangeurs est la position de ses zéros par rapport au cercle
unité. En effet, toutes les approches considérées pour le moment consistent à inverser
approximativement le filtre mélangeur par un filtre RIF adapté suivant un critère per-
tinent. La qualité de l’approximation dépend essentiellement de la position des zéros du
filtre mélangeur : si ses zéros sont loin du cercle unité, on peut facilement approximer son
inverse par un filtre RIF de degré raisonnable ; ce n’est évidemment pas le cas si un ou
plusieurs zéros sont proches du cercle unité. Afin de contrôler facilement ces paramètres,
les filtres mélangeurs sont générés par le biais de l’algorithme de Schur-Levinson dans le-
quel la position du module des valeurs singulières des coefficients de réflexion par rapport
à 1 donne une indication sur la position des zéros du filtre résultant. On peut également
fixer le nombre de zéros à l’intérieur et à l’extérieur du cercle unité. Par conséquent, on
considérera quatre types de filtres : les filtres à phase minimale « faciles » (zéros éloignés
du cercle unité), les filtres à phase minimale « difficiles » (zéros proches du cercle unité),
les filtres à phase non minimale « faciles », et les filtres à phase non minimale « difficiles ».
L’algorithme de Schur-Levinson permet de contrôler facilement la position des zéros
du filtre mélangeur. Par contre, l’importance respective de chaque source dans le mélange
est un paramètre qui lui échappe totalement. Par conséquent, pour chaque filtre généré,
nous fournissons également les pourcentages initiaux (voir § 6.1).
Mentionnons que, contrairement à certaines simulations (en particulier celles liées à la
décorrélation), les éléments diagonaux du filtre mélangeur ne sont plus réduits à l’iden-
tité. Aussi, même lorsque le filtre est à phase minimale, les hypothèses nécessaires à la
décorrélation ne sont plus rencontrées (voir § 3.1).
Quelques valeurs de paramètres clés
Dans les méthodes utilisant un prédicteur linéaire, la taille du prédicteur est égale
à 20. Par ailleurs, que ce soit dans le cadre de l’annulation des cumulants croisés ou de
l’optimisation du cumulant d’ordre 4, les filtres RIF supposés inverser le mélange sont non
causaux, ont 21 coefficients (dix dans les négatifs, dix dans les positifs), et sont initialisés
1on rappelle qu’une source est dite linéaire si elle est obtenue par filtrage linéaire d’une séquence i.i.d.
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à 1 au centre et 0 ailleurs, comme c’est l’usage dans ce type de problème. Le filtre dé-
convolueur pour la méthode de décorrélation à lui aussi 21 coefficients. Il est évidemment
causal et est initialisé à 1 en son coefficient instantané (degré 0), à 0 ailleurs. Enfin, on
travaille sur 10 000 d’échantillons dans tous les cas.
6.3.2 Résultats
L’ensemble des résultats est résumé à l’annexe D.
Remarques générales sur les résultats :
Comme on l’avait montré au chapitre 3, la décorrélation donne toujours des résultats
désastreux.
Le point le plus étonnant concerne la technique basée sur l’annulation des cumulants
croisés qui ne fonctionne ici dans aucun cas alors que ce type d’algorithme avait donné
lieu à de bons taux de séparation dans des situations plus simples. Ceci semble lié à deux
facteurs.
– Tout d’abord, cette méthode se base sur des filtres de mélanges diagonaux normalisés
à 1, ce qui n’est pas le cas ici. Pour se ramener à ce type de situation, il suffit de
diviser la première colonne de H(z) par H1,1(z), et sa deuxième colonne par H2,2(z).
Ceci augmente bien entendu le nombre de coefficients à utiliser pour inverser le filtre
dans de bonnes conditions.
– Le deuxième facteur est lié au fait que la méthode est basée sur l’optimisation d’une
fonction de coût non convexe par le biais d’un algorithme de relaxation. Le nombre
de paramètres à déterminer est ici de 42 (21 pour chaque filtre RIF). On conçoit dès
lors que les algorithmes puissent converger vers des minima locaux non séparants.
La prédiction linéaire donne de bons résultats lorsque le filtre est à phase minimale (ce
qui correspond aux résultats théoriques).
La méthode des contrastes marche en général bien mieux avec pré-blanchiment que
sans.
Par ailleurs, comme on pouvait s’y attendre, les résultats sont uniformément désastreux
lorsque les signaux sources sont à bande limitée. Enfin, comme on pouvait s’en douter,
des problèmes surviennent lorsque les valeurs de PIN sont trop loin de 50%, c’est-à-dire
quand il y a une trop grande différence de puissance entre les deux contributions.
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Filtres à phase minimale
Zéros loin du cercle unité
A. Signaux source à faible coloration
On peut remarquer que la décorrélation, la méthode fréquentielle ainsi que l’annula-
tion des cumulants croisés marchent mal dans l’ensemble, même dans ce cas (qui devrait
être plutôt facile). D’autre part, la prédiction linéaire résiste bien aux inégalités de puis-
sance des source (cf 5ie`meou 8ie`mesimulation par exemple). La technique d’optimisation des
cumulants d’ordre 4 avec pré-blanchiment donne dans 8 cas sur 10 des résultats du même
ordre que la prédiction linéaire. Rappelons que le filtre étant à phase minimale, l’essentiel
de la déconvolution est réalisée par le prédicteur linéaire, et qu’il suffirait de le compléter
en adaptant des filtres instantanés (RIF de degré 0). Puisque l’on adapte des filtres à 21
coefficients, on observe une certaine dégradation des performances. Dans 2 cas sur 10, les
performances sont assez à très mauvaises, ce qui semble lié à un déséquilibre entre les
puissances des sources (expériences 5 et 10). Lorsqu’une des contributions est très pré-
pondérante, on imagine que cette contribution va être bien reconstituée, contrairement à
l’autre. C’est effectivement le cas pour la 10ie`mesimulation par exemple. Par contre, dans
la 5ie`mesimulation, le problème est que la déflation cherche à reconstituer la contribution
la plus faible en premier. L’erreur obtenue se propage dans l’estimation de la seconde et
le résultat est mauvais pour les deux contributions. On peut noter que ce n’est pas le cas
pour les contrastes sans préblanchiment où la première source de la 5ie`mecontribution est
bien reconstituée.
Les performances fournies par les contrastes sans blanchiment sont nettement moins
bonnes : ceci est logique dans la mesure où le prédicteur linéaire effectue dans ce cas par-
ticulier de filtre à phase minimale « l’essentiel du travail ». Cependant, il y a lieu d’être
déçu des résultats.
B. Signaux source à bandes limitées
On remarque que dans ce cas (tableau D.2), aucune des méthodes ne semble réellement
marcher. Il est à noter que les mélanges sont, la plupart du temps, très déséquilibrés ; dans
ces cas, une des sources est en général à peu près bien reconstituée par les contrastes avec
pré-blanchiment.
C. Sources non linéaires
Dans ce cas (cf tableau D.3), la prédiction linéaire marche très bien. La seule autre mé-
thode qui semble marcher relativement bien est la maximisation de contrastes, surtout avec
pré-blanchiment, donnant parfois de meilleurs résultats que la prédiction linéaire, d’autres
fois de moins bons. Une fois encore, la maximisation des cumulants d’ordre 4 arrivent par-
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fois à retrouver la source prépondérante en cas de mélange déséquilibré (5ie`mesimulation
par exemple).
Zéros proches du cercle unité
A. Signaux source à faible coloration
Contrairement à ce qu’on aurait pu croire, la prédiction linéaire résiste relativement
bien au problème du filtre à phase minimum avec des zéros proches du cercles unité (cf
tableau D.4), même si on observe tout de même une dégradation des taux de séparation.
Les cas où les résultats sont moins bons ne semblent pas liés à la valeur de PIN puisque
l’on a par exemple mauvaise séparation à la 9ie`mesimulation. Les résultats des contrastes
avec pré-blanchiment sont à peu près équivalents à ceux de la prédiction linéaire, parfois
meilleurs. Comme précédemment, sans pré-blanchiment, les résultats sont bien moins
bons.
Les filtres mélangeurs s’évanouissant, dans ce cas, lentement, une augmentation de
la taille des filtres déconvolueurs améliorerait sans doute la qualité de la séparation par
maximisation de contrastes.
B. Signaux source à bandes limitées
Comme on s’en doutait au vu du premier cas où les sources étaient à bandes limitées,
aucun résultat n’est probant (voir tableau D.5). Certains sont médiocres, la plupart mau-
vais. Lorsque les valeurs de PIN sont très loin de 50, la prédiction linéaire et les contrastes
arrivent en général à retrouver une des contributions à peu près correctement, ce qui est
tout de même rassurant.
C. Sources non linéaires
Dans cet exemple (voir tableau D.6), c’est la prédiction linéaire qui marche le mieux.
En effet, mise à part la septième simulation, toutes les autres donnent des taux bons à
médiocres. Encore une fois, puisque le filtre est à phase minimale, les contrastes avec pré-
blanchiment donnent des résultats à peu près équivalents à la prédiction linéaire, parfois
meilleurs (dans la sixième simulation par exemple), d’autres fois moins bons (septième
simulation). Comme on l’a précédemment dit, dans le cas où le filtre est à phase minimale,
il semble logique qu’un post-traitement instantané marche mieux qu’un post-traitement
convolutif.
Filtres à phase non minimale
Zéros loin du cercle unité
A. Signaux source à faible coloration
Comme prévu par la théorie, la prédiction ne marche plus quand le filtre n’est plus à
134 Simulations et résultats expérimentaux
phase minimale. Seule les contrastes avec pré-blanchiment donnent de bons résultats dans
neuf cas sur dix (cf tableau D.7). Le cas où les contrastes ne marche pas ne semblent pas
directement lié aux PIN.
Lorsque le mélange est très déséquilibré, les contrastes sans pré-blanchiment arrivent
tout de même à reconstituer une des sources (3ie`mesimulation par exemple).
B. Signaux source à bandes limitées
Dans ce cas (cf tableau D.8), aucune méthode ne marche vraiment. Mise à part quelques
cas pour les contrastes pour lesquels une des sources est correctement reconstituée. Ce
n’est pas surprenant puisque les sources sont à bandes limitées et que les valeurs de PIN
sont souvent très éloignées de 50%.
C. Sources non linéaires
Même si, en théorie, la prédiction linéaire ne devrait pas marcher, cette méthode permet
parfois de retrouver une des sources correctement – lorsque les mélanges sont déséquili-
brés– (cf tableau D.9, 3ie`mesimulation). Les contrastes marchent bien dans 7 cas sur 10.
Dans les trois derniers (2, 9 et 10), une des sources est relativement bien reconstituée,
contrairement à l’autre. Il faut préciser que, dans la majeure partie de cette série de si-
mulations, il existe une grande différence de puissance entre les deux contributions dans
les mélanges (PIN très loin de 50%).
Zéros proches du cercle unité
A. Signaux source à faible coloration
Dans un cas sur deux, les contrastes avec pré-blanchiment marchent bien. Comme précé-
demment, en cas de mélange déséquilibré, la prédiction linéaire permet d’estimer correc-
tement la source prépondérante ; curieusement, elle tire parfois son épingle du jeu dans
d’autres cas, comme dans la sixième simulation.
B. Signaux source à bandes limitées
Comme d’habitude, très peu de résultats probants avec des sources à bandes limitées (cf
tableau D.11).
C. Sources non linéaires
Bizarrement, quelques cas marchent relativement bien avec la prédiction linéaire (cf ta-
bleau D.12, première simulation par exemple). Environ un cas sur deux est correct avec
les contrastes pré-blanchis, mais là encore, de nombreux mélanges sont très déséquilibrés.
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6.3.3 Commentaires
Comme on pouvait le prévoir, aucune méthode temporelle ne donne de résultats cor-
rects lorsque les signaux sont à bande limitée. On aurait pu penser que, dans ce cas, la
méthode fréquentielle permettrait de séparer mais elle ne donne pas de meilleurs taux de
séparation que les autres. Les commentaires qui suivent ne tiendront donc pas compte de
la série de simulations liées aux signaux à bande limitée.
La décorrélation
Cette étude systématique conforte largement ce qu’on avait montré au sujet de la dé-
corrélation : les résultats sont désastreux. On rappelle que ceci vient également du fait
que, dans aucun cas, la matrice de mélange normalisée (avec des 1 sur la diagonale) n’est
nécessairement à phase minimale. Cependant, en faisant varier l’initialisation des filtres
déconvolueurs, on pourrait certainement améliorer les résultats mais tel n’était pas le but
de cet ensemble d’expériences.
La prédiction linéaire
La prédiction linéaire donne des résultats satisfaisants lorsque le filtre est à phase mini-
male. Cette algorithme est par ailleurs d’une grande robustesse : même lorsque le filtre
mélangeur H(z) est à phase minimale mais avec des zéros proches du cercle unité, les
résultats continuent à être assez satisfaisants dans l’ensemble.
L’annulation des cumulants croisés
L’annulation des cumulants croisés donne des résultats décevants. Ceci vient sans doute
du fait que l’algorithme utilisé est un algorithme de relaxation. On a dans ce cas 42
paramètres complexes à optimiser. À chaque étape, 21 d’entre eux sont fixés, les autres
sont adaptés. La fonction de coût est donc loin d’être convexe et on a beaucoup de chance
d’« aller dans une mauvaise direction ».
Enfin, lors des précédentes simulations (cf section 5.2), les termes diagonaux du filtre
mélangeur (H11(z) et H22(z)) étant normalisés à 1, le problème était plus simple. De plus,
après cette normalisation, le nombre de coefficients à adapter était bien moindre.
Les contrastes
Il y a une grande disparité de résultats entre les contrastes avec ou sans pré-blanchiment.
Dans le cas des filtres à phase minimale, ceci paraît normal puisqu’après pré-blanchiment,
comme on l’a vu dans le cadre de la prédiction linéaire, on n’a plus qu’un mélange ins-
tantané. Dans le cas contraire, le pré-blanchiment déconvolue la partie à phase minimale
du filtre et diminue de fait la difficulté de l’étape de maximisation du cumulant d’ordre 4.
Par ailleurs, les problèmes posés par la méthode des contrastes sans blanchiment peuvent
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aussi s’expliquer dans le cas où la matrice de covariance Ryy des observations est mal
conditionnée. En effet, on rappelle qu’à chaque étape, le filtre séparant g(z) est normalisé
par E[(gTy(n))2] = gTRyyg où g est la matrice des coefficients de g(z). Alors que si les
observations sont pré-blanchies, la normalisation se réduit à gTg. Si pour certaines itéra-
tions de la méthode sans pré-blanchiment, le filtre g(z) est tel que gTRyyg est faible, la
normalisation peut poser d’importants problèmes numériques.
Une étude a montré que lorsque les contributions sont à puissances très inégales (PIN
très loin de 50%), les résultats sont mauvais lorsque la première source estimée par dé-
flation est celle de faible puissance. Aussi, un changement d’initialisation peut largement
améliorer les taux de séparation puisque, dans ce cas, la source dominante peut être
estimée en premier. Ce résultat met en valeur un problème inhérent à la technique de
déflation : les erreurs liées à l’estimation de la première source se propagent à l’estimation
des suivantes et ce, même si la réinitialisation tente de pallier ce problème.
La méthode fréquentielle
Dans aucun cas, la méthode fréquentielle ne donne de résultats satisfaisants. Un calcul
des kurtosis fréquentiels des sources estimées montrent que les estimées sont gaussiennes
dans quasiment tous les canaux. Ceci explique en partie ces mauvaises performances.
Enfin, comme pour les autres méthodes, les paramètres de l’algorithme ne peuvent être
fixés ; normalement, une analyse spectrale permet au moins de fixer le nombre de canaux
fréquentiels.
6.4 Résistance des contrastes au bruit
Le but de cette section est de reprendre les simulations étudiées à la section précé-
dente (sauf les exemples liés à des sources à bande limitée puisqu’ils n’ont aucun sens) et
d’ajouter du bruit afin de tester la résistance des contrastes avec préblanchiment.
Dans tous les cas, le bruit ajouté est gaussien, indépendant des sources. Pour chaque
cas, le rapport signal à bruit par rapport à chaque contribution est précisé. L’ensemble
des résultats est présenté en annexe E.
Ces résultats montrent que la méthode de maximisation de fonctions de contrastes
semble bien résister au bruit dans l’ensemble, si le rapport signal à bruit est inférieur à
30dB ou 20dB selon les cas.
6.5 Conclusion
Dans ce chapitre, nous nous sommes intéressés à la validation expérimentale des dif-
férentes techniques étudiées au cours de cette thèse.
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Nous avons tout d’abord présenté des résultats d’expériences menées sur des signaux
réels, de type courants de Foucault. Les résultats liés à nos méthodes étaient comparés
à une séparation faite par un algorithme de mélange instantané (SOBI) déjà testé sur
ce problème. Nous avons expliqué pourquoi les méthodes de séparation de sources nous
semblent en fait assez peu adapté à ce problème : les signaux sont sans doute non sta-
tionnaires ; de plus, très peu d’échantillons significatifs du défaut (une des sources) sont
disponibles ce qui donne forcément lieu à de mauvais résultats statistiques. Outre SOBI,
c’est la méthode fréquentielle qui donne les meilleurs résultats dans l’ensemble.
Nous avons ensuite voulu tester l’ensemble de nos méthodes de manière très systéma-
tique sur un ensemble de simulations. Comme prévu, aucune technique ne marche lorsque
les signaux sont à bande limitée. Dans les autres cas, la décorrélation donne évidemment
des résultats désastreux. Il en est de même pour la méthode fréquentielle, sans doute entre
autre à cause du nombre important de paramètres empiriques que nous n’ajustons pas.
L’annulation des cumulants croisés donne également des résultats assez décevants ; ces ré-
sultats sont certainement liés au nombre important de coefficients à ajuster simultanément
avec une fonction non convexe.
La prédiction linéaire, quant à elle, marche bien lorsque les filtres mélangeurs sont à
phase minimale. Cette méthode présente même une grande robustesse au caractère phase
minimale : même lorsque les zéros du filtre mélangeurs sont proches du cercle unité, la
procédure continue à séparer correctement.
Enfin, nous avons expliqué pourquoi il existe une grande disparité de résultats entre
les contrastes avec et sans préblanchiment. Avec préblanchiment, lorsque les filtres sont
à phase minimale, les taux de séparation sont en général comparables à ceux obtenus
par prédiction linéaire. Lorsque le mélange est à peu près équilibré, la maximisation de
contrastes permet en général de séparer à peu près correctement.
Nous avons également montré que les contrastes résistent bien à la présence d’un bruit
additif gaussien dans les mélanges lorsque celui-ci est inférieur à 30 ou 20 dB.
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Chapitre 7
Conclusion
Tout au long de cette thèse, nous nous sommes intéressés à l’étude et à l’implantation
de diverses techniques de séparation aveugle des sources en mélange convolutif. Certaines
ont fait l’objet d’une étude théorique, d’autres ont simplement été adaptées, éventuelle-
ment généralisées et implantées. L’ensemble de ces méthodes ont ensuite été testées et
comparées expérimentalement.
Nous avons commencé par présenter des résultats concernant les techniques du second
ordre. En effet, si de nombreuses applications pratiques utilisent ces méthodes, fort peu
de résultats théoriques avaient été obtenus sur le sujet. Comme dans la plupart des tra-
vaux existants, nous nous sommes principalement intéressé au cas de mélanges à phase
minimale de deux sources/deux capteurs. Dans ce cadre, nous avons calculé une solution
analytique des équations de décorrélation. Lorsque le mélange est RII, nous avons ainsi
montré qu’il existe une infinité de solutions non séparantes à ces équations. Ces résultats
sont largement confirmés par les expériences puisque les solutions diffèrent complètement
selon l’initialisation. Lorsque le mélange est RIF par contre, contraindre le filtre décor-
rélant à être RIF permet en théorie (et sauf cas « pathologique » présenté en annexe
B.2) d’éliminer les solutions parasites. Cependant, la frontière entre le caractère RIF et le
caractère RII des filtres n’est pas nette et, même dans le cas RIF, le problème reste extrê-
mement mal conditionné. Ce résultat a été confirmé en pratique puisque les simulations ont
permis de mettre en évidence des minima locaux numériques n’assurant pas la séparation.
Nous nous sommes ensuite penché sur l’étude théorique d’une autre méthode : les
contrastes qui sont des fonctions particulièrement attrayantes puisqu’elles permettent de
caractériser l’indépendance statistique. Il n’est toutefois pas forcément aisé de trouver de
telles fonctions utilisables algorithmiquement. Nous nous sommes attaché à généraliser
ces fonctions lorsqu’aucune hypothèse n’est faite sur les sources, en particulier lorsqu’elles
ne sont pas i.i.d. ni filtrées linéaires de séquences i.i.d.. Après avoir expliqué les difficultés
rencontrées alors dans le cadre de méthodes bloc, nous avons montré comment adapter
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les fonctions de contraste, sans hypothèse sur les sources, en utilisant une méthode par
déflation. Les fonctions de contraste implantées (cumulants ou fonctions de cumulants)
présentent en outre l’avantage d’être maximales uniquement pour des solutions séparantes.
Une série de simulations a montré qu’il y avait souvent une amélioration des résultats
lorsque les observations sont préblanchies. Ceci s’explique par le fait que le préblanchiment
permet de déconvoluer la partie phase minimale du mélange ; d’autre part, il peut éviter
certains problèmes liés à un éventuel mauvais conditionnement de la matrice de corrélation
des observations.
Les simulations ont également montré les faiblesses de la déflation : si la première
source est mal estimée, cette mauvaise estimation se reporte sur les estimations suivantes,
même si cet inconvénient peut être partiellement pallié par une procédure de réinitia-
lisation. Enfin, une étude expérimentale a prouvé que la maximisation de fonctions de
contraste résistait assez bien à la présence de bruits additifs gaussiens dans le mélange.
Dans le cadre de la bibliothèque que nous devions fournir à EDF/DER, trois autres
techniques ont également été étudiées et implantées. La prédiction linéaire, tout d’abord,
a été généralisée au cas où le nombre de sources est inférieur ou égal au nombre de cap-
teurs. Cette méthode donne d’excellents résultats mais nécessite l’hypothèse –restrictive
lorsqu’il y a autant de sources que de capteurs– que le filtre mélangeur soit à phase mi-
nimale. On peut cependant noter que la prédiction linéaire est très robuste au caractère
phase minimale du mélange puisque, même lorsque le filtre mélangeur à ses zéros proches
du cercle unité, les résultats continuent à être tout à fait satisfaisants.
Nous avons ensuite utilisé une technique d’annulation de cumulants croisés d’ordre
3,1 qui ne nécessite aucune hypothèse sur le mélange. Si, sur des exemples simples, cet
algorithme converge très rapidement et donne d’excellents résultats, ce n’est plus le cas
lorsque les mélanges se compliquent. Ceci peut s’expliquer par le fait que cette méthode
requiert la minimisation d’un nombre éventuellement important de coefficients (les coef-
ficients du filtre déconvolueur) par une fonction qui n’est pas convexe.
Enfin, l’approche fréquentielle, proposée par C. Servière et al. a été présentée. Cette ap-
proche permet de transformer un mélange convolutif en un mélange instantané mais, dans
le cas de signaux large bande, ceci nécessite une grande complexité de calculs. Lorsque les
signaux sont à spectres continus, cette méthode est particulièrement complexe et donne
des résultats peu convaincants. Ceci est sans doute dû à des problèmes de gaussianisation
des signaux et au nombre important de paramètres empiriques à ajuster.
EDF/DER nous a fourni des signaux réels sur lesquels nous avons testé chacune de nos
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méthodes. Dans l’application utilisée, une des sources est transitoire (le défaut), tandis
que l’autre est stationnaire. La séparation de sources est en fait mal adaptée à ce type de
problèmes puisque, la plupart du temps, une seule source est présente dans le mélange et
que les statistiques liées aux défauts sont forcément peu fiables. Une méthode de locali-
sation du défaut puis de soustraction de bruit nous semblerait bien mieux adaptée à ce
type de problème.
Une étude sur des signaux de barrage est en cours mais des problèmes techniques nous
ont empêchés d’avoir accès plus tôt aux données.
Perspectives
Les travaux de recherche sur la séparation de sources en mélanges convolutifs sont
encore très nombreux ! Nous proposons tout de même quelques extensions aux travaux
présentés dans cette thèse qui nous semble particulièrement intéressantes.
La plupart des travaux en séparation de sources (sauf ceux dit essentiellement à l’ordre
deux) ont été réalisés dans le cadre de mélanges de deux sources et deux capteurs, le filtre
mélangeur présentant des 1 sur la diagonale, il est même souvent RIF et à phase minimale.
Il nous semblerait intéressant de continuer dans la lignée de cette thèse et de développer
des méthodes applicables lorsqu’on a plus de sources que de capteurs et que le mélange
est tout à fait quelconque.
D’autre part, on pourrait essayer d’utiliser des contraintes réalistes sur les sources (voir
[BMCM97, Pr93] qui utilisent la diversité spectrale par exemple) afin de pouvoir se res-
treindre à l’utilisation des statistiques d’ordre 2, en particulier dans l’approche prédiction
linéaire.
Une autre idée qui permettrait d’utiliser uniquement les statistiques à l’ordre 2 serait
d’étudier le cas de sources non stationnaires. En effet, comme nous l’avons évoqué au
chapitre 3, la non-stationnarité semble permettre de régulariser le problème de la décor-
rélation et pourrait rendre inutile l’utilisation des ordres supérieurs. Une étude théorique
de ce problème dans le cadre non-stationnaire nous semble particulièrement intéressante.
Par ailleurs, nous n’avons pas testé l’influence de la qualité de l’estimation des cu-
mulants dans les techniques qui les utilisent. Une estimation non biaisée améliorerait-elle
les résultats ? Quoiqu’il en soit, les cumulants ne sont en fait qu’une approximation gros-
sière des statistiques (équivalente à un développement de Gram-Charlier à l’ordre 4) des
signaux. Il serait donc intéressant de se pencher sur l’influence de ces approximations
dans le cadre de la séparation de sources en mélanges convolutifs. Une telle étude a été
faite par D.T. Pham dans le cadre d’approximation de fonctions scores pour des mélanges
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instantanés. Il a alors montré qu’une erreur d’estimation n’avait pas grande influence sur
la qualité du séparateur. Par contre, dans le cadre de mélanges non linéaires, A. Taleb
[Tal99] a montré que la qualité de l’estimation des fonctions scores était directement liée
à la qualité des performances. Qu’en est-il dans le cas convolutif ? En particulier, on peut
se demander en quoi l’utilisation des cumulants influe sur la qualité du séparateur mais
aussi sur la vitesse de convergence.
Annexes

Annexe A
Cumulants : définitions et propriétés
Dans tout ce qui suit, les variables et vecteurs aléatoires sont supposés stationnaires.
S’ils ne le sont pas, il suffit d’ajouter leur dépendance au temps et les définitions et
propriétés restent les mêmes.
A.1 Vecteurs aléatoires réels
A.1.1 Les moments
Moments de variables aléatoires à une dimension
Soit X une variable aléatoire à une dimension. On note pX(x) sa densité de probabilité.
Définition A.1.1 On appelle moments généralisés de la variable aléatoire X
E[f(x)] =
∫ +∞
−∞
f(x)pX(x)dx
• Si f(x) = x, E[f(x)] est la moyenne de X
• Si f(x) = x2, E[f(x)] est la variance de X
• Si f(x) = xm, E[f(x)] est le moment d’ordre m de X 1
• Si f(x) = ejuX, ϕX(u) = E[ejuX ] est la première fonction caractéristique de X
• ψX(u) = ln[ϕX(u)] est la seconde fonction caractéristique de X
En effectuant une transformée de Fourier inverse sur la première fonction caractéristique
de X, on retrouve sa densité de probabilité.
Les moments peuvent être obtenus à partir de la première fonction caractéristique :
E[Xm] = (−j)m d
mϕX(x)
dxm
∣∣∣∣
x=0
(A.1)
1La moyenne et la variance sont des cas particuliers du moment d’ordre m
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Moments de vecteurs aléatoires
Soit X un vecteur aléatoire n-dimensionnel et pX(x1, . . . , xn) sa densité de probabilité.
Alors sa première fonction caractéristique est définie par :
ϕX(u) = E[e
juT x] =
∫
IRn
eju
TxpX(x1, . . . , xn)dx1 . . . dxn
où u est un vecteur à n dimensions et x est le vecteur dont les composantes sont les xi,
i = 1, . . . , n. Comme dans le cas mono-dimensionnel, on peut calculer les moments à
partir de la première fonction caractéristique :
E[xm11 . . . x
mq
n ] = (−j)
∂qϕX(u)
dum1 . . . dumq
∣∣∣∣
u=0
(A.2)
A.1.2 Les cumulants
De même qu’on a redéfini les moments à partir de la première fonction caractéristique
(équations (A.1) et (A.2)), on définit les cumulants à partir de la seconde fonction
caractéristique :
cum(xn) = (−j)m d
mψX(x)
dxm
∣∣∣∣
x=0
en mono-dimensionnel et
cumm1,... ,mq(x) = (−j)
∂qψX(u)
dum1 . . . dumq
∣∣∣∣
u=0
en multi-dimensionnel.
Un développement en série du logarithme népérien permet de lier les cumulants aux
moments :
cumm1,... ,mq(x) =
n∑
p=1
(−1)p(p− 1)!E
[∏
i∈ν1
xi
]
. . . E
∏
i∈νp
xi

ν1, . . . , νp étant les p partitions de (1, . . . , n).
Tout cumulant peut donc s’exprimer en fonction des moments d’ordre inférieur ou égal.
En particulier, pour des variables aléatoires centrées, on a :
cum(x) = 0 (A.3)
cum(xixj) = E[xixj ]
cum(xixjxk) = E[xixjxk]
cum(xixjxkxl) = E[xixjxkxl]−E[xixj ]E[xkxl]− E[xixk]E[xjxl]− E[xixl]E[xjxk]
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Définition A.1.2 Le cumulant croisé d’ordre (i, j) entre les variables aléatoires x et
y est défini par
cumi,j(x, y) = cum(x, . . . , x︸ ︷︷ ︸
ifois
, y, . . . , y︸ ︷︷ ︸
jfois
)
L’auto-cumulant d’ordre n de la variable aléatoire x est défini par :
cumn(x) = cum(x, . . . , x︸ ︷︷ ︸
nfois
)
Définition A.1.3 Le kurtosis ou cumulant normalisé de x est défini par :
κx =
cum4(x)
(cum2(x))2
On peut réécrire le kurtosis en fonction des moments :
κx =
E[x4]
E2[x2]
− 3
Notation
On notera cumx(τ1, . . . , τn) = cum(x(t), x(t− τ1), . . . , x(t− τn))
Définition A.1.4 Une variable aléatoire x est dite blanche à l’ordre n si et seulement
si elle vérifie :
cumx(τ1, . . . , τn−1) =
(
n−1∏
k=1
δ(τk)
)
cumn(x)
où δ(τk) désigne le symbole de Kronecker 2.
Définition A.1.5 Une séquence aléatoire est dite indépendante et identiquement
distribuée (i.i.d.) si et seulement si elle est blanche à tout ordre.
A.1.3 Propriétés des cumulants
Multilinéarité
Soit (x1, . . . , xn) un n-uplet de variables aléatoires et (λ1, . . . , λn) un n-uplet de variables
déterministes. Alors,
cum(λ1x1, . . . , λnxn) = (
n∏
k=1
λk)cum(x1, . . . , xn) (A.4)
Indépendance
Soient x = (x1, . . . , xn)T et y = (y1, . . . , yn)T deux vecteurs aléatoires indépendants.
Alors :
2δ(τk) = 1 si τk = 0, 0 sinon
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•
cum(xi1 + yi1 , . . . , xin + yin) = cum(xi1 , . . . , xin) + cum(yi1, . . . , yin) (A.5)
pour (i1, . . . , in) partition de {1, . . . , n}
• En particulier,
cum(xi1 , . . . , xip−1, yip, xip+1 , . . . , xin) = 0 (A.6)
Kurtosis et gaussianité
Soit x une variable aléatoire de distribution gaussienne. Alors
κx = 0 (A.7)
cumn(x) = 0 ∀n ≥ 3 (A.8)
A.1.4 Quelques caractérisations à partir des cumulants
• Le cumulant d’ordre 2 (cum2(x)) caractérise la puissance du signal
• Le cumulant d’ordre 3 (cum3(x)) caractérise la dissymétrie du signal. On l’appelle
l’asymétrie. En effet, tout signal de densité de probabilité symétrique a son cumu-
lant d’ordre 3 nul.
• Le cumulant d’ordre 4 (cum4(x)) caractérise l’aplatissement de la loi de probabilité
relativement à la gaussienne (voir paragraphe précédent, κx = 0 si x gaussienne).
A.2 Vecteurs aléatoires complexes
Soit X un vecteur aléatoire complexe.
La première fonction caractéristique est définie par :
ϕX(x) = E
[
e
1
2
i(X†u+Xu†)
]
La seconde fonction caractéristique ψ étant déduite de la première comme dans le cas réel.
On définit alors les moments et les cumulants de manière similaire au cas réel :
E[xm1 . . . xmpx
∗
mp+1 . . . x
∗
mq ] = 2
q(−i)q ∂
qϕX(u)
dum1 . . . dumpdu
∗
mp+1
. . . du∗mq
∣∣∣∣∣
u=0
cum(xm1 . . . xmpx
∗
mp+1 . . . x
∗
mq) = 2
q(−i)q ∂
qψX(u)
dum1 . . . dumpdu
∗
mp+1
. . . du∗mq
∣∣∣∣∣
u=0
On notera cump,q(x) le cumulant cum(xm1 . . . xmpx
∗
mp+1
. . . x∗mq). Les propriétés sur les cu-
mulants pour les variables aléatoires complexes sont tout à fait similaires au cas réel. Pour
plus de précision, le lecteur pourra se reporter à [Lac96].
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Définition A.2.1 Une variable aléatoire complexe est circulaire si ses propriétés sta-
tistiques sont invariantes dans une rotation complexe. Cela implique que les variables
aléatoires X et Xeiθ ont la même loi quel que soit θ.
Pour une variable aléatoire circulaire, les seuls moments ou cumulants non-nuls sont ceux
qui contiennent autant de termes non complexes conjugués que de termes complexes
conjugués. En particulier, tous les moments et cumulants d’ordre impair sont nuls.
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Annexe B
Détails sur les résultats théoriques
relatifs à la décorrélation
B.1 Relation entre le filtre H(z) et le filtre G(z)
B.1.1 Cas 2 sources/2 capteurs
On rappelle (équation (3.6), page 40) que Θ(z) = g(z)−1G(z)H(z)f(z) est constante
et qu’on peut la paramétrer de la façon suivante (voir équation(3.8), 41) :
Θ =
[
cos θ sin θ
− sin θ cos θ
]
= cos θ
[
1 t
−t 1
]
N.B.Par souci de clarté, dans la suite de ce paragraphe, on omettra les z quand il n’y
aura pas de confusion possible
De (3.6), on tire :
G−1g = HfΘ (B.1)
Or
G =
(
1 −G12
−G21 1
)
donc
G =
1
det(G)
(
1 G12
G21 1
)
avec det(G) = 1−G12G21. Donc
(B.1) ⇔ 1
det(G)
(
1 G12
G21 1
)(
g1 0
0 g2
)
= cos(θ)
(
1 H12
H21 1
)(
f1 0
0 f2
)(
1 t
−t 1
)
⇔ 1
det(G)
(
g1 G12g2
G21g1 g2
)
= cos(θ)
(
f1 − tH12f2 H12f2 + tf1
H21f1 − tf2 f2 + tH21f1
)
(B.2)
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En identifiant les termes diagonaux à droite et à gauche de l’égalité, on obtient :
g1 = det(G)cos(θ)(f1 − tH12f2) (B.3)
g2 = det(G)cos(θ)(f2 + tH21f1)
Et comme
Gij =
Gijgj
gj
pour (i, j) ∈ {(1, 2), (2, 1)}, de (B.2) et (B.3), on déduit :{
G1,2(z) =
f2(z)H1,2(z)+tf1(z)
f2(z)+tf1(z)H2,1(z)
(3.9)
G2,1(z) =
f1(z)H2,1(z)−tf2(z)
f1(z)−tf2(z)H1,2(z)
B.1.2 Cas général : M sources/M capteurs
Suivant l’idée de H. Sahlin, on se propose de paramétrer G(z) de la façon suivante :
G = det(Hˆ)Hˆ−1
Ainsi, les éléments non diagonaux de G prennent la forme :
Gij = (−1)i+jdet({Hˆ}ji) (i, j) ∈ {1, N}2
où {Hˆ}ji est le cofacteur de Hˆ en j, i.
La matrice Hˆ étant l’estimée de la matrice H , il est naturel d’imposer à ces deux
matrices d’avoir la même structure. En particulier Hˆii(z) ≡ 1 ∀z.
La relation (3.6) devient alors :
Θ = g−1det(Hˆ)Hˆ−1Hf
où encore
HfΘT =
1
detHˆ
Hˆg (B.4)
On sait que multiplier une matrice A par une matrice diagonale B = diag(bi) revient à
multiplier chaque colonne A.i de A par bi. D’autre part, la matrice Hˆ ayant ses éléments
diagonaux réduits à 1, les éléments diagonaux du produit de droite de la relation (B.4)
sont réduits à :
1
detHˆ
gi ∀i = 1, . . . ,M
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Les éléments non diagonaux de cette même matrice sont de la forme :
1
det(Hˆ)
Hˆijgj ∀(i, j) ∈ {1,M}2, i = j
En identifiant ces deux expressions avec les éléments respectivement diagonaux et non
diagonaux de la matrice de gauche de (B.4), on obtient :
gi = det(Hˆ)(HfΘ
T )ii ∀i = 1, . . . ,M
et
Hˆij =
1
det(Hˆ)
Hˆijgj
1
detHˆ
gj
=
(HfΘT )ij
(HfΘT )jj
On peut réécrire cette dernière relation sous forme matricielle :
Hˆ = (HfΘT )
[
diag((HfΘT ))
]−1
Θ peut ensuite être paramétrée comme produit de matrices de Givens.
B.2 Cas « pathologique »
Nous expliquons, dans ce paragraphe, une méthode pour trouver une structure parti-
culière du filtre H(z) pour qu’il soit RIF mais qu’il existe quand même un filtre G(z) à
phase minimale décorrélant mais non séparant.
On se place dans le cas d’un mélange 2 sources/2 capteurs et, afin de simplifier les
calculs, on suppose que les sources sont blanches. Le filtre f est donc réduit à la matrice
identité. Dans ces conditions, le système (3.9) devient :{
G1,2(z) =
H1,2(z)+t
1+tH2,1(z)
G2,1(z) =
H2,1(z)−t
1−tH1,2(z)
On omettra, dans la suite et quand il n’y aura pas ambiguïté, la dépendance en z des filtres.
Une méthode pour trouver un tel cas « pathologique » est de chercher une relation
entre les filtres H12 et H21 de telle sorte que les dénominateurs de G12 et G21 divise leurs
numérateurs respectifs. Ainsi, il faut trouver C12 et C21 tels que :
H1,2 + t = C12(1 + tH2,1) (B.5)
H2,1 − t = C21(1− tH1,2) (B.6)
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Alors
(B.5) ⇔ H21 = C21(1− tH12) + t
On en déduit :
(B.6) ⇔ H12(1 + t2C21C12) = C12(1 + tC21 + t2)− t (B.7)
Une technique pour trouver le type de filtre recherché est d’annuler chacun des membres
(droite et gauche) de l’équation (B.7). En supposant que H12 n’est pas identiquement nul,
on se retrouve ainsi avec le système :{
1 + t2C21C12 = 0
C12(1 + tC21 + t
2)− t = 0
⇔
{
t2C21C12 = −1
t(C12(1 + t
2)− t) + t2C21C12 = 0
⇔
{
t2C21C12 = −1
tC12(1 + t
2) = t2 + 1
⇔
{
C12 =
1
t
C21 = −1t
En revenant à (B.7), on déduit que si H12 et H21 sont liés par la relation :
H21 = t+
1
t
−H12
alors, pour tout t tel que H et G sont à phase minimale, le système (3.9) est solution des
équations de décorrélation. G n’est cependant pas forcément un filtre séparant.
Annexe C
Détails concernant les fonctions de
contraste en déflation
C.1 λl0 n’est pas atteint
Dans cette section on se propose de montrer que même si la condition (4.15) du
théorème 4.2.1 n’est pas vérifiée, la validité du théorème n’est pas remise en cause.
On pose λl = sup
‖fl‖=1
|c4{[fl(z)]sl(n)}| et on suppose que ∀l, λl <∞. On note également
λl0 = max
l=1,... ,N
λl. On suppose dans cette section que le sup n’est pas atteint. Par définition
du sup, on a toujours
∃(f (p)(z))p, ∃Pε/∀p > Pε, 0 ≤ λl0 − |C{[f (p)(z)]s(n)}| ≤ ε→ 0 quand p→∞ (C.1)
On a donc, pour ε fixé et si p > Pε, (on omettra l’exposant p)
λl0(1− ε) ≤ |C{[f(z)]s(n)}| ≤ λl0 (C.2)
D’autre part,
|C{[f(z)]s(n)}| = |∑Nk=1 cum4{[fk(z)]sk(n)}|
= |∑Nk=1 ‖fk‖4cum4{[fk(z)‖fk‖ ]sk(n)}| car sk indépendants
≤∑Nk=1 ‖fk‖4|cum4{[fk(z)‖fk‖ ]sk(n)}|
≤∑Nk=1 ‖fk‖4λk
Finalement
|C{[f(z)]s(n)}| ≤ λl0
N∑
k=1
‖fk‖4 (C.3)
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D’après (C.2) et (C.3), on a λl0(1− ε) ≤ λl0
∑N
k=1 ‖fk‖4 soit
1− ε ≤
N∑
k=1
‖fk‖4 (C.4)
D’autre part, par hypothèse,
‖f‖2 =
N∑
k=1
‖fk‖2 = 1 (C.5)
Donc
1 =
(
N∑
k=1
‖fk‖2
)2
(C.6)
=
N∑
k=1
‖fk‖4 +
N∑
k =m;k,m=1
‖fk‖2‖fm‖2
Donc, d’après (C.4) et (C.6)
1− ε ≤ 1−
N∑
k =m;k,m=1
‖fk‖2‖fm‖2
soit
N∑
k =m;k,m=1
‖fk‖2‖fm‖2 ≤ ε (C.7)
Il suffit de poser ε = 1
p
par exemple. On a alors
∑
k =m;k,m=1 ‖fk‖2‖fm‖2 → 0 soit
‖fk‖2‖fm‖2 → 0, ∀k = m. Et donc ‖fk‖ → 0, ∀k sauf un terme.
On a donc bien montré que, si le sup n’est pas atteint, il existe une suite (f (p)(z))p∈Z
telle que C{[f (p)(z)]s(t)} → λl0 quand p → ∞ et dont toutes les composantes sauf une
tendent vers 0.
En conclusion, même si le sup n’est pas atteint, la solution sera très proche de la
solution recherchée.
C.2 Généralisation du théorème 4.2.1
Dans cette section, on se propose de montrer que la fonction Cφp,q(r) = φ(|cump,q(r)|)
est une fonction de contraste dès que p+ q > 2.
On rappelle que le cumulant d’ordre (p, q) de x est défini par :
cump,q(x) = cum(x, . . . , x︸ ︷︷ ︸
p fois
, x∗, . . . , x∗︸ ︷︷ ︸
q fois
)
On suppose que φ est une fonction
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(i) convexe
(ii) monotone, croissante
(iii) qui admet un unique minimum en 0
Alors,
Résultat C.2.1 La fonction Cφp,q est une fonction de contraste sur l’ensemble des filtres
de norme unité dès que p + q > 2.
Preuve. On pose f(z) = g(z)H(z) et on suppose que f est de norme 1. On pose
Xi(n) =
fi(z)
‖fi‖ si(n) (C.8)
et Xi(n) = 0 si ‖fi‖ = 0.
Alors,
Cφp,q(r) = φ(|cump,q(r)|) = φ
(∣∣∣∣∣cump,q
(
N∑
i=1
fi(z)si(n)
)∣∣∣∣∣
)
= φ
(∣∣∣∣∣
N∑
i=1
cump,q(fi(z)si(n))
∣∣∣∣∣
)
car les si sont independantes
= φ
(∣∣∣∣∣
N∑
i=1
cump,q(‖fi‖Xi(n))
∣∣∣∣∣
)
avec les notations (C.8)
≤ φ
(
N∑
i=1
|cump,q(‖fi‖Xi(n))|
)
≤ φ
(
N∑
i=1
‖fi‖p+q |cump,q(Xi(n))|
)
Si on pose
λi = max
‖gi‖=1
|cump,q([gi(z)]si)|
λ = max
i∈{1,...,N}
λi
on obtient
φ(|cump,q(r)|) ≤ φ
(
N∑
i=1
‖fi‖p+qλi
)
≤
N∑
i=1
‖fi‖p+qφ(λi) + (1− ‖fi‖p+q)φ(0) grâce à la condition (i)
≤
N∑
i=1
‖fi‖p+q(φ(λi)− φ(0)) + φ(0)
≤
N∑
i=1
‖fi‖p+q(φ(λ)− φ(0)) + φ(0) grâce à la condition (ii)
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Et par (ii), φ(λ)−φ(0) > 0. De plus, comme∑i ‖fi‖2 = 1, si p+q > 2,∑Ni=1 ‖fi‖p+q ≤ 1.
Ainsi,
φ(|cump,q(r)|) ≤ φ(λ)− φ(0) + φ(0)
φ(|cump,q(r)|) ≤ φ(λ)
Si p+ q > 2, la dernière inégalité devient égalité si et seulement si une seule composante
de f est non nulle.
La fonction Cφp,q est donc une fonction de contraste.
C.3 Théorème 4.2.2 : g∗ maximum local⇔ f∗ maximum
local
C.3.1 g∗ maximum local ⇒ f∗ maximum local
Dans toute cette section, les filtres appartiennent à la sphère unité.
On pose g∗ un maximum local de la fonction Ξ. Comme L2 est un espace métrique, un
voisinage de g∗ contient une boule ouverte centrée en g∗ et, dans cette boule, on a la
propriété :
∃ε > 0/∀g ∈ B(g∗, ε), (boule ouverte centrée en g∗), Ξ(g) ≤ Ξ(g∗)
où on rappelle que comme ‖g‖ = 1, Ξ(g) = |c4([g(z)]r(n))|.
D’autre part, ‖gH‖ ≤ ‖g‖ ‖H‖. Donc, si on pose f(z) = g(z)H(z) et f∗(z) =
g∗(z)H(z), on a :
‖f − f∗‖ ≤ ‖g − g∗‖ ‖H‖
Ainsi,
g ∈ B(g∗, ε)⇒ f ∈ B(f∗, ε‖H‖)
Finalement, comme c4([g(z)]r(n)) = c4([f(z)]s(n)),
∀f ∈ B(f∗, ε‖H‖), |c4([f(z)]s(n))| ≤ |c4([f∗(z)]s(n))|
Et f∗ est un maximum local de Ψ.
C.3.2 f∗ maximum local ⇒ g∗ maximum local
On pose
MH :
{
L2 → L2
g → gH = f
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Si ‖H‖∞ <∞ alors MH est continue. Et comme les signaux sont supposés préblanchis,
H(z)H(z−1)T = 1 donc MH est continue.
Par conséquent,
∀g ∈ L2, ∀V voisinage de MH(g), M−1H (V ) est un voisinage de g dans L2
On suppose que f∗ est un maximum local de Ψ. Alors,
∃ε > 0/∀f ∈ B(f∗, ε), |c4([f(z)]s(n))| ≤ |c4([f∗(z)]s(n))|
Mais comme H−1 existe,
∃g∗/MH(g∗) = g∗H = f∗
et M−1H (B(f∗, ε)) est une boule ouverte centrée en g∗ que nous noterons B(g∗, η).
Ainsi,
∀g ∈ B(g∗, η), f = gH ∈ B(f∗, ε)
et
|c4([f(z)]s(n))| ≤ |c4([f∗(z)]s(n))|
donc
|c4([g(z)]s(n))| ≤ |c4([g∗(z)]s(n))|
On a finalement montré que si f∗ est un maximum local de Ψ, g∗ = H−1f est un maximum
local de Ξ.
C.4 Calcul du pas optimal dans la procédure de défla-
tion
Seules les grandes lignes du calcul du pas optimal seront données parce qu’il est cause
de calculs longs et fastidieux !
En pratique, soit on peut appliquer la séparation de sources directement, soit on peut
préblanchir les observations avant l’étape de maximisation. Seuls les détails concernant
l’optimisation à partir des versions préblanchies des observations sera donnée ici. Dans
l’autre cas, les calculs sont les mêmes et on donnera juste les résultats.
On note i(n) les innovations des observations et u(n) = [g(z)]i(n). Quand il n’y aura
pas ambiguïté, les dépendances en n et z des signaux et filtres respectivement seront
omises.
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La fonction de contraste peut se réécrire sous la forme :
Ξ(g) =
(c4(gi)
2)
‖g‖8
En effet,
E(|u|2) = gTRiig
où Rii est la matrice de corrélations des innovations normalisées. Elle est donc réduite à
l’identité et
E(|u|2) = gTg = ‖g‖2
On a vu que l’algorithme du gradient se dérivait de la façon suivante (voir section 4.3.1) :
g(k+1) = g(k) + µk+1
(
∂
∂g
Ξˆ
)
g(k)
Le pas optimal correspond à un µk+1 (que l’on notera µ dans la suite) tel que Ξ(g(k+1))
soit maximal ou encore pour lequel
(
∂
∂g
Ξˆ
)
g(k+1)
soit nul.
Dans ce qui suit, on utilisera les définitions des cumulants suivantes :
c4(u) = cum(u, u, u
∗, u∗) = E(|u|4)− 2E2(|u|2)− E(u2)E(u∗2)
c31(u, i)(k)
def
= cum(u(n), u(n), u∗(n), i(n− k))
= E[|u(n)|2u(n)i∗(n− k)]− 2E[|u(n)|2]E[u(n)i∗(n− k)]− E[u(n)2]E[u∗(n)i∗(n− k)]
Calculons les dérivées des nominateurs et dénominateurs de Ξ(g) :
∂(c4(u))
2
∂g∗a(k)
= 2c4(u)c31(u, ia(k)) (C.9)
∂‖g‖8
∂g∗a(k)
=
4c4(u)
‖g‖10 [c31(u, ia(k))‖g‖
2 − c4(u)ga(k)] (C.10)
Il reste maintenant à calculer la dérivée de chacun de ces termes quand
u = u(k+1) = g(k+1)i+ µΞ′(g(k+1))i
où
Ξ′(f)
def
=
∂Ξ(g)
∂g∗
∣∣∣∣
g=f
On pose v(k) = Ξ′(gk)i et
t0 = c4(u
(k))
t1 = 2[c31(u
(k), v(k)) + c31(u
(k)∗, v(k)∗)] = 4{c31(u(k), v(k))}
t2 = cum(u
(k), u(k), v(k)∗, v(k)∗) + cum(u(k)∗, u(k)∗, v(k), v(k)) + 4cum(u(k), u(k)∗, v(k), v(k)∗)
= 2{[cum(u(k), u(k), v(k)∗, v(k)∗)] + 2cum(u(k), u(k)∗, v(k), v(k)∗)}
t3 = 2[c31(v
(k), u(k)) + c31(u
(k)∗, u(k)∗)] = 4{c31(v(k), u(k))}
t4 = c4(v
(k))
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où c31(u, v) représente le vecteur de composantes c31(u, v)(k) et l’opérateur  implique
que l’on prenne la partie réelle.
Alors,
c4(u(k + 1)) = t4µ
4 + t3µ
3 + t2µ
2 + t1µ+ t0 (C.11)
et
∂c4(u(k + 1))
∂µ
= 4t4µ
3 + 3t3µ
2 + 2t2µ+ t1 (C.12)
De même, si
d0 = ‖g(k)‖2
d1 = g
(k)Ξ′(g(k))∗ + g(k)∗Ξ′(g(k)) = 2{g(k)Ξ′(g(k))∗}
d2 = ‖Ξ′(g(k))‖2
alors
‖g(k+1)‖2 = d2µ2 + d1µ+ d0 (C.13)
et
∂‖g(k+1)‖2
∂µ
= 2d2µ+ d1 (C.14)
Finalement,
∂Ξ(g(k+1))
∂µ
=
4c4(u
(k+1))
‖g(k+1)‖10
[
1
2
∂c4(u
(k+1))
∂µ
‖g(k+1)‖2 − c4(u(k+1))∂‖g
(k+1)‖2
∂µ
]
=
4c4(u
(k+1))
‖g(k+1)‖10
[
(t4d1 − 1
2
t3d2)µ
4 + (2t4d0 +
1
2
t3d1 − t2d2)µ3 + (3
2
t3d0 − 3
2
t1d2)µ
2
+(t2d0 − 1
2
t1d1 − 2t0d2)µ+ (1
2
t1d0 − t0d1)
]
Le pas est donc optimal si
∂Ξ(g(k+1))
∂µ
= 0, c’est à dire si c4(u(k+1)) = 0 (voir dévelop-
pement (C.11)) ou si le terme entre crochets de l’égalité est nul. Parmi tous les µ qui
annulent cette équation, il reste à choisir un µ réel positif qui rende le coût Ξ(g(k+1))
maximal.
Si on n’a pas préblanchi les observations, le résultat est le même avec :
i ` y
‖g‖2 ` gTRyyg
g ` gRyy
où ` signifie « remplacé par ».
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Annexe D
Résultats liés au banc de simulations
Dans chaque tableau, les mêmes abréviations sont utilisées. On rappelle ci-dessous leur
signification :
• captki capteur i, kie`mesimulation
• conti contribution i
• PIN pourcentage initial
• TD taux de séparation pour la décorrélation
• TP taux de séparation pour la prédiction linéaire
• TCU taux de séparation pour l’annulation des cumulants croisés
• TCUI taux de séparation pour l’annulation des cumulants croisés avec blanchiment
à chaque étape (cf rapport précédent)
• TCO taux de séparation pour les contrastes
• TCOI taux de séparation pour les contrastes avec pré-blanchiment des observations
• TTF taux de séparation de l’approche fréquentielle
Donc, pour chaque méthode, la colonne de droite correspond au taux de séparation de
la première contribution, celle de gauche correspondant à la deuxième. La première ligne
représente les résultats sur le premier capteur et la deuxième ligne les résultats relatifs au
second capteur et ainsi de suite pour chaque série de deux lignes.
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt11 85.05 0.992 1.707 0.005 0.009 0.970 1.669 0.616 1.060 0.054 0.933 0.005 0.009 0.582 1.003
capt12 58.66 0.669 3.726 0.003 0.019 0.336 1.874 0.809 4.502 0.024 1.494 0.003 0.020 0.180 1.004
capt21 81.37 1.112 4.625 0.021 0.088 1.145 4.764 0.416 1.734 0.054 5.266 0.025 0.107 0.242 1.007
capt22 85.09 0.257 1.460 0.019 0.110 0.275 1.561 0.403 2.290 0.462 1.047 0.025 0.146 0.177 1.004
capt31 82.59 0.400 1.928 0.003 0.018 0.206 0.996 0.252 1.216 0.533 2.129 0.002 0.016 0.209 1.009
capt32 78.98 0.918 3.487 0.003 0.014 1.024 3.888 0.979 3.718 0.479 1.526 0.002 0.018 0.265 1.007
capt41 31.22 2.504 1.158 0.008 0.003 0.777 0.359 2.780 1.286 1.006 0.459 0.009 0.004 1.003 0.464
capt42 22.55 1.566 0.462 0.013 0.003 2.272 0.671 0.666 0.196 1.373 0.401 0.012 0.003 1.016 0.300
capt51 96.39 0.338 9.185 0.006 0.183 0.425 11.56 0.573 15.56 0.035 15.75 0.229 6.225 0.039 1.060
capt52 96.12 1.094 27.84 0.007 0.178 0.417 10.61 0.691 17.59 0.032 15.00 0.293 7.464 0.040 1.039
capt61 81.78 0.121 0.561 0.005 0.027 0.129 0.602 0.045 0.208 0.006 0.031 0.009 0.035 0.220 1.023
capt62 35.52 2.213 1.192 0.017 0.009 2.033 1.095 2.318 1.248 0.047 0.025 0.034 0.013 1.863 1.003
capt71 61.72 0.335 0.540 0.003 0.006 0.454 0.732 0.290 0.468 0.008 0.014 0.009 0.015 0.713 34.00
capt72 43.68 1.743 1.352 0.005 0.004 1.565 1.214 1.656 1.285 0.020 0.015 0.013 0.010 0.014 519.2
capt81 14.01 5.521 0.899 0.009 0.001 1.192 0.194 6.561 1.068 1.460 0.434 0.022 0.003 1.017 0.165
capt82 1.787 25.10 0.456 0.060 0.001 30.92 0.562 11.48 0.208 17.38 0.770 0.184 0.003 1.052 0.019
capt91 85.05 0.047 0.274 0.002 0.016 0.030 0.179 0.058 0.344 0.005 0.030 0.013 0.066 0.173 1.010
capt92 58.66 1.504 2.166 0.004 0.006 1.509 2.174 1.531 2.206 0.010 0.015 0.077 0.022 0.700 1.009
capt01 94.15 0.617 9.605 0.003 0.059 0.253 3.943 0.162 2.531 0.019 0.309 0.067 1.057 0.065 1.018
capt02 70.07 0.536 1.234 0.008 0.019 1.410 3.247 1.203 2.772 0.040 0.101 0.011 0.026 0.435 1.002
Tab. D.1 – Ph. min. facile, faible col.
16
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt21 92.23 0.238 1.075 0.145 0.655 0.521 2.351 0.410 1.848 0.421 1.900 0.216 0.976 0.085 1.000
capt22 90.90 1.108 2.597 0.207 0.486 0.788 1.846 0.298 0.700 0.389 0.913 0.027 3.384 0.100 0.997
capt31 79.15 1.093 4.152 0.580 2.203 0.824 3.131 0.201 0.766 0.343 1.302 0.286 1.066 0.171 0.646
capt32 99.29 0.018 2.681 0.284 40.24 0.723 102.3 0.492 69.60 0.290 41.11 0.027 3.384 0.008 1.249
capt41 96.81 0.415 12.63 0.876 26.63 0.921 27.98 0.093 2.843 0.060 1.762 0.051 1.551 1.115 1.253
capt42 1.575 7.745 0.123 14.12 0.226 0.468 0.007 26.38 0.422 34.10 0.514 62.65 0.012 0.724 0.411
capt51 92.30 0.091 1.098 0.089 1.077 0.700 8.407 0.088 1.063 0.798 9.576 0.106 1.271 0.086 1.039
capt52 91.52 1.052 11.37 0.091 0.986 0.531 5.738 0.086 0.934 0.802 8.670 0.115 1.253 0.090 0.973
capt61 18.25 2.848 0.636 3.306 0.738 2.422 0.540 2.394 0.534 2.003 0.447 1.007 0.225 1.693 0.379
capt62 70.86 0.399 0.970 0.554 1.349 0.786 1.914 0.202 0.492 1.810 4.405 0.986 2.400 0.225 0.554
capt71 97.94 0.995 47.43 0.027 1.295 0.843 40.20 0.769 36.66 0.355 16.95 0.026 1.247 0.008 0.394
capt72 99.99 0.021 784.7 0.024 902.2 0.982 35977 0.229 8415. 0.339 12444 0.004 175.2 0.003 118.7
capt81 88.61 0.282 2.200 0.442 3.439 0.286 2.229 0.253 1.970 0.113 0.881 0.132 1.032 1.336 0.496
capt82 71.94 0.895 2.295 0.501 1.285 0.961 2.464 0.378 0.971 0.291 0.748 0.391 1.003 0.696 0.523
capt91 99.38 0.165 26.85 0.229 37.21 0.011 1.782 0.003 0.493 0.144 23.48 0.036 9.404 1.052 0.124
capt92 96.72 0.979 28.97 0.219 6.478 0.957 28.32 0.479 14.16 0.205 6.070 0.076 4.661 0.959 0.117
capt01 98.45 0.355 22.66 0.760 48.39 0.097 6.199 0.099 6.310 0.291 18.56 0.018 1.174 0.610 1.088
capt02 87.11 0.895 6.052 0.961 6.500 1.174 7.941 0.063 0.427 0.308 2.082 0.149 1.012 1.223 1.282
Tab. D.2 – Ph. min. facile, sources à bande lim.
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt11 45.84 1.248 1.044 0.009 0.008 1.792 1.499 1.642 1.374 0.116 0.097 0.008 0.007 1.197 1.001
capt12 77.08 0.726 2.363 0.004 0.014 0.201 0.654 0.243 0.792 0.062 0.204 0.007 0.026 0.332 1.081
capt21 43.35 3.194 2.486 0.202 0.157 0.784 0.610 0.581 0.452 1.223 0.499 0.096 0.074 1.288 1.003
capt22 73.05 0.752 2.085 0.031 0.088 0.755 2.095 0.882 2.445 0.466 1.561 0.036 0.100 0.364 1.009
capt31 51.62 0.440 0.464 0.004 0.004 0.520 0.547 0.800 0.842 0.091 0.096 0.006 0.007 0.952 1.003
capt32 60.44 1.244 1.889 0.003 0.004 1.024 1.554 0.865 1.312 0.076 0.116 0.008 0.012 0.659 1.001
capt41 57.07 1.807 2.371 0.005 0.006 1.173 1.539 1.068 1.401 0.090 0.118 0.084 0.092 1.001 1.313
capt42 31.94 1.072 0.503 0.021 0.010 1.609 0.756 1.478 0.695 0.214 0.100 0.164 0.101 1.013 0.476
capt51 75.46 2.637 8.173 0.007 0.021 1.052 3.261 0.559 1.732 0.076 0.238 0.007 0.309 0.324 1.004
capt52 91.45 0.079 0.884 0.002 0.030 0.170 1.900 0.460 5.126 0.038 0.427 0.007 0.477 0.093 1.039
capt61 22.06 11.48 3.296 0.034 0.009 0.807 0.231 2.247 0.645 1.147 0.341 0.018 0.005 1.011 0.290
capt62 36.47 2.545 1.459 0.021 0.012 2.032 1.165 1.289 0.739 0.818 0.546 0.016 0.009 1.014 0.581
capt71 30.31 0.896 0.396 0.009 0.004 0.695 0.307 0.519 0.229 0.911 0.426 0.191 0.090 1.016 0.449
capt72 30.80 2.437 1.095 0.012 0.005 2.331 1.048 2.286 1.028 1.182 0.515 0.282 0.140 1.009 0.453
capt81 26.89 0.589 0.214 0.012 0.004 0.503 0.183 0.769 0.279 1.358 0.521 0.014 0.005 1.011 0.367
capt82 43.46 2.169 1.629 0.008 0.006 2.034 1.528 1.964 1.475 0.669 0.545 0.010 0.008 1.001 0.752
capt91 10.54 8.008 0.949 0.025 0.003 4.898 0.580 6.004 0.711 0.650 0.065 0.041 0.127 1.011 0.119
capt92 10.81 1.073 0.130 0.025 0.003 2.093 0.255 6.421 0.783 0.752 0.075 0.043 0.170 1.149 0.140
capt01 64.20 0.665 1.185 0.005 0.010 0.772 1.376 0.763 1.361 0.060 0.107 0.160 0.298 0.564 1.006
capt02 46.99 1.060 0.938 0.009 0.008 0.945 0.836 1.309 1.159 0.082 0.073 0.238 0.254 1.161 1.028
Tab. D.3 – Ph. min. facile, sources non lin.
16
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt11 93.72 0.112 1.663 0.037 0.549 0.095 1.415 0.475 7.019 0.070 69.18 0.008 0.006 1.197 1.001
capt12 93.73 1.540 22.97 0.037 0.553 0.918 13.70 1.692 25.23 0.084 32.22 0.008 0.0027 0.332 1.081
capt21 78.21 0.293 1.031 0.138 0.486 0.294 1.032 1.076 3.779 0.321 1.101 0.183 0.644 0.290 1.019
capt22 87.64 0.546 3.940 0.067 0.483 0.598 4.318 0.706 5.096 0.170 1.187 0.093 0.676 0.142 1.031
capt31 72.99 0.668 1.875 0.122 0.343 0.647 1.815 0.786 2.203 0.641 1.149 0.047 0.131 0.358 1.003
capt32 73.15 0.712 2.018 0.107 0.305 0.692 1.962 0.697 1.974 0.822 1.035 0.067 0.211 0.353 1.000
capt41 94.76 0.543 9.137 0.010 0.182 0.508 8.543 0.113 1.900 0.021 13.18 0.013 0.233 0.034 0.578
capt42 91.21 1.526 15.74 0.031 0.326 2.739 28.26 1.550 15.99 0.074 10.17 0.038 0.397 0.099 1.026
capt51 79.00 0.452 1.715 0.046 0.177 0.318 1.207 1.038 3.936 0.292 1.036 0.030 0.115 0.264 1.002
capt52 63.23 1.084 1.825 0.098 0.165 0.997 1.679 1.369 2.306 0.635 0.910 0.096 0.163 0.595 1.002
capt61 42.66 1.682 1.289 0.029 0.022 1.515 1.161 1.580 1.211 0.949 0.725 0.041 0.031 0.340 0.260
capt62 86.56 0.263 1.660 0.008 0.052 0.418 2.638 0.302 1.908 0.618 3.201 0.027 0.176 0.157 0.989
capt71 95.69 0.322 7.502 0.007 0.166 0.270 6.294 0.891 20.71 0.038 19.91 0.005 0.132 0.023 0.541
capt72 97.24 1.104 38.83 0.008 0.299 0.630 22.16 0.776 27.28 0.036 27.31 0.007 0.227 0.026 0.917
capt81 69.64 0.824 1.877 0.245 0.560 0.736 1.678 1.231 2.806 1.560 3.555 0.190 0.494 0.440 1.002
capt82 69.54 0.550 1.249 0.245 0.555 0.644 1.461 1.368 3.103 1.582 3.588 0.188 0.493 0.442 1.002
capt91 41.95 3.096 2.359 0.990 0.754 1.615 1.230 1.914 1.458 0.894 22.87 0.373 0.284 1.002 0.764
capt92 41.40 0.803 0.596 1.004 0.745 0.937 0.696 1.091 0.810 0.941 6.931 0.720 0.535 1.000 0.742
capt01 80.19 0.600 2.351 0.039 0.153 0.597 2.340 0.546 2.140 0.494 1.433 0.054 0.115 0.257 1.007
capt02 79.24 0.539 2.073 0.057 0.222 0.543 2.090 0.751 2.886 0.536 1.824 0.106 0.227 0.262 1.007
Tab. D.4 – Ph. min. dur, faible col.
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt21 97.63 1.763 1.375 0.725 0.566 2.367 1.846 1.152 0.899 0.636 0.493 0.453 0.329 0.203 8.415
capt22 97.63 2.772 0.510 1.459 0.268 1.232 0.226 1.744 0.321 0.725 0.130 0.544 0.093 0.168 6.941
capt31 95.35 1.036 21.28 1.090 22.39 1.000 20.53 0.083 1.704 0.054 1.120 1.020 4.206 0.394 8.109
capt32 95.36 0.074 1.538 1.089 22.42 0.131 2.697 0.050 1.034 0.050 1.039 1.076 4.647 0.113 2.341
capt41 34.34 0.994 0.520 3.816 1.996 4.036 2.111 0.996 0.521 1.023 0.535 1.062 0.555 1.603 0.838
capt42 33.42 1.139 0.571 3.942 1.979 1.137 0.571 1.177 0.591 1.038 0.521 1.068 0.536 1.746 0.876
capt51 98.41 0.220 13.69 4.544 282.3 0.040 2.503 0.441 27.40 0.054 68.73 0.770 4.716 0.317 19.70
capt52 98.70 0.669 50.96 3.516 267.8 0.455 34.66 2.011 153.2 0.094 87.74 0.616 12.07 1.533 116.7
capt61 99.94 0.983 709.3 0.011 8.265 0.176 127.5 0.496 358.3 0.160 466.6 0.095 282.6 0.061 44.00
capt62 99.86 0.168 297.9 0.006 11.90 0.716 1265. 0.704 1245. 0.054 699.1 0.081 541.0 0.062 109.8
capt71 92.80 0.504 6.500 0.327 4.227 0.822 10.60 1.179 15.20 0.107 1.390 0.628 8.106 0.196 2.538
capt72 94.62 0.884 15.55 1.479 26.02 0.122 2.147 0.128 2.254 0.068 1.213 0.090 1.589 0.449 7.910
capt81 96.57 0.038 1.098 0.146 4.148 0.052 1.476 0.037 1.067 0.035 1.046 0.041 1.166 0.525 14.82
capt82 96.61 0.977 27.86 0.146 4.181 0.649 18.51 0.055 1.578 0.035 1.023 0.039 1.116 0.054 1.551
capt91 53.52 0.726 0.836 0.240 0.276 0.276 0.318 4.498 5.181 4.237 4.881 0.929 1.070 0.881 1.015
capt92 51.54 2.169 2.307 0.193 0.206 1.128 1.199 2.585 2.750 7.052 7.501 0.867 0.922 0.542 0.577
capt01 97.68 0.024 1.025 2.701 114.1 0.027 1.146 0.031 1.325 0.025 1.089 0.028 1.216 0.935 39.54
capt02 96.77 0.940 28.22 2.419 72.58 0.907 27.22 0.210 6.304 0.101 3.036 0.143 4.300 0.039 1.195
Tab. D.5 – Ph. min. dur, à bande lim.
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt11 8.926 10.59 1.033 0.296 0.028 6.265 0.610 9.884 0.963 1.584 1.667 2.440 0.237 1.121 0.109
capt12 8.031 1.341 0.116 0.361 0.031 0.563 0.049 3.221 0.280 1.709 1.678 2.659 0.231 1.122 0.097
capt21 35.50 1.866 1.005 0.155 0.083 1.866 1.006 1.116 0.601 1.114 0.491 0.117 0.190 1.008 0.543
capt22 30.60 2.555 1.116 0.182 0.079 0.873 0.381 1.787 0.780 1.520 0.320 0.147 0.248 1.024 0.447
capt31 80.21 6.366 25.75 0.022 0.090 0.481 1.947 1.009 4.085 1.056 1.136 0.093 0.331 0.248 1.003
capt32 61.12 1.078 1.692 0.023 0.036 1.401 2.199 0.756 1.186 0.961 0.875 0.140 0.197 0.637 1.000
capt41 60.74 2.274 3.408 0.152 0.228 1.082 1.621 0.813 1.219 0.496 0.743 0.115 0.290 0.669 1.003
capt42 73.37 0.519 1.384 0.092 0.246 0.485 1.296 0.419 1.118 0.345 0.920 0.070 0.362 0.376 1.003
capt51 56.31 0.901 1.182 0.097 0.128 1.019 1.337 0.978 1.284 5.168 0.744 0.167 0.220 0.761 0.999
capt52 45.35 1.657 1.397 0.142 0.120 1.093 0.922 1.376 1.161 1.411 0.548 0.247 0.208 1.184 0.999
capt61 31.97 1.515 0.714 0.171 0.080 2.112 0.995 1.557 0.734 1.025 0.529 0.047 0.022 1.013 0.477
capt62 38.75 2.583 1.639 0.181 0.115 0.968 0.614 2.474 1.570 0.883 0.863 0.051 0.032 1.018 0.646
capt71 49.60 1.730 1.646 0.078 0.074 1.140 1.085 0.744 0.708 2.515 0.722 0.265 0.253 1.000 0.952
capt72 45.67 1.812 1.484 0.086 0.071 0.907 0.743 1.469 1.203 2.840 0.582 0.299 0.245 1.001 0.820
capt81 62.16 0.898 1.438 0.244 0.392 0.788 1.262 0.588 0.942 7.097 11.36 0.260 0.416 0.625 1.001
capt82 71.68 0.482 1.199 0.260 0.648 0.654 1.629 11.56 28.76 7.913 19.68 0.151 0.375 0.404 1.005
capt91 61.53 1.435 2.301 0.566 0.907 0.866 1.389 0.824 1.321 0.632 0.876 0.465 0.808 0.632 1.014
capt92 52.64 0.998 1.097 0.749 0.823 0.936 1.029 0.946 1.040 0.780 0.742 0.686 0.824 0.913 1.003
capt01 56.03 1.273 1.592 0.338 0.423 0.944 1.182 0.844 1.055 3.254 0.720 0.170 0.582 0.809 1.012
capt02 54.93 1.328 1.586 0.349 0.417 0.919 1.098 1.559 1.862 12.73 0.694 0.171 0.579 0.845 1.010
Tab. D.6 – Ph. min. dur, non lin.
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt11 63.20 2.802 4.664 0.762 1.269 0.506 0.843 0.929 1.546 0.753 1.031 0.903 1.503 0.600 0.999
capt12 65.91 0.847 1.608 0.638 1.212 1.057 2.007 0.718 1.364 0.695 0.966 0.648 1.230 0.526 0.999
capt21 70.02 0.545 1.245 0.554 1.265 0.304 0.694 0.473 1.079 0.058 0.134 0.003 0.013 0.441 1.006
capt22 72.89 0.580 1.539 0.480 1.273 1.040 2.758 0.788 2.090 0.111 0.294 0.003 0.053 0.379 1.004
capt31 96.71 0.382 9.936 0.175 4.565 0.447 11.64 0.564 14.66 0.030 14.54 0.008 0.090 0.041 1.071
capt32 81.74 0.379 1.735 0.243 1.115 0.936 4.285 0.135 0.619 0.017 4.159 0.012 0.036 0.219 1.005
capt41 19.95 6.877 1.695 1.252 0.308 0.754 0.186 0.244 0.060 1.101 0.374 0.008 0.002 1.009 0.249
capt42 22.20 3.497 0.987 1.089 0.307 3.899 1.100 4.303 1.214 0.980 0.416 0.007 0.002 1.001 0.282
capt51 30.01 0.779 0.336 0.157 0.067 2.302 0.995 0.804 0.347 1.491 0.992 0.011 0.004 1.001 0.432
capt52 26.85 2.793 1.021 0.158 0.057 1.264 0.462 2.612 0.955 1.720 1.034 0.011 0.004 1.000 0.366
capt61 37.54 1.771 1.061 1.419 0.850 1.885 1.129 1.915 1.147 1.008 0.608 0.008 0.005 1.002 0.600
capt62 29.51 2.645 1.111 1.350 0.567 0.822 0.345 0.864 0.363 0.909 0.456 0.008 0.003 1.009 0.424
capt71 86.95 1.306 9.010 0.233 1.611 0.398 2.747 0.500 3.451 0.197 1.176 0.008 0.061 0.148 1.022
capt72 82.29 0.920 4.329 0.199 0.936 0.536 2.519 0.619 2.912 0.282 1.055 0.010 0.004 0.219 1.030
capt81 98.39 0.532 27.73 0.369 19.25 0.362 18.89 0.326 16.98 0.023 29.58 0.003 0.157 0.023 1.207
capt82 96.80 0.761 21.59 0.395 11.22 0.660 18.74 0.554 15.74 0.023 17.38 0.002 0.081 0.036 1.030
capt91 73.77 0.686 1.997 0.529 1.540 0.324 0.943 0.426 1.241 0.504 1.380 0.004 0.014 0.346 1.006
capt92 52.37 1.147 1.280 0.810 0.904 1.489 1.661 1.353 1.509 0.660 0.688 0.009 0.010 0.897 1.001
capt01 81.98 1.133 5.385 0.249 1.183 0.406 1.931 0.378 1.799 0.030 4.050 0.003 0.017 0.214 1.016
capt02 73.59 0.505 1.422 0.250 0.705 0.853 2.402 1.876 5.279 0.019 2.862 0.003 0.010 0.355 1.001
Tab. D.7 – Ph. non min. facile, faible col.
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt11 19.36 2.613 0.627 3.195 0.767 3.588 0.861 2.086 0.501 3.881 0.909 4.162 0.999 4.163 0.999
capt12 94.06 0.052 0.831 0.186 2.950 1.031 16.34 0.351 5.571 0.169 2.519 0.067 1.068 0.063 0.999
capt21 91.95 0.874 9.989 0.099 1.138 0.468 5.353 0.867 9.918 0.118 1.350 0.098 1.123 0.346 3.955
capt22 99.01 0.184 18.45 0.148 14.90 0.054 5.421 0.029 2.935 0.095 9.602 0.042 4.258 0.444 44.54
capt31 25.81 2.796 0.973 0.482 0.167 2.277 0.792 0.858 0.298 0.996 0.346 0.995 0.346 1.215 0.423
capt32 59.56 0.352 0.519 0.249 0.367 0.855 1.259 1.367 2.014 0.593 0.874 0.994 1.464 1.001 1.474
capt41 90.37 0.819 7.691 0.301 2.831 0.449 4.214 0.055 0.518 0.350 3.290 0.117 1.105 0.302 2.835
capt42 98.62 0.310 22.32 0.167 12.01 0.512 36.83 0.059 4.246 0.302 21.70 0.026 1.898 0.404 29.08
capt51 45.11 1.165 0.957 1.204 0.990 0.897 0.737 1.117 0.918 4.048 3.327 0.984 0.806 1.049 0.862
capt52 46.11 0.972 0.832 1.180 1.010 1.028 0.880 0.995 0.852 3.970 3.398 0.978 0.832 1.217 1.042
capt61 83.79 0.875 4.526 0.450 2.328 0.379 1.960 0.256 1.324 0.025 0.130 0.212 1.099 0.207 1.071
capt62 70.23 0.656 1.548 0.650 1.535 0.455 1.074 0.230 0.544 0.053 0.126 0.444 1.048 0.639 1.509
capt71 89.67 1.001 8.700 0.402 3.491 0.283 2.460 0.147 1.277 0.135 1.177 0.117 1.024 0.129 1.127
capt72 91.94 0.128 1.466 0.394 4.505 0.470 5.366 0.128 1.464 0.119 1.361 0.090 1.030 0.310 3.541
capt81 76.50 0.523 1.703 0.408 1.329 0.326 1.063 0.340 1.107 0.274 0.893 0.308 1.003 0.621 2.024
capt82 56.49 1.270 1.649 0.517 0.671 1.209 1.570 0.446 0.580 0.577 0.749 0.770 1.001 0.681 0.884
capt91 94.45 1.014 17.29 0.236 4.032 0.111 1.905 0.088 1.510 0.266 4.538 0.059 1.018 0.405 6.905
capt92 98.85 0.084 7.344 0.183 15.88 0.792 68.64 0.051 4.451 0.244 21.17 0.012 1.121 0.375 32.54
capt01 76.39 0.978 3.166 0.439 1.422 0.416 1.346 0.177 0.574 0.268 0.869 0.310 1.006 0.321 1.040
capt02 70.60 0.434 1.043 0.431 1.037 0.761 1.828 0.218 0.525 0.320 0.770 0.416 1.001 0.702 1.687
Tab. D.8 – Ph. non min. facile ,bande lim.
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt11 60.24 0.507 0.751 0.131 0.194 1.002 1.484 0.645 0.956 0.656 0.410 0.018 0.026 0.676 1.002
capt12 51.76 1.413 1.491 0.214 0.226 0.758 0.800 0.701 0.741 0.945 0.416 0.025 0.026 0.948 1.001
capt21 79.74 0.885 3.430 0.366 1.418 0.875 3.390 0.771 2.988 0.085 0.330 0.080 0.279 0.264 1.024
capt22 75.47 1.488 4.569 0.534 1.641 0.381 1.171 0.339 1.041 0.073 0.227 0.082 0.252 0.327 1.005
capt31 79.88 0.717 2.956 0.507 2.091 0.914 3.768 0.982 4.048 0.131 0.543 0.029 0.119 0.245 1.011
capt32 89.33 0.110 0.990 0.471 4.220 0.123 1.106 0.134 1.202 0.103 0.928 0.023 0.204 0.114 1.024
capt41 84.55 1.012 5.484 0.116 0.628 0.689 3.738 0.769 4.170 0.552 2.994 0.024 0.134 0.189 1.027
capt42 90.40 0.103 1.000 0.074 0.715 0.129 1.252 0.096 0.930 0.852 8.227 0.022 0.142 0.129 1.251
capt51 92.56 0.497 6.447 0.088 1.149 0.592 7.687 0.718 9.320 0.034 4.940 0.036 0.468 0.078 1.023
capt52 91.34 0.596 6.175 0.033 0.345 0.127 1.319 0.102 1.059 0.048 3.153 0.026 0.278 0.097 1.009
capt61 80.21 0.819 3.319 0.625 2.533 0.597 2.420 0.565 2.292 0.094 0.382 0.027 0.110 0.252 1.024
capt62 93.92 0.233 3.665 0.438 6.896 0.217 3.418 0.164 2.582 0.050 0.795 0.013 0.212 0.071 1.121
capt71 14.09 10.49 1.723 1.478 0.242 0.675 0.110 1.804 0.296 0.283 0.046 0.743 0.122 1.050 0.172
capt72 42.45 0.710 0.525 0.307 0.227 1.940 1.435 1.796 1.329 0.060 0.044 0.134 0.099 1.025 0.758
capt81 8.776 3.201 0.309 5.335 0.515 1.006 0.097 2.980 0.288 3.797 0.862 3.092 0.144 1.045 0.101
capt82 13.87 1.015 0.164 2.179 0.353 2.299 0.373 6.876 1.115 2.549 0.671 0.993 0.131 1.268 0.205
capt91 70.02 0.542 1.268 0.468 1.096 0.612 1.433 0.980 2.293 0.544 1.273 0.125 0.294 0.433 1.013
capt92 72.11 0.386 1.000 0.491 1.270 0.408 1.057 0.400 1.035 0.561 1.451 0.125 0.327 0.395 1.021
capt01 16.53 8.643 1.720 1.475 0.293 4.211 0.838 4.122 0.820 1.653 0.377 0.705 0.140 1.016 0.202
capt02 26.76 1.624 0.595 1.227 0.450 0.650 0.238 1.108 0.406 1.025 0.425 0.606 0.222 1.059 0.388
Tab. D.9 – Ph. non min. facile, sources non lin.
17
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt11 80.23 1.034 4.244 0.159 0.652 0.738 3.028 0.857 3.518 0.736 2.062 0.085 0.477 0.247 1.014
capt12 72.55 0.937 2.491 0.135 0.359 0.367 0.976 0.592 1.574 1.381 1.449 0.107 0.295 0.377 1.003
capt21 34.64 7.146 3.740 0.462 0.242 2.050 1.073 2.516 1.317 1.567 0.564 0.184 0.096 1.001 0.523
capt22 53.18 1.301 1.471 0.215 0.243 1.013 1.145 0.819 0.926 0.939 0.936 0.108 0.122 0.999 1.130
capt31 76.68 0.639 2.107 0.376 1.240 0.639 2.105 0.780 2.570 1.393 1.012 0.136 0.448 0.304 1.004
capt32 75.71 0.335 1.031 0.296 0.911 0.317 0.974 0.301 0.925 7.025 1.009 0.148 0.457 0.326 1.001
capt41 35.37 2.369 1.293 1.173 0.640 1.432 0.782 1.572 0.858 10.26 5.607 0.596 0.325 1.000 0.546
capt42 34.56 0.990 0.522 1.193 0.629 1.075 0.567 1.761 0.928 11.60 6.119 0.604 0.318 0.999 0.526
capt51 63.26 0.966 1.758 0.211 0.385 0.707 1.287 1.063 1.935 12.71 1.180 0.066 0.121 0.551 1.003
capt52 77.02 0.304 1.058 0.143 0.497 0.289 1.003 0.303 1.053 2.121 1.306 0.020 0.069 0.289 1.004
capt61 80.44 0.260 1.063 0.029 0.122 0.280 1.146 0.291 1.190 0.082 0.338 0.017 0.072 0.248 1.016
capt62 73.51 1.172 3.297 0.038 0.109 1.025 2.882 1.010 2.841 0.134 0.377 0.022 0.064 0.356 1.003
capt71 34.52 3.510 1.867 1.086 0.577 2.414 1.284 2.003 1.065 1.413 1.931 0.108 0.057 1.002 0.533
capt72 45.95 1.580 1.353 1.074 0.919 0.885 0.757 0.890 0.762 0.903 2.141 0.099 0.085 1.003 0.858
capt81 90.84 0.502 5.516 0.039 0.430 0.290 3.189 0.499 5.485 0.046 54.57 0.014 0.160 0.091 1.009
capt82 91.74 0.332 3.966 0.044 0.529 0.088 1.059 0.267 3.195 0.048 45.13 0.017 0.203 0.084 1.012
capt91 53.44 0.563 0.639 0.311 0.353 1.686 1.912 0.874 0.991 0.967 0.926 0.411 0.466 0.883 1.001
capt92 53.58 0.893 1.016 0.292 0.332 0.963 1.096 1.143 1.300 1.500 0.938 0.342 0.389 0.878 0.999
capt01 45.82 6.678 5.618 0.951 0.800 1.090 0.917 1.000 0.841 0.971 1.151 1.133 0.953 1.001 0.842
capt02 48.17 1.155 1.077 1.078 1.005 1.014 0.945 1.095 1.021 0.993 1.127 0.938 0.874 1.000 0.932
Tab. D.10 – Ph. non min. dur, faible col.
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt11 72.58 0.380 1.007 0.455 1.205 0.756 2.003 0.385 1.021 0.433 1.148 1.225 1.912 0.406 1.076
capt12 72.59 0.998 2.645 0.455 1.205 0.378 1.003 0.375 0.994 0.435 1.153 1.227 1.907 0.579 1.535
capt21 71.28 0.415 1.030 2.428 6.028 0.489 1.215 0.377 0.937 0.406 1.010 0.433 1.076 0.476 1.183
capt22 71.66 0.990 2.505 2.399 6.069 0.948 2.400 0.366 0.927 0.404 1.022 0.429 1.085 0.707 1.790
capt31 97.80 0.983 43.81 0.306 13.65 1.172 52.19 0.024 1.102 0.061 2.737 0.198 8.841 0.041 1.835
capt32 98.01 0.757 37.31 0.099 4.893 0.370 18.25 0.655 32.29 0.173 8.540 0.724 35.68 0.168 8.274
capt41 99.42 0.018 3.197 7.497 1291. 0.482 83.12 0.017 2.975 0.016 3.650 0.723 10.43 0.035 6.114
capt42 99.27 1.037 141.1 7.575 1030. 0.018 2.571 0.034 4.746 0.020 3.126 0.729 6.448 0.658 89.56
capt51 84.12 0.979 5.187 6.639 35.18 0.832 4.412 0.736 3.903 0.371 1.967 0.783 2.797 0.247 1.312
capt52 83.81 0.432 2.236 8.312 43.03 0.195 1.013 0.197 1.022 0.194 1.009 0.754 2.710 0.823 4.260
capt61 87.23 0.999 6.833 0.403 2.755 0.983 6.719 0.161 1.100 0.147 1.011 5.264 1.017 0.149 1.022
capt62 87.24 0.146 1.001 0.403 2.756 0.146 1.003 0.151 1.037 0.147 1.007 5.248 1.008 0.713 4.880
capt71 11.10 53.44 6.673 2.608 0.325 3.358 0.419 3.389 0.423 0.749 0.093 0.956 0.119 8.038 1.003
capt72 5.617 4.041 0.240 4.707 0.280 19.81 1.179 6.414 0.381 0.892 0.053 0.969 0.057 5.364 0.319
capt81 19.93 4.013 0.999 3.360 0.836 2.070 0.515 1.432 0.356 2.031 0.505 1.038 0.258 1.200 0.298
capt82 20.43 2.512 0.645 3.285 0.843 0.687 0.176 0.967 0.248 1.804 0.463 1.078 0.277 2.951 0.758
capt91 96.31 0.077 2.034 4.454 116.3 0.556 14.54 0.385 10.06 0.542 3.567 0.150 3.942 0.120 3.157
capt92 96.20 1.251 31.75 6.774 171.8 0.462 11.74 0.058 1.482 0.155 1.423 0.064 1.624 0.192 4.872
capt01 98.91 1.078 97.92 1.109 100.7 0.760 69.02 0.011 1.051 0.058 9.124 0.265 24.14 0.127 11.61
capt02 99.50 0.753 152.6 0.990 200.4 0.207 41.97 0.320 64.82 0.120 40.50 0.415 84.20 0.122 24.75
Tab. D.11 – Ph. non min. dur, bande lim.
17
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PIN TD TP TCU TCUI TCO TCOI TTF
cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2 cont1 cont2
capt11 66.20 1.403 2.752 0.098 0.192 0.808 1.585 0.790 1.550 0.812 2.875 0.051 0.091 0.511 1.002
capt12 36.03 1.023 0.572 0.061 0.034 0.981 0.549 1.717 0.961 1.100 2.816 0.081 0.051 1.785 0.999
capt21 10.16 4.695 0.528 1.064 0.119 17.04 1.916 6.985 0.785 5.265 0.592 2.077 0.167 1.006 0.113
capt22 7.427 13.08 1.040 0.925 0.073 4.273 0.339 5.993 0.476 15.14 1.204 2.429 0.176 1.014 0.080
capt31 7.620 10.38 0.857 0.294 0.024 5.591 0.461 9.092 0.751 4.010 0.874 0.055 0.004 1.034 0.085
capt32 22.31 3.023 0.870 0.134 0.038 4.163 1.198 3.861 1.111 1.258 0.921 0.036 0.010 1.010 0.290
capt41 91.06 0.709 6.899 0.122 1.192 0.718 6.983 0.812 7.898 0.100 8.824 0.091 4.383 0.103 1.010
capt42 93.54 0.551 7.385 0.088 1.183 0.085 1.151 0.203 2.725 0.073 13.07 0.071 5.291 0.075 1.011
capt51 19.30 3.586 0.860 0.894 0.214 4.791 1.149 2.543 0.610 7.258 1.741 0.315 0.658 1.009 0.242
capt52 24.83 1.958 0.649 0.545 0.180 0.923 0.306 1.807 0.599 9.266 3.071 0.195 0.775 1.005 0.333
capt61 0.421 234.3 0.992 2.202 0.009 95.63 0.405 164.0 0.694 1660. 7.036 69.44 0.162 1.618 0.006
capt62 0.368 1.390 0.005 2.332 0.008 34.92 0.129 161.3 0.595 2733. 10.09 68.38 0.148 1.631 0.006
capt71 48.57 0.856 0.822 0.157 0.151 0.519 0.499 1.435 1.379 1.225 0.819 0.136 0.142 1.041 1.000
capt72 57.09 1.096 1.453 0.102 0.135 1.112 1.474 0.729 0.966 0.998 1.062 0.095 0.114 0.754 1.000
capt81 78.31 0.988 3.574 0.066 0.241 0.596 2.157 0.563 2.036 0.598 1.354 0.029 0.119 0.279 1.011
capt82 81.92 0.223 1.007 0.093 0.422 0.279 1.263 0.593 2.682 0.863 1.690 0.029 0.127 0.222 1.005
capt91 28.50 2.190 0.877 0.230 0.092 1.058 0.424 1.890 0.757 1.286 0.576 0.085 0.182 1.005 0.402
capt92 41.07 1.625 1.149 0.158 0.112 1.774 1.254 1.286 0.909 1.020 0.857 0.042 0.100 1.000 0.707
capt01 35.03 35.47 19.13 0.452 0.243 0.961 0.518 1.084 0.585 0.837 0.451 0.649 0.480 1.854 0.999
capt02 68.92 0.452 0.995 0.274 0.604 0.499 1.099 0.422 0.930 0.858 1.891 0.389 0.854 0.456 1.004
Tab. D.12 – Ph. non min.,dur, non lin.
178 Résultats liés au banc de simulations
Annexe E
Résultats sur l’influence du bruit pour
les contrastes
On liste et explique les abréviations utilisées dans l’ensemble des tableaux de cet
annexe.
• Réal.i iie`meréalisation pour le type d’exemple en cours
• PIN pourcentage initial
• RSB rapport signal à bruit
• TSEP taux de séparation
• no sans bruit
Cas de sources faiblement colorées
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Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9
PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.850 0.813 0.825 0.312 0.963 0.817 0.140 0.850 0.941
0.586 0.850 0.789 0.225 0.961 0.355 0.017 0.586 0.700
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.005 no 0.025 no 0.002 no 0.009 no 0.229 no 0.009 no 0.022 no 0.013 no 0.383
no 0.003 no 0.025 no 0.002 no 0.012 no 0.293 no 0.034 no 0.184 no 0.077 no 0.517
50 0.005 50 0.029 50 0.002 50 0.013 50 0.019 50 0.006 50 0.011 50 0.009 50 0.440
49.95 0.003 50.26 0.033 55.18 0.002 44.77 0.018 49.22 0.019 43.44 0.023 52.09 0.097 44.59 0.063 49.40 0.592
40 0.007 40 0.060 40 0.004 40 0.016 40 0.021 40 0.006 40 0.011 40 0.010 40 0.365
39.95 0.005 40.26 0.077 45.18 0.003 34.77 0.021 39.22 0.023 33.44 0.024 42.09 0.097 34.59 0.065 39.40 0.500
30 0.022 30 0.160 30 0.015 30 0.053 30 0.029 30 0.009 30 0.013 30 0.020 30 0.007
29.95 0.017 30.26 0.150 35.18 0.012 24.77 0.065 29.22 0.028 23.44 0.027 32.09 0.098 24.59 0.080 29.40 0.011
20 0.123 20 0.226 20 0.067 20 0.289 20 0.044 20 0.033 20 0.034 20 0.226 20 0.026
19.95 0.094 20.26 0.188 25.18 0.062 14.77 0.331 19.22 0.039 13.44 0.077 22.09 0.152 14.59 0.349 19.40 0.039
10 0.383 10 0.279 10 0.174 10 0.771 10 0.106 10 0.344 10 0.223 10 0.171 10 0.132
9.955 0.260 10.26 0.252 15.18 0.198 4.776 0.876 9.226 0.092 3.443 0.924 12.09 0.615 4.593 0.209 9.405 0.164
2.314 0.941 -7.71 0.665 5.785 0.708 1.350 1.733 1.542 0.589 1.832 1.073 0 1.276 -1.30 1.087 2.700 0.682
-0.04 0.903 0.260 0.849 5.180 0.637 -5.22 2.094 -0.77 0.791 -6.55 3.820 2.096 1.509 -5.40 2.569 -0.59 1.038
Tab. E.1 – Ph. min. facile, faible col., source 1
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9
PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.145 0.195 0.171 0.674 0.035 0.176 0.860 0.145 0.060
0.407 0.150 0.208 0.763 0.037 0.659 0.983 0.407 0.304
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.009 no 0.107 no 0.016 no 0.004 no 6.225 no 0.035 no 0.003 no 0.066 no 5.962
no 0.020 no 0.146 no 0.018 no 0.003 no 7.464 no 0.013 no 0.003 no 0.022 no 1.191
47.64 0.009 43.81 0.122 43.17 0.016 53.34 0.006 35.66 0.523 43.33 0.029 57.88 0.002 42.33 0.042 38.08 6.854
42.50 0.021 42.72 0.190 49.38 0.026 50.07 0.005 35.17 0.501 46.13 0.012 69.50 0.001 43.00 0.014 45.78 1.365
37.64 0.020 33.81 0.259 33.17 0.023 43.34 0.007 25.66 0.586 33.33 0.030 47.88 0.002 32.33 0.045 28.08 5.693
32.50 0.039 32.72 0.427 39.38 0.030 40.07 0.006 25.17 0.610 36.13 0.013 59.50 0.001 33.00 0.016 35.78 1.151
27.64 0.042 23.81 1.091 23.17 0.086 33.34 0.022 15.66 4.771 23.33 0.036 37.88 0.002 22.33 0.094 18.08 0.093
22.50 0.084 22.72 1.560 29.38 0.067 30.07 0.023 15.17 4.624 26.13 0.017 49.50 0.001 23.00 0.047 25.78 0.030
17.64 0.245 13.81 0.983 13.17 0.360 23.34 0.122 5.662 6.514 13.33 0.097 27.88 0.003 12.33 1.350 8.081 0.223
12.50 0.418 12.72 1.014 19.38 0.226 20.07 0.123 5.173 5.526 16.13 0.070 39.50 0.002 13.00 0.557 15.78 0.124
7.642 0.770 3.810 1.325 3.175 1.070 13.34 0.312 -4.33 12.63 3.339 1.343 17.88 0.011 2.335 0.525 -1.91 3.537
2.501 1.090 2.722 1.241 9.386 0.692 10.07 0.347 -4.82 10.55 6.131 0.626 29.50 0.009 3.007 0.613 5.782 1.074
-2.35 2.019 -6.18 3.996 -6.82 5.758 3.347 0.574 -14.3 22.14 -6.66 4.911 7.882 0.052 -7.66 6.229 -11.9 14.44
-7.49 3.713 -7.27 3.160 -0.61 1.828 0.073 1.079 -14.8 13.38 -3.86 2.046 19.50 0.030 -6.99 3.898 -4.21 1.785
Tab. E.2 – Ph. min. facile, faible col., source 2
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1
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9
PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.782 0.729 0.947 0.790 0.426 0.956 0.696 0.419 0.801
0.876 0.731 0.912 0.632 0.865 0.972 0.695 0.414 0.792
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.183 no 0.047 no 0.013 no 0.030 no 0.041 no 0.005 no 0.190 no 0.373 no 0.054
no 0.093 no 0.067 no 0.038 no 0.096 no 0.027 no 0.007 no 0.188 no 0.720 no 0.106
50 0.188 50 0.056 50 0.010 50 0.034 50 0.021 50 0.007 50 0.348 50 0.428 50 0.048
57.92 0.204 56.17 0.052 53.89 0.024 51.74 0.070 53.34 0.011 52.22 0.008 51.35 0.349 45.10 0.454 48.44 0.074
40 0.272 40 0.081 40 0.010 40 0.036 40 0.021 40 0.007 40 0.429 40 0.538 40 0.151
47.92 0.166 46.17 0.068 43.89 0.025 41.74 0.096 43.34 0.011 42.22 0.009 41.35 0.430 35.10 0.558 38.44 0.185
30 0.368 30 0.170 30 0.012 30 0.073 30 0.021 30 0.009 30 0.444 30 0.872 30 0.458
37.92 0.455 36.17 0.145 33.89 0.038 31.74 0.214 33.34 0.011 32.22 0.013 31.35 0.446 25.10 0.882 28.44 0.400
20 0.460 20 0.310 20 0.023 20 0.284 20 0.040 20 0.020 20 0.526 20 1.025 20 0.623
27.92 0.638 26.17 0.280 23.89 0.075 21.74 0.477 23.34 0.030 22.22 0.025 21.35 0.543 15.10 1.058 18.44 0.546
10 0.508 10 0.401 10 0.062 10 0.499 10 0.705 10 0.064 10 0.504 10 1.156 10 0.529
17.92 0.650 16.17 0.367 13.89 0.123 11.74 0.627 13.34 0.339 12.22 0.072 11.35 0.563 5.104 1.330 8.445 0.572
1.639 0.647 2.796 0.844 1.060 0.384 3.278 0.969 5.689 1.411 -4.82 0.477 5.110 0.788 1.350 1.684 2.603 0.709
7.920 0.493 6.174 0.687 3.896 0.435 1.743 0.996 3.340 0.669 2.226 0.508 1.351 1.026 -4.89 2.843 -1.55 1.292
Tab. E.3 – Ph. min. dur, faible col., source 1
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9
PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.222 0.260 0.056 0.208 0.556 0.041 0.305 0.550 0.204
0.121 0.258 0.088 0.375 0.137 0.027 0.306 0.557 0.206
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.644 no 0.131 no 0.233 no 0.115 no 0.031 no 0.132 no 0.494 no 0.284 no 0.115
no 0.676 no 0.211 no 0.397 no 0.163 no 0.176 no 0.227 no 0.493 no 0.535 no 0.227
44.54 0.981 45.52 0.156 37.74 0.174 44.21 0.131 51.15 0.016 36.33 0.174 46.42 0.792 51.18 0.326 44.07 0.190
49.33 0.874 51.65 0.147 43.76 0.247 49.48 0.118 45.34 0.073 36.76 0.291 47.79 0.791 46.39 0.337 42.59 0.287
34.54 0.958 35.52 0.226 27.74 0.179 34.21 0.138 41.15 0.016 26.33 0.181 36.42 0.976 41.18 0.410 34.07 0.577
39.33 1.203 41.65 0.196 33.76 0.263 39.48 0.162 35.34 0.073 26.76 0.322 37.79 0.976 36.39 0.414 32.59 0.680
24.54 1.295 25.52 0.464 17.74 0.234 24.21 0.275 31.15 0.017 16.33 0.242 26.42 1.024 31.18 0.655 24.07 1.802
29.33 2.486 31.65 0.416 23.76 0.434 29.48 0.362 25.34 0.071 16.76 0.454 27.79 1.014 26.39 0.650 22.59 1.538
14.54 1.658 15.52 0.842 7.747 0.498 14.21 1.055 21.15 0.037 6.338 0.603 16.42 1.280 21.18 0.773 14.07 2.536
19.33 4.587 21.65 0.798 13.76 0.745 19.48 0.759 15.34 0.172 6.767 0.782 17.79 1.184 16.39 0.771 12.59 1.969
4.543 2.106 5.523 1.199 -2.25 2.031 4.214 1.826 11.15 0.555 -3.66 2.446 6.424 1.419 11.18 0.898 4.072 2.588
9.339 4.511 11.65 1.007 3.761 1.049 9.481 1.071 5.343 2.072 -3.23 1.595 7.796 1.080 6.397 0.922 2.598 1.490
-5.45 4.099 -4.47 3.619 -12.2 14.57 -5.78 4.090 1.155 1.080 -13.6 19.82 -3.57 2.999 1.180 1.320 -5.92 4.478
-0.66 2.903 1.651 1.651 -6.23 2.656 -0.51 1.551 -4.65 4.193 -13.2 10.91 -2.20 1.444 -3.60 2.044 -7.40 2.647
Tab. E.4 – Ph. min. dur, faible col., source 2
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Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.632 0.700 0.967 0.199 0.300 0.375 0.869 0.983 0.737 0.819
0.659 0.728 0.817 0.222 0.268 0.295 0.822 0.968 0.523 0.735
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.903 no 0.003 no 0.008 no 1.065 no 0.011 no 0.008 no 0.408 no 0.003 no 0.516 no 0.535
no 0.648 no 0.003 no 0.012 no 1.027 no 0.011 no 0.008 no 0.295 no 0.002 no 0.778 no 0.511
50 0.639 50 0.003 50 0.005 50 0.944 50 0.017 50 0.014 50 0.401 50 0.001 50 0.515 50 0.499
49.63 0.845 55.79 0.004 48.47 0.007 51.29 0.913 49.45 0.021 48.59 0.011 51.29 0.289 49.94 0.001 44.32 0.798 54.96 0.480
40 0.871 40 0.009 40 0.009 40 0.953 40 0.022 40 0.067 40 0.419 40 0.003 40 0.514 40 0.505
39.63 0.641 45.79 0.016 38.47 0.013 41.29 0.921 39.45 0.027 38.59 0.046 41.29 0.310 39.94 0.003 34.32 0.797 44.96 0.483
30 0.811 30 0.049 30 0.126 30 0.962 30 0.060 30 0.313 30 0.607 30 0.015 30 0.535 30 0.507
29.63 0.702 35.79 0.080 28.47 0.242 31.29 0.919 29.45 0.077 28.59 0.266 31.29 0.532 29.94 0.014 24.32 0.831 34.96 0.471
20 0.762 20 0.201 20 0.323 20 1.064 20 0.260 20 0.992 20 0.281 20 0.030 20 0.650 20 0.614
19.63 0.722 25.79 0.199 18.47 0.552 21.29 1.024 19.45 0.309 18.59 1.431 21.29 0.410 19.94 0.030 14.32 0.997 24.96 0.629
10 0.671 10 0.446 10 0.190 10 2.682 10 0.845 10 1.441 10 0.300 10 0.086 10 0.560 10 0.466
9.639 0.623 15.79 0.341 8.478 0.198 11.29 2.032 9.453 0.822 8.596 1.239 11.29 0.428 9.943 0.084 4.323 0.853 14.96 0.529
3.664 0.999 -6.75 0.727 2.410 0.908 2.892 2.650 2.507 1.784 2.410 2.007 -1.15 0.546 2.603 0.518 2.892 1.098 8.678 0.587
-0.36 1.349 5.796 0.658 -1.52 1.030 1.290 1.214 -0.54 1.311 -1.40 1.308 1.291 0.791 -0.05 0.711 -5.67 3.052 4.961 0.613
Tab. E.5 – Ph. non min. facile, faible col., source 1
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.379 0.306 0.037 0.809 0.694 0.626 0.126 0.018 0.253 0.172
0.347 0.275 0.178 0.786 0.734 0.702 0.175 0.034 0.469 0.261
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 1.503 no 0.013 no 0.090 no 0.262 no 0.004 no 0.005 no 2.815 no 0.157 no 1.490 no 2.556
no 1.230 no 0.053 no 0.036 no 0.290 no 0.004 no 0.003 no 1.387 no 0.081 no 0.886 no 1.334
47.78 1.064 46.41 0.011 35.85 0.085 56.08 0.232 53.64 0.007 52.22 0.008 41.61 2.765 32.83 0.046 45.36 1.499 43.23 2.383
46.85 1.605 51.56 0.027 41.87 0.028 56.78 0.257 53.82 0.007 52.36 0.006 44.56 1.360 35.41 0.034 43.84 0.891 50.47 1.336
37.78 1.449 36.41 0.025 25.85 0.176 46.08 0.235 43.64 0.009 42.22 0.041 31.61 2.886 22.83 0.166 35.36 1.494 33.23 2.416
36.85 1.218 41.56 0.061 31.87 0.055 46.78 0.259 43.82 0.009 42.36 0.018 34.56 1.461 25.41 0.111 33.84 0.890 40.47 1.345
27.78 1.342 26.41 0.105 15.85 3.255 36.08 0.239 33.64 0.023 32.22 0.196 21.61 4.131 12.83 0.670 25.36 1.554 23.23 2.430
26.85 1.344 31.56 0.214 21.87 1.115 36.78 0.257 33.82 0.030 32.36 0.104 24.56 2.528 15.41 0.490 23.84 0.931 30.47 1.314
17.78 1.335 16.41 0.416 5.851 8.417 26.08 0.287 23.64 0.091 22.22 0.637 11.61 2.105 2.835 2.176 15.36 1.883 13.23 3.018
16.85 1.299 21.56 0.543 11.87 2.507 26.78 0.281 23.82 0.132 22.36 0.558 14.56 1.843 5.413 1.651 13.84 1.125 20.47 1.712
7.787 1.240 6.418 1.058 -4.14 3.546 16.08 0.587 13.64 0.283 12.22 0.730 1.614 3.408 -7.16 4.071 5.363 1.589 3.233 2.861
6.856 1.034 11.56 0.899 1.874 1.302 16.78 0.637 13.82 0.378 12.36 0.657 4.569 1.347 -4.58 2.599 3.847 1.006 10.47 1.367
-2.21 2.312 -3.58 3.260 -14.1 22.58 6.080 0.423 3.641 0.480 2.224 0.828 -8.38 7.489 -17.1 42.36 -4.63 3.595 -6.76 5.204
-3.14 1.754 1.564 1.247 -8.12 4.935 6.783 0.543 3.821 0.742 2.361 0.937 -5.43 1.900 -14.5 11.61 -6.15 2.907 0.470 1.275
Tab. E.6 – Ph. non min. facile, faible col., source 2
18
3
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.802 0.346 0.766 0.353 0.632 0.804 0.345 0.908 0.534 0.458
0.725 0.531 0.757 0.345 0.770 0.735 0.459 0.917 0.535 0.481
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.085 no 0.184 no 0.136 no 0.596 no 0.066 no 0.017 no 1.096 no 0.014 no 0.411 no 1.133
no 0.107 no 0.108 no 0.148 no 0.604 no 0.020 no 0.022 no 0.421 no 0.017 no 0.342 no 0.938
50 0.092 50 0.231 50 0.525 50 1.167 50 0.079 50 0.017 50 1.065 50 0.018 50 0.341 50 0.972
52.29 0.116 51.57 0.111 55.79 0.336 54.98 1.182 48.86 0.025 47.88 0.023 72.86 0.411 45.94 0.020 52.10 0.317 47.22 1.082
40 0.132 40 0.416 40 0.512 40 1.350 40 0.119 40 0.020 40 1.054 40 0.023 40 0.490 40 0.919
42.29 0.189 41.57 0.301 45.79 0.363 44.98 1.373 38.86 0.057 37.88 0.027 62.86 0.416 35.94 0.026 42.10 0.482 37.22 0.973
30 0.201 30 1.017 30 0.548 30 1.219 30 0.298 30 0.043 30 1.107 30 0.055 30 0.797 30 0.863
32.29 0.307 31.57 0.913 35.79 0.617 34.98 1.225 28.86 0.162 27.88 0.064 52.86 0.441 25.94 0.057 32.10 0.801 27.22 0.766
20 0.240 20 1.148 20 0.332 20 1.097 20 0.633 20 0.097 20 1.359 20 0.094 20 0.907 20 0.935
22.29 0.353 21.57 1.073 25.79 0.340 24.98 1.063 18.86 0.409 17.88 0.160 42.86 0.614 15.94 0.094 22.10 0.888 17.22 0.905
10 0.332 10 1.055 10 0.364 10 1.233 10 0.720 10 0.281 10 1.547 10 0.280 10 1.036 10 1.090
12.29 0.496 11.57 0.730 15.79 0.350 14.98 1.020 8.864 0.582 7.888 0.410 32.86 0.831 5.941 0.396 12.10 0.932 7.226 1.243
1.832 0.978 1.832 1.778 9.643 1.220 3.664 2.006 1.350 1.148 6.750 0.870 2.796 2.158 3.471 0.778 1.542 1.227 3.085 1.835
2.295 0.949 1.574 1.404 5.793 0.763 4.989 1.038 -1.13 1.352 -2.11 1.351 22.86 0.799 -4.05 1.736 2.101 1.412 -2.77 1.671
Tab. E.7 – Ph. non min. dur, faible col., source 1
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.195 0.662 0.232 0.647 0.347 0.197 0.648 0.082 0.471 0.544
0.272 0.470 0.246 0.655 0.221 0.261 0.536 0.076 0.470 0.516
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.477 no 0.096 no 0.448 no 0.325 no 0.121 no 0.072 no 0.583 no 0.160 no 0.466 no 0.953
no 0.295 no 0.122 no 0.457 no 0.318 no 0.069 no 0.064 no 0.361 no 0.203 no 0.389 no 0.874
43.87 0.380 52.81 0.121 44.82 1.730 52.62 0.598 47.39 0.144 43.89 0.072 52.74 0.566 39.59 0.199 49.45 0.384 50.75 0.818
48.04 0.310 51.04 0.126 50.92 1.033 57.76 0.582 43.45 0.089 43.39 0.065 73.54 0.352 35.17 0.240 51.54 0.360 47.53 1.008
33.87 0.545 42.81 0.221 34.82 1.687 42.62 0.737 37.39 0.220 33.89 0.085 42.74 0.561 29.59 0.266 39.45 0.554 40.75 0.779
38.04 0.501 41.04 0.336 40.92 1.114 47.76 0.725 33.45 0.193 33.39 0.076 63.54 0.356 25.17 0.315 41.54 0.547 37.53 0.911
23.87 0.830 32.81 0.532 24.82 1.813 32.62 0.664 27.39 0.551 23.89 0.173 32.74 0.589 19.59 0.622 29.45 0.897 30.75 0.728
28.04 0.826 31.04 1.031 30.92 1.894 37.76 0.649 23.45 0.542 23.39 0.191 53.54 0.377 15.17 0.675 31.54 0.916 27.53 0.715
13.87 0.993 22.81 0.579 14.82 1.134 22.62 0.579 17.39 1.165 13.89 0.427 22.74 0.719 9.592 1.007 19.45 0.990 20.75 0.801
18.04 0.948 21.04 1.203 20.92 1.033 27.76 0.569 13.45 1.370 13.39 0.420 43.54 0.525 5.170 1.141 21.54 1.035 17.53 0.817
3.870 1.615 12.81 0.634 4.823 1.204 12.62 0.549 7.399 1.385 3.891 1.284 12.74 0.788 -0.40 3.586 9.453 1.040 10.75 1.014
8.047 1.229 11.04 0.716 10.92 1.050 17.76 0.577 3.458 1.844 3.399 1.011 33.54 0.712 -4.82 3.208 11.54 1.139 7.532 0.959
-6.12 4.203 2.812 1.204 -5.17 3.636 2.627 0.605 -2.60 2.464 -6.10 4.201 2.741 0.761 -10.4 10.43 -0.54 1.817 0.751 1.175
-1.95 2.485 1.041 1.204 0.920 2.462 7.769 0.689 -6.54 3.855 -6.60 3.154 23.54 0.684 -14.8 15.35 1.541 1.318 -2.46 2.262
Tab. E.8 – Ph. non min. dur, faible col., source 2
Cas de sources non linéaires
18
5
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.458 0.433 0.516 0.570 0.754 0.220 0.303 0.268 0.105 0.642
0.770 0.730 0.604 0.319 0.914 0.364 0.307 0.434 0.108 0.469
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.008 no 0.096 no 0.006 no 0.084 no 0.007 no 0.018 no 0.191 no 0.014 no 0.041 no 0.160
no 0.007 no 0.036 no 0.008 no 0.164 no 0.007 no 0.016 no 0.282 no 0.010 no 0.043 no 0.238
50 0.008 50 0.131 50 0.006 50 0.073 50 0.007 50 0.018 50 0.213 50 0.014 50 0.036 50 0.186
54.15 0.008 40.16 0.063 47.64 0.008 43.24 0.163 49.46 0.007 50.68 0.016 50.48 0.368 50.47 0.011 61.93 0.043 52.67 0.284
40 0.009 40 0.323 40 0.008 40 0.079 40 0.009 40 0.021 40 0.214 40 0.015 40 0.039 40 0.182
44.15 0.009 30.16 0.183 37.64 0.010 33.24 0.170 39.46 0.008 40.68 0.020 40.48 0.370 40.47 0.012 51.93 0.047 42.67 0.279
30 0.013 30 0.862 30 0.018 30 0.149 30 0.025 30 0.045 30 0.220 30 0.017 30 0.065 30 0.176
34.15 0.011 20.16 0.546 27.64 0.031 23.24 0.241 29.46 0.018 30.68 0.055 30.48 0.371 30.47 0.014 41.93 0.076 32.67 0.263
20 0.050 20 0.594 20 0.088 20 0.445 20 0.104 20 0.179 20 0.280 20 0.041 20 0.265 20 0.205
24.15 0.032 10.16 0.468 17.64 0.140 13.24 0.506 19.46 0.057 20.68 0.218 20.48 0.402 20.47 0.036 31.93 0.315 22.67 0.306
10 0.217 10 1.327 10 0.313 10 0.743 10 0.235 10 1.086 10 0.602 10 0.221 10 1.736 10 0.471
14.15 0.133 0.168 1.595 7.644 0.456 3.246 0.809 9.461 0.137 10.68 0.952 10.48 0.673 10.47 0.222 21.93 1.398 12.67 0.829
7.714 0.722 1.253 1.619 1.542 1.459 2.121 1.593 1.928 0.723 2.410 1.467 1.639 1.564 5.110 1.911 1.060 3.257 2.025 0.691
4.152 0.570 -9.83 5.725 -2.35 2.037 -6.75 5.045 -0.53 0.884 0.685 1.096 0.486 1.672 0.479 1.560 11.93 1.468 2.679 0.901
Tab. E.9 – Ph. min. facile, non lin., source 1
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.547 0.556 0.490 0.434 0.243 0.768 0.685 0.739 0.889 0.360
0.237 0.263 0.398 0.679 0.082 0.636 0.684 0.578 0.886 0.530
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.007 no 0.074 no 0.007 no 0.092 no 0.309 no 0.005 no 0.090 no 0.005 no 0.127 no 0.298
no 0.026 no 0.100 no 0.012 no 0.101 no 0.477 no 0.009 no 0.140 no 0.008 no 0.170 no 0.254
50.77 0.007 51.08 0.102 49.77 0.007 48.82 0.091 45.08 0.302 55.42 0.005 53.54 0.176 54.39 0.005 59.26 0.152 47.48 0.337
49.03 0.028 35.74 0.176 45.83 0.012 46.52 0.087 38.99 0.468 53.10 0.009 53.95 0.123 51.72 0.008 71.07 0.170 53.20 0.261
40.77 0.008 41.08 0.487 39.77 0.008 38.82 0.099 35.08 0.284 45.42 0.006 43.54 0.176 44.39 0.005 49.26 0.151 37.48 0.327
39.03 0.029 25.74 0.550 35.83 0.015 36.52 0.094 28.99 0.459 43.10 0.011 43.95 0.124 41.72 0.008 61.07 0.169 43.20 0.255
30.77 0.013 31.08 0.671 29.77 0.265 28.82 0.185 25.08 0.086 35.42 0.014 33.54 0.178 34.39 0.006 39.26 0.156 27.48 0.293
29.03 0.034 15.74 1.499 25.83 0.320 26.52 0.137 18.99 0.182 33.10 0.029 33.95 0.126 31.72 0.009 51.07 0.173 33.20 0.268
20.77 0.056 21.08 0.463 19.77 0.397 18.82 0.561 15.08 0.818 25.42 0.062 23.54 0.190 24.39 0.020 29.26 0.175 17.48 0.339
19.03 0.082 5.740 1.522 15.83 0.475 16.52 0.281 8.992 1.455 23.10 0.105 23.95 0.146 21.72 0.017 41.07 0.184 23.20 0.279
10.77 0.265 11.08 1.009 9.774 0.461 8.820 0.877 5.088 0.868 15.42 0.340 13.54 0.253 14.39 0.120 19.26 0.353 7.489 0.631
9.030 0.310 -4.25 2.024 5.833 0.370 6.525 0.619 -1.00 1.323 13.10 0.476 13.95 0.317 11.72 0.093 31.07 0.459 13.20 0.722
0.775 1.181 1.087 1.276 -0.22 1.139 -1.17 1.294 -4.91 3.182 5.421 0.484 3.541 0.395 4.394 0.605 9.262 0.657 -2.51 1.558
-0.96 0.965 -14.2 16.01 -4.16 0.893 -3.47 0.963 -11.0 6.085 3.101 0.934 3.958 0.764 1.722 0.610 21.07 0.423 3.209 0.719
Tab. E.10 – Ph. min. facile, non lin., source 2
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Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.089 0.355 0.802 0.607 0.563 0.319 0.496 0.621 0.615 0.560
0.080 0.306 0.611 0.733 0.453 0.387 0.456 0.716 0.526 0.549
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 2.440 no 0.117 no 0.093 no 0.115 no 0.167 no 0.047 no 0.265 no 0.260 no 3.496 no 0.170
no 2.659 no 0.147 no 0.140 no 0.070 no 0.247 no 0.051 no 0.299 no 0.151 no 1.438 no 0.171
50 2.421 50 0.126 50 0.108 50 0.135 50 0.178 50 0.053 50 0.222 50 0.301 50 0.769 50 0.178
47.70 2.852 56.04 0.151 42.41 0.146 46.76 0.080 49.13 0.276 49.57 0.054 53.40 0.302 62.13 0.367 44.75 0.789 52.59 0.180
40 2.378 40 0.156 40 0.134 40 0.217 40 0.198 40 0.055 40 0.238 40 0.252 40 0.456 40 0.306
37.70 2.773 46.04 0.199 32.41 0.184 36.76 0.115 39.13 0.309 39.57 0.054 43.40 0.330 52.13 0.345 34.75 0.663 42.59 0.315
30 2.362 30 0.750 30 0.203 30 0.390 30 0.294 30 0.076 30 0.252 30 0.382 30 0.458 30 0.355
27.70 2.701 36.04 0.981 22.41 0.272 26.76 0.191 29.13 0.407 29.57 0.071 33.40 0.311 42.13 0.414 24.75 0.463 32.59 0.364
20 2.339 20 0.743 20 0.550 20 0.735 20 0.475 20 0.234 20 0.373 20 0.600 20 0.709 20 0.733
17.70 2.582 26.04 1.075 12.41 0.600 16.76 0.634 19.13 0.631 19.57 0.228 23.40 0.414 32.13 0.574 14.75 0.648 22.59 0.768
10 2.596 10 0.885 10 0.559 10 0.869 10 0.641 10 0.906 10 0.715 10 0.828 10 0.603 10 0.845
7.700 3.037 16.04 1.117 2.419 1.178 6.762 0.724 9.134 0.809 9.574 0.918 13.40 0.671 22.13 0.607 4.757 0.554 12.59 0.902
2.217 3.918 1.542 2.052 0 0.941 1.350 1.321 1.350 1.254 3.182 1.757 2.025 1.977 2.121 1.728 -5.30 1.254 1.542 1.132
-2.29 4.422 6.047 1.171 -7.58 4.227 -3.23 1.985 -0.86 1.566 -0.42 2.093 3.409 1.073 12.13 0.612 -5.24 2.426 2.595 1.230
Tab. E.11 – Ph. min. dur, non lin., source 1
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.915 0.658 0.198 0.405 0.429 0.678 0.521 0.388 0.383 0.447
0.922 0.700 0.389 0.275 0.537 0.610 0.557 0.288 0.479 0.459
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.237 no 0.190 no 0.331 no 0.290 no 0.220 no 0.022 no 0.253 no 0.416 no 5.604 no 0.582
no 0.231 no 0.248 no 0.197 no 0.362 no 0.208 no 0.032 no 0.245 no 0.375 no 1.580 no 0.579
60.10 0.236 52.68 0.068 43.93 0.306 48.24 0.203 48.81 0.234 53.26 0.025 50.21 0.214 47.95 0.312 47.95 1.233 49.02 0.223
58.30 0.248 59.64 0.066 40.46 0.165 42.50 0.214 49.87 0.233 51.54 0.034 54.27 0.267 58.17 0.382 44.34 0.867 51.82 0.216
50.10 0.231 42.68 0.084 33.93 0.325 38.24 0.325 38.81 0.259 43.26 0.026 40.21 0.241 37.95 0.404 37.95 0.730 39.02 0.382
48.30 0.241 49.64 0.086 30.46 0.174 32.50 0.311 39.87 0.261 41.54 0.034 44.27 0.263 48.17 0.453 34.34 0.730 41.82 0.377
40.10 0.230 32.68 0.405 23.93 0.500 28.24 0.580 28.81 0.393 33.26 0.037 30.21 0.243 27.95 0.603 27.95 0.736 29.02 0.989
38.30 0.235 39.64 0.428 20.46 0.277 22.50 0.526 29.87 0.361 31.54 0.044 34.27 0.253 38.17 0.945 24.34 0.532 31.82 1.013
30.10 0.226 22.68 0.410 13.93 2.166 18.24 1.087 18.81 0.612 23.26 0.118 20.21 0.332 17.95 0.872 17.95 1.126 19.02 1.176
28.30 0.223 29.64 0.467 10.46 1.091 12.50 1.760 19.87 0.548 21.54 0.132 24.27 0.304 28.17 1.403 14.34 0.691 21.82 1.550
20.10 0.249 12.68 0.467 3.930 2.538 8.242 1.302 8.819 0.744 13.26 0.488 10.21 0.707 7.953 1.199 7.951 0.881 9.027 1.261
18.30 0.256 19.64 0.477 0.462 1.243 2.500 1.883 9.872 0.790 11.54 0.499 14.27 0.631 18.17 1.509 4.347 0.948 11.82 1.367
10.10 0.322 2.684 0.964 -6.06 4.880 -1.75 2.210 -1.18 1.684 3.267 1.063 0.214 1.092 -2.04 1.287 -2.04 1.894 -0.97 1.992
8.302 0.319 9.645 0.647 -9.53 4.388 -7.49 4.721 -0.12 1.318 1.548 0.992 4.277 1.196 8.174 1.488 -5.65 2.963 1.822 1.310
Tab. E.12 – Ph. min. dur, non lin., source 2
18
7
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.602 0.797 0.798 0.845 0.925 0.802 0.140 0.087 0.700 0.165
0.517 0.754 0.893 0.904 0.913 0.939 0.424 0.138 0.721 0.267
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.018 no 0.138 no 0.029 no 0.024 no 0.036 no 0.027 no 0.743 no 3.092 no 0.125 no 0.705
no 0.025 no 0.139 no 0.023 no 0.022 no 0.026 no 0.013 no 0.134 no 0.993 no 0.125 no 0.606
50 0.022 50 0.079 50 0.025 50 0.027 50 0.023 50 0.027 50 0.767 50 1.540 50 0.422 50 0.863
54.33 0.029 42.95 0.097 55.39 0.019 50.17 0.022 39.91 0.020 50.01 0.013 47.23 0.161 50.30 0.824 49.14 0.453 54.49 0.685
40 0.049 40 0.156 40 0.040 40 0.028 40 0.047 40 0.028 40 0.766 40 1.739 40 0.497 40 0.861
44.33 0.067 32.95 0.194 45.39 0.033 40.17 0.024 29.91 0.060 40.01 0.014 37.23 0.162 40.30 0.970 39.14 0.501 44.49 0.686
30 0.172 30 0.322 30 0.046 30 0.082 30 0.239 30 0.031 30 0.772 30 2.050 30 0.567 30 0.877
34.33 0.223 22.95 0.420 35.39 0.036 30.17 0.062 19.91 0.175 30.01 0.018 27.23 0.173 30.30 1.319 29.14 0.579 34.49 0.697
20 0.338 20 0.401 20 0.129 20 0.143 20 0.374 20 0.107 20 0.760 20 2.832 20 0.653 20 0.966
24.33 0.410 12.95 0.502 25.39 0.101 20.17 0.094 9.915 0.533 20.01 0.140 17.23 0.207 20.30 2.152 19.14 0.670 24.49 0.769
10 0.833 10 0.563 10 0.268 10 0.207 10 0.186 10 0.105 10 1.009 10 2.740 10 0.674 10 1.236
14.33 0.771 2.955 0.881 15.39 0.220 10.17 0.139 -0.08 0.250 10.01 0.137 7.233 0.505 10.30 1.906 9.143 0.719 14.49 0.848
1.253 1.643 3.857 1.101 1.928 0.441 1.832 0.724 1.639 0.945 1.832 0.535 4.821 3.086 3.278 4.065 1.253 1.406 1.639 2.226
4.333 0.996 -7.04 3.478 5.395 0.381 0.179 0.682 -10.0 5.909 0.015 0.859 -2.76 1.771 0.300 2.958 -0.85 1.704 4.499 1.006
Tab. E.13 – Ph. non min. facile, non lin., source 1
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.406 0.205 0.193 0.156 0.071 0.198 0.858 0.907 0.299 0.830
0.490 0.245 0.099 0.093 0.088 0.059 0.573 0.855 0.278 0.729
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.026 no 0.535 no 0.119 no 0.134 no 0.468 no 0.110 no 0.122 no 0.144 no 0.294 no 0.140
no 0.026 no 0.429 no 0.204 no 0.212 no 0.278 no 0.212 no 0.099 no 0.131 no 0.327 no 0.222
48.29 0.237 44.11 0.323 43.85 0.104 42.66 0.151 38.87 0.299 43.92 0.112 57.84 0.128 60.14 0.148 46.30 0.988 57.01 0.171
54.09 0.296 38.08 0.324 45.87 0.172 40.33 0.213 29.76 0.225 38.05 0.218 48.54 0.109 58.19 0.133 45.01 1.172 58.85 0.251
38.29 0.267 34.11 0.605 33.85 0.170 32.66 0.367 28.87 0.603 33.92 0.114 47.84 0.127 50.14 0.168 36.30 1.159 47.01 0.171
44.09 0.315 28.08 0.602 35.87 0.300 30.33 0.363 19.76 0.703 28.05 0.220 38.54 0.109 48.19 0.156 35.01 1.304 48.85 0.251
28.29 0.484 24.11 1.254 23.85 0.216 22.66 0.653 18.87 3.068 23.92 0.137 37.84 0.128 40.14 0.199 26.30 1.319 37.01 0.175
34.09 0.494 18.08 1.263 25.87 0.307 20.33 0.744 9.769 2.102 18.05 0.249 28.54 0.110 38.19 0.211 25.01 1.506 38.85 0.255
18.29 0.566 14.11 1.603 13.85 0.675 12.66 0.917 8.870 5.026 13.92 0.571 27.84 0.134 30.14 0.205 16.30 1.513 27.01 0.196
24.09 0.415 8.084 1.311 15.87 0.816 10.33 1.036 -0.23 3.873 8.050 1.042 18.54 0.120 28.19 0.234 15.01 1.728 28.85 0.278
8.293 1.156 4.118 2.343 3.850 1.994 2.661 1.210 -1.12 1.442 3.923 0.712 17.84 0.183 20.14 0.206 6.308 1.445 17.01 0.269
14.09 0.789 -1.91 1.906 5.875 1.443 0.332 1.469 -10.2 10.19 -1.94 0.940 8.541 0.192 18.19 0.236 5.016 1.640 18.85 0.354
-1.70 1.249 -5.88 4.511 -6.14 4.932 -7.33 4.680 -11.1 12.92 -6.07 4.021 7.846 0.418 10.14 0.358 -3.69 2.034 7.011 0.339
4.097 0.855 -11.9 9.732 -4.12 1.524 -9.66 5.322 -20.2 52.75 -11.9 6.414 -1.45 0.506 8.197 0.370 -4.98 2.466 8.855 0.446
Tab. E.14 – Ph. non min. facile, non lin., source 2
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Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.662 0.101 0.076 0.910 0.193 0.004 0.485 0.783 0.285 0.350
0.360 0.074 0.223 0.935 0.248 0.003 0.570 0.819 0.410 0.689
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.121 no 2.077 no 0.055 no 0.091 no 0.315 no 69.44 no 0.136 no 0.029 no 0.085 no 1.111
no 0.398 no 2.429 no 0.036 no 0.071 no 0.195 no 68.38 no 0.095 no 0.029 no 0.042 no 0.615
50 0.063 50 1.885 50 0.053 50 0.104 50 0.331 50 94.67 50 0.279 50 0.034 50 0.106 50 1.154
56.00 0.082 37.94 2.181 48.69 0.034 54.44 0.079 59.49 0.190 46.93 110.2 68.82 0.144 48.26 0.039 56.46 0.055 58.02 0.658
40 0.067 40 3.550 40 0.052 40 0.100 40 0.453 40 94.34 40 0.281 40 0.048 40 1.256 40 1.185
46.00 0.082 27.94 5.671 38.69 0.035 44.44 0.073 49.49 0.284 36.93 110.9 58.82 0.145 38.26 0.058 46.46 0.696 48.02 0.610
30 0.097 30 3.046 30 0.071 30 0.102 30 0.969 30 55.05 30 0.277 30 0.162 30 1.186 30 0.990
36.00 0.110 17.94 4.643 28.69 0.050 34.44 0.075 39.49 0.796 26.93 64.28 48.82 0.143 28.26 0.181 36.46 0.705 38.02 0.644
20 0.211 20 2.347 20 0.153 20 0.104 20 0.995 20 88.51 20 0.542 20 0.342 20 1.345 20 1.221
26.00 0.192 7.940 2.887 18.69 0.095 24.44 0.077 29.49 0.960 16.93 103.7 38.82 0.267 18.26 0.334 26.46 0.828 28.02 0.610
10 0.544 10 2.240 10 0.593 10 0.132 10 1.368 10 65.52 10 0.688 10 0.470 10 1.411 10 1.334
16.00 0.903 -2.05 3.762 8.699 0.415 14.44 0.104 19.49 1.233 6.933 75.32 28.82 0.427 8.264 0.521 16.46 1.016 18.02 0.587
3.278 1.529 3.182 3.078 5.785 4.225 4.821 0.771 1.253 2.360 1.446 72.75 2.892 1.584 2.410 1.164 2.700 1.748 4.339 1.954
6.003 0.722 -12.0 5.659 -1.30 2.336 4.442 0.517 9.497 1.592 -3.06 84.39 18.82 0.520 -1.73 1.405 6.466 0.978 8.021 0.739
Tab. E.15 – Ph. non min. dur, non lin., source 1
Réal. 1 Réal. 2 Réal. 3 Réal. 4 Réal. 5 Réal. 6 Réal. 7 Réal. 8 Réal. 9 Réal. 10
PIN PIN PIN PIN PIN PIN PIN PIN PIN PIN
0.337 0.903 0.922 0.093 0.804 0.996 0.505 0.216 0.711 0.649
0.643 0.933 0.775 0.069 0.749 0.996 0.430 0.181 0.581 0.313
RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP RSB TSEP
no 0.238 no 0.167 no 0.004 no 4.383 no 0.658 no 0.162 no 0.142 no 0.119 no 0.182 no 0.599
no 0.222 no 0.176 no 0.010 no 5.291 no 0.775 no 0.148 no 0.114 no 0.127 no 0.100 no 1.354
47.07 0.123 59.49 0.211 60.82 0.004 40.12 1.164 56.19 0.427 73.72 0.401 50.17 0.268 44.41 0.122 53.97 0.146 52.68 0.623
58.52 0.041 48.93 0.173 54.10 0.009 43.17 1.222 64.29 1.435 71.25 0.407 67.59 0.191 41.71 0.182 57.97 0.213 54.59 1.449
37.07 0.127 49.49 0.291 50.82 0.004 30.12 1.611 46.19 0.108 63.72 0.399 40.17 0.270 34.41 0.173 43.97 0.368 42.68 0.639
48.52 0.039 38.93 0.246 44.10 0.010 33.17 2.063 54.29 0.094 61.25 0.409 57.59 0.192 31.71 0.262 47.97 0.404 44.59 1.343
27.07 0.180 39.49 0.280 40.82 0.368 20.12 1.656 36.19 0.230 53.72 0.233 30.17 0.268 24.41 0.581 33.97 0.376 32.68 0.533
38.52 0.049 28.93 0.244 34.10 0.364 23.17 2.010 44.29 0.264 51.25 0.237 47.59 0.190 21.71 0.836 37.97 0.409 34.59 1.419
17.07 0.342 29.49 0.263 30.82 0.382 10.12 1.057 26.19 0.234 43.72 0.375 20.17 0.518 14.41 1.192 23.97 0.445 22.68 0.659
28.52 0.097 18.93 0.224 24.10 0.390 13.17 1.021 34.29 0.319 41.25 0.383 37.59 0.354 11.71 1.471 27.97 0.489 24.59 1.339
7.074 0.760 19.49 0.252 20.82 0.057 0.120 1.832 16.19 0.316 33.72 0.277 10.17 0.602 4.416 1.782 13.97 0.593 12.68 0.693
18.52 0.515 8.934 0.230 14.10 0.078 3.174 1.160 24.29 0.411 31.25 0.277 27.59 0.567 1.715 2.203 17.97 0.701 14.59 1.259
-2.92 0.914 9.490 0.295 10.82 0.318 -9.87 8.285 6.199 0.515 23.72 0.309 0.173 0.918 -5.58 4.137 3.972 0.556 2.681 0.771
8.522 0.572 -1.06 0.449 4.105 0.387 -6.82 6.547 14.29 0.534 21.25 0.302 17.59 0.691 -8.28 6.567 7.972 0.802 4.593 1.375
Tab. E.16 – Ph. non min. dur, non lin., source 2
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Résumé :
Cette thèse, réalisée dans le cadre d’un contrat avec EDF/DER, a pour but de mettre en
évidence des méthodologies permettant de séparer des mélanges convolutifs de sources de façon
aveugle.
Le premier chapitre recense un certain nombre de techniques existant dans le domaine, en
expliquant leurs intérêts et limitations. Dans le second chapitre, nous étudions une technique
couramment utilisée, la décorrélation, sur laquelle, toutefois, peu de résultats théoriques exis-
taient jusqu’alors. Nous montrons que, lorsque le mélange est à réponse impulsionnelle infinie, il
existe une infinité de solutions non séparantes. De plus, même lorsque le mélange est à réponse
impulsionnelle finie, la méthode est peu robuste et présente des solutions parasites numériques.
Le troisième chapitre est consacré à l’étude des fonctions de contraste. Nous en généralisons le
concept afin qu’elles soient applicables même lorsque les sources ne sont pas des filtrées linéaires
de séquences indépendantes et identiquement distribuées. Utilisant une approche par déflation,
nous mettons en évidence une catégorie de contrastes qui présentent l’avantage de n’avoir aucun
maximum local non séparant.
Après avoir généralisé la prédiction linéaire afin qu’elle soit applicable lorsque le nombre de
sources est supérieur ou égal au nombre de capteurs, nous rappelons au chapitre suivant les
techniques liées à l’annulation de cumulants croisés ainsi qu’à une approche fréquentielle .
Enfin, le dernier chapitre est consacré à la validations de ces diverses techniques tant sur des
signaux réels que sur une large série de simulations.
Abstract :
The purpose of this thesis, carried out within the framework of a contract with EDF/DER,
is to highlight methodologies of blind source separation in convolutive mixtures.
The first chapter counts a certain number of techniques existing in the field, by explaining
the interests and limitations. In the second chapter, we study a technique commonly used, the
decorrelation, on which, however, few theoretical results existed hitherto. We show that, when
the mixture is infinite impulse response, there is an infinity of non separating solutions. Moreover,
even when the mixture is finite impulse response, the method is not very robust and presents
numerical parasitic solutions.
The third chapter is devoted to the study of contrast functions. We generalize its concept
so that they are applicable even when the sources are not filtered linear versions of independent
and identically distributed sequences. Using an approach by deflation, we highlight a category of
contrasts which have the advantage of having no non separating local maximum.
After having generalized the linear prediction method so that it is applicable when the number
of sources is higher or equal to the number of sensors, in the following chapter, we recall techniques
related to cross-cumulant cancellation as well as a frequential approach.
Finally, the last chapter is devoted to validations of these various techniques on real signals
and on a broad series of simulations.
