We present VLT UVES echelle spectrophotometry of the Orion nebula in the 3100 to 10400Å range. We have measured the intensity of 555 emission lines, many of them corresponding to permitted lines of different heavy-element ions. This is the largest set of spectral emission lines ever obtained for a Galactic or extragalactic H ii region. We have derived He + , C ++ , O + , O ++ and Ne ++ abundances from pure recombination lines. This is the first time that O + and Ne ++ abundances are obtained from this kind of lines in the nebula. We have also derived abundances from collisionally excited lines for a large number of ions of different elements. In all cases, ionic abundances obtained from recombination lines are larger than those derived from collisionally excited lines. We have obtained remarkably consistent independent estimations of the temperature fluctuations parameter, t 2 , from different methods, which are also similar to other estimates from the literature. This result strongly suggests that moderate temperature fluctuations -t 2 between 0.02 and 0.03-are present in the Orion nebula. We have compared the chemical composition of the nebula with those of the Sun and other representative objects. The heavy element abundances in the Orion nebula are only slightly higher than the solar ones, a difference that can be explained by the chemical evolution of the solar vicinity.
INTRODUCTION
The Orion nebula is the brightest and nearest Galactic H ii region in the sky and the most observed object of this kind. Our present-day knowledge about this remarkable nebula has been recently reviewed by O'Dell (2001) and Ferland (2001) . The chemical composition of the Orion nebula has been traditionally considered the standard reference for the ionized gas in the solar neighborhood. Much work has been devoted to study the chemical abundances of this object (e.g., Peimbert & Torres-Peimbert 1977; Rubin et al. 1991; Baldwin et al. 1991 , Osterbrock, Tran & Veilleux 1992 Esteban et al. 1998, hereinafter EPTE) .
The analysis of the intensity ratios of collisionally excited lines (hereinafter CELs) has been the usual method ⋆ Based on observations collected at the European Southern Observatory, Chile, proposal number ESO 68.C-0149 (A) for determining the ionic abundances in ionized nebulae. Peimbert, Storey & Torres-Peimbert (1993) were the first in determining the O ++ /H + ratio from the intensity of the faint O ii recombination lines (hereinafter RLs) in the Orion nebula. These authors find that the O ++ /H + ratio obtained from RLs is a factor of 2 larger than that derived from CELs. The RLs of heavy element ions that can be detected in the optical range are very faint, of the order of 10 −3 or less of the intensity of Hβ. The brightest optical RLs in photoionized nebulae are those of C ii λ 4267Å and the multiplet 1 of O ii around λ 4650Å. The difference between the abundances determined from CELs and RLs (ofted called abundance discrepancy) can be of the order of 5 or even 20 for some planetary nebulae (see compilations by Rola & Stasińska 1994; Mathis & Liu 1999 ). In the case of H ii regions the discrepancy seems to be present but not as large as in the case of the extreme planetary nebulae. Esteban et al. (1998 Esteban et al. ( , 1999a have analyzed deep echelle spectra in several slit positions of the Orion nebula, M17 and M8, determining C ++ and O ++ abundances (as well as the O + abundance in the case of M8) from CELs and RLs. The abundance discrepancies are similar for the different ions and slit positions for each nebula, reaching factors from 1.2 to 2.2. In more recent papers, Esteban et al. (2002) , Peimbert (2003) and Tsamis et al. (2003) have estimated the abundance discrepancy for several extragalactic H ii regions in M33, M101 and the Magellanic Clouds finding discrepancies rather similar to those found in the Galactic objects. These results are really puzzling, because a substantial part of our knowledge about the chemical composition of astronomical objectsand specially those in the extragalactic domain-is based on the analysis of CELs in ionized nebulae.
One of the most probable causes of the abundance discrepancy is the presence of spatial variations or fluctuations in the temperature structure of the nebulae (Peimbert 1967) . Recent discussions and reviews about this problem can be found in Stasińska (2002) , Liu (2002 Liu ( , 2003 , Esteban (2002) , and Torres- Peimbert & Peimbert (2003) . The relation between both phenomena is possible due to the different functional dependence of the line emissivities of CELs and RLs on the electron temperature, which is stronger -exponentialin the case of CELs. Traditionally, following Peimbert's formalism, the temperature fluctuations are parametrized by t 2 , the mean square temperature fluctuation of the gas. EPTE, Esteban et al. (1999a Esteban et al. ( ,b, 2002 and Peimbert (2003) have found that values of t 2 between 0.02 and 0.04 can account for the observed abundance discrepancy in the Galactic and extragalactic H ii regions where RLs have been measured.
The main aim of this work is to make a reappraisal of the chemical composition of the Orion nebula in one of the slit positions observed by Peimbert & Torres-Peimbert (1977) and EPTE but including new echelle spectrophotometry obtained with the VLT. These new observations are described in the following section and give an unprecedently wider wavelength coverage for high-resolution spectroscopic observations of the Orion nebula. A total number of 555 lines are detected and measured, an important improvement with respect to the 220 lines observed by EPTE and the 444 ones identified -but partially analysed-by Baldwin et al. (2000) . Abundance determinations of additional heavy element ions based on RLs, as O + , Ne ++ or N ++ are now possible, as well as abundance determinations of O ++ and C ++ based on additional lines not detected or identified in previous works.
OBSERVATIONS AND DATA REDUCTION
The observations were made on 2002 March 12 at Cerro Paranal Observatory (Chile), using the UT2 (Kueyen) of the Very Large Telescope (VLT) with the Ultraviolet Visual Echelle Spectrograph, UVES (D'Odorico et al. 2000) . Two different settings -the standard ones-were used in both arms of the spectrograph covering from 3100Å to 10400Å. Some narrow spectral ranges could not be observed, 5783−5830Å and 8540−8650Å, due to the physical separation between the two CCDs of the detector system of the red arm, and 10084−10088Å and 10252−10259Å, because the last two orders of the spectrum do not fit within the size of the CCD. 2002 March 12 3000−3900 5, 5×60 " 3800−5000 5, 5×120 " 4750−6800 5, 5×60 " 6700−10400 5, 5×120
The full width at half maximum (FWHM) of the spectral resolution at a given wavelength is ∆λ ≈ λ/8800. The slit position was chosen to cover approximately the same area of the Position 2 observed by EPTE. As in that previous work, the slit position was oriented east-west and centred at 25 arcsec South and 10 arcsec West of θ 1 Ori C, the brightest star of the Trapezium Cluster and the main ionizing source of the Orion nebula. The atmospheric dispersor corrector (ADC) was used during the observations to keep the same observed region within the slit independently of the change of the parallactic angle of the object during the night. The slit width was set to 3.0 arcsec as a compromise between the spectral resolution needed for the project and the desired signal-to-noise ratio of the spectra. The slit length was fixed to 10 arcsec in the blue arm and 12 arcsec in the red arm to avoid overlapping between consecutive orders in the spatial direction. Five individual exposures of 60 or 120 seconds were added to obtain the definitive spectra. Complementary shorter 5 seconds spectra were taken to obtain good intensity measurements for the brightest emission lines, which were close to saturation in the longer spectra. The one-dimensional spectra were extracted for an area of 3 × 8.5 arcsec 2 . The spectra were reduced using the IRAF 1 echelle reduction package following the standard procedure of bias subtraction, aperture extraction, flat-fielding, wavelength calibration and flux calibration. The correction for atmospheric extinction was performed using the average curve for the continuous atmospheric extinction at La Silla Observatory. The flux calibration was achieved by taking echellograms of the standard star EG 274. A journal of the observations is presented in Table 1 .
LINE INTENSITIES AND REDDENING
Line intensities were measured integrating all the flux in the line between two given limits and over a local continuum estimated by eye. In the cases of evident line-blending, the line flux of each individual line was derived from a multiple Gaussian profile fit procedure. All these measurements were made with the SPLOT routine of the IRAF package.
All the line intensities of a given spectrum have been normalized to a particular non-saturated bright emission line present in each wavelength interval. For the bluest spectra (3000−3900Å and 3800−5000Å), the reference line was H 9 λ 3835Å. In the case of the spectrum covering 4750−6800 A the reference line was He i λ 5876Å. Finally, the reference line for the reddest spectrum (6700−10400Å) was [S ii] λ 6731Å. To produce a final homogeneous set of line intensity ratios, all of them were re-scaled to Hβ. In the case of the bluest spectra (3000−3900Å and 3800−5000Å) all the intensity ratios, formerly referred to H9, were multiplied by the H9/Hβ ratio obtained in the short exposure spectrum of the 3800−5000Å range. The emission line ratios of the 4750−6800Å range were re-scaled to Hβ multiplying by the He i λ 5876Å/Hβ ratio obtained from the shorter exposure spectrum. In the case of the last spectral section, 6700−10400Å, the [S ii] λ 6731Å/Hβ ratio obtained for the 4750−6800Å spectrum was the re-scaling factor used.
The different four spectral ranges covered in the spectra have overlapping regions at the edges. The final intensity of a given line in the overlapping regions is the average of the values obtained in both spectra. The differences in the intensity measured for each line in overlapping spectra do not show systematic trends and are always of the order or smaller than the quoted line intensity uncertainties. The final list of observed wavelengths, identifications and line intensities relative to Hβ is presented in Table 2 .
For a given line, the observed wavelength is determined by the centre of the baseline chosen for the flux integration procedure or the centroid of the line when a Gaussian fit is used (in the case of line-blending). For the lines measured in the overlapping spectral regions, the average of the two independent determinations has been adopted. The final values of the observed wavelengths are relative to the heliocentric reference frame.
The identification and adopted laboratory wavelengths of the lines collected in Table 2 were obtained following previous identifications in the Orion nebula by EPTE and Baldwin et al. (1991) , the identifications for 30 Dor by Peimbert (2003) and the compilations of Moore (1945 Moore ( , 1993 , Wiese, Smith & Glennon (1966) and The Atomic Line List v2.04
2 . This last interactive source of nebular line emission data was used directly or through the EMILI 3 code (Sharpee et al. 2003) . A large number of sky emission lines were identified -specially in the red part of the spectrumbut are not included in Table 2 . About 11 emission lines could not be identified in any of the available references. Other 34 lines show a rather dubious identification. In total, about 8% of the lines are not identified or their identifications are not confident. The four unidentified lines reported in Table 3 of EPTE have been observed again and identified as faint C ii or O ii lines.
The reddening coefficient, C(Hβ), was determined by fitting iteratively the observed Balmer decrement to the theoretical one computed by Storey & Hummer (1995) for the nebular conditions determined in Section 4. Following EPTE we have used the reddening function, f (λ), normalized at Hβ derived by Costero & Peimbert (1970) for the Orion nebula. A linear extrapolation of this reddening function was used for wavelengths between 3000−3500Å. To obtain the final value of C(Hβ) we have taken the average of the values obtained from the intensity ratios of 21 Balmer and Paschen lines with respect to Hβ −from H10 to P7− with the exception of those H i lines showing line blending. The final adopted value of C(Hβ) is 0.76±0.08, which is larger than the values of 0.39±0.04 and 0.60 reported by EPTE and Peimbert & Torres-Peimbert (1977) for the same zone of the nebula. Table 2 shows the reddening-corrected line intensity ratios, I(λ)/I(Hβ), for each line. The integrated reddeningcorrected Hβ line flux is 9.32×10 −11 erg cm −2 s −1 . In the case of the Orion nebula, there are several previous works presenting large lists of observed emission lines (Kaler, Aller & Bowen 1965; Osterbrock et al. 1992 ; EPTE; Baldwin et al. 2000) . EPTE show a comparison be-2 webpage at: http://www.pa.uky.edu/∼peter/atomic/ 3 webpage at:http://www.pa.msu.edu/astro/software/emili/ tween their datasets and those of Kaler et al. (1965) and Osterbrock et al. (1992) , finding a good consistency with the second but detecting systematic differences with the older photographic data by Kaler et al. (1965) . We have compared our VLT line intensity ratios with those of the two most recent previous spectroscopic works: EPTE and Baldwin et al. (2000) . In Figure 1 we compare the reddening-corrected emission line ratios obtained in previous works and in our spectra for the lines in common by means of least-squares fits. The comparison with the data of EPTE shows a slope of 0.987, indicating a rather good consistency between both datasets. It must be taken into account that both observations correspond to the same zone of the nebula, although the integrated area is not exactly the same. On the other hand, the comparison with the data of Baldwin et al. (2000) gives a slope of 1.027, also fairly good, although there is an apparent trend of a slight overestimation of the intensity of the brightest lines (those with log[I(λ)/I(Hβ)] −2.5) in the dataset of Baldwin et al. (2000) with respect to ours. The slit position observed by Baldwin et al. (2000) does not coincide with our position, although it can be considered rather close taking into account the large angular size of the Orion nebula. Their position is located 25 arcsec north and 17 arcsec west of the centre of our slit position. We have also detected that the intensity ratios of the emission lines blueward of about 5000Å tend to be higher in Baldwin et al. (2000) with respect to the data of both EPTE and ours. This trend is not observed when the datasets of EPTE and ours are compared.
In Figure 2 , we show part of our flux calibrated echelle spectrum around the lines of multiplet 1 of O ii. The same spectral range is presented by EPTE and Baldwin et al. (2000) . Readers can compare the signal-to-noise ratio and the spectral resolution of each of the three sets of echelle spectra.
The observational errors associated with the line intensities (in percentage of their ratio with respect Hβ) are also presented in Table 2 . These errors include the uncertainties in the line intensity measurement and flux calibration as well as the propagation of the uncertainty in the reddening coefficient. Colons indicate errors of the order of or larger than 40%.
PHYSICAL CONDITIONS
The electron density, Ne, has been derived from the ratio of collisionally excited lines of several ions and making use of NEBULAR routines (Shaw & Dufour 1995) Zhang (1996) and the transition probabilities of Quinet (1996) Table 3 . Physical conditions.
Parameter
Line Value
a From 3726/3729 ratio.
any case, this contribution is rather small (about 3% of the total intensity). From Table 3 We also obtain systematically higher -and more consistentvalues of Ne(O ii) using FIVEL for NGC 3576, NGC 5315, NGC 2467 and 30 Dor. The structure of both programs -FIVEL and NEBULAR-is basically the same. Apparently, the only substantial difference is the atomic data used. NEBULAR is periodically updated and our version of FIVEL is not updated since 1996. In the case of O ii, FIVEL uses the transition probabilities of Zeippen (1982) and collision strengths of Pradhan (1976) and the last version of NEBULAR uses the transition probabilities recommended by Wiese, Fuhr & Deters (1996) and the collision strenghts of McLaughlin & Bell (1993) . We think that the problem with the density derived from [O ii] I(3729)/I(3726) ratio could be due to errors or problems in the atomic data used for those transitions in the latest version of NEBULAR.
From Table 3 , it seems that there are no apparent differences between densities for low and high-ionization-potential ions. Therefore, a value of 8900±200 cm −3 has been adopted as representative of our observed zone and all ions. This is a weighted average of the densities obtained from the −3 adopted by EPTE.
As in the case of densities, electron temperatures, Te, have been derived from the ratio of collisionally excited emission lines of several ions and making use of NEBULAR routines. In the case of the [N ii] λ 5755Å line, we have corrected its intensity for the contribution of recombination following Liu et al. (2000) . This contribution is very small, about 2%.
The echelle spectra show enough good signal-to-noise ratio for the nebular continuum emission to allow a satisfactory determination of both the Balmer and Paschen discontinuities (see Figure 3) . They are defined as Ic(Bac) = Ic(λ3646 − ) − Ic(λ3646 + ) and Ic(P ac) = Ic(λ8203 − ) − Ic(λ8203 + ) respectively. The high spectral resolution of the spectra permits to measure the continuum emission in zones very near de discontinuity, minimizing the possible contamination of other continuum contributions. We have obtained power-law fits to the relation between Ic(Bac)/I(Hn) or Ic(P ac)/I(P n) and Te for different n corresponding to different observed lines of both series. The emissivities as a function of electron temperature for the nebular continuum and the H i Balmer and Paschen lines have been taken from Brown & Mathews (1970) and Storey & Hummer (1995) respectively. The Te(Bac) adopted is the average of the values using the lines from Hα to H 10 (the brightest ones). In the case of Te(P ac), the adopted value is the average of the individual temperatures obtained using the lines from P 7 to P 18 (the brightest lines of the series), excluding P 8 and P 10 because their intensity seems to be affected by sky absorption. As it can be seen in Table 3 , Te(Bac) and Te(P ac) are remarkably similar despite their relatively large uncertainties.
We have adopted the average of electron temperatures lines for the high ionization zone, T high = 8320±40 K. The temperatures adopted by EPTE were T low = 10710±450 K and T high = 8350±200 K.
HE + ABUNDANCE
We have observed a large number of He i lines in our spectra. These lines arise mainly from recombination but they can be affected by collisional excitation and self-absorption effects. We have determined the He + /H + ratio using the effective recombination coefficients of Storey & Hummer (1995) for H i, and those by Smits (1996) and Benjamin, Skillman & Smits (1999) for He i. The collisional contribution was estimated from Sawey & Berrington (1993) and Kingdon & Ferland (1995) , and the optical depth effects in the triplet lines were estimated from the computations by Benjamin, Skillman & Smits (2002) . From a maximum likelihood method (e. g. Peimbert, Peimbert & Ruiz. 2000) , using Ne = 8900 ± 200 cm −3 and T (O ii+iii) = 8730±320 K (see Sect. 8), we obtained He + /H + = 0.0874 ± 0.0006, τ3889 = 16.7 ± 0.5, and t 2 = 0.022 ± 0.002. In Table  4 we include the He + /H + ratios we obtain for the best observed individual He i lines (those lines not affected by line blending and with the highest S/N for which we expect to have the best atomic data, i.e. low n upper level) as well as the final adopted value, all the values are computed for our finally adopted t 2 = 0.022±0.002 (see Sect. 8). We have also excluded He i 5015Å because it could suffer self-absorption effects from the 2 1 S metastable level. If we make a simple χ 2 optimisation of the values given in the table, we obtain a χ 2 parameter of about 45, which indicates that the goodness of fit is rather poor. The value of τ3889=16.7 we obtain is very large and therefore the self-absorption corrections for triplets are large and perhaps rather uncertain. Moreover, the slit position observed is very near the Trapezium stars and underlying absorption by the dust-scattered stellar continua can be affecting the intensity of the He i lines. Therefore, the adopted He + abundance can be affected by additional systematic uncertainties very difficult to estimate. (Rodríguez 1999; Verner et al. 2000) . Unfortunately, we can not measure the [Fe ii] λ 8617Å line, which is almost insensitive to the effects of UV pumping. This line is precisely in one of the observational gaps of our spectroscopic configuration. Therefore, it was not possible to derive a confident value of the Fe + /H + ratio. The Fe ++ /H + ratio has been derived from the average of the values obtained from 14 individual emission lines. The calculations for this ion have been done with a 34 level model-atom that uses the collision strengths of Zhang (1996) and the transition probabilities of Quinet (1996) Robertis et al. (1987) . This program uses the atomic data for Cl + compiled by Mendoza (1983) . In any case, the atomic data for this ion -and therefore the Cl + /H + ratio-are rather uncertain (Shaw 2003, personal communication) .
IONIC ABUNDANCES FROM COLLISIONALLY EXCITED LINES

IONIC ABUNDANCES OF HEAVY ELEMENTS FROM RECOMBINATION LINES
The large sensitivity and spectral coverage of these new observations have increased dramatically the number of permitted lines measured in this particular zone of the Orion nebula with respect to the previous results of EPTE. We have detected lines of: Grandi (1975a, b; We have also derived the abundances from N i lines, but they are found to be useless because they are largely produced by starlight excitation. The ionic abundances obtained from permitted lines of heavy elements are shown in Tables 6 to 11. We have derived the abundance of the whole multiplet in the case of those multiplets with more than two lines observed ("Sum" in the tables). To derive the sum value we have used the effective recombination coefficient of the multiplet and the expected intensity of the whole multiplet. This last quantity has been obtained adding the intensity of the observed lines multiplied by the quotient of the gf value of the whole multiplet with respect to the sum of the gf values of the observed individual lines. EPTE describe the method with more detail. We prefer the sum value because it provides a weighted average of the abundances derived from each line of the multiplet and it washes out possible departures from the LTE predictions inside the multiplet. We have adopted T high for C ++ , O ++ , N ++ , and Ne ++ ; T low for O + and N + . We have effective recombination coefficients for multiplets 2, 3, 6, 16.04, 17.02, 17.04 and 17.06 of C ii (Davey, Storey, & Kisielius 2000 ). The C ++ /H + ratios obtained are shown in Table 6 . The upper level of multiplet 3 can be populated by resonance fluorescence by starlight from the ground state and this can explain its corresponding abnormally large C ++ /H + ratio. Resonance fluorescence by starlight can be also operating on multiplet 2 (EPTE). The rest of the multiplets included in Table 6 are produced by transitions involving levels with large l quantum numbers and cannot be excited by permitted resonance transitions from the ground level. Therefore, their excitation mechanism should be recombination and their C ++ /H + ratios should reflect the true abundance of that ion. The C ++ /H + ratios obtained from the different C ii lines coming from large l levels show an excellent agreement. These values are also case-independent. The final adopted C ++ /H + ratio is (22±1)×10 −5 . This value has been obtained from the weighted mean of the individual abundances obtained from multiplets 6, 16.04, 17.02, 17.04, and 17.06 . In Figure 4 we show some of these pure recombination C ii lines used to derive the final C ++ abundance. EPTE obtained a C ++ /H + =20×10 −5 for the same zone using the older effective recombination coefficents by Péquignot, Petitjean & Boisson (1991) . All the individual abundance values used to derive the adopted average are indicated in boldface in Table 6 . Grandi (1975a) showed that the upper levels of the transitions of multiplets 1, 2, and 3 of N i should be significantly populated by starlight excitation. In Table 7 , we show the N + /H + ratios we obtain using the effective recombination coefficients of Péquignot et al. (1991) . The abnormally large abundances obtained indicate that starlight excitation is the dominant mechanism of those multiplets, therefore the abundances derived from the observed N i are -unfortunately-useless for our purposes and will not be considered.
We have measured a large number of N ii lines in our spectra. Grandi (1976) showed that multiplets 3 and 5 of N ii in the Orion nebula may be excited by resonance fluorescence via the He i λ 508.6Å line. Tsamis et al. (2003) also suggest that N ii triplet lines of the spectra of their sample H ii regions can be affected by fluorescence. The ground state of N ii is a triplet and, therefore, singlet lines are expected to be produced by pure recombination and should not be affected by fluorescence effects. We have only poor detections of three very weak singlet lines, which are not confident for abundance determinations. Moreover, the brightest singlet line reported could be a misidentification. There are three different sets of effective recombination coefficients available for N ii (Escalante & Victor 1990; Péquignot et al. 1991; Kisielius & Storey 2002) , the N ++ /H + ratios obtained for all the lines and sets of coefficients are shown in Table  8 . We have adopted case B as representative for triplets and obtained quite similar values of the N ++ /H + ratio for all the triplet multiplets observed. We have obtained a weighted mean of the abundance considering multiplets 3, 4, 5, 11 and 22 (sum values of the multiplet when more than two lines of the multiplet are reported) and the effective recombination coefficients of Escalante & Victor (1990) and multiplets 3, 12, 24 and 28 and the coefficients of Péquignot et al. (1991) , finding the same value in both cases: N ++ /H + =12×10 −5 . This value is somewhat lower than the final adopted abundance using the most recent effective recombination coefficients by Kisielius & Storey (2002) and the weighted mean of the N ++ /H + ratios obtained using multiplets 3, 4, 5, 19, 20, 24 and 28 . In fact, from Table 8 , it is clear that the individual values of the abundance obtained using Kisielius & Storey (2002) are always somewhat larger than those obtained with the other two sources of effective recombination coefficients. All the individual abundance values used to derive the adopted average are indicated in boldface in Table 8 . This final N ++ /H + ratio gives a total N abundance which is abnormally high (see Sect. 9) independently of the recombination coefficients set used, indicating that the lines used in Table 8 for deriving the abundance are not produced by pure recombination and, unfortunately, not suitable for abundance determinations. This result has been also obtained by Tsamis et al. (2003) .
Several O i lines are identified and measured in our spectra. Most of them correspond to transitions between triplet levels that can be excited from the ground state (2p 4 3 P ) by starlight excitation, as it was demostrated by Grandi (1975b) . We have measured lines of multiplet 1 of O i, which corresponds to transition between quintet levels. In principle, these lines should be produced by pure recombination and are also case-insensitive. Lines of multiplet 1 of O i are in a spectral region with numerous sky emission lines. Unfortunately, the combination of our spectral resolution and the radial velocity of Orion nebula does not permit to deblend the brightest line of multiplet 1 at λ 7771.94Å and an underlying sky emission feature. Therefore, we have to rely on the O + /H + ratio obtained from the faint O i λ 7775.34 Davey et al. (2000) . a Effective recombination coefficients by Péquignot et al. (1991) .
A line, which has a large uncertainty. In any case, this is the first time the O + abundance is derived from RLs in the Orion nebula. We have two sets of effective recombination coefficents available for O i in the literature, those by Escalante & Victor (1992) and Péquignot et al. (1991) , both sets give quite similar values of the abundances. In Table 9, we show the O + /H + ratios obtained for the different useful lines and multiplets. The values obtained from triplet lines are always much larger than those obtained from multiplet 1, demostrating the important contribution of starlight excitation to the intensity of the triplet lines.
We have identified and measured a large number of O ii lines in our spectra. The largest collection of this kind of lines ever identified in an H ii region. In our inventory, there are lines coming from transitions between both possible kinds of levels: doublets and quartets. Grandi (1976) demonstrated the dominance of recombination in the excitation mechanism of the O ii spectrum. We have also measured several lines coming from 4f −3d transitions and these lines cannot be excited by fluorescence from the 2p 3 4 S 0 ground level. We have used effective recombination coefficients from Storey (1994) for 3s-3p and 3p-3d transitions (assuming LS-coupling), and from Liu et al. (1995) for 3p-3d and 3d-4f transitions (assuming intermediate coupling). We used the dielectronic recombination coefficients of Nussbaumer & Storey (1984) for multiplets 15, 16 and 36. The final adopted value of the O ++ /H + ratio has been obtained from the weighted mean of the sum values of those less case-dependent multiplets: number 1, 2 and 10 and all the 4f −3d transitions. Our O ++ abundance coincides with that obtained by EPTE for the same zone of the Orion nebula. All the individual abundance values used to derive the adopted average are indicated in boldface in Table 10 .
Several Ne ii lines are identified and measured in the blue spectral range covered with our data. These lines correspond to doublet, quartet and intercombination transitions. We have used the effective recombination coefficients computed by Kisielius et al. (1998) for deriving the Ne ++ /H + ratios shown in Table 11 . We have used the quartet Ne ii lines to obtain the final adopted Ne ++ abundance (the weigthed average of the values obtained from the individual lines). These lines are case-independent and are very probably produced by pure recombination because the ground level has doublet configuration. In Figure 5 we show some of the quartet lines used to derive the Ne ++ abundance. This is the first time the Ne ++ /H + ratio is derived from recombination lines in the Orion nebula. Escalante & Victor (1990) . b Effective recombination coefficients by Péquignot et al. (1991) .
c Effective recombination coefficients by Kisielius & Storey (2002) . Table 9 . O + /H + ratios from Permitted Lines Escalante & Victor (1992) . b Effective recombination coefficients by Péquignot et al. (1991) .
c Blend with sky emission line. 
a Effective recombination coefficients by Storey (1994) .
b Effective recombination coefficients for intermediate coupling by Liu et al. (1995) . c Dielectronic recombination rates by Nussbaumer & Storey (1984) .
d Expected total intensity of the multiplet assuming LS coupling.
e Expected total intensity of the multiplet assuming intermediate coupling. Kisielius et al. (1998) .
IONIC ABUNDANCES FROM CELS AND RLS AND TEMPERATURE VARIATIONS
Ionic abundances derived from CELs and RLs are systematically different in many ionized nebulae (e. g. Liu 2002 Liu , 2003 Esteban 2002 , Torres-Peimbert & Peimbert 2003 Esteban et al. 1999a Esteban et al. , b, 2003 Peimbert 2003; Tsamis et al. 2003) . A similar situation has been found in the case of C ++ /H + and O + /H + ratios. In Table 12 we compare the different ionic abundances we have obtained from CELs and RLs of the same ions. The RLs abundances are the "Adopted" ones given in Tables 6  to 11 . In the case of the C ++ /H + ratio obtained from CELs, we have taken the average of the values corresponding to slit positions 5 and 7 of Walter, Dufour & Hester (1992) . As it can be seen in Table 12 , all the ionic abundances obtained from RLs are larger than the values derived from CELs.
Torres -Peimbert, Peimbert & Daltabuit (1980) proposed that the abundance discrepancy between calculations based on CELs and RLs may be produced by the presence of spatial fluctuations of the electron temperature in the nebulae, parametrized by t 2 (Peimbert 1967) . Assuming the validity of the temperature fluctuations paradigm, the comparison of the abundances determined from both kinds of lines for a given ion should provide an estimation of t 2 . In Table 12 Peimbert & Costero (1969) . As it can be seen in the table, the values of t 2 from the abundance discrepancies are -in general-fairly similar taking into account the uncertainties. In Table 12 
Taking into account γ ≈ 0.83 as representative for the center of the nebula (obtained from our derived abundances), we can obtain the average temperature T (O ii+iii) using equation A1 of Peimbert et al. (2002) , which gives: T (O ii+iii) = 8730±320 K. In Table 12 , we include the values of t 2 obtained from the combination of T (O ii+iii) and T (Bac) and T (Pac). As we can see, the t 2 values obtained are rather consistent with the rest of determinations, especially with those obtained for O ++ and He + , the ones with the lowest uncertainties. However, the nominal t 2 values derived from the Balmer and Paschen discontinuities should be considered lower limits to the real ones. This is because we do not take into account the small Balmer and Paschen discontinuities that should be present in the nebular continua due to dust scattered light from the Trapezium stars (see O'Dell & Hubbard 1965) . It is beyond the scope of this paper to estimate the corrections to the temperatures due to this fact, but considering the large uncertainties of the t 2 determinations based on the discontinuities, its effect in the finally adopted weighted mean value of t 2 must be certainly negligible.
We have calculated the weighted mean of the t 2 values given in Table 12 Peimbert & Peimbert (2003) have obtained a direct estimation of t 2 from the spatial changes in a high spatial resolution map (obtained from HST images) columnar electron temperature of a region to the southwest of the Trapezium in the Orion nebula, very near our slit position. Their value is t 2 = 0.028±0.006. As it can be seen, it is very encouraging that different independent methods provide very consistent results, this suggest that temperature fluctuations are likely to be present in Orion nebula and that the true representative t 2 of its central parts should be between 0.020-0.030.
TOTAL ABUNDANCES
We have to adopt a set of ionization correction factors, ICFs, to correct for the unseen ionization stages in order to derive the total gaseous abundances of the different chemical elements. In our case, we adopt the ICF scheme used by EPTE for all the elements except Fe. For this element, we have determined the total abundance using two different ICFs. Firstly, we have considered our Fe ++ abundance and the ICF proposed by Rodríguez & Rubin (2004) :
Secondly, we have added our Fe ++ and Fe 3+ abundances and include an ICF for the contribution of Fe + . This contribution has been estimated from the observations of Rodríguez (2002) , who determine the Fe + abundance from the [Fe ii] λ 8617Å line. We have considered a Fe + /Fe ++ =0.20, the average of the ratios obtained by Rodríguez (2002) for her four slit positions nearer the Trapezium cluster. The values of the ICFs assumed for the different chemical elements are included in Table 13 .
In Table 14 we show the total abundances obtained for our slit position of the Orion nebula. We include two different sets of abundances, one assuming no temperature fluctuations (t 2 = 0) and a second one using our final adopted value of t 2 = 0.022±0.002. In the table, we also compare with the abundances obtained by EPTE for their slit position 2, which coincides with our observed zone. We can see that the abundances are fairly similar in both set of data. Only Ne and Ar show differences larger than 0.1 dex. ratio determined from RLs is based on a single faint line located in a spectral zone with strong and numerous sky emission lines (see Sect. 7). In the case of N, as it was commented in Sect. 7, we do not have considered the N ++ abundance obtained from RLs because it gives abnormally large values of the final N/H ratio: 12+log(N/H) = 8.32±0.02 (for any of the two values of t 2 considered). This indicates that the observed N ii lines are not produced by pure recombination and an important contribution by fluorescence should be present. Finally, in the case of Fe, we find a ratio of about 1.9 in the two values of the Fe abundance given in Table 14 . Rodríguez (2003) finds a similar result when comparing the Fe abundances of several objects. This author indicates that the most likely explanation of this discrepancy is that either the collision strengths of [Fe iv] or the Fe ionization fractions predicted by ionization models (used for constructing Eq. 2) are unreliable. Unfortunately, we can not distinguish between these two possibilities.
DISCUSSION
The Orion nebula is traditionally considered the standard reference for the chemical composition of the ionized gas in the solar neighborhood. Therefore, it is essential to have a confident determination of elemental abundances for this object. Until very recently it was thought that the Sun was a chemical anomaly because of its large abundances -specially O-with respect to other nearby objects including the Orion nebula. In fact, at the beginning of the 90s the difference between the oxygen abundance of the Sun and the Orion nebula was about +0.4 dex (comparing the solar abundances of Grevesse & Anders 1989 and those of the Orion nebula of Osterbrock et al. 1992) . The recent corrections to the solar O abundance by Asplund et al. (2004) have lowered it by a factor of 0.2 dex. On the other hand, our Orion nebula determinations based on RLs give also O/H ratios higher than the older ones by Osterbrock et al. (1992) . However, for a correct comparison between solar and ionized gas abundances we have to correct for the fraction of heavy elements embedded in dust grains in the nebula. EPTE estimated that C and O abundances in Orion nebula should be depleted onto dust grains by factors of 0.10 dex and 0.08 dex, respectively. Adding this factors to the gaseous abundances we have appropriate values to comparing with the solar ones. In the cases of N, S and Cl, no dust correction is applied since they are not significantly depleted in the neutral interstellar medium (Savage & Sembach 1996) . For He, Ne and Ar, no correction is necessary because they are noble gases. In Table 15 we compare our Orion nebula gas+dust abundances -corrected for depletion onto dust grains-with those of the Sun, young F−G disk stars (ages 2 Gyr), nearby B dwarfs and gas-phase abundances of the local diffuse clouds. For the Sun: He comes from Christensen-Dalsgaard (1998); C and N from Asplund (2003) ; O, Ne and Ar from Asplund et al. (2004) , and S and Cl from Grevesse & Sauval (1998) . The data for F−G and B stars have been taken from the compilations by Sofia & Meyer (2001) and Herrero (2003) , respectively. The interstellar standard abundances of the nearby diffuse clouds have been taken from Sofia & Meyer (2001) .
The comparison of abundances given in Table 15 is very interesting. The O/H ratio of the Orion nebula is slightly higher but basically consistent within the uncertainties with the O abundance of young F−G stars, B dwarfs and the Sun. This is a certainly remarkable result that does not longer support previous thoughts about the abnormally high chemical composition of the Sun with respect to other objects of the solar vicinity. In the case of C, the abundance is similar to that of F−G stars, somewhat higher than in the Sun and considerably higher than in B dwarfs. Nevertheless, the C abundance of B dwarfs could be erroneous because it could be affected by NLTE effects or problems with the C atomic model used as it has been pointed out by Herrero (2003) . The N abundance of the Orion nebula is somewhat lower than in B dwarfs and the Sun, but consistent within the uncertainties. In the case of the other elements: Ne, S, Cl and Ar we can only compare with the Sun and their abundances are rather consistent except in the cases of Ne and Ar for which the differences are higher than 0.2 dex. Similar large differences for these elements are also reported in our data for the H ii region NGC 3576 (García-Rojas et al. 2004 ). This indicates that those differences are not spurious but we cannot ascertain the exact reason for the discrepancy.
The comparison with the abundances of nearby diffuse clouds is specially revealing. It is expected that C and O should be depleted onto dust grains in diffuse clouds (e.g. Jenkins 1987 ) and most probably in a larger amount than in ionized nebulae, where some dust destruction seems to operate (e.g. Rodríguez 1996) . In this sense, the abundances obtained for diffuse clouds should be considered as lower limits of the expected ones in H ii regions. It is important to indicate that the comparison between the C and O abundances in diffuse clouds and those we obtain from CELs and assuming t 2 =0.000 for the Orion nebula -8.02 and 8.51 for C and O, respectively-do not give room for the expected dust destruction that should occur in ionized nebulae. The higher C and O abundances obtained from RLs -or from CELs assuming an appropriate t 2 -are more consistent with what is expected by the dust destruction scheme.
The last column of Table 15 gives the difference between our Orion nebula abundances and the Solar ones. We find that most of the heavy elements give a positive difference, with an average value of about +0.09 dex (average of the element values of Table 15 except He and Ar). This difference is in agreement with the estimations of the chemical evolution models by Carigi (2003) and Akerman et al. (2004) who found that the O/H ratio at the solar galactocentric distance has increased by 0.12 dex since the Sun was formed.
Fe has not been included in Table 15 because large dust depletion factors are expected for this element in ionized nebulae. EPTE estimated a depletion of 1.37 dex comparing their gaseous Fe/H ratio with that of 7.48±0.15 derived from B stars of the Orion association by Cunha & Lambert (1994) . If we consider this last value as representative of the gas+dust Fe abundance of the Orion nebula, we obtain depletion factors of 1.25 and 1.49 dex depending on the final ICF scheme adopted to obtain the gaseous Fe/H ratio.
CONCLUSIONS
We present echelle spectroscopy in the 3100-10400Å range for the Orion nebula for a slit position coincident with previous observations of Peimbert & Torres-Peimbert (1977) and EPTE. We have measured the intensity of 555 emission lines. This is the most complete list of emission lines ever obtained for this relevant object, and the largest collection of emission lines available for a Galactic or extragalactic H ii region.
We have derived the physical conditions of the nebula making use of many different line intensities and continuum ratios. obtained from recombination lines are always larger than those derived from collisionally excited lines for all the ions where both kinds of lines are measured. We obtain remarkably consistent independent estimations of the temperature fluctuation parameter derived from different methods, which adopted average value is t 2 = 0.022±0.002, similar to other estimates from the literature. This result strongly suggests that moderate temperature fluctuations are present in the Orion nebula.
The Orion nebula is a standard reference for the chemical composition of the ionized gas of the solar vicinity and, therefore, it is important to have a confident set of abundances for this object in order to improve our knowledge of the chemical evolution of this particular zone of the Galaxy. We have compared the chemical composition of the nebula with that of the Sun and other representative objects, as the neutral diffuse ISM, young F and G stars and B dwarfs of the solar vicinity. The abundances of the heavy elements in the Orion nebula are only slightly higher -about 0.09 dex-than the solar ones, a difference that can be explained by the chemical evolution of the solar vicinity since the Sun was formed. The recent corrections to the solar abundances and our new values of the gas+dust Orion nebula abundances seem finally to converge, washing out the longstanding problem of the apparently abnormal solar abundances.
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