Refined Asymptotics of the Finite-Size Magnetization via a New
  Conditional Limit Theorem for the Spin by Ellis, Richard S. & Li, Jingran
ar
X
iv
:1
20
5.
09
70
v1
  [
ma
th.
PR
]  
4 M
ay
 20
12
Refined Asymptotics of the Finite-Size
Magnetization via a New Conditional
Limit Theorem for the Spin
Richard S. Ellis
rsellis@math.umass.edu
Jingran Li
jingran@math.umass.edu
Department of Mathematics and Statistics
University of Massachusetts
Amherst, MA 01003
November 12, 2018
Abstract
We study the fluctuations of the spin per site around the thermodynamic magnetization
in the mean-field Blume-Capel model. Our main theorem generalizes the main result in
a previous paper [12] in which the first rigorous confirmation of the statistical mechanical
theory of finite-size scaling for a mean-field model is given. In that paper our goal is
to determine whether the thermodynamic magnetization is a physically relevant estimator
of the finite-size magnetization. This is done by comparing the asymptotic behaviors of
these two quantities along parameter sequences converging to either a second-order point
or the tricritical point in the mean-field Blume-Capel model. The main result is that the
thermodynamic magnetization and the finite-size magnetization are asymptotic when the
parameter α governing the speed at which the sequence approaches criticality is below a
certain threshold α0. Our main theorem in the present paper on the fluctuations of the
spin per site around the thermodynamic magnetization is based on a new conditional limit
theorem for the spin, which is closely related to a new conditional central limit theorem for
the spin.
American Mathematical Society 2000 Subject Classifications. Primary 60F05, 60F10, Sec-
ondary 82B20
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1 Introduction
The purpose of this paper is to analyze the asymptotic behavior of the fluctuations of the spin
per site around the thermodynamic magnetization along parameter sequences having physical
relevance in the mean-field Blume-Capel model. This research culminates a series of papers
that study the phase-transition structure of the model via analytic techniques and probabilistic
limit theorems [13, 6, 9, 12]. The mean-field Blume-Capel model is a mean-field version of
an important lattice model due to Blume and Capel, to which we will refer as the B–C model
[2, 3, 4, 5]. The mean-field B-C model is an important object of study because it is one of the
simplest models that exhibits the following complicated phase-transition structure: a curve of
second-order points; a curve of first-order points; and a tricritical point, which separates the two
curves.
The main theorem in this paper generalizes the main result in [12]. The goal of [12] is to
compare the asymptotic behaviors of the thermodynamic magnetization and the finite-size mag-
netization along parameter sequences converging to either a second-order point or the tricritical
point of the mean-field B-C model. Theorem 4.1 in that paper shows that these two quantities
are asymptotic when the parameter α governing the speed at which the sequence approaches
criticality is below a certain threshold α0. However, when α exceeds α0, the thermodynamic
magnetization converges to 0 much faster than the finite-size magnetization. These results in
[12] are worthwhile because they are the first rigorous confirmations of the statistical mechani-
cal theory of finite-size scaling for a mean-field model [1], [12, §6].
The importance of both the theory of finite-size scaling and the mean-field B-C model mo-
tivate us in this paper to refine Theorem 4.1 in [12]. We do this by studying the fluctuations of
the spin per site around the thermodynamic magnetization for 0 < α < α0, obtaining a more
refined asymptotic estimate that yields the conclusion of Theorem 4.1 in [12] as a corollary.
This refined asymptotic estimate is stated in (1.4) and is proved in part (a) of Theorem 4.1 be-
low. While Theorem 4.1 in [12] is obtained from a moderate deviation principle, the refinement
of that theorem in this paper is obtained from the conditional limit theorem stated in (1.5) and
proved in part (b) of Theorem 6.1.
The mean-field B-C model is defined by a canonical ensemble that we denote by PN,β,K ;
N is the number of vertices, β > 0 is the inverse temperature, and K > 0 is the interaction
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strength. PN,β,K is defined in (2.1) in terms of the Hamiltonian
HN,K(ω) =
N∑
j=1
ω2j −
K
N
(
N∑
j=1
ωj
)2
.
In this formula ωj is the spin at site j ∈ {1, 2, . . . , N} and takes values in Λ = {−1, 0, 1}.
The configuration space for the model is the set ΛN containing all sequences ω = (ω1, . . . , ωN)
with each ωj ∈ Λ. Expectation with respect to PN,β,K is denoted by EN,β,K . The finite-size
magnetization is defined by EN,β,K{|SN/N |}, where SN equals the total spin
∑N
j=1 ωj .
Before discussing the results in this paper, we first summarize the phase-transition structure
of the mean-field B-C model as derived in [13]. For β > 0 and K > 0, we denote by Mβ,K the
set of equilibrium values of the magnetization. The set Mβ,K coincides with the set of global
minimum points of the free-energy function Gβ,K , which is defined in (2.3)–(2.4). The critical
inverse temperature of the mean-field B-C model is βc = log 4. For 0 < β ≤ βc there exists
a quantity K(β) and for β > βc there exists a quantity K1(β) having the following properties.
The positive quantity m(β,K) appearing in this list is the thermodynamic magnetization.
1. Fix 0 < β ≤ βc. Then for 0 < K ≤ K(β), Mβ,K consists of the unique pure phase 0,
and for K > K(β), Mβ,K consists of two nonzero values ±m(β,K).
2. For 0 < β ≤ βc, Mβ,K undergoes a continuous bifurcation at K = K(β), changing
continuously from {0} for K ≤ K(β) to {±m(β,K)} for K > K(β). This continuous
bifurcation corresponds to a second-order phase transition.
3. Fix β > βc. Then for 0 < K < K1(β), Mβ,K consists of the unique pure phase 0;
for K = K1(β), Mβ,K consists of 0 and two nonzero values ±m(β,K1(β)); and for
K > K1(β), Mβ,K consists of two nonzero values ±m(β,K).
4. For β > βc, Mβ,K undergoes a discontinuous bifurcation at K = K1(β), changing dis-
continuously from {0} for K < K(β) to {0,±m(β,K)} for K = K1(β) to {±m(β,K)}
for K > K1(β). This discontinuous bifurcation corresponds to a first-order phase transi-
tion.
Because of item 2, we refer to the curve {(β,K(β)), 0 < β < βc} as the second-order
curve and points on this curve as second-order points. Because of item 4, we refer to the curve
{(β,K1(β)), β > βc} as the first-order curve and points on this curve as first-order points. The
point (βc, K(βc)) = (log 4, 3/2 log 4), called the tricritical point, separates the second-order
curve from the first-order curve. The phase-coexistence region is defined as the set of all points
in the positive β-K quadrant for which Mβ,K consists of more than one value. Therefore
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the phase-coexistence region consists of all points above the second-order curve, above the
tricritical point, on the first-order curve, and above the first-order curve; that is,
{(β,K) : 0 < β ≤ βc, K > K(β) and β > βc, K ≥ K1(β)}.
Figure 1 exhibits the sets that describe the phase-transition structure of mean-field B-C model.
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Figure 1: The sets that describe the phase-transition structure of the mean-field B-C model: the second-order
curve {(β,K(β)), 0 < β < βc}, the first-order curve {(β,K1(β)), β > βc}, and the tricritical point (βc,K(βc)).
The phase-coexistence region consists of all (β,K) above the second-order curve, above the tricritical point, on
the first-order curve, and above the first-order curve.
In order to discuss the contributions of this paper, it is helpful first to explain the main
results in [9] and [12]. Those papers focus on positive sequences (βn, Kn) that lie in the phase-
coexistence region for all sufficiently large n, converge to either a second-order point or the
tricritical point, and satisfy the hypotheses of Theorem 3.2 in [9]. These sequences are param-
eterized by α > 0 in the sense that the limits
b = lim
n→∞
nα(βn − β) and k = lim
n→∞
nα(Kn −K(β))
are assumed to exist and are not both 0. Six specific such sequences are introduced in section
4 of that paper. Theorem 3.2 in [9] states that for any α > 0, m(βn, Kn) has the asymptotic
behavior
m(βn, Kn) ∼ x¯/nθα, (1.1)
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where θ > 0 and x¯ is the positive global minimum point of a certain polynomial g(x) called the
Ginzburg-Landau polynomial. This polynomial is defined in terms of the free-energy function
Gβ,K in hypothesis (iii)(a) of Theorem 3.1 below.
One of the surprises in our study of the mean-field B-C model is the appearance of the
Ginzburg-Landau polynomial in a number of basic results. These include the asymptotic for-
mula (1.1), the quantity z¯ in the asymptotic formula (1.4) and the conditional limit theorem
(1.5), the limiting variance in the conditional central limit theorem (1.7), and the rate function
in the moderate deviation principle in Theorem 6.2. As we will explain, this conditional central
limit theorem is closely related to the main result in this paper, which is the asymptotic formula
(1.4).
A straightforward large-deviation calculation summarized in [12, p. 2120] shows that for
fixed (β,K) lying in the phase-coexistence region the spin per siteSN/N has the weak-convergence
limit
PN,β,K{SN/N ∈ dx} =⇒
(
1
2
δm(β,K) +
1
2
δ−m(β,K)
)
(dx). (1.2)
This implies that
lim
N→∞
EN,β,K{|SN/N |} = m(β,K).
Because the thermodynamic magnetization m(β,K) is the limit, as the number of spins goes
to ∞, of the finite-size magnetization EN,β,K{|SN/N |}, the thermodynamic magnetization is
a physically relevant estimator of the finite-size magnetization, at least when evaluated at fixed
(β,K) in the phase-coexistence region.
The main focus of [12] is to determine whether the thermodynamic magnetization is a phys-
ically relevant estimator of the finite-size magnetization in a more general sense, namely, when
evaluated along positive sequences that lie in the phase-coexistence region for all sufficiently
large n, converge to a second-order point or the tricritical point, and satisfy a set of hypotheses
including those of Theorem 3.2 in [9]. The criterion for determining whether m(βn, Kn) is a
physically relevant estimator is that as n→∞, m(βn, Kn) is asymptotic to the finite-size mag-
netization En,βn,Kn{|Sn/n|}, both of which converge to 0. In this formulation we let N = n
in the finite-size magnetization; i.e., we let the number of spins N coincide with the index n
parametrizing the sequence (βn, Kn).
As summarized in Theorems 4.1 and 4.2 in [12], the main finding is that m(βn, Kn) is
a physically relevant estimator when the parameter α governing the speed at which (βn, Kn)
approaches criticality is below a certain threshold α0. The value of α0 depends on the type of
the phase transition — first-order, second-order, or tricritical — that influences the sequence,
an issue addressed in section 6 of [9]. For 0 < α < α0 this finding is summarized by the limit
lim
n→∞
nθα |En,βn,Kn{|Sn/n|} −m(βn, Kn)| = 0, (1.3)
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which in combination with (1.1) implies that
En,βn,Kn{|Sn/n|} ∼ x¯/nθα ∼ m(βn, Kn).
By contrast, when α > α0, m(βn, Kn) converges to 0 much faster than En,βn,Kn{|Sn/n|}. The
sequences for which these asymptotic results are valid include the six sequences introduced in
[9, §4].
We now turn to the main focus of this paper, which is a refined analysis of the fluctuations
of Sn/n around m(βn, Kn) for 0 < α < α0. Define κ = 12(1 − α/α0) + θα. As shown in
part (a) of Theorem 4.1, for 0 < α < α0 and for a class of sequences that includes the first five
sequences introduced in [9, §4]
En,βn,Kn{||Sn/n| −m(βn, Kn)|} ∼ z¯/nκ. (1.4)
In this formula z¯ = (2/[πg(2)(x¯)])1/2, where g(2)(x¯) denotes the positive second derivative of the
Ginzburg-Landau polynomial g evaluated at its unique positive global minimum point x¯. For all
0 < α < α0, κ is larger than θα. Thus the rate z¯/nκ at which En,βn,Kn{||Sn/n| −m(βn, Kn)|}
converges to 0 is asymptotically faster than the rate x¯/nθα at which En,βn,Kn{|Sn/n|} and
m(βn, Kn) converge separately to 0.
This asymptotic result generalizes (1.3), which is the conclusion of Theorem 4.1 in [12]. To
see this, define An = En,βn,Kn{||Sn/n| −m(βn, Kn)|} and note that
|En,βn,Kn{|Sn/n|} −m(βn, Kn)| ≤ An.
Equation (1.4) states that limn→∞ nκAn = z¯. Since κ > θα, this implies that
0 = lim
n→∞
nθαAn ≥ lim
n→∞
nθα|En,βn,Kn{|Sn/n|} −m(βn, Kn)| = 0.
The fact that this second limit equals 0 yields (1.3), which is the conclusion of Theorem 4.1 in
[12].
The proof of our main result (1.4) is based on the following new conditional limit stated in
part (b) of Theorem 6.1 for 0 < α < α0:
lim
n→∞
nκEn,βn,Kn{|Sn/n−m(βn, Kn)|
∣∣ Sn/n > δm(βn, Kn)} = z¯. (1.5)
The conditioning is on the event {Sn/n > δm(βn, Kn)}, where δ ∈ (0, 1) is sufficiently close to
1. This conditioning allows us to study the asymptotic behavior of the system in a neighborhood
of the pure states having thermodynamic magnetization m(βn, Kn). According to Lemma 6.3
lim
n→∞
Pn,βn,Kn{Sn/n > δm(βn, Kn)} (1.6)
= lim
n→∞
Pn,βn,Kn{Sn/n < −δm(βn, Kn)} = 1/2.
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These limits are the analog of the weak convergence limit (1.2), showing that as n → ∞ the
mass of thePn,βn,Kn-distribution of Sn/n concentrates at±m(βn, Kn). As we show in section 6,
the limits (1.6) and (1.5) and a moderate deviation estimate on the probabilityPn,βn,Kn{δm(βn, Kn) ≥
Sn/n ≥ −δm(βn, Kn)} yield
lim
n→∞
nκEn,βn,Kn{||Sn/n| −m(βn, Kn)|} = z¯.
This limit is equivalent to (1.4).
The main result in part (a) of Theorem 4.1 is applied to the first five sequences introduced
in [9, §4]. Located in the phase-coexistence region for all sufficiently large n, the first two se-
quences converge to a second-order point, and the last three sequences converge to the tricritical
point. Possible paths followed by these sequences are shown in Figure 2. For each of the five
sequences the quantities α0, θ, and κ appearing in Theorem 4.1 are specified in Table 1.1.
1.08
1.07
1.09
1.51.41.3
1.11
1.1
β
K
K(β)
 
K (β)
 
1
β
c
K(β )
 
c
1
1
2
2 3
3
4
45
4
Figure 2: Possible paths for the five sequences converging to a second-order point and to the tricritical point. In
section 5 and appendix A these sequences are defined and are shown to satisfy the hypotheses of Theorem 4.1 and
Theorem 6.1. The sequences labeled 1–5 in this figure correspond to sequences 1a–5a in Table 1.1 and Table 5.1.
The conditional limit (1.5) is closely related to another result stated in part (a) of Theorem
6.1. This result is a new conditional central limit theorem for 0 < α < α0. As in (1.5), the
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Seq. Defn. α0 θ κ
1a (5.5) 1
2
1
2
1
2
(1− α)
2a (5.6) 1
2p
p
2
1
2
(1− pα)
3a (5.7) 2
3
1
4
1
2
(1− α)
4a (5.8) 1
3
1
2
1
2
(1− 2α)
5a (5.10) 1
3
1
2
1
2
(1− 2α)
Table 1.1: The equations where each of the five sequences is defined and the values of α0, θ, and κ for
each sequence.
conditioning is on the event {Sn/n > δm(βn, Kn)}, where δ ∈ (0, 1) is sufficiently close to 1.
Under a set of hypotheses satisfied by the first five sequences introduced in [9, §4], part (a) of
Theorem 6.1 states that when conditioned on {Sn/n > δm(βn, Kn)}, the Pn,βn,Kn-distributions
of nκ(Sn/n−m(βn, Kn)) converge weakly to a normal random variable N(0, 1/g(2)(x¯)) with
mean 0 and variance 1/g(2)(x¯); in symbols,
Pn,βn,Kn{nκ(Sn/n−m(βn, Kn)) ∈ dx
∣∣ Sn/n > δm(βn, Kn)} (1.7)
=⇒ N(0, 1/g(2)(x¯)).
Since κ = 1
2
(1 − α/α0) + θα is less than 1/2 [Thm. 6.1(c)], the scaling in this result is non-
classical. An equivalent formulation is that for any bounded, continuous function f
lim
n→∞
En,βn,Kn{f(nκ(Sn/n−m(βn, Kn)))
∣∣ Sn/n > δm(βn, Kn)} (1.8)
= lim
n→∞
En,βn,Kn{f(Sn/n1−κ − nκm(βn, Kn))
∣∣ Sn/n > δm(βn, Kn)}
= E{f(N(0, 1/g(2)(x¯)))}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
f(x) exp[−1
2
g(2)(x¯)x2]dx.
Through the term g(2)(x¯) this conditional central limit theorem and the asymptotic formula
(1.4) exhibit a sensitive dependence on the choice of the sequence (βn, Kn), which lies in the
phase coexistence region for all sufficiently large n and converges to a second-order point or
the tricritical point. This contrasts sharply with the central limit theorem that is valid for an
arbitrary sequence (βn, Kn) that converges to a point (β,K) in the single-phase region defined
by {(β,K) : 0 < β ≤ βc, 0 < K < K(β)}. In this situation it is proved in Theorem 5.5 in [6]
that
Pn,βn,Kn{Sn/n1/2 ∈ dx} =⇒ N(0, σ2(β,K)),
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where the limiting variance σ2(β,K) depends only on (β,K) and not on the sequence (βn, Kn).
Formally, the conditional limit (1.5) follows from the conditional central limit theorem (1.8)
if one replaces the bounded, continuous function f by the absolute value function. Then (1.8)
would imply
lim
n→∞
nκEn,βn,Kn{|Sn/n−m(βn, Kn)|
∣∣ Sn/n > δm(βn, Kn)}
= lim
n→∞
En,βn,Kn{|Sn/n1−κ − nκm(βn, Kn)|
∣∣ Sn/n > δm(βn, Kn)}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx = z¯.
In order to justify this formal derivation, one needs a uniform integrability estimate. In fact,
we can derive the conditional limit (1.5) from a related weak convergence result via a more
circuitous route. The related weak convergence result, proved in Lemma 7.7, involves two extra
summands defined in terms of a sequence of scaled normal random variables Wn. We prove
the conditional limit (1.5) by two steps: the uniform integrability-type result in Proposition 8.2
allows us to replace the bounded, continuous function f in Lemma 7.7 by the absolute value
function; the calculations in Lemmas 8.3 and 8.4 show that in the limit n → ∞ the extra
summands involving the normal random variables Wn do not affect the limit. As we show at
the end of section 7 in [8], we also use the weak convergence result in Lemma 7.7 to prove
the conditional central limit theorem (1.7) by an analogous but more straightforward argument.
Again, a key step is to show that in the limit n→∞ the extra summands involving the normal
random variables Wn do not affect the limit.
The conditional limit (1.5) is stated in part (b) of Theorem 6.1, the proof of which is subtle
and complicated. In this proof Lemma 7.5 is key. There we obtain two basic estimates that
allow us to apply the Dominated Convergence Theorem to prove the weak convergence result
in Lemma 7.7, from which part (b) of Theorem 6.1 will be deduced. The value of κ can be
motivated from the calculation underlying the proof of part (a) of Lemma 7.5.
The contents of this paper are as follows. In section 2 we define the mean-field B-C model
and summarize its phase-transition structure in Theorems 2.1 and 2.2. For a class of sequences
(βn, Kn) lying in the phase-coexistence region for all sufficiently large n and converging either
to a second-order point or to the tricritical point, Theorem 3.1 in section 3 describes the asymp-
totic behavior of m(βn, Kn) → 0 as stated in (1.1). Theorem 3.2 in section 3 states one of the
main results of [12], which is that as n→ 0, m(βn, Kn) is asymptotic to En,βn,Kn{|Sn/n|} for
0 < α < α0, proving that for this range of α the thermodynamic magnetization m(βn, Kn) is a
physically relevant estimator of the finite-size magnetization En,βn,Kn{|Sn/n|}.
The main result in this paper is given in section 4. According to part (a) of Theorem 4.1, for
0 < α < α0
En,βn,Kn{|Sn/n−m(βn, Kn)|} ∼ z¯/nκ,
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where z¯ = (2/[πg(2)(x¯)])1/2 and κ = 1
2
(1 − α/α0) + θα. Part (a) of Theorem 4.1 is applied
in section 5 to five specific sequences (βn, Kn). The first two sequences converge to a second-
order point, and the last three sequences converge to the tricritical point. In section 6 part (a)
of Theorem 6.1 states the conditional central limit theorem (1.7), and part (b) of that theorem
states the conditional limit (1.5). In section 7 we derive a number of lemmas that are applied in
section 8 to part (b) of Theorem 6.1. In section 8 we prove part (b) of Theorem 6.1 using these
lemmas together with Lemmas 8.1, 8.3, and 8.4 and the weaker form of the standard uniform
integrability estimate in Proposition 8.2. In appendix A we prove that sequences 1a–5a satisfy
the limits in hypothesis (iii′) of Theorem 4.1. In appendix B we prove the moderate deviation
principle in part (a) of Theorem 6.2. This result is used in the proof of one of our main results
in part (a) of Theorem 4.1.
Acknowledgement. The research of both authors was supported in part by a grant from the
National Science Foundation (NSF-DMS-0604071). We thank Peter T. Otto for permission to
use Figures 1 and 2.
2 Phase-Transition Structure of the Mean-Field B-C Model
For N ∈ N the mean-field Blume-Capel model is defined on the complete graph on N vertices
1, 2, . . . , N . The spin at site j ∈ {1, 2, . . . , N} is denoted by ωj , a quantity taking values in
Λ = {−1, 0, 1}. The Hamiltonian for this model is defined by
HN,K(ω) =
N∑
j=1
ω2j −
K
N
(
N∑
j=1
ωj
)2
,
whereK > 0 is a positive parameter representing the interaction strength andω = (ω1, . . . , ωN) ∈
ΛN . We will refer to this model as the mean-field B-C model.
Let PN be the product measure on ΛN with identical one-dimensional marginals ρ =
1
3
(δ−1 + δ0 + δ1). Then PN assigns the probability 3−N to each ω ∈ ΛN . For inverse tem-
perature β > 0 and for K > 0, the canonical ensemble for the mean-field B-C model is the
sequence of probability measures that assign to each subset B of ΛN the probability
PN,β,K(B) =
1
ZN(β,K)
·
∫
B
exp[−βHN,K ]dPN (2.1)
=
1
ZN(β,K)
·
∑
ω∈B
exp[−βHN,K(ω)] · 3−N ,
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where
ZN(β,K) =
∫
ΛN
exp[−βHN,K ]dPN =
∑
ω∈ΛN
exp[−βHN,K(ω)] · 3−N .
It is useful to rewrite this measure in a different form. Define SN(ω) =
∑N
j=1 ωj and let
PN,β be the product measure on ΛN with identical one-dimensional marginals
ρβ(dωj) =
1
Z(β)
· exp(−βω2j )ρ(dωj),
where Z(β) =
∫
Λ
exp(−βω2j )ρ(dωj) = (1 + 2e−β)/3. Define
PN,β(dω) =
N∏
j=1
ρβ(dωj) =
1
[Z(β)]N
N∏
j=1
exp(−βω2j )ρ(dωj)
and
Z˜N(β,K) =
∫
ΛN
exp[NβK(SN/N)
2]dPN,β =
ZN(β,K)
[Z(β)]N
.
Then we have
PN,β,K(dω) =
1
Z˜N(β,K)
exp[NβK(SN(ω)/N)
2]PN,β(dω). (2.2)
For t ∈ R and x ∈ R we also define the cumulate generating function
cβ(t) = log
∫
Λ
exp(tω1)ρβ(dω1) = log
[
1 + e−β(et + e−t)
1 + 2e−β
]
(2.3)
and the free-energy function
Gβ,K(x) = βKx
2 − cβ(2βKx). (2.4)
We denote byMβ,K the set of equilibrium macrostates of the mean-field B-C model. As shown
in Proposition 3.4 in [13], Mβ,K can be characterized as the set of global minimum points of
Gβ,K :
Mβ,K = {x ∈ [−1, 1] : x is the global minimum points of Gβ,K(x)}.
In [13] Mβ,K is denoted by E˜β,K .
The critical inverse temperature for the mean-field B-C model is βc = log 4. For 0 < β ≤
βc, the next theorem states that Mβ,K exhibits a continuous bifurcation as K increases through
a value K(β). This bifurcation corresponds to a second-order phase transition, and the curve
{(β,K(β)), 0 < β < βc} is called the second-order curve. The point (βc, K(βc)) is called
the tricritical point. Theorem 2.1 is proved in Theorem 3.6 in [13], where K(β) is denoted by
K
(2)
c (β).
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Theorem 2.1. For 0 < β ≤ βc, we define
K(β) = 1/[2βc′′β(0)] = (e
β + 2)/(4β).
For these values of β, Mβ,K has the following structure.
(a) For 0 < K ≤ K(β), Mβ,K = {0}.
(b) For K > K(β), there exists m(β,K) > 0 such that Mβ,K = {±m(β,K)}.
(c) m(β,K) is a positive, increasing, continuous function for K > Kc(β), and as K →
(K(β))+, m(β,K)→ 0. Therefore, Mβ,K exhibits a continuous bifurcation at K(β).
For β > βc, the next theorem states that Mβ,K exhibits a discontinuous bifurcation as K
increases through a value K1(β). This bifurcation corresponds to a first-order phase transition,
and the curve {(β,K1(β)), β > βc} is called the first-order curve. Theorem 2.2 is proved in
Theorem 3.8 in [13], where K1(β) is denoted by K(1)c (β).
Theorem 2.2. For β > βc, Mβ,K has the following structure in terms of the quantity K1(β),
denoted by K(1)c (β) in [13] and defined implicitly for β > βc on page 2231 of [13].
(a) For 0 < K < K1(β), Mβ,K = {0}.
(b) ForK = K1(β) there existsm(β,K1(β)) > 0 such thatMβ,K1(β) = {0,±m(β,K1(β))}.
(c) For K > K1(β) there exists m(β,K) > 0 such that Mβ,K = {±m(β,K)}.
(d) m(β,K) is a positive, increasing, continuous function for K ≥ K1(β), and as K →
K1(β)
+
, m(β,K)→ m(β,K1(β)) > 0. Therefore, Mβ,K exhibits a discontinuous bifurcation
at K1(β).
The positive quantitym(β,K) in Theorems 2.1 and 2.2 is called the thermodynamic magne-
tization. In the next section we describe the asymptotic behavior of the finite-size magnetization
for suitable sequences (βn, Kn) and relate this to the asymptotic behavior of the thermodynamic
magnetization m(βn, Kn).
3 Asymptotic Behavior of En,βn,Kn{|Sn/n|}
For β > 0 and K > 0 the finite-size magnetization is defined as
EN,β,K{|SN/N |} =
∫
ΩN
|SN/N |dPN,β,K,
where PN,β,K denotes the measure defined in (2.1)–(2.2). In this section we describe the
asymptotic behavior of En,βn,Kn{|Sn/n|} for suitable sequences (βn, Kn) lying in the phase-
coexistence region. In this formulation we let N = n in the finite-size magnetization; i.e., we
let the number of spins N coincide with the index n parametrizing the sequence (βn, Kn).
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The phase-coexistence region is defined as the set of all points in the positive β-K quadrant
for whichMβ,K cosists of more than one value. According to Theorems 2.1 and 2.2, the phase-
coexistence region consists of all points above the second-order curve, above the tricritical
point, on the first-order curve, and above the first-order curve; that is,
{(β,K) : 0 < β ≤ βc, K > K(β) and β > βc, K ≥ K1(β)}.
For a class of sequences (βn, Kn) lying in the phase-coexistence region for all sufficiently large
n and converging either to a second-order point or to the tricritical point, Theorem 3.1 describes
the asymptotic behavior of the thermodynamic magnetization m(βn, Kn) → 0. The asymp-
totic behavior is related to the unique positive, global minimum point of the Ginzburg-Landau
polynomial, which is defined in hypothesis (iii) of the theorem.
Theorem 3.1 is a special case of the main theorem in [9], Theorem 3.2. In that paper we de-
scribe six different sequences that satisfy the hypotheses of Theorem 3.1. The first five of these
sequences are revisited in section 5 of this paper, where we show that they satisfy the hypothe-
ses of our main theorem, Theorem 4.1. These five sequences, labeled 1a–5a, are summarized in
Table 5.1. The main conclusion of Theorem 3.1 about the rate at which m(βn, Kn)→ 0 will be
used in the proofs of a number of results in this paper.
Theorem 3.1. Let (βn, Kn) be a positive sequence that converges either to a second-order point
(β,K(β)), 0 < β < βc, or to the tricritical point (β,K(β)) = (βc, K(βc)). We assume that
(βn, Kn) satisfies the following four hypotheses.
(i) (βn, Kn) lies in the phase-coexistence region for all sufficiently large n.
(ii) The sequence (βn, Kn) is parametrized by α > 0. This parameter regulates the speed of
approach of (βn, Kn) to the second-order point or the tricritical point in the following
sense:
b = lim
n→∞
nα(βn − β) and k = lim
n→∞
nα(Kn −K(β))
both exist, and b and k are not both 0; if b 6= 0, then b equals 1 or −1.
(iii) There exists an even polynomial g of degree 4 or 6 satisfying g(x) → ∞ as |x| → ∞
together with the following two properties; g is called the Ginzburg-Landau polynomial.
(a) There exist α0 > 0 and θ > 0 such that for all α > 0
lim
n→∞
nα/α0Gβn,Kn(x/n
θα) = g(x)
uniformly for x in compact subsets of R.
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(b) There exists x¯ > 0 such that the set of global minimum points of g equals {±x¯}.
(iv) Consider α0 > 0 and θ > 0 in hypothesis (iii)(a). There exists a polynomial H satisfying
H(x) → ∞ as |x| → ∞ together with the following property: for all α > 0 there exists
R > 0 such that for all n ∈ N sufficiently large and for all x ∈ R satisfying |x/nθα| < R,
nα/α0Gβn,Kn(x/n
θα) ≥ H(x).
Under hypotheses (i)–(iv), for any α > 0
m(βn, Kn) ∼ x¯/nθα; i.e., lim
n→∞
nθαm(βn, Kn) = x¯.
If b 6= 0, then this becomes m(βn, Kn) ∼ x¯|β − βn|θ.
Theorem 3.2 restates Theorem 4.1 in [12]. The hypotheses are those of Theorem 3.1 for all
0 < α < α0 together with the inequality 0 < θα0 < 1/2. These hypotheses are satisfied by
sequences 1a–5a in Table 5.1 as well as by a sixth sequence described in Theorem 4.6 in [9].
Part (a) of the next theorem gives the rate at which En,βn,Kn{|Sn/n|} → 0 for 0 < α < α0, and
part (b) states that for the same values of α, En,βn,Kn{|Sn/n|} ∼ m(βn, Kn). Thus Theorem
3.2 shows that the asymptotic behavior of En,βn,Kn{|Sn/n|} coincides with that of m(βn, Kn)
for 0 < α < α0. Theorem 4.2 in [12] shows that for α > α0, m(βn, Kn) converges to 0
asymptotically faster than En,βn,Kn{|Sn/n|}.
Theorem 3.2. Let (βn, Kn) be a positive sequence parametrized by α > 0 and converging
either to a second-order point (β,K(β)), 0 < β < βc, or to the tricritical point (βc, K(βc)).
We assume that (βn, Kn) satisfies the hypotheses of Theorem 3.1 for all 0 < α < α0. We also
assume the inequality 0 < θα0 < 1/2. The following conclusions hold.
(a) For all 0 < α < α0
En,βn,Kn{|Sn/n|} ∼ x¯/nθα; i.e., lim
n→∞
nθαEn,βn,Kn {|Sn/n|} = x¯.
(b) For all 0 < α < α0, En,βn,Kn{|Sn/n|} ∼ m(βn, Kn).
In Theorem 4.1 in the next section we state our main result on the rate at whichEn,βn,Kn{||Sn/n|−
m(βn, Kn)|} converges to 0 for 0 < α < α0. We then explain how Theorem 4.1 generalizes
Theorem 3.2.
4 Asymptotic Behavior of En,βn,Kn{||Sn/n| −m(βn, Kn)|}
We denote by En,βn,Kn expectation with respect to the measure Pn,βn,Kn. Theorem 4.1 is
our main result. In this theorem we investigate the asymptotic behavior of the expectation
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En,βn,Kn{||Sn/n| − m(βn, Kn)|} under the hypotheses of Theorem 3.1 and an additional hy-
pothesis (iii′). Part (a) of Theorem 4.1 states that the expected value of the fluctuations of |Sn/n|
around m(βn, Kn) is asymptotic to z¯/nκ, where κ = 12(1 − α/α0) + θα and z¯ > 0 is given
explicitly. Compared with the conclusion of Theorem 3.2, part (a) of Theorem 4.1 is a more
refined statement. As we showed in the introduction, it yields the conclusion of Theorem 3.2
as a corollary. The rate z¯/nκ at which En,βn,Kn{||Sn/n| −m(βn, Kn)|} converges to 0 is much
faster than the rate x¯/nθα at which En,βn,Kn{|Sn/n|} and m(βn, Kn) converge to 0 separately.
We comment on the hypotheses of Theorem 4.1 at the end of this section.
Part (a) of Theorem 4.1 is proved in section 6. Part (b) of Theorem 4.1 asserts that the
hypotheses of this theorem are satisfied by sequences 1a–5a in Table 5.1. This is discussed in
section 5. For each of these sequences the Ginzburg-Landau polynomial has degree 4 or 6.
Theorem 4.1. Let (βn, Kn) be a positive sequence converging either to a second-order point
(β,K(β)), 0 < β < βc, or to the tricritical point (β,K(β)) = (βc, K(βc)). We assume that
(βn, Kn) satisfies the hypotheses of Theorem 3.1 for all 0 < α < α0. We also assume the
following additional hypothesis on the Ginzburg-Landau polynomial g.
(iii′) Assume that g has degree 4. Then θα0 lies in the interval [1/4, 1/2). In addition, for all
0 < α < α0 and for j = 2, 3, 4
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(m(βn, Kn)) = g
(j)(x¯) > 0.
Assume that g has degree 6. Then θα0 lies in the interval [1/6, 1/2). In addition, for all
0 < α < α0 and for j = 2, 3, 4, 5, 6
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(m(βn, Kn)) = g
(j)(x¯) > 0.
For α ∈ (0, α0) we also define κ = 12(1 − α/α0) + θα. Then for all 0 < α < α0 the following
conclusions hold.
(a) We have the asymptotic behavior
En,βn,Kn{||Sn/n| −m(βn, Kn)|} ∼ z¯/nκ,
where z¯ =
(
2/(πg(2)(x¯))
)1/2
; i.e., limn→∞ nκEn,βn,Kn{||Sn/n| −m(βn, Kn)|} = z¯.
(b) The hypotheses of this theorem are satisfied by sequences 1a–5a in Table 5.1.
The hypotheses of Theorem 4.1 are those of Theorem 3.1 together with the additional hy-
pothesis (iii′) for all 0 < α < α0. The latter hypothesis takes two related forms depending
on whether g has degree 4 or degree 6. In this hypothesis, the assumption on θα0 yields the
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inequality 0 < θα0 < 1/2, which is required by the moderate deviation principle stated in
Theorem 6.2. Hypothesis (iii′) also assumes both the asymptotic behavior of certain derivatives
of nα/α0Gβn,Kn evaluated at m(βn, Kn) and the positivity of the corresponding derivatives of g
evaluated at the positive global minimum point x¯. These assumptions are needed in the proof of
Lemma 7.5, a key result needed to prove part (b) of Theorem 6.1, which in turn yields part (a)
of Theorem 4.1. The proof of that lemma also requires the fact assumed in hypothesis (iii′) that
θα0 lies in the interval [1/4, 1/2) or [1/6, 1/2) depending on whether g has degree 4 or degree 6.
In the next section we outline how to verify the hypotheses of Theorem 4.1 for sequences
1a–5a in Table 5.1.
5 Verification of Hypotheses of Theorem 4.1 for Sequences
1a–5a
Table 5.1 summarizes five sequences (βn, Kn) introduced in section 4 of [9]. Depending on
the inequalities on the coefficients, sequences 1, 2, 3, and 5 each have two cases labeled a
and b, and sequence 4 has three cases labeled a, b, and c. All five sequences 1a–5a lie in the
phase-coexistence region for all sufficiently large n as required by hypothesis (i) of Theorem
3.1.
The hypotheses of Theorem 4.1 consist of the hypotheses of Theorem 3.1 for all 0 < α < α0
and hypothesis (iii′). Hypothesis (iii′) takes two forms depending on the degree of the Ginzburg-
Landau polynomial g. When g has degree 4, θα0 is assumed to lie in the interval [1/4, 1/2) and
for all α ∈ (0, α0) and for j = 2, 3, 4
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(m(βn, Kn)) = g
(j)(x¯) > 0. (5.1)
When g has degree 6, θα0 is assumed to lie in the interval [1/6, 1/2) and for all α ∈ (0, α0) and
for j = 2, 3, 4, 5, 6
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(m(βn, Kn)) = g
(j)(x¯) > 0. (5.2)
In this section we verify for sequences 1a–5a that when g has degree 4, we have θα0 ∈
[1/4, 1/2) and g(j)(x¯) > 0 for j = 2, 3, 4 and that when g has degree 6, we have θα0 ∈
[1/6, 1/2) and g(j)(x¯) > 0 for j = 2, 3, 4, 5, 6. The verification of the limits in (5.1) and (5.2) is
carried out in appendix A.
Sequence 6 introduced in Theorem 4.6 in [9] does not satisfy hypothesis (iii′) in Theorem
4.1. In this case g has degree 4, but θα0 does not lie in the interval [1/4, 1/2).
The first two sequences converge to a second-order point (β,K(β)), 0 < β < βc, and the
last three sequences converge to the tricritical point (βc, K(βc)). For each sequence 1a–5a, the
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Seq. Defn. Case Ineq. Region Mg Thm. in [9]
1 (5.5) a K ′(β)b− k < 0 Ph-CR {±x¯} Thm.4.1
b K ′(β)b− k > 0 1-PhR {0}
2 (5.6) a (K(p)(β)− ℓ)bp < 0 Ph-CR {±x¯} Thm.4.2
b (K(p)(β)− ℓ)bp < 0 1-PhR {0}
3 (5.7) a K ′(βc)b− k < 0 Ph-CR {±x¯} Thm.4.3
b K ′(βc)b− k > 0 1-PhR {0}
4 (5.8) a ℓ > ℓc, ℓ˜ ∈ R Ph-CR {±x¯} Thm.4.4
b ℓ = ℓc, ℓ˜ > K ′′′1 (βc) Ph-CR {0,±x¯}
c ℓ < ℓc, ℓ˜ ∈ R 1-PhR {0}
5 (5.10) a ℓ > K ′′(βc) Ph-CR {±x¯} Thm.4.5
b ℓ < K ′′(βc) 1-PhR {0}
Table 5.1: The equation where each of the 5 sequences is defined and the inequalities on the coefficients guaran-
teeing that each sequence lies in the phase-coexistence region (Ph-CR) or in the single-phase region (1-PhR). The
next-to-last column states the structure of the set Mg of global minimum points of the Ginzburg-Landau polyno-
mial g for each sequence in terms of a positive number x¯ that can be explicitly calculated. The theorems in [9]
where this information is verified are also given.
hypotheses of Theorem 3.1 are verified in Theorems 4.1–4.5 in [9]. We follow the same method
used in that paper to verify hypothesis (iii′) in Theorem 4.1 for sequences 1a–5a. Hypothesis
(iii′) of Theorem 4.1 takes two forms depending on whether the degree of the Ginzburg-Landau
polynomial g is 4 or 6. We must verify that θα0 lies in a certain interval and that
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(m(βn, Kn)) = g
(j)(x¯) > 0 (5.3)
for j = 2, 3, 4 when g has degree 4 and for j = 2, 3, 4, 5, 6 when g has degree 6. The function
Gβ,K is defined in (2.3)–(2.4).
It is straightforward to show that the limit in (5.3) holds for a given j provided the following
limit holds uniformly for x in compact subsets of R:
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(x/nθα) = g(j)(x). (5.4)
The proof that the uniform convergence in (5.4) implies the limit in (5.3) uses the fact that
nθαm(βn, kn) → x¯ [Thm. 3.1]. The uniform convergence in (5.4) can be obtained formally by
taking the j-th derivative of the uniform convergence limits in hypothesis (iii)(a) of Theorem
3.1:
lim
n→∞
nα/α0Gβn,Kn(x/n
θα) = g(x).
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The verification of the uniform convergence limits in (5.4), and thus the verification of the limits
(5.1) and (5.2) in hypothesis (iii′), depend on asymptotic properties of the Taylor expansions of
G
(j)
βn,Kn
(x/nθα). This analysis closely parallels the proof of Theorem 3.1, which is based on a
similar analysis of the Taylor expansions of Gβn,Kn(x/nθα) carried out in [9]. The straightfor-
ward but tedious calculations can be found in appendix A.
We now define the five sequences (βn, Kn) and summarize the verification of the hypotheses
of Theorem 4.1 for them.
Sequence 1a
Definition. Given 0 < β < βc, α > 0, b ∈ {1, 0,−1}, and k ∈ R, k 6= 0, the sequence is
defined by
βn = β + b/n
α and Kn = K(β) + k/nα. (5.5)
This sequence converges to the second-order point (β,K(β)) along a ray with slope k/b if
b 6= 0. We assume that K ′(β)b− k < 0. Under this assumption it is proved in Theorem 4.1 in
[9] that sequence 1 satisfies the hypotheses of Theorem 3.1 with α0 = 1/2 and θ = 1/2. When
K ′(β)b− k < 0, we refer to sequence 1 as sequence 1a.
Hypothesis (iii′) in Theorem 4.1 for sequence 1a. Since α0 = 1/2 and θ = 1/2, θα0 lies in the
interval [1/4, 1/2) as required by hypothesis (iii′). The limits in (5.1) for j = 2, 3, 4 are proved
in appendix A. We now prove that g(j)(x¯) > 0 for j = 2, 3, 4 using the formulas for g and x¯ in
Theorem 4.1 in [9]. Let c4(β) = (eβ + 2)2(4 − eβ)/8 · 4!. Since 0 < β < βc = log 4, we have
eβ < eβc = 4, which implies c4(β) > 0. Since K ′(β)b− k < 0, these formulas yield
g(2)(x¯) = 2β(K ′(β)b− k) + 3 · 4c4(β)x¯2 = 4β(k −K ′(β)b) > 0,
g(3)(x¯) = 4!c4(β)x¯ > 0, and g(4)(x¯) = 4!c4(β) > 0.
Thus under the condition K ′(β)b− k < 0 sequence 1a satisfies all the hypotheses of Theorem
4.1.
Sequence 2a
Definition. Given 0 < β < βc, α > 0, b ∈ {1,−1}, an integer p ≥ 2, and a real number
ℓ 6= K(p)(β), the sequence is defined by
βn = β + b/n
α and Kn = K(β) +
p−1∑
j=1
K(j)(β)bj/(j!njα) + ℓbp/(p!npα). (5.6)
This sequence converges to the second-order point (β,K(β)) along a curve that coincides with
the second-order curve to order n−(p−1)α. We assume that (K(p)(β)− ℓ)bp < 0. Under this as-
sumption it is proved in Theorem 4.2 in [9] that sequence 2 satisfies the hypotheses of Theorem
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3.1 with α0 = 1/(2p) and θ = p/2. When (K(p)(β) − ℓ)bp < 0, we refer to sequence 2 as
sequence 2a.
Hypothesis (iii′) in Theorem 4.1 for sequence 2a. Since α0 = 1/(2p) and θ = p/2, θα0 lies
in the interval [1/4, 1/2) as required by hypothesis (iii′). The limits in (5.1) for j = 2, 3, 4 are
proved in appendix A. We now prove that g(j)(x¯) > 0 for j = 2, 3, 4 using the formulas for g
and x¯ in Theorem 4.2 in [9]. Let c4(β) = (eβ + 2)2(4 − eβ)/8 · 4!. Since 0 < β < βc = log 4,
we have eβ < eβc = 4, which implies c4(β) > 0. Since (K(p)(β) − ℓ)bp < 0, these formulas
yield
g(2)(x¯) =
2
p!
β(K(p)(β)− ℓ)bp + 3 · 4c4(β)x¯2 = 4
p!
β(ℓ−K(p)(β))bp > 0,
g(3)(x¯) = 4!c4(β)x¯ > 0, and g(4)(x¯) = 4!c4(β) > 0.
Thus under the condition (K(p)(β) − ℓ)bp < 0 sequence 2a satisfies all the hypotheses of
Theorem 4.1.
Sequence 3a
Definition. Given α > 0, b ∈ {1, 0,−1}, and k ∈ R, k 6= 0, the sequence is defined by
βn = βc + b/n
α and Kn = K(βc) + k/nα. (5.7)
This sequence converges to the tricritical point (βc, K(βc)) along a ray with slope k/b if b 6= 0.
We assume that K ′(βc)b − k < 0. Under this assumption it is proved in Theorem 4.3 in [9]
that sequence 3 satisfies the hypotheses of Theorem 3.1 with α0 = 2/3 and θ = 1/4. When
K ′(βc)b− k < 0, we refer to sequence 3 as sequence 3a.
Hypothesis (iii′) in Theorem 4.1 for sequence 3a. Since α0 = 2/3 and θ = 1/4, θα0 lies in the
interval [1/6, 1/2) as required by hypothesis (iii′). The limits in (5.2) for j = 2, 3, 4, 5, 6 are
proved in appendix A. We now prove that g(j)(x¯) > 0 for j = 2, 3, 4, 5, 6 using the formulas for
g and x¯ in Theorem 4.3 in [9]. Let c6 = 9/40. Since K ′(βc)b− k < 0, these formulas yield
g(2)(x¯) = 2βc(K
′(βc)b− k) + 5 · 6c6x¯4 = 8βc(k −K ′(βc)b) > 0,
g(3)(x¯) = 4 · 5 · 6c6x¯3 > 0, g(4)(x¯) = 3 · 4 · 5 · 6c6x¯2 > 0,
g(5)(x¯) = 6!c6x¯ > 0, and g(6)(x¯) = 6!c6 > 0.
Thus under the condition K ′(βc)b− k < 0 sequence 3a satisfies all the hypotheses of Theorem
4.1.
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Sequence 4a
Definition. Given α > 0, a curvature parameter ℓ ∈ R, and another parameter ℓ˜ ∈ R, the
sequence 4 is defined by
βn = βc + 1/n
α and Kn = K(βc) +K ′(βc)/nα + ℓ/(2nα) + ℓ˜/(6n3α). (5.8)
This sequence converges from the right to the tricritical point (βc, K(βc)) along the curve
(β, K˜(β)), where for β > βc
K˜(β) = K(βc) +K
′(βc)(β − βc) + ℓ(β − βc)2/2 + ℓ˜(β − βc)3/6.
The first-order curve {(β,K1(β)), β > βc} is shown in Figure 1 in the introduction. In order to
determine a condition on the coefficients guaranteeing that sequence 4 satisfies the hypotheses
of Theorem 3.1, we must study K1(β) more closely.
Since limβ→β+c K1(β) = K(βc) [13, Sects. 3.1, 3.3], by continuity we extend the definition
of K1(β) from β > βc to β = βc by define K1(βc) = K(βc). In addition we must assume other
properties of K1 that are stated in conjectures 1 and 2 on page 119 of [9]. As a preliminary to
stating these conjectures, we assume that the first three right-hand derivatives of K1(β) exist at
βc and denote them by K ′1(βc), K ′′1 (βc), and K ′′′1 (βc). We also define ℓc = K ′′(βc) − 5/(4βc).
Conjectures 1 and 2 state the following: (1) K ′1(βc) = K ′(βc) and (2) K ′′1 (βc) = ℓc < 0 <
K ′′(βc). These conjectures are discussed in detail in section 5 of [10] and are supported by
properties of the Ginzburg-Landau polynomials and numerical calculations.
We assume that ℓ > ℓc, which by conjecture 1 equals K ′′1 (βc). Under this assumption it
is proved in Theorem 4.4 in [9] that sequence 4 satisfies the hypotheses of Theorem 3.1 with
α0 = 1/3 and θ = 1/2. When ℓ > ℓc, we refer to sequence 4 as sequence 4a.
Hypothesis (iii′) in Theorem 4.1 for sequence 4a. Since α0 = 1/3 and θ = 1/2, θα0 lies in the
interval [1/6, 1/2) as required by hypothesis (iii′). The limits in (5.2) for j = 2, 3, 4, 5, 6 are
proved in appendix A. Define
y =
(
1 +
3
5
βc(ℓ−K ′′(βc))
)1/2
. (5.9)
Since ℓ > ℓc = K ′′(βc) − 5/(4βc), we have y > 1/2. We now prove that g(j)(x¯) > 0 for
j = 2, 3, 4, 5, 6 using the formulas for g and x¯ in Theorem 4.4 in [9]. Let c4 = 3/16 and
c6 = 9/40. These formulas yield
g(2)(x¯) = βc(K
′′(βc)− ℓ)− 3 · 4 · 4c4x¯2 + 5 · 6c6x¯4 = 20
3
y2 +
20
3
y > 0,
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g(3)(x¯) = −4! · 4c4x¯+ 4 · 5 · 6c6x¯3 = 9x¯
(
4
3
+
10
3
y
)
> 0,
g(4)(x¯) = −4! · 4c4 + 3 · 4 · 5 · 6c6x¯2 = −18 + 90(1 + y) > 0,
g(5)(x¯) = 6!c6x¯ > 0, and g(6)(x¯) = 6!c6 > 0.
Thus under the condition ℓ > ℓc = K ′′1 (βc) sequence 4a satisfies all the hypotheses of Theorem
4.1.
Sequence 5a
Definition. Given α > 0 and a real number ℓ 6= K ′′(βc), the sequence 5 is defined by
βn = βc − 1/nα and Kn = K(βc)−K ′(βc)/nα + ℓ/(2nα). (5.10)
This sequence converges to the tricritical point (βc, K(βc)) from the left along the curve that
coincide with the second-order curve to order 2 in powers of β−βc. We assume that ℓ > K ′′(βc).
Under this assumption it is proved in Theorem 4.5 in [9] that sequence 5 satisfies the hypotheses
of Theorem 3.1 with α0 = 1/3 and θ = 1/2. When ℓ > K ′′(βc), we refer to sequence 5 as
sequence 5a.
Hypothesis (iii′) in Theorem 4.1 for sequence 5a. Since α0 = 1/3 and θ = 1/2, θα0 lies in the
interval [1/6, 1/2) as required by hypothesis (iii′). The limits in (5.2) for j = 2, 3, 4, 5, 6 are
proved in appendix A. Define y as in (5.9). Since ℓ > K ′′(βc), we have y > 1. We now prove
that g(j)(x¯) > 0 for j = 2, 3, 4, 5, 6 using the formulas for g and x¯ in Theorem 4.5 in [9]. Let
c4 = 3/16 and c6 = 9/40. These formulas yield
g(2)(x¯) = βc(K
′′(βc)− ℓ) + 3 · 4 · 4c4x¯2 + 5 · 6c6x¯4 = 20
3
y(y − 1) > 0,
g(3)(x¯) = 4! · 4c4x¯+ 4 · 5 · 6c6x¯3 > 0, g(4)(x¯) = 4! · 4c4 + 3 · 4 · 5 · 6c6 · x¯2 > 0,
g(5)(x¯) = 6!c6x¯ > 0, and g(6)(x¯) = 6!c6 > 0.
Thus under the condition ℓ > K ′′(βc) sequence 5a satisfies all the hypotheses of Theorem 4.1.
We have completed the discussion of the verification of the hypotheses of Theorem 4.1 for
sequences 1a–5a in Table 5.1. This is the content of part (b) of Theorem 4.1. Part (a) of that
theorem is proved in the next section.
21
6 Proof of Part (a) of Theorem 4.1
Theorem 6.1, a new theorem stated in this section, has two parts. Under the same hypotheses as
Theorem 4.1, part (a) of Theorem 6.1 states a conditional central limit theorem: conditioned on
the event {Sn/n > δm(βn, Kn)} for δ ∈ (0, 1) sufficiently close to 1, the Pn,βn,Kn-distributions
of nκ(Sn/n −m(βn, Kn)) converge weakly to an N(0, 1/g(2)(x¯))-random variable with mean
0 and variance 1/g(2)(x¯). Under the same hypotheses as Theorem 4.1, part (b) of Theorem 6.1
states the related conditional limit
lim
n→∞
nκEn,βn,Kn{|Sn/n−m(βn, Kn)|
∣∣ Sn/n > δm(βn, Kn)}
= E{|N(0, 1/g(2)(x¯))|} = (2/(πg(2)(x¯)))1/2 = z¯.
We now sketch the proof of part (a) of Theorem 4.1 from part (b) of Theorem 6.1. In
Lemma 6.3, we show that the moderate deviation principle in Theorem 6.2 and the asymp-
totic behavior of m(βn, Kn) in Theorem 3.1 imply that the event {Sn/n > δm(βn, Kn)}
and the symmetric event {Sn/n < −δm(βn, Kn)} have large probability and that the event
{δm(βn, Kn) > Sn/n > −δm(βn, Kn)} has an exponentially small probability. As we show at
the end of this section, combining part (b) of Theorem 6.1 with Lemma 6.3 and using symmetry
yield
lim
n→∞
nκEn,βn,Kn{||Sn/n| −m(βn, Kn)|} = z¯.
This is part (a) of Theorem 4.1.
The proofs of parts (a) and (b) of Theorem 6.1 are long and technical. Part (b) is proved in
subsections 8a, 8b, and 8c using a number of preparatory lemmas in section 7. At the end of
section 7 in [8] we outline the proof of part (a), which follows the pattern of proof of part (b)
but is more straightforward. The weak convergence result proved in Lemma 7.7 is the seed that
yields both the conditional central limit theorem in part (a) of Theorem 6.1 and the conditional
limit in part (b) of Theorem 6.1.
The hypotheses of Theorem 6.1 coincide with the hypotheses of Theorem 4.1. Part (c) of
Theorem 6.1 states that for α ∈ (0, α0), κ = 12(1 − α/α0) + θα lies in the interval (θα0, 1/2).
This fact is needed in the proofs of Lemmas 7.2, 7.5, and 8.4. The proof that κ ∈ (θα0, 1/2) is
elementary. By hypothesis (iii′) of Theorem 4.1, we have θα0 < 1/2, which gives θ < 1/(2α0).
Therefore
κ =
1
2
(1− α/α0) + θα = 1
2
+ α(θ − 1/(2α0)) < 1/2.
Since 0 < α < α0 and θ < 1/(2α0), we have κ > 12 + α0(θ− 1/(2α0)) = θα0. This completes
the proof of part (c) of Theorem 6.1.
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Concerning part (d) of Theorem 6.1, the hypotheses of this theorem coincide with the hy-
potheses of Theorem 4.1. Thus, as shown in section 5 and appendix A, these hypotheses are
satisfied by sequences 1a–5a in Table 5.1.
Theorem 6.1. Let (βn, Kn) be a positive sequence converging either to a second-order point
(β,K(β)), 0 < β < βc, or to the tricritical point (β,K(β)) = (βc, K(βc)). We assume
that for all 0 < α < α0, (βn, Kn) satisfies the hypotheses of Theorem 4.1, which coincide
with the hypotheses of Theorem 3.1 together with hypothesis (iii′). For α ∈ (0, α0) we define
κ = 1
2
(1 − α/α0) + θα. Then for any 0 < α < α0 there exists ∆ ∈ (0, 1) such that for any
δ ∈ (∆, 1) the following conclusions hold.
(a) When conditioned on the event {Sn/n > δm(βn, Kn)}, the Pn,βn,Kn-distributions of
nκ(Sn/n − m(βn, Kn)) converge weakly to a normal random variable N(0, 1/g(2)(x¯)) with
mean 0 and variance 1/g(2)(x¯); in symbols,
Pn,βn,Kn{nκ(Sn/n−m(βn, Kn)) ∈ dx
∣∣ Sn/n > δm(βn, Kn)} =⇒ N(0, 1/g(2)(x¯)).
(b) We have the conditional limit
lim
n→∞
nκEn,βn,Kn{|Sn/n−m(βn, Kn)|
∣∣ Sn/n > δm(βn, Kn)}
= lim
n→∞
En,βn,Kn{|Sn/n1−κ − nκm(βn, Kn)|
∣∣ Sn/n > δm(βn, Kn)} = z¯,
where
z¯ = E{|N(0, 1/g(2)(x¯))|}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx =
(
2
πg(2)(x¯)
)1/2
.
(c) For α ∈ (0, α0), κ = 12(1− α/α0) + θα lies in the interval (θα0, 1/2).
(d) The hypotheses of this theorem are satisfied by sequences 1a–5a in Table 5.1.
In part (a) of Theorem 6.2 we state a moderate deviation principle (MDP) for the mean-field
B-C model. This MDP will be used to prove Lemma 6.3, which in turn will be used to prove part
(a) of Theorem 4.1 from part (b) of Theorem 6.1. The rate function in the MDP is the continuous
function Γ(x) = g(x)− infy∈R g(y), where g is the associated Ginzburg-Landau polynomial. Γ
satisfies Γ(x)→∞ as |x| → ∞. For A a subset of R define Γ(A) = infx∈A Γ(x).
Theorem 6.2. Let (βn, Kn) be a positive sequence converging either to a second-order point
(β,K(β)), 0 < β < βc, or to the tricritical point (β,K(β)) = (βc, K(βc)). We assume that
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(βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α < α0. The following conclusions
hold.
(a) For all 0 < α < α0, Sn/n1−θα satisfies the MDP with respect to Pn,βn,Kn with exponen-
tial speed n1−α/α0 and rate function Γ(x) = g(x) − infy∈R g(y); i.e., for any closed set F in
R
lim sup
n→∞
1
n1−α/α0
logPn,βn,Kn{Sn/n1−θα ∈ F} ≤ −Γ(F )
and for any open set G in R
lim inf
n→∞
1
n1−α/α0
logPn,βn,Kn{Sn/n1−θα ∈ G} ≥ −Γ(G).
(b) The hypotheses of this theorem are satisfied by sequences 1a–5a in Table 5.1 .
The MDP in part (a) of Theorem 6.2 is proved like the MDP in part (a) of Theorem 8.1 in
[6] with only changes in notation. Because of the importance of the MDP in part (a) of Theorem
6.2, the proof is given in appendix B. Concerning part (b) of Theorem 6.2, the hypotheses of
this theorem coincide with the hypotheses of Theorem 4.1. Thus, as shown in section 5 of this
paper and in appendix A, these hypotheses are satisfied by sequences 1a–5a in Table 5.1.
After proving the next lemma, we use it to derive part (a) of Theorem 4.1 from part (b) of
Theorem 6.1.
Lemma 6.3. We assume that (βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α <
α0. Then for any 0 < α < α0 and any δ ∈ (0, 1) there exists c > 0 such that for all sufficiently
large n
Pn,βn,Kn{δm(βn, Kn) ≥ Sn/n ≥ −δm(βn, Kn)} ≤ exp[−cn1−α/α0 ]→ 0 as n→∞.
In addition,
lim
n→∞
Pn,βn,Kn{Sn/n > δm(βn, Kn)} = lim
n→∞
Pn,βn,Kn{Sn/n < −δm(βn, Kn)} = 1/2.
Proof. By hypothesis (iii)(b) of Theorem 3.1 the global minimum points of g are ±x¯, and by
Theorem 3.1, nθαm(βn, Kn)→ x¯ as n→∞. Thus we can choose ε > 0 satisfying (1+ε)δ < 1
such that nθαm(βn, Kn) ≤ (1+ε)x¯ for large n. Let F be the closed set [−(1+ε)δx¯, (1+ε)δx¯].
Since (1 + ε)δx¯ < x¯ and −(1 + ε)δx¯ > −x¯, we have
inf
y∈F
g(y) > inf
z∈R
g(z) = g(x¯),
which implies
Γ(F ) = inf
y∈F
{g(y)− inf
z∈R
g(z)} > 0.
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We write mn = m(βn, Kn). The moderate deviation upper bound in part (a) of Theorem 6.2
implies that for all sufficiently large n
Pn,βn,Kn{δmn ≥ Sn/n ≥ −δmn}
= Pn,βn,Kn{δnθαmn ≥ Sn/n1−θα ≥ −δnθαmn}
≤ Pn,βn,Kn{(1 + ε)δx¯ ≥ Sn/n1−θα ≥ −(1 + ε)δx¯}
≤ exp[−n1−α/α0Γ(F )/2]→ 0 as n→∞.
This yields the first assertion in the lemma.
To prove the second assertion, we write
1 = Pn,βn,Kn{Sn/n ∈ R} = Pn,βn,Kn{δmn ≥ Sn/n ≥ −δmn}
+ Pn,βn,Kn{Sn/n > δmn}
+ Pn,βn,Kn{Sn/n < −δmn},
Symmetry and the first assertion imply that
lim
n→∞
Pn,βn,Kn{Sn/n > δmn} = lim
n→∞
Pn,βn,Kn{Sn/n < −δmn} = 1/2.
This completes the proof of the lemma. 
Now we are ready to prove part (a) of Theorem 4.1.
Proof of part (a) of Theorem 4.1 from part (b) of Theorem 6.1 and Lemma 6.3. We write
mn = m(βn, Kn). Define
p+n,δ = Pn,βn,Kn{Sn/n > δmn}, p−n,δ = Pn,βn,Kn{Sn/n < −δmn},
qn,δ = Pn,βn,Kn{δmn ≥ Sn/n ≥ −δmn}.
Since by symmetry p+n,δ = p−n,δ and
En,βn,Kn{||Sn/n| −mn|
∣∣ Sn/n < −δmn}
= En,βn,Kn{||Sn/n| −mn|
∣∣ Sn/n > δmn}
= En,βn,Kn{|Sn/n−mn|
∣∣ Sn/n > δmn},
we have
En,βn,Kn{||Sn/n| −mn|} = En,βn,Kn{||Sn/n| −mn|
∣∣ Sn/n > δmn} · p+n,δ
+ En,βn,Kn{||Sn/n| −mn|
∣∣ Sn/n < −δmn} · p−n,δ
+ En,βn,Kn{||Sn/n| −mn|
∣∣ δmn ≥ Sn/n ≥ −δmn} · qn,δ
= 2 ·En,βn,Kn{|Sn/n−mn|
∣∣ Sn/n > δmn} · p+n,δ
+ En,βn,Kn{||Sn/n| −mn|
∣∣ δmn ≥ Sn/n ≥ −δmn} · qn,δ.
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By part (b) of Theorem 6.1 and Lemma 6.3
lim
n→∞
nκEn,βn,Kn{|Sn/n−mn|
∣∣ Sn/n > δmn} · p+n,δ = 12 z¯.
Since |Sn/n| ≤ 1 and 0 ≤ mn ≤ 1, Lemma 6.3 implies that there exists c > 0 such that for all
sufficiently large n
nκEn,βn,Kn{||Sn/n| −mn|
∣∣ δmn ≥ Sn/n ≥ −δmn} · qn,δ
≤ 2nκqn,δ ≤ 2nκ exp[−cn1−α/α0 ]→ 0 as n→∞.
It follows that
lim
n→∞
nκEn,βn,Kn{||Sn/n| −mn|} =
1
2
z¯ +
1
2
z¯ = z¯.
Part (a) of Theorem 4.1 is proved. 
In the next section we prove a number of lemmas that will be used in section 8 to prove part
(b) of Theorem 6.1.
7 Preparatory Lemmas for Proof of Part (b) of Theorem 6.1
Let (βn, Kn) be a positive sequence. Throughout this section we work with 0 < α < α0
and denote m(βn, Kn) by mn. Let Wn be a sequence of normal random variables with mean
0 and variance (2βnKn)−1 defined on a probability space (Ω,F , Q). We denote by E˜n,βn,Kn
expectation with respect to the product measure Pn,βn,Kn × Q; Pn,βn,Kn is defined in (2.1)–
(2.2). Because the proof of part (b) of Theorem 6.1 is long and technical, we start by explaining
the logic. The hypotheses of this theorem coincide with those of Theorem 4.1.
Part (b) of Theorem 6.1 states that there exists ∆ ∈ (0, 1) such that for any δ ∈ (∆, 1)
lim
n→∞
nκEn,βn,Kn{|Sn/n−mn|
∣∣ Sn/n > δmn} (7.1)
= lim
n→∞
En,βn,Kn{|Sn/n1−κ − nκmn|
∣∣ Sn/n > δmn}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx = z¯.
∆ ∈ (0, 1) is determined in Lemma 7.5. The key idea in proving (7.1) is to show that adding
suitably scaled versions of the normal random variablesWn yields a quantity with the following
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two properties: its limit equals the last line of (7.1) and the second line of (7.1) has the same
limit; specifically,
lim
n→∞
En,βn,Kn{|Sn/n1−κ − nκmn|
∣∣ Sn/n > δmn} (7.2)
= lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n+Wn/n1/2 > δmn}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx.
Formula (7.2) is proved in two steps.
Step 1. Prove the second limit in (7.2). This is done in part (b) of Lemma 8.1 in subsection 8a.
Step 2. Prove the first limit in (7.2). This is done in two substeps, which we now explain.
Substep 2a. Define
Cn = E˜n,βn,Kn{|Sn/n1−κ − nκmn|
∣∣ Sn/n > δmn}
and
Dn = E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn}.
Thus Dn is obtained from Cn by replacing Sn/n1−κ by Sn/n1−κ +Wn/n1/2−κ. Substep 2a is
to prove that limn→∞ |Cn −Dn| = 0. This is done in Lemma 8.3 in subsection 8b.
Substep 2b. Define
Fn = E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n+Wn/n1/2 > δmn}.
Thus Fn is obtained from Dn by replacing Sn/n in the conditioned event {Sn/n > δmn} by
Sn/n+Wn/n
1/2
. Substep 2b is to prove that
lim
n→∞
Dn = lim
n→∞
Fn =
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx.
The limit of Fn as n → ∞ is calculated in Step 1. Substep 2b is proved in part (b) of Lemma
8.4 in subsection 8c. The explanation of the logic of the proof of part (b) of Theorem 6.1 is now
complete.
We next state and prove the preparatory lemmas needed to carry out Step 1, Substep 2a, and
Substep 2b in the proof of part (b) of Theorem 6.1.
27
Lemma 7.1 is a representation formula that will be used to study the limit of the conditional
expectation in the second line of (7.2). This lemma can be proved like Lemma 3.3 in [11],
which applies to the Curie-Weiss model, or like Lemma 3.2 in [14], which applies to the Curie-
Weiss-Potts model. It will also be used to prove Lemma 7.2 and Lemma 7.6.
Lemma 7.1. Given a positive sequence (βn, Kn), let Wn be a sequence of normal random
variables with mean 0 and variance (2βnKn)−1 defined on a probability space (Ω,F , Q). Then
for any γ¯ ∈ [0, 1) and any bounded, measurable function ϕ∫
Λn×Ω
ϕ(Sn/n
1−γ¯ +Wn/n
1/2−γ¯)d(Pn,βn,Kn ×Q)
=
1∫
R
exp[−nGβn,Kn(x/nγ¯)]dx
·
∫
R
ϕ(x) exp[−nGβn,Kn(x/nγ¯)]dx.
In this formula Gβn,Kn is the free energy function defined in (2.4).
Lemma 7.2 uses the representation formula in the preceding lemma to rewrite the condi-
tional expectation in the second line of (7.2).
Lemma 7.2. We assume that (βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α <
α0. For any δ¯ ∈ (0, 1) define
An(δ¯) = {Sn/n+Wn/n1/2 > δ¯mn},
where mn = m(βn, Kn). Given any α ∈ (0, α0), define κ = 12(1 − α/α0) + θα. The following
conclusions hold.
(a) For any bounded, measurable function h
E˜n,βn,Kn{h(Sn/n1−κ +Wn/n1/2−κ − nκmn) · 1An(δ¯)} (7.3)
=
1
Zn,κ
∫ ∞
−nκ(1−δ¯)mn
h(x) exp[−nGβn,Kn(x/nκ +mn)]dx,
where Zn,κ =
∫
R
exp[−nGβn,Kn(x/nκ)]dx. In particular, if h ≡ 1, then
E˜n,βn,Kn{1An(δ¯)} = (Pn,βn,Kn ×Q){An(δ¯)} (7.4)
=
1
Zn,κ
∫ ∞
−nκ(1−δ¯)mn
exp[−nGβn,Kn(x/nκ +mn)]dx.
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(b) We have the representation
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣An(δ¯)} (7.5)
=
1∫∞
−nκ(1−δ¯)mn
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
·
∫ ∞
−nκ(1−δ¯)mn
|x| exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx.
Proof. (a) By part (c) of Theorem 6.1, κ ∈ (θα0, 1/2). We apply Lemma 7.1 with ϕ(x) =
h(x− nκmn) · 1(nκδ¯mn,∞)(x) and γ¯ = κ, obtaining
E˜n,βn,Kn{h(Sn/n1−κ +Wn/n1/2−κ − nκmn) · 1{Sn/n1−κ+Wn/n1/2−κ>nκδ¯mn}}
=
∫
Λn×Ω
h(Sn/n
1−κ +Wn/n
1/2−κ − nκmn) · 1{Sn/n1−κ+Wn/n1/2−κ>nκδ¯mn}d(Pn,βn,Kn ×Q)
=
1∫
R
exp[−nGβn,Kn(x/nκ)]dx
·
∫
R
h(x− nκmn) · 1(nκδ¯mn,∞)(x) exp[−nGβn,Kn(x/nκ)]dx
=
1
Zn,κ
·
∫ ∞
−nκ(1−δ¯)mn
h(x) exp[−nGβn,Kn(x/nκ +mn)]dx.
This yields (7.3). Formula (7.4) follows by taking h ≡ 1.
(b) We apply part (a) to the sequence of bounded, measurable functions hj(x) = |x| ∧ j,
j ∈ N. By the monotone convergence theorem we obtain (7.3) with h(x) replaced by |x|. Part
(b) now follows by using the definition of conditional expectation and multiplying the numerator
and denominator of the resulting fraction by exp[nGβn,Kn(mn)]. The proof of Lemma 7.2 is
complete. 
Lemma 7.3 gives the asymptotic behavior of Gβn,Kn(mn). This lemma is used to prove
Lemma 7.4 and part (a) of Lemma 8.1.
Lemma 7.3. We assume that (βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α <
α0. Let mn = m(βn, Kn). Then for all 0 < α < α0,
lim
n→∞
nα/α0Gβn,Kn(mn) = g(x¯) < 0.
Proof. We have
|nα/α0Gβn,Kn(mn)− g(x¯)| ≤ |nα/α0Gβn,Kn(nθαmn/nθα)− g(nθαmn)| (7.6)
+ |g(nθαmn)− g(x¯)|.
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The hypotheses of Theorem 3.1 for all 0 < α < α0 consist of a subset of the hypotheses of
Theorem 4.1. By hypothesis (iii)(a) of Theorem 3.1
lim
n→∞
nα/α0Gβn,Kn(x/n
θα) = g(x)
uniformly for x in compact subsets of R. According to Theorem 3.1, nθαmn → x¯, and so for
any ε > 0 the sequence nθαmn lies in the compact set [x¯ − ε, x¯ + ε] for all sufficiently large
n. Setting x = nθαmn, we see that the first term on the right-hand side of (7.6) has the limit 0.
Because of the limit nθαmn → x¯ and the continuity of g, the second term on the right-hand side
of (7.6) also converges to 0 as n→∞. It follows that
lim
n→∞
|nα/α0Gβn,Kn(mn)− g(x¯)| = 0.
By hypothesis (iii)(b) of Theorem 3.1, x¯ > 0 is the unique nonnegative, global minimum point
of g. Thus
g(x¯) < g(0) = lim
n→∞
nα/α0Gβn,Kn(0) = 0.
The proof of lemma is complete. 
Lemma 7.4 gives an inequality involving nGβn,Kn(mn) and the quantity Zn,κ defined in part
(a) of Lemma 7.2. This inequality is used in the proof of Lemma 7.6 and the proof of part (a)
of Lemma 8.4.
Lemma 7.4. We assume that (βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α <
α0. For any 0 < α < α0 define κ = 12(1− α/α0) + θα and
Zn,κ =
∫
R
exp[−nGβn,Kn(x/nκ)]dx.
Let mn = m(βn, Kn). Then for any ε > 0 and all sufficiently large n
exp[nGβn,Kn(mn)] · Zn,κ ≤ exp[εn1−α/α0 ].
Proof. For any 0 < α < α0 define
Zn,θα =
∫
R
exp[−nGβn,Kn(x/nθα)]dx.
Changing variables shows that Zn,κ = nκ−θαZn,θα. The MDP stated in Theorem 6.2 is proved
in Theorem 8.1 in [6] via an associated Laplace principle. A key step in this proof is the limit
lim
n→∞
1
n1−α/α0
log
∫
R
exp[n1−α/α0ψ(x)− nGβn,Kn(x/nθα)]dx = sup
x∈R
{ψ(x)− g(x)},
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where ψ is any bounded, continuous function mapping R to R. This is proved on page 546 of
[6] with v = −(1− α/α0) and γ = θα. Setting ψ = 0 gives the limit
lim
n→∞
1
n1−α/α0
logZn,θα = lim
n→∞
1
n1−α/α0
log
∫
R
exp[−nGβn,Kn(x/nθα)]dx = − inf
y∈R
g(y).
Since Zn,κ = nκ−θαZn,θα and g has a unique positive, global minimum point at x¯,
lim
n→∞
1
n1−α/α0
logZn,κ = lim
n→∞
1
n1−α/α0
log(nκ−θαZn,θα)
= − inf
y∈R
g(y) = −g(x¯).
By Lemma 7.3 limn→∞ nα/α0Gβn,Kn(mn) = g(x¯). Hence the asymptotic behaviors of logZn,κ
and nGβn,Kn(mn) are related by
lim
n→∞
1
n1−α/α0
logZn,κ = − lim
n→∞
1
n1−α/α0
nGβn,Kn(mn).
Thus for any ε > 0 and all sufficiently large n
1
n1−α/α0
logZn,κ +
1
n1−α/α0
nGβn,Kn(mn) ≤ ε,
or equivalently
exp[nGβn,Kn(mn)] · Zn,κ ≤ exp(εn1−α/α0).
The proof of Lemma 7.4 is complete. 
We recall that Step 1 in the proof of part (b) of Theorem 6.1 is to prove the second limit in
(7.2):
lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n+Wn/n1/2 > δmn}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx.
By part (b) of Lemma 7.2 the limit of the conditional expectation equals the limit of the product
in the last two lines of (7.5) with δ¯ = δ. For δ ∈ (0, 1) this product has the form
1∫∞
−nκ(1−δ)mn
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
·
∫ ∞
−nκ(1−δ)mn
|x| exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx.
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The calculation of the limit of this product depends in part on Lemma 7.7, which will be
proved via the Dominated Convergence Theorem (DCT). Two key estimates are given in the
next lemma. Part (b) of the next lemma also removes an error term that arises in the proof of
part (a) of Lemma 8.1. The proof of Lemma 7.5 is postponed until the end of this section.
Lemma 7.5. We assume that (βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α <
α0. For any 0 < α < α0 define κ = 12(1−α/α0)+θα, and let mn = m(βn, Kn). The following
conclusions hold.
(a) For all x ∈ R
lim
n→∞
(nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn)) =
1
2
g(2)(x¯)x2.
(b) There exists ∆ ∈ (0, 1) such that for any δ¯ ∈ (∆, 1) there exists R > 0 such that for all
sufficiently large n and all x ∈ R satisfying |x/nκ| < R and x/nκ > −(1− δ¯)mn
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn) ≥
1
8
g(2)(x¯)x2.
The next lemma removes an error term that arises in applying the DCT to prove Lemma 7.7.
The next lemma also removes an error term that arises in the proof of part (a) of Lemma 8.1.
Lemma 7.6. We assume that (βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α <
α0. Then there exist a constant c2 > 0 such that for all sufficiently large n∫ ∞
Rnκ
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx ≤ exp[−c2n]→ 0 as n→∞,
where R is chosen as in part (b) of Lemma 7.5 and mn = m(βn, Kn).
Proof. We start by applying Lemma 7.1 with ϕ(x) = 1(Rnκ+nκmn,∞)(x) and γ¯ = κ, obtaining
(Pn,βn,Kn ×Q){Sn/n+Wn/n1/2 ≥ R +mn}
= (Pn,βn,Kn ×Q){Sn/n1−κ +Wn/n1/2−κ ≥ Rnκ +mnnκ}
=
∫
Λn×Ω
1{Sn/n1−κ+Wn/n1/2−κ≥Rnκ+mnnκ}d(Pn,βn,Kn ×Q)
=
1
Zn,κ
·
∫
R
1[Rnκ+mnnκ,∞)(x) exp[−nGβn,Kn(x/nκ)]dx
=
1
Zn,κ
·
∫ ∞
Rnκ
exp[−nGβn,Kn(x/nκ +mn)]dx,
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where Zn,κ =
∫
R
exp[−nGβn,Kn(x/nκ)]dx. Thus we have∫ ∞
Rnκ
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
= exp[nGβn,Kn(mn)] · Zn,κ · (Pn,βn,Kn ×Q){Sn/n +Wn/n1/2 ≥ R +mn}
≤ exp[nGβn,Kn(mn)] · Zn,κ · (Pn,βn,Kn ×Q){Sn/n+Wn/n1/2 ≥ R}.
By part (b) of Lemma 4.4 in [6], with respect to Pn,βn,Kn × Q, Sn/n +Wn/n1/2 satisfies the
large deviation principle on R with exponential speed n and rate function Gβ,K(β). In particular,
for the closed set [R,∞) we have the large deviation upper bound
lim sup
n→∞
1
n
log(Pn,βn,Kn ×Q){Sn/n+Wn/n1/2 ≥ R} ≤ − inf
x≥R
Gβ,K(β)(x).
By part (a) of Theorem 2.1, since 0 < β ≤ βc, we have Mβ,K(β) = {0}. Thus Gβ,K(β) has a
unique global minimum point at 0. Since R > 0, it follows that
inf
x≥R
Gβ,K(β)(x) > inf
x∈R
Gβ,K(β)(x) = 0.
Therefore for all sufficiently large n
(Pn,βn,Kn ×Q){Sn/n+Wn/n1/2 ≥ R} ≤ exp[−c1n],
where c1 = infx≥RGβ,K(β)(x)/2 > 0. We now appeal to Lemma 7.4, which states that for any
ε > 0 and all sufficiently large n
exp[nGβn,Kn(mn)] · Zn,κ ≤ exp[εn1−α/α0 ].
Since 0 < 1− α/α0 < 1, it follows that for all sufficiently large n∫ ∞
Rnκ
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
≤ exp[nGβn,Kn(mn)] · Zn,κ · (Pn,βn,Kn ×Q){Sn/n +Wn/n1/2 ≥ R}
≤ exp[εn1−α/α0 ] · exp[−c1n]
≤ exp[−c1n/2].
This gives the conclusion of Lemma 7.6 with c2 = c1/2. The proof of the lemma is complete.

Lemma 7.7 is a key result in the proof of the conditional limit stated in part (b) of Theorem
6.1. The lemma deals with the weak convergence of certain measures needed in the proof of
part (a) of Lemma 8.1. Lemma 7.7 is also used with f ≡ 1 in the proof of part (b) of Lemma
8.1 and part (a) of Lemma 8.4.
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Lemma 7.7. We assume that (βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α <
α0. Given any α ∈ (0, α0), define κ = 12(1− α/α0) + θα and
Zn,κ =
∫
R
exp[−nGβn,Kn(x/nκ)]dx.
For δ¯ ∈ (0, 1) define
An(δ¯) = {Sn/n+Wn/n1/2 > δ¯mn},
where mn = m(βn, Kn). Let f be any bounded, continuous function and let ∆ ∈ (0, 1) be the
number determined in part (b) of Lemma 7.5. Then for any 0 < α < α0 and any δ¯ ∈ (∆, 1) we
have the limit
lim
n→∞
exp[nGβn,Kn(mn)] · Zn,κ · E˜n,βn,Kn{f(Sn/n1−κ +Wn/n1/2−κ − nκmn) · 1An(δ¯)}
= lim
n→∞
∫ ∞
−nκ(1−δ¯)mn
f(x) exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
=
∫
R
f(x) exp[−1
2
g(2)(x¯)x2]dx. (7.7)
Proof. The first equality follows by applying part (a) of Lemma 7.2 to h = f . Concerning the
second equality, we denote by In the integral in the second line of (7.7). We write In = In1+In2 ,
where
In1 =
∫ Rnκ
−nκ(1−δ¯)mn
f(x) exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
and
In2 =
∫ ∞
Rnκ
f(x) exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx.
The number R is chosen as in part (b) of Lemma 7.5. Since f is bounded, Lemma 7.6 implies
that there exists c2 > 0 such that for all sufficiently large n
In2 ≤ ‖f‖∞
∫ ∞
Rnκ
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
≤ ‖f‖∞ exp[−c2n]→ 0 as n→∞.
Thus In2 → 0 as n→∞.
Define
hn(x) = f(x) exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]
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and
h(x) = f(x) exp[−1
2
g(2)(x¯)x2].
By part (a) of Lemma 7.5, hn(x) → h(x) for all x ∈ R. In addition, by part (b) of Lemma 7.5,
if x ∈ (−(1− δ¯)mnnκ, Rnκ), then for all sufficiently large n
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn) ≥ H(x) =
1
8
g(2)(x¯)x2.
Since exp[−H(x)] is integrable, the Dominated Convergence Theorem implies that
lim
n→∞
In1 = lim
n→∞
∫ Rnκ
−nκ(1−δ¯)mn
hn(x)dx =
∫
R
h(x)dx =
∫
R
f(x) exp[−1
2
g(2)(x¯)x2]dx.
We conclude that
lim
n→∞
In = lim
n→∞
In1 + lim
n→∞
In2 =
∫
R
f(x) exp[−1
2
g(2)(x¯)x2]dx.
This completes the proof of Lemma 7.7. 
The next lemma collects several elementary but useful facts concerning the normal random
variables Wn.
Lemma 7.8. Let (βn, Kn) be a positive sequence that converges either to a second-order point
(β,K(β)), 0 < β < βc, or to the tricritical point (β,K(β)) = (βc, K(βc)). Let Wn be a
sequence of normal random variables with mean 0 and variance σ2n = (2βnKn)−1 defined on a
probability space (Ω,F , Q). The following conclusions hold.
(a) For b > 0 and ζ > 0 there exists a constant c > 0 such that for all n, Q{|Wn| > bnζ} ≤
exp[−cn2ζ ].
(b) There exist a constant c1 > 0 such that for all n∫
Ω
|Wn|2dQ ≤ c1 and
∫
Ω
|Wn|dQ ≤ √c1.
Proof. (a) We have the bound
Q{|Wn| > bnζ} =
√
2√
πσn
∫ ∞
bnζ
exp[−x2/2σ2n]dx ≤
√
2σn√
πbnζ
exp[−b2n2ζ/2σ2n].
Part (a) now follows from the fact that since (βn, Kn) is a positive sequence converging to
(β,K(β)) for 0 < β ≤ βc, the positive sequences σn and σ2n are bounded.
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(b) Since ∫
Ω
|Wn|2dQ = σ2n and
∫
Ω
|Wn|dQ ≤ (
∫
Ω
|Wn|2dQ)1/2 = σn, this follows from the
fact that the positive sequences σ2n and σn are bounded. The proof of the lemma is complete. 
The next lemma is used in the proof of part (a) of Lemma 8.4. Under the hypotheses of
Theorem 4.1, for any 0 < α < α0 the interval (0, 12 − θα) appearing in the next lemma is
nonempty because by hypothesis (iii′) 1
2
− θα > 1
2
− θα0 > 0.
Lemma 7.9. We assume that (βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α <
α0. For δ¯ ∈ (0, 1) define
An(δ¯) = {Sn/n+Wn/n1/2 > δ¯mn},
where mn = m(βn, Kn). Let ∆ ∈ (0, 1) be the number determined in part (b) of Lemma 7.5.
Assume that 0 < α < α0 and choose any numbers δ1, δ, δ2 and ζ satisfying ∆ < δ1 < δ < δ2 <
1 and ζ ∈ (0, 1
2
− θα). Then there exist constants c > 0 and c2 > 0 such that the following
conclusions hold.
(a) For all sufficiently large n
(Pn,βn,Kn ×Q){An(δ1)}+ e−cn
2ζ ≥ Pn,βn,Kn{Sn/n > δmn}
≥ (Pn,βn,Kn ×Q){An(δ2)} − e−cn
2ζ
.
(b) For all sufficiently large n
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1An(δ1)}
+2nκe−cn
2ζ
+ c2n
κ−1/2e−cn
2ζ/2
≥ E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{Sn/n>δmn}}
≥ E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1An(δ2)}
− 2nκe−cn2ζ − c2nκ−1/2e−cn2ζ/2.
Proof of part (a) of Lemma 7.9. We choose ζ ∈ (0, 1
2
− θα). The proof is based on the
following two claims, which are proved later.
Claim 1. For all sufficiently large n, {Sn/n > δmn} ⊂ An(δ1) ∪ {|Wn| > 12nζ}.
Claim 2. For all sufficiently large n, {Sn/n > δmn} ⊃ An(δ2)\{|Wn| > 12nζ}.
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By Claims 1 and 2, for all sufficiently large n
(Pn,βn,Kn ×Q){An(δ1)}+Q{{|Wn| > 12nζ}
= (Pn,βn,Kn ×Q){An(δ1)}+ (Pn,βn,Kn ×Q){{|Wn| > 12nζ}
≥ (Pn,βn,Kn ×Q){Sn/n > δmn} = P{Sn/n > δmn}
≥ (Pn,βn,Kn ×Q){An(δ2)} −Q{|Wn| > 12nζ}.
Part (a) of Lemma 7.8 completes the proof. Thus, given Claims 1 and 2, the proof of part (a) is
complete.
Proof of part (b) of Lemma 7.9. We use Claim 1 to prove the first inequality in part (b). For
all sufficiently large n
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{Sn/n>δmn}} (7.8)
=
∫
Λn×Ω
|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{Sn/n>δmn}d(Pn,βn,Kn ×Q)
≤
∫
Λn×Ω
|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1An(δ1)d(Pn,βn,Kn ×Q)
+
∫
Λn×Ω
|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{|Wn|> 12nζ}d(Pn,βn,Kn ×Q)
≤
∫
Λn×Ω
|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1An(δ1)d(Pn,βn,Kn ×Q)
+
∫
Λn×Ω
|Sn/n1−κ − nκmn| · 1{|Wn|> 12nζ}d(Pn,βn,Kn ×Q)
+
∫
Ω
|Wn/n1/2−κ| · 1{|Wn|> 12nζ}dQ.
Since |Sn/n| ≤ 1 and mn ∈ (0, 1), we have |Sn/n1−κ − nκmn| ≤ 2nκ. Using part (a) of
Lemma 7.8, for all sufficiently large n we bound the next to last integral in (7.8) by
2nκ ·Q{|Wn| > 12nζ} ≤ 2nκ exp(−cn2ζ),
where c > 0 is a constant. The next step is to apply the Cauchy-Schwartz inequality to the
last integral in (7.8) and use parts (a) and (b) of Lemma 7.8. There exist constants c > 0 and
c2 =
√
c1 > 0 such that for all n∫
Ω
|Wn/n1/2−κ| · 1{|Wn|> 12nζ}dQ
≤
(∫
Ω
|Wn/n1/2−κ|2dQ
)1/2
· (Q{|Wn| > 12nζ})1/2 ≤ c2nκ−1/2 exp[−cn2ζ/2].
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It follows that for all sufficiently large n
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{Sn/n>δmn}} (7.9)
≤ E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1An(δ1)}
+2nκe−cn
2ζ
+ c2n
κ−1/2e−cn
2ζ/2.
This completes the proof of the first inequality in part (b).
We now use Claim 2 to prove the second inequality in part (b). For all sufficiently large n
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{Sn/n>δmn}} (7.10)
=
∫
Λn×Ω
|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{Sn/n>δmn}dPn,βn,Kn
≥
∫
Λn×Ω
|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1An(δ2)d(Pn,βn,Kn ×Q)
−
∫
Λn×Ω
|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{|Wn|> 12nζ}d(Pn,βn,Kn ×Q)
≥
∫
Λn×Ω
|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1An(δ2)d(Pn,βn,Kn ×Q)
−
∫
Λn×Ω
|Sn/n1−κ − nκmn| · 1{|Wn|> 12nζ}d(Pn,βn,Kn ×Q)
−
∫
Ω
|Wn/n1/2−κ| · 1{|Wn|> 12nζ}dQ.
The last two integrals in (7.10) coincide with the last two integrals in (7.8) and hence can be
bounded the same way. For all sufficiently large n this yields
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{Sn/n>δmn}}
≥ E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1An(δ2)} (7.11)
− 2nκe−cn2ζ − c2nκ−1/2e−cn2ζ/2,
where c > 0 and c2 > 0 are constants. In combination with (7.9), the last inequality yields part
(b).
In order to complete the proofs of parts (a) and (b) we now turn to the proofs of Claims 1
and 2.
Proof of Claim 1. We write
{Sn/n > δmn} = ({Sn/n > δmn} ∩ {|Wn| ≤ 12nζ}) ∪ ({Sn/n > δmn} ∩ {|Wn| > 12nζ})
⊂ ({Sn/n > δmn} ∩ {|Wn| ≤ 12nζ}) ∪ {|Wn| > 12nζ}.
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Claim 1 follows if we prove for all sufficiently large n
{Sn/n > δmn} ∩ {|Wn| ≤ 12nζ} ⊂ An(δ1) = {Sn/n+Wn/n1/2 > δ1mn}. (7.12)
We have
{Sn/n > δmn} ∩ {|Wn| ≤ 12nζ} = ({Sn/n > δmn} ∩ {0 ≤Wn ≤ 12nζ})
∪({Sn/n > δmn} ∩ {−12nζ ≤Wn < 0}).
If Sn/n > δmn and 0 ≤Wn ≤ 12nζ , then Sn/n+Wn/n1/2 ≥ Sn/n > δmn > δ1mn. Thus
{Sn/n > δmn} ∩ {0 ≤Wn ≤ 12nζ} ⊂ An(δ1). (7.13)
Now assume that Sn/n > δmn and −12nζ ≤ Wn < 0. Since ζ < 12 − θα, we have for all
sufficiently large n
(δ − δ1)x¯ > nζ−1/2+θα.
Since limn→∞ nθαmn = x¯ [Thm. 3.1], it follows that for all sufficiently large n
(δ − δ1)mn > 12nζ−1/2.
Thus δmn− 12nζ−1/2 > δ1mn for all sufficiently large n. Hence, if Sn/n > δmn andWn/n1/2 ≥
−1
2
nζ−1/2, then for all sufficiently large n
Sn/n+Wn/n
1/2 > δmn +Wn/n
1/2 ≥ δmn − 12nζ−1/2 > δ1mn.
It follows that for all sufficiently large n
{Sn/n > δmn} ∩ {−nζ ≤Wn < 0} ⊂ An(δ1).
Therefore (7.12) follows from (7.13) and the last display. This completes the proof of Claim 1.
Proof of Claim 2. It suffices to prove that An(δ2) ⊂ {Sn/n > δmn} ∪ {|Wn| > 12nζ}. We
write
An(δ2) = {Sn/n+Wn/n1/2 > δ2mn}
= ({Sn/n+Wn/n1/2 > δ2mn} ∩ {|Wn| > 12nζ})
∪({Sn/n+Wn/n1/2 > δ2mn} ∩ {|Wn| ≤ 12nζ}).
⊂ {|Wn| > 12nζ} ∪ ({Sn/n+Wn/n1/2 > δ2mn} ∩ {|Wn| ≤ 12nζ}.
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Hence Claim 2 follows if we prove for all sufficiently large n
{Sn/n+Wn/n1/2 > δ2mn} ∩ {|Wn| ≤ 12nζ} ⊂ {Sn/n > δmn}.
We omit the proof, which is similar to the proof of (7.12). The proof of Lemma 7.9 is complete.

We now prove Lemma 7.5, completing the preparatory lemmas that will be used in the next
section to prove part (b) of Theorem 6.1.
Proof of Lemma 7.5. This is done when g has degree 4. We omit the analogous but more
complicated proof when g has degree 6.
Proof of part (a) of Lemma 7.5 when g has degree 4. By Taylor’s theorem, for any R > 0,
all n ∈ N, and all x ∈ R satisfying |x/nκ| < R
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn)
=
4∑
j=1
1
njκ−1
· G
(j)
βn,Kn
(mn)
j!
xj +
1
n5κ−1
· G
(5)
βn,Kn
(mn + τx/n
κ)
5!
x5,
where τ is a number in [0,1]. The quantity mn+ τx/nκ lies in the interval [mn−|x/nκ|, mn+
|x/nκ| ]. Since mn ∈ (0, 1), mn → 0 and |x/nκ| < R, we have mn+ τx/nκ ∈ (−R,R+1) for
all n. Since the sequence (βn, Kn) is bounded and positive, there exists a ∈ (0,∞) such that
0 ≤ βn ≤ a and 0 ≤ Kn ≤ a for all n. As a continuous function of (β,K, y) on the compact set
[0, a]× [0, a]× [−R,R+1], it follows that G(5)β,K(y) is uniformly bounded. Since mn+τx/nκ ∈
(−R,R+1) for all n ∈ N and x ∈ R satisfying |x/nκ| < R, G(5)βn,Kn(mn+τx/nκ) is uniformly
bounded for n ∈ N and x ∈ (−Rnκ, Rnκ). We summarize the last display by writing
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn)
=
4∑
j=1
1
njκ−1
· G
(j)
βn,Kn
(mn)
j!
xj + O
(
1
n5κ−1
)
x5,
where the big-oh term is uniform for x ∈ (−Rnκ, Rnκ).
Let εn denote a sequence that converges to 0 and that represents the various error terms
arising in the proof. The same notation εn will be used to represent different error terms. To
simplify the arithmetic, we introduce u = 1−α/α0 > 0. We have the following three properties:
(1) Since mn is the unique positive, global minimum point of Gβn,Kn , G(1)βn,Kn(mn) = 0.
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(2) By hypothesis (iii′) of Theorem 4.1, for j = 2, 3, 4, we have
G
(j)
βn,Kn
(mn) = (g
(j)(x¯) + εn)/n
α/α0−jθα = (g(j)(x¯) + εn)/n
1−u−jθα.
(3) Since κ = 1
2
u+ θα, we have jκ− u− jθα = ( j
2
− 1)u for j = 2, 3, 4.
Using these properties, we obtain the following asymptotic formula, which is valid for any
R > 0, all n ∈ N, and all x ∈ R satisfying |x/nκ| < R:
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn) =
4∑
j=2
1
njκ−1
· g
(j)(x¯) + εn
n1−u−jθα · j! · x
j + O
(
1
n5κ−1
)
x5
=
4∑
j=2
1
j!
· g
(j)(x¯) + εn
n(j/2−1)u
· xj + O
(
1
n5κ−1
)
x5
=
1
2!
· (g(2)(x¯) + εn)x2 + 1
3!
· (g
(3)(x¯) + εn)
nu/2
x3
+
1
4!
· (g
(4)(x¯) + εn)
nu
x4 + O
(
1
n5κ−1
)
x5.
By hypothesis (iii′) of Theorem 4.1 and part (c) of Theorem 6.1, we have 1/4 ≤ θα0 < κ <
1/2. Therefore 5κ− 1 > 5θα0 − 1 > 0. Since u > 0 and εn → 0, we have for all x ∈ R
lim
n→∞
(nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn)) =
1
2
g(2)(x¯)x2.
This completes the proof of part (a) of Lemma 7.5 when g has degree 4.
Proof of part (b) of Lemma 7.5 when g has degree 4. Hypothesis (iii′) of Theorem 4.1 states
that g(j)(x¯) > 0 for j = 2, 3, 4. It follows that for all sufficiently large n and all x ∈ R
1
2!
· (g(2)(x¯) + εn)x2 ≥ 1
2 · 2! · g
(2)(x¯)x2
and
1
4!
· (g
(4)(x¯) + εn)
nu
x4 ≥ 1
2 · 4! ·
g(4)(x¯)
nu
x4
and that for all sufficiently large n
1
3!
· g
(3)(x¯) + εn
nu/2
x3 ≥ 1
2 · 3! ·
g(3)(x¯)
nu/2
x3 for all x ≥ 0
41
and
1
3!
· g
(3)(x¯) + εn
nu/2
x3 ≥ 2
3!
· g
(3)(x¯)
nu/2
x3 for all x < 0.
We first consider x ∈ [0, Rnκ). Since g(4)(x¯) > 0, for all sufficiently large n and all such x
we have
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn) (7.14)
≥ 1
2 · 2! · g
(2)(x¯)x2 +
1
2 · 3! ·
g(3)(x¯)
nu/2
x3
+
1
2 · 4! ·
g(4)(x¯)
nu
x4 +
1
nu
O
( x
n5κ−1−u
)
x4
≥ 1
2 · 2! · g
(2)(x¯)x2 +
1
2 · 3! ·
g(3)(x¯)
nu/2
x3
+
1
2 · 4! ·
g(4)(x¯)
nu
x4(1 + O(x/n5κ−1−u)).
By hypothesis (iii′) of Theorem 4.1, θα0 ∈ [1/4, 1/2). Hence 4θ − 1/α0 ≥ 0, and so
5κ− 1− u = κ + (4θ − 1/α0)α ≥ κ.
Hence for all 0 < x < Rnκ we have 0 ≤ x/n5κ−1−u ≤ x/nκ < R. Thus the term O(x/n5κ−1−u)
appearing in (7.14) can be made larger than −1 for all 0 ≤ x/nκ < R by choosing R to be
sufficiently small. Since g(3)(x¯) > 0, g(4)(x¯) > 0, and 1 + O(x/n5κ−1−u) > 0, we have that for
all sufficiently large n and all x ∈ [0, Rnκ)
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn) ≥
1
2 · 2!g
(2)(x¯)x2 ≥ 1
8
g(2)(x¯)x2.
This is the conclusion of part (b) of Lemma 7.5 for all 0 ≤ x < Rnκ when g has degree 4.
We now consider x ∈ (−Rnκ, 0]. Since g(4)(x¯) > 0, for all sufficiently large n and all such
x we have
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn) ≥
1
2 · 2! · g
(2)(x¯)x2 +
2
3!
· g
(3)(x¯)
nu/2
x3 (7.15)
+
1
2 · 4! ·
g(4)(x¯)
nu
x4 +
1
nu
O
( x
n5κ−1−u
)
x4
≥ 1
2 · 2! · g
(2)(x¯)x2 +
2
3!
· g
(3)(x¯)
nu/2
x3
+
1
2 · 4! ·
g(4)(x¯)
nu
x4(1 + O(x/n5κ−1−u)).
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Since 5κ − 1 − u ≥ κ, for all −Rnκ < x < 0 we have −R < x/nκ ≤ x/n5κ−1−u < 0. Thus
the term O(x/n5κ−1−u) appearing in (7.15) can be made larger than −1 for all−R < x/nκ < 0
by choosing R to be sufficiently small. Since g(4)(x¯) > 0 and 1 + O(x/n5κ−1−u) > 0, we have
that for all sufficiently large n and all x ∈ (−Rnκ, 0)
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn) ≥
1
2 · 2!g
(2)(x¯)x2 +
2
3!
· g
(3)(x¯)
nu/2
x3.
By Theorem 3.1 we have mn ∼ x¯/nθα. Thus nθαmn = x¯+ εn, and
nκmn = n
u/2 · nθαmn = nu/2(x¯+ εn).
In part (b) of Lemma 7.5 we assume that x/nκ > −(1 − δ¯)mn and 0 < δ¯ < 1. Thus for all
sufficiently large n and all such x
x > −(1− δ¯)nκmn = −(1− δ¯)nu/2(x¯+ εn) ≥ −(1− δ¯)nu/2 · 2x¯.
Since g(3)(x¯) > 0, we see that for all sufficiently large n, all x ∈ (−Rnκ, 0), and all x/nκ >
−(1− δ¯)mn there exists ∆ ∈ (0, 1) such that for any δ¯ ∈ (∆, 1) the following inequalities hold:
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn)
≥ 1
2 · 2! · g
(2)(x¯)x2 +
2
3!
· g
(3)(x¯)
nu/2
x2 · [−(1− δ¯)nu/2 · 2x¯]
=
(
1
2 · 2! · g
(2)(x¯)− 2 · 2
3!
· g(3)(x¯)(1− δ¯)x¯
)
x2
≥ 1
2
· 1
2 · 2!g
(2)(x¯)x2 =
1
8
g(2)(x¯)x2.
This is the conclusion of part (b) of Lemma 7.5 for −Rnκ < x < 0 and x/nκ > −(1 − δ¯)mn
when g has degree 4.
We have shown that for any δ¯ ∈ (∆, 1) there exists R > 0 such that for all sufficiently large
n and all x ∈ R satisfying |x/nκ| < R and x/nκ > −(1− δ¯)mn
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn) ≥
1
8
g(2)(x¯)x2.
This completes the proof of part (b) of Lemma 7.5 when g has degree 4. Because we are
omitting the proof of part (b) when g has degree 6, the proof of Lemma 7.5 is complete. 
We have completed the statements and proofs of the preparatory lemmas. We now turn to
the proof of part (b) of Theorem 6.1.
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8 Proof of Part (b) of Theorem 6.1
As we saw at the start of section 7, the proof of part (b) of Theorem 6.1 involves two steps. Step
1 is proved in the next subsection. Step 2 is subdivided into two substeps. Substep 2a is proved
in subsection 8b, and Substep 2b is proved in subsection 8c.
8a Proof of Step 1 in Proof of Theorem 6.1 (b)
Part (b) of the following lemma states Step 1 in the proof of part (b) of Theorem 6.1. We recall
that Wn is a sequence of normal random variables with mean 0 and variance (2βnKn)−1 defined
on a probability space (Ω,F , Q). We denote by E˜n,βn,Kn expectation with respect to the product
measure Pn,βn,Kn ×Q; Pn,βn,Kn is defined in (2.1)–(2.2).
Lemma 8.1. We assume that (βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α <
α0. For δ¯ ∈ (0, 1) define
An(δ¯) = {Sn/n +Wn/n1/2 > δ¯mn}
where mn = m(βn, Kn). Let ∆ ∈ (0, 1) be the number determined in part (b) of Lemma 7.5.
Then for any 0 < α < α0 and any δ¯ ∈ (∆, 1), the following conclusions hold.
(a) We have the limit
lim
n→∞
∫ ∞
−nκ(1−δ¯)mn
|x| exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
=
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx.
(b) We have the limit
lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ An(δ¯)}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx
= z¯.
Proof of part (a) of Lemma 8.1. Let Ψn and Ψ denote the measures on R defined by
Ψn(dx) = 1(−nκ(1−δ¯)mn,∞)(x) · exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
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and
Ψ(dx) = exp[−1
2
g(2)(x¯)x2]dx.
According to Lemma 7.7, Ψn converges weakly to Ψ. The limit in part (a) of Lemma 8.1 can
be expressed as
lim
n→∞
∫
R
|x|dΨn =
∫
R
|x|dΨ.
As discussed in Theorem 4 in §II.6 of [15], this limit would follow from the weak convergence
of Ψn to Ψ if one could prove the uniform integrability estimate
lim
j→∞
sup
n∈R
∫
{|x|>j}
|x|dΨn = 0.
The next proposition shows that the limit limn→∞
∫
R
|x|dΨn =
∫
R
|x|dΨ is a consequence of a
condition that is weaker than uniform integrability.
Proposition 8.2. Let Ψn be a sequence of measures on R that converges weakly to a measure
Ψ on R. Assume in addition that
∫
R
|x|dΨ <∞ and that
lim
j→∞
lim sup
n→∞
∫
{|x|>j}
|x|dΨn = 0.
It then follows that
lim
n→∞
∫
R
|x|dΨn =
∫
R
|x|dΨ.
Proof. Since Ψn =⇒ Ψ, we have Ψn(R) → Ψ(R). Hence the proposition is a consequence of
Proposition 8.3 in [12] applied to the sequence of probability measures
1
Ψn(R)
·Ψn(dx) =⇒ 1
Ψ(R)
·Ψ(dx).
This completes the proof. .
We now verify the following hypotheses of Proposition 8.2 for the measures Ψn and Ψ:
(1) Ψn =⇒ Ψ.
(2) ∫
R
|x|dΨ <∞.
(3) limj→∞ lim supn→∞
∫
{|x|>j}
|x|dΨn = 0.
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Item (1) is proved in Lemma 7.7, and item (2) is immediate from the definition of Ψ. We
now prove item (3). Since∫
{|x|>j}
|x|dΨn =
∫
{|x|>j}∩{x>−nκ(1−δ¯)mn}
|x|dΨn,
we can prove item (3) by showing that
lim
j→∞
lim sup
n→∞
∫
{|x|>j}∩{x>−nκ(1−δ¯)mn}
|x|dΨn = 0.
In order to do this we find, for any j ∈ N and all sufficiently large n, quantities Aj , Bn and Cn
with the properties that∫
{|x|>j}∩{x>−nκ(1−δ¯)mn}
|x|dΨn ≤ Aj +Bn + Cn,
Aj → 0 as j →∞, Bn → 0 as n→∞, and Cn → 0 as n→∞.
We now specify the quantities Aj , Bn and Cn. Given positive integers j and n, let R and K
be positive numbers that satisfy K > R and that will be specified below. Then
{|x| > j} ∩ {x/nκ > −(1− δ¯)mn}
= [{|x| > j} ∩ {|x/nκ| < R} ∩ {x/nκ > −(1− δ¯)mn}]
∪[{|x| > j} ∩ {R ≤ |x/nκ| < K} ∩ {x/nκ > −(1 − δ¯)mn}]
∪[{|x| > j} ∩ {|x/nκ| ≥ K} ∩ {x/nκ > −(1− δ¯)mn}]
⊂ [{|x| > j} ∩ {|x/nκ| < R} ∩ {x/nκ > −(1− δ¯)mn}]
∪[{R ≤ |x/nκ| < K} ∩ {x/nκ > −(1− δ¯)mn}] ∪ {|x/nκ| ≥ K}.
Since mn → 0, for all sufficiently large n
{R ≤ |x/nκ| < K} ∩ {x/nκ > −(1 − δ¯)mn} = {R ≤ x/nκ < K}.
Hence for all sufficiently large n∫
{|x|>j}∩{x/nκ>−(1−δ¯)mn}
|x|dΨn (8.1)
≤
∫
{|x|>j}∩{|x/nκ|<R}∩{x>−nκ(1−δ¯)mn}
|x|dΨn
+
∫
{R≤x/nκ<K}
|x|dΨn +
∫
{|x/nκ|≥K}
|x|dΨn.
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We next estimate each of these three integrals. By part (b) of Lemma 7.5, there exists
∆ ∈ (0, 1) such that for any δ¯ ∈ (∆, 1) there exists R > 0 such that for all sufficiently large n
and all x ∈ R satisfying |x/nκ| < R and x/nκ > −(1− δ¯)mn
nGβn,Kn(x/n
κ +mn)− nGβn,Kn(mn) ≥ H(x) =
1
8
g(2)(x¯)x2.
Since exp[−H(x)] is integrable, for all sufficiently large n we estimate the first integral on the
right hand side of equation (8.1) by∫
{|x|>j}∩{|x/nκ|<R}∩{x>−nκ(1−δ¯)mn}
|x|dΨn (8.2)
≤ Aj =
∫
{|x|>j}
|x| · exp[−H(x)]dx→ 0 as j →∞.
By part (a) of Lemma 4.4 in [6], there existsK > 0 andD1 > 0 such thatGβn,Kn(x) ≥ D1x2
for all |x| > K. Since mn → 0, it follows that for all sufficiently large n and all x ∈ R satisfying
|x/nκ| ≥ K, there exists D > 0 such that
nGβn,Kn(x/n
κ +mn) ≥ nD1(x/nκ +mn)2 ≥ nD(x/nκ)2.
Without loss of generality K can be chosen to be larger than the quantity R specified in the
preceding paragraph. By Lemma 7.3, for all sufficiently large n there exists εn → 0 such that
Gβn,Kn(mn) =
g(x¯) + εn
nα/α0
≤ g(x¯)
2nα/α0
< 0.
These bounds allow us to estimate the third integral on the right hand side of equation (8.1) by∫
{|x/nκ|≥K}
|x|dΨn (8.3)
≤
∫
{|x/nκ|≥K}
|x| exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
≤
∫
{|x/nκ|≥K}
|x| exp[−nD(x/nκ)2]dx
≤ Cn = 2
D
· n2κ−1 exp[−nDK2]→ 0 as n→∞.
With these choices of R and K, we use Lemma 7.6 to estimate the second integral on the
47
right hand side of (8.1). There exists c2 > 0 such that for all sufficiently large n∫
{R≤x/nκ<K}
|x|dΨn (8.4)
=
∫
{R≤x/nκ<K}
|x| exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
≤ Knκ
∫
{x/nκ≥R}
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
≤ Bn = Knκ exp[−c2n]→ 0 as n→∞.
Together equations (8.2), (8.4) and (8.3) prove (8.1). This completes the proof of part (a) of
Lemma 8.1.
Proof of part (b) of Lemma 8.1. Part (b) of Lemma 7.2 states that
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ An(δ¯)}
=
∫∞
−nκ(1−δ¯)mn
|x| exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx∫∞
−nκ(1−δ¯)mn
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
.
Hence by part (a) of Lemma 8.1 and Lemma 7.7 for f(x) ≡ 1, the last integral has the limit∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx∫
R
exp[−1
2
g(2)(x¯)x2]dx
= z¯.
This completes the proof of part (b) of Lemma 8.1 and hence the proof of the lemma. 
Having completed Step 1 in the proof of part (b) of Theorem 6.1, we now turn to Substep
2a.
8b Proof of Substep 2a in Proof of Theorem 6.1 (b)
Lemma 8.3 proves Substep 2a of part (b) of Theorem 6.1. We recall that Wn is a sequence of
normal random variables with mean 0 and variance (2βnKn)−1 defined on a probability space
(Ω,F , Q). We denote by E˜n,βn,Kn expectation with respect to the product measure Pn,βn,Kn×Q.
Lemma 8.3. We assume that (βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α <
α0. Denote mn = m(βn, Kn). For δ ∈ (0, 1) define
Cn = E˜n,βn,Kn{|Sn/n1−κ − nκmn|
∣∣ Sn/n > δmn}
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and
Dn = E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn}.
Then limn→∞ |Cn −Dn| = 0.
Proof. By part (b) of Lemma 7.8 there exists a constant c1 > 0 such that for all n
E˜n,βn,Kn{|Wn/n1/2−κ|} ≤
√
c1/n
1/2−κ.
By Lemma 6.3
lim
n→∞
Pn,βn,Kn{Sn/n > δmn} = 1/2.
It follows that there exists a constant c2 > 0 such that for all sufficiently large n
E˜n,βn,Kn{|Wn/n1/2−κ|
∣∣ Sn/n > δmn} = E˜n,βn,Kn{|Wn/n1/2−κ| · 1{Sn/n>δmn}}
Pn,βn,Kn{Sn/n > δmn}
≤ c2/n1/2−κ.
Since
|Sn/n1−κ − nκmn| − |Wn/n1/2−κ| ≤ |Sn/n1−κ +Wn/n1/2−κ − nκmn|
≤ |Sn/n1−κ − nκmn|+ |Wn/n1/2−κ|,
we have for all sufficiently large n
Dn + c2/n
1/2−κ (8.5)
= E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn}+ c2/n1/2−κ
=
∫
Λn×Ω
|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{Sn/n>δmn}d(Pn,βn,Kn ×Q)
En,βn,Kn{1{Sn/n>δmn}}
+ c2/n
1/2−κ
≥ 1
En,βn,Kn{1{Sn/n>δmn}}
·
(∫
Λn×Ω
|Sn/n1−κ − nκmn| · 1{Sn/n>δmn}d(Pn,βn,Kn ×Q)
−
∫
Λn×Ω
|Wn/n1/2−κ| · 1{Sn/n>δmn}d(Pn,βn,Kn ×Q)
)
+E˜n,βn,Kn{|Wn/n1/2−κ|
∣∣ Sn/n > δmn}
= En,βn,Kn{|Sn/n1−κ − nκmn|
∣∣ Sn/n > δmn} = Cn
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and
Dn − c2/n1/2−κ (8.6)
= E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn} − c2/n1/2−κ
=
∫
Λn×Ω
|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{Sn/n>δmn}d(Pn,βn,Kn ×Q)
En,βn,Kn{1{Sn/n>δmn}}
− c2/n1/2−κ
≤ 1
En,βn,Kn{1{Sn/n>δmn}}
·
( ∫
Λn×Ω
|Sn/n1−κ − nκmn| · 1{Sn/n>δmn}d(Pn,βn,Kn ×Q)
+
∫
Λn×Ω
|Wn/n1/2−κ| · 1{Sn/n>δmn}d(Pn,βn,Kn ×Q)
)
−E˜n,βn,Kn{|Wn/n1/2−κ|
∣∣ Sn/n > δmn}
= En,βn,Kn{|Sn/n1−κ − nκmn|
∣∣ Sn/n > δmn} = Cn.
Thus we obtain for any δ ∈ (0, 1) and all sufficiently large n
Dn + c2/n
1/2−κ ≥ Cn ≥ Dn − c2/n1/2−κ.
Since κ < 1/2 [Thm. 6.1(c)], it follows that limn→∞ |Cn −Dn| = 0. This completes the proof
of Lemma 8.3. 
Having proved Substep 2a in the proof of part (b) of Theorem 6.1, we next turn to Substep
2b.
8c Proof of Substep 2b in Proof of Theorem 6.1 (b)
We recall thatWn is a sequence of normal random variables with mean 0 and variance (2βnKn)−1
defined on a probability space (Ω,F , Q). We denote by E˜n,βn,Kn expectation with respect to
the product measure Pn,βn,Kn ×Q. Substep 2b in the proof of part (b) of Theorem 6.1 states the
following:
lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn} (8.7)
= lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n+Wn/n1/2 > δmn}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx = z¯.
This will be proved in Lemma 8.4.
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Part (a) of Lemma 8.4 relates the expectation of |Sn/n1−κ+Wn/n1/2−κ−nκmn| conditioned
on the event {Sn/n > δmn} to the expectation of the same random variable conditioned on the
event An(δ¯) for two choices of δ¯. Part (b) of the next lemma proves (8.7). The hypotheses of
this lemma coincide with the hypotheses of Lemma 7.9 together with the additional condition
ζ > 1
2
(1 − α/α0), which is used to prove Θ˜n,1 → 0, Θ˜n,3 → 0, Γ˜n,1 → 0, and Γ˜n,3 → 0 in
part (a). According to part (c) of Theorem 6.1, 1
2
(1 − α/α0) + θα = κ < 1/2, which implies
1
2
(1−α/α0) < 12 − θα. This additional condition on ζ is consistent with the hypothesis on ζ in
Lemma 7.9, which is 0 < ζ < 1
2
− θα.
Lemma 8.4. We assume that (βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α <
α0. For δ¯ ∈ (0, 1) define
An(δ¯) = {Sn/n +Wn/n1/2 > δ¯mn}
where mn = m(βn, Kn). Let ∆ ∈ (0, 1) be the number determined in part (b) of Lemma 7.5.
Assume that 0 < α < α0 and choose any numbers δ1, δ, δ2 and ζ satisfying ∆ < δ1 < δ < δ2 <
1 and ζ ∈ (1
2
(1− α/α0), 12 − θα). The following conclusions hold.
(a) There exists sequences Θ˜n,1 → 0, Θ˜n,2 → 1, Θ˜n,3 → 0, Γ˜n,1 → 0, Γ˜n,2 → 1, and
Γ˜n,3 → 0 such that for all sufficiently large n
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ An(δ1)}+ Θ˜n,1
Θ˜n,2 − Θ˜n,3
≥ E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn}
≥ E˜n,βn,Kn{|Sn/n
1−κ +Wn/n
1/2−κ − nκmn|
∣∣ An(δ2)} − Γ˜n,1
Γ˜n,2 + Γ˜n,3
.
(b) We have the conditional limit
lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn}
= lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ An(δ)}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx = z¯.
Proof of part (a) of Lemma 8.4. The hypotheses of this lemma are a subset of the hypotheses
of Lemma 7.9. We start by proving the first inequality in part (a). By the first inequality in part
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(b) of Lemma 7.9 and the second inequality in part (a) of Lemma 7.9 we have for all sufficiently
large n
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn}
=
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{Sn/n>δmn}}
Pn,βn,Kn{Sn/n > δmn}
≤ E˜n,βn,Kn{|Sn/n
1−κ +Wn/n
1/2−κ − nκmn| · 1An(δ1)}+ 2nκe−cn2ζ + c2nκ−1/2e−cn2ζ/2
(Pn,βn,Kn ×Q){An(δ2)} − e−cn2ζ
=
E˜n,βn,Kn{|Sn/n
1−κ+Wn/n1/2−κ−nκmn|·1An(δ1)}
(Pn,βn,Kn×Q){An(δ1)}
+ 2n
κe−cn
2ζ
+c2nκ−1/2e−cn
2ζ/2
(Pn,βn,Kn×Q){An(δ1)}
(Pn,βn,Kn×Q){An(δ2)}
(Pn,βn,Kn×Q){An(δ1)}
− e−cn2ζ
(Pn,βn,Kn×Q){An(δ1)}
=
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ An(δ1)}+ Θ˜n,1
Θ˜n,2 − Θ˜n,3
,
where c > 0 and c2 > 0 are constants and
Θ˜n,1 =
2nκe−cn
2ζ
+ c2n
κ−1/2e−cn
2ζ/2
(Pn,βn,Kn ×Q){An(δ1)}
, (8.8)
Θ˜n,2 =
(Pn,βn,Kn ×Q){An(δ2)}
(Pn,βn,Kn ×Q){An(δ1)}
, (8.9)
and
Θ˜n,3 =
e−cn
2ζ
(Pn,βn,Kn ×Q){An(δ1)}
. (8.10)
We prove the first inequality in part (a) of the present lemma by showing that, as n → ∞,
Θ˜n,1 → 0, Θ˜n,2 → 1 and Θ˜n,3 → 0. These limits hold for any 0 < δ1 < 1 and 0 < δ2 < 1. By
(7.4) in part (a) of Lemma 7.2 with δ¯ = δ1
Θ˜n,1 =
2nκe−cn
2ζ
+ c2n
κ−1/2e−cn
2ζ/2
(Pn,βn,Kn ×Q){An(δ1)}
(8.11)
=
2nκe−cn
2ζ
+ c2n
κ−1/2e−cn
2ζ/2∫∞
−nκ(1−δ1)mn
exp[−nGβn,Kn(x/nκ +mn)]dx/Zn,κ
=
exp[nGβn,Kn(mn)] · Zn,κ · (2nκe−cn2ζ + c2nκ−1/2e−cn2ζ/2)∫∞
−nκ(1−δ1)mn
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
.
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We now use Lemma 7.7 with f ≡ 1 and δ¯ = δ1. This gives
lim
n→∞
∫ ∞
−nκ(1−δ1)mn
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
=
∫
R
exp[−1
2
g(2)(x¯)x2]dx.
By Lemma 7.4, for any ε > 0 and all sufficiently large n
exp[nGβn,Kn(mn)] · Zn,κ · (2nκe−cn
2ζ
+ c2n
κ−1/2e−cn
2ζ/2)
≤ 2nκ exp[εn1−α/α0 − cn2ζ ] + c2nκ−1/2 exp[εn1−α/α0 − cn2ζ/2].
Since by hypothesis ζ > 1
2
(1− α/α0), it follows that
lim
n→∞
exp[nGβn,Kn(mn)] · Zn,κ · (2nκe−cn
2ζ
+ c2n
κ−1/2e−cn
2ζ/2) = 0.
It follows from the last line of (8.11) that
lim
n→∞
Θ˜n,1 = lim
n→∞
exp[nGβn,Kn(mn)] · Zn,κ · (2nκe−cn2ζ + c2nκ−1/2e−cn2ζ/2)∫∞
−nκ(1−δ1)mn
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx
=
0∫
R
exp[−1
2
g(2)(x¯)x2]dx
= 0,
as claimed.
We now prove that limn→∞ Θ˜n,2 = 0. By (7.4) in part (a) of Lemma 7.2 with δ¯ = δ1 and
δ¯ = δ2
Θ˜n,2 =
(Pn,βn,Kn ×Q){An(δ2)}
(Pn,βn,Kn ×Q){An(δ1)}
=
∫∞
−nκ(1−δ2)mn
exp[−nGβn,Kn(x/nκ +mn)]dx/Zn,κ∫∞
−nκ(1−δ1)mn
exp[−nGβn,Kn(x/nκ +mn)]dx/Zn,κ
=
∫∞
−nκ(1−δ2)mn
exp[−nGβn,Kn(x/nκ +mn) + nGβn,Kn(mn)]dx∫∞
−nκ(1−δ1)mn
exp[−nGβn,Kn(x/nκ +mn) + nGβn, Kn(mn)]dx
.
By Lemma 7.7 for f ≡ 1, δ¯ = δ1, and δ¯ = δ2, both the numerator and denominator have the
same limit
∫
R
exp[−1
2
g(2)(x¯)x2]dx. It follows that limn→∞ Θ˜n,2 = 1, as claimed.
We now prove that limn→∞ Θ˜n,3 = 0. Since Θ˜n,1 ≥ Θ˜n,3 > 0,
lim
n→∞
Θ˜n,1 = 0 implies lim
n→∞
Θ˜n,3 = 0,
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as claimed. This completes the proof of the first inequality in part (a) of the present lemma.
We now prove the second inequality in part (a) of the present lemma. By the second in-
equality in part (b) of Lemma 7.9 and the first inequality in part (a) of Lemma 7.9 we have for
all sufficiently large n
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn}
=
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn| · 1{Sn/n>δmn}}
Pn,βn,Kn{Sn/n > δmn}
≥ E˜n,βn,Kn{|Sn/n
1−κ +Wn/n
1/2−κ − nκmn| · 1An(δ2)} − 2nκe−cn2ζ − c2nκ−1/2e−cn2ζ/2
(Pn,βn,Kn ×Q){An(δ1)}+ e−cn2ζ
=
E˜n,βn,Kn{|Sn/n
1−κ+Wn/n1/2−κ−nκmn|·1An(δ2)}
(Pn,βn,Kn×Q){An(δ2)}
− 2nκe−cn2ζ+c2nκ−1/2e−cn2ζ/2
(Pn,βn,Kn×Q){An(δ2)}
(Pn,βn,Kn×Q){An(δ1)}
(Pn,βn,Kn×Q){An(δ2)}
+ e
−cn2ζ
(Pn,βn,Kn×Q){An(δ2)}
=
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ An(δ2)} − Γ˜n,1
Γ˜n,2 + Γ˜n,3
,
where c > 0 and c2 > 0 are constants and
Γ˜n,1 =
2nκe−cn
2ζ
+ c2n
κ−1/2e−cn
2ζ/2
(Pn,βn,Kn ×Q){An(δ2)}
,
Γ˜n,2 =
(Pn,βn,Kn ×Q){An(δ1)}
(Pn,βn,Kn ×Q){An(δ2)}
,
and
Γ˜n,3 =
e−cn
2ζ
(Pn,βn,Kn ×Q){An(δ2)}
.
The sequences Γ˜n,1, Γ˜n,2, and Γ˜n,3 are obtained from Θ˜n,1, Θ˜n,2, and Θ˜n,3 in (8.8)–(8.10) by
interchanging δ1 and δ2. Hence the limits Γ˜n,1 → 0, Γ˜n,2 → 1, and Γ˜n,3 → 0 follow from the
limits Θ˜n,1 → 0, Θ˜n,2 → 1, and Θ˜n,3 → 0, which hold for any 0 < δ1 < 1 and 0 < δ2 < 1. The
proof of part (a) of Lemma 8.4 is complete.
Proof of part (b) of Lemma 8.4. We know from part (b) of Lemma 8.1 that, as n → ∞, for
any δ¯ = δ1 and δ¯ = δ2, E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ An(δ¯)} has the same limit
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx = z¯.
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By sending n→∞ in the inequality in part (a), we have
z¯ = lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ An(δ1)}
≥ lim sup
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn}
≥ lim inf
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn}
= lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ An(δ2)}
= z¯.
Because the first and last terms in this display are the same, it follows that
lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx = z¯.
On the other hand, by part (b) of Lemma 8.1 with δ¯ = δ
lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ An(δ)}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx = z¯.
The proof of part (b) of Lemma 8.4 is complete. 
We now put together the pieces to complete the proof of part (b) of Theorem 6.1. Let δ be
any number satisfying ∆ < δ < 1, where ∆ ∈ (0, 1) is determined in part (b) of Lemma 7.5.
The proof of part (b) of Theorem 6.1 is divided into Step 1, Substep 2a, and Substep 2b. Step 1
is done in part (b) of Lemma 8.1. There we prove that with δ¯ = δ
lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n+Wn/n1/2 > δmn}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx = z¯.
Substep 2a is done in Lemma 8.3. There we prove that limn→∞ |Cn −Dn| = 0, where
Cn = En,βn,Kn{|Sn/n1−κ − nκmn|
∣∣ Sn/n > δmn}
and
Dn = E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n > δmn}.
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Substep 2b is done in part (b) of Lemma 8.4. There we prove that
lim
n→∞
Dn
= lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n+Wn/n1/2 > δmn}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx = z¯.
Combining these limits yields
lim
n→∞
En,βn,Kn{|Sn/n1−κ − nκmn|
∣∣ Sn/n > δmn}
= lim
n→∞
E˜n,βn,Kn{|Sn/n1−κ +Wn/n1/2−κ − nκmn|
∣∣ Sn/n+Wn/n1/2 > δmn}
=
1∫
R
exp[−1
2
g(2)(x¯)x2]dx
·
∫
R
|x| exp[−1
2
g(2)(x¯)x2]dx = z¯.
This gives the conditional limit stated in part (b) of Theorem 6.1:
lim
n→∞
nκEn,βn,Kn{|Sn/n−m(βn, Kn)|
∣∣ Sn/n > δm(βn, Kn)}
= lim
n→∞
En,βn,Kn{|Sn/n1−κ − nκm(βn, Kn)|
∣∣ Sn/n > δm(βn, Kn)} = z¯.
The proof of part (b) of Theorem 6.1 is complete. 
Appendix
A Proof That Sequences 1a–5a Satisfy the Limits in Hypoth-
esis (iii′) of Theorem 4.1
In this appendix we prove that sequences 1a–5a satisfy the limits in hypothesis (iii′) of Theorem
4.1. These limits take the following form.
(a) Assume that g has degree 4. For ∀α ∈ (0, α0) and for j = 2, 3, 4
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(m(βn, Kn)) = g
(j)(x¯).
(b) Assume that g has degree 6. For ∀α ∈ (0, α0) and for j = 2, 3, 4, 5, 6
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(m(βn, Kn)) = g
(j)(x¯).
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We do this by verifying the limits (A.1) and (A.3) in Lemma A.1. Let εn denote a sequence that
converges to 0 and that represents the various error terms arising in the proof. We use the same
notation εn to represent different error terms.
Lemma A.1. We assume the hypotheses of Theorem 3.1. We also assume (A.1) when the degree
of the Ginzburg-Landau polynomial g is 4 and (A.3) when the degree of g is 6.
(a) Assume that g has degree 4 and that for α ∈ (0, α0) and for j = 2, 3, 4
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(x/nθα) = g(j)(x) (A.1)
uniformly for x in compact subsets of R. Then we have
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(m(βn, Kn)) = g
(j)(x¯). (A.2)
(b) Assume that g has degree 6 and that for α ∈ (0, α0) and for j = 2, 3, 4, 5, 6
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(x/nθα) = g(j)(x) (A.3)
uniformly for x in compact subsets of R. Then we have
lim
n→∞
nα/α0−jθαG
(j)
βn,Kn
(m(βn, Kn)) = g
(j)(x¯). (A.4)
Proof. We write mn = m(βn, Kn). When g has degree 4, we have for j = 2, 3, 4, and when g
has degree 6, we have for j = 2, 3, 4, 5, 6
|nα/α0−jθαG(j)βnKn(mn)− g(j)(x¯)| ≤ |nα/α0−jθαG
(j)
βnKn
(nθαmn/n
θα)− g(j)(nθαmn)|
+|g(j)(nθαmn)− g(j)(x¯)|. (A.5)
Let Ξ be any compact subset of R. By hypothesis (A.1) for j = 2, 3, 4 when g has degree 4 and
by hypothesis (A.3) for j = 2, 3, 4, 5, 6 when g has degree 6
lim
n→∞
sup
x∈Ξ
|nα/α0−jθαG(j)βn,Kn(x/nθα)− g(j)(x)| = 0.
According to Theorem 3.1, nθαmn → x¯, and so for any ε > 0 the sequence nθαmn lies in
the compact set [x¯ − ε, x¯ + ε] for all sufficiently large n. It follows that the first term on the
right-hand side of (A.5) converges to 0 as n → ∞. Because of the limit nθαmn → x¯ and
the continuity of g(j), the second term on the right-hand side of (A.5) also converges to 0 as
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n → ∞. We conclude that for j = 2, 3, 4 when g has degree 4 and for j = 2, 3, 4, 5, 6 when g
has degree 6
|nα/α0−jθαG(j)βn,Kn(mn)− g(j)(x¯)| → 0 as n→∞.
This completes the proof of the lemma. 
The main point of this section is to justify rigorously the limits in (A.1) and (A.3) for se-
quences 1a–5a. We start by doing some preparatory work involving the Taylor expansion of
G
(j)
βn,Kn
(x/nγ) for γ > 0.
Case 1: g has degree 4, j = 2, 3, 4. This case arises for sequences 1 and 2, which converge
to a second-order point (β,K(β)) for 0 < β < βc. We consider the Taylor expansions of
G
(j)
βn,Kn
(x/nγ) to order 4 with error terms. Since K(β) = (4β + 2)/4β is continuous and
(βn, Kn) converges to (β,K(β)), we have βnKn/K(βn) → β. Thus the coefficients in Taylor
expansion of G(j)βn,Kn(x/n
γ) are given by
G
(2)
βn,Kn
(0) = 2βnKn − 8β
2
nK
2
n
eβn + 2
=
2βnKn(K(βn)−Kn)
K(βn)
= 2β(K(βn)−Kn)(1 + εn),
G
(3)
βn,Kn
(0) = 0,
G
(4)
βn,Kn
(0) =
2(2βnKn)
4(4− eβn)
(eβn + 2)2
.
Let c4(β) = (eβ + 2)2(4− eβ)/(8 · 4!). Since 2βnKn → 2βK(β) = (eβ + 2)/2, we have
G
(4)
βn,Kn
(0) = (eβ + 2)2(4− eβ)(1 + εn)/8 = c4(β)(1 + εn) · 4!.
Thus for all n ∈ N, any γ > 0, any R > 0, and all x ∈ R satisfying |x/nγ | < R, we have the
Taylor expansion
G
(2)
βn,Kn
(x/nγ) = G
(2)
βn,Kn
(0) +
G
(4)
βn,Kn
(0)
2!
· x
2
n2γ
+ O
(
1
n3γ
)
x3.
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Multiplying both sides by n1−u−2γ for u > 0 yields
n1−u−2γG
(2)
βn,Kn
(x/nγ) =
1
n2γ−1+u
G
(2)
βn,Kn
(0) +
1
n4γ−1+u
· G
(4)
βn,Kn
(0)
2!
x2 (A.6)
+ O
(
1
n5γ−1+u
)
x3
=
1
n2γ−1+u
· 2β(K(βn)−Kn)(1 + εn)
+
1
n4γ−1+u
· c4(β)(1 + εn) · 4!
2!
x2 + O
(
1
n5γ−1+u
)
x3.
For all n ∈ N, any γ > 0, any R > 0, and all x ∈ R satisfying |x/nγ| < R, we have the
Taylor expansion
G
(3)
βn,Kn
(x/nγ) = G
(4)
βn,Kn
(0) · x
nγ
+ O
(
1
n2γ
)
x2.
Multiplying both sides by n1−u−3γ for u > 0 yields
n1−u−3γG
(3)
βn,Kn
(x/nγ) =
1
n4γ−1+u
·G(4)βn,Kn(0) · x+ O
(
1
n5γ−1+u
)
x2 (A.7)
=
1
n4γ−1+u
· c4(β)(1 + εn) · 4! · x+ O
(
1
n5γ−1+u
)
x2.
For all n ∈ N, any γ > 0, any R > 0, and all x ∈ R satisfying |x/nγ| < R, we have the
Taylor expansion
G
(4)
βn,Kn
(x/nγ) = G
(4)
βn,Kn
(0) + O
(
1
nγ
)
x.
Multiplying both sides by n1−u−4γ for u > 0 yields
n1−u−4γG
(4)
βn,Kn
(x/nγ) =
1
n4γ−1+u
·G(4)βn,Kn(0) + O
(
1
n5γ−1+u
)
x (A.8)
=
1
n4γ−1+u
· c4(β)(1 + εn) · 4! + O
(
1
n5γ−1+u
)
x.
In formulas (A.6)–(A.8) the big-oh terms are uniform for x ∈ (−Rnγ , Rnγ). We will use
(A.6)–(A.8) to verify hypothesis (A.1) for sequences 1a and 2a.
Case 2: g has degree 6, j = 2, 3, 4, 5, 6. This case arises for sequences 3, 4 and 5, which con-
verge to the tricritical point (βc, K(βc)). We consider the Taylor expansions of G(j)βn,Kn(x/n
γ)
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to order 6 with error terms. Since K(β) = (4β + 2)/4β is continuous and (βn, Kn) con-
verges to (βc, K(βc)), we have βnKn/K(βn) → βc. Thus the coefficient in Taylor expansion
of G(j)βn,Kn(x/n
γ) are given by
G
(2)
βn,Kn
(0) = 2βnKn − 8β
2
nK
2
n
eβn + 2
=
2βnKn(K(βn)−Kn)
K(βn)
= 2βc(K(βn)−Kn)(1 + εn),
G
(3)
βn,Kn
(0) = 0,
G
(4)
βn,Kn
(0) =
2(2βnKn)
4(4− eβn)
(eβn + 2)2
.
Let c4 = 3/16. Since 2βnKn → 2βcK(βc) = (eβc + 2)/2 = 3 and eβn + 2→ eβc + 2 = 6, we
have
G
(4)
βn,Kn
(0) = 2 · 34(4− eβn)(1 + εn)/62 = c4(4− eβn)(1 + εn) · 4!,
G
(5)
βn,Kn
(0) = 0.
Let c6 = 9/40, since G(6)βn,Kn(0)→ G
(6)
βc,K(βc)
(0) = 2 · 34, we have
G
(6)
βn,Kn
(0) = 2 · 34(1 + εn) = c6(1 + εn) · 6!.
Thus for all n ∈ N, any γ > 0, any R > 0, and all x ∈ R satisfying |x/nγ | < R, we have the
Taylor expansion
G
(2)
βn,Kn
(x/nγ) = G
(2)
βn,Kn
(0) +
G
(4)
βn,Kn
(0)
2!
· x
2
n2γ
+
G
(6)
βn,Kn
(0)
4!
· x
4
n4γ
+ O
(
1
n5γ
)
x5.
Multiplying both sides by n1−u−2γ for u > 0 yields
n1−u−2γG
(2)
βn,Kn
(x/nγ) =
1
n2γ−1+u
G
(2)
βn,Kn
(0) +
1
n4γ−1+u
· G
(4)
βn,Kn
(0)
2!
x2 (A.9)
+
1
n6γ−1+u
· G
(6)
βn,Kn
(0)
4!
x4 + O
(
1
n7γ−1+u
)
x5
=
1
n2γ−1+u
· 2βc(K(βn)−Kn)(1 + εn)
+
1
n4γ−1+u
· c4(4− e
βn)(1 + εn) · 4!
2!
x2 +
c6(1 + εn) · 6!
4!
x4
+ O
(
1
n7γ−1+u
)
x5.
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For all n ∈ N, any γ > 0, any R > 0, and all x ∈ R satisfying |x/nγ| < R, we have the
Taylor expansion
G
(3)
βn,Kn
(x/nγ) = G
(4)
βn,Kn
(0) · x
nγ
+
G
(6)
βn,Kn
(0)
3!
· x
3
n3γ
+ O
(
1
n4γ
)
x4.
Multiplying both sides by n1−u−3γ for u > 0 yields
n1−u−3γG
(3)
βn,Kn
(x/nγ) =
1
n4γ−1+u
·G(4)βn,Kn(0) · x+
1
n6γ−1+u
· G
(6)
βn,Kn
(0)
3!
· x3 (A.10)
+ O
(
1
n7γ−1+u
)
x4
=
1
n4γ−1+u
· c4(4− eβn)(1 + εn) · 4! · x+ 1
n6γ−1+u
· c6(1 + εn) · 6!
3!
x3
+ O
(
1
n7γ−1+u
)
x4.
For all n ∈ N, any γ > 0, any R > 0, and all x ∈ R satisfying |x/nγ| < R, we have the
Taylor expansion
G
(4)
βn,Kn
(x/nγ) = G
(4)
βn,Kn
(0) +
G
(6)
βn,Kn
(0)
2!
· x
2
n2γ
+ O
(
1
n3γ
)
x3.
Multiplying both sides by n1−u−4γ for u > 0 yields
n1−u−4γG
(4)
βn,Kn
(x/nγ) =
1
n4γ−1+u
·G(4)βn,Kn(0) +
1
n6γ−1+u
· G
(6)
βn,Kn
(0)
2!
· x2 (A.11)
+ O
(
1
n7γ−1+u
)
x3
=
1
n4γ−1+u
· c4(4− eβn)(1 + εn) · 4! + 1
n6γ−1+u
· c6(1 + εn) · 6!
2!
· x2
+ O
(
1
n7γ−1+u
)
x3.
For all n ∈ N, any γ > 0, any R > 0, and all x ∈ R satisfying |x/nγ| < R, we have the
Taylor expansion
G
(5)
βn,Kn
(x/nγ) = G
(6)
βn,Kn
(0) · x
nγ
+ O
(
1
n2γ
)
x2.
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Multiplying both sides by n1−u−5γ for u > 0 yields
n1−u−5γG
(5)
βn,Kn
(x/nγ) =
1
n6γ−1+u
·G(6)βn,Kn(0)x+ O
(
1
n7γ−1+u
)
x2 (A.12)
=
1
n6γ−1+u
· c6(1 + εn) · 6! · x+ O
(
1
n7γ−1+u
)
x2.
For all n ∈ N, any γ > 0, any R > 0, and all x ∈ R satisfying |x/nγ| < R, we have the
Taylor expansion
G
(6)
βn,Kn
(x/nγ) = G
(6)
βn,Kn
(0) + O
(
1
nγ
)
x.
Multiplying both sides by n1−u−6γ for u > 0 yields
n1−u−6γG
(6)
βn,Kn
(x/nγ) =
1
n6γ−1+u
·G(6)βn,Kn(0) + O
(
1
n7γ−1+u
)
x (A.13)
=
1
n6γ−1+u
· c6(1 + εn) · 6! ·+ O
(
1
n7γ−1+u
)
x.
In formulas (A.9)–(A.13) the big-oh terms are uniform for x ∈ (−Rnγ , Rnγ). We will use
(A.9)–(A.13) to verify assumption (A.3) for sequences 3a, 4a, 5a.
Sequence 1a
This sequence is defined in (5.5). For sequence 1a, g has degree 4. Since K(βn) − Kn =
(K ′(β)b − k)/nα + O(1/n2α), it follows from (A.6) that for all n ∈ N, any u > 0, any γ > 0,
any R > 0, and all x ∈ R satisfying |x/nγ| < R, we have
n1−u−2γG
(2)
βn,Kn
(x/nγ) =
1
n2γ−1+u+α
2β(K ′(β)b− k)(1 + εn) (A.14)
+
1
n4γ−1+u
· c4(β)(1 + εn) · 4!
2!
x2
+ O
(
1
n2γ−1+u+2α
)
+ O
(
1
n5γ−1+u
)
x3.
We now define γ = θα and u = 1 − α/α0, and we recall that α0 = 1/2, θ = 1/2. With these
choices of γ and u, the powers of n appearing in the first two terms in (A.14) are 0, and the
powers of n appearing in the last two terms in (A.14) are positive. Letting n → ∞ in (A.14),
we have uniformly for x in compact subsets of R
lim
n→∞
n1−u−2γG
(2)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−2θαG
(2)
βn,Kn
(x/nγ)
= 2β(K ′(β)b− k) + c4(β) · 4!
2!
x2 = g(2)(x).
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The same choices of γ and u ensure that the powers of n appearing in the first term in (A.7)
and (A.8) are 0, and the powers of n appearing in the last term in (A.7) and (A.8) are positive.
Taking n→∞ in (A.7) and (A.8) gives
lim
n→∞
n1−u−3γG
(3)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−3θαG
(3)
βn,Kn
(x/nγ)
= c4(β) · 4! · x = g(3)(x).
and
lim
n→∞
n1−u−4γG
(4)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−4θαG
(4)
βn,Kn
(x/nγ)
= c4(β) · 4! = g(4)(x).
uniformly for x in compact subsets of R. Thus sequence 1 satisfies hypothesis (A.1) in Lemma
A.1, and so the conclusion (A.2) in Lemma A.1 follows for j = 2, 3, 4. This is the convergence
in hypothesis (iii′) of Theorem 4.1.
Sequence 2a
This sequence is defined in (5.6). For sequence 2a, g has degree 4. Since K(βn) − Kn =
(K(p)(β)− ℓ)bp/p!npα+O(1/nα(p+1)), it follows from (A.6) that for all n ∈ N, any u > 0, any
γ > 0, any R > 0, and all x ∈ R satisfying |x/nγ| < R, we have
n1−u−2γG
(2)
βn,Kn
(x/nγ) =
1
n2γ−1+u+α
· 1
p!
· 2β(K(p)(β)− ℓ)bp(1 + εn) (A.15)
+
1
n4γ−1+u
· c4(β)(1 + εn) · 4!
2!
x2
+ O
(
1
n2γ−1+u+(p+1)α
)
+ O
(
1
n5γ−1+u
)
x3.
We now define γ = θα and u = 1 − α/α0, and we recall that α0 = 1/2p, θ = p/2. With
these choices of γ and u, the power of n appearing in the first two terms in (A.15) are 0, and the
power of n appearing in the last two terms in (A.15) are positive. Letting n→∞ in (A.15), we
have uniformly for x in compact subsets of R
lim
n→∞
n1−u−2γG
(2)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−2θαG
(2)
βn,Kn
(x/nγ)
=
1
p!
· 2β(K(p)(β)− ℓ)bp + c4(β) · 4!
2!
x2 = g(2)(x).
The same choices of γ and u ensure that the powers of n appearing in the first term in (A.7)
and (A.8) are 0, and the powers of n appearing in the last term in (A.7) and (A.8) are positive.
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Taking n→∞ in (A.7) and (A.8) gives
lim
n→∞
n1−u−3γG
(3)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−3θαG
(3)
βn,Kn
(x/nγ)
= c4(β) · 4! · x = g(3)(x)
and
lim
n→∞
n1−u−4γG
(4)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−4θαG
(4)
βn,Kn
(x/nγ)
= c4(β) · 4! = g(4)(x).
uniformly for x in compact subsets of R. Thus sequence 2 satisfies hypothesis (A.1) in Lemma
A.1, and so the conclusion (A.2) in Lemma A.1 follows for j = 2, 3, 4. This is the convergence
in hypothesis (iii′) of Theorem 4.1.
Sequence 3a
This sequence is defined in (5.7). For sequence 3a, g has degree 6. Since K(βn) − Kn =
(K ′(βc)b − k)/nα + O(1/n2α), it follows (A.9), (A.10), and (A.11) that for all n ∈ N, any
u > 0, any γ > 0, any R > 0, and all x ∈ R satisfying |x/nγ | < R, we have the following:
n1−u−2γG
(2)
βn,Kn
(x/nγ) =
1
n2γ−1+u+α
· 2βc(K ′(βc)b− k)(1 + εn) (A.16)
+
1
n4γ−1+u+α
· c4(−4b)(1 + εn) · 4!
2!
x2
+
1
n6γ−1+u
· c6(1 + εn) · 6!
4!
· x4 + O
(
1
n2γ−1+u+2α
)
+ O
(
1
n4γ−1+u+2α
)
x2 + O
(
1
n7γ−1+u
)
x5,
n1−u−3γG
(3)
βn,Kn
(x/nγ) =
1
n4γ−1+u+α
· c4(−4b)(1 + εn) · 4! · x (A.17)
+
1
n6γ−1+u
· c6(1 + εn) · 6!
3!
· x3
+ O
(
1
n4γ−1+u+2α
)
x+ O
(
1
n7γ−1+u
)
x4,
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and
n1−u−4γG
(4)
βn,Kn
(x/nγ) =
1
n4γ−1+u+α
· c4(−4b)(1 + εn) · 4! (A.18)
+
1
n6γ−1+u
· c6(1 + εn) · 6!
2!
· x2
+ O
(
1
n4γ−1+u+2α
)
x+ O
(
1
n7γ−1+u
)
x3.
We now define γ = θα and u = 1 − α/α0, and we recall that α0 = 2/3, θ = 1/4. With these
choices of γ and u, the powers of n appearing in the first term and the third term in (A.16) are 0,
and the powers of n appearing in the second term and the last three terms in (A.16) are positive.
Letting n→∞ in (A.16), we have uniformly for x in compact subsets of R
lim
n→∞
n1−u−2γG
(2)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−2θαG
(2)
βn,Kn
(x/nγ)
= 2βc(K
′(βc)b− k) + c6 · 6!
4!
x4 = g(2)(x).
The same choices of γ and u ensure that the powers of n appearing in the second term in
(A.17) and (A.18) are 0, and the powers of n appearing in the first term and last two terms in
(A.17) and (A.18) are positive. Taking n→∞ in (A.17) and (A.18) gives that
lim
n→∞
n1−u−3γG
(3)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−3θαG
(3)
βn,Kn
(x/nγ)
=
c6 · 6!
3!
x3 = g(3)(x)
and
lim
n→∞
n1−u−4γG
(4)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−4θαG
(4)
βn,Kn
(x/nγ)
=
c6 · 6!
2!
x2 = g(4)(x).
uniformly for x in compact subsets of R. Similarly, the powers of n appearing in the first term
in the expansions (A.12) and (A.13) are 0, and the powers of n appearing in the last term in
the expansions (A.12) and (A.13) are positive. Letting n → ∞ in (A.12) and (A.13), we have
uniformly for x in compact subsets of R
lim
n→∞
n1−u−5γG
(5)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−5θαG
(5)
βn,Kn
(x/nγ)
= c6 · 6!x = g(5)(x)
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and
lim
n→∞
n1−u−6γG
(6)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−6θαG
(6)
βn,Kn
(x/nγ)
= c6 · 6! = g(6)(x).
Thus sequence 3 satisfies hypothesis (A.3) in Lemma A.1, and so the conclusion (A.4) in
Lemma A.1 follows for j = 2, 3, 4, 5, 6. This is the convergence in hypothesis (iii′) of The-
orem 4.1.
Sequence 4a
This sequence is defined in (5.8). For sequence 4a, g has degree 6. Since
K(βn)−Kn = K(βc + 1/nα)−Kn
= K(βc) +K
′(βc) · 1/nα +K ′′(βc) · 1/2!n2α +K ′′′(βc) · 1/3!n3α
+O(1/n4α)−Kn
= (K ′′(βc)− ℓ)/2n2α + (K ′′′(βc)− ℓ˜)/6n3α + O(1/n4α)
and
4− eβn = −4/nα + O(1/n2α),
it follows from (A.9), (A.10), and (A.11) that for all n ∈ N, any u > 0, any γ > 0, any R > 0,
and all x ∈ R satisfying |x/nγ| < R, we have the following:
n1−u−2γG
(2)
βn,Kn
(x/nγ) =
1
n2γ−1+u+2α
· 2βc · (K ′′(βc)− ℓ)/2 · (1 + εn) (A.19)
+
1
n4γ−1+u+α
· c4(−4)(1 + εn) · 4!
2!
x2
+
1
n6γ−1+u
· c6(1 + εn) · 6!
4!
· x4
+ O
(
1
n2γ−1+u+3α
)
+ O
(
1
n2γ−1+u+4α
)
+ O
(
1
n4γ−1+u+2α
)
x2 + O
(
1
n7γ−1+u
)
x5,
n1−u−3γG
(3)
βn,Kn
(x/nγ) =
1
n4γ−1+u+α
· c4(−4)(1 + εn) · 4! · x (A.20)
+
1
n6γ−1+u
· c6(1 + εn) · 6!
3!
· x3
+O
(
1
n4γ−1+u+2α
)
x+ O
(
1
n7γ−1+u
)
x4,
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and
n1−u−4γG
(4)
βn,Kn
(x/nγ) =
1
n4γ−1+u+α
· c4(−4)(1 + εn) · 4! (A.21)
+
1
n6γ−1+u
· c6(1 + εn) · 6!
2!
· x2
+ O
(
1
n4γ−1+u+2α
)
+ O
(
1
n7γ−1+u
)
x3.
We now define γ = θα and u = 1 − α/α0, and we recall that α0 = 1/3, θ = 1/2. With these
choices of γ and u, the powers of n appearing in the first three terms in (A.19) are 0, and the
powers of n appearing in the last four terms in (A.19) are positive. Letting n → ∞ in (A.19),
we have uniformly for x in compact subsets of R
lim
n→∞
n1−u−2γG
(2)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−2θαG
(2)
βn,Kn
(x/nγ)
= 2βc(K
′′(βc)− ℓ)/2 + c4(−4) · 4!
2!
x2 +
c6 · 6!
4!
x4 = g(2)(x).
The same choices of γ and u ensure that the powers of n appearing in the first two terms
in (A.20) and (A.21) are 0 and the powers of n appearing in the last two terms in (A.20) and
(A.21) are positive. Taking n→∞ in (A.20) and (A.21) gives
lim
n→∞
n1−u−3γG
(3)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−3θαG
(3)
βn,Kn
(x/nγ)
= c4(−4) · 4!x+ c6 · 6!
3!
x3 = g(3)(x)
and
lim
n→∞
n1−u−4γG
(4)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−4θαG
(4)
βn,Kn
(x/nγ)
= c4(−4) · 4! + c6 · 6!
2!
x2 = g(4)(x).
uniformly for x in compact subsets of R. Similarly, the powers of n appearing in the first term
in the expansions (A.12) and (A.13) are 0 and the powers of n appearing in the last term in
the expansions (A.12) and (A.13) are positive. Letting n → ∞ in (A.12) and (A.13), we have
uniformly for x in compact subsets of R
lim
n→∞
n1−u−5γG
(5)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−5θαG
(5)
βn,Kn
(x/nγ)
= c6 · 6!x = g(5)(x)
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and
lim
n→∞
n1−u−6γG
(6)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−6θαG
(6)
βn,Kn
(x/nγ)
= c6 · 6! = g(6)(x).
Thus sequence 4 satisfies hypothesis (A.3) in Lemma A.1, and so the conclusion (A.4) in
Lemma A.1 follows for j = 2, 3, 4, 5, 6. This is the convergence in hypothesis (iii′) of The-
orem 4.1.
Sequence 5a
This sequence is defined in (5.10). For sequence 5a, g has degree 6. Since K(βn) − Kn =
(K ′′(βc)− ℓ)/2n2α+O(1/n3α) and 4− eβn = 4/nα+O(1/n2α), it follows from (A.9), (A.10),
and (A.11) that for all n ∈ N, any u > 0, any γ > 0, any R > 0, and all x ∈ R satisfying
|x/nγ | < R, we have the following:
n1−u−2γG
(2)
βn,Kn
(x/nγ) =
1
n2γ−1+u+2α
· 2βc · (K ′′(βc)− ℓ)/2 · (1 + εn) (A.22)
+
1
n4γ−1+u+α
· c4 · 4 · (1 + εn) · 4!
2!
x2
+
1
n6γ−1+u
· c6(1 + εn) · 6!
4!
· x4
+ O
(
1
n2γ−1+u+3α
)
+ O
(
1
n4γ−1+u+2α
)
x2 + O
(
1
n7γ−1+u
)
x5,
n1−u−3γG
(3)
βn,Kn
(x/nγ) =
1
n4γ−1+u+α
· c4 · 4 · (1 + εn) · 4! · x (A.23)
+
1
n6γ−1+u
· c6(1 + εn) · 6!
3!
· x3
+ O
(
1
n4γ−1+u+2α
)
x+ O
(
1
n7γ−1+u
)
x4,
and
n1−u−4γG
(4)
βn,Kn
(x/nγ) =
1
n4γ−1+u+α
· c4 · 4 · (1 + εn) · 4! (A.24)
+
1
n6γ−1+u
· c6(1 + εn) · 6!
2!
· x2
+ O
(
1
n4γ−1+u+2α
)
+ O
(
1
n7γ−1+u
)
x3.
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We now define γ = θα and u = 1 − α/α0, and we recall that α0 = 1/3, θ = 1/2. With these
choices of γ and u, the powers of n appearing in the first three terms in (A.22) are 0, and the
powers of n appearing in the last three terms in (A.22) are positive. Letting n → ∞ in (A.22),
we have uniformly for x in compact subsets of R
lim
n→∞
n1−u−2γG
(2)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−2θαG
(2)
βn,Kn
(x/nγ)
= βc(K
′′(βc)− ℓ)/2 + c4 · 4 · 4!
2!
x2 +
c6 · 6!
4!
x4 = g(2)(x).
The same choices of γ and u ensure that the powers of n appearing in the first two terms
in (A.23) and (A.24) are 0 and the powers of n appearing in the last two terms in (A.23) and
(A.24) are positive. Taking n→∞ in (A.23) and (A.24) gives
lim
n→∞
n1−u−3γG
(3)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−3θαG
(3)
βn,Kn
(x/nγ)
= c4 · 4 · 4!x+ c6 · 6!
3!
x3 = g(3)(x)
and
lim
n→∞
n1−u−4γG
(4)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−4θαG
(4)
βn,Kn
(x/nγ)
= c4 · 4 · 4! + c6 · 6!
2!
x2 = g(4)(x).
uniformly for x in compact subsets of R. Similarly, the powers of n appearing in the first term
in the expansions (A.12) and (A.13) are 0, and the powers of n appearing in the last term in
the expansions (A.12) and (A.13) are positive. Letting n → ∞ in (A.12) and (A.13), we have
uniformly for x in compact subsets of R
lim
n→∞
n1−u−5γG
(5)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−5θαG
(5)
βn,Kn
(x/nγ)
= c6 · 6!x = g(5)(x)
and
lim
n→∞
n1−u−6γG
(6)
βn,Kn
(x/nγ) = lim
n→∞
nα/α0−6θαG
(6)
βn,Kn
(x/nγ)
= c6 · 6! = g(6)(x).
Thus sequence 5 satisfies hypothesis (A.3) in Lemma A.1, and so the conclusion (A.4) in
Lemma A.1 follows for j = 2, 3, 4, 5, 6. This is the convergence in hypothesis (iii′) of The-
orem 4.1.
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B Proof of the MDP in Part (a) of Theorem 6.2
In this appendix we give the proof of part (a) of the MDP stated in Theorem 6.2. We restate
the theorem here for easy reference. Concerning the proof of part (b) of Theorem 6.2, see the
comment before Lemma 6.3.
Theorem 6.2. Let (βn, Kn) be a positive sequence converging either to a second-order point
(β,K(β)), 0 < β < βc, or to the tricritical point (β,K(β)) = (βc, K(βc)). We assume that
(βn, Kn) satisfies the hypotheses of Theorem 4.1 for all 0 < α < α0. The following conclusions
hold.
(a) For all 0 < α < α0, Sn/n1−θα satisfies the MDP with respect to Pn,βn,Kn with exponential
speed n1−α/α0 and rate function Γ(x) = g(x)− infy∈R g(y); in symbols
Pn,βn,Kn{Sn/n1−θα ∈ dx} ≍ exp[−n1−α/α0Γ(x)]dx.
(b) The hypotheses of this theorem are satisfied by sequence 1a–5a defined in Table 5.1 .
We work with an arbitrary α satisfying 0 < α < α0. To ease the notation we write γ = θα
and u = 1 − α/α0. The hypotheses of Theorem 6.2 coincide with the hypotheses of Theorem
4.1, which in turn consist of hypothesis (iii′) and the hypotheses of Theorem 3.1 for all 0 < α <
α0. Clearly we have 0 < u = 1− α/α0 < 1 and by hypothesis (iii′) 0 < γ = θα < θα0 < 1/2.
In addition, 1− 2γ − u = (1− 2θα0)α/α0 > 0, which implies 1− 2γ > u.
The proof of Theorem 6.2 is analogous to the proof of Theorem 8.1 in [6]. Let Wn be a
sequence of normal random variables with mean 0 and variance σ2n = (2βnKn)−1 defined on a
probability space (Ω,F , Q). Theorem 6.2 is proved in two steps.
Step 1. Wn/n1/2−γ is superexponentially small relative to exp(n−v); i.e., for any δ > 0
lim sup
n→∞
1
n−v
logQ{|Wn/n1/2−γ | > δ} = −∞ (B.1)
Step 2. With respect to Pn,βn,Kn×Q, Sn/n1−γ+Wn/n1/2−γ satisfies the Laplace principle with
exponential speed n−v and rate function Γ.
According to Theorem 1.3.3 in [7], if we prove Step 1 and Step 2, then with respect to
Pn,βn,Kn , Sn/n
1−γ satisfies the Laplace principle with speed nu and rate function Γ; i.e., for any
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bounded, continuous function ψ
lim
n→∞
1
nu
log
∫
Λn
exp[nuψ(Sn/n
1−γ)]dPn,βn,Kn = sup
x∈R
{ψ(x)− Γ(x)}.
Since the Laplace principle implies the MDP (Thm 1.2.3 in [7]), Theorem 6.2 follows.
Next, we prove Step 1 and Step 2.
Proof of Step 1. Since βn and Kn are bounded and uniformly positive over n, the sequence σ2n
is bounded and uniformly positive over n. We have
Q{|Wn/n1/2−γ | > δ} = Q{|N(0, σ2n)| > n1/2−γδ}
≤
√
2σn√
πn1/2−γδ
· exp(−n1−2γδ2/(2σ2n)).
1
nu
logQ{|Wn/n1/2−γ | > δ} ≤ 1
nu
[
log
√
2σn√
πδ
+ log(nγ−1/2)− n
1−2γδ2
2σ2n
]
.
The limit of the right hand side of the last inequality is −∞ since u > 0 and 1− 2γ > u. Thus
(B.1) follows. The proof of Step 1 is done.
Proof of Step 2. Let ψ be an arbitrary bounded, continuous function. Choosing ϕ = exp[nuψ]
and γ¯ = γ in Lemma 7.1 yields∫
Λn×Ω
exp
[
nuψ
(
Sn
n1−γ
+
Wn
n1/2−γ
)]
d(Pn,βn,Kn ×Q) (B.2)
=
1∫
R
exp[−nGβn,Kn(x/nγ)]dx
·
∫
R
exp[nuψ(x)− nGβn,Kn(x/nγ)]dx.
The proof of Step 2 rests on the following three properties of nGβn,Kn(x/nγ).
1. By hypothesis (iv) of Theorem 3.1 for 0 < α < α0, there exists a polynomialH satisfying
H(x) → ∞ as |x| → ∞ together with the following property: ∃R > 0 such that for
∀n ∈ N sufficiently large and ∀x ∈ R satisfying |x/nγ| < R
nGβn,Kn(x/n
γ) ≥ nuH(x).
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2. Let ∆ = supx∈R{ψ(x) − g(x)}. Since H(x) → ∞ and g(x) → ∞ as |x| → ∞, there
exists M > 0 with the following three properties:
sup
|x|>M
{ψ(x)−H(x)} ≤ −|∆| − 1,
the supremum of ψ − g on R is attained on the interval [−M,M ], and the supremum of
−g on R is attained on the interval [−M,M ]. In combination with item 1, we have that
for all n ∈ N satisfying Rnγ > M
sup
M<|x|<Rnγ
{nuψ(x)− nGβn,Kn(x/nγ)} (B.3)
≤ sup
M<|x|<Rnγ
{nuψ(x)− nuH(x)}
≤ −nu(|∆|+ 1).
3. Let M be the number selected in item 2. By hypothesis (iii)(a) of Theorem 3.1 for 0 <
α < α0, for all x ∈ R satisfying |x| ≤ M , n1−uGβn,Kn(x/nγ) converges uniformly to
g(x) as n→∞.
Item 3 implies that for any δ > 0 and all sufficiently large n
exp(−nuδ)
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx
≤
∫
{|x|≤M}
exp[nuψ(x)− nGβn,Kn(x/nγ)]dx
≤ exp(nuδ)
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx.
In addition, item 2 implies that∫
{M<|x|<Rnγ}
exp[nuψ(x)− nGβn,Kn(x/nγ)]dx ≤ 2Rnγ exp[−nu(|∆|+ 1)].
Since ψ is bounded, the last two displays show that there exists a1 > 0 and a2 ∈ R such that for
all sufficiently large n∫
{|x|<Rnγ}
exp[−nGβn,Kn(x/nγ)]dx ≤ a1 exp(nua2).
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Since u ∈ (0, 1), by part (d) of Lemma 4.4 in [6] there exists a3 > 0 such that for all sufficiently
large n ∫
{|x|≥Rnγ}
exp[−nGβn,Kn(x/nγ)]dx ≤ 2a1 exp(−na3).
Together these three estimates show that for all sufficiently large n∫
R
exp[nuψ(x)− nGβn,Kn(x/nγ)]dx
=
∫
{|x|≤M}
exp[nuψ(x)− nGβn,Kn(x/nγ)]dx
+
∫
{M<|x|<Rnγ}
exp[nuψ(x)− nGβn,Kn(x/nγ)]dx
+
∫
{|x|≥Rnγ}
exp[nuψ(x)− nGβn,Kn(x/nγ)]dx
≤ exp(nuδ)
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx
+2Rnγ exp[−nu(|∆|+ 1)] + 2a1 exp(−na3 + nu||ψ||∞).
Hence for all sufficiently large n we have
exp(−nuδ)
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx
≤
∫
R
exp[nuψ(x)− nGβn,Kn(x/nγ)]dx
≤ exp(nuδ)
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx+ δn,
where
δn ≤ 2Rnγ exp[−nu(|∆|+ 1)] + 2a1 exp(−na3 + nu||ψ||∞) (B.4)
≤ 4Rnγ exp[−nu(|∆|+ 1)].
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It follows that
lim inf
n→∞
1
nu
log
[
exp(−nuδ)
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx
]
(B.5)
≤ lim inf
n→∞
1
nu
log
∫
R
exp[nuψ(x)− nGβn,Kn(x/nγ)]dx
≤ lim sup
n→∞
1
nu
log
∫
R
exp[nuψ(x)− nGβn,Kn(x/nγ)]dx
≤ lim sup
n→∞
1
nu
log
[
exp(nuδ)
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx+ δn
]
.
By Laplace’s method applied to the continuous function ψ− g on |x| ≤M and the fact that
the supremum of ψ − g on R is attained on the interval [−M,M ], we have
lim
n→∞
1
nu
log
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx (B.6)
= sup
|x|≤M
{ψ(x)− g(x)} = sup
x∈R
{ψ(x)− g(x)}.
Hence the first line of (B.5) equals
lim inf
n→∞
1
nu
[
−nuδ + log
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx
]
(B.7)
= −δ + lim inf
n→∞
1
nu
log
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx
= −δ + sup
x∈R
{ψ(x)− g(x)}.
We have to work harder to evaluate the last line of (B.5). At the end of the proof we will
show that the term δn can be neglected in evaluating the last line of (B.5); i.e.,
lim sup
n→∞
1
nu
log
[
exp(nuδ)
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx+ δn
]
(B.8)
= lim sup
n→∞
1
nu
log
[
exp(nuδ)
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx
]
.
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Under the assumption that this is true, by (B.6) the last line of (B.5) equals
lim sup
n→∞
1
nu
log
[
exp(nuδ)
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx
]
(B.9)
= lim sup
n→∞
1
nu
[
nuδ + log
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx
]
= δ + lim
n→∞
1
nu
log
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx
= δ + sup
x∈R
{ψ(x)− g(x)}.
Since δ > 0 is arbitrary, combining (B.5), (B.7), and (B.9) yields
lim
n→∞
1
n−v
log
∫
R
exp[n−vψ(x)− nGβn,Kn(x/nγ)]dx = sup
x∈R
{ψ(x)− g(x)}.
Using the fact that the supremum of g is attained on the interval [−M,M ] (see item 2 in the
proof of Step 2), we apply the limit in the last display to ψ = 0. We conclude from (B.2) that
lim
n→∞
1
nu
log
∫
Λn×Ω
exp
[
nuψ
(
Sn
n1−γ
+
Wn
n1/2−γ
)]
d(Pn,βn,Kn ×Q)
= lim
n→∞
1
nu
log
∫
R
exp[nuψ(x)− nGβn,Kn(x/nγ)]dx
− lim
n→∞
1
nu
log
∫
R
exp[−nGβn,Kn(x/nγ)]dx
= sup
x∈R
{ψ(x)− g(x)}+ sup
x∈R
{−g(x)}
= sup
x∈R
{ψ(x)− g(x)}+ inf
y∈R
g(y)
= sup
x∈R
{ψ(x)− Γ(x)}.
Except for the proof of (B.8) we have completed the proof of Step 2, which show that with
respect to Pn,βn,Kn ×Q, Sn/n1−γ +Wn/n1/2−γ satisfies the Laplace principle with exponential
speed n−v and rate function Γ.
To prove (B.8) we define
An = exp(n
uδ)
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx.
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It suffices to show that δn/An → 0. To see this, we rewrite (B.8) as follows:
lim sup
1
nu
log(An + δn)
= lim sup
1
nu
log
[
An
(
1 +
δn
An
)]
= lim sup
[
1
nu
logAn +
1
nu
log
(
1 +
δn
An
)]
= lim sup
1
nu
logAn.
Now we prove that δn/An → 0. By (B.6) we have
lim
1
nu
logAn = δ + lim
n→∞
1
nu
log
∫
{|x|≤M}
exp[nu(ψ(x)− g(x))]dx
= δ + sup
x∈R
{ψ(x)− g(x)}
= δ +∆,
which implies that for all sufficiently large n
An ≥ exp
[
nu
(
δ
2
+ ∆
)]
.
Since by (B.4) we have for all sufficiently large n
δn ≤ 4Rnγ exp[−nu(|∆|+ 1)],
it follows that for any 0 < ε < 1 and all sufficiently large n
δn ≤ exp[nu(−|∆| − 1 + ε)]
and thus
0 ≤ δn
An
≤ exp
[
nu
(
−|∆| − 1 + ε− δ
2
−∆
)]
. (B.10)
If ∆ ≥ 0, then
−|∆| − 1 + ε− δ
2
−∆ = −1 + ε− δ
2
− 2∆ < 0.
If ∆ < 0, then
−|∆| − 1 + ε− δ
2
−∆ = −1 + ε− δ
2
< 0.
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Thus in all cases the limit of the right hand side of (B.10) is 0. This completes the proof of
(B.8).
Together Step 1 and Step 2 prove that with respect to Pn,βn,Kn , Sn/n1−γ satisfies the Laplace
principle with speed n−v and rate function Γ. The proof of Theorem 6.2 is complete.
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