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I. INTRODUCTION

M
ICROWAVE filters are widely used components in modern microwave communications systems. Waveguide technology is often employed in implementing these frequency selective devices whose frequency response must be accurately predicted before the actual implementation is carried out in order to save cost and time.
The mode-matching technique (MMT) is a popular approach in the design and analysis of modern waveguide filters [1] . In this technique, the generalized scattering matrices of the individual discontinuities are cascaded to determine the overall frequency response of the filter. From a computational point of the view, the problem is then reduced to accurately determine the generalized scattering matrices of each discontinuity.
However, the method is known to exhibit the phenomenon of relative convergence which is often overcome by a judicious choice of the number of modes retained in the modal expansions on each side of the discontinuity [2] . When two discontinuities are strongly interacting it becomes necessary to include a large number of modes which results in large generalized scattering matrices.
An examination of the underlying principles of the MMT shows that the modes of the sections of the waveguides are given an unduly important role. It is certainly true that the dominant physics of the problem takes place at the discon-tinuities and not in the uniform sections of the waveguides. Unfortunately, the normal modes contain information about the uniform sections, through the boundary conditions, but not about the discontinuities. Therefore, we propose to modify the MMT in such a way that the problem is reformulated in terms of the fields at the discontinuities through an appropriate choice of basis functions and in an integral form. By directly concentrating on the field at the discontinuity, which is described by a single function for both of the uniform sections of the waveguides, the phenomenon of relative convergence is eliminated as the modes of the two sides are given only a minor role.
In addition, when two adjacent discontinuities are strongly interacting, their field distributions only slightly differ. It is no longer necessary to use a large number of basis functions to describe the overall frequency response of the two discontinuities. A fortiori, it is possible to reformulate the entire scattering problem of the filter in one step, in terms of the fields at each of the discontinuities. By doing so, the edge conditions at each of the discontinuities are all included and the interaction between all the discontinuities are accurately described regardless of the strength of their interactions. The resulting formulation is a set of CIE's for the tangential electric fields at the different discontinuities. Mathematically, the present formulation leads to a Riemann-Hilbert problem (RHP) of systems of singular integral equations [3] . The technique has been recently applied to the case of up to three septa in a rectangular waveguide as well as to rectangular ridge waveguides [4] , [5] .
In this paper, we apply the coupled-integral-equations technique (CIET) to the analysis of -plane waveguide filters. Numerical results obtained from the CIET are compared to those from the MMT to demonstrate the accuracy and speed of the technique. The paper is organized as follows. Section II describes the CIET as it applies to -plane filters along with the basis functions which include the edge conditions. Typical numerical results from the CIET and the MMT for two fourresonator designs are presented and discussed in Section III.
II. ANALYSIS OF -PLANE FILTERS BY THE CIET
The theory is presented for the example of a four-resonator filter structure which is depicted in Fig. 1 . It consists of a lossless rectangular waveguide of cross section and five symmetric -plane irises of thickness . The apertures of the irises are where is the width of one side of the th iris.
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Because of the symmetry of the irises, only modes, with , an odd integer, are excited in the structure. Following the MMT, we expand the transverse electric and magnetic fields in each of the subregions I-XI in modal series.
In region I, there are reflected waves in addition to the incident fundamental mode. In all the inner sections, there are both forward-and backward-traveling waves, whereas only forward-traveling modes are present in the right-most section. Therefore, in region I we have the following expansion (5) and (6) The unknown modal expansion coefficients 's and 's in these expansions are determined from the boundary conditions at the discontinuities. These consist in the vanishing of over the metallic part of the discontinuity and the continuity of and over the aperture, i.e., over metallic step (7a) over aperture (7b) and over aperture (7c)
When the structure is operated in the frequency range where only the fundamental mode is propagating, and if the input and output sections are long enough for all the evanescent modes to be attenuated, the frequency response of the structure is totally determined once and are known. Indeed, the reflected power is determined from , whereas totally specifies the transmitted power.
Instead of following the MMT in enforcing the boundary conditions in a modular fashion, we take an approach which emphasizes two important facts: the physics of the problem takes place at the discontinuities, and what is actually of interest are the reflected and transmitted powers at the input and output. The internal reflections, although important in determining the overall response of the structure, could be viewed as additional information which is not accessible to the measuring engineer. Therefore, we compute the reflection and transmission coefficients directly.
To enforce the boundary conditions of the transverse electric field at the discontinuities, we assume that these are given by unknown functions . Each of these functions is assumed to vanish on the metallic part of the th discontinuity:
The continuity of [(7b)] is then rewritten in the form (9) It is straightforward to verify that (7a) and (7b) are always satisfied as long as (8) hold.
To determine the functions , the modal expansions of the electric field are used in (9) to project out the modal coefficients and . For example, in the first region we get (10) Here, the transformed function is given by (11) On the other hand, the coefficients and involve the functions and and are given by
The notation , which is introduced for convenience, is defined as (13) Similar expressions hold for the modal expansion coefficients in the remaining internal regions. Finally, the modal expansion coefficients in region XI are related to through (14)
If (10)- (14) are used in the continuity conditions of at the different discontinuities, we get a set of ten CIE's in the ten unknown functions . A system of coupled singular integral equations is often referred to as an RHP [3] . Applications of the RHP to diaphragms of zero thickness with one or more windows are discussed in [6] .
From the continuity of at interface I-II, we get the integral equation (15) which holds only over the gap of the leftmost iris, i.e, when . Similarly, the continuity of at the second discontinuity (the right side of the leftmost iris) leads to a second intergal equation (16) which also holds over the same range of as (15). The integral equations for the remaining internal irises are similar to (16) and are not given here. The matrix elements which appear in the numerical solution of these equations are, however, given in the Appendix.
The continuity of at the right side of the rightmost iris leads to (17) Note that the symmetry of the filter was used in this equation (regions II and X are identical).
To solve this set of CIE's, we expand the functions in a series of basis functions and apply Galerkin's method to each one of them. Let denote the th element of a set of basis functions for the function such that
Since the nonanalytic behavior of is the same at both sides of a given iris, the same basis functions are used to expand the fields at any two identical discontinuities.
If these expansion are used in the integral equations and Galerkin's method is applied to each one of a them, a set of coupled linear equations in the expansion coefficients 's results. The ten linear equations can be put in the following form:
The entries of the matrices in (19a)-(19j) are given in the Appendix. It is worth noting that most of these matrices are symmetrical, a fact which is used to reduce the computational effort. In addition, for the symmetric filter under investigation, only 14 of the 29 matrices are independent; a considerable reduction in central-processing-unit (CPU) time results. Also note that (19b)-(19i) follow a clear pattern which allows the number of resonators and irises to be varied relatively simple.
To complete the numerical solution, appropriate sets of basis function are needed.
III. BASIS FUNCTIONS
To guarantee numerical efficiency, the basis functions should include the nonanalytic behavior of at the edges of the irises. At a 90 metallic wedge, vanishes as as the radial distance to the axis of the wedge approaches zero [7] . Note also that is also an even function with respect to the axis of the filter as only modes with odd are excited. A set of basis functions which satisfy these conditions are given by (20) Because of the symmetry of the filter with respect to the central iris, only three different sets of basis functions are needed.
The spectra of these basis functions, the integrals appearing in the integral equations and the matrices (19) (see Appendix), are expressible in terms of Bessel functions of the first kind of order 1/6 [8] :
The quantities and are obtained from by replacing by and , respectively. Despite the fact that these spectra involve a Bessel function of order 1/6, most of the terms in the sums in the entries of matrices (19) involve large arguments where the asymptotic forms of Bessel functions can be used without sacrificing accuracy. A routine for computing Bessel functions of fractional order can be found in [9] .
IV. NUMERICAL RESULTS
The CIET and the MMT are applied to the analysis of two four-resonator -plane filters to compare their performances with regards to CPU time and accuracy.
All irises are 1-mm thick in the first filter with heights , , and mm, and separations and mm. The main rectangular waveguide is a WR75.
The numerical results for the return loss of the first filter as obtained from the two techniques are shown in Fig. 2(a) . In the MMT (dashed line), 18 odd modes are used in the larger waveguide sections. The number of modes in the irises are taken according to the respective aperture-width ratios [2] . In the CIET solution (solid line), only one basis function was used. A reduction of CPU time of the order of 200 over the MMT is observed. More basis functions were also used and led to only minor changes, which are shown in Fig. 2(b) for , , , and four basis functions. The rapid convergence of the solution reflects the judicious choice of the basis functions as well as the fact that the internal reflections are all taken into account by testing the sums in (19a)-(19j) for convergence. Good agreement between the two techniques is observed. Note that the sums in the entries of the matrices in (19a)-(19j) involve terms which decrease at least as for large -30 terms were sufficient to reach convergence. In addition, these sums can be accelerated using the asymptotic forms of the kernels of the integral equations, the remaining terms in the sums decrease as for large . The second filter, a 40-MHz 28-dB return-loss level filter, was designed using standard filter synthesis in combination with the MMT [1] , [10] . Assuming a -efficiency of approximately 70% and a silver-plated filter structure, insertion losses of 1.9 dB are predicted. Although applications of such a narrow-band filter are limited (e.g., remotely operated groundsatellite and ground-to-ground links-this example was chosen specifically to highlight the characteristics of the two methods).
All irises are 1-mm thick in the second filter with heights , , and mm, and separations and mm. The main waveguide is a WR75. At first it was surprising to see the numerical results obtained from the CIET deviate markedly from what is shown in Fig. 3 . We, therefore, conducted a convergence study for this filter for both methods. Fig. 4 shows the return loss of this filter as obtained from the CIET (solid line) with four edge-conditioned basis functions and the MMT. As the number of modes in the MMT increases, the numerical results of the MMT approach those obtained from the CIET. However, even with 50 odd modes, the MMT has not reached convergence yet. This is demonstrated in Fig. 4 where the two right-most poles of functions amounts to a factor of 400. The MMT takes 9106 s on an IBM 6000 RS/530, whereas the CIET takes only 22 s for the same number of frequency points (201) and on the same machine.
The convergence of the CIET is shown in Fig. 5(a) for , , , , and basis functions. Convergence is reached with only four basis functions.
The effect of including the edge conditions on the numerical solution within the CIET was investigated. Fig. 5(b) shows the return loss of the second filter when the modes of the irises are used as basis functions. Obviously, the effect of the edge conditions is dramatic as one needs 30 basis functions or more to reproduce the results obtained with only four basis functions, which include the edge conditions. In all the calculations relating to filter II, 100 terms were summed in computing the entries of the matrices (19a)-(19j) .
Finally, a few remarks about the case of zero-thickness irises. Within such an approximation, the number of integral equations to be solved is reduced by a factor of two, which results in a reduction of CPU time over the nonzero thickness. In addition, the edge condition, which is well represented by a Maxwellian, is straightforwardly included in the basis functions [5] , [11] .
It is also obvious that the CPU time of the CIET increases with the number of discontinuities . However, it is not obvious that it increases linearly with . To prove this point, we make use of the important fact that the matrix giving the expansion coefficients [equivalent of (19a)-(19j)] is block tridiagonal. Let us assume that basis functions are used at each of the discontinuities. Let be the number of nonzero entries below the diagonal in column , and the number of nonzero entries to the right of the main diagonal in row . Then the total cost of Gaussian elimination is given by the expression [12, Since the number of basis functions with the edge conditions is much smaller than the number of modes in the MMT, the CIET is expected to outperform the MMT for an arbitrary number of discontinuities. It is also worth noting that the CPU time comparisons we carried out for the two filters described here were done without taking advantage of the sparsity of the matrix in the CIET.
V. CONCLUSIONS
The CIET was applied to the analysis of -plane waveguide filters. The frequency response of the filter is determined from a set of CIE's in a single step. Numerical results show excellent agreement with those obtained from the MMT with a reduction of CPU time by a factor of the order of 400, especially for narrow-band filters. A few basis functions with the edge conditions at each discontinuity are sufficient to guarantee accuracy of numerical results. The inclusion of the edge conditions in the theory is essential in reducing CPU time and increasing accuracy. The technique can be straightforwardly applied to -plane filters and double-plane waveguide filters. 
