We teach in University of San Francisco's MS in Data Science program and have other nefarious projects underway. You might know Terence as the creator of the ANTLR parser generator. For more material, see Jeremy's fast.ai courses and University of San Francisco's Data Institute inperson version of the deep learning course.)
You can think of d dx as an operator that maps a function of one parameter to another function. That means that d dx f (x) maps f (x) to its derivative with respect to x, which is the same thing as df (x) dx . Also, if y = f (x), then dy dx = df (x) dx = d dx f (x). Thinking of the derivative as an operator helps to simplify complicated derivatives because the operator is distributive and lets us pull out constants. For example, in the following equation, we can pull out the constant 9 and distribute the derivative operator across the elements within the parentheses. d dx 9(x + x 2 ) = 9 d dx (x + x 2 ) = 9( d dx x + d dx x 2 ) = 9(1 + 2x) = 9 + 18x
That procedure reduced the derivative of 9(x + x 2 ) to a bit of arithmetic and the derivatives of x and x 2 , which are much easier to solve than the original derivative.
2 Introduction to vector calculus and partial derivatives Neural network layers are not single functions of a single parameter, f (x). So, let's move on to functions of multiple parameters such as f (x, y). For example, what is the derivative of xy (i.e., the multiplication of x and y)? In other words, how does the product xy change when we wiggle the variables? Well, it depends on whether we are changing x or y. We compute derivatives with respect to one variable (parameter) at a time, giving us two different partial derivatives for this twoparameter function (one for x and one for y). Instead of using operator d dx , the partial derivative operator is ∂ ∂x (a stylized d and not the Greek letter δ). So, ∂ ∂x xy and ∂ ∂y xy are the partial derivatives of xy; often, these are just called the partials. For functions of a single parameter, operator ∂ ∂x is equivalent to d dx (for sufficiently smooth functions). However, it's better to use d dx to make it clear you're referring to a scalar derivative.
The partial derivative with respect to x is just the usual scalar derivative, simply treating any other variable in the equation as a constant. Consider function f (x, y) = 3x 2 y. The partial derivative with respect to x is written ∂ ∂x 3x 2 y. There are three constants from the perspective of ∂ ∂x : 3, 2, and y. Therefore, ∂ ∂x 3yx 2 = 3y ∂ ∂x x 2 = 3y2x = 6yx. The partial derivative with respect to y treats x like a constant: ∂ ∂y 3x 2 y = 3x 2 ∂ ∂y y = 3x 2 ∂y ∂y = 3x 2 × 1 = 3x 2 . It's a good idea to derive these yourself before continuing otherwise the rest of the article won't make sense. Here's the Khan Academy video on partials if you need help.
To make it clear we are doing vector calculus and not just multivariate calculus, let's consider what we do with the partial derivatives ∂f (x,y) ∂x and ∂f (x,y) ∂y (another way to say ∂ ∂x f (x, y) and ∂ ∂y f (x, y)) that we computed for f (x, y) = 3x 2 y. Instead of having them just floating around and not organized in any way, let's organize them into a horizontal vector. We call this vector the gradient of f (x, y) and write it as:
So the gradient of f (x, y) is simply a vector of its partials. Gradients are part of the vector calculus world, which deals with functions that map n scalar parameters to a single scalar. Now, let's get crazy and consider derivatives of multiple functions simultaneously.
Matrix calculus
When we move from derivatives of one function to derivatives of many functions, we move from the world of vector calculus to matrix calculus. Let's compute partial derivatives for two functions, both of which take two parameters. We can keep the same f (x, y) = 3x 2 y from the last section, but let's also bring in g(x, y) = 2x + y 8 . The gradient for g has two entries, a partial derivative for each parameter:
∂g(x, y) ∂x = ∂2x ∂x + ∂y 8 ∂x = 2 ∂x ∂x + 0 = 2 × 1 = 2 and ∂g(x, y) ∂y = ∂2x ∂y + ∂y 8 ∂y = 0 + 8y 7 = 8y 7 giving us gradient ∇g(x, y) = [2, 8y 7 ].
Gradient vectors organize all of the partial derivatives for a specific scalar function. If we have two functions, we can also organize their gradients into a matrix by stacking the gradients. When we do so, we get the Jacobian matrix (or just the Jacobian) where the gradients are rows: Welcome to matrix calculus! Note that there are multiple ways to represent the Jacobian. We are using the so-called numerator layout but many papers and software will use the denominator layout. This is just transpose of the numerator layout Jacobian (flip it around its diagonal): 6yx 2 3x 2 8y 7
Generalization of the Jacobian
So far, we've looked at a specific example of a Jacobian matrix. To define the Jacobian matrix more generally, let's combine multiple parameters into a single vector argument: f (x, y, z) ⇒ f (x). (You will sometimes see notation x for vectors in the literature as well.) Lowercase letters in bold font such as x are vectors and those in italics font like x are scalars. x i is the i th element of vector x and is in italics because a single vector element is a scalar. We also have to define an orientation for vector x. We'll assume that all vectors are vertical by default of size n × 1:
With multiple scalar-valued functions, we can combine them all into a vector just like we did with the parameters. Let y = f (x) be a vector of m scalar-valued functions that each take a vector x of length n = |x| where |x| is the cardinality (count) of elements in x. Each f i function within f returns a scalar just as in the previous section:
For instance, we'd represent f (x, y) = 3x 2 y and g(x, y) = 2x + y 8 from the last section as
It's very often the case that m = n because we will have a scalar function result for each element of the x vector. For example, consider the identity function y = f (x) = x:
So we have m = n functions and parameters, in this case. Generally speaking, though, the Jacobian matrix is the collection of all m × n possible partial derivatives (m rows and n columns), which is the stack of m gradients with respect to x:
is a horizontal n-vector because the partial derivative is with respect to a vector, x, whose length is n = |x|. The width of the Jacobian is n if we're taking the partial derivative with respect to x because there are n parameters we can wiggle, each potentially changing the function's value. Therefore, the Jacobian is always m rows for m equations. It helps to think about the possible Jacobian shapes visually:
The Jacobian of the identity function f (x) = x, with f i (x) = x i , has n functions and each function has n parameters held in a single vector x. The Jacobian is, therefore, a square matrix since m = n:
= I (I is the identity matrix with ones down the diagonal)
Make sure that you can derive each step above before moving on. If you get stuck, just consider each element of the matrix in isolation and apply the usual scalar derivative rules. That is a generally useful trick: Reduce vector expressions down to a set of scalar expressions and then take all of the partials, combining the results appropriately into vectors and matrices at the end.
Also be careful to track whether a matrix is vertical, x, or horizontal, x T where x T means x transpose. Also make sure you pay attention to whether something is a scalar-valued function, y = ... , or a vector of functions (or a vector-valued function), y = ... .
Derivatives of vector element-wise binary operators
Element-wise binary operations on vectors, such as vector addition w + x, are important because we can express many common vector operations, such as the multiplication of a vector by a scalar, as element-wise binary operations. By "element-wise binary operations" we simply mean applying an operator to the first item of each vector to get the first item of the output, then to the second items of the inputs for the second item of the output, and so forth. This is how all the basic math operators are applied by default in numpy or tensorflow, for example. Examples that often crop up in deep learning are max(w, x) and w > x (returns a vector of ones and zeros).
We can generalize the element-wise binary operations with notation y = f (w) g(x) where m = n = |y| = |w| = |x|. (Reminder: |x| is the number of items in x.) The symbol represents any element-wise operator (such as +) and not the • function composition operator. Here's what equation y = f (w) g(x) looks like when we zoom in to examine the scalar equations:
where we write n (not m) equations vertically to emphasize the fact that the result of element-wise operators give m = n sized vector results.
Using the ideas from the last section, we can see that the general case for the Jacobian with respect to w is the square matrix:
and the Jacobian with respect to x is:
That's quite a furball, but fortunately the Jacobian is very often a diagonal matrix, a matrix that is zero everywhere but the diagonal. Because this greatly simplifies the Jacobian, let's examine in detail when the Jacobian reduces to a diagonal matrix for element-wise operations.
In a diagonal Jacobian, all elements off the diagonal are zero, ∂ ∂w j (f i (w) g i (x)) = 0 where j = i. (Notice that we are taking the partial derivative with respect to w j not w i .) Under what conditions are those off-diagonal elements zero? Precisely when f i and g i are contants with respect to w j ,
Regardless of the operator, if those partial derivatives go to zero, the operation goes to zero, 0 0 = 0 no matter what, and the partial derivative of a constant is zero.
Those partials go to zero when f i and g i are not functions of w j . We know that element-wise operations imply that f i is purely a function of w i and g i is purely a function of x i . For example, w + x sums w i + x i . Consequently, f i (w) g i (x) reduces to f i (w i ) g i (x i ) and the goal becomes ∂ ∂w j f i (w i ) = ∂ ∂w j g i (x i ) = 0. f i (w i ) and g i (x i ) look like constants to the partial differentiation operator with respect to w j when j = i so the partials are zero off the diagonal. (Notation f i (w i ) is technically an abuse of our notation because f i and g i are functions of vectors not individual elements. We should really write something likef i (w i ) = f i (w), but that would muddy the equations further, and programmers are comfortable overloading functions, so we'll proceed with the notation anyway.)
We'll take advantage of this simplification later and refer to the constraint that f i (w) and g i (x) access at most w i and x i , respectively, as the element-wise diagonal condition.
Under this condition, the elements along the diagonal of the Jacobian are ∂ ∂w i (f i (w i ) g i (x i )): More succinctly, we can write:
and
where diag(x) constructs a matrix whose diagonal elements are taken from vector x.
Because we do lots of simple vector arithmetic, the general function f (w) in the binary elementwise operation is often just the vector w. Any time the general function is a vector, we know
That gives us ∂(w+x) ∂w = ∂(w+x) ∂x = I, the identity matrix, because every element along the diagonal is 1. I represents the square identity matrix of appropriate dimensions that is zero everywhere but the diagonal, which contains all ones.
Given the simplicity of this special case, f i (w) reducing to f i (w i ), you should be able to derive the Jacobians for the common element-wise binary operations on vectors:
Op
Partial with respect to w +
The ⊗ and operators are element-wise multiplication and division; ⊗ is sometimes called the Hadamard product. There isn't a standard notation for element-wise multiplication and division so we're using an approach consistent with our general binary operation notation.
Derivatives involving scalar expansion
When we multiply or add scalars to vectors, we're implicitly expanding the scalar to a vector and then performing an element-wise binary operation. For example, adding scalar z to vector x,
where f (x) = x and g(z) = 1z. (The notation 1 represents a vector of ones of appropriate length.) z is any scalar that doesn't depend on x, which is useful because then ∂z ∂x i = 0 for any x i and that will simplify our partial derivative computations. (It's okay to think of variable z as a constant for our discussion here.) Similarly, multiplying by a scalar,
where ⊗ is the element-wise multiplication (Hadamard product) of the two vectors.
The partial derivatives of vector-scalar addition and multiplication with respect to vector x use our element-wise rule:
This follows because functions f (x) = x and g(z) = 1z clearly satisfy our element-wise diagonal condition for the Jacobian (that f i (x) refer at most to x i and g i (z) refers to the i th value of the 1z vector).
Using the usual rules for scalar partial derivatives, we arrive at the following diagonal elements of the Jacobian for vector-scalar addition:
Computing the partial derivative with respect to the scalar parameter z, however, results in a vertical vector, not a diagonal matrix. The elements of the vector are:
The diagonal elements of the Jacobian for vector-scalar multiplication involve the product rule for scalar derivatives:
The partial derivative with respect to scalar parameter z is a vertical vector whose elements are:
Vector sum reduction
Summing up the elements of a vector is an important operation in deep learning, such as the network loss function, but we can also use it as a way to simplify computing the derivative of vector dot product and other operations that reduce vectors to scalars.
. Notice we were careful here to leave the parameter as a vector x because each function f i could use all values in the vector, not just x i . The sum is over the results of the function and not the parameter. The gradient (1 × n Jacobian) of vector summation is:
The summation inside the gradient elements can be tricky so make sure to keep your notation consistent.)
Let's look at the gradient of the simple y = sum(x). The function inside the summation is just f i (x) = x i and the gradient is then:
Because ∂ ∂x j x i = 0 for j = i, we can simplify to: ∇y = ∂x 1 ∂x 1 , ∂x 2 ∂x 2 , . . . , ∂xn ∂xn = 1, 1, . . . , 1 = 1 T Notice that the result is a horizontal vector full of 1s, not a vertical vector, and so the gradient is 1 T . (The T exponent of 1 T represents the transpose of the indicated vector. In this case, it flips a vertical vector to a horizontal vector.) It's very important to keep the shape of all of your vectors and matrices in order otherwise it's impossible to compute the derivatives of complex functions.
As another example, let's sum the result of multiplying a vector by a constant scalar. If y = sum(xz)
The derivative with respect to scalar variable z is 1 × 1:
The Chain Rules
We can't compute partial derivatives of very complicated functions using just the basic matrix calculus rules we've seen so far. For example, we can't take the derivative of nested expressions like sum(w + x) directly without reducing it to its scalar equivalent. We need to be able to combine our basic vector rules using what we can call the vector chain rule. Unfortunately, there are a number of rules for differentiation that fall under the name "chain rule" so we have to be careful which chain rule we're talking about. Part of our goal here is to clearly define and name three different chain rules and indicate in which situation they are appropriate. To get warmed up, we'll start with what we'll call the single-variable chain rule, where we want the derivative of a scalar function with respect to a scalar. Then we'll move on to an important concept called the total derivative and use it to define what we'll pedantically call the single-variable total-derivative chain rule. Then, we'll be ready for the vector chain rule in its full glory as needed for neural networks.
The chain rule is conceptually a divide and conquer strategy (like Quicksort) that breaks complicated expressions into subexpressions whose derivatives are easier to compute. Its power derives from the fact that we can process each simple subexpression in isolation yet still combine the intermediate results to get the correct overall result.
The chain rule comes into play when we need the derivative of an expression composed of nested subexpressions. For example, we need the chain rule when confronted with expressions like d dx sin(x 2 ). The outermost expression takes the sin of an intermediate result, a nested subexpression that squares x. Specifically, we need the single-variable chain rule, so let's start by digging into that in more detail.
Single-variable chain rule
Let's start with the solution to the derivative of our nested expression: d dx sin(x 2 ) = 2xcos(x 2 ). It doesn't take a mathematical genius to recognize components of the solution that smack of scalar differentiation rules, d dx x 2 = 2x and d du sin(u) = cos(u). It looks like the solution is to multiply the derivative of the outer expression by the derivative of the inner expression or "chain the pieces together," which is exactly right. In this section, we'll explore the general principle at work and provide a process that works for highly-nested expressions of a single variable.
Chain rules are typically defined in terms of nested functions, such as y = f (g(x)) for single-variable chain rules. (You will also see the chain rule defined using function composition (f • g)(x), which is the same thing.) Some sources write the derivative using shorthand notation y = f (g(x))g (x), but that hides the fact that we are introducing an intermediate variable: u = g(x), which we'll see shortly. It's better to define the single-variable chain rule of f (g(x)) explicitly so we never take the derivative with respect to the wrong variable. Here is the formulation of the single-variable chain rule we recommend:
To deploy the single-variable chain rule, follow these steps: Let's try this process on y = f (g(x)) = sin(x 2 ):
1. Introduce intermediate variables. Let u = x 2 represent subexpression x 2 (shorthand for u(x) = x 2 ). This gives us:
The order of these subexpressions does not affect the answer, but we recommend working in the reverse order of operations dictated by the nesting (innermost to outermost). That way, expressions and derivatives are always functions of previously-computed elements. Conditions under which the single-variable chain rule applies. Notice that there is a single dataflow path from x to the root y. Changes in x can influence output y in only one way. That is the condition under which we can apply the single-variable chain rule. An easier condition to remember, though one that's a bit looser, is that none of the intermediate subexpression functions, u(x) and y(u), have more than one parameter. Consider y(x) = x + x 2 , which would become y(x, u) = x + u after introducing intermediate variable u. As we'll see in the next section, y(x, u) has multiple paths from x to y. To handle that situation, we'll deploy the single-variable total-derivative chain rule.
As an aside for those interested in automatic differentiation, papers and library documentation use terminology forward differentiation and backward differentiation (for use in the back-propagation algorithm). From a dataflow perspective, we are computing a forward differentiation because it follows the normal data flow direction. Backward differentiation, naturally, goes the other direction and we're asking how a change in the output would affect function parameter x. Because backward differentiation can determine changes in all function parameters at once, it turns out to be much more efficient for computing the derivative of functions with lots of parameters. Forward differentiation, on the other hand, must consider how a change in each parameter, in turn, affects the function output y. The following table emphasizes the order in which partial derivatives are computed for the two techniques. Automatic differentiation is beyond the scope of this article, but we're setting the stage for a future article.
Many readers can solve d dx sin(x 2 ) in their heads, but our goal is a process that will work even for very complicated expressions. This process is also how automatic differentiation works in libraries like PyTorch. So, by solving derivatives manually in this way, you're also learning how to define functions for custom neural networks in PyTorch.
With deeply nested expressions, it helps to think about deploying the chain rule the way a compiler unravels nested function calls like f 4 (f 3 (f 2 (f 1 (x)))) into a sequence (chain) of calls. The result of calling function f i is saved to a temporary variable called a register, which is then passed as a parameter to f i+1 . Let's see how that looks in practice by using our process on a highly-nested equation like y = f (x) = ln(sin(x 3 ) 2 ):
1. Introduce intermediate variables.
Here is a visualization of the data flow through the chain of operations from x to y:
At this point, we can handle derivatives of nested expressions of a single variable, x, using the chain rule but only if x can affect y through a single data flow path. To handle more complicated expressions, we need to extend our technique, which we'll do next.
Single-variable total-derivative chain rule
Our single-variable chain rule has limited applicability because all intermediate variables must be functions of single variables. But, it demonstrates the core mechanism of the chain rule, that of multiplying out all derivatives of intermediate subexpressions. To handle more general expressions such as y = f (x) = x + x 2 , however, we need to augment that basic chain rule.
Of course, we immediately see dy dx = d dx x + d dx x 2 = 1 + 2x, but that is using the scalar addition derivative rule, not the chain rule. If we tried to apply the single-variable chain rule, we'd get the wrong answer. In fact, the previous chain rule is meaningless in this case because derivative operator d dx does not apply to multivariate functions, such as u 2 among our intermediate variables:
Let's try it anyway to see what happens. If we pretend that du 2 du 1 = 0 + 1 = 1 and du 1 dx = 2x, then dy dx = du 2 dx = du 2 du 1 du 1 dx = 2x instead of the right answer 1 + 2x.
Because u 2 (x, u) = x + u 1 has multiple parameters, partial derivatives come into play. Let's blindly apply the partial derivative operator to all of our equations and see what we get:
Ooops! The partial ∂u 2 (x,u 1 ) ∂x is wrong because it violates a key assumption for partial derivatives. When taking the partial derivative with respect to x, the other variables must not vary as x varies. Otherwise, we could not act as if the other variables were constants. Clearly, though, u 1 (x) = x 2 is a function of x and therefore varies with x. ∂u 2 (x,u 1 ) ∂x = 1 + 0 because ∂u 1 (x) ∂x = 0. A quick look at the data flow diagram for y = u 2 (x, u 1 ) shows multiple paths from x to y, thus, making it clear we need to consider direct and indirect (through u 1 (x)) dependencies on x:
A change in x affects y both as an operand of the addition and as the operand of the square operator. Here's an equation that describes how tweaks to x affect the output:
Then, ∆y =ŷ − y, which we can read as "the change in y is the difference between the original y and y at a tweaked x."
If we let x = 1, then y = 1+1 2 = 2. If we bump x by 1, ∆x = 1, thenŷ = (1+1)+(1+1) 2 = 2+4 = 6. The change in y is not 1, as ∂u 2 /u 1 would lead us to believe, but 6 − 2 = 4! Enter the "law" of total derivatives, which basically says that to compute dy dx , we need to sum up all possible contributions from changes in x to the change in y. The total derivative with respect to x assumes all variables, such as u 1 in this case, are functions of x and potentially vary as x varies. The total derivative of f (x) = u 2 (x, u 1 ) that depends on x directly and indirectly via intermediate variable u 1 (x) is given by:
Using this formula, we get the proper answer:
That is an application of what we can call the single-variable total-derivative chain rule:
The total derivative assumes all variables are potentially codependent whereas the partial derivative assumes all variables but x are constants.
There is something subtle going on here with the notation. All of the derivatives are shown as partial derivatives because f and u i are functions of multiple variables. This notation mirrors that of MathWorld's notation but differs from Wikipedia, which uses df (x, u 1 , . . . , u n )/dx instead (possibly to emphasize the total derivative nature of the equation). We'll stick with the partial derivative notation so that it's consistent with our discussion of the vector chain rule in the next section.
In practice, just keep in mind that when you take the total derivative with respect to x, other variables might also be functions of x so add in their contributions as well. The left side of the equation looks like a typical partial derivative but the right-hand side is actually the total derivative.
It's common, however, that many temporary variables are functions of a single parameter, which means that the single-variable total-derivative chain rule degenerates to the single-variable chain rule.
Let's look at a nested subexpression, such as f (x) = sin(x + x 2 ). We introduce three intermediate variables:
and partials:
where both ∂u 2 ∂x and ∂f (x) ∂x have ∂u i ∂x terms that take into account the total derivative.
Also notice that the total derivative formula always sums versus, say, multiplies terms ∂f ∂u i ∂u i ∂x . It's tempting to think that summing up terms in the derivative makes sense because, for example, y = x + x 2 adds two terms. Nope. The total derivative is adding terms because it represents a weighted sum of all x contributions to the change in y. For example, given y = x × x 2 instead of y = x + x 2 , the total-derivative chain rule formula still adds partial derivative terms. (x × x 2 simplifies to x 3 but for this demonstration, let's not combine the terms.) Here are the intermediate variables and partial derivatives:
The form of the total derivative remains the same, however:
It's the partials (weights) that change, not the formula, when the intermediate variable operators change.
Those readers with a strong calculus background might wonder why we aggressively introduce intermediate variables even for the non-nested subexpressions such as x 2 in x + x 2 . We use this process for three reasons: (i) computing the derivatives for the simplified subexpressions is usually trivial, (ii) we can simplify the chain rule, and (iii) the process mirrors how automatic differentiation works in neural network libraries.
Using the intermediate variables even more aggressively, let's see how we can simplify our singlevariable total-derivative chain rule to its final form. The goal is to get rid of the ∂f ∂x sticking out on the front like a sore thumb:
We can achieve that by simply introducing a new temporary variable as an alias for x: u n+1 = x. Then, the formula reduces to our final form:
This chain rule that takes into consideration the total derivative degenerates to the single-variable chain rule when all intermediate variables are functions of a single variable. Consequently, you can remember this more general formula to cover both cases. As a bit of dramatic foreshadowing, notice that the summation sure looks like a vector dot product, ∂f ∂u · ∂u ∂x , or a vector multiply ∂f ∂u ∂u ∂x .
Before we move on, a word of caution about terminology on the web. Unfortunately, the chain rule given in this section, based upon the total derivative, is universally called "multivariable chain rule" in calculus discussions, which is highly misleading! Only the intermediate variables are multivariate functions. The overall function, say, f (x) = x + x 2 , is a scalar function that accepts a single parameter x. The derivative and parameter are scalars, not vectors, as one would expect with a so-called multivariate chain rule. (Within the context of a non-matrix calculus class, "multivariate chain rule" is likely unambiguous.) To reduce confusion, we use "single-variable total-derivative chain rule" to spell out the distinguishing feature between the simple single-variable chain rule, dy dx = dy du du dx , and this one.
Vector chain rule
Now that we've got a good handle on the total-derivative chain rule, we're ready to tackle the chain rule for vectors of functions and vector variables. Surprisingly, this more general chain rule is just as simple looking as the single-variable chain rule for scalars. Rather than just presenting the vector chain rule, let's rediscover it ourselves so we get a firm grip on it. We can start by computing the derivative of a sample vector function with respect to a scalar, y = f (x), to see if we can abstract a general formula.
Let's introduce two intermediate variables, g 1 and g 2 , one for each f i so that y looks more like y = f (g(x)):
The derivative of vector y with respect to scalar x is a vertical vector with elements computed using the single-variable total-derivative chain rule:
Ok, so now we have the answer using just the scalar rules, albeit with the derivatives grouped into a vector. Let's try to abstract from that result what it looks like in vector form. The goal is to convert the following vector of scalar operations to a vector operation.
If we split the ∂f i ∂g j ∂g j ∂x terms, isolating the ∂g j ∂x terms into a vector, we get a matrix by vector multiplication:
That means that the Jacobian is the multiplication of two other Jacobians, which is kinda cool. Let's check our results:
Whew! We get the same answer as the scalar approach. This vector chain rule for vectors of functions and a single parameter appears to be correct and, indeed, mirrors the single-variable chain rule. Compare the vector rule:
with the single-variable chain rule:
To make this formula work for multiple parameters or vector x, we just have to change x to vector x in the equation. The effect is that ∂g ∂x and the resulting Jacobian, ∂f ∂x , are now matrices instead of vertical vectors. Our complete vector chain rule is: The beauty of the vector formula over the single-variable chain rule is that it automatically takes into consideration the total derivative while maintaining the same notational simplicity. The Jacobian contains all possible combinations of f i with respect to g j and g i with respect to x j . For completeness, here are the two Jacobian components in their full glory:
where m = |f |, n = |x|, and k = |g|. The resulting Jacobian is m × n (an m × k matrix multiplied by a k × n matrix).
Even within this ∂f ∂g ∂g ∂x formula, we can simplify further because, for many applications, the Jacobians are square (m = n) and the off-diagonal entries are zero. It is the nature of neural networks that the associated mathematics deals with functions of vectors not vectors of functions. For example, the neuron affine function has term sum(w ⊗ x) and the activation function is max(0, x); we'll consider derivatives of these functions in the next section.
As we saw in a previous section, element-wise operations on vectors w and x yield diagonal matrices with elements ∂w i ∂x i because w i is a function purely of x i but not x j for j = i. The same thing happens here when f i is purely a function of g i and g i is purely a function of x i :
In this situation, the vector chain rule simplifies to:
Therefore, the Jacobian reduces to a diagonal matrix whose elements are the single-variable chain rule values.
After slogging through all of that mathematics, here's the payoff. All you need is the vector chain rule because the single-variable formulas are special cases of the vector chain rule. The following table summarizes the appropriate components to multiply in order to get the Jacobian. 
The gradient of neuron activation
We now have all of the pieces needed to compute the derivative of a typical neuron activation for a single neural network computation unit with respect to the model parameters, w and b:
(This represents a neuron with fully connected weights and rectified linear unit activation. There are, however, other affine functions such as convolution and other activation functions, such as exponential linear units, that follow similar logic.)
Let's worry about max later and focus on computing ∂ ∂w (w · x + b) and ∂ ∂b (w · x + b). (Recall that neural networks learn through optimization of their weights and biases.) We haven't discussed the derivative of the dot product yet, y = f (w) · g(x), but we can use the chain rule to avoid having to memorize yet another rule. (Note notation y not y as the result is a scalar not a vector.)
The dot product w · x is just the summation of the element-wise multiplication of the elements: n i (w i x i ) = sum(w ⊗ x). (You might also find it useful to remember the linear algebra notation w · x = w T x.) We know how to compute the partial derivatives of sum(x) and w ⊗ x but haven't looked at partial derivatives for sum(w ⊗ x). We need the chain rule for that and so we can introduce an intermediate vector variable u just as we did using the single-variable chain rule:
Once we've rephrased y, we recognize two subexpressions for which we already know the partial derivatives:
∂y ∂u = ∂ ∂u sum(u) = 1 T The vector chain rule says to multiply the partials:
To check our results, we can grind the dot product down into a pure scalar function:
Then:
Hooray! Our scalar results match the vector chain rule results. Now, let y = w · x + b, the full expression within the max activation function call. We have two different partials to compute, but we don't need the chain rule:
Let's tackle the partials of the neuron activation, max(0, w · x + b). The use of the max(0, z) function call on scalar z just says to treat all negative z values as 0. The derivative of the max function is a piecewise function. When z ≤ 0, the derivative is 0 because z is a constant. When z > 0, the derivative of the max function is just the derivative of z, which is 1:
An aside on broadcasting functions across scalars. When one or both of the max arguments are vectors, such as max(0, x), we broadcast the single-variable function max across the elements. This is an example of an element-wise unary operator. Just to be clear:
For the derivative of the broadcast version then, we get a vector of zeros and ones where:
To get the derivative of the activation(x) function, we need the chain rule because of the nested subexpression, w · x + b. Following our process, let's introduce intermediate scalar variable z to represent the affine function giving:
The vector chain rule tells us:
which we can rewrite as follows:
and then substitute z = w · x + b back in:
That equation matches our intuition. When the activation function clips affine function output z to 0, the derivative is zero with respect to any weight w i . When z > 0, it's as if the max function disappears and we get just the derivative of z with respect to the weights.
Turning now to the derivative of the neuron activation with respect to b, we get:
Let's use these partial derivatives now to handle the entire loss function.
The gradient of the neural network loss function
Training a neuron requires that we take the derivative of our loss or "cost" function with respect to the parameters of our model, w and b. Because we train with multiple vector inputs (e.g., multiple images) and scalar targets (e.g., one classification per image), we need some more notation. Let
where N = |X|, and then let
where y i is a scalar. Then the cost equation becomes:
Following our chain rule process introduces these intermediate variables:
Let's compute the gradient with respect to w first.
The gradient with respect to the weights
From before, we know:
Then, for the overall gradient, we get:
To interpret that equation, we can substitute an error term e i = w · x i + b − y i yielding:
e i x T i (for the nonzero activation case)
From there, notice that this computation is a weighted average across all x i in X. The weights are the error terms, the difference between the target output and the actual neuron output for each x i input. The resulting gradient will, on average, point in the direction of higher cost or loss because large e i emphasize their associated x i . Imagine we only had one input vector, N = |X| = 1, then the gradient is just 2e 1 x T 1 . If the error is 0, then the gradient is zero and we have arrived at the minimum loss. If e 1 is some small positive difference, the gradient is a small step in the direction of x 1 . If e 1 is large, the gradient is a large step in that direction. If e 1 is negative, the gradient is reversed, meaning the highest cost is in the negative direction.
Of course, we want to reduce, not increase, the loss, which is why the gradient descent recurrence relation takes the negative of the gradient to update the current position (for scalar learning rate η):
Because the gradient indicates the direction of higher cost, we want to update x in the opposite direction.
The derivative with respect to the bias
To optimize the bias, b, we also need the partial with respect to b. Here are the intermediate variables again:
We computed the partial with respect to the bias for equation u(w, b, x) previously:
For v, the partial is:
And for the partial of the cost function itself we get:
As before, we can substitute an error term:
e i (for the nonzero activation case)
The partial derivative is then just the average error or zero, according to the activation level. To update the neuron bias, we nudge it in the opposite direction of increased cost:
b t+1 = b t − η ∂C ∂b In practice, it is convenient to combine w and b into a single vector parameter rather than having to deal with two different partials:ŵ = [w T , b] T . This requires a tweak to the input vector x as well but simplifies the activation function. By tacking a 1 onto the end of x,x = [x T , 1], w · x + b becomesŵ ·x.
This finishes off the optimization of the neural network loss function because we have the two partials necessary to perform a gradient descent.
Summary
Hopefully you've made it all the way through to this point. You're well on your way to understanding matrix calculus! We've included a reference that summarizes all of the rules from this article in the next section. Also check out the annotated resource link below. Your next step would be to learn about the partial derivatives of matrices not just vectors. For example, you can take a look at the matrix differentiation section of Matrix calculus.
differentiator.
When looking for resources on the web, search for "matrix calculus" not "vector calculus." Here are some comments on the top links that come up from a Google search:
• https://en.wikipedia.org/wiki/Matrix calculus The Wikipedia entry is actually quite good and they have a good description of the different layout conventions. Recall that we use the numerator layout where the variables go horizontally and the functions go vertically in the Jacobian. Wikipedia also has a good description of total derivatives, but be careful that they use slightly different notation than we do. We always use the ∂x notation not dx.
• http://www.ee.ic.ac.uk/hp/staff/dmb/matrix/calculus.html This page has a section on matrix differentiation with some useful identities; this person uses numerator layout. This might be a good place to start after reading this article to learn about matrix versus vector differentiation.
• https://www.colorado.edu/engineering/CAS/courses.d/IFEM.d/IFEM.AppC.d/IFEM.AppC.pdf This is part of the course notes for "Introduction to Finite Element Methods" I believe by Carlos A. Felippa. His Jacobians are transposed from our notation because he uses denominator layout.
• http://www.ee.ic.ac.uk/hp/staff/dmb/matrix/calculus.html This page has a huge number of useful derivatives computed for a variety of vectors and matrices. A great cheat sheet. There is no discussion to speak of, just a set of rules.
• https://www.math.uwaterloo.ca/˜hwolkowi/matrixcookbook.pdf Another cheat sheet that focuses on matrix operations in general with more discussion than the previous item.
• https://www.comp.nus.edu.sg/˜cs5240/lecture/matrix-differentiation.pdf A useful set of slides.
To learn more about neural networks and the mathematics behind optimization and back propagation, we highly recommend Michael Nielsen's book.
For those interested specifically in convolutional neural networks, check out A guide to convolution arithmetic for deep learning.
We reference the law of total derivative, which is an important concept that just means derivatives with respect to x must take into consideration the derivative with respect x of all variables that are a function of x.
