TABLE OF CONTENTS
Abstract ii
INTRODUCTION
Astrophysical accretion discs are discs of material orbiting around a star or black hole.
For decades, an outstanding theoretical problem in the physics of accretion discs was the identification of an efficient mechanism for transporting angular momentum outward, since viscous transport was unable to account for the observed rates of infalling material [1] . In 1991, Balbus and Hawley discovered a linear instability that occurs in discs with a poloidal magnetic field [2] . This magnetorotational instability (MRI) is generally accepted as the mechanism responsible for angular momentum transport and turbulence in accretion discs.
Laboratory experiments seeking to produce and study the MRI face a key difficulty: the toroidal field perturbations required by the MRI must be produced by induction if an entirely poloidal external magnetic field is applied. However, liquid metal flows with sufficiently high magnetic Reynolds numbers (Rm) to produce these induction effects tend to have extremely high hydrodynamic Reynolds numbers (Re) (
Rm Re
≈ 10 −5 for these materials), and hence tend to be turbulent even without contributions from the MRI [3] . One solution to this issue is to apply a helical magnetic field in the laboratory, exciting a helical magnetorotational instability (HMRI). Simulations of the MRI and HMRI into their non-linear phases may provide information pertaining to the applicability of experimental HRMI results to the processes occurring in astrophysical discs.
METHODOLOGY: DEDALUS DEVELOPMENT
Dedalus is an open-source hydrodynamics code, written in Python 2.7. It is a pseudospectral code, meaning it uses fast Fourier transforms (FFTs) to compute spatial derivatives. It was designed to be flexible and easy to use, with the FFTs handled by external libraries and/or parallelization to abate the performance penalties of using a high-level language.
The code makes extensive use of object-oriented programming, facilitating the modular implementation of different domain representations and physics. Dedalus is currently hosted on a public Bitbucket repository 1 .
MHD Equations
Incompressible MHD is primarily governed by four equations 2 3 : the Navier-Stokes equation
with the Lorentz force and viscosity, the induction equation with magnetic diffusivity, the mass continuity equation, and Gauss's law for magnetism:
Expanding the Lorentz force as
Eq. (1) becomes
1 http://bitbucket.org/jsoishi/dedalus 2 All presented here in Gaussian units, and with ∂ t indicating ∂ ∂t . 3 With u the velocity field, B the magnetic field, p the pressure, ρ the density, ν the kinematic viscosity, and η the magnetic diffusivity.
Spectral Implementation
In a periodic domain, any sufficiently smooth field variable can be represented by its discrete
Fourier decomposition on the grid. That is, for some function f ,
Pseudospectral codes, such as Dedalus, use FFTs to evolve partial differential equations in Taking the Fourier transforms of Eqs. (6), (8), (3), and (4) yields
the Fourier space evolution and constraining equation pairs, respectively. Taking the scalar product of ik with Eq. (11) leads to an expression for the total pressure:
The nonlinear terms ( u · ∇u, u · ∇B, B · ∇u, and B · ∇B) in Eqs. (11), (12), and (15) are computed in real space. To eliminate aliasing effects, the 2/3 rule is utilized, zeroing any mode with a k component greater than or equal to 2/3 of the Nyquist wavenumber in that direction. This zeroing is done prior to every reverse Fourier transform, after every forward
Fourier transform, and at each temporal evolution.
Temporal Integration
The Fourier space ODEs, along with the initial conditions specified at the start of the simulation, form an initial value problem that is integrated using explicit Runge-Kutta methods, specifically the second-order midpoint method. For simulations with viscosity and/or magnetic diffusivity, an integrating factor is used to evaluate the normally linear steps used to construct the Runge-Kutta stages. Consider Eq. (11) for a specified mode k, with the non-viscous terms considered to be constant during an integration step:
This is an equation of the form y (x) + P (x)y = Q(x), which has the exact solution
where M (x) = e P (x)dx is called the integrating factor. Hence the solution of Eq. (16) at time t + dt is found to bê
Shearing Box
To study the effects of the MRI, local simulations are performed in which the computational domain represents a small part of an astrophysical disc. The domain is taken to be a corotating box, whose left edge is a distance r 0 from the axis of rotation, and whose length in each dimension is much less than this fiducial radius. In the co-rotating frame, the unit vector e x is in the outward radial direction, and the unit vector e z is along the axis of rotation. The box is rotating with an angular velocity Ω 0 = Ω 0 e z = Ω(r 0 )e z .
The radial dependence of angular velocity in a Keplerian disc, Ω(r) = √ GM r accelerations partially cancel (via approximations utilizing x, y, z r 0 ):
With this radial acceleration and the Coriolis acceleration (−2Ω 0 ×v), Eq. (1) for the velocity field in the rotating frame, v, becomes
Decomposing v into the background shear flow and velocity perturbations (v = SΩ 0 xe y +u),
Eq. (20) becomes
To account for the background shear in the evolution of the perturbations, the remeshfree approach of Brucker et al [5] was implemented. Due to the shear in the local frame, the forward and reverse Fourier transforms must be modified to maintain periodicity along the
Hence, the fixed-grid wavevector K becomes a function of the Lagrangian (shearing) wavevector k and time, K(k, t) = (k x − SΩ 0 tk y , k y , k z ), and when transforming to Fourier space, the derivative operators become
The shearing box implementations of Eqs. (11) and (15) are then
Eq. (8) becomes, in velocity perturbations,
and the shearing box implementation of Eq. (12) becomes
FFTs and Parallelization
Although Dedalus is written in Python, the FFTs dominate the computational cost of a simulation. Optimizing the FFTs largely negates the performance penalties of using a highlevel language, while maintaining the ease of use and speed of development of Python.
Outsourcing the FFTs from Python to FFTW, a C-based library that optimizes FFT routines based on local hardware, results in a substantial speed improvement over Python's (i.e. NumPy's) built-in FFT algorithms. Much greater gains can be made on a graphics processing unit (GPU) using Nvidia's CUDA architecture to compute the FFTs and other calculations.
Finally, MPI-based parallelization has been implemented, allowing a single simulation to simultaneously run as N separate tasks. To achieve this, the computational domain is evenly divided among the N tasks along the k z direction in Fourier space. The reverse
Fourier transform is then accomplished in a series of steps, as depicted in Fig. 2 . First, each task performs a 1D IFFT in the k x direction on its dataset, and the shearing phase shift is applied as in Eq. (23), if necessary. Second, an MPI All-To-All call is issued, in which each task evenly divides its data N times in the x direction, and sends the N th slab to the N th task. Each task then stacks the N slabs it has received, and performs a 2D IFFT in the k y and k z directions. The resulting datasets have gone through a full 3D IFFT, and the data is evenly divided among the tasks along the x direction in real space. The parallelized forward transform is the reverse of this process.
RESULTS

Code Verification and Testing
Multiple tests were performed to verify the MHD implementation in Dedalus. The advection of a low amplitude magnetic field was also tested. A small (|B| ≈ 10 −3 ), random magnetic field was imposed on a constant fluid velocity of order unity. The magnetic field forced velocity perturbations of the same order, and both fields were advected with the background fluid velocity. This behavior was expected, since the non-linear terms are negligible with such small field perturbations.
The shearing box implementation was tested using the swinging wave test of Lithwick [6] . The wavefronts of the vorticity waves are seen to turn with the local domain's shear, as expected. Snapshots of the wave at several times are shown in Fig. 4 .
Science Results
At the time of this report, the parallelization techniques described above are being finalized and tested. While they are critical for high-resolution simulations quantitatively studying the MRI, linear and early non-linear behavior can be investigated at lower resolution. These 
