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ЭНТРОПИЙНЫЙ АНАЛИЗ КРИПТОГРАФИЧЕСКИХ  
ГЕНЕРАТОРОВ СЛУЧАЙНЫХ И ПСЕВДОСЛУЧАЙНЫХ  
ПОСЛЕДОВАТЕЛЬНОСТЕЙ 
 
В.Ю. ПАЛУХА, Ю.С. ХАРИН 
 
НИИ прикладных проблем математики и информатики БГУ 
 
Введение. Важным структурным элементом средств криптографической защиты 
информации (криптосистем) являются генераторы случайных и псевдослучайных по-
следовательностей [1]. Стойкость криптосистем зависит от того, насколько близка ге-
нерируемая последовательность по своим свойствам к равномерно распределённой 
случайной последовательности (РРСП).  
Для проверки качества криптографических генераторов используются статисти-
ческие тесты, суть которых заключается в следующем. Наблюдается выходная после-
довательность криптографического генератора и вводится гипотеза H* о том, что по-
следовательность является РРСП. Вычисляется некоторая статистика, распределение 
вероятностей которой при истинной гипотезе H* известно. На основании значения ста-
тистики гипотеза H* принимается либо отклоняется. В данном докладе рассматривается 
применение статистической оценки энтропии Шеннона в качестве тестовой статистики 
для анализа выходных последовательностей криптографических генераторов. 
Математическая модель. Пусть на вероятностном пространстве (Ω, F, P) с множе-
ством состояний Ω = {ω1, …, ωN} определена случайная величина x = x(ω) = ω с дискрет-
ным распределением вероятностей 
1
{ }, { }, 0, 1,
N
k k k k k
k
P p p P x p p
=
= = = ω ≥ =∑  k = 1, …, N. 
Энтропия Шеннона определяется формулой [1] 
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Пусть имеется случайная последовательность { : 1, , }tx t n= …  объёма n из рас-
пределения вероятностей {pk}. Построим частотные оценки распределения вероятно-
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∑ ℕ ℕ  (2) 
Как уже было сказано во введении, введём в рассмотрение гипотезу H* = {{xt} 
является РРСП} = {{xt} – н.о.р.с.в., 1kp N= , k = 1, …, N} и альтернативу *H . 
Следуя [2], будем полагать, что имеет место схема серий. В таком случае вектор 
(v1, …, vN)T, составленный из частот vk из (2), имеет полиномиальное распределение ве-
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закону Bi(n, pk). Рассмотрим асимптотику, в которой длительность наблюдения n и чис-
ло значений N растут синхронно: 
 
, , , 0 ,n N n N→ ∞ → λ < λ < ∞
 (3) 
В асимптотике (3) для распределения вероятностей статистик {vk} справедлива 
аппроксимация законом Пуассона Π(λk) с параметром λk = npk [3]. При истинной гипо-
тезе H* все элементарные вероятности равны: pk = 1 / N, k = 1, …, N, поэтому все часто-
ты {vk} имеют одинаковый параметр распределения Пуассона λ = n / N. 
Статистическая оценка энтропии Шеннона ˆ ( , )H n N , построенная по подстано-
вочному принципу с использованием частотных оценок вероятностей, записывается 









v vH H n N p p
n n
= =
= = − = −∑ ∑  (4) 
Справедлива теорема, доказанная в [4], об асимптотическом распределении ве-
роятностей статистики (4). 
Теорема. В асимптотике (3) статистика (4) при истинной гипотезе H* имеет 
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Знание асимптотического распределения точечной оценки (4) позволяет постро-
ить интервальную оценку энтропии Шеннона:  
с вероятностью 1 – ε оценка энтропии ˆ ( ) ( , ),H P H H





= µ ± σ Φ − 
 
,(6) 
где Φ(·) – функция распределения стандартного нормального закона [3]. Ре-
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2, в противном случае,
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 < < ε  
= µ ± σ Φ −  
 
 (7) 
Энтропийный анализ двоичных последовательностей. Построенная точечная 
оценка (4) является смещённой, что продемонстрировано в [5]. В отличие от истинного 
значения энтропии Шеннона, которая при справедливости гипотезы H* достигает сво-
его максимального значения lnN, значение статистической оценки энтропии Шеннона 
(4) наблюдаемой последовательности может быть как меньше, так и больше математи-
ческого ожидания при справедливости гипотезы H*, поскольку математическое ожида-
ние (5) в асимптотике (3) не превышает максимальное возможное истинное значение 
энтропии: µH ≤ lnN. Поэтому решающее правило (7) является двусторонним. Основани-
ем для отклонения гипотезы H* может являться как малое, так и большое значение ста-
тистической оценки энтропии Шеннона. 
Объясняется данный факт следующим образом. В асимптотике (3) число наблюде-
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«чисто случайной» последовательности значения частот vk могут отличаться между собой 
в некоторых допустимых пределах (более того, как будет объяснено далее, эти значения 
должны отличаться).  
Большие колебания в значениях частот vk приведут к тому, что значение статистики 
(4) будет меньше математического ожидания (5), а при приблизительно равных значениях 
частот vk значение статистики (4) будет стремиться к максимуму и превысит математиче-
ское ожидание (5).  
Однако равные значения частот vk свидетельствуют об отсутствии случайности 
в наблюдаемых значениях, наличии зависимости и, возможно, даже периода. Примером 
такого генератора является регистр сдвига, в выходной последовательности которого по-
очерёдно встречаются все возможные значения s-грамм. Тест (7) позволяет идентифици-
ровать такой генератор. 
В проведённых компьютерных экспериментах двоичные последовательности 
«разрезались» на непересекающиеся подряд идущие фрагменты длины s (s-граммы): 
( ) ( )
( 1) 1( ) ( , , ) {0,1} ,t t sj t s tsX X y y− += = ∈…  1, , [ ]t n T s= =… .  
Из полученных s-грамм формировалась новая последовательность {xt} из алфа-









= +∑  На рисунках представлены графи-
ки значений отклонений оценки энтропии Шеннона (4) от математического ожидания 
(5), делённых на границы доверительных интервалов: 
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σ Φ − ε
, на уровне зна-
чимости ε = 0.05 в зависимости от s. На рисунке 1 представлен результат анализа после-
довательности длины T = 500 · 223 физического генератора [6], на рисунке 2 представлен 
результат анализа последовательности длины T = 231 линейного регистра сдвига [1] с ха-
рактеристическим многочленом 25-й степени.  
Как видно из рисунка 1, значение оценки (4) у выходной последовательности гене-
ратора [6] при различных значениях s как превышает, так и не достигает математического 
ожидания (5), что характерно для РРСП; однако при некоторых s отклонение превышает 
допустимый порог и гипотеза H* отклоняется. Из рисунка 2 видно, что гипотеза H* откло-
няется не только при s > 25, когда оценка энтропии (4) меньше ожидаемого значения 
(5) из-за того, что превышен порядок регистра, но и при s ≤ 25, поскольку в этом случае 
выходная последовательность является «слишком правильной» и значение оценки энтро-





Рис. 1 – Нормированное отклонение оценки 
энтропии физического генератора 
 
Рис. 2 – Нормированное отклонение оценки 
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ПРОГНОЗИРОВАНИЕ ДВОИЧНЫХ ВРЕМЕННЫХ РЯДОВ  
НА ОСНОВЕ МЕТОДА ИМИТАЦИИ ОТЖИГА 
 
В.В. ПЬЯНОВ, Ю.С. ХАРИН 
 
НИИ прикладных проблем математики и информатики БГУ 
 
Введение. Случайные последовательности и их генераторы являются неотъем-
лемыми элементами современных криптосистем[1]. Случайные последовательности 
используются для построения гаммы в поточных криптосистемах, сеансовых и других 
ключей в блочных криптосистемах. Отметим, что для криптографических приложе-
ний требуются равномерно распределенные случайные последовательности значи-
тельной длины. Поэтому возникает важная задача статистического тестирования та-
ких последовательностей. Одним из направлений статистического тестирования яв-
ляется проверка свойства невозможности прогнозирования выходных последова-
тельностей криптографических генераторов статистическими методами. В данной 
статье представляется эффективный вычислительный алгоритм статистического про-
гнозирования, основанный на нахождении оптимального шаблона прогнозирования 
в классе малопараметрических цепей Маркова высокого порядка на основе метода 
имитации отжига. 
Математическая модель временного ряда. Пусть на вероятностном простран-
стве (Ω, F, P) наблюдается двоичный временной ряд  
( ) { } { }1,.., 0,1 , 0,1 ,  1, ,TTT tx x x V x V t T= ∈ = ∈ = = … , 
длины T , являющийся цепью Маркова порядка ,  1s s≫ , обладающий следую-
щим гипотетическим свойством: 
{ }0 1 11 1 1| , ,  2 2 2t t t s sP x j x j x jε − −− ≤ = = … = − ≤ , 0 1, , , sj j j V… ∈ , (1) 
Po
lo
ts
kS
U
