The primate orbitofrontal cortex (OFC) is involved in reward processing, learning, and decision making. Research in monkeys has shown that this region is densely connected with higher sensory, limbic, and subcortical regions. Moreover, a parcellation of the monkey OFC into two subdivisions has been suggested based on its intrinsic anatomical connections. However, in humans, little is known about any functional subdivisions of the OFC except for a rather coarse medial/lateral distinction. Here, we used resting-state fMRI in combination with unsupervised clustering techniques to investigate whether OFC subdivisions can be revealed based on their functional connectivity profiles with other brain regions. Examination of different cluster solutions provided support for a parcellation into two parts as observed in monkeys, but it also highlighted a much finer hierarchical clustering of the orbital surface. Specifically, we identified (1) a medial, (2) a posterior-central, (3) a central, and (4 -6) three lateral clusters spanning the anterior-posterior gradient. Consistent with animal tracing studies, these OFC clusters were connected to other cortical regions such as prefrontal, temporal, and parietal cortices but also subcortical areas in the striatum and the midbrain. These connectivity patterns provide important implications for identifying specific functional roles of OFC subdivisions for reward processing, learning, and decision making. Moreover, this parcellation schema can provide guidance to report results in future studies.
Introduction
The orbitofrontal cortex (OFC) covers the ventral surface of the primate prefrontal cortex (PFC). It has received considerable attention for its role in processing emotion, reward learning, and decision making (Zald and Rauch, 2008) . Subdivisions of the monkey and human OFC have been defined based on its cytoarchitecture (Brodmann, 1909; Walker, 1940; Carmichael and Price, 1994; Ongür et al., 2003; Mackey and Petrides, 2010; Uylings et al., 2010) , sulcal topography (Chiavaras and Petrides, 2000) , and anatomical connectivity (Carmichael and Price, 1996; Ongür and Price, 2000) . In contrast, surprisingly little is known about any functional subdivisions other than a simple medial/ lateral distinction (Kringelbach and Rolls, 2004) .
The OFC is reciprocally connected to higher sensory areas, medial and lateral PFC, medial temporal lobe structures, the midbrain, and the striatum (for review, see Cavada et al., 2000) . In monkeys, two functional OFC subdivisions have been proposed based on its intraregional anatomical connections (Carmichael and Price, 1996; Ongü r and Price, 2000) : a "medial" network, including the medial and posterior-lateral part of the OFC; and an "orbital" network, covering most of the ventral surface. These two networks exhibit little overlap and are differentially connected to higher sensory cortices (orbital network), the hypothalamus, and the brainstem (medial network) as well as different regions in the striatum. It remains an open question, however, whether similar subdivisions with homogeneous connectivity profiles exist for the human OFC.
During the last decade, monkey electrophysiology as well as noninvasive human functional magnetic resonance imaging (fMRI) have remarkably advanced our knowledge about the functions of the OFC (Kringelbach, 2005; Murray et al., 2007; Wallis, 2007) . These studies have provided evidence for a role of the OFC in processing reward value, reward expectancies, and punishments (Tremblay and Schultz, 1999; Gottfried et al., 2003; Padoa-Schioppa and Assad, 2006; Morrison and Salzman, 2009; Kahnt et al., 2010) . However, despite its heterogeneous architecture and widespread anatomical connections, only very coarse functional subdivisions of the OFC have been suggested (Kringelbach and Rolls, 2004) . Medial OFC has been thought to process rewards, whereas lateral OFC has been suggested to process punishments that signal a need for change in behavior (Elliott et al., 2000; O'Doherty et al., 2001) . Moreover, an anterior-posterior gradient reflecting the abstractness of a reinforcer has been suggested as well (Kringelbach and Rolls, 2004) . However, it remains unclear whether and how these simplistic func-tional OFC divisions are related to the organization of its functional connections.
Here we used resting-state fMRI in combination with unsupervised clustering techniques (Cohen et al., 2008; Kelly et al., 2010; Chang et al., 2012) to parcellate the human OFC exclusively based on its functional connectivity structure with other brain regions. First, we describe different sets of connectivity-based OFC subdivisions. Second, we provide a picture of how these subdivisions are functionally connected with other cortical and subcortical structures. Finally, based on these patterns of cofluctuations, we tentatively propose functional roles for the different OFC subdivisions that can provide a reference frame for reporting and interpreting future neuroimaging results.
Materials and Methods
Participants. Thirteen right-handed subjects [7 female, age (mean Ϯ SEM), 26.31 Ϯ 1.27 years] participated in a resting-state scanning session. Subjects received no visual stimulation and were asked to rest but to stay awake during the 6 min of scanning. Before this session, all subjects had participated in a ϳ1 h experimental task (Kahnt et al., 2011a) and were thus familiarized with the MRI environment. Subjects gave written informed consent to participate, and the study was approved by the local ethics review board of the Charité-Universitätsmedizin Berlin.
fMRI acquisition. Functional imaging was conducted on a 3 tesla Siemens Trio scanner equipped with a 12-channel head coil. For each subject, 180 T2*-weighted echo-planar images (EPI) containing 33 slices (3 mm thick) separated by a gap of 0.75 mm were acquired. Imaging parameters were as follows: TR, 2000 ms; TE, 30 ms; flip angle, 90°; matrix size, 64 ϫ 64; and FOV, 192 mm; resulting in a voxel size of 3 ϫ 3 ϫ 3.75 mm. Slices were tilted 30°from the anterior commissure-posterior commissure plane for optimal signal coverage in the OFC (Weiskopf et al., 2006) . This procedure provided good signal coverage in the OFC (Fig. 1A) .
Preprocessing of fMRI images. Preprocessing and second-level group statistics were performed using SPM2 (Wellcome Department of Imaging Neuroscience, Institute of Neurology, London, UK). Preprocessing included slice time correction (first slice as reference slice), realignment (to the first volume) and spatial normalization (affine normalization followed by 16 nonlinear iterations with 7 ϫ 9 ϫ 7 basis functions) to the standard EPI template of the Montreal Neurological Institute (MNI), provided by SPM2. Spatial normalization parameters were used to write two sets of normalized images: one with a voxel size of 4ϫ4ϫ4 mm (4 mm set) and one with a voxel size of 3 ϫ 3 ϫ 3 mm (3 mm set). Both sets were spatially smoothed with a Gaussian kernel of 6 mm FWHM.
Filtering of fMRI time series. To denoise the fMRI time series, for each subject the time series of all voxels were filtered (Fox et al., 2009; Van Dijk et al., 2010) using a general linear model (GLM) with the following set of regressors: 1-6, six regressors related to between-scan head movements that were estimated during the realignment procedure; 7, a linear trend; 8, a constant term; 9 and 10, the average white-matter signal from two 7 mm spheres in the left and right frontal white matter ([x, y, z] ϭ Ϯ22, 38, 6); 11 and 12, the average CSF signal from two 2 mm spheres in the left and right lateral ventricle (Ϯ15, Ϫ27, 23); and 13, the averaged signal from a whole-brain mask. The whole-brain mask included all voxels that are labeled in the standard Automated Anatomical Labeling (AAL) map as well as a box (x ϭ Ϫ31 to 31, y ϭ Ϫ32 to 9, z ϭ Ϫ25 to Ϫ3) covering the midbrain. The time series in each voxel was predicted using this set of 13 regressors, and the resulting residuals were high-pass filtered (cutoff ϭ 128 s) and used for all subsequent analyses (Chang et al., 2012) . We did not perform low-pass filtering to remove highfrequency signals in the time series. Most high-frequency fluctuations attributable to physiological noise would have been removed by regressing out the global mean and the signal from the CSF and white matter seeds. However, a clustering based on bandpass-filtered data (high-pass: 100.0 s; low-pass: Gaussian filter with half-width at halfmaximum ϭ 2.8 s) provided very similar results.
Definition of region of interest. We selected the OFC region of interest (ROI) using the following AAL map labels: left and right superior orbital gyrus (5, 6); left and right middle orbital gyrus (9,10); left and right inferior orbital gyrus (15, 16); left and right medial orbital gyrus (MOG) (25, 26) ; and left and right rectal gyrus (GR) (27, 28) . The resulting ROI included voxels in the left and right medial and lateral orbitofrontal cortex (Fig. 1 A) . All other AAL labeled voxels (i.e., most gray matter voxels except for the OFC) as well as the box covering the midbrain (see above) were defined as the rest of the brain.
Connectivity-based parcellation. Our aim was to parcellate the entire OFC into distinct anatomical subdivisions based on their resting-state connectivity profiles with the rest of the brain. Similar methods have been used to subdivide brain structures using different measures of connectivity such as diffusion tractography (Johansen-Berg et al., 2004; Tomassini et al., 2007; Beckmann et al., 2009) series in each OFC voxel and each voxel in the rest of the brain were computed, resulting in a functional connectivity matrix (OFC by "rest of the brain") for each subject, as detailed below. Second, these individual correlation matrices were averaged across subjects to receive the average connectivity patterns, as detailed below.
More specifically, for each subject, we first computed the Pearson correlation coefficient between the time series in each OFC voxel (from the 3 mm set) and the time series in every other voxel in the brain excluding all OFC voxels (from the 4 mm set; different voxel sizes were used to have sufficiently high spatial resolution in the OFC in conjunction with reasonable computational and memory requirements). This resulted in a 2-D matrix (3141 OFC voxels by 22,192 other voxels in the entire brain) of correlation coefficients where each row reflects the connectivity pattern of one OFC voxel with the rest of the brain (Fig. 1 B) . Importantly, because voxels are in MNI space, a given voxel has approximately the same anatomical position in all subjects. Thus, individual correlation matrices can be averaged across subjects. To achieve this, the individual correlation matrices were Fisher's Z-statistic transformed, averaged across subjects, and back-transformed into Pearson correlation coefficients. The resulting matrix contains the average connectivity pattern for each OFC voxel and provides the basis for the subsequent parcellation method.
Parcellation was performed using a standard K-means clustering algorithm (K-means as implemented in the MATLAB Statistics Toolbox, Version 6.1, using the "correlation" option-i.e., 1 Ϫ the correlation between the connectivity patterns of OFC voxels as the distance measure). This algorithm in combination with this distance measure allowed us to compute parcellations with K ϭ 2, 3 …10 clusters of voxels that have a similar pattern of connectivity with the rest of the brain. Thus, voxels are more likely to be clustered together the greater their similarity in connectivity profiles with the rest of the brain. The parcellation was performed for all voxels in both hemispheres simultaneously; that is, for each K, the connectivity patterns from all OFC voxels were subjected to a single parcellation, regardless of the anatomical position (i.e., hemisphere) of a given voxel. For each K, we used the best solution from 100 repetitions with different initial centroids. Importantly, this method is entirely data driven, unsupervised, and works without any anatomical constraints. To rule out the possibility that the observed clusterings are strongly influenced by the specific distance measure that was used, we also computed the parcellations using squared Euclidean distance. The resulting clusterings were very similar to the clusterings obtained by using correlation as distance measure.
Between-subject stability of connectivity patterns. Our parcellation approach included averaging the connectivity matrices across subjects. To ensure intersubject stability of these connectivity patterns, we performed a leave-one-out stability analysis. Specifically, we averaged the connectivity matrixes for N Ϫ 1 subjects and computed the correlation between this averaged connectivity pattern and the connectivity pattern of the left-out subject for each OFC voxel. This was repeated N times, each time with a different subject as the left-out subject. The voxelwise correlation maps were then averaged across leave-one-out steps to obtain the average stability map.
Stability of cluster solutions-variation of information metric.
To estimate the stability of the cluster solutions, we used the "variation of information" (VI) metric (Meila, 2007) , which has previously been used to assess the stability of connectivity-based parcellations . For this, we used a split-half comparison procedure. We randomly assigned subjects to one of two groups (N ϭ 7 and N ϭ 6, respectively), averaged the connectivity matrices within each group, and computed the clustering for each group and each K (K ϭ 2, 3 … 10). We then compared the clustering of group one ( C) to the clustering of group two (CЈ) within each K using the VI metric according to:
where H( C) K and H(CЈ) K are the entropies (i.e., the amount of information) of clustering C and CЈ, respectively, and I(C,CЈ) K is the mutual information between the two clusterings C and CЈ (i.e., how much information one clustering gives about the other). I(C,CЈ) K and H( C) K are computed according to:
and
P(k) is the probability that a voxel belongs to cluster k and P(k,kЈ) is the probability that a voxel belongs to cluster k in C and cluster kЈ in CЈ. P(k) and P(k,kЈ) are computed according to:
where n k is the number of voxels in cluster k, and n is the total number of OFC voxels. Low VI values indicate high similarity between the two clusterings (and thus high stability), whereas high VI values indicate low similarity (and thus low stability). In total, this procedure was repeated 100 times, each time with new random split-half groups. Average VI values across split halves were then plotted as a function of K. The average VI metric as a function of K can also serve as a marker for identifying the optimal K . Specifically, a possible criterion for optimality is the stability and parsimony of cluster solutions. We defined the optimal K such that it is the smallest (i.e., most parsimonious) K for which its corresponding VI is statistically indistinguishable from that of the K Ϫ 1 solution. In other words, optimality is given for the smallest K for which stability does not substantially decrease relative to K Ϫ 1.
Symmetry index. To quantify the symmetry of the cluster solutions between the two hemispheres, we computed a symmetry index, SI K , for each cluster solution K Ͼ 1. This index reflects the percentage overlap between clusters on both hemispheres if one hemisphere is mirrored at the midline. SI K is computed according to:
where n is the number of voxels in one hemisphere, and x and xЈ are the cluster labels of voxel v in the original and mirrored cluster solution, respectively. Because this measure requires that the OFC ROI is mirror symmetric (i.e., that each voxel exists on both hemispheres), we only included voxels that are present on both sides and discarded voxels that are present on one side only. To test the empirically observed SI against chance, we computed the index 10 6 times based on random permutations of cluster labels for each K.
Hierarchy index. To quantify the hierarchical structure of our data, we computed a hierarchy index (HI) for each cluster solution K Ͼ 2. In brief, for a given K the index HI K is inversely related to the number of parent clusters (calculated with K Ϫ 1) each cluster (calculated with K ) has on average. We computed HI K according to:
where
x ij , and for each K, x is a matrix whose elements x ij reflect the number of voxels in cluster j i ϭ 1…K stemming from cluster j j ϭ 1 K Ϫ 1 in cluster solution K Ϫ 1. Given an ideal hierarchical structure, the step from cluster solution K Ϫ 1 to cluster solution K has an HI ϭ 1, because all clusters in K stem from one, and only one, parent cluster in K Ϫ 1, as it is the case in the step from K ϭ 1 to K ϭ 2 (that is, the HI 2 ϭ 1). To test the empirically observed hierarchy index against chance, we computed the index 10 6 times based on random permutations of cluster labels for each K.
Exploring the connectivity of OFC subdivisions. To map and illustrate the functional connectivity profile of each OFC subdivision, we computed a subject-wise, first-level GLM for each cluster solution. These GLMs contained the averaged (across all within-cluster voxels, defined by the cluster label, regardless of hemisphere) time series from each OFC cluster as regressors (Chang et al., 2012) . For instance, for the K ϭ 2 cluster solution the GLM contained (1) the averaged time series from all voxels belonging to cluster 1, and (2) the averaged time series from all voxels belonging to cluster 2. These time series were then regressed against the BOLD signal in each voxel (of the 3 mm set). Importantly, even though the time courses of the different clusters were only slightly correlated (average r ϭ 0.136), all regressors were simultaneously included in the GLM. By doing so, shared variance of different regressors is not attributed to any regressor, and the resulting parameter estimates for a single cluster (e.g., cluster 1) reflect the (partial) correlation between the activity in a given voxel and the activity in cluster 1, independent of activity in the other cluster (cluster 2). That is, this method identifies only regions in which activity is uniquely explained by the activity in one cluster. Single-subject contrast maps for each cluster were applied to second-level t tests to test for significant positive and negative connectivity at the group level. For all reported results, we used a threshold of p Ͻ 0.05, FWE whole-brain corrected.
Results

Stability of connectivity patterns
The intersubject stability of the OFC connectivity patterns was examined to (1) provide evidence for sufficient signal coverage in the OFC and (2) to demonstrate intersubject stability as a basis for averaging the individual connectivity matrices. Bad signal coverage in OFC would lead to small noise-driven correlations between the (noisy) resting-state signal in OFC and resting-state activity in the rest of the brain. These random connectivity patterns would in turn lead to close-to-zero correlations between the connectivity patterns of different subjects. Furthermore, even with good signal coverage in the OFC, correlations between the connectivity patterns of different subjects would be close to zero if individual subjects had strong differences in the connectivity patterns of their OFCs. Thus, significant stability is only possible if (1) signal coverage is adequate and (2) the OFCs of different subjects are similarly connected to the rest of their brains.
The average stability of the functional connectivity patterns in the OFC was r ϭ 0.32. The stability map is plotted in Figure  2 along with the distribution of correlation coefficients (Fig. 2C) . It can be seen that high reliabilities were concentrated in the medial OFC (Fig. 2 A, B) . This is important to note because this ventromedial region is specifically susceptible to signal dropouts (Weiskopf et al., 2006) . Lower stability was found in areas near the transverse orbital sulcus (TOS), medial orbital sulcus (MOS), olfactory sulcus, and the inferior frontal pole. Assuming individual differences in the exact gyral anatomy of the OFC, low stability can be expected at sulci because there voxels are more likely to belong to different anatomical (and presumably connectional) regions in different subjects, hence reducing the similarity of connectivity profiles in these voxels. However, the overall presence of similar connectivity profiles across subjects demonstrates sufficient signal coverage in the OFC and furthermore establishes the grounds to average the individual connectivity matrices.
Connectivity based parcellation of OFC
We used an unsupervised K-means cluster algorithm to identify different parcellations of the OFC. Our clustering method was entirely based on the similarity in the functional connectivity profile between resting-state activity in the OFC and the rest of the brain. That is, the likelihood that two voxels are clustered together is higher the more similar their connectivity profiles.
The K ϭ 2 cluster solution (Fig. 3A ) revealed one cluster (Fig.  3A, 1) covering the medial OFC including the ventromedial wall, the GR, the inferior medial gyrus (IMG), the superior medial gyrus (SMG), the MOG, the posterior part of the MOS, the posterior orbital gyrus, as well as the posterior part of the lateral orbital gyrus (LOG) including the horizontal ramus of the sylvian fissure (HR). The second cluster (2) covered the central and anterior-lateral part of the orbitofrontal surface, including the anterior orbital gyrus (AOG), the TOS, the lateral orbital sulcus (LOS) and the anterior part of the MOS. Importantly, the two clusters did not divide the left and the right hemisphere but, in contrast, were fairly symmetric in both hemispheres. That is, voxels across hemispheres are labeled more similarly than neighboring voxels in the same hemisphere. The topography of these two clusters clearly corresponds to the medial and orbital networks defined by Ongür and Price (2000) based on anatomical connections within the monkey OFC (for comparison, see their Fig. 5 ). This is important to note because it shows that at the simplest level, our method is able to replicate a parcellation that has been found using different and more direct measures of connectivity.
Following this fundamental K ϭ 2 cluster solution, we proceed to present more detailed parcellations with more clusters that might provide a better account for OFC subdivisions. In particular, we computed further cluster solutions up to K ϭ 10 clusters. However, we only present results up to K ϭ 7 because solutions with more clusters tend to be asymmetric (i.e., have clusters that appear in only one hemisphere). Generally, most clusters consisted of two spatially continuous regions (one on the left and one on the right hemisphere), except for the medial/ posterior-lateral cluster (1), which in the K ϭ 3 cluster solution had three main compartments, one located in the medial OFC and two in the posterior-lateral OFC (left and right hemisphere, respectively). However, some clusters also had voxels that were isolated from their main compartments, but these voxels were very infrequent. Table 1 contains the MNI coordinates of the centers of the clusters (arithmetic mean) for each K. The cluster maps in MNI space can be obtained from the corresponding author.
In the K ϭ 3 cluster solution (Fig. 3B ), one cluster (1) covered the medial wall of the OFC (including the GR, the IMG, and the SMG) as well as the posterior-lateral surface (including the LOG and the HR). A second cluster (2) covered the posterior-central surface (including the MOS and the MOG), and a third cluster (3) the central and anterior-lateral part of the OFC (including the TOS, the LOS, and the AOG). The K ϭ 5 cluster solution (Fig.  3D ) also revealed the same medial (1) and posterior-central cluster (2). Furthermore, a cluster covering the very central part of the orbitofrontal surface (3) at the medial intersection between the TOS and the MOS and a part of the left HR emerged. The lateral OFC split along the anterior-posterior axis into a posterior-lateral (4, including the LOG, the posterior LOS and HR) and an anterior-lateral cluster (5, including the AOG and the anterior LOS). In the K ϭ 6 and K ϭ 7 cluster solutions (Fig. 3 E, F ) , the medial (1), the posterior-central (2), and the central (3) clusters were conserved. The lateral part, however, split into more and more clusters, suggesting a connectional and presumably functional specialization in lateral OFC. Specifically, in the K ϭ 6 cluster solution (Fig. 3E ) the lateral part split along the anteriorposterior axis into a posterior-lateral (4), a mid-lateral (5), and an anterior-lateral (6) cluster. This detailed and symmetric clustering suggests that the K ϭ 2 cluster solution may provide an overly simplistic account of OFC subdivisions and that finer par- Table 1 for a detailed description of the clusters. The x, y, and z coordinates in MNI space for the center (arithmetic mean) of each cluster k in each cluster solution K. Although the clustering was performed on voxels from both hemispheres simultaneously, cluster centers are reported for the left and right hemisphere separately.
cellations may be better suited to appropriately characterize OFC subdivisions.
Stability of cluster solutions-finding the optimal K
We assessed the stability of the different cluster solutions using the VI metric (Meila, 2007 ) and a random split-half comparison procedure for K ϭ 2 … 10 cluster solutions. For each K, we compared the cluster solutions generated based on the averaged connectivity matrices of two random split-half groups of subjects. Across the 100 randomly selected split-half groups, the similarity (i.e., stability) decreased (increasing VI) as a function of K (Fig. 4 A) and was comparable to the stability of previously reported cluster solutions . VI significantly increased with nearly every K (all p values Ͻ 0.0001). Only the VIs from the K ϭ 5 and K ϭ 6 cluster solutions were statistically indistinguishable (t ϭ 0.70, p ϭ 0.49). Accordingly, the K ϭ 6 cluster solution is optimal in the sense that it is the smallest (i.e., most parsimonious) K for which VI does not significantly increase relative to K Ϫ 1.
Symmetry of cluster solutions
One important feature of the reported cluster solutions is their apparent symmetry across hemispheres. For example, all clusters up to the K ϭ 7 cluster solution appeared on both sides, and the K ϭ 8 cluster solution was the first solution in which one cluster was found only in one hemisphere. To quantify the symmetry of each cluster solution, we mirrored the topographies at the midline and computed a measure of symmetry SI (see Materials and Methods). This index reflects the percentage overlap between cluster labels in both hemispheres. The SI for the different cluster solutions is plotted in Figure 4 B, along with the range of SIs from 10 6 random permutations of cluster labels. It can be seen that most cluster solutions had Ͼ60% correspondence between the left and right hemispheres, and none of the random permutations exceeded the empirical observed SI. This shows that the connectivity-based cluster solutions are fairly similar in both hemispheres. This finding provides important face validity for our clustering because cluster solutions based on mere distance relations (and thus noise) cannot be expected to unfold symmetrically.
Hierarchical structure of cluster solutions
Qualitatively, the different cluster solutions seem to be organized in a fairly hierarchical manner. That is, with each new cluster, only one cluster from K Ϫ 1 splits up into two new clusters in K. To quantitatively test this impression, we computed an HI for each cluster solution (see Materials and Methods). This index reflects the average (across clusters) percentage of voxels in a cluster in K that stemmed from only one cluster in K Ϫ 1. Thus, it reflects the probability that a given cluster has only one parent cluster. In Figure 4C , HI is plotted as a function of K, along with the range of HI values from 10 6 random permutations of cluster labels. On average, 90% of voxels in each cluster of the K-cluster solution stemmed from only one cluster in the K Ϫ 1 cluster solution, providing good evidence for a hierarchical organization of the OFC subdivisions. Furthermore, it can be seen that none of the 10 6 random permutations resulted in an HI that was higher than that empirically observed. It is important to note that all cluster solutions were computed independently, and our clustering algorithm did not privilege hierarchical solutions as do alternative algorithms (e.g., hierarchical clustering).
Resting-state connectivity of OFC subdivisions
So far, we have shown that robust and symmetric subdivisions of the OFC can be revealed based on the functional connectivity profile with the rest of the brain. In the following exploratory analyses, we in turn map the brain regions in which activity significantly ( p Ͻ 0.05, FWE whole-brain corrected) cofluctuates with activity in different OFC clusters. Importantly, given that the clustering was based on homogeneous functional connectivity profiles, it is not a question of whether these clusters are functionally connected to different brain regions, but rather which brain regions these are. Furthermore, it should be noted that our measure of functional connectivity relies on cofluctuations in resting-state fMRI activity, and it is not yet clear how this measure is related to anatomical long-range connections (Van Dijk et al., 2010) .
The medial/posterior-lateral cluster (1, red) of the K ϭ 2 cluster solution was functionally connected to the superior frontal gyrus (BA 8/9), the inferior parietal cortex (PC) (BA 39) and the anterior part of the middle and inferior temporal cortex (TC) (BA 20/21) (Fig. 5B) . On the medial surface, this cluster showed positive functional connectivity with the posterior cingulate cortex/precuneus (PCC) (BA 23) and the entire medial PFC [BA 10/32/9, except for the anterior cingulate cortex (ACC) (BA 24/ 25)], extending into the ventromedial striatum (Fig. 5C) . Furthermore, we found positive functional connectivity to regions in the parahippocampal gyrus (BA 28/34) and adjacent temporal pole (BA 38) (Fig. 5D) . Negative functional connectivity of the medial/posterior-lateral cluster (Fig. 5E-G) was found with the middle frontal gyrus (BA 45/46), the anterior insular (AI) and adjacent frontal operculum, the inferior PC (BA 40), as well as the inferior TC (BA 37). The anterior-lateral cluster (2, blue) showed positive functional connectivity with the inferior and the middle frontal gyrus (BA 9/45/46), the inferior PC (BA 39), as well as the inferior temporal gyrus (BA 20/37) (Fig. 5B) . Interestingly, the regions in the TC are posterior to those correlated with the medial/posterior-lateral OFC cluster (Fig. 5B) . Furthermore, we found positive functional connectivity with a region in the medial superior frontal gyrus (medial BA 8) ( Figure 4 . Stability, symmetry, and hierarchy of cluster solutions. A, VI based on a split-half reliability analysis (100 random split halves) as a function of K. High VI indicates low stability. All VIs of different Ks are significantly ( p Ͻ 0.0001) different except for the difference between K ϭ 5 and K ϭ 6(t ϭ 0.70, p ϭ 0.49). Thus, K ϭ 6 is the optimal K because it is the smallest K in which stability does not decrease relative to K Ϫ 1. Error bars for SEM are smaller than the symbols. B, SI as a function of K. SI reflects the percentage of equally labeled voxels in the left and right hemisphere, when mirrored at the midline. Black dots depict empirical SI, and black vertical lines depict the range of SI values based on 10 6 permutations of random cluster labeling. C, HI as a function of K, reflecting the hierarchical structure of the different solutions by the average probability that a given cluster in K has only one "parent-cluster" in K Ϫ 1. Perfect hierarchy results in HI ϭ 1. Black dots depict empirical HI, and black vertical lines depict the range of HI values based on 10 6 permutations of random cluster labeling.
5C) and the dorsal striatum (caudate head) (Fig. 5D) . We identified only small regions with negative functional connectivity in the precentral gyrus (BA 4) (Fig. 5E) . In contrast to the functional connectivity profile of the coarse twofold parcellation described above, the "optimal" K ϭ 6 cluster solution revealed a much more detailed and segmented pattern of functional connectivity involving partly different brain regions (Fig. 6) . Here, the medial OFC cluster (1, red) showed positive functional connectivity with the inferior PC (BA 39), the anterior middle and inferior temporal gyrus (BA 20/21), the superior frontal gyrus (BA 9) (Fig. 6 B) , as well as the medial PFC (BA 10/32) and PCC (BA 23) (Fig. 6C) . We also observed positive functional connectivity with the medial TC (BA 36) (Fig. 6 D) and the temporal pole (BA 20/38), and negative functional connectivity to the left inferior PC (BA 40) and TC (BA 37) (Fig. 6 E) . We found positive functional connectivity of the posterior-central cluster (2, blue) with the hypothalamic basal forebrain extending into the ventral striatum (Fig. 6C ) and the parahippocampal gyrus (BA 28). Negative functional connectivity (Fig. 6 E-G) was found with the PCC (BA 23), the middle and superior frontal gyrus (BA 8/9), the inferior PC (BA 39), and the bilateral midbrain (Fig. 6G) . The central OFC cluster (3, purple) exhibited functional connectivity with the AI extending into the left ventrolateral PFC (BA 45/46) as well as the inferior PC (BA 40) (Fig.  6 B) . On the medial surface, this cluster showed functional connectivity with the dorsal ACC (BA 24/32) (Fig. 6C) , and subcortically with the dorsal (caudate head) and the ventral striatum (ventrolateral putamen) (Fig. 6 D) . The three lateral clusters spanning an anterior-posterior gradient (posterior-lateral 4, mid-lateral 5, and anterior-lateral 6, in dark green, bright green, and orange, respectively) showed positive functional connectivity with adjacent regions in the inferior PC (BA 39/40); the superior, middle, and inferior frontal gyrus; as well as the middle and inferior TC (BA 20/21/37) ( Fig. 6 B, D) . Furthermore, the posterior-lateral and mid-lateral clusters showed functional connectivity with dorsomedial frontal areas, including the medial superior frontal gyrus (BA 8/9) and the supplementary motor area (BA 6) (Fig. 6C) . In summary, the following patterns of functional connectivity were found for the optimal K ϭ 6 cluster solution (Fig.  7) . The medial cluster (1) was functionally connected to the medial PFC and medial PCC; the posterior-central cluster (2) showed negative functional connectivity to the PCC and the midbrain; the central cluster (3) showed negative functional connectivity to the AI, inferior PC, the dorsal ACC and the striatum; whereas the lateral clusters (4 -6) showed functional connectivity to adjacent regions in the lateral PFC as well as regions in the inferior PC and the lateral TC.
Discussion
In the current study, we applied an unsupervised clustering technique to restingstate fMRI data to parcellate the human OFC based on shared functional connectivity profiles with the rest of the brain. We found robust, detailed, and symmetric subdivisions of the human OFC. Moreover, subsequently adding new clusters revealed a hierarchical clustering structure. This hierarchical organization, especially in the lateral OFC, suggests the existence of rather broadly defined functional regions in the OFC, which themselves contain finer, functionally specialized subdivisions.
Previous attempts to parcellate the monkey OFC based on anatomical connections revealed an orbital and a medial network (Carmichael and Price, 1996; Ongür and Price, 2000) . These two networks were defined based on the intraregional anatomical connections within the OFC and are thus only modestly interconnected. Interestingly, they also share only a few connections to the rest of the brain. Specifically, the orbital network, covering the central and anterior-lateral surface, receives mainly input from higher sensory areas and projects to lateral striatal areas (Ferry et al., 2000) . The medial network, covering the medial as well as posteriorlateral OFC, is extensively connected to the hypothalamus and the medial PFC (which is part of the medial network in this terminology) and projects to medial areas of the striatum (Ferry et al., 2000) . Importantly, although this twofold partition in monkeys is based on structural connectivity (i.e., intraregional anatomical connections within the OFC), it nevertheless clearly corresponds to our K ϭ 2 cluster solution. However, in addition to this twofold parcellation schema, our data suggest that the human OFC may exhibit an even finer connectional organization.
Specifically, according to our data, the OFC consists of six subdivisions with homogeneous functional connectivity profiles: (1) the medial OFC; (2) the posterior-central OFC; (3) the central OFC; and (4 -6) three clusters in the lateral OFC along the anterior-posterior gradient (see Fig. 7 ). The medial OFC cluster was functionally connected to the medial PFC, the PCC, the ventral striatum, the lateral PC, and regions in the lateral and medial TC. The posteriorcentral OFC cluster showed primarily negative functional connectivity (negative correlation in resting-state activity) with the PCC and the midbrain. The central OFC cluster showed widespread functional connectivity with the AI, the lateral PFC and lateral PC, the dorsal ACC, as well as the dorsal and ventrolateral striatum. Finally, the clusters in the lateral OFC showed positive functional connectivity to areas in the lateral and dorsolateral PFC (DLPFC), the lateral PC, and the lateral TC. These results, revealed using cofluctuations in resting-state fMRI signals, are broadly consistent with results from tracing studies in nonhuman primates (Cavada et al., 2000; Ongür and Price, 2000) . Specifically, the primate OFC is anatomically connected to the lateral and dorsolateral PFC (Barbas and Pandya, 1989; Carmichael and Price, 1995b) , the PC (Cavada and Goldman-Rakic, 1989a,b; Morecraft et al., 1992) , as well as the AI and the TC (Mesulam and Mufson, 1982a,b; Mufson and Mesulam, 1982) . Anatomical connections to structures in the medial temporal lobe (Carmichael and Price, 1995a; Ongür and Price, 2000) , the midbrain (Porrino and Goldman-Rakic, 1982; Williams and Goldman-Rakic, 1998) , and the striatum (Ferry et al., 2000) are also well documented.
The human OFC has been parcellated into several subdivisions based on its cytoarchitecture by Mackey and Petrides (2010) and Ongür et al. (2003) . These two systems are not in perfect agreement, but both suggest a more detailed parcellation of the OFC than just a medial-lateral distinction. Although there is not a direct 1:1 mapping between our connectivity-based parcellation and these cytoarchitectonic divisions, the identified clusters can be described in terms of cytoarchitectonic regions. The medial cluster covers areas labeled as 11m, 14r, and 14c, which (together with the medial part of area 13) also fall in the posterior-central cluster. The central cluster lies between areas 11 and 13. Interestingly, the lateral clusters can be approximately mapped onto areas 47/12o, 47/12m, and (anterior) 11 in the system of Mackey and Petrides (2010) .
The distinct functional connectivity patterns of the OFC subdivisions are likely to be paralleled by specific functional roles. Previous studies have proposed a simple medial-lateral functional distinction of the OFC (O'Doherty et al., 2001; Kringelbach and Rolls, 2004 ). Although we observed some support for this distinction in our two-cluster solution, our data suggest a finer connectional and presumably functional segregation. Human neuroimaging studies have found representations of expected reward and decision values in the region belonging to the medial cluster (Hare et al., 2009; Kahnt et al., 2011b; Kim et al., 2011; Park et al., 2011) , which in our study was mainly connected to the medial PFC and PCC. These regions are themselves associated with reward but also with episodic memory and selfrelated processes (Cavanna and Trimble, 2006; Sajonz et al., 2010) . The posterior-central cluster showed negative connectivity to a well defined region in the midbrain, possibly corresponding to the substantia nigra. In primates, dopaminergic neurons in this area innervate the striatum and the OFC (Lynd-Balta and Haber, 1994; Williams and Goldman-Rakic, 1998) , and code a key signal for reward learning, the reward prediction error (Schultz et al., 1997) , suggesting a role for this OFC subdivision in reward learning. The central cluster exhibited connections to the ventrolateral and dorsal striatum that are involved in learning the value of stimuli and actions, respectively (O'Doherty et al., 2004; Balleine et al., 2007; Kahnt et al., 2009 ). Interestingly, this cluster was also connected to executive regions in the dorsomedial frontal cortex that have been linked to representing and updating action values Gläscher et al., 2009) , suggesting a role for this subdivision in decision making. Finally, the lateral clusters were connected to regions in the TC and PC, representing highly processed visual information, but also to the DLPFC, which is involved in regulating value representations (Delgado et al., 2008; Hare et al., 2009 ). Sensory and regulatory input may modulate reward representations, learning, and choices via these pathways.
There are potential limitations that should be considered when interpreting our results. Despite its widespread use Biswal et al., 2010 ), the precise relationship between our measure of functional connectivity based on cofluctuations in resting-state fMRI activity and anatomical connections remains unclear. Spontaneous fluctuations in the BOLD signal have been used to uncover functional brain networks (Biswal et al., 1995; Fox and Raichle, 2007) and appear to reflect but are not limited to anatomical connections in monkeys (Vincent et al., 2007; Margulies et al., 2009 ) and humans (Zhang et al., 2008) . Furthermore, resting-state connectivity has been demonstrated to preserve the detailed and topographically organized anatomical connections between V1 and V3 (Heinzle et al., 2011) , suggesting that this method can detect meaningful anatomical connections. Future work should compare and contrast our OFC parcellation with more direct measures of anatomical connectivity using techniques such as diffusion tensor imaging .
Previous work has shown that tasks performed directly before resting-state data collection increase task-specific functional connections (Stevens et al., 2010) . Our resting-state data were acquired after a ϳ1 h reward-based task (Kahnt et al., 2011a) and ϳ10 min of anatomical scans. Although increases in rewardspecific connections could increase the likelihood of revealing robust parcellations of the OFC, they should have little effect on the exact borders of the identified clusters. However, the prior reward-based task (although separated from the resting-state session by a ϳ10 min break) could have led to a more robust parcellation compared with a resting-state scan without this prior task.
The orbitofrontal cortex is highly susceptible to fMRI signal dropouts, and noisy signal may have potentially affected our clustering results. However, we believe this is unlikely for several reasons. First, we found considerable stability of the connectivity patterns across subjects, especially in medial areas, where signal dropout has previously been reported. Importantly, this stability requires good signal coverage as a necessary condition. Second, visual inspection of the EPIs demonstrated adequate coverage in all regions of the OFC. Third, although we placed no anatomical constraints on the clustering algorithm, clusters were highly symmetric across the two hemispheres, implying that the cluster solutions did not depend on pure distance relations between individual OFC voxels. Fourth, we observed clear connectivity profiles of OFC subdivisions with voxels in the rest of the brain, which is unlikely if OFC signal is mainly driven by noise due to bad coverage.
In conclusion, we have shown that detailed, symmetric, and hierarchically organized OFC subdivisions can be defined based on their shared patterns of connectivity with the rest of the brain. Although our approach replicated a twofold parcellation previously described in monkeys, further analyses supported a finer, sixfold parcellation of the OFC. Moreover, the distinct connectivity patterns of these clusters are suggestive of specific functional roles of these subdivisions for reward processing, learning, and decision making. Using this parcellation as a reference for reporting localization results in future fMRI studies will be useful for advancing our understanding of OFC function.
