This paper deals with the problem of large-scale linear supervised learning in settings where a large number of continuous features are available. We propose to combine the well-known trick of one-hot encoding of continuous features with a new penalization called binarsity. In each group of binary features coming from the one-hot encoding of a single raw continuous feature, this penalization uses totalvariation regularization together with an extra linear constraint. This induces two interesting properties on the model weights of the one-hot encoded features: they are piecewise constant, and are eventually block sparse. Non-asymptotic oracle inequalities for generalized linear models are proposed. Moreover, under a sparse additive model assumption, we prove that our procedure matches the state-of-the-art in this setting. Numerical experiments illustrate the good performances of our approach on several datasets. It is also noteworthy that our method has a numerical complexity comparable to standard 1 penalization.
Introduction
In many applications, datasets used for linear supervised learning contain a large number of continuous features, with a large number of samples. An example is web-marketing, where features are obtained from bag-of-words scaled using tf-idf [45] , recorded during the visit of users on websites. A well-known trick [53, 35] in this setting is to replace each raw continuous feature by a set of binary features that one-hot encodes the interval containing it, among a list of intervals partitioning the raw feature range. This improves the linear decision function with respect to the raw continuous features space, and can therefore improve prediction. However, this trick is prone to over-fitting, since it increases significantly the number of features.
A new penalization. To overcome this problem, we introduce a new penalization called binarsity, that penalizes the model weights learned from such grouped one-hot encodings (one group for each raw continuous feature). Since the binary features within these groups are naturally ordered, the binarsity penalization combines a group total-variation penalization, with an extra linear constraint in each group to avoid collinearity between the one-hot encodings. This penalization forces the weights of the model to be as constant (with respect to the order induced by the original feature) as possible within a group, by selecting a minimal number of relevant cut-points. Moreover, if the model weights are all equal within a group, then the full block of weights is zero, because of the extra linear constraint. This allows to perform raw feature selection.
High-dimensional linear supervised learning. To address the high-dimensionality of features, sparse linear inference is now an ubiquitous technique for dimension reduction and variable selection, see for instance [14] and [28] among many others. The principle is to induce sparsity (large number of zeros) in the model weights, assuming that only a few features are actually helpful for the label prediction. The most popular way to induce sparsity in model weights is to add a 1 -penalization (Lasso) term to the goodnessof-fit [48] . This typically leads to sparse parametrization of models, with a level of sparsity that depends on the strength of the penalization. Statistical properties of 1 -penalization have been extensively investigated, see for instance [31, 56, 15, 9] for linear and generalized linear models and [22, 21, 17, 16] for compressed sensing, among others.
However, the Lasso ignores ordering of features. In [49] , a structured sparse penalization is proposed, known as fused Lasso, which provides superior performance in recovering the true model in such applications where features are ordered in some meaningful way. It introduces a mixed penalization using a linear combination of the 1 -norm and the total-variation penalization, thus enforcing sparsity in both the weights and their successive differences. Fused Lasso has achieved great success in some applications such as comparative genomic hybridization [42] , image denoising [23] , and prostate cancer analysis [49] .
Features discretization and cuts. For supervised learning, it is often useful to encode the input features in a new space to let the model focus on the relevant areas [53] . One of the basic encoding technique is feature discretization or feature quantization [35] that partitions the range of a continuous feature into intervals and relates these intervals with meaningful labels. Recent overviews of discretization techniques can be found in [35] or [25] .
Obtaining the optimal discretization is a NP-hard problem [18] , and an approximation can be easily obtained using a greedy approach, as proposed in decision trees: CART [13] and C4.5 [41] , among others, that sequentially select pairs of features and cuts that minimize some purity measure (intra-variance, Gini index, information gain are the main examples). These approaches build decision functions that are therefore very simple, by looking only at a single feature at a time, and a single cut at a time. Ensemble methods (boosting [36] , random forests [12] ) improve this by combining such decisions trees, at the expense of models that are harder to interpret.
Main contribution. This paper considers the setting of linear supervised learning. The main contribution of this paper is the idea to use a total-variation penalization, with an extra linear constraint, on the weights of a generalized linear model trained on a binarization of the raw continuous features, leading to a procedure that selects multiple cut-points per feature, looking at all features simultaneously. Our approach therefore increases the capacity of the considered generalized linear model: several weights are used for the binarized features instead of a single one for the raw feature. This leads to a more flexible decision function compared to the linear one: when looking at the decision function as a function of a single raw feature, it is now piecewise constant instead of linear, as illustrated in Figure 2 below.
Organization of the paper. The proposed methodology is described in Section 2. Section 3 establishes an oracle inequality for generalized linear models and provides a convergence rate for our procedure in the particular case of a sparse additive model. Section 4 highlights the results of the method on various datasets and compares its performances to well known classification algorithms. Finally, we discuss the obtained results in Section 5.
Notations. Throughout the paper, for every q > 0, we denote by v q the usual q -quasi norm of a vector v ∈ R m , namely v q = ( m k=1 |v k | q ) 1/q , and v ∞ = max k=1,...,m |v k |. We also denote v 0 = |{k : v k = 0}|, where |A| stands for the cardinality of a finite set A. For u, v ∈ R m , we denote by u v the Hadamard product u v = (u 1 v 1 , . . . , u m v m ) . For any u ∈ R m and any L ⊂ {1, . . . , m}, we denote u L as the vector in
. . , m}\L. We write, for short, 1 (resp. 0) for the vector of R m having all coordinates equal to one (resp. zero). Finally, we denote by sign(x) the set of sub-differentials of the function x → |x|, namely sign(x) = {1} if x > 0, sign(x) = {−1} if x < 0 and sign(0) = [−1, 1].
The proposed method
Consider a supervised training dataset (x i , y i ) i=1,...,n containing features x i = [x i,1 · · · x i,p ] ∈ R p and labels y i ∈ Y ⊂ R, that are independent and identically distributed samples of (X, Y ) with unknown distribution P. Let us denote X = [x i,j ] 1≤i≤n;1≤j≤p the n × p features matrix vertically stacking the n samples of p raw features. Let X •,j be the j-th feature column of X.
Binarization. The binarized matrix X
B is a matrix with an extended number d > p of columns, where the j-th column X •,j is replaced by
containing only zeros and ones. Its i-th row is written
In order to simplify the presentation of our results, we assume in the paper that all raw features X •,j are continuous, so that they are transformed using the following one-hot encoding. For each raw feature j, we consider a partition of intervals I j,1 , . . . , I j,d j of range(X •,j ), namely satisfying ∪ d j k=1 I j,k = range(X •,j ) and I j,k ∩ I j,k = ∅ for k = k and define
. . , n, j = 1, . . . , p and k = 1, . . . , d j . An example is interquantiles intervals, namely
In practice, if there are ties in the estimated quantiles for a given feature, we simply choose the set of ordered unique values to construct the intervals. This principle of binarization is a wellknown trick [25] , that allows to improve over the linear decision function with respect to the raw feature space: it uses a larger number of model weights, for each interval of values for the feature considered in the binarization. If training data contains also unordered qualitative features, one-hot encoding with 1 -penalization can be used for instance.
Goodness-of-fit. Given a loss function : Y × R → R, we consider the goodness-of-fit term
where m θ (x i ) = θ x B i and θ ∈ R d where we recall that
, with θ j,• corresponding to the group of coefficients weighting the binarized raw j-th feature. We focus on generalized linear models [26] , where the conditional distribution Y |X = x is assumed to be from a one-parameter exponential family distribution with a density of the form
with respect to a reference measure which is either the Lebesgue measure (e.g. in the Gaussian case) or the counting measure (e.g. in the logistic or Poisson cases), leading to a loss function of the form
The density described in (2) encompasses several distributions, see Table 1 . The functions b(·) and c(·) are known, while the natural parameter function m 0 (·) is unknown. The dispersion parameter φ is assumed to be known in what follows. It is also assumed that b(·) is three times continuously differentiable. It is standard to notice that
where b stands for the derivative of b. This formula explains how b links the conditional expectation to the unknown m 0 . The results given in Section 3 rely on the following Assumption.
Assumption 1 Assume that b is three times continuously differentiable, that there is
This assumption is satisfied for most standard generalized linear models. In Table 1 , we list some standard examples that fit in this framework, see also [51] and [44] . Binarsity. Several problems occur when using the binarization trick described above:
(P1) The one-hot-encodings satisfy
,j,k = 1 for j = 1, . . . , p, meaning that the columns of each block sum to 1, making X B not of full rank by construction.
(P2) Choosing the number of intervals d j for binarization of each raw feature j is not an easy task, as too many might lead to overfitting: the number of model-weights increases with each d j , leading to a over-parametrized model.
(P3) Some of the raw features X •,j might not be relevant for the prediction task, so we want to select raw features from their one-hot encodings, namely induce block-sparsity in θ.
A usual way to deal with (P1) is to impose a linear constraint [1] in each block. In order to do so, let us introduce first n j,k = |{i : x i,j ∈ I j,k }| and the vector
In our penalization term, we impose the linear constraint
for all j = 1, . . . , p. Note that if the I j,k are taken as interquantiles intervals, then for each j, we have that n j,k for k = 1, . . . , d j are equal and the constraint (3) becomes the standard constraint d j k=1 θ j,k = 0. The trick to tackle (P2) is to remark that within each block, binary features are ordered. We use a within block total-variation penalization
with weightsŵ j,k > 0 to be defined later, to keep the number of different values taken by θ j,• to a minimal level. Finally, dealing with (P3) is actually a by-product of dealing with (P1) and (P2). Indeed, if the raw feature j is not-relevant, then θ j,• should have all entries constant because of the penalization (4), and in this case all entries are zero, because of (3). We therefore introduce the following penalization, called binarsity
where the weightsŵ j,k > 0 are defined in Section 3 below, and where
We consider the goodness-of-fit (1) penalized by (5), namelŷ
An important fact is that this optimization problem is numerically cheap, as explained in the next paragraph. Figure 1 illustrates the effect of the binarsity penalization with a varying strength on an example. In Figure 2 , we illustrate on a toy example, when p = 2, the decision boundaries obtained for logistic regression (LR) on raw features, LR on binarized features and LR on binarized features with the binarsity penalization. Proximal operator of binarsity. The proximal operator and proximal algorithms are important tools for non-smooth convex optimization, with important applications in the field of supervised learning with structured sparsity [4] . The proximal operator of a proper lower semi-continuous [8] convex function g :
Illustration of binarsity on 3 simulated toy datasets for binary classification with two classes (blue and red points). We set n = 1000, p = 2 and d 1 = d 2 = 100. In each row, we display the simulated dataset, followed by the decision boundaries for a logistic regression classifier trained on initial raw features, then on binarized features without regularization, and finally on binarized features with binarsity. The corresponding testing AUC score is given on the lower right corner of each figure. Our approach allows to keep an almost linear decision boundary in the first row, while a good decision boundaries are learned on the two other examples, which correspond to non-linearly separable datasets, without apparent overfitting.
is defined by
Proximal operators can be interpreted as generalized projections. Namely, if g is the indicator of a convex set C ⊂ R d given by
then prox g is the projection operator onto C. It turns out that the proximal operator of binarsity can be computed very efficiently, using an algorithm [19] that we modify in order to include weightsŵ j,k . It applies in each group the proximal operator of the total-variation since binarsity penalization is block separable, followed by a simple projection onto span(n j ) ⊥ the orthogonal of span(n j ), see Algorithm 1 below. We refer to Algorithm 2 in Section 6.2 for the weighted total-variation proximal operator.
Proposition 1 Algorithm 1 computes the proximal operator of bina(θ) given by (5).
Algorithm 1: Proximal operator of bina(θ), see (5)
Input: vector θ ∈ R d and weightsŵ j,k and n j,k for j = 1, . . . , p and k = 1, . . . , d j Output: vector η = prox bina (θ)
Return: η A proof of Proposition 1 is given in Section 6.1. Algorithm 1 leads to a very fast numerical routine, see Section 4. The next section provides a theoretical analysis of our algorithm with an oracle inequality for the prediction error, together with a convergence rate in the particular case of a sparse additive model.
Theoretical guarantees
We now investigate the statistical properties of (8) where the weights in the binarsity penalization have the formŵ
Theorem 1 for a precise definition ofŵ j,k . Note thatπ j,k corresponds to the proportion of ones in the sub-matrix obtained by deleting the first k columns in the j-th binarized block matrix X B •,j . In particular, we haveπ j,k > 0 for all j, k. We consider the risk measure defined by
which is standard with generalized linear models [51] .
A general oracle inequality
We aim at evaluating how "close" to the minimal possible expected risk our estimated function mθ withθ given by (8) is. To measure this closeness, we establish a non-asymptotic oracle inequality with a fast rate of convergence considering the excess risk of mθ, namely R(mθ) − R(m 0 ). To derive this inequality, we consider for technical reasons the following problem instead of (7):
where
This constraint is standard in literature for the proof of oracle inequalities for sparse generalized linear models, see for instance [51] , and is discussed in details below.
We also impose a restricted eigenvalue assumption on
] be the concatenation of the support sets relative to the total-variation penalization, that is
Similarly, we denote J (θ) = J 1 (θ), . . . , J p (θ) the complementary of J(θ). The restricted eigenvalue condition is defined as follow.
where J is a positive integer. Define
We assume that the following condition holds
for any K satisfying (9).
The set C TV,ŵ (K) is a cone composed by all vectors with a support "close" to K. Theorem 1 gives a risk bound for the estimator mθ.
Theorem 1 Let Assumptions 1 and 2 be satisfied. Fix A > 0 and choosê
Then, with probability at least 1 − 2e −A , anyθ given by (8) satisfies
where the infimum is over the set of vectors θ ∈ B d (ρ) such that n j θ j,• = 0 for all j = 1, . . . , p and such that |J(θ)| ≤ J * .
The proof of Theorem 1 is given in Section 6.3 below. Note that the "variance" term or "complexity" term in the oracle inequality satisfies
The value |J(θ)| characterizes the sparsity of the vector θ, given by
It counts the number of non-equal consecutive values of θ. If θ is block-sparse, namely whenever |J (θ)| p where J (θ) = {j = 1, . . . , p : θ j,• = 0 d j } (meaning that few raw features are useful for prediction), then |J(θ)| ≤ |J (θ)| max j∈J (θ) |J j (θ)|, which means that |J(θ)| is controlled by the block sparsity |J (θ)|.
The oracle inequality from Theorem 1 is stated uniformly for vectors θ ∈ B d (ρ) satisfying n j θ j,• = 0 for all j = 1, . . . , p and |J(θ)| ≤ J * . Writing this oracle inequality under the assumption |J(θ)| ≤ J * meets the standard way of stating sparse oracle inequalities, see e.g. [14] . Note that J * is introduced in Assumption 2 and corresponds to a maximal sparsity for which the matrix X B satisfies the restricted eigenvalue assumption. Also, the oracle inequality stated in Theorem 1 stands for vectors such that n j θ j,• = 0, which is natural since the binarsity penalization imposes these extra linear constraints.
The assumption that θ ∈ B d (ρ) is a technical one, that allows to establish a connection, via the notion of self-concordance, see [3] , between the empirical squared 2 -norm and the empirical Kullback divergence (see Lemma 5 in Section 6.3). It corresponds to a technical constraint which is commonly used in literature for the proof of oracle inequalities for sparse generalized linear models, see for instance [51] , a recent contribution for the particular case of Poisson regression being [30] . Also, note that
where θ ∞ = max j=1,...,p θ j,• ∞ . The first inequality in (14) comes from the fact that the entries of X B are in {0, 1}, and it entails that max i=1,...,n | x B i , θ | ≤ ρ whenever θ ∈ B d (ρ). The second inequality in (14) entails that ρ can be upper bounded by |J (θ)| × θ ∞ , and therefore the constraint θ ∈ B d (ρ) becomes only a box constraint on θ, which depends on the dimensionality of the features through |J (θ)| only. The fact that the procedure depends on ρ, and that the oracle inequality stated in Theorem 1 depends linearly on ρ is commonly found in literature about sparse generalized linear models, see [51, 3, 30] . However, the constraint B d (ρ) is a technicality which is not used in the numerical experiments provided in Section 4 below.
In the next Section, we exhibit a consequence of Theorem 1, whenever one considers the Gaussian case (least-squares loss) and where m 0 has a sparse additive structure defined below. This structure allows to control the bias term from Theorem 1 and to exhibit a convergence rate.
Sparse linear additive regression
Theorem 1 allows to study a particular case, namely an additive model, see e.g. [27, 29] and in particular a sparse additive linear model, which is of particular interest in high-dimensional statistics, see [38, 43, 14] . We prove in Theorem 2 below that our procedure matches the convergence rates previously known from literature. In this setting, we work under the following assumptions.
Assumption 3
We assume to simplify that x i ∈ [0, 1] d for all i = 1, . . . , n. We consider the Gaussian setting with the least-squares loss, namely (y, y ) = 
and where J * ⊂ {1, . . . , p} is a set of active features (sparsity means that |J * | p). Also, we assume the following identifiability condition
for all j = 1, . . . , p.
Assumption 3 contains identifiability and smoothness requirements that are standard when studying additive models, see e.g. [38] . We restrict the functions m 0 j to be Lipschitz and not smoother, since our procedure produces a piecewise constant decision function with respect to each j, that can approximate optimally only Lipschitz functions. For more regular functions, our procedure would lead to suboptimal rates, see also the discussion below the statement of Theorem 2.
Theorem 2
. . , D and j = 1, . . . , p, and keep the weightsŵ j,k the same as in Theorem 1.
Then, under Assumption 2 with J * = J(θ * ) and Assumption 3, we have
The proof of Theorem 2 is given in Section 6.8 below. It is an easy consequence of Theorem 1 under the sparse additive model assumption. It uses Assumption 2 with J * = J(θ * ), since θ * j,• is the minimizer of the bias for each j ∈ J * , see the proof of Theorem 2 for details.
The rate of convergence is, up to constants and logarithmic terms, of order |J * | 2 n −2/3 . Recalling that we work under a Lipschitz assumption, namely Hölder smoothness of order 1, the scaling of this rate w.r.t. to n is n −2r/(2r+1) with r = 1, which matches the one-dimensional minimax rate. This rate matches the one obtained in [14] , see Chapter 8 p. 272, where the rate |J * | 2 n −2r/(2r+1) = |J * | 2 n −4/5 is derived under a C 2 smoothness assumption, namely r = 2. Hence, Theorem 2 shows that, in the particular case of a sparse additive model, our procedure matches in terms of convergence rate the state of the art. Further improvements could consider more general smoothness (beyond Lipschitz) and adaptation with respect to the regularity, at the cost of a more complicated procedure which is beyond the scope of this paper. Tab. 3: Basic informations about the 9 considered datasets.
For each method, we randomly split all datasets into a training and a test set (30% for testing), and all hyper-parameters are tuned on the training set using V -fold cross-validation with V = 10. For support vector machine with radial basis kernel (SVM), random forests (RF) and gradient boosting (GB), we use the reference implementations from the scikit-learn library [40] , and we use the LogisticGAM procedure from the pygam library 1 for the GAM baseline. The binarsity penalization is proposed in the tick library [5] , we provide sample code for its use in Figure 4 . Logistic regression with no penalization or ridge penalization gave similar or lower scores for all considered datasets, and are therefore not reported in our experiments. The binarsity penalization does not require a careful tuning of d j (number of bins for the one-hot encoding of raw feature j). Indeed, past a large enough value, increasing d j even further barely changes the results since the cut-points selected by the penalization do not change anymore. This is illustrated in 1 https://github.com/dswah/pyGAM Figure 5 , where we observe that past 50 bins, increasing d j even further does not affect the performance, and only leads to an increase of the training time. In all our experiments, we therefore fix d j = 50 for j = 1, . . . , p. and on the training time using the "Adult" and "Default of credit card" datasets. All d j are equal for j = 1, . . . , p, and we consider in all cases the best hyper-parameters selected after cross validation. We observe that past d j = 50 bins, performance is roughly constant, while training time strongly increases.
The results of all our experiments are reported in Figures 6 and 7 . In Figure 6 we compare the performance of binarsity with the baselines on all 9 datasets, using ROC curves and the Area Under the Curve (AUC), while we report computing (training) timings in Figure 7 . We observe that binarsity consistently outperforms Lasso, as well as Group L1: this highlights the importance of the TV norm within each group. The AUC of Group TV is always slightly below the one of binarsity, and more importantly it involves a much larger training time: convergence is slower for Group TV, since it does not use the linear constraint of binarsity, leading to a ill-conditioned problem (sum of binary features equals 1 in each block). Finally, binarsity outperforms also GAM and its performance is comparable in all considered examples to RF and GB, with computational timings that are orders of magnitude faster, see Figure 7 . All these experiments illustrate that binarsity achieves an extremely competitive compromise between computational time and performance, compared to all considered baselines.
Conclusion
In this paper, we introduced the binarsity penalization for one-hot encodings of continuous features. We illustrated the good statistical properties of binarsity for generalized linear models by proving non-asymptotic oracle inequalities. We conducted extensive comparisons of binarsity with state-of-the-art algorithms for binary classification on several standard datasets. Experimental results illustrate that binarsity significantly outperforms Lasso, Group L1 and Group TV penalizations and also generalized additive models, while being competitive with random forests and boosting. Moreover, it can be trained orders of magnitude faster than boosting and other ensemble methods. Even more importantly, it provides interpretability. Indeed, in addition to the raw feature selection ability of binarsity, the method pinpoints significant cut-points for all continuous feature. This leads to a much more precise and deeper understanding of the model than the one provided by Lasso on raw features. These results illustrate the fact that binarsity achieves an extremely competitive compromise between computational time and performance, compared to all considered baselines. time values are log-scaled. These timings concern the learning task for each model with the best hyper parameters selected, after the cross validation procedure. The 4 last datasets contain too many examples for the SVM with RBF kernel to be trained in a reasonable time. Roughly, binarsity is between 2 and 5 times slower than 1 penalization on the considered datasets, but is more than 100 times faster than random forests or gradient boosting algorithms on large datasets, such as HIGGS.
Proofs
In this Section we gather the proofs of all the theoretical results proposed in the paper. Throughout this Section, we denote by ∂(φ) the subdifferential mapping of a convex function φ.
Proof of Proposition 1
Recall that the indicator function δ j is given by (6) . For any fixed j = 1, . . . , p, we prove that prox · TV,ŵ j,• +δ j is the composition of prox · TV,ŵ j,• and prox δ j , namely
for all θ j,• ∈ R d j . Using Theorem 1 in [55] , it is sufficient to show that for all θ j,• ∈ R d j , we have
We have prox δ j (θ j,• ) = Π span{n j } ⊥ (θ j,• ), where Π span{n j } ⊥ (·) stands for the projection onto the orthogonal of span{n j }. This projection simply writes
We then remark that for all θ j,• ∈ R d j ,
Using subdifferential calculus (see details in the proof of Proposition 2 below), one has
Then, the linear constraint n j θ j,• = 0 entails
n j , which leads to (15) and concludes the proof of the Proposition.
Proximal operator of the weighted TV penalization
We recall in Algorithm 2 an algorithm provided in [2] for the computation of the proximal operator of the weighted total-variation penalization
A quick explanation of this algorithm is as follows. The algorithm runs forwardly through the input vector (θ 1 , . . . , θ m ). Using Karush-Kuhn-Tucker (KKT) optimality conditions [11] , we have that at a location k, the weight β k stays constant whenever |u k | <ŵ k+1 , where u k is a solution to a dual problem associated to the primal problem (18) . If not possible, it goes back to the last location where a jump can be introduced in β, validates the current segment until this location, starts a new segment, and continues.
Proof of Theorem 1
The proof relies on several technical properties that are described below. From now on, we consider y = [
, and recalling that m θ (
Let us now define the Kullback-Leibler divergence between the true probability density funtion f 0 defined in (2) and a candidate f θ within the generalized linear model f θ (y|x) = exp ym θ (x) − b(m θ (x)) as follows
where P y|X is the joint distribution of y given X. We then have the following Lemma.
Algorithm 2: Proximal operator of weighted TV penalization
Input: vector θ = θ 1 , . . . , θ m ∈ R m and weightsŵ = (ŵ 1 , . . . ,ŵ m ) ∈ R m + . Output: vector β = prox · TV,ŵ (θ)
where we recall that φ is the dispertion parameter of the generalized linear model, see (2).
Proof. If follows from the following simple computation
which proves the Lemma.
Optimality conditions
As explained in the following Proposition, a solution to problem (8) can be characterized using the KarushKuhn-Tucker (KKT) optimality conditions [11] . 
and where we recall that J(θ) is the support set ofθ. The subgradientĝ j,• belongs to
For the generalized linear model, we have
..,p belongs to the normal cone of the ball B d (ρ).
We have θ j,• TV,ŵ j,• = ŵ j,• D j θ j,• 1 for all j = 1, . . . , p. Then, by applying some properties of the subdifferential calculus, we get
For generalized linear models, we rewritê
is an optimum of (22) if and only
One has
so that together with (24) and (23) we obtain (20) , which concludes the proof of Proposition 2.
Compatibility conditions
Let us define the block diagonal matrix D = diag(D 1 , . . . , D p ) with D j defined in (16) . We denote its inverse T j which is defined by the d j × d j lower triangular matrix with entries (T j ) r,s = 0 if r < s and (T j ) r,s = 1 otherwise. We set T = diag(T 1 , . . . , T p ), so that one has D −1 = T.
In order to prove Theorem 1, we need the following results which give a compatibility property [51, 52, 20] for the matrix T, see Lemma 2 below and for the matrix X B T, see Lemma 3 below. For any concatenation of subsets K = [K 1 , . . . , K p ], we set
for all j = 1, . . . , p with the convention that τ 0 j = 0 and τ
Lemma 2 Let γ ∈ R d + be given and K = [K 1 , . . . , K p ] with K j given by (25) for all j = 1, . . . , p. Then, for every u ∈ R d \{0}, we have
, and ∆ min,K j = min r=1,...b j |τ
Proof. Using Proposition 3 in [20] , we have
. Using Hölder's inequality for the right hand side of the last inequality gives
, which completes the proof of the Lemma.
Combining Assumption 2 and Lemma 2 allows to establish a compatibility condition satisfied by X B T.
Proof. Lemma 2 gives
Now, we note that if u ∈ C 1,ŵ (K), then Tu ∈ C TV,ŵ (K). Hence, Assumption 2 entails
which concludes the proof of the Lemma.
Connection between the empirical Kullback-Leibler divergence and the empirical squared norm
The next Lemma is from [3] (see Lemma 1 herein).
Lemma 4 Let ϕ : R → R be a three times differentiable convex function such that for all t ∈ R, |ϕ (t)| ≤ M |ϕ (t)| for some M ≥ 0. Then, for all t ≥ 0, one has
with ψ(u) = e u − u − 1.
This Lemma entails the following in our setting.
Lemma 5 Under Assumption 1, one has
Proof. Let us consider the function G n : R → R defined by G n (t) = R n (m 0 + tm η ), with m η to be defined later, which writes
We have
Using Assumption 1, we have
for all t ≥ 0 and t = 1 leads to
An easy computation gives
and since obviously E P y|X [G n (0)] = 0, we obtain
. Now, choosing m η = m θ − m 0 and combining Assumption 1 with Equation (14) gives
Hence, since x → ψ(x)/x 2 is an increasing function on R + , we end up with
and since
, we obtain
Proof of Theorem 1
Let us recall that
Proposition 2 above entails that there isĥ
for all θ ∈ R d . This can be rewritten as
For any θ ∈ B d (ρ) such that n j θ j,• = 0 for all j and h ∈ ∂ θ TV,ŵ , the monotony of the subdifferential mapping implies ĥ , θ −θ ≤ h, θ −θ , ĝ, θ −θ ≤ 0, and f , θ −θ ≤ 0, so that
Now, consider the function H n : R → R defined by
where η will be defined later. We use again the same arguments as in the proof of Lemma 5. We differentiate H n three times with respect t, so that
and
and in the way as in the proof of Lemma 5, we have |H n (t)| ≤ C b (C n + ρ)|H n (t)|, and Lemma 4 entails
for all t ≥ 0. Taking t = 1 and η = θ −θ implies
Moreover, we have
Then, we deduce that
Then, with Equation (29), one has
As H n (0) ≥ 0, it implies that
then Theorem 1 holds. From now on, let us assume that
We first derive a bound on
. Recall that D −1 = T (see beginning of Section 6.5). We focus on finding out a bound for
. On the one hand, one has
•,j T j ) n,k ] ∈ R n is the k-th column of the matrix X B
•,j T j . Let us consider the event
so that, on E n , we have Now, we use the connection between the empirical norm and Kullback-Leibler divergence. Indeed, using Lemma 5, we get
, so that combined with Equation (36), we obtain
This inequality entails the following upper bound KL n (m 0 (X), mθ(X)) ≤ 3KL n (m 0 (X), m θ (X)) + 5 φκ 2 T,γ (J(θ))κ 2 (J(θ))C n (ρ, L n )
, since whenever we have x ≤ c + b √ x for some x, b, c > 0, then x ≤ 2c + b 2 . Introducing g(x) = x 2 /ψ(−x) = x 2 /(e −x + 1 − x), we note that
since g(x) ≤ x + 2 for any x > 0. Finally, by using also (37), we end up with KL n (m 0 (X), mθ(X)) ≤ 3KL n (m 0 (X), m θ (X)) + 2560(
which is the statement provided in Theorem 1. The only thing remaining is to control the probability of the event E n . This is given by the following:
Let ξ i,j,k = (X B
•,j T j ) i,k and Z i = y i − b (m 0 (x i )). Note that conditionally on x i , the random variables (Z i ) are independent. It can be easily shown (see Theorem 5.10 in [33] ) that the moment generating function of Z (copy of Z i ) is given by E[exp(tZ)] = exp(φ −1 {b(m 0 (x) + t) − tb (m 0 (x) − b(m 0 (x)))}).
Applying Lemma 6.1 in [44] , using (38) and Assumption 1, we can derive the following Chernoff-type bounds
where ξ •,j,k = [ξ 1,j,k · · · ξ n,j,k ] ∈ R n . We have 
So, using the weightsŵ j,k given by (12) together with (39) and (40), we obtain that the probability of E n is smaller than 2e −A . This concludes the proof of the first part of Theorem 1.
Proof of Theorem 2
First, let us note that in the least squares setting, we have R(m θ ) − R(m 0 ) = m θ − m 0 2 n for any θ ∈ R d where g 2 n = 1 n n i=1 g(x i ) 2 , and that b(y) = over the set of vectors θ j,• ∈ R D satisfying n j θ j,• = 0, and we put θ * j,• = 0 D for j / ∈ J * . It is easy to see that the solution is given by
where we recall that n j,k = n i=1 1 I k (x i,j ). Note in particular that the identifiability assumption n i=1 m 0 j (x i,j ) = 0 entails that n j θ * j,• = 0. In order to control the bias term, an easy computation gives that, whenever
where we used the fact that m 0 j is L-Lipschitz, so that
Note that |θ * j,k | ≤ m 0 j n,∞ where m 0 j n,∞ = max i=1,...,n |m 0 j (x i,j )|. This entails that θ * ∞ ≤ max j=1,...,p m 0 j n,∞ = M n . So, using also (41), we end up with
DJ * M n (A + log(DpM n )) n , which concludes the proof Theorem 2 using D = n 1/3 .
