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Abstrat. Consider a tandem system of mahines separated by innitely large
buers. The mahines proess a ontinuous ow of produts, possibly at dierent
speeds. The life and repair times of the mahines are assumed to be exponential.
We laim that the overow probability of eah buer has an exponential deay, and
provide an algorithm to determine the exat deay rates in terms of the speeds and
the failure and repair rates of the mahines. These deay rates provide useful quali-
tative insight into the behaviour of the ow line. In the derivation of the algorithm
we use the theory of Large Deviations.
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1. Introdution
A ow line (also alled transfer line or prodution line) is a tandem
system of mahines separated by storage areas | whih we will all
buers | through whih a stream of items ows from one mahine
to the next. Flow lines are frequently enountered in manufaturing
systems and other industrial proesses, as well as in omputer and om-
muniation appliations. A typial ow line is depited in Figure 1. For
a omprehensive survey on ow lines we refer to (Dallery and Gershwin,
1992).
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Figure 1. A ow line with three mahines and two buers (3-stage ow line).
Using the terminology of (Dallery and Gershwin, 1992), we onsider
a ontinuous ow line | in whih we view the stream of produts as a
uid ow | onsisting of n mahines and n   1 intermediate buers,
eah buer having innite apaity. The life and repair times of the
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2mahines are assumed to be independent of eah other and exponen-
tially distributed. Finally, the mahines may have dierent proessing
speeds.
Important performane measures for this model are the stationary
distribution of the ontent of a buer, and the probability of a buer
overow during a speied time interval. In this paper we fous on the
overow probability of a buer, whih we dene as the probability that
the buer ontent exeeds a given threshold before returning to 0.
An exat analysis of ow lines is often not possible. Analytial
results, mostly on stationary distributions, exist only for the most
elementary systems. The 2-mahine 1-buer ase (2-stage ow line) has
been examined in (Zimmern, 1956), where the stationary distribution of
the buer ontent was found. For the 3-mahine 2-buer ow line with
idential mahines and (nite) buers the joint stationary distribution
of the buers was found in (Coillard and Proth, 1984). Although in (De
Koster andWijngaard, 1986) more general 3-mahine 2-buer ow lines
were onsidered, exat results were found only for a number of speial
ases whih ould be diretly related to 2-stage ow lines. The fat
that 3-stage ow lines are essentially more diÆult to solve than 2-
stage ow lines was demonstrated in (Kroese and Sheinhardt, 2001),
where, amongst other uid systems, a uid tandem queue with on-
o input is analyzed. This is basially a 3-stage ow line with one
unreliable mahine at the front of the line and two subsequent reliable
mahines. The joint stationary distribution of the ontent of the two
buers is found and expressed in terms of integrals of modied Bessel
funtions. See also (Kella and Whitt, 1999) for a disussion on linear
uid networks.
Flow lines with more than two mahines are usually analyzed via
simulation and approximation methods. Approximations are often based
on the priniple of deomposition or aggregation. The idea is to deom-
pose the ow line into a set of 2-stage subsystems whih loally have
the same behaviour as the original line. We refer again to (Dallery and
Gershwin, 1992) for details.
Although the deomposition algorithms have proved to be very use-
ful, we annot expet them to yield aurate approximations of small
overow or steady-state probabilities. However, we laim that the over-
ow probability of a buer has an exponential deay, i.e. the probability
of reahing a high level L during a busy period, dereases exponentially
with L. The purpose of this paper is to show how the orresponding
deay rates for a general n-stage ow line an be determined. The exat
knowledge of these deay rates provides useful qualitative insight into
the behaviour of the ow line. As a by-produt, we obtain information
on the manner in whih baklog builds up in a buer.
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3We emphasize the methodology and the relative simpliity of the
results. Related studies may be found in (De Veiana et al., 1993) and
(Chang et al., 1994). In the latter artile, an algorithm was proposed to
eÆiently simulate small buer overow probabilities in ertain ayli
ATM queueing networks, using the Importane Sampling method. Al-
though the \intree" network topology of (Chang et al., 1994) is more
general than our series topology, the network omponents in (Chang et
al., 1994) are ompletely reliable, whereas our ow line system allows
for unreliable mahines. Moreover, in (Chang et al., 1994) the onept
of \eetive bandwidth" has been used, whih seems less natural in the
ontext of ow lines. In fat, the method developed in the present paper
seems simpler and is more in line with (De Veiana et al., 1993). For
aessible aounts on Large Deviations, we refer to (Buklew, 1990)
and (Shwartz and Weiss, 1995).
The organization of the rest of the paper is as follows. In Setion 2 we
introdue the model and dene the relevant parameters. Setion 3, the
main setion of the paper, deals with the deay rates of (the overow
probabilities of) the buers. First, we address the issue why the over-
ow probabilities should have an exponential deay. We then proeed
to show how the orresponding deay rates an be determined via a
minimization program. In Setion 4 we illustrate the theory with a
number of examples. Setion 5 shows an alternative way, more algebrai
in nature, to derive the deay rates. We onlude with some diretions
for future researh.
2. The model
Consider a prodution line onsisting of n mahines in series and n  1
intermediate buers. All buers have innite apaity. Eah mahine
i 2 f1; : : : ; ng has a spei mahine speed 
i
, whih is the maximum
rate at whih it an transfer produts from its upstream buer to its
downstream buer. We view the ow of produts as a uid; in other
words, we are dealing with a ontinuous ow line. The lifetime of ma-
hine i has an exponential distribution with parameter 
i
. The repair of
mahine i starts immediately after failure, and requires an exponential
time with parameter 
i
. All life and repair times are assumed to be
independent of eah other. The rst mahine has an unlimited supply,
and is therefore never \starved". The mahines and buers are num-
bered sequentially. For example, buer i is situated between mahines
i and i+ 1, for i 2 f1; : : : ; n  1g.
The availability a
i
of mahine i is the average fration of time that
the mahine works (whether idle or not). By standard renewal theory,
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4we have
a
i
=

i

i
+ 
i
; i = 1; : : : ; n:
The Isolated Prodution Rate (IPR) of a mahine is dened as the
produt of the mahine availability and speed. In other words, it is the
average rate at whih a mahine would operate if it were \stand-alone"
and had an unlimited supply of produts.
The atual average amount of uid that is proessed by mahine i,
per unit of time, is alled the (mahine) prodution rate, p
i
say. The
prodution rate of the entire owline, p say, is dened as the average
amount of uid that leaves the system per unit of time. Hene in our
ase, p = p
n
. Moreover, it is not diÆult to see that
p
k
= min
i=1;::: ;k
a
i

i
; k = 1; : : : ; n:
In partiular, if the following stationarity ondition holds,
a
1

1
< a
i

i
; i = 2; : : : ; n; (1)
none of the buers will gradually build up to innity and we have
p = p
1
=    = p
n
= a
1

1
:
This is the priniple of onservation of ow, whih states that in this
ase all mahines have the same prodution rate (for a proof see the
Appendix of (Dallery and Gershwin, 1992)).
A quantity that will be of partiular interest for the next setion is
the average net input rate into buer i when there is an innite amount
of uid in the buer. We will denote this by r
i
. More preisely,
r
i
:= p
i
  a
i+1

i+1
= min
j=1;::: ;i
a
j

j
  a
i+1

i+1
: (2)
(Reall that buer i lies between mahines i and i+ 1.)
The ontent of the ith buer at time t is denoted by Z
i
(t). LetM
i
(t)
be state of the ith mahine; M
i
(t) = 1 if the ith mahine works at time
t, and M
i
(t) = 0 else. Let Z(t) and M(t) denote the orresponding
random vetors.
Notation. Throughout this paper we use boldfae letters for n- di-
mensional or (n  1)-dimensional row-vetors.
Assumption. For the rest of the paper we assume that stationar-
ity ondition (1) holds for the ow line dened by the parameters
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5f
i
; 
i
; 
i
g. However, other (auxiliary) ow lines will be onsidered for
whih the orresponding ondition does not hold.
3. Deay rates
In this setion we investigate the overow probability of a buer in a
general ow line. Sine all buers have innite apaity, the behaviour
of a buer does not depend on the behaviour of its downstream buers.
We will therefore onentrate on the last buer in the ow line, i.e. on
buer n  1. Notie that the net input rate into the buer depends on
the state X(t) := (M(t); Z
1
(t); : : : ; Z
n 2
(t)) of the n mahines and the
n 2 other buers. Indeed, we may view the last buer as the reservoir
of a uid queue whih is driven by the Markov proess
1
(X(t)).
We are interested in the probability 
L
that the proess (Z
n 1
(t)),
starting from 0, exeeds some threshold L before hitting 0. Of ourse
this probability depends on the \starting states" of the mahines and
the other buers at the beginning of the busy yle of (Z
n 1
(t)). To
avoid trivialities, we only onsider starting states for whih the last
buer initially lls up. We laim that
lim
L!1
log 
L
L
=  ; (3)
for some deay rate  > 0.
To see why this holds, assume without loss of generality that the
busy yle of (Z
n 1
(t)) starts at time 0. Let P
x
denote the probability
measure under whih (X(t)) starts at x. By E
L
we denote the event
that the ontent of the buer reahes level L during the busy yle. In
partiular, 
L
= P
x
(E
L
). Let T
L
denote the rst hitting time of level L
when E
L
ours, or else put T
L
=1. It is plausible that the onditional
distribution 
L
(dx) := P
x
(X(T
L
) 2 dx jE
L
) onverges vaguely to a
limiting distribution , as L!1, where  is independent of x.
Now, let v be a level suh that the \entrane distribution" 
w
at any
level w  v is \lose" to the limiting entrane distribution . Moreover,
suppose that the probability of reahing level z = w+a, (a > 0), start-
ing from level w and from the limiting entrane distribution, depends
approximately only on a and not on w, and is given by h(a), for some
1
Note, however, that the driving proess (X(t)) has a non-denumerable state
spae; hene the well-established theory on uid queues, see e.g. (Rogers, 1994),
annot be diretly applied.
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6stritly positive funtion h. We then have
2

z
 
v
h(z   v)  
v
h(w   v)h(z   w);
whih leads to 
L
 exp( L), as laimed.
Remark 1. For standard uid queues, where the driving Markov pro-
ess has a nite state spae, it is easy to hek that the overow
probabilities are of the form (3). The limiting entrane distribution
 for suh proesses an sometimes be determined expliitly and be
used in eÆient simulation tehniques, see for example (Garvels and
Kroese, 1999).
In the following proposition we desribe a method to determine the
deay rate for an arbitrary buer in a general ow line. We rst need
some denitions.
Let
~

1
and
~

n
be stritly positive real numbers, and let I be a
subset of f2; : : : ; n   1g. For any suh
~

1
,
~

n
and I, and for any i 2
f2; : : : ; n  1g, let
~

I
i
:=
8
<
:

i
if i 2 I;
q

i

i

i

1

1

1
(
1

1
+
~

2
1
)  
i

i
else.
(4)
Moreover, let
~
b
i
:=

i

i

i

i
+
~

2
i
; i 2 f1; ng: (5)
We may interpret
~
b
i
as the availability of a mahine with failure rate
~

i
and repair rate 
i

i
=
~

i
. Next, for any subset I dene the funtion
g
I
on the set
D
I
:= f(
~

1
;
~

n
)  0 :
~
b
1

1
>
~
b
n

n
;
~
b
1

1
 min
i2I
a
i

i
g (6)
by
g
I
(
~

1
;
~

n
) :=
P
n
i=1

i
(
~

I
i
  
i
)
2
=(
i

i
+ (
~

I
i
)
2
)
~
b
1

1
 
~
b
n

n
; (7)
When D
I
is non-empty, by onvexity arguments, eah funtion g
I
has
a global minimum g
I
on D
I
, possibly on the boundary.
2
We will use the abbreviation g(x)  h(x) to indiate that g(x) = k(x)h(x), for
some funtion k suh that lim
x!1
x
 1
log k(x) = 0.
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7PROPOSITION 1. The deay rate  of the stationary distribution of
the (n  1)st buer is given by
 = min g
I
; (8)
where the minimum is taken over all subsets I  f2; : : : ; n   1g for
whih the set D
I
is not empty.
Proof. For a heuristi proof we use the theory of Large Deviations
along the lines of (De Veiana et al., 1993).
Let L be the overow threshold and let E
L
(as before) denote the
event that an overow
3
of level L ours in the (n  1)st buer, during
a busy yle of this buer. Let S := f0; 1g
n
be the state spae of
the Markov proess (M (t)). The generator of (M(t)) is denoted by
Q := (q
ij
).
We assume the following is true.
1. The most likely path to an overow is a straight line. In other words,
overows of the last buer are due to a steady buildup of uid.
2. In order to establish an overow, (M(t)) has to behave like a
Markov proess with a dierent generator
~
Q = (~q
ij
) during an
extended period of time.
For a justiation of these assumptions we refer to (Anantharam, 1988),
(De Veiana et al., 1993) and (Kesidis and Walrand, 1993).
By (Kesidis and Walrand, 1993), the probability that (M (t)) be-
haves like a Markov proess with generator
~
Q during an interval [0; T ℄
(T large) is approximately
e
 T H(
~
Q jjQ)
;
where
H(
~
Q jjQ) =
X
i2S

~
Q
(i)
0

X
j 6=i
~q
i;j
log
~q
i;j
q
i;j
+ q
i;j
  ~q
i;j
1
A
(9)
is alled the relative entropy of
~
Q with respet to Q. Here 
~
Q
denotes
the stationary distribution of (M (t)) under
~
Q. Let ~r denote the average
net input rate into the (n  1)st buer, when (M (t)) has generator
~
Q
and when the ontent of the buer is innite, as dened in (2). In other
words, let
~r := min
i=1;::: ;n 1
~a
i

i
  ~a
n

n
;
3
The term overow should not be taken too literally here, sine all buers have
innite apaity.
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8where ~a
i
:= ~
i
=( ~
i
+
~

i
) denotes the availability of mahine i under
~
Q.
Combining the results above, the most likely senario leading to an
overow is the following: (M (t)) behaves like a Markov proess with
generator
~
Q, yielding a net input rate  into the last buer, during an
interval of length L=, at the end of whih level L is reahed. We have
asymptotially

L
 sup
>0
sup
f
~
Q j ~r=g
exp

 
L

H(
~
Q jjQ)

 exp
(
 L inf
f
~
Q j ~r>0g
H(
~
Q jjQ)
~r
)
;
whih identies  as
 = min
f
~
Q j ~a
i

i
> ~a
n

n
; i=1;::: ;n 1g
H(
~
Q jjQ)
min
i=1;::: ;n 1
~a
i

i
  ~a
n

n
;
: (10)
Thus,  may be obtained by solving a ompliated minimization
program. Below, we show how to simplify this program.
First, we evaluate the entropy funtion, as given in (9). For the
stationary probability 
~
Q
(x) = P(M = x), we have

~
Q
(x) =
n
Y
i=1
f(1  ~a
i
)(1   x
i
) + x
i
~a
i
g ; x 2 S:
Consequently, the entropy funtion has the following form:
H(
~
Q jjQ) =
n
X
i=1
f
i
(1  ~a
i
) +  
i
~a
i
g; (11)
with

i
= ~
i
log

~
i

i

+ 
i
  ~
i
; i = 1; : : : ; n;
and
 
i
=
~

i
log
 
~

i

i
!
+ 
i
 
~

i
; i = 1; : : : ; n:
Next, we onsider the Lagrangian
L(
~
a;
~
;
~
;K) := w(
~
a)
n
X
i=1
f
i
(1  ~a
i
) +  
i
~a
i
g+
n
X
i=1
K
i

~
i
~
i
+
~

i
  ~a
i

;
with w(
~
a) := 1=(min
i=1;::: ;n 1
~a
i

i
  ~a
n

n
). Note that minimizing L
over all (
~
a;
~
;
~
;K) suh that w(
~
a) > 0, solves (10).
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9Suppose now that L is minimal at 

= (a

;

;

;K

) . Then
the requirements
L(

)
~
i
= 0 and
L(

)

~

i
= 0, i = 1; : : : ; n lead to the
equations
w(a

) (1   a

i
) log



i

i

+K

i
1  a

i


i
+ 

i
= 0
and
w(a

) a

i
log



i

i

 K

i
a

i


i
+ 

i
= 0;
from whih it follows that


i


i
= 
i

i
; i = 1; : : : ; n: (12)
Consequently, we may replae ~
i
with 
i

i
=
~

i
in (10) and (11). In par-
tiular, the right-hand side of (11) beomes
P
n
i=1

i
(
~

i
  
i
)
2
=(
i

i
+
~

2
i
), where the log-terms anel. By replaing also ~a
i
with
~
b
i
:= 
i

i
=
(
i

i
+
~

i
2
) in (10) and (11), we are left with the minimization of a
funtion g dened by
g(
~
) :=
P
n
i=1

i
(
~

i
  
i
)
2
=(
i

i
+
~

2
i
)
min
i=1;::: ;n 1
~
b
i

i
 
~
b
n

n
on the set A := f
~
  0 :
~
b
i

i
>
~
b
n

n
; i = 1; : : : ; n  1g.
Let us all the ow line for whih g is minimal the dual ow line.
We denote the failure and repair rates of mahine i in the dual system
by 

i
and 

i
= 
i

i
=

i
, respetively; and we denote the orresponding
availability by b

i
, i = 1; : : : ; n. In partiular, we annot nd any vetor
 on A suh that g() < g(

).
Suppose that mahine k 2 f1; : : : ; n  1g has the smallest Isolated
Prodution Rate b

k

k
in the dual ow line. Hene, for any mahine
i 2 f1; : : : ; n  1g either b

i

i
> b

k

k
or b

i

i
= b

k

k
. For the rst ase
we must have


i
= 
i
;
beause any other hoie for 

i
would give a higher value for (the
numerator of) g. For the seond ase we have by denition


i
=
s

i

i

i

k

k

k
(
k

k
+ 

k
2
)  
i

i
:
Moreover, we may assume that mahine 1 has the smallest IPR in
the dual ow line. For, suppose this is not the ase. Then the arguments
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above show that there exists a k 6= 1 suh that b

k

k
< b

1

1
= a
1

1
.
Dene the vetor 
0
to be equal to 

exept for the kth entry, 

k
,
whih is replaed with 
k
. The numerator of g(
0
) is obviously larger
than that of g(

). Moreover, the denominator of g(
0
) is smaller than
that of g(

), beause b

k

k
< a
1

1
 a
k

k
(the last inequality follows
from the stability assumption (1) ). Thus g(

) is not minimal, whih
is a ontradition.
This shows that
 = min
If2;::: ;n 1g
min
(
~

1
;
~

n
)2D
I
P
n
i=1

i
(
~

I
i
  
i
)
2
=(
i

i
+

~

I
i

2
)
~
b
1

1
 
~
b
n

n
;
where
~
b
1
and
~
b
n
are given in (5) and, 
I
i
in (4).
The latter minimization program an be easily divided into 2
n 2
simpler minimization programs, leading to formulas (4), (7) and (8),
and nally to Proposition 1.
Remark 2. We may interpret the results in the proof of Proposition 1
in the following way. In the dual ow line | i.e. during an overow
period of the last buer | the rst mahine has the smallest IPR.
Any other mahine in the ow line either has the same IPR as the rst
mahine or has its original failure and repair rate (as in the original
system). In the latter ase, the IPR of the mahine is larger than that
of the rst mahine. This ase typially ours when a mahine has a
muh higher availability than the rst mahine. In the ase where all
dual rates dier from the original rates, the net input rates into buers
1 through n   2 are 0, while the average net input rate into the last
buer is stritly positive. This \balaning property", perhaps holds for
more general network topologies, making it easier to identify the deay
rates is suh networks.
Remark 3. We now indiate how the above method ould be general-
ized to general life and repair time distributions. Consider a arbitrary
mahine, where the lifetimes X
1
;X
2
; : : : have density f and the repair
times Y
1
; Y
2
; : : : have density g. Assume that the repair and lifetimes are
independent of eah other, and that the moment generating funtions
M
X
(s) := Ee
sX
i
and M
Y
(s) := Ee
sY
i
exist. Note that X
1
; Y
1
;X
2
; Y
2
; : : : is a so-alled alternating renewal
proess.
Suppose that the life and repair times have dierent densities during
the interval [0; T ℄. Speially, suppose that we have the exponential
flowline.tex; 3/10/2000; 10:17; p.10
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hange of measures
~
f(x) =
e

f(x)
M
X
()
and ~g(x) =
e

g(x)
M
Y
()
:
Consider a path of the on-o (alternating renewal) proess with jumps
at t
1
; t
2
; : : : . The likelihood of this path over [0; T ℄ under the new
measure satises
L =
f(t
1
)
~
f(t
1
)
g(t
2
  t
1
)
~g(t
2
  t
1
)
f(t
3
  t
2
)
~
f(t
3
  t
2
)
  
 e
 T T
(M
X
()M
Y
())
N
;
where N is the total number of repairs before time T . Under the hange
of measure
N 
T
~
EX +
~
E Y
=
T
(logM
X
)
0
() + (logM
Y
)
0
()
:
This suggests that the relative entropy of one on-o soure (mahine)
is
     +
logM
X
() + logM
Y
()
(logM
X
)
0
() + (logM
Y
)
0
()
:
Extending this to n independent mahines gives an relative entropy
H =
n
X
i=1
 
 
i
  
i
+
logM
(i)
X
(
i
) + logM
(i)
Y
(
i
)
(logM
(i)
X
)
0
(
i
) + (logM
(i)
Y
)
0
(
i
)
!
;
where the M
(i)
X
(M
(i)
Y
) is the generating funtion of a lifetime (repair-
time) of the ith mahine.
The optimization, as in (10) now needs to be performed over the 
i
and 
i
. Notie that for a given reliability ~a
i
of mahine i, 
i
and 
i
are
related by
(1  ~a
i
) (logM
(i)
X
)
0
(
i
) = ~a
i
(logM
(i)
Y
)
0
(
i
):
Remark 4. It should be noted that the atual number of subsets I for
whih D
I
6= ; may be far smaller than 2
n 2
. Also, if for a ertain I, g
I
exists, then g
I
 g
J
, for J  I, so that we do not have to evaluate
all possibilities. Observe that g
;
always has a solution.
Remark 5. If the last mahine is perfet (
n
= 0), the optimization
program (8) should be slightly hanged. Speially, the funtions g
I
in (8) are not dened by (7), but instead by
g
I
(
~

1
) =
P
n 1
i=1

i
(
~

I
i
  
i
)
2
=(
i

i
+ (
~

I
i
)
2
)
~
b
1

1
  
n
;
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on the set D
I
:= f
~

1
> 0 :
~
b
1

1
> 
n
;
~
b
1

1
 min
i2I
a
i

i
g, where
~
b
1
and
~

i
are dened in (5) and (4).
Remark 6. It is tempting to use the \optimal parameters" 

1
; : : : ; 

n
to eÆiently estimate overow probabilities via the tehnique of Im-
portane Sampling, as in (Chang et al., 1994). This would be valid if
during the buildup of baklog in the last buer the failure and repair
rates would be independent of the ontents of the upstream buers. It
turns out, however, see (Kroese and Niola, 1998), that this is not the
ase. The atual, so-alled onjugate rates do depend on the sizes of
the upstream buers. However, for large buer ontents, the mahine
rates are approximately onstant and lose to the optimal parameters
above. It will now be lear why we hose the term dual ow line above
(despite the overuse of this adjetive) instead of onjugate ow line. See
also Example 2.
Remark 7. In many uid queueing models, the deay rate of a ertain
buer overow probability often oinides with the deay rate of the
orresponding steady state distribution of the buer. However, for the
present model this is presumably not the ase, mainly beause the
buers have unlimited apaity. An analogy an be made with an
ordinary 2-node Jakson tandem queue, where the deay rate of the
overow probability of the seond buer is not always equal to the
deay rate of the stationary distribution of the seond buer, whih
is simply =
2
, where  is the arrival rate of ustomers and 
2
is the
servie rate in the seond queue.
4. Examples
In this setion we illustrate the theory with a number of examples.
Example 1. Consider a ow line with three mahines and two inter-
mediate buers. The orresponding mahine speeds, failure and repair
rates are given in the seond, third and fourth olumn of Table I,
respetively. We wish to determine the deay rate of the seond buer.
In view of (8), we have to minimize the funtions g
f2g
and g
;
over
the sets D
f2g
:= f(x; y) 2 R
2
: 2  x < y
p
2g and D
;
:= f(x; y) 2 R
2
:
0 < x < y
p
2g, respetively. In the rst ase we have
g
f2g
(x; y) =
x
2
( 6 + 4y   3y
2
) + x(32 + 8y
2
)  16(5   2y + 2y
2
)
2(x
2
  2y
2
)
:
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By straightforward algebra we nd that g
f2g
(x; y) is minimal for x = 2
and y = 2 +
p
2, with minimum (7 + 4
p
2)=(1 +
p
2)  5:24.
For the seond ase we have
g
;
(x; y) :=
x
2
( 5 + 2y   2y
2
) + x(24 + 6y
2
)  48 + 16y   18y
2
x
2
  2y
2
:
The minimum (55+7
p
97)=24  5:164 is attained in ((31 
p
97)=12; (17+
p
97)=8). Sine this is smaller than the previous minimum, we have
found the solution to the minimization program (8); and thus
 =
55 + 7
p
97
24
:
The original and dual rates are given in the table below. Notie that
in the dual ow line the rst buer is \balaned", suh that the average
net input rate into the buer is 0:

1


1


1
+ 

1
  
2


2


2
+ 

2
= 0
Also, the average net input rate into the seond buer during an over-
ow period is

2


2


2
+ 

2
  
3


3


3
+ 

3
=
4753 + 12863
p
97
286847
 0:458219:
Table I. Original and dual parameters of the ow line of Example 1.
i 
i

i

i


i


i
1 1 4 2
31 
p
97
12
96
31 
p
97
2 1 1 2
31 
p
97
24
48
31 
p
97
3 1 1 4
17+
p
97
8
32
17+
p
97
Example 2. Consider a 3-stage ow line with parameters given in
Table II. Notie that the last mahine is perfet. In view of Remark 5
we have to minimize the funtions g
f2g
and g
;
given by
g
f2g
(x) =
(x  5)
2
10  x
2
and
g
;
(x) =
75  20x+ 4x
2
  2
p
30
p
 5 + 2x
2
20  2x
2
;
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over the sets
D
f2g
:= fx <
p
10;
5=x
x+ 5=x
3 
2
3
g
and D
;
:= fx <
p
10g, respetively. However, D
f2g
is empty; and sine
g
;
attains its minimum at x

:= 2:271275438 : : : , we have
 = g
;
(x

)  2:576668739:
The reader may hek that x

is a zero of the polynomial
 10000 + 23000x   11825x
2
  6900x
3
+ 5750x
4
  920x
5
+ 16x
6
:
Also, as in the previous example, the average net input rate into the
rst buer is 0 in the dual system.
Table II. Original and dual parameters of the ow line of Example 2.
i 
i

i

i


i


i
1 3 5 1 2.271275438 2.201406274
2 2 2 1 0.842012211 2.375262464
3 1 0 1 0 1
In (Kroese and Niola, 1998) a more detailed study of this very
system is given. It turns out that the buildup of baklog in the seond
buer does not quite happen in the way that is suggested in Setion 3.
During an overow period, the mahine rates (life and repair rates)
do not remain onstant, but depend on the ontent of the rst buer.
Speially, these so-alled onjugate rates are of the form
q

ij;kl
(x) =

1
+ 
2
x
d
1
+ d
2
x
; x  0; i; j; k; l 2 f0; 1g:
The onnetion with the dual rates is the following. As x ! 1 the
onjugate rates onverge to the orresponding dual rates. For example,
q

00;01
(x)! 

2
, as x!1. Thus 

2
ould be interpreted as the limiting
repair rate of the seond mahine in the onjugate system. Similar
interpretations hold for 

1
; 

2
and 

1
.
Example 3. Consider the 3-stage system with parameters given in Ta-
ble III. Copying the proedure of Example 2, we rst have to minimize
g
f2g
(x) :=
(x  3)
2
6  x
2
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on the set D
f2g
= fx <
p
6g. This orresponds to the situation where
in the dual system the seond mahine retains its original repair and
failure rate. On D
f2g
, g
f2g
is minimal at x

:= 2. Sine x

lies in
the interior of D
f2g
, we do not need to evaluate g
;
, and onsequently,
 = g
f2g
(2) = 1=2. The dual rates are given in Table III.
Table III. Original and dual parameters of the ow line of Example 3.
i 
i

i

i


i


i
1 3 3 1 2 3/2
2 2 1/3 4 1/3 4
3 1 0 1 0 1
This time, in ontrast to the two previous examples, the rst buer
in the dual system is not balaned.
5. An alternative method to nd 
For an ordinary uid queue driven by a nite state Markov proess,
the deay rate,  say, of the buer an in general be found via two
methods. The rst method involves an optimization program similar
in nature to the one desribed in the previous setion. In the seond
method   is identied as the largest stritly negative eigenvalue of
the eigenvalue equation
Qv = Rv;
where Q is the Q-matrix of the driving proess and R denotes the
diagonal matrix of net input rates. For more details, see for example
Chapter 3 of (Mandjes, 1996). The eigenvalue equation is losely related
to the Kolmogorov Forward Equations of the joint driving and the
buer ontent proess.
Without going into details, we indiate an alternative way to derive
the deay rates for some ow lines. A more detailed study of the idea, for
a 3-stage ow line, is given in (Kroese and Niola, 1998). The method
goes as follows. For any binary vetor x = (x
1
; : : : ; x
n
) 2 S = f0; 1g
n
,
let x
i
denote the vetor (x
1
; : : : ; 1   x
i
; : : : ; x
n
), and let f
x
be the
\density" dened by
f
x
(u
1
; : : : ; u
n 1
) :=

n 1
P(M = x; Z
1
 u
1
; : : : ; Z
n 1
 u
n 1
)
u
1
   u
n 1
;
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u
1
; : : : ; u
n 1
> 0. The 2
n
densities f
x
satisfy the following set of partial
dierential equations (these are in fat the time-stationary Kolmogorov
Forward Equations of the proess (M (t);Z(t)), see e.g. (Zimmern,
1956)):
n 1
X
i=1
(x
i

i
  x
i+1

i+1
)
f
x
u
i
=
((1  x
i
)
i
+ x
i

i
) f
x
i
 
n 1
X
i=1
(x
i

i
+ (1  x
i
)
i
) f
x
:
Taking ((n  1)-dimensional) Laplae transforms, we obtain
4
the alge-
brai equation
n 1
X
i=1
(x
i

i
  x
i+1

i+1
)s
i
~
f
x
  
x
) = (13)
((1  x
i
)
i
+ x
i

i
)
~
f
x
i
 
n 1
X
i=1
(x
i

i
+ (1  x
i
)
i
)
~
f
x
;
for some onstants 
x
;x 2 S. Hene, if we gather the
~
f
x
's and 
x
's
into vetors
~
f and  respetively, we obtain the matrix equation
A(s
1
; : : : ; s
n 1
)
~
f (s
1
; : : : ; s
n 1
) = (s
1
; : : : ; s
n 1
);
where A(s
1
; : : : ; s
n 1
) follows from (13).
The polynomial detA(s
1
; : : : ; s
n 1
) is of partiular interest. In er-
tain ases, in partiular when  = g
;
,   is an extreme point of a
losed subset of the set f(s
1
; : : : ; s
n 1
) : detA(s
1
; : : : ; s
n 1
) = 0g. We
will illustrate the idea with an example.
Example 4. Consider the ow line of Example 1. Arranging the f
x
in
lexiographial order (000,001,010, : : : ,111) into a vetor f , we obtain
the following matrix equation:
A
~
f(p; s) = ; (14)
4
We denote the Laplae transform of a vetor-valued funtion h by
~
h.
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where
A =
0
B
B
B
B
B
B
B
B
B
B

8  1  1 0  4 0 0 0
 4 5  s 0  1 0  4 0 0
 2 0 7  p+ s  1 0 0  4 0
0  2  4 4  p 0 0 0  4
 2 0 0 0 10 + p  1  1 0
0  2 0 0  4 7 + p  s 0  1
0 0  2 0  2 0 9 + s  1
0 0 0  2 0  2  4 6
1
C
C
C
C
C
C
C
C
C
C
A
:
The determinant of A =: A(p; s) is
detA(p; s) =  332640 p   108944 p
2
+ 10140 p
3
+ 1800 p
4
  133056 s
+ 171128 p s   12036 p
2
s  5376 p
3
s  184 p
4
s
  96848 s
2
+ 20160 p s
2
+ 8304 p
2
s
2
+ 68 p
3
s
2
  48 p
4
s
2
+ 3744 s
3
  3720 p s
3
+ 420 p
2
s
3
+ 96 p
3
s
3
+ 1152 s
4
  304 p s
4
  48 p
2
s
4
:
In Figure 2 a part of the set f(p; s) 2 R
2
: detA(p; s) = 0g is
depited. Let us all the left-most s-oordinate of the losed urve
through (0,0) the ut-o point, s

say. The reader may hek that s

is
exatly  .
-6 -4 -2 2
s
-10
-5
5
p
Figure 2. A subset of f(p; s) 2 R
2
: detA(p; s) = 0g forms a losed urve through
(0,0). The left-most s-oordinate of this urve is  .
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For a general 3-stage ow line with idential mahine speeds 
i
=
1; i = 1; 2; 3, we have similarly
A
~
f(p; s) :=
0

B  
1
I
4
 
1
I
4
B + (p+ 
1
  
1
)I
4
1
A
~
f(p; s) = ; (15)
where
B :=
0
B
B


1
+ 
2
+ 
3
 
3
 
2
0
 
3
 s+ 
1
+ 
2
+ 
3
0  
2
 
2
0  p+ s+ 
1
+ 
2
+ 
3
 
3
0  
2
 
3
 p+ 
1
+ 
2
+ 
3
1
C
C
A
;
It is possible to identify the ut-o point s

as a zero of a fth-
degree polynomial, in whih the oeÆients are rational funtions of
the parameters. The formula is rather lengthy (two pages of output)
and we therefore omit it. However, for the non-trivial ase where the
availabilities of the rst two mahines are idential, a
1
= a
2
, we have
the simple expression
s

=
(
1
+ 
2
)(
3

2
  
2

3
)(
1
+ 
2
+ 
3
+ 
1
+ 
2
+ 
3
)

2
(
1
+ 
2
+ 
3
)(
1
+ 
2
+ 
3
)
:
Finally, a note on the algebra involved in nding s

for general 3-
stage ow lines (not neessarily with idential speeds). All we have to
do is to determine (p; s) satisfying the equations detA(p; s) = 0 and

p
detA(p; s) = 0. We an eliminate the variable p from the equations
by taking the resultant of the polynomials detA(p; s) and

p
detA(p; s),
with respet to p.
For example, in the model of Example 2 we have found numerially
  2:576668739; we wish to express  as a zero of a polynomial with
integer oeÆients. We have
detA(p; s) =  27 p  86 p
2
  12 p
3
  54 s+ 85 p s
+43 p
2
s+ 6 p
3
s  53 s
2
  27 p s
2
+ p
2
s
2
+ 2 s
3
  4 p s
3
+ s
4
and
 detA(p; s)
p
=  27  172 p
 36 p
2
+ 85 s+ 86 p s+ 18 p
2
s  27 s
2
+ 2 p s
2
  4 s
3
:
The resultant of the two polynomials above with respet to p is the
polynomial
 18( 2 + s)( 45 + 19 s+ s
2
)
2
(732   22468 s   12793 s
2
+ 2706 s
3
+ 3163 s
4
+ 712 s
5
+ 48 s
6
):
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This identies   as a zero of the polynomial
732  22468x   12793x
2
+ 2706x
3
+ 3163x
4
+ 712x
5
+ 48x
6
:
6. Conlusions and diretions for future researh
We have demonstrated how the deay rates of the buer overow
probabilities in a general ow line an be determined via a minimiza-
tion program. These deay rates provide useful qualitative insight into
the behaviour of the ow line. The analysis reveals, as a by-produt,
information on the manner in whih an overow ours. Speially,
we obtain the \dual" failure and repair rates of the mahines. These
quantities an be interpreted as asymptoti failure and repair rates
during an overow period of a buer.
A possible diretion for researh is the eÆient simulation of loss
probabilities through Importane Sampling (IS), as in (Chang et al.,
1994). The orresponding optimal hange of measure turns out to be
more ompliated than the one in (Chang et al., 1994), but an still
be determined in some ases. In partiular, for a 3-stage ow line this
has been done in (Kroese and Niola, 1998). Empirial results using IS
show several orders of magnitudes of variane redution ompared to
standard simulation when estimating small loss probabilities.
Other topis inlude generalizations of our methodology to general
networks, e.g. intree or fork-join networks. Also the failure and repair
mehanism might be generalized by onsidering Phase-Type or even
general distributions. It should be noted that the main reason why
the overow probabilities have an exponential deay is that the life
and repair times have \thin-tailed" distributions. In the ase of heavy-
tailed distributions, buer overow is more likely to result from an
exeptionally long repair or lifetime of a mahine rather than from a
steady buildup in the buer.
The relationship between the deay rate of the steady-state distribu-
tion of the ontent of a buer and the deay rate of the orresponding
overow probability should also be investigated.
As a starting point for a rigorous treatment we ould view the
ontent proess of a buer in the ow line as a (reeted version of a)
Markov Additive Proess (MAP). The main diÆulty is that the driving
Markov proess has a non-denumerable state spae and a ontinuous
time parameter. Although large deviations for MAP's in disrete time
have been onsidered in (Ney and Nummelin, 1987), it is not lear at
this stage whether the theory in the latter artile provides a onvenient
basis for a rigorous study of baklogs in ow lines.
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