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PREFACE
In recent years, new vector magnetographs and plans for future magnetograph systems seem
to be springing up everywhere throughout the world-wide solar community, in the United States,
France, China, Japan, the Soviet Union, and through the efforts of several international consortia.
Though measurements of the photospheric vector field have been made since the late fifties and
early sixties, primarily by our Russian colleagues, this recent revival of interest in developing vector
magnetographs may be attributable to the advent of a modern technology that now allows us more
versatility in approaching this formidable venture. In view of the rising interest in vector measure-
ments, we here at the Marshall Space Flight Center believed it appropriate to convene a workshop
dedicated to the subject of measurements of solar vector magnetic fields. Our primary goals were to
enhance our understanding of the various techniques available for vector field measurements, to
illuminate presently used methods for the interpretation of these measurements, and to develop
dialogue between observers and theorists concerning the role of vector magnetic fields in our present
understanding of solar processes.
The workshop was held at the Space Science Laboratory of the Marshall Space Flight
Center, Huntsville, Alabama, U.S.A., in May of 1984. Twelve scientists from the international solar
community joined over two dozen solar astronomers from the United States along with about thirty
from the Huntsville area in vigorous and exciting discussions where new technical and theoretical
ideas were exchanged and collaborative efforts initiated in an atmosphere of mutual cooperation.
The workshop was divided into four sessions, and each session began with invited talks
followed by contributed papers and discussion periods. We thank the invited speakers for their
excellent reviews that set the stage for the rest of the sessions. We are also extremely grateful for
the high quality of all the contributed talks; they were a primary factor in the success of the work-
shop. The session chairmen were Yoshi Nakagawa, Vic Pizzo, Bob MacQueen, Eberhard Wiehr,
Jack Harvey, Dave Rust and Einar Tandberg-Hanssen. We are indebted to these people for guiding
the vigorous and sometimes intense discussions during their sessions.
We wish to acknowledge specially a few of the many people who made'this workshop and
its accompanying social program a reality. Financial support was provided by the following three
institutions: the National Aeronautics and Space Administration through the Chief of the Office
of Solar and Heliospheric Physics at NASA Headquarters,Dr. J.D. Bohlin; the University of Alabama
in Huntsville, whose Director of Research, Dr. C. A. Lundquist, made possible the financial support
of his institution and who arranged the Tuesday evening reception at the Burritt Museum; the
National Oceanic and Atmospheric Administration, providing support through Gary Heckman,
Chief of the Services Division of Space Environment Laboratory. We thank Dr. W. R. Lucas, Direc-
tor of Marshall Space Flight Center, for providing resources and personnel of the Center for the
workshop. In like manner, we thank Dr. Alex Dessler, Director of Space Science Laboratory, for
±
useof the facilitiesof theLaboratory;in addition,weareindebtedto Alexwhoseideait wasin the
first placeto holdworkshopslike thisone,andweappreciatehisenthusiasticsupportof our efforts.
To the membersof the SpaceScienceLaboratory'sSolarScienceBranchweextendour sincere
thanksfor their time andeffort in helpingusconducttheworkshopandtheextracurricularactivi-
ties. Mrs.TaunaMooreheadprovidedinvaluableassistancein preparingandeditingtheProceedings,
andwe thankherfor her time andeffort. Last,but by no meansleast,we thankMrs.LeilaReed,
oursecretary,for all that shedid aswepreparedfor theworkshopaswellasfor hereffortsduring
the workshop;we arealsoindebtedto her for herwork in the preparationof theseProceedings.
ScientificOrganizingCommittee
MonaJ.Hagyard,Chairman
ErnestHildner
RonaldL. Moore
StevenT. Suess
EinarTandberg-Hanssen
ShiTsanWu
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INTRODUCTION
There is no question today among solar astronomers about the fundamental importance
of the solar magnetic field in most of the physics of the Sun. In the visible layers of the solar
atmosphere we see this field shaping and controlling the solar plasma, providing the energy source
for the explosive phenomenon of solar flares, forming sunspots, appearing in the supergranular
cells as subarcsecond concentrations of kilogauss field strengths, and interacting with the convec-
tive motions of the subsurface plasma to produce the solar cycle. This fundamental role of the
magnetic field has prompted the development over the years of instruments to measure the field,
beginning with the pioneering work of George Ellery Hale in the early years of this century. In
the eight decades since Hale's initial work in measuring the magnetic fields in sunspots, we have
progressed steadily in developing magnetographs, and so-called "line-of-sight" or "longitudinal"
magnetographs to measure the line-of-sight component of the magnetic field in the photosphere
are common instruments at many solar observatories today. However, to fully understand the
solar field, we must be able to measure the complete magnetic vector, and this has always proven
to be a more difficult achievement. The measurement of the transverse (to the line-of-sight)
magnetic component requires sensitive detectors, precision polarimetry, and minimal or minute
instrumental polarization in the optical system. In addition to the instrumental problems associated
with vector magnetographs, there is the perplexing issue of interpreting the data once they are
obtained. The theory of the radiative transfer of polarized light in a magnetic medium does not
provide easily managed formulas to relate measured values to magnetic field components except
under sometimes questionable assumptions.
With recent developments in instrumental technology and the availability of high-powered
computers, we are now in a better position to develop vector magnetograph systems that will
reliably measure the vector field and easily manipulate the data for more efficient analyses. With
many observatories taking advantage of this new technology by upgrading existing magnetographs
or building new ones, it seemed that it would be useful to provide a forum for exchanging new
ideas and concepts among those involved in developing the instrumentation and the interpretative
_+h_Ao 7rho h;,_,l,, successfu! M_r_r" Wnrk_hnp wn_ _nch a forum, and conseouentlv, this volumelll_,JLIl%,J_l.I-O. ILII_ lt,t_lll_ ..................... . . - ,
of proceedings from that workshop provides today's solar astronomer with an overview of current
instrumental, analytical, observational and theoretical research in the area of solar vector magnetic
fields.
In the first section of these Proceedings, our theoretical understanding of solar vector mag-
netic fields is explored. Our objective in this session of the workshop was to generate dialogue
between theorists and observers to determine what aspects of solar vector fields should be inves-
tigated. Questions we asked were: what aspects of vector magnetic fields are important to theo-
retical models? Where should the field be measured? In what solar processes and phenomena are
they important? What are the important derived quantities? In this section, E. N. Parker points
out that one of the immediate rewards of measuring the vector field at the photospheric surface
is information on the strains introduced into the magnetic field by the convective motions that
deform the field. However, Parker also indicates that the rapid shuffling of the magnetic field
lines by granular motions produces small-scale fields that are not in static equilibrium, so that we
cannot extrapolate our vector measurements of the photospheric field upwards with equations
assumingstatic equilibrium.In his paperin this session,B. C. Lowattemptsto assesswhatuseful
physicscanbe learnedusingvector magnetograph data as inputs to model quasi-static, large-scale
magnetic structures. Low shows that the existence of force-free states can be tested using vector
magnetic field data in equations derived from classical virial relations. In regions where the field
is force-free, Low points out that the vector data can determine whether it is of the hnear or non-
linear type. Low also reports on recent progress in developing theoretical models of three-
dimensional plasma loops.
In Section 2, techniques for measurements of vector magnetic fields are presented. This
session was devoted primarily to the instrumentation required for measuring the vector field in
the photosphere, transition region, and corona. Both ground-based and flight systems were
included, and the purview included systems in operation, in development, and in the conceptual
phase. J. W. Harvey introduces the subject by reviewing recent trends in spectropolarimetry as
applied to measurements of the Zeeman effect. He discusses recent developments in detector
arrays that improve observing efficiency and the use of narrow-band filters and Fourier transform
spectrometers instead of grating spectrographs to improve angular and temporal coverage on the
one hand and to improve spectral coverage and precision on the other. In the second review paper
in this section, J. L. Leroy gives a detailed exposition on the application of the Hanle effect to
the measurement of weak magnetic fields. Leroy reviews the successful development recently of
the exact quantum-mechanical treatment of this effect, and he indicates the various astrophysical
applications of the technique, for example, measurements of prominence fields and the turbulent
photospheric field.
Section 3 is devoted to techniques for interpretation of the observational data and to some
observational results. This session encompassed such topics as magneto-optical effects, anomalous
Stokes profiles, unresolved fine structure, the Hanle effect, line damping, and inversion techniques;
several papers on observational results were also presented. J. O. Stenflo, in his paper "Diagnostics
of Vector Magnetic Fields," discusses the fundamental problem of interpretation that is introduced
by the spatially unresolved fine structure of the magnetic field at the photospheric level. Other
diagnostic problems of fluxtube physics are discussed, including mass motions inside fluxtubes,
temperature structure as a function of fluxtube diameter, and the divergence of the fluxtube field
with height. Stenflo indicates that the resolution of this diagnostic problem lies in either observa-
tions in suitable combinations of spectral lines or in deriving the Stokes profiles with very high
spectral resolution (as provided, for example, by the Fourier Transform Spectrometer of the NSO
McMath telescope). In his review paper, E. Landi Degl'Innocenti discusses first the two different
mechanisms that produce polarization in solar spectral lines: the Zeeman effect and atomic polariza-
tion. He then turns to the inverse problem, deducing the value of the magnetic field from polari-
metric measurements, and reviews the factors that make this problem basically still unresolved.
Landi gives an overview of the different algorithms that have been developed to deduce the
magnetic field from profiles of the Stokes parameters and points out the reasons why the different
algorithms may produce different results for the measurement of the magnetic field.
In this age of advanced computer technology, modem techniques to display computer-
generated graphics can provide sophisticated methods for visuahzation of the observed vector field
and its derivative parameters as they evolve and change with time. It was the purpose of the final
sessionof theworkshopto exploresomeof thesetechniquesthat havebeenor can be developed.
To provide an overview of the subject, we asked M. Altschuler of the University of Pennsylvania
School of Medicine to "return to the fold" of solar physics briefly and describe to us what can be
done in the field of computer graphics and image processing today. In his review paper, Altschuler
describes what is meant by computer graphics and computer imaging, and then discussses how they
can be used by solar physicists to process raw images, to compare different data, to transform data
to different coordinate systems, to create data bases from processed or unprocessed data, and to
interrogate and visualize the information in these data bases. He then outlines some important
considerations to keep in mind in setting up a graphics and image-processing facility.
At the completion of this workshop there were admittedly many unresolved problems and
unanswered questions. However, those of us who participated in the workshop were caught up in
an atmosphere of renewed interest in measuring the Sun's vector magnetic field, generated by the
exchange of new ideas and techniques that did occur. It is our hope and expectation that these new
concepts will guide and stimulate further work in this field, both theoretical and technical, leading
us to new breakthroughs in addressing the problems that remmn. We also anticipate that these
Proceedings will be useful to the Workshop participants and to the broader solar research
community.

SECTION 1
THEORETICAL UNDERSTANDING OF SOLAR
VECTOR MAGNETIC FIELDS
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THE VECTOR STRUCTURE OF ACTIVE MAGNETIC FIELDS
E.N. PARKER
Dept. of Physics, University of Chicago, Chicago, lllinois
Abstract. Observations are needed to show the form of the strains introduced into
the fields above the surface of the sun. The longitudinal component alone does
not provide the basic information, so that it has been necessary in the past to
use the filamentary structure observed in Ha to supplement the longitudinal in-
formation. Vector measurements provide the additional essential information to
determine the strains, with the filamentary structure available as a check for
consistency. It is to be expected, then, that vector measurements will permit a
direct mapping of the strains imposed on the magnetic fields of active regions.
It will be interesting to study the relation of those strains to the emergence of
magnetic flux, flares, eruptive prominences, etc. In particular we may hope to
study the relaxation of the strains via the dynamical nonequilibrium.
Io DETERMINATION OF MAGNETIC FIELDS
The vector nature of magnetic fields is well known. The purpose of this review is
to outline the connection between the topology of the vector field and its equi-
librium properties. As we shall see, the topology determines the equilibrium con-
figuration, and even whether there is an equilibrium. For as we shall see, some
topologies cannot be in equilibrium, forming instead sheet-like discontinuities
where the fluid is in dynamical motion and the field subject to rapid dissipation.
The development of the subject makes it clear that an observational determination
of the complete vector field at the photosphere is essential to deducing the con-
figuration of the field above the surface of the sun. For the fact is that we are
able to observe the magnetic field of the sun only in a thin layer at the photo-
sphere. Some variation in height (_2xl03km) is possible through the choice of dif-
ferent spectral lines, but essentially all observational information is confined to
a sheet. The problem is to deduce the rest o_ the field from the compl_te vector
_ (_yjO,_at that one sheet.
Extrapolation downward from the surface is a dubious exercise, even in principle,
because of the convection _(r _ _) from the surface of the dense gas, overpowering
and deforming _ in a manner described by the familiar induction equation
_/_ = _(_) +_ (1)
where the resistive decay coefficient _ = cz/j#_ is negligible (Cl09cma/sec) for
most considerations. Even in the intense magnetic fields of sunspots, which are
so strong as to suppress the convective motion _ in large degree, the equations
for static equilibrium in a gravitational potential _ and fluid pressure _ ,
tell us only that the interior of the field is strongly evacuated, so as to com-
press the field to the observed high intensity of 3000 gauss. More cannot be said
?
until a knowledqe of the fluid pressure is available. Unfortunately the vertical
structure of a sunspot extends downwardover manyscale heights, so that p is
highly sensitive to the temperature X , which is highly sensitive in turn to what-
ever convective velocity _ mayexist in and around the intense magnetic field.
As a result, knowledge of the basic causes of sunspots and of their subsurface
structure extends little if at all beyond conjecture (see discussion in Meyer,
Schmidt, Weiss, and Wilson, 1974; Parker, 1979a).
Above the surface of the sun the situation is somewhatdifferent because above
active regions the fluid pressure declines rapidly to values well below the mag-
netic stress level B_/g_ . What is more, we can see the filamentary structure
of the gas embeddedin the field, providing direct information on the topology of
the field. So we are still faced with the basic magnetohydrodynamical relations
(i) and (2), but we have supplementary information to assist us on our way.
There are manydynamical phenomena,e.g. spicules, coronal transients, flares,
the solar wind, etc. arising in the magnetic fields above the surface of the sun.
They involve the dynamical equation
(3)
in place of the static equation (2). To keep the present exposition as simple as
possible we avoid such effects as muchas possible. Someof the other lectures
will deal directly with them. Wepursue, instead, the "simple" concept of the
quasi-static fields above the surface of the sun and what we can learn about them
from the theoretical properties of the static equation (2).
Weare all familiar with static electric and magnetic fields in vacuo. Each can
be described in terms of a single scale function satisfying Laplace's equation in
any region free of separated electric charges or free of electric currents, respec-
tively. Such fields have the convenient property that they are uniquely determined
throughout any volume of space by the specification of the normal componentover
the surface enclosing that volume. Thus, for instance, the line-of-sight component
of the magnetic field on the surface of the sun, together with the knowledge that
the field falls off to negligible values at large distances above the surface, is
sufficient to determine the complete static magnetic field above the surface of the
sun. In fact, the magnetic field is nothing more than the field configuration with
minimumenergy for the given normal componenton the boundaries. The topology of
the field is a secondary consideration, taking on the simplest form compatible with
the boundary conditions (see Adamsand Pneuman,1976; Sheeley, 1982, for example_.
It is an interesting observational fact, first pointed out by Sheeley et al.(1975) that the large-scale magnetic field above an emerging active region quickly
approaches a simple potential form, with the most direct connection and the minimum
energy, for the distribution of the normal componentof the field observed at the
surface. It is well known, however, that the magnetic fields at the surface of the
sun are continually deformed by the motions of the dense fluid at and below the
surface. Such convective motions continually deform the field, introducing strains
that spread themselves along the entire length of the lines of force above the sur-
face. The result is that the field above the active regions is not a purely poten-
tial form on small scales at least, but has a more complicated form high in the
atmosphere where p_ _Bm . This has led to the study of equation (2) with small
or negligible gas pressure, so that
(Vx i_.) x IB =0 (4)
for the "force-free" magnetic field, ioe. for the field which exerts no force on
the gas throughout the solar atmosphere above the visible surface. The general
solution of (4) is
(5)
where _(r) is a function of position that is arbitrary except for being constant
along each magnetic line of force, _ _ = O . It is at this point that the
topology of the magnetic field makes its appearance, because the field lines repre-
sent lines of constant _ which must be determined before _ can be computed and
related to the observed field at the surface of the sun. This problem--which is
sufficiently difficult that it may fairly be called a dilemma--can be avoided by
expanding _Ir) about some point _ in the field and keeping only the first term
in the series, _(_ ) = constant. The topology of the field drops out of the pic-
ture, then, because _=© and _ V_ : O for any field topology. As a re-
sult, a variety of models of force-free fields with constant _ have been worked
out for comparison with observation. Such models have enjoyed a measure of success
as the next step beyond the potential solutions in which _ is equated to zero
(cf. Raadu and Nakagawa, 1971; Nakagawa, Raadu, Billings, and McNamara, 1971;
Nakagawa and Raadu, 1972; Tanaka and Nakagawa, 1973; Molodensky, 1974,1975,1976;
Sheeley and Harvey, 1975; Levine, 1975; Low and Nakagawa, 1975; Low, 1977,1978;
Migliuolo and Cargill, 1983).
It is at this point in the theory of static equilibrium of magnetic fields in a
highly conducting medium that we encounter the necessity of vector field measure-
ments. If _ = O , then the solution of (5) is uniquely determined by the normal
component (often the line of sight component) over the surface of the sun. But if
# O , the precise value of _ has to be determined, even assuming that it is
uniform over the region. The line of sight component is sufficient to determine
the solution only if _ is already known. There is, of course, other information
available, such as the filamentary structure of the gas observed in the photosphere
in H_ and other lines, which shows the local direction of the magnetic vector even
if it does not provide a direct quantitative measurement. The filaments have been
used to supply the value of _ , allowing a unique determination of the field _rom
the observed normal component (cf. Nakagawa, Raadu, and Harvey, 1973; Sheeley,
1982). The theoretical studies of force-free field with constant _ show, too,
that the observations are not fitted precisely by this special class of field.
Indeed, the deviations may be large on both large and small scales in many cases.
And it is at this point that quantitative measurement of both the longitudinal
(line of sight) and transverse components of the magnetic field becomes essential.
The observed filamentary structure at the surface of the sun is not sufficient.
To be specific, suppose that the observer examines the central region of the
solar disk and observes the line of sight component and the two transverse com-
ponents of the magnetic field. The line of sight component we designate by B_
using a coordinate system in which the z-axis is perpendicular to the local solar
surface and the x and y axes lie in the surface. The two transverse components
_x (_7) and _7 (_JT) allow the z-component of the curl, _/_ - _/_y
to be computed, which determines _ as a function of position upon substitution
9
into (5). This exercise provides a direct measure of the torsion of _(_,7)
and an illustration of the degree of error in the assumption that _ is a con-
stant. It illustrates, too, the essential role of the transverse components of
the magnetic field, without which one can do little to determine the manner of
variation of _ .
Later papers in this workshop go into the problem of computing force-free fields
and determining _ . With the assumption that _ is uniform, the problem is a lin-
ear one, as is obvious by inspection of equation (5). As soon as one admits a
variable _ the problem becomes nonlinear in a particularly ugly way. The basic
problem is that (_) is a linear equation in _ only if _ is known independently,
not only on the photosphere where it may be derived directly from observation, but
throughout the entire volume above the photosphere where the field is non-negli-
gible. Since _ _ =O , c_ projects upward from the photosphere along the field
that we have not yet calculated. Thus, the calculation of the field is tied direct-
ly to the final configuration of the field. Now in a magnetically isolated (closed)
region on the surface of the sun, any line of force that extends up from a point
P_ must re-enter the sun at some other point _ in the same region where the
value of _ is the same as _ at F_ . So if we plot contours of constant _ on
the surface of the sun, as sketched in Figure i, we know that any line of force of
a force-free field extending up from
a point on a given contour _ : _
must re-enter the sun somewhere on
the same contour, or on a nearby con-
tour for the same value of _ . But
where on the contour is not clear.
That depends upon the net torsion
introduced into the field by the fluid
motions below the surface. The func-
tion _ is itself a measure of the
torsion along its own line of force.
To illustrate this directly, consider
a small area S oriented perpendicular
to the field _ at some point P in
space. Then if C is the closed curve
around the boundary of _ , the inte-
gral of (S) over S yields
The integral on the right hand
side of the equation is just the
Fig. i. A sketch of the contours of con-
stant ,_ in the photosphere, with the heavy
looping line representing a magnetic line of
force of the force-free field with an assign-
ed value _o connecting between two points
p_ and _ .
total flux _ across S , while
the integral on the left side can be transformed by Stokes theorem into a line
integral of the transverse component of the field around the periphery,
)d_- = (6)
To state this relation in its most primitive form, consider a circular contour
with small radius r. Then _> = _ _ _ , where _ is the magnitude of _ at the
center of _ . Denote by D_ the mean value of the transverse field circling C
I0
so that the left hand side of (6) can be written _ _ b_ . Then (6) reduces to
i
b_ = 7 _ r B (7)
showing that the torsional component of the field, arising from the overall twist-
ing _ , grows linear with radius r at a rate proportional to _ . It is evident,
then, that the function _(_) provides the information on the torsion, telling us
how far around the contours for constant _ the fields are twisted. But it is a
difficult nonlinear mathematical problem to provide a precise result for _ and
the associated _(_).
The purpose here is to pursue the theoretical problem beyond these first stages
to provide a broader view of the implications of static equilibrium of a magnetic
field, described by (2), with particular attention to field topologies for which
there is no equilibrium at all.
II. INDETERMINATE MAGNETIC FIELDS
The general theoretical question posed by solution of the static equilibrium
equation (2) for the magnetic fields arching above the surface of the sun does
not depend critically on the curvature of the field. It is essentially the prob-
lem of a magnetic field _ extending in the positive z-direction between two con-
ducting planes _ = Dj_. The field is anchored in the two planes, which represent
the dense gases of the photosphere. The effects of gravity do not alter the es-
sential nature of the basic problem, so
we consider solutions to
(8)
in the region O < _ _ _ , with the
fluid pressure p controlled at the
bounding surfaces Z=O, h , just as
is determined at the photosphere of the
sun. We suppose that an observer is able
to supply us with the magnetic field
= O, R . And then we play a more
intimate game, involving direct manipula-
tion of the system by the convective
motions, introducing various displace-
ments of the field at _=O, while holding
things fixed at "_ =_ . We may imagine
that the fluid motions &t _ = O shuffle
the footpoints of the lines of force
through various disordered arbitrary
patterns, as sketched in Figure 2.
The shuffling of the footpoints pro-
duces a wrapping of the lines of force
about each other that spreads out more
or less uniformly along the lines of
force all the way to the other end
at Z = _ .
Fig. 2. A sketch of magnetic lines of force
extending from e =O to e = _ , with their
footpoints shuffled at _ =O in some irregu-
lar and changing pattern, with the result
that the lines of force are wrapped and
woven about each other in irregular topo-
logical patterns.
I!
Wemight wonder, then, how the terrestrial observer should go about deducing the
accumulated wrapping of the field from the transverse componentsof the field ob-
served at any instant of time at _=0, h . The observer cannot follow the shuffling
process, of course, because the motion of the footpoints at the photosphere is not
readily detectable, and,in any case, there was never an opportunity to start from
zero wrapping. So how can the wrapping, i.e. the present field configuration
(_,7, _) , be worked out throughout O< _ _ h , from the static equilibrium
equation (2) and the fields at F=O , h ?
The answer appears to be that the field cannot be deduced, in principle, for the
simple reason that the randomshuffling of the footpoints of the field at zero gen-
erally produces field topologies for which there is no solution to equation (2), for
any fluid pressure applied at _=0, h .
The absenceof an equilibrium maybe seen from the fact that, in the present situ-
ation, without gravity, the pressure satisfies _ _p = 0 , i.e. the fluid pressure
is constant along each line of force. It follows that _ (x,7 , _,) must match to
p(_,_,O) projected along the lines of force to _ =_. This condition is not
generally satisfied in the sun, nor is it generally so strongly violated (except in
sunspots) as to be of great interest. So suppose that _x_7, m) is pr_r!j co-
ordinated with the topology of the field and p(_;7, g) is consistent with _ V F=O.
The first point is that there are no solutions to the equilibrium equation (2)
throughout _ _L h in which the wrapping pattern varies along the general direc-
tion of the field. That is to say, there is no equilibrium of the field throughout
the region if the extending shuffling of the footpoints of the lines of force is
carried through more than one pattern, for the pattern of the shuffling becomes the
pattern of the wrapping (Parker, 1972,1979b_ pp. 359-391; 1981a,b; Low, 1980,1981,
1982; Tsinganos, Distler, and Rosner, 1984; Yu, 1973).
We may be sure that the disorderly convection in sun introduces highly variable
shuffling patterns, so that the wrapping of the lines is generally irregular. The
nonequilibrium result is the production of thin current sheets, at which neutral
point reconnection cuts across the lines of force and continually reduces the topol-
ogy toward a pattern of uniform wrapping.
Now if we suppose that the extended shuffling of the footpoints carries each foot-
point around only within some local domain with dimensions _ small compared to the
length h of the lines of force, it follows that there are few, if any, lines of force
extending large transverse distances across the field. The wrapping patterns are
local, with a scale _ , and when they have been reduced by neutral point reconnection
to uniformity along the z-direction we have b_/_ = O through the broad interior
of O< _ _ h . Hence _/_r_+ _bz/D7 =O and there are no sources or sinks of the
transverse field (_,_z) . Hence the transverse field forms locally closed pat-
terns, as sketched in Fig° 3. That is to say, the total field is now equivalent to
a bundle of close packed individual twisted flux tubes, sketched in Fig. 4. Equa-
tion (2) reduces to the familiar Grad-Shafranov equation for
(i0)
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Fig. 3. A sketch of the transverse field
patterns on a surface z=constant. The
heavy lines represent neutral (current)
sheets where opposite fields press together.
f
X
I
\
Fig. 4. A sketch of an assortment of
twisted flux tubes packed together
to form a continuum field.
where P(_) is an arbitrary function of its argument. It is readily shown, however,
that a close-packed bundle of twisted flux tubes does not provide a solution to (9)
and (i0) (Parker, 1983a,b,c,d) because when packed together the individual flux
tubes generally meet at three-fold vertices, as sketched in Fig. 3. A four-fold
vertex requires that two three-fold vertices be pressed together with precisely the
right force to meet at a common point, as sketched in Fig. 5a,b. Too much or too
little force leaves two three-fold vertices, sketched in Fig. 5c,d. _ assortment
of twisted flux tubes of random diameters and torsions does not have this property.
A three-fold vertex cannot be represented by a single-valued continuous solution to
(I0). Equilibrium is not possible with three-fold vertices because the transverse
fields of at least two of the three twisted tubes that form each vertex must reverse
sign across the boundary between the two tubes. The result is neutral point recon-
nection, coalescing the transverse fields of the tubes with the same sense of twist,
as sketched in Fig. 6a,b. The phenomenon is known as the "coalescence of islands"
in laboratory magnetized plasmas. The nonequilibrium reconnection goes on until the
entire bundle of twisted tubes is reduced to two regions of opposite twist (Parker,
1982,1983a,c,d,e).
It would appear that much, if not all, of the heating of the active corona of the
sun, and other stars, is accomplished in this way (Parker, 1983b) with the work done
(by the photospheric convection in shuffling the field) going into heat through the
mechanism of neutral point reconnection. Indeed, the entire nonequilibrium process
among close packed twisted flux tubes is equivalent to two dimensional magnetohydro-
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(b)
(c)
Fig. 5.(a) A sketch of two three-fold vertices in the transverse field pattern,
where four twisted flux tubes meet. The heavy line indicates the neutral sheet.
(b) Forces indicated by the two broad arrows press the two opposing twisted
tubes together with precisely the right force to coalesce the two three-fold
vertices into one four-fold vertex. (c) A force that is slightly too strong
or (d) slightly insufficient leaves two three-fold vertices.
Ca)
Fig. 6.(a) A sketch of the magnetic fields around three-fold vertices illus-
trating the unavoidable fact that at least two of the three fields around any
such vertex must be oppositely directed. This leads to neutral point reconnec-
tion between the two opposite fields, with the coalescence of the fields of two
of the cells illustrated in (b). The heavy lines indicate neutral sheets.
dynamic turbulence, whose internal dynamical nature has been studied quantitatively
by Fyfe and Montgomery (1976); Fyfe, Joyce, and Montgomery (1977); Fyfe, Montgomery
and Joyce (1977); Montgomery and Vahala (1979); Matthaeus and Montgomery (1981).
The implications for the present discussion of the determination of fields above
the surface of the sun are simply that the problem must be approached on both a
large and a small scale. The rapid shuffling of the lines of force by the granules
suggests that the small-scale fields are never near equilibrium, so we cannot deduce
them from the fields observed at the surface of the sun by extrapolating upward with
the equation for static equilibrium. On a large-scale the fields may approach static
equilibrium. But the large-scale field is not composed, then, of a continuum of
elemental flux tubes whose tension along the large-scale field is twice the isotropic
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pressure of the field. Instead, the large-scale field is madeup of twisted ele-
mental flux tubes in which the mean tension is different from twice the meanpres-
sure exerted on their neighbors. Hencethe conventional static equilibrium equation(2) does not apply precisely, and might lead to error if applied to complicated
large-scale configurations. Specifically, we have estimated (Parker, 1983b) (but
cannot demonstrate) that the transverse componentof the field may be of the order
of one quarter of the longitudinal component. Since the alteration of the tension
and pressure depend upon the square of the transverse field, the effect is of the
order of one part in sixteen, and would probably introduce no great error in calcu-
lating fields with simple large-scale configurations. Ultimately, of course, we
need the transverse componentsof the field with high spatial resolution, from an
instrument with the quality of the projected Solar Optical Telescope. For we must
get the precise picture of the small-scale fields before really complicated large-
scale field configurations can be calculated.
So that is where we seemto be with regard to reconstructing the magnetic fields
above the surface of the sun from the vector fields observed at the surface. The
reconstruction will be an interesting task. As noted above, there are several papers
to be presented at this workshop which present specific examples of the reconstruc-
tion procedure.
While we are engagedin measuring and plotting vector fields at the surface of
the sun, it is clear that the immediate rewards will be a wealth of information on
the strains in the magnetic fields in active regions, through various stages of
activity, with manycurious results, we can be sure. Wewill perhaps see better
where and whenmagnetic field is retracted back into the sun, what magnetic strains
are associated with coronal transients and with flares, what strains show up in
newly emerging active regions, and what, if any, strain patterns appear in associa-
tion with the formation and dissolution of sunspots.
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ON THE NUMERICAL COMPUTATION OF NONLINEAR FORCE-FREE MAGNETIC FIELDS
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ABSTRACT
An algorithm has been developed to extrapolate nonlinear force-free
magnetic fields from a source surface, given the proper boundary conditions.
In this paper we present the results of this work; describing the mathematlcal
formalism that was developed, the numerical techniques employed, and the
stability criteria developed for these numerical schemes. An analytical
solution is used for a test case; the results show that the computational
accuracy for the case of a nonlinear force-free magnetic field was on the
order of a few percent (<5%).
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I. Introduction
Observations have shown that physical conditions in the solar atmosphere
are strongly controlled by solar magnetic fields. The appearance of
photospheric, chromospheric and coronal structures, including active regions
and flares, seen in enhanced emissions in H alpha and different lines in the
ultraviolet and extreme-ultraviolet as well as in white light observations,
provides indications of the prevalent nature and importance of solar magnetic
fields. Consequently, to understand the physics of active regions, the
storage and release of flare energy, and the formation of hot plasmas and mass
ejections, it is imperative that we understand and study the evolution of the
Sun's magnetic field. To achieve such a goal, the logical first step is to
seek a realistic representation of the configuration of the solar magnetic
field. Current efforts in modeling physical structures and the storage and
release of energy in flares are based on linear - so-called "constant-alpha" -
force-free models of magnetic fields (e.g., Nakagawa et al., 1971; Nakagawa
and Raadu, 1972; Welleck and Nakagawa, 1973). For example, Tanaka and
Nakagawa (1973) used a linear force-free model to analyze the energy buildup
for the August 1972 flare.
More recently, Schmahl et al. (1982) used a linear force-free model
together with solar magnetograph data, VLA microwave maps, and X-ray
spectroheliograms to study the evolution of an active region's magnetic
structure, a study that led to a better understanding of the observed
microwave structures. The authors concluded that localized currents must have
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been present in the low corona to account for the bright 6 cm sources observed
far from areas of strong sunspot fields, thus suggesting the presence of
nonlinear (non-constant alpha) force-free fields. Further evidence for the
existence of nonlinear force-free fields comesfrom the study of Krall et al.
(1982); they used a linear model to investigate the vector magnetic field
evolution within a flare-productive active region and concluded that the
constant-alpha force-free model could not adequately represent the structures
observed in the magnetic field of the active region. Previously, Levine
(1976) had shownthat changes in the value and sign of alpha can occur within
a single active region.
The inadequacy of linear force-free models to represent observed solar
magnetic fields is demonstrated amply by these and other studies. A
compromiseapproach - constructing a "patchwork quilt" representation of the
field of an active region by combining fields derived from solutions of the
linear equations for different values of alpha - is of questionable value
because it has no mathematical basis. It is certainly inappropriate in
describing the evolution of magnetic fields when important nonlinear physical
processes such as energy storage and release and MHDinstabilities are involved.
In this paper a numerical solution is presented for extrapolating
nonlinear force-free magnetic fields from a source surface, i.e., from
observed vector magnetic fields at the photospheric level. The mathematical
formalism of this method is presented in Section 2, and the numerical method
and procedures are included in Section 3. In Section 4, results from a test
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case are given together with an analysis of the computational accuracy for
this test case. Finally, concluding remarks are presented in the last
section.
2. Mathematical Model
The basic equation describing a force-free magnetic field is given by
J x B : 0 (I)
This may be rewritten with the aid of Ampere's Law (cgs electromagnetic units),
4_ = V x B , (2)
as
Vx B =_ B , (3)
where J is the electric current density and alpha (e) in general is different
for each field line, although it must be constant along a given field line.
This can be seen by taking the divergence of Equation (3) to obtain
B- v_=O
by virtue of the solenoidal condition
V. B=O.
(4)
(5)
If _= 0 , the field is potential; that is, the lowest-order
approximation for a description of solar magnetic fields. Since a potential
configuration represents the lowest state of energy of a given magnetic field,
it is definitely not an appropriate description for magnetic fields in active
regions that produce flares. If e has the same value throughout the field
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domain, the resulting subclass of force-free fields is called a "constant s"
or linear field, since the field componentssatisfy a linear differential
equation (Nakagawaand Raadu, 1972).
In scalar form, Equations (3) and (5) form the basis of a schemeto
extrapolate the force-free field when the vector magnetic field on the
boundary surface is known. To showthis, we write the following equations
using Equations (3), (4) and (5):
aBx
-- S
az
B + al_z (6)
Y ax
BB al_
= + Zy - s Bx , (7)
az ay
BB aB aB
z = - _ Y (8)
az ax By '
s
Bz Tax _7 ' (9)
= (as 6j) , (to)as -1 Bx Ya-z l_z _ + B a_
We take as the lower boundary surface the plane z = O. Then Equation (9)
indicates that knowing the vector field B(x,y,O) over this surface is
2]
sufficient to determine the parameter _(x,y,O). Then, with _(x,y,O) and
BB (x,y,o)B(x,y,O) specified, Equations (6) through (8) determine @z and thus
allow the start of an integration upwardwith height z. The process can then
be iterated, beginning with the determination of m(x,y,dz) from B(x,y,dz),
again through Equation (9). It should be noted that Equation (10), derived
from Equations (6) through (9), provides an alternate method to derive _(x,y,
z>O). In places where Bz goes to zero, for example, along the "neutral
line" in the photosphere (loci of nulls in the line-of-sight- Bz -
componentof the photospheric field), or near the tops of magnetic loops
higher in the atmosphere, Equations (9) and (10) cannot be used. In these
instances, an averaging procedure such as given below in Equation (24) is
used to determine the value of _ in Equation (9); a similar procedure is used
to calculate__. This is based on the assumption that all the field lines are@z
continuous in the neighborhood of a point, an assumption that has a physical
and mathematical basis since the present formulation does not include
dissipative processes.
3. Numerical Methods
As pointed out by Grad and Rubin (1958), the differential equation for
the force-free field problem is a mixed type, having two distinct real
characteristics as in a hyperbolic equation and two imaginary ones as in the
case of an elliptic equation. For the general nonlinear case this leads to
unique mathematical difficulties both in the specification of boundary
conditions and in the nature of the solutions. A number of astrophysical
22
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examples ( magnetostatic as well as force-free) have been discussed by Low
(1982a) and by Lerche and Low (1982). Recently several attempts have been
made to devise algorithms for calculating nonlinear force-free fields using
observational boundary conditions (e.g., Sakurai, 1981; Pridmore-Brown, 1981;
Hannakam et al., 1984). The technique developed by Pridmore-Brown (1981)
requires that the connectivity of the field lines be specified explicitly,
although there is no established technique for determining this connectivity
from the observational data. On the other hand, the method developed by
Sakurai (1981) is a combination of the superposition of a current field on a
potential field and a convergent iterative procedure. Neither Sakurai's or
Pridmore-Brown's method has been used with observational data, nor have their
methods been tested against nonlinear analytical models.
The numerical algorithm presented in this paper is a straightforward
extrapolation procedure with specified boundary conditions. The computational
procedures, differencing schemes and criteria for numerical stability are
discussed in the following subsections.
3.1. COMPUTATIONAL PROCEDURES
We take as boundaries the six planes of the computational domain as shown
in Figure 1. The values of the field on the lower surface are assumed known,
e..g., from measurements of the vector magnetic field at the photospheric
level. Values of the field on the other five surfaces are needed also to
fully specify the boundary conditions.
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The computational procedure to be used is summarizedas follows:
1). At the lower surface (z = 0), the vector field (Bx, By, Bz) is
prescribed at each grid point;
2). At this surface (i.e., z = 0), the horizontal derivatives
aB aB 8B
x y z
8x,y ' 8x,y ' 8x,y
are computed;
3). Using Equation (9), the value of e over the plane z = 0 is
computed;
4). Using the results from steps 2. and 3., the vertical derivatives
are computed from Equations (6), (7) and (8).
5). With the vertical derivatives of B(x,y,O) thus determined, the
field B(x,y,dz) is computed using an explicit extrapolation scheme;
6). Repeating steps 2. through 5., the complete field configuration
can be determined subject to the boundary conditions specified on the
other five surfaces.
3.2. THE NUMERICAL DiFFERENTiAL SCHEME
In order to compute these horizontal derivatives numerically, we used second
order central differences for the interior points (Burden, 1981), viz.
O--if--] 1,m,n = 2 h
X
and
(Bi)1,m+l ,n -(Bi) l,m-l,n
2h
Y
+0
(11)
(12)
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where the subscript "i" represents the componentsof the physical quantities
(i.e., i = x,y,z), l,m, and n indicate the coordinates of the grid points
in a three-dimensional space, and hx and hy are the grid spacings along the
x and y axes. These grid spacings are chosen according to the numerical
stability criteria which are discussed in the next subsection.
For the computation of derivatives for points on the boundaries, the
central differences cannot be used; the following expressions were used
in these cases:
for points 1 = 1,
_. ._ + 4(Bi)l+ 1 -3(Bi) l + 0 (h 2) ,BBi -(Bi)l+2,m,n ,m,n ,m,n x
\-_x--/l,m,n 2 hx
for points m = 1,
( i_l - +4(Bi) -3(Bi)IOB (Bi)l,m+2,n l,m+l n ,m,n + 0 (h) ;: 2
\-_y--] l,m,n 2 h
Y
(13)
(14)
for points 1 = I max '
_SBi_
,m,n
for points m = mmax
3(Bi)l ,m,n
- 4(Bi)l-l,m,n + (Bi )l-2 ,m ,n
2h
X
+ 0 (h_) ,
aBi = 3(Bi)l,m,n 4(Bi)l,m-l,n i l,m-2,n + 0 (h)
\--8-Y-/1,m,n 2 h
Y
(15)
(16)
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Finally, to numerically extrapolate the field componentsin the z direction
using the derived vertical gradients, both Euler's formula and the Adams-
Bashforth two-step formula were used. These formulas are:
Euler' s formula,
(Bi)l,m,n+l - (Bi)l,m, n hz _aBi_= \--_F/1 ,m,n + o (hz) ; (17)
Adams-Bashforth,
3h z ( aBi__ hz (_aBi__
(Bi)l,m,n+l - (Bi)l,m,n - 2 \-_-z-_l,m,n -2-- \--_--Z-Jl,m,n-I + 0 (hz 2) (18)
T_,,r +_^ final .,,mo_1 fnrm: fnr the extrapolation of the magnetic field
for points interior to the domain are given by combining Equations (6)-(9)
and (11),(12) in Equation (17):
h
-- [ - n] + (eBy)l h , (19)+ z (Bz)l +l,m,n (Bz)l-l,m ,m,n z(Bx)l,m,n+1 = (Bx)l,m,n 2hx
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+ hz _Bz)l ,m+l ,n
= (By) 1 ,m,n -_y(By)l ,m,n+l
- (Bz)l,m-1 ,hi" (°_Bx)l ,m,n hz ' (201
hz _B×)
(Bz) l,m,n+l = (Bz)l,m'n - -_x l+l,m,n
[(By)l,m+l,n" (BY)l,m-1'n]
h
Z
'
(21)
(22)
where
(Bi) 1 ,m,n
+ (Bi)l_l,m,n + (Bi) 1 ,m+l ,n
+ (Bi)l,m-l,n] (23)
and
+ (ol) 1 ,m+1 ,n + (e)l,m-l,n]
(24)
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These averaging formulas for (e)l,m,n and (Bi)l,m, n are used instead of
the values of _ and Bi at the grid points as a method for smoothing the
data.
3.3. BOUNDARY CONDITIONS AND NUMERICAL STABILITY
In general, the boundary conditions imposed at the six planes forming the
boundary of the computational domain are specified. The values on the lower
surface are determined from observational data; thus this surface is referred
to as the "source surface." Values on the other surfaces are prescribed
according to both physical and mathematical conditions. In this paper, we
employ the following representative boundary conditions:
(i). As z _ _, (Bx, By, Bz)
(ii). Outside the rectangle
conditions are chosen.
O.
given by
-a<x<a, -b<y< b, periodic
In order to assure numerical stability, we have used von Neumann's method
(Mitchell and Griffiths, 1980), which leads to the following conditions:
Bx 6 < I and By 6y < I
_- x-_ _- 2
Z Z
(25)
2 + B 2 1 and B 2 + B 2
By z 6x _ -
2 x z
B B B B
x z y z
(26)
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where
h
z h
6x hx 6y h
Y
(27)
The detailed derivation of these criteria is given in the Appendix.
stability criteria guide us in choosing the proper grid spacings and
extrapolation step (dz).
These
4. Computational Results
In order to demonstrate this algorithm, we have c_rried out a
numerical calculation using as a test case a form for the nonlinear force-free
field that admits of an analytical solution. The form chosen was the
analytical solution of Low (1982b) that incorporates a distorted magnetic
neutral line and a highly sheared transverse magnetic field in the vicinity of
the neutral line, both important elements in flare-productive active regions
(Hagyard et al., 1984; Hagyard, Moore and Emslie, 1984). Low's solution is
given by the following equations:
cos¢ i
(28)Bx = - Bo r
B ( (y+yo) Bo(Z+Zo )
By = o X+Xo) cos _i . sir @i ' (29)
r Ri - RI
3O
Bz =
Bo(X+xo) (z+zo)
rR.
1
Bo(Y+Y o)
cos ¢i + R. sin @i
1
(30)
where
2
Ri :[(Y+Yo )
2
r =[(X+Xo)
@i = 0.3 * In(R),
2 + ( z + z )2 ] ,
0
2 + ( y +y o)2 + ( z + Zo )2 ]
d ¢i(r)(X -
= - O.3/R,dr
(31)
(32)
(33)
(34)
Bo is the magnitude of the magnetic field strength at the origin (Xo,
Yo' Zo) ' and R is the normalized variable r (R = r/Ro).
Using these formulas, we generated the values of the magnetic field on
the source surface and the other five surfaces forming the boundary of the
domain of the calculation. These numerical values were then used in our
numerical algorithm to extrapolate the field above the source surface. Since
the analytic solutions gave the exact solutions for the field above the source
surface, comparisons of our results with the analytic computations provided a
stringent test of the algorithm. Figures 2-5 show the resulting comparisons
between the numerical and analytic solutions.
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B Z CONTOURS ON X-Y PLANE AT A SPECIFIC HEIGHT (Z -- CONST.)
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Comparison of the analytical and numerical results for the vertical component of
the magnetic field at two different heights z. The solid and dashed curves
represent positive and negative contours of the vertical (Bz) component of the
nonlinear force-free magnetic field in the x-y plane at z = 17 (in the middle of
the z scale) and at z = 33 (near the top of the z scale)•
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VECTORAL REPRESENTATION OF MAGNETIC FIELD LINES PROJECTED ON X-Y PLANE
AT A SPECIFIC HEIGHT (Z = CONST.)
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Comparison of the analytical and numerical results for the transverse component
of the magnetic field at two different heights z. The magnitude and direction
of the vector field projected in the x-y (transverse) plane are represented by
the length and direction of the line segments at each grid point.
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VECTORAL REPRESENTATION OF MAGNETIC FIELD LINES PROJECTED ON
X-Z PLANE AT A SPECIFIC Y POSITION
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Fig. 4. Comparison of the analytical and numerical results for the vector magnetic field
projected on the x-z (vertical) plane. The locations of the planes y = 5,9 and 13
can be seen in Figure 7.
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VECTORAL REPRESENTATION OF MAGNETIC FIELD LINES PROJECTED ON
Y-Z PLANE AT A SPECIFIC X POSITION
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Fig. 5. Comparison of the analytical and numerical results for the vector magnetic field
projected on the y-z (vertical) plane. The locations of the planes x = 5,9 and
13 can be seen in Figure 7.
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In Figure 2, contours of the vertical field (the line-of-sight field for
areas near the center of the solar disk) are shown in the x-y plane at two
heights (z = constant) above the photosphere. Normalized to the computational
size of the square base region at z = O, the two levels are at z = 0.50 and
1.0 ; with a base length of ~105 km, these levels correspond to heights of
5Q,O00 and 100,000 km,respectively. Since these represent considerable
heights up into the solar corona, comparisons between the numerical and
analytical fields at these heights represent critical tests of the numerical
method. As judged by the results shown in Figure 2, there is good agreement
at both levels as far as the strength of the vertical component of the
magnetic field is concerned.
It is also important to examine the strength and direction of the
transverse components of the field vectors at specified locations. In Figure
3 we show a comparison between the analytic and computed transverse field in
the x-y plane at two different levels, again z = 17 and z = 33. Figures 4 and
5 make the same comparisons for two more perspective views of the field
vector: in the two vertical planes x-z and y-z. In all three cases the
qualitative agreement is good.
In Table 1, we present quantitative comparisons for the height z = 33.
For alternating grid points in the x-y plane, the table gives the analytic and
computed values for all three field components and for the force-free
parameter _. From data such as these in Table I, we have calculated the
mean-square percentage errors in the field components at different heights as
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a function of the parameter 6 which is the number of rows and columns next to
the boundary surfaces in the x-y plane that are omitted from the error
analysis• In Figure 6, these percentage errors are plotted against the
parameter 6 for the levels z = 17 and z = 33. For the case of 6= O, that is,
if all grid points in the domain are included in the error analysis, the basic
quantitative result is very obvious: at all height levels, including the
highest, the computed solution agrees with the analytic solution to better
than 5% in all field components, and the typical error is only 3%. Figure 6
also demonstrates that the worst errors tend to occur near the boundaries
since the errors at z = 33 all tend to decrease as the grid points near the
boundary are omitted in the error calculation• This result indicates that in
computations using observational data some care must be exercised in analyzing
the data near the boundaries•
5. Concluding Remarks
In this paper, a numerical scheme was presented for the extrapolation of
r_onlineat_ force-free ..... _ fie!a_ #v-rim_ given _nl,rce surface This newly
II|Q'_JII_,, i ,k. _...a , , v,,. _ .......... •
developed algorithm was tested by using an analytical solution to the
nonlinear force-free field equations; the test showed that, with the present
numerical scheme, nonlinear force-free magnetic fields can be extrapolated to
an accuracy of better than 5% in comparison with the analytical case• As has
been pointed out by a number of authors (Grad, 1973; Kress, 1977,1978), the
complete mathematical characterization of the nonlinear force-free problem has
not yet been achieved. Accordingly, we do not claim that we have solved the
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nonlinear force-free problem; we merely have presented a numerical algorithm
that can be used for extrapolation of the force-free solution to within a
certain accuracy. Nevertheless, because of the practical importance of
force-free fields in understanding the physics of the Sun, there is strong
motivation for devising a numerical approach that will serve in the interim
until a satisfactory mathematical understanding is at hand. As of now, we
have achieved this initial goal; the next step is to apply this algorithm to
actual observations of vector magnetic fields to test the numerical code under
less than ideal conditions, i.e., using noisy data. With data from the MSFC
vector magnetograph (Hagyard et al., 1982), we expect to accomplish this next
goal in the near future.
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Appendix: Derivation of the Numerical Stability Criteria for the Vertical
Direction
According to our extrapolation scheme, the ith component of the
magnetic field at a particular point in space (x=l, y=m, z=n+1) can be written
to the first order of approximation in the following form:
_BBi_ (A-l)
+ hz , i=1,2,3,4,(Bi)l,m:,n+l = (Bi)l,m,n \_TJl,m, n
where
1 [(Bi )l_l,m, n(-Bi)I ,m,n = _- + (Bi)l+l,m, n + (Bi)l ,m-l,n + (Bi)l ,m+l,n] $
(A-2)
and
Bl = BX, B? = By, B3 = Bz and B4 ==
From the original set of governing equations (i.e., Equation (6), (7), (8),
(9), and (10), we obtain
@B1 @B3 B2 (aB 2 aB1) ,@z - @x + B33 Bx ay (A-3)
BB2 aB3=_ BI (aB2 8BI )
Bz By B3 ax OY
(A-4)
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aB3 8B1 BB2
az ax OY
(A-5)
aB4 B1 BB4 B2 aB4
az B3 8x B3 8y
(A-6)
Using the Von Neuman method t'o derive the numerical stability criteria, we
assume the ith component of a physical quantity can be represented by
Bi = Ai T (z) exp [i (Yix x +Y. iy y)] ' (A-7)
, , . and
where Ai a positive constant, is the amplitude of Bi the parameters _ix
Yiy are positive phase constants, i=(-1) ½, and T(z) is an arbitrary function
of z. Therefore, we can represent Equation (A-7) at each grid point as
+y mh)](Bi)l,m,n = Ai Tn exp [i (Yix l hx iy y ' (A-8)
where h and h are the grid spacings in the x and y directions.
x y
Equation (A-8) into (A-2), we have
Substituting
(Bi)l,m,n _ I
(cos _ix + cos _iy)(Bi)l ,m,n 2 (A-9)
where
_ix = ?'Ixhx >- o
(A-tO)
and
= >_0Piy "Yiy hy
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Substituting Equations (A-8), (A-9), and (A-2) into (A-I) yields
(Bi)l,m,n+l _ Tn+l _ I (cos 13 + cos _iy) + z
(Bi)l,m,n T n 2 ix (Bi)l,m,n \a-z-Yl,m,n
(A-11)
Employing central differences for the derivatives and using Equation (A-7), we
can express the horizontal gradients in the form
1 (BB_ 1 [exp (-i Yix hx)
(Bi)l,m,n _8-x-I l,m,n = 2 hx
i
- exp (i Yix hx) =-'6-- sin (3ix
X (A-12)
and
1 (_Bi_ _ 1 [exp (-i Yiy hy)
(Bi)l,m, n \-By--_,m_n2hy
=i
-exp (i _iy hy) h-_ sin _iy
(A-13)
Substituting Equations (A-12) and (A-13) into Equations (A-3) through (A-6),
we obtain
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2( 1 aBl_ i B3 i B2BI O-i/l,m,n - hxB I sin P3x + hxBiB 3 sin P2x
( 10B2_ i B3 i B1
- sin P3y 4 hxB3 sin 32x +B2 8z ,m,n hyB 2
i B2
hyB3 sin Ply
2
i BI
hyB2B3 sin 31y
(,°,) )B3 8z l,m,n = -i .h_--_3 sin Plx + fi_3 sin P2y '
B4 8-z l,m,n :-i sin P4x + h--_ sin P4
For simplicity, we assume
_ix = Px ' Piy = Py for i = 1,2,3,4,
and define
(A-14)
(A-15)
(A-16)
(A-17)
A1 (B1)l,m, n
_33 : (B3)l,m,n (A-18)
and
A2 (B2)l,m, n
A3 (B3)l,m, n
(A-19)
6x = hz/h x , 6y = hz/hy (A-20)
Using the results given in Equations (A-14) through (A-17), Equation (A-11)
becomes
Tn+l 1
T - _ (cos Px + cos Py) -i (Lix
n
sin Px + Liy sin Py) ,
(A-21)
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with =1,2,3,4, and
A32 + A22._
-/ (A-22)
A1 6x
2x = L3x = L4x - A3
(A-23)
A2 &y
L1 = = -y L3y L4y A3
(A-24)
2 + A121L2y = -\- A2 A-3 6y
(A-25)
In order to have this numerical scheme be stable along the z-axis, we require
Tn+l
the square of the function-T-- expressed in Equation (A-21) to be less than
n
unity (Mitchell and Griffiths, 1980), i.e.,
= (Lix sin
_x + Liy sin _y)2 _ 1 (sin _x + sin _y)2
+ 1 <I , i = 1,2,3,4
(A-26)
This implies the following inequality must hold:
2
(Lix sin _x + Lly sin _y) < 1 _y)2• -_- (sin 13x + sin
Isin (_x ; _Y)]2
(A-27)
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(A-27)
Lix 2, Liy2One can showthat this relation is satisfied for , Lix
Liy <1, or ILixl, ILiy.l <_1/2,which leads to the stability criteria in
Equations (27) and (28).
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Modeling Solar Magnetic Structures
B. C. Low
High Altitude Observatory
National Center for Atmospheric Research I
Abstract. I will discuss some ideas in the theoretical study of force-free
magnetic fieldsand magnetostatic fields,which are relevant to the effort of
using magnetograph data as inputs to model the quasi-static, large-scale
magnetic structures in the solar atmosphere. Basic physical principles willbe
emphasized. An attempt willbe made to assess what we may learn,physically,
from the models based on these ideas. There is prospect for learning useful
physics and this ought to be an incentive for intensifying the effortsto improve
vector magnetograph technology and to solve the basic radiative-transfer
problems encountered in the interpretation of magnetograph raw data.
I. Introduction
It is now nearly twenty years that we have been building large-scale magnetic-
field models based on rnagnetograph measurements. ] will review some
theoretical ideas of relevance to this kind of work. The review covers selected
topics in the theoretical study of force-free magnetic fields and the more
general magnetostatic fields,which, in my opinion, are likelyto prove useful. I
willemphasize the basic principles and attempt to assess the usefulness of the
models that can be constructed, in terms of how much physics we can learn
from them.
The quantitative measurement of solar magnetic fields began with the
instrument built by Babcock and Babcock (1955) which registered the first
order, circularly polarized, Zeeman splitting of a magnetically sensitive
emission line. The first order Zeeman effect yields the longitudinal magnetic-
field component, integrated along the line of sight. This type of measurement is
done routinely, nowadays. The magnetic field component transverse to the line
of sight is mu_h l_iore difficult to m.easure, p,l._hing to the limit the currently
available technology as well as our ability to treat the radiative-transfer
problems involved with the interpretation of raw data. As we find in this
meeting, there are several ongoing efforts to measure the transverse magnetic
field, exploiting various effects such as the second order Zeeman effect, the
Hanle effect and the deduction of the Stokes parameters from observed line
profiles. Limitations on available spectral lines with clean profiles and known
Zeeman patterns generally limit magnetic field measurements to the
photosphere and low chromosphere. There are also the lirnitations on the
spatial and temporal resolutions imposed by the magnetograph. The
consequence of these constraints is as follows. Firstly, information on the
magnetic fields in the upper reaches of the solar atmosphere must be
extrapolated from the magnetic fields measured lower down. For this purpose,
suitable theoretical models are needed. Secondly, the present generation of
magnetographs have attainable spatial resolutions of not less than a few arc
seconds and the observed large scale patterns are relatively steady in time.
This implies that large-scale, quasi-static structures are appropriate objects for
these kind of studies.
I The National Center for Atmospheric Research is sponsored by the National Science Founda-
tion.
49
The use of magnetograph data to build models is commonly acknowledged
to have begun with the suggestion of Schmidt (1964), as a working hypothesis,
that the magnetic field above the photosphere is potential, or current-free.
Potential fields were studied with enthusiasm for a while. The solar atmosphere
is an excellent electrical conductor, of course. Particularly for the active
region atmosphere, the large magnetic intensity implies that the electric
current must be largely parallel to the magnetic field in order to avoid strong
Lorentz forces that cannot be balanced by the relatively weak thermal forces
available under quasi-static circumstances (e.g. Gold 1964). Taking the electric
current to be exactly parallel to the magnetic field, we have the force-free
magnetic field. In general, the force-free field poses a nonlinear intractable
mathematical problerrk Nakagawa and others in the late sixties suggested, as
an improvement over the potential field model, that solar structures might be
modeled with the subset of "constant alpha" force-free fields. These fields pose
linear solvable boundary value problems, and they are the basis of another
phase of activity in magnetic field modeling. The logical further development is
to consider nonlinear force-free fields, magnetostatic fields which allow for a
static interaction betwecn the magnetic field and plasma, magnetic fields with
steady velocity flows and, finally, time-dependent fields, in an ascending order
of complexity. Mathematical intractability renders such sophisticated models
not practical for phenomenological studies. Generally speaking, they tend to be
the pre-occupation of theorists challenged with the task of coming away with a
model that is sufficiently simplified so as to be tractable and yet adequate for
the purpose of theoretically demonstrating a basic physical point. In the
following two sections, I will review briefly previous work on potential and linear
force-free fields and discuss some theoretical ideas on nonlinear force-free
fields and magnetostatic fields for their possible interests to model builders.
Lest I give the impression that the solar atmosphere is a calm static medium, I
hasten to emphasize that the study of large-scale, quasi-static structures is a
choice dictated by the available temporal and spatial resolutions of existing
observing instruments. It is important to caution that the physical picture
based on this particular mode of observation may be tempered, perhaps in a
radical manner, by small-scale processes, velocity flows or highly time-
dependent phenomena which are neglected at this level of consideration. In
the last section of the paper, we conclude with a discussion of the primary
results presented.
_. Force-Free Magnetic leieldL_
The force-free approximation neglects all interaction between the magnetic
field and the tenuous solar atmosphere. For equilibrium, the electric current
must be parallel to the magnetic field, giving rise to zero Lorentz force as
expressed by the equation
(_x R) x.B = O. (I)
This equation is often rewritten in the form
.V_x.B = a._, (2)
which states that the electric current density./= c/4rrJZ x R is proportional to
the magnetic field/_ The proportionality factor a is constant along individual
field lines,
=0. (3)
5O
as a consequence of Maxwell's equation _-R -- 0. In general, equations (2) and
(8) are nonlinear and it is a difficult question as to what boundary conditions
give rise to a meaningful problem to solve for _ff and a; see Sturrock and
Woodbury (1967) and Low (1982a). Two particular cases lead to solvable
problems. The first is the case of a-0 everywhere. There is no electric
current in the atmosphere and we have a potential field. The second case is
that of an a being uniform in space. Equation (3) is then trivially satisfied. The
constant 0_ is a free parameter and equation (2) poses a linear problem for 2R
Much of previous modeling work, using magnetograph data for inputs, were
based on solutions of these two special cases. Let us survey the main results
and examine some of the underlying assumptions.
The potential field model was expedient at the time it was proposed
(Schmidt 1964). 0nly the longitudinal magnetic field at the photosphere could
be measured with confidence then. ]f this longitudinal field is taken normal to
an infinite plane, these data are all one needs to construct the potential field as a
solution to a Neuman boundary value problem. It is customary to also assume
that the field at great heights vanishes rapidly in order to complete the
specification of the boundary conditions. The problem was extended recently
for the case where the longitudinal field is measured away from disk center
where itis not normal to the photospheric plane (Semel 1967, Sakurai 1982). In
practice, a set of magnetograph data is taken only for a limited area of the Sun.
The above planar model is therefore appropriate only for magnetic structures
which are wholly contained within the field of view. Otherwise, the potential
extrapolation without the input of data outside the field of view is quite
meaningless (Levine 1975). Data over the whole disk of the Sun had been used
as input in models set in the spherical coordinate system (e.g.,Altschuler and
Newkirk 1989). For these models, the full disk magnetograph tiara are taken at
meridian crossing over a full rotation. This restricts attention to long-lived
structures in the corona. Over the large-spatial scales, comparable to 11_,
being considered, the effect of the solar wind that stretches a portion of the
solar magnetic flux into a radial field needs to be incorporated. This is usually
accomplished by artificially imposing an outer spherical boundary where the
field lines are demanded to be radial. Where this outer boundary is to be
located is a free parameter of the model (e.g.,Newkirk et aL 1988, Schatten et
--1 4¢'_0t_ rT11__ _I- .... 4....... _ I- .... .,] ....... _l:&: " "
longitudinal magnetic field at the photosphere can also be used to determine
the .constant _ force-free _magnetic field as a generalization of the potential
field (e.g., Nakagawa et al. 1971, Raadu and Nakagawa 1971, Nakagawa and
Raadu 1972, Nakagawa 1978). The constant _ is an additional free parameter to
control the presence of electric currents in the atmosphere. It was not realized
earlier but was demonstrated recently that the boundary value problems for a
constant 0_ force-free field may not be unique for a fixed value of c(,in that
more than one solution can satisfy the same boundary data (Chiu and Hil ton
1977).
What have we learned from the models based on potential and constant c(
force-free fields? A standard procedure in these studies is to plot a selection of
the calculated field lines to be viewed projected onto a plane perpendicular to a
line of sight. The magnetic field pattern is then compared with plasma
structures in the same region observed simultaneously in various emissions.
With the assumption that the plasma structures outline individual field lines, an
agreement is sought between the two patterns (e.g, Newkirk et al. 1988, Veeder
and Zirin 1970, Newkirk and Altschuler 1970, Nakagawa et ah 1971, Frazier
1972, Poletto et al. 1975, Levine 1978). Examples can be found where there is
agreement between observed plasma structures and computed potential field
patterns. There are also examples where the potential field pattern failsto
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agree with the observed plasma structures, whereas the field pattern of a
force-free field with a suitable choice of constant a brings about a better
agreement. In all cases, the comparison is meaningful only if taken globally.
Any attempt to compare detail structures leads to ambiguous conclusions, due
partly to the complete freedom to select calculated field lines for comparison
and partly to the expectation that a potential, or constant a force-free,
assumption can only capture the gross structural properties. These models
developed in the past twenty years have been instructive and they provided and
continue to provide a basis to study magnetic field morphology. The
assumption of a potential or a constant a force-free field was made out of
expediency in the absence of reliable transverse field measurements. It may
well be a good assumption for a particular given situation. One can conceive of
regions on the Sun which happen to be in these special states. However, the
criterion to test whether a Magnetic-field model fits observation relies on a
comparison with observed plasma structures under the assumption that the
latter outline the magnetic field lines. This is a questionable assumption. At
least, it is not always valid (e.g., Low 1981). The test is th_s clouded.
From theoretical considerations, one can argue that the force-free
magnetic fields expected to be found in active regions are often the nonlinear
type with a spatially-varying a. A magnetic field, initially in a potential state,
becomes force-free with flowing electric currents as a result of slow evolution
driven by the photospheric convective Motions (Sturrock and Woodbury 1967,
Anzer 1968, Low 1982a). A key feature of this process is the large electrical
conductivity of the solar atmosphere which does not allow the electric currents,
induced during the evolution, to dissipate over the timescale of evolution. The
current in the force-free field is controlled by the function a. In terms of the
Magnetic field, a reflects the topology of the twisted magnetic field as it evolves
under the "frozen-in" condition. Since the convective Motions in the
photosphere are plasma-dominated and do not have to correlate with the field
configuration above the photosphere, specialized motions are required in
order to ensure that the magnetic field evolution avoids nonlinear force-free
configurations. In general, then, one can argue for the solar magnetic field to
be force-free with a non-constant a (Sakurai 1979; Low 1982a). To allow for the
possibility that the magnetic field may be a non-constant a force-free field
Schrnidt (1968) pointed out that the parameter a may be determined by the
measurement of all three field components at the photosphere. If we take the
photosphere to be the z = 0 plane, the z component of equation (2) allows us to
compute the distribution of a on the photosphere:
a /B. (4)
It seems clear that the first thing one can do with vector magnetograph data of
sufficiently fine spatial resolution is to verify if eonstant-a force-free fields are
realized on the Sun. The matter is a little more complicated. We should take a
step back to test if a particular solar magnetic field is indeed force-free before
even inquiring if the a of a presumed force-free field is constant. Clearly, with
any magnetic field above the photosphere, force-free or not, the vector field
measurements yield a photospheric distribution for the right side of equation
(4). Whereas, the function a is defined upon the existence of a force-free state.
To test whether a magnetic field is force-free, we consider the following well-
known property of the Lorentz force.
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The Lorentz force can be written as the divergence of the Maxwell stress
tensor
na _,j + B, eil 4_r
=- TE (5)
Written this way, the total force in a volume can be converted into the total
stress exerted upon the boundary surface (e.g.. Parker 1979). To avoid
repeating the same qualifying remarks, let us henceforth assume we are
considering an isolated magnetic structure located in the infinite half-space
above the plane z = 0 and vector field measurements, with appropriate spatial
resolution for this plane are available. Assuming that the boundaries at infinity
do not contribute, that is, the magnetic field in z > 0 vanishes at infinity fast
enough, the net Lorentz force in the volume z > 0 is just the Maxwell stress
integrated over the plane z = 0. This yields
1 1 1
= d',--oB,8" d = (B:- - B#)- = 0 (6)
for the 3 components of the total force to vanish if the magnetic field is force-
free. Therefore. if all three components of the magnetic field at the
photosphere can be measured reliably, equation (6) provides a test for
whether the force-free state exists. It should be emphasized that equation (6)
is only a necessary condition since some information is lost in the integration
to produce equation (6). If we can meet this necessary condition, we may
hypothesize that the field is force-free, and equation (4) is then meaningful,
yielding the distribution of a on the photosphere. To handle the exact relations
in equation (6) in a practical test, we need a criterion for satisfaction of the
equations. To that end, we can construct the total magnetic pressure /_/87r
from the three measured magnetic field components. The force due to the
distribution of the magnetic pressure on z = O, namely,
= .1-!-f, o(B + + (v)
O/I" =
is the characteristic magnitude of the total Lorentz force that can be brought
to bear on the atmosphere if the magnetic field is not force-free. A practical
criterion for satisfying equations (6) is that each of the integrals in equation
(6), normalized with respect to F0, is much less than unity. Deep in the
photosphere, the plasma beta is large and the field above that particular layer
includes a region where a substantial Lorentz force may interact with the
photospheric plasma. Thus, vector field measurements for this deep layer are
not likely to satisfy equations (6), For field measurements in the higher layers,
say, the chromosphere, we expect the magnetic field, if it is very intense, to be
force-free and the field measurements may satisfy equations (6). These simple
tests will make interesting studies.
If the quality of vector field measurements is good enough to allow the
verification of equation (6) for a force-free state and, with equation (4), the
distribution of a is also obtained, it remains a difficult task to extrapolate for
the force,free field above z=0, except when a is fortuitiously a constant. A
mathematical theory for such a nonlinear extrapolation is not available, as far
as I am aware (but see Sakurai 19{]1). One promising method is the use of
variational formulation of the problem (Sakurai 1979). While we urge theorists
to overcome this technical difficulty, the measurement of the boundary vector
field is actually quite sufficient for the determination of the energy of the
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magnetic field if it can be first tested by equation (6) to be force-free (Low
1982b). The free energy of the force-free field can also be derived directly
from the data. This quantity, which is most important in flare study, can be
obtained in spite of our inability to extrapolate for the nonlinear force-free
magnetic field hu the region z > O.
Taking the scalar product of the Lorentz force with the position vector
r(z, y, z), integrating over the volume and applying suitable vector identities,
one obtains for a force-free field,
f,,o = (=B,,+ (8)
giving the total magnetic energy in z >0 in terms of the three components of
the field at z=0. This virial relationship is well-known (e.g., Chandrasekhar
1981, Molodensky 1974). What appears not to have been noticed is its obvious
application to obtain the total energy of a force-free field solely in terms of the
data provided by vector magnetographs (Low 1982b). Given the measured
normal component B_ at z =0, these data determ£ne a unique potential field B ,
If the actual magnetic field in the solar atmosphere is potential, the measured P
transverse field at z=O agrees everywhere with the transverse components of
the computed Rp. Otherwise, the two transverse fields at z =0 do not coincide.
In that case, we can calculate the energy contained in the potential field 2_p,
which is also force-free, using equation (8),
1 f + (9)
4>0
The difference between the two energies in equations (8) and (9) gives the free
energy of the force-free field _ in the usual definition (e.g., Low and Hu 1983).
It is the free mangetic energy, and not the total magnetic energy, that is
believed to fuel the flare. Low (1982b) showed a theoretical example of an
evolving force-free field whose total energy is constant in time whereas the free
energy increases with time. It will be worthwhile to use magnetograph data to
study the change of this free energy during the evolution of a real magnetic
structure, in particular, in relation to flares.
To conclude this section, let us say something about the intrinsic
information content of a set of vector field measurements taken at the
photosphere, quite independent of whether the magnetic field above is force-
free (Hagyard et al. 1981). The measurements determine the potential field/?p
defined above. Let us define the residual field _ = R --2_p where _ represents
the true magnetic field. Since all normal flux Bz at z =0 have been accounted
for by _p, R c has zero flux everywhere across z=0, being generated by the
electric currents in z>0 combined by their image currents in z <0. Clearly, if
there is no electric current in z >0, _ = 0 and _ = R_. To determine 2_ hinges
on how well we can determine _/c. Information of its presence is contained in
the distribution Bc_ = Bs - B_, Be, = Bu - Bpv at z = 0, Bcs being zero at z = 0.
This information is all there is on [he electrm current in z >0, and is inadequate
to determine the distribution of _ in z>0. Only certain topological
characteristics of the electric currents in z>0 which give rise to a non-
vanishing R c can be deduced from/?_ and B_ at z =0 (see Hagyard et al. 1981).
If equation (6) can be used to verify that _is consistent with the force-free
state, one can devise methods to go a step further to construct the force-free
field in z >0 from the boundary values at z =0. Otherwise, there is a net Lorentz
force and no extrapolation is possible without additional information on the
plasma distribution that reflects the interaction between the magnetic field
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and plasma. Even when equation (6) is satisfied, it is only a necessary but not
sufficient condition for a force-free state to obtain. The extrapolated force-
free field needs to be subject to further tests, yet to be devised, to verify it
represents the true magnetic field.
8. MagnetostaUc Fields
The static equilibrium of a magnetic field in the presence of both pressure
gradient and gravity is described by the equation
,A=_(_× a) ×a -_ -pg_ = o, (9)
ot_-
where, for simplicity, we have assumed a uniform gravitational acceleration 9.
This equation, involving the plasma distribution, is more complex than the
force-free equation (1) and it is not possible to treat it in a general way. In this
section, ] will describe briefly some major concerns and results from basic
theory and then point out some recent developments in model building.
The basic structure of equation (9) is the following. Since the Lorentz
force is always perpendicular to the magnetic field, the weight of the plasma
resolved along the magnetic field must be balanced by pressure gradient alone.
Therefore, each magnetic flux tube is an individual hydrostatic atmosphere.
The profile of each flux tube atmosphere is determined by the run of
temperature along it which depends on the energy transport operating to
maintain static equilibrium. Perpendicular to the field lines, we find a Lorentz
force and for equilibrium it must be balanced by both pressure gradients and
plasma weight, which, at the same time, must preserve their hydrostatic
relation along the field lines. If we assume the ideal gas law to relate p and p to
the temperature T, a specification of the static energy transport together with
Maxwell's equation _-/7 = 0 completes the whole set of equations. The
equilibrium equation (9) takes a neat form if we assume some symmetry.
Consider the case of axisymmetry in the cylindrical coordinate system (Low
1975). To satisfy__-/? = 0, we represent the magnetic field in the form
t___
= - + . (lO)
Then, equation (9) reduces to the two equations
0 [1 OR]. O_H dK Op(z, H)
01o(z, H)
Oz +pg =0 ,
= O, (11)
(12)
where, as part of the equilibrium requirement, the azimuthal magnetic field has
been constrained so that K is a strict function of H and we have, where
indicated, chosen the independent variables to be z and H instead of _- and R.
Equation (12) is the hydrostatic relationship along the field lines and equation
(11) is essentially, the force balance perpendicular to the field lines. In
principle, there are two independent directions perpendicular to a given
direction. I-t is the assumption of axisymmetry (i.e., 0/0¢=0) that relates the
otherwise two independent directions so that the perpendicular force balance
is described by a single equation. Equilibrium solutions to equations such as
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those describing the axisymmetric system have been explored as far as these
problems are tractable to understand the basic properties of magnetostatic
equilibria (e.g. Dungey 1953, Lerche and Low 1980, Low 1981, Hundhausen,
Hundhausen and Zweibel 1981). The availability of exact equilibrium solutions
also allowed the study of linear stability (e.g., Migliuolo 1982, Zweibel 1982, Low
198Ec).
All the above work on equilibrium states is based on the mathematical
idealization of some symmetry, such as axisymmetry (0/a¢-0) or invariance in
some given direction (0/Ox-O). To take a step closer to geometrically realistic
configurations, one would like to give up that idealization. Here, theorists in
recent years have found this development very interesting. To give up the
simplification associated with symmetry is not merely adding a degree of
complexity to the mathematical problem. It raises a non-trivial question of
whether an equilibrium is admissible at all, for a given circumstance. In the
study of astrophysical magnetic fields, this remarkable property was first
pointed out by Parker (1972, 1977a, 1979, 1981a, b, 1983) in his study of
nonequilibrh_m__ (see also Y,, 1 cJT"_, Rosner and v--_,_-_- ,............ _v_ ±9B_,, Tsirlganos i982b,
Tsinganos et al. 1984). It is conceptually helpful to distinguish between
instability and nonequilibriur_ Instability refers to an existing equilibrium
having the property that a slight imbalance of forces can, in the resulting
dynamics, take the system away from that equilibrium. Nonequilibrium is a far
more drastic situation where certain constraints of a system preclude a force
balance altogether. In astrophysical hydromagnetics, the magnetic Reynolds
number is so large that the "frozen-in" approximation applies. The analyses of
Parker showed that the frozen-in condition combined with a lack of invariance
is a severe constraint that leads, generally, to nonequilibrium. Nature's way out
is often to develop local steepening of magnetic field gradients to form electric
current sheets. In these localities, dissipation becomes important, the frozen-
in condition breaks down and the equilibrium-forbidding constraint is thus
removed to allow the system to seek a relaxed state.
The role of symmetry in the balance of forces is implicit in the above
derivation of equation (11). There, axisymmetry couples the force balances
along the two independent directions perpendicular to a field line so that only
one equation arises. Without such a symmetry, we would have obtained two
independent statements for the balance of forces in the two independent
perpendicular directions. From these two independent statements, the plasma
distribution can be eliminated to reduce to a single compatibility relation
applied to the magnetic field alone. This relation singles out those magnetic
field geometries which are compatible with equilibrium. The theory can be
given a precise formulation in terms of the Euler potentials (Low 1980a, Rosner,
Low and Holzer 1984). Two implications follow from the formulation. Firstly,
the compatibility relation is trivially satisfied for symmetric systems with an
ignorable coordinate, the kind of symmetric systems considered in previous
work on magnetostatic equilibrium. It is for this reason that the compatibility
relation did not arise in previous work. Secondly, the compatibility relation can
be treated directly to discover all the admissible magnetic fields which are
compatible with equilibrium. Work was initiated recently in this direction and it
was found that large classes of three-dimensional equilibrium states exist for
which no ignorable coordinates can be identified. These magnetic fields are
symmetric in a certain generalized sense in that regularity has been imposed
upon the equilibrium magnetic surfaces, through the compatibility relation.
For the first time, three-dimensional equilibrium states with rather realistic
field geometry become available for theoretical analyses (Hu, Hu and Low 1983,
Hu 1984, Low 1982c, 1984, Low, Hundhausen and Hu 1985). Figure 1 shows a
three-dimensional, isothermal, magnetized, inverted-U plasma loop embedded
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in an unmagnetized isothermal hydrostatic atmosphere of the same
temperature and it is an example of the new class of magnetostatic solutions
reported in Low(1982c). This particular exampleshowsthe plasmaloop to have
lower density than its surrounding. It is thus bouyant in the stratified
atmosphere but is anchored to the lower boundary, in equilibrium, by magnetic
tension forces. This is a highly idealized model. In the realistic solar
atmosphere, we expect the plasma loops to be embedded in a global continuous
magnetic field, such as may be modeled with more sophisticated constructions
outlined in Low (1982c). It is a common practice, in discussing observation, to
identify observed plasma loops with discrete, imagined, magnetic flux ropes. ]
believe this is an oversimplification and the study of three-dimensional
rnagnetostatie states will prove helpful in acquainting ourselves with the kind of
magnetic field-plasma morphologies which are physically admissible. The
solution in Figure 1 is analytic and its magnetohydrodynamic stability can be
analyzed by exact methods to show that it is linearly stable under isothermal
conditions. Although we have been discussing plasma loops on the Sun for
decades, this is the first theoretical three-dimensional demonstration of such
an equilibrium state in a stratified atmosphere. It is also one of few known
stable equilibria.
It is clear that the complexity of magnetostatic equilibrium does not allow
detailed, quantitative modeling. The main viable approach will, for a long time,
remain the synthesis of properties we learn theoretically from particular
solutions with all available observational data, both from magnetographs as well
as from instruments operating in the various spectral ranges to probe the
plasma state. ] will mention some recent progress in this kind of work in the
study of sunspots and prominences.
To the extent that some observed isolated sunspots can be approximated
by an axisymmetric system, solutions to equations (11) and (12) provide
magnetostatic models to compare with observation. This kind of work dates
back to 1950's when Schli_ter and Temesvary (1958) proposed their well-known
self-similar sunspot model. Unable to treat the full magnetostatic problem,
they showed that an exact relationship between the profiles of the atmospheres
along the sunspot axis and along a vertical far away from the sunspot can be
worked out. Following the derivation of equation (11) and (12), Low (19805)
extended the work of Schl_ter and Temesvary to describe the magnetostatic
atmosphere of the self-similar sunspot at all points in space. The model showed
that the cool interior does not extend more than a few scale heights below the
photosphere and that the sunspot magnetic field fans rapidly to approach
being nearly potential at the photospheric level so that its Lorentz force
exerted on the photosphere is less than what the magnetic pressure alone
would suggest. The construction of magnetostatic models can exploit the
following technical facility. Equations (11) and (12) contains three unknowns,
H, p and p; for simplicity, let us regard K(H) to be a known function. The static
energy equation is the additional equation needed to close the system. In
general, such a complete set of nonlinear equations is difficult to treat and
there is also uncertainty, at the present, on the energy processes operating in
the sunspot. For example, as to what cools the sunspots is a controversial
question (e.g., Cowling 1976, Giovanelli et al. 1978, Parker 1977b, 1978, Spruit
1977). One simple approach to model building is to ignore the energy equation
first, and prescribe a magnetic field by giving the function H, based on various
physical considerations. To specify the Schlflter-Temesvary self-similar
sunspot magnetic field is an example of this procedure. Then, equations (11)
and (12) serve to determine the pressure and density distributions in
equilibrium with the prescribed magnetic field (Low 1980b). In a final step, an
equation of state like the ideal gas law defines the temperature. The goal of the
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modeling is to produce a magnetostatic state that has properties as close to
those of a sunspot as possible. In this way, a variety of separate observational
information may be synthesized with the model into a more complete picture
than can be obtained from the separate observations. However, a word of
caution should be added. The mathematical mapping from a prescribed
magnetic field to the temperature distribution, in the above model
construction, is highly nonlinear. A slight change in field geometry can lead to
a rather drastic change in the temperature distribution and it is not easy to see
the physical significance of this without considering the energy transport
explicitly.
The Schli_ter-Temesvary sunspot is a monopole flux that fans outward with
all flux going to infinity. 0sherovich (1982) proposed, as an improvement, that
an isolated sunspot may have only a fraction of its magnetic flux extended to
infinity, with the remaining flux re-entering the photosphere in the immediate
surrounding of the sunspot. By choosing a suitable function H(r, z) to
generate the so-called "return-flux" magnetic geometry, equations (11) and
(12) can be solved to compute the equilibrium plasma distribution. The
implication of the magnetic geometry for the structure of the atmospheric
plasma has been explored in a recent model synthesized with observational
inputs (FI_ et el. 1902). The model relates the magnetic field gradient on the
spot axis with the maximum magnetic field strength and the Wilson depression
phenomena. It also suggests a magnetic origin for the umbra-penumbra and
penumbra-quiet Sun boundaries. Departure from axisymmetry has been
treated. Hu (1984) modeled the radial dark filamentary fibrils that make up the
penumbra of a sunspot and suggested that they are bundles of magnetic flux of
tubes of lower temperature with a weak density change relative to the bright
background. Models for a pair or more sunspot s have just been developed (Low
1985). It is clear that static equilibrium is an oversimplification of the real
Sunspot with its many dynamical attributes, such as the Evershed flows. A
magnetostatic model is only a beginning step towards a more quantitative
consideration, and away from several decades of models based on qualitative
sketches.
Although the prominence phenomenon has been studied with fascination
for _o long: we still do not know the three-dimensional extent of the
prominence as a magnetic object. The difficulty lies partly in our inability to
observe the global exterior coronal magnetic field supporting the prominence
and partly in the intractability of theoretical models needed to provide insight.
Through a variety of two- and three-dimensional magnetostatic solutions, the
following structural properties seem to have emerged. In the theoretical
attempt to construct high density enhancements to correspond to Ha
prominence matter, the solution also readily manifests density depletion
regions. Perhaps we have been overlooking the importance of density
depletions in the structure of prominences. Any condensation of prominence
matter must lead to the Parker instability first discussed for the interstellar
clouds (Parker 1968, Sweet 1971). The dense condensate slides along magnetic
field lines to the lowest points or valleys. The evacuated magnetic crest, being
buoyant, would rise. An added effect is that the distorted magnetic field
enhances its effect as a thermal shield for the condensate, which probably, in
the first place, is responsible for the thermal instability that starts the whole
process. The situation runs away until an equilibrium is reached where the
buoyancy of density depleted regions are pegged by downward acting magnetic
tension forces and the heavy condensates are supported by local upward-acting
magnetic tension forces. The prominence high density plasma is thus very
inhomogeneous and lumpy, interspersed between density depletions. The
buoyancy of the magnetic structure due to the density depletions plays an
59
important role in the eruption of the prominence, a point appreciated only
recently in relation to coronal transients (Fisher and Poland 1981,Low,Munro
and Fisher 1982). It is interesting to note once the global prominence hasbeen
created, the depletion regions are trapped in it, whereasdensity enhancements
can be subject to leaking to reduce the total weight. This tendency works
towards the entire structure becoming buoyant. Finally, in contrast to models
based on symn_etrie equilibrium states, three-dimensional models readily
exhibit electric currents flowing into and out of the dense regions of the
prominence. Where the density [s low, the electric currents are maintained in
force-free states.
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Figure 2. A prominence filamentary structure suspended vertically by
magnetic field lines. Different properties in the directions Jz and/z give
rise to anisotropic structures.
6O
Onthe small scale, the magnetic field gives the embeddingplasma a highly
anisotropic structure, as illustrated in Figure 2 showing a clump of plasma
suspendedby magnetic field lines. In the direction _z,the transition from high
density in the plasma clump to the low density is essentially controlled by the
scale height arising from the strictly hydrostatic relation along the magnetic
field. The transition from the low temperature inside the prominence plasma to
the exterior high temperature is controlled by thermal conduction along the
magnetic field. It is readily shownthat both these transitions are diffuse and
cannot be less than B00km thick. On the other hand, quite abrupt jumps in
density and temperature are possible in the direction/l, perpendicular to the
magnetic field. In that direction, large surface electric currents can confine
the plasma with a sharp boundary while thermal conduction is quite negligible.
The above and other properties await further studies with observations to be
carried out to fine spatial resolutions.
The prominence model described above has a global magnetic
configuration first envisioned by Kippenhahn and Schl_ter (1957). A natural
consequenceof the condensation discussedis that the prominence tends to lie
parallel to the photospheric magnetic polarity inversion line and that the
magnetic polarity of the prominence, as fixed by the sense of the threading
magnetic field lines, is the same as that of the photospheric polarity. An
alternative mode of prominence formation is that of Kuperus and Raadu (1974),
where reconnection of open magnetic fields leadsto condensations having a
magnetic polarity opposite to that of the photosphere. As to which of these two
contrasting configurations t_kes place on the Sun, it became an interesting
issue recently when results of vector measurements of prominence magnetic
fields were made available. Leroy et al. (19B3),basedon a rather large sample
of crown filaments, concluded that there is a statistical preference for the
Kuperus-Raadu configuration. Whereas,Athay et al. (1983), based on a smaller
sample of equatorial prominences, concluded that the observation is consistent
with both Kuperus-Raadu and Kippenhahn-Schli]ter configurations depending
on the interpretation made additionally on the inherent ambiguity in the sense
of the measured transverse-field. This development is an exciting contact
between modelsand observational results.
IV. Discussion
I have concentrated on theoretical results in the study of force-free
magnetic fields and mangetostatic fields. Although the solar atmosphere is
evidently dynamic, with all kinds of flows and explosive behaviors, the
assumption of a static state is appropriate when considering large-scale
structures and quasi-static evolution and this is a regime observable with the
usual magnetographs. In any case, recent theoretical progress in the study of
force-free and magnetostatic fields has provided a firm basis for an
understanding of the physical properties of these magnetic fields. We are thus
in a position to embark on quantitative modeling with observational data, in the
manner discussed in the previous two sections. Such an effort is a first step
towards more realistic quantitative considerations which will include velocity
flows and other dynamical effects that have been neglected. Dynamical effects
are understandably much more complex and less accessible to exact
theoretical treatment and we refer the readers elsewhere for reviews, of recent
developments (e.g., Parker 1979, 1982a, b, c, d, Tsinganos 1981, 1982a, Spruit
1983).
In section ]], we advocated going beyond potential and linear force-free
field models to test for the existence of force-free states by the use of vector
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magnetograph data with classical virial relations. This is a physically well-
defined project with little ad hoe assumptions. When we can, indeed, locate a
force-free field on the Sun, it is then interesting to determine whether it is of
the linear or nonlinear type by deriving the a-distribution directly from the
magnetograph data. Extrapolation of nonlinear force-free fields above the
photosphere remains an intractable computational problem and it will be
worthwhile to devise suitable methods of solution. On the other hand, without
knowing the precise magnetic field distribution, we can derive its total magnetic
energy and free magnetic energy, quantities of great interest to the study of
flares, making use of vector magnetograph data with a certain well-known virial
relation. The observational application of this particular virial relation was
appreciated only recently.
Models of magnetic fields in static equilibrium with pressure gradients and
gravity are difficult to build. In section llI, we briefly reported the progress of
constructing particular mathematical solutions from the consideration of two-
dimensional, or, symmetric systems to that of truly three dimensional systems
which nn_ can hnpp to _ompare with ro_,_ _.... , .... m_._..................... s .... _u,e_. 1,_= addition of a
third spatial dimension to the equilibrium problem changes the problem in a
physically profound way, a point first realized by Parker. Once this basic
property of magnetostatic equilibrium is recognized, it becomes
straightforward, conceptually, to devise methods of building three-dimensional
magnetostatic configurations. This kind of work is at an early development but
we already have, for the first time, simple theoretical models for such objects as
the three-dimensional ubiquitous inverted-U plasma loops that populate the
solar atmosphere. Detailed quantitative modeling with observational data will
not be possible partly because the magnetostatic equations cannot be treated
in a general way and partly because of our inability to measure the magnetic
field in the upper reaches of the solar atmosphere. A synthesis between our
theoretical understanding of the magnetostatic morphology and physical
properties, and various available observations will remain the obvious viable
approach, such as illustrated by the recent modeling of sunspots.
We should always caution against the oversimplification of the real
phenomena when seen through these static models. The actual modeling
studies may also run into difficulties with instrumental spatial resolutions,
problems arising from boundary conditions for magnetic structures which are
not spatially isolated, etc. However, the case can be argued for genuine
prospects of learning considerable physics. This is an incentive for us to
intensify the efforts to improve magnetograph technology and to solve the
difficult radiative-transfer problems encountered in the interpretation of
magnetograph raw data.
I thank Grant Athay for helpful comments.
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MAGNETIC AND _HERMODYNAMIC STRUCTURE OF THE
SOLAR CORONA DURING SUNSPOT MINIMUM
Vladimir A. Osherovich
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Abstract. A model of the solar corona (1.$R o _ R _ SR e) during sunspot minimum is
constructed. We suggest that pole-equator asymmetry is caused by interaction of
global azimuthal electric currents in the corona and potential magnetic fields
originating below the corona. The problem is reduced to a nonlinear ordinary
differential equation for a structural function. Taking the difference in electron
density between the equatorial plane and the polar direction from observations, we
solved the basic equation and derived the global electric current distribution around
the Sun along with the magnetic and thermodynamic structures of the solar corona. The
asymmetry between the two hemispheres, which can be due to the magnetic quadrupole, is
considered in detail. It is shown that an additional quadrupole term in the magnetic
field representation affects the position of polar coronal hole boundaries differently
in the two hemispheres. As a result, the outflow from the two polar regions is found
to be different.
1Work done at the Space Environment Laboratory, NOAA, ERL, Boulder,
Colorado 80303.
2The National Center for Atmospheric Research is sponsored by the
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1. Introduction
Empirical models of the solar corona are obtained by converting the brightness in
eclipse photographs (or photographs obtained with a coronagraph) into electron density
N e. Such modeling initiated by Schuster (1880) and continued by Young (1911),
Woltjier (1926), and Minnaert (1930) resulted in the establishment of a spherically
symmetric corona model (Baumbach, 1937, 1939). Later, Allen (1946) and van de Hulst
(1950) suggested two types of electron density distributions: spherically symmetric
distribution for the corona during sunspot maximum, and the distribution during
sunspot minimum in which the electron density in the equatorial plane is 2-3 times
higher than the density in the polar region. A reliable N e contributes to our under-
standing of the coronal phenomenon. However for future studies to find the relation
between magnetic, thermodynamic, and dynamic structures we have to consider the
balance of forces in the asymmetric solar corona during sunspot minimum. We assume
that pole-equator asymmetry in the magnetically dominated region 1.5 _ r _ 5 (r_R/Ro) ,
v2 B2
where p - << --- '
2 8n
is caused mainly by the Lorentz force. This force is a result of the interaction of
the global coronal currents with the underlying potential fields. Thus our approach
differs from modelin 8 based on potential or force-free magnetic fields.
2. Quasi-static Approximation
We assume that the magnetic structure of the solar corona during sunspot minimum can
be described by a Chandrasekhar potential
= R2 _ rn(rl (1-. 2 ) - x-lu sign u] (1)A He --e -o ....... - o • - -
where Ho and X o are constants,
u is the structural function,
_ cos O, 0 is a colatitude.
The corresponding magnetic field is
-9 1 1 BA 1 BA
B .... (- , --- ,0)
R2r r Op (l-p2) 1/2 Br (2)
Hot-2 -*As a result we have a combination of a radial field sign _ e R and a dipole-
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like field (i.e., a magnetic field with a dipole angular dependence and an arbitrary
radial dependence). For this field we solve the mag_etohydrostatic problem, neglecting
the influence of the outflow on the force balance. Then, using the found magnetic
field and the induction equation we obtain the velocity of the outflow that can
coexist with such a magnetic structure. The described approach we define as a quasi-
static approximation.
The magnetohydrostatic problem for the axially-symmetric magnetic configuration
around a gravitating body was reduced by Uchida and Low (1981) to a partial
differential equation for gas pressure P and Chandrasekhar's potential A. This
equation and a complementary condition allow us to find the density distribution, if
P(r,A) is known. Using these results for potential (i) we further reduce the problem
to an ordinary differential equation (Osherovich, Tzur and Gliner, 1984):
d ! 11 d2u 2u!l 1r2 _L ........ (u + Xo 1) = L AN e (r), (3)dr r 2 dr 2 r 2 •
where
AN e (r) _ N e (r,_=O) - Ne (r,_=l)
is the difference in electron density between the equatorial plane and the polar
direction, and
4_ 1.17 Mp goRe
L __ Mp is a proton mass.
We define the magnetic surface A(r,_)=O as a polar hole boundar_ This surface
separates the polar region with open magnetic lines from the area with magnetic
lines that return to the equatorial plane. The parameter X o is related to the
colatitude of the polar hole boundary at r=l, namely
cos Ob
X o =
sin20 b
Taking ANe(r) from one of the empirical models, and solving the basic equation (3), we
find the structural function u(r) that allows us to express magnetic and
thermodynamic parameters such as _, p, P and T analytically. To solve (3) we take the
boundary conditions u(r o) and u'(r o) (for Allen's model ro=l.5) and then adjust
u"(r o) to obtain a solution with the asymptotic behavior u -_ r -1 as r-_ _. We compare
ANe(r) from Allen's empirical model (1973), from Saito's model (1970), and the
suggested Saito-Munro-Jsckson model [a model with equatorial N e from Saito's model and
the polar distribution from Munro and Jackson (1977)].
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Fig. 1. Difference in electron density between equatorial plane and the polar
direction for three empirical models.
Figure 1 shows that curves for ANe(r ) from these three empirical models are
similar. Therefore, we present results only for Allen's distribution. We chose Xo=
_-in our calculations, which corresponds to 0b=45°. We also chose Ho=2.5G. The
corresponding total magnetic field above the pole BR(r=I, _=1) = 9.6G. This value is
between the 5G obtained by Stenflo (1971) and 11.56 obtained by the Stanford
University group (Hoeksema, Wilcox and $cherrer, 1982).
The coronal magnetic structure for Xo =W is presented in Figure 2. The magnetic
surface A(r,_)=O corresponds to the boundaries of the polar holes. In the equatorial
plane we have a current sheet, due to the discontinuity of the radial field Hot-2 sign
-.@
e R. Figure 3 shows the related isodensity contours. Gas pressure and temperature
are presented in Figures 4 and 5 for every 15 ° of the colatitude. From these figures
the polar region, as expected, appears to have lower density, pressure, and
temperature than the equatorial plane. For the infinitely conductive axisymmetric
flow without an azimuthal component (V_=O)
dF(A) 1
VR - --- SR (4)
dA p
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dF(A) 1
V0 = B0
dA p
(s)
where F (A) is a stream function•
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Fig. 2. Magnetic lines of force for the model of solar corona during sunspot minimum
without a quadrupole(Xo--V2/27, numbers on the curves correspond to A/Ao).
Fig. 3. Isodensity contours for the model of solar corona during sunspot minimum
without a quadrupole. (Parameters are chosen the same as for Figure 2). Numbers on
the contours correspond to density (10 -19 g cm-3).
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We assume F=FoA in the northern hemisphere and F=-FoA in the southern
hemisphere (Oshezovich and Suess, 1982).
Then choosing the constant F o in such a way that V R (R=I A.U., O=90 °) = 400 km
s -1 we obtain the radial velocity profiles in the region 1.5 _ r _ 5 (Figure 6).
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Fig. 6. Radial velocity of the outflow in the corona.
These profiles demonstrate faster acceleration of the solar wind from the polar region
than in the equatorial plane.
As long as we consider a combination of a dipole-like magnetic field and the
radial field, the corona model is symmetric over the equatorial plane. Introducing
a new potential
A = Ho R_ Xo [u(r) (1-_2)-I_ 1 _ sign _ + X_ 1 r-2_ (1-_2)]. (e)
With a quadrupole term (the term proportional to X11) we destroy this symmetry. The
configuration with the additional quadzupole magnetic field is presented in Figure 7,
and the related isodensity contours are shown in Figure 8. Both magnetic and
thermodynamic structures now are different for the northern and southern hemispheres:
the southern coronal hole has become larger than the northern one. This change
influences the outflow from the polar regions (Figure 9). For r)3 the acceleration
from a larger polar hole is faster;
?2
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Fig. 7. Magnetic lines of force for the model of solar corona during sunspot minimum
with quadrupole (Xo= 2, X_1 -_.
Fig. 8. The influence of a quadrupole on the density distribution in the model of
solar corona during sunspot minimum (Xo= 2, X11 --_.
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Ii dVR(r'p=-l) dVR (r'P=l) 1
.e., )
r dr
It was shown earlier (Osherovich et al., 1983) that the outflow increases the
temperature as much as 30% compared with the temperature in the quasi-static model. We
calculate electric current density j around the Sun, using our quasi-static
approximation (Figure 10). To the best of our knowledge this is the first estimation
of the global azimuthal current density in the solar atmosphere. The current density
ranges from 14 x 10 -10 A m -2 (r=1.5) to 0.1 x 10-10A m-2 (r=5) and is larger near the
equatorial plane, compared with the polar region.
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Fig. 9. Influence of the quadrupole magnetic field on the outflow from two polar
regions (X o = 2 , X11 =v/_-_.
?4
14
o=go °
R/Re
Fig. 10. Electric curent density distribution in the solar corona during sunspot
minimum. Parameters are the same as in Figures 2-6.
3. Dynamic Approximation
For the quasi-radial flow (V_, Vo<{V R) it is possible to include the dynamical term in
the basic ordinary equation (3). The modified equation for the northern hemisphere is
Idlr2 ........dr r 2 dr 2
4n
=I_N e (r) + - r 2
H2x2
o-o
-p
(n + X; i) =
t.
iJ=O
p.=l
(7)
?5
where
F o
V R = __ BR.
P
dynamic model without a quadrupole (X_I=o) there is a symmetryFor the between the
hemispheres so that the equation for the southern hemisphere coincides with (7).
Note that in the dynamic approximation for a model with a quadrupole field equations
for the northern and southern hemispheres are different (Osherovich, Gliner and
Tzur, 1984).
Equation (7) allows us to study the influence of the outflow on the global
electric current around the sun. The current density can be presented in the form
J = Jstatic + Jdynamic'
where Jdynamic represents the contribution to the total current density that is due
to the outflow. Figure 11 demonstrates that Jdynamic is negative and rather small
compared with j in the region 1.5 _ r _ 3. Thus, our quasi-static approximation is
relevant in this region. At r ~ 4, Jstatic and Jdynamic are comparable.
It is clear that our dynamic model is applicable also for r > 5. The farther
we go from the Sun, the better the quasi-radial approximation.
16
Jstatic
dynamic
Fig. 11. Comparison of the electric current densities in the equatorial plane for the
dynamic model (j) and the quasi-static model (Jstatic); Jdynamic represents the
contribution of the dynamic term to the total current density J.
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4. Discussion
The suggested model has few drawbacks. The current sheet in the equatorial plane is
an oversimplification of the real magnetic structure in the vicinity of the equatorial
plane. However, a more advanced model with continuous magnetic field in the
equatorial plane has already been suggested [Osherovich, Tzur and Gliner, 1984
(Appendix)]. This model includes a radial field with arbitrary latitudinal
dependence.
Our present model treats pole-equator asymmetry and the asymmetry between the
hemispheres (e.g., as observed by Moussas et al., 1983). However, it is still an
axisymmetric model. Longitudinal dependence should be incorporated in the model.
In spite of these disadvantages, the model provides better understanding of the
relation between magnetic, thermodynamic, and dynamic structures in the solar corona
during sunspot minimum and can serve as a diagnostic tool in the interpretation
of coronal observations.
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THEORETICAL APPROACH TO EVOLUTION
OF SOLAR MAGNETIC FIELD
Y. Nakagawa
Chiba Instite of Technology, Narashino 275, JAPAN
Abstract. Theoretical approaches to the evolution of solar atmospheric magnetic
field are briefly reviewed from the standpoint of their physical significance. A
new direction of analysis based on the possible manners of generation of electric
current is considered, and its physical implications are discussed.
i. Introduction
The evolution of solar atmospheric magnetic field is clearly governed by the change
of photospheric magnetic configuration. This close relationship has been illustrated
by a number of analyses, for example, on the basis of evolving force-free magnetic
fields by Tanaka and Nakagawa (1973), Nakagawa and Tanaka (1974), Levine and Nakagawa
(1974, 1975), and Low and Nakagawa (1975) to name a few. Similar analyses on the
basis of evolving magnetostatic fields have been pursued recently by Low (1982a,b;
1984a,b). Apart from such theoretical analyses, pure observational evidences have
also been accumulated by Martre$ Soru-Escaut and Nakagawa (1977) and many others.
The simplest approach to this problem is to examine the evolving potential field
for a given photospheric magnetic configuration. Mathematically, this is the bound-
ary value problem, and uniqueness of solution as well as mathematical tools are
available for the analysis. However, physically, a current-free potential field is
the minimum energy state and to store some magnetic energy in the atmosphere, elec-
tric currents must be present. In other words, an evolving potential field cannot
be materialized unless the energy gain due to the work done at the photospheric level
is exactly dissipated within the atmospheric field.
The success of evolving force-free field analysis suggests the presence of field
aligned electric current _I| in the solar atmosphere. However, an evolving force-
free field can only be achieved by the presence of electric current perpendicular to
the field J__ which is dissipated rapidly to establish the successive force-free
fields. TEe analyses of evolving magnetostatic field accomodate both JIl and J i;
however, in most studies of this problem, the growth or decay of _i is presupposed
with little attention to physical change at photospheric level.
In this paper, therefore, this problem is reconsidered from physical grounds,
mostly on the basis of generation and dissipation of JIl and Ji.
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2. Basic Equations and Their Properties
The basic equations appropriate to the analysis are the magnetohydrodynamlc (MHD)
equations, i.e., the laws of conservation of mass, momentum and energy, supplemented
by the Maxwell equations of the forms:
a-R_=-v. (or) , (i)
_t ~ ~
dv
p _ = J~x ~B -Vp + pV_~ • (2)
3B
_t -V~ x E~ , (3)
_U
3-T :-V "~ ~S , (4)
E + v x B = _] J , (5)
and ~V x B~ = Wo J~ , (6)
where 0 is the density, v the velocity, J the current density, B the magnetic field,
p the pressure, _ the gravitational potential, E the electric field, U the total
energy, S the energy flux, n the resistivity and _ the permeability, with
O
d
dt- _t + (v • V) , (7)
1 2 1 B2
U = _ p v + y-----_ p +-- + p_ , (8)
2_ o
S = v U + p + _ i (v • B) B + n---J x B ,
..... _l° ~ ~
(9)
and y being the ratio of specific heats.
It is known (Nakagawa 1981a,b) that the basic set of MHD equations are hyper-
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bolic. Hence, the proper physically self-consistent examination of evolving
atmospheric magnetic field subject to the (time-dependent) photospheric boundary
changes is mathematically an initial-boundary value problem and the analysis must
utilize the method of characteristics. Physically, the method of characteristics
implies that any change within the medium (including the change on the boundary sur-
face) is related by finite amplitude waves propagating along specific characteristic
directions. In other words, a finite-amplitude change on the boundary can be de-
composed among these waves and carried to a point in the medium. Consequently, by
tracing these waves along the characteristic directions to the source, the causality
relationship between the response in the medium and the cause on the boundary can be
established uniquely. Nevertheless, practical application of this method is extreme-
ly complicated (Sauerwein, 1966); thus a simplified version called the method of pro-
jected characteristics has been developed by Nakagawa (1981a,b) and used with success
(Han, Wu and Nakagawa, 1982; Wu, et al. 1983, 1984).
For the full set of MHD equations, the basic non-linear waves are the fast, slow
and transverse (Alfv_n) MHD waves, and the entropy wave .... = manner of propagation
of these waves is not isotropic and depends strongly on the direction of magnetic
field as shown in Figure i, in which the manner of propagation for a point disturbance
Z
jJ_
lj lj
I_ i B°
X
¥
I
I
I
I
' I_
Figure i. The relationship between three- and two-dimensional loci of character-
istic surfaces. The direction of magnetic field in the (x,y,z)-coordi-
nates is represented by OB and the projections are denoted by 0 _ B _.
A" and C" are the projections of A and C, i.e., the wave fronts of trans-
verse (Alfv_n) waves.
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at the origin 0 is illustrated for a stationary medium, i.e., for a stationary
entropy wave y = 0. In Figure i, OBdenotes the direction of the magnetic field and
the spheroidal surface (the projected ellipses in the componentplanes) represents the
fast MHDwave front, while a set of conical surfaces along 0B axis (projected as
cusps) denotes the slow MHDwave fronts and the points A, C along the 0B axis (pro-
jected as A', C") are the responses by the transverse MHDwaves to the point dis-
turbance at 0. It can be seen from this figure that apart from the point to point
response by transverse (Alfv_n) waves, the deformations of a point source disturbance
for fast and slow MHDwave fronts imply that fast and slow _D waves accompanyphysi-
cal changesdue to either expansion or compression. It is important to point out
that the transverse MHD(Alfv_n) waves only induce a rotation of magnetic field and
this physical understanding is verified by Han, Wuand Nakagawa(1982). Thus in a
pure two-dimensional plane analysis, contrary to the popular understanding, the
transverse (Alfv_n) waves are completely dropped out and the magnetic field change
is achieved by the fast and slow MHDwaves. Under general circumstances, however,
a quantitative estimate of a given perturbation amongthose waves is difficult.
Therefore, to gain a physical insight into the nature of evolving magnetic field, a
more practical method of approach to this problem is advisable as discussed in the
following sections.
3. Physical Approach
Application of a curl-operator to Equation (3) yields, with Equation (6),
_J
Wo8t = -V~x V~x ~E
= -V (V • E) + V2E
= vZE , (10)
where to the MHD approximation, the condition of the prevalence of charge neutrality
is used, i.e.,
V • E = O. (ii)
For the study of solar atmospheric field, we may neglect the effect of resistivity
and write
E = - (v x B). (i2)
Substitution of Equation (12) into Equation (i0) gives for the components parallel
(i l) and perpendicular (!) to the magnetic field,
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= _ I V2(v x B)
- II
(13)
_J
_t i V2(v x B)i (14)
_o ~
Equations (13) and (14) indicate for a given set of velocity and magnetic fields,
whether the evolving magnetic field approaches or deviates from a force-free field.
For an example, let us consider an initial linear potential dipole field subject
to a photospheric motion as illustrated in Figure 2a and b. The magnetic field of
Z •
a b
Figure 2. A schematic illustration of physical situation for the evolution of
two-dimensional dipole subject to a pure lateral shearing motion (a),
and a more general motion (b),of the magnetic foot-points.
the initial linear potential dipole field is confined in the x,z-plane. Then for a
pure shearing motion, i.e., for the velocity field only in the y-direction, as in
Figure 2a, the immediate response is the x and z-components of y x B. In other words,
only J|| can result; thus, the evolving field must become a force-free field. This
expectation is verified by actual computation by Wu et al. (1983) in which a pure
shearing motion reproduces an evolution close to the analysis by Low and Nakagawa
(1975).
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Now if the motions are purely convergence or divergence, namely, in the x,z
plane, the vector product v x B has only the y-component, hence, only the growth of
_ results and the evolvin_ field deviates strongly away from a force-free field. It
, therefore, evident that for the photospheric motion shown in Figure 2b, with the
growth of both Jll and Ji, the magnetic energy in the atmospheric field increases
faster than the~d_se a.~-
For a complete analysis the detailed response must be worked out at each locality.
Nevertheless, the additional condition of prevailing charge neutrality in MHD approx-
imation gives
v • J = 0 . (15)
This equation can be used to trace the boundary effect into the atmosphere, as the
electric currents generated on the boundary must be continuous throughout the medium,
i.e., the boundary currents can be used to guide the change of electric current in
the upper atmosphere.
The above argument shows that a vortex motion around a circular sunspot tends to
produce a force-free field as examined by Nakagawa and Stenflo (1979) and that
motions around sunspots favor the development of force-free vortex fields, while in-
truding or colliding sunspots enhance _I" Naturally, the evolution must involve
physical changes. Thus let us look at~_his problem.
A vectorial multiplication of B to Equation (2) yields
~
IiJ! = 7 x p _+ Vp - pV_ . (16)
For slow change, dropping the term o(dv/dt)l , we find the magnitude of Ji to support
the prominences or filaments from the deviation of (Vlp - OVi_ ). To the same approx-
..........._+_(i. , p (_,/a_ii = 0_.. scalar multiplication of _B to Equation (2) gives
vii p - pYil = 0 , (17)
namely, the prevalence of hydrostatic equilibrium along a field line.
In other words, the change in density stratification, such as, formation of a
filament or prominence, must involve Jl" Thus, the next question is in non-static
state in which the current Jll or Jj is responsible for the change through
P (dv/dt)ii or p (dv/dt)|. For example, restoring the term p (dv/dt)| I in Equation
(17), we can estimate the--magnitude of vll by
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t(18)
4. Discussion and Concluding Remarks
The complex physical changes accompanying an evolution of the atmospheric magnetic
field must be treated in a self-conslstent manner by the method of characteristics.
However, as mentioned in the previous section, a physical approach must be explored,
particularly for slow evolution. Naturally, for a fast evolution, such as changes
following the onset of a flare or coronal transients the dynamical responses by non-
linear waves must be considered. However, for a slow evolution, it is conceivable
that apart from the entropy wave which propagates with the material velocity, the
nonlinear waves which propagate rapidly throughout the medium help to achieve the
quick adjustment to a quasi-equilibrium state. Then the successive steady state
analysis, such as to follow topologically continuous force-free or magnetostatic field
can be considered a good approximation to the evolving atmospheric field.
Apart from such considerations the problem of fundamental importance is the pre-
diction of the onset of catastrophic phenomena, flares. From the theory of chaos it
is known that for weak nonlinear couplings, an evolving phenomenon reaches a steady
final stat_ while in the presence of a strong nonlinear coupling the final state is
unpredictable, i.e., catastrophic. In the solar atmosphere, it is apparent that
strong material motions can only be generated by the term J x B, that is by the
growth of _I" At the same time, it is known from the analysis~of evolving force-
free fleld _hat J|| cannot exceed a certain limit (Lo% 1977) to be stable. Therefore,
for the possible~6_set of a flare, it is important to clarify whether 41 I or _i acts
as the trigger for a flare from observational analysis.
For the flare problem, it may be worthwhile to add the plasma physical consider-
ations. In plasma physics, with p denoting the charge density, Equation (15) be-
. e
comes the equation of conservatlon of electrlc charge
aPe
-- + V • J = 0 , (19)
_t ~ ~
while the equation for electric field is
eo V_ • ~E= Oe ,
(20)
with e denoting the capacitivity. With Equation (20), Equations (13) and (14) can
o.be rewrltten in the forms
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3J
-_=_
_t i Vl v2 x B) ,
_:-T- l Pe" _oo - "li
$-Jl i i V 2 (v x B)
3t go Pe _o ~ ~ i
(21)
(22)
In other words, Jll as well as J can be generated by the presence of charge density
gradient. This sd_plies an interesting as well as important possibility for the
onset of a flare-like instability. All field lines must go through the transition
region between the corona and the chromosphere where a considerable variation of
electric charge carriers exists. Thus a strong disturbance at these layers can strongly
affect the local charge density, such as a formation of a double layer resulting in
a large change in the electric current, hence the evolution of the magnetic field.
In summary, up to the present the evolution of magnetic field has been examined
mostly from the MHD approximations. Clearly, the MHD approximation is valid for large
scale changes; nevertheless, a more systematic analysis must be performed to learn
the roles of different physical mechanisms acting in the observed evolution of the
magnetic field. It is suggested that examination of the evolution of electric current
is a physically promising direction of research and that plasma physical considerations
can also provide a new insight to the problem.
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Current Evolution in a Numerical
Emerging-Magnetic-Flux Model
T.G. Forbes
Abstract
The resistive-MHD equations are numerically solved in two-dimensions for an
initial-boundary-value problem which models the emergence of magnetic flux from
the photosphere into the corona. As the emergence begins a current sheet forms
around the emerging region which separates the emerging region from the
overlying coronal magnetic field. This current sheet is the source of the
free-magnetic energy in the system, and in the limit of zero resistivity it is a
simple tangential discontinuity. However, when the resistivity is finite,
reconnection between the magnetic field in the emerging region and the overlying
coronal magnetic field ensues, and the subsequent evolution of the enveloping
currersheet becomes complex. The overall time history of the current evolu-
tion _s suggestive of the expected current evolution for the pre-flare,
impulsive, and main phases of flares.
I. Introduction
I) Emergence of
Potential Field
/S-"
.-,-- Energy storage
from Emergence
2) Emerging Flux
as Trigger
<<1
a. Force- free and
Current Sheet
3) Combinations
jxB=O
b. Non- force- free ond
Current Sheet
B=I
Figure i. Some examples of possible flare mechanisms involving emerging
magnetic flux. Case 1-simple current sheets model, Case 2-emerging flux as
flare trigger, and Case 3-emerging flux with force-free (a) or non-force-free
(b) internal currents.
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Many solar flares are Seen to occur after the emergence of new
magnetic flux from beneath the photosphere (Martres et al., 1968, Rust, 1972;
Vorphal, 1973; Sheely et al., 1975; Glackin, 1975; Martin and Harvey, 1973), and
various analytical models have been developed to explain this occurrence
(Canfield et al., 1974; Heyvaerts et al., 1977; Tur and Priest, 1976, 1978;
Milne and Priest, 1981). One aspect that is particularly difficult to treat
analytically is the reconnection between the field of the emerging flux region
and the pre-existing field in the corona. One way to avoid the analytical
difficulties is to solve the magnetohydrodynamic equations numerically, but
there is a serious handicap in such an approach, namely the inability of present
day computers and techniques to handle simultaneously the very large and very
small physical scales existing in the solar atmosphere. Nonetheless, numerical
solutions are still very useful as a tool with which to explore the nonlinear
dynamics implied by the governing equations.
There are several scenarios one might consider for an emerging flux trigger
for a flare. Examples of some simple possibilities are shown in Figure i. Case
No. 1 shows the simplest possible case of the emergence of a potential field in
which all the free-magnetic energy available for the flare is stored in the
current sheet. However, one might consider the alternate possibility shown in
case 2 where the flare magnetic energy is already stored in pre-existing,
force-free structures in the corona. In this case the emergence would not
itself supply any significant energy, but would only serve to trigger an
instability in the pre-existing structure. Combinations of the type shown in
case 3 are also possible. In these scenarios the emerging flux region may
itself contain either force-free currents (a) or distributed currents (b)
depending upon the plasma beta of the emerging region.
For the present two-dimensional calculation the scenario shown in 3b has
been used as a basis for the following initial-boundary-value problem:
2. Mathematical Formulation
2. i. Governing equations
The partial differential equations for the problem are:
_B_/_t = V x (VxB) + nVZB. (1)
_pl_t = -V- (pV) . (2)
p[_v_/_t + (v.v)v] : -vp + j x _B (3)
_p/St + (V.V)p =-ypV.V + (y-l)nj 2 (4)
j = v x _B (5)
p = pT (6)
B, V, p, p, _, _, t are dimensionless variables defined by
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Bo, , , ,_B = _B'/ , P = P /Po
#
p 4 p,/B 2 i = i'4 L /CB v'== , a ,
X = X'/L_ , t = t'V' /L"a _ O
where c is the speed of light and B', V' ' p' _' X'_ _ , p , , , _ , and t' are the
dimensional magnetic field, flow velocity, mass density, pressure, current
density, spatial coordinate vector, and time, respectively. The scaling
constants B', and p' are defined so as to normalize the dimensionless variables
o ..... , L'wlth respec_ to the mnltlal condltlons and is the size of the computational
domain, y is the ratio of specific heats (=5?3), and _ is the dimensionless
magnetic diffusivity (=0.0005). q is related to the dimensional magnetic
diffusivity, _', by
! !
= q '/ (LoVa) ,
which is the inverse of the magnetic Reynolds number (or, more properly, the
inverse of the Lundquist number).
2.2 Initial conditions
The initial conditions are:
B = _. , (7)
-- X
V = 0 , (8)
p = 1 , (9)
p = 8/2 , (i0)
where 8, the initial ratio of gas to magnetic pressure, is 0.i.
2.3 Boundary conditions
Formulation of the boundary conditions presents a considerably more complex
task than that of choosing the initial conditions. The numerical calculation is
executed over a uniform cartesian grid mesh of 49 x 97 points enclosed by four
boundaries. Of these four boundaries only the one corresponding to the base of
the corona (Z = 0) is physically real. The other three boundaries are non-
physical and are imposed by the finite spatial domain of the numerical grid. In
our coordinate system these three non-physical boundaries correspond to the X =
0.0 plane (left side), the Z = 1.0 plane (top), and the X = 1.0 plane (right
side) of the square computational domain. To reduce the number of mesh points
needed to achieve a given resolution, the X = 0 boundary (left side) is made an
axis of symmetry. For the two remaining non-physical boundaries we use the
simple extrapolation method discussed by Orlanski (1976) in order to simulate an
open boundary through which magnetic flux and plasma can enter or exit from the
box.
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The physically important boundary conditions for the emerging flux process
are the ones at the base of the computational domain. The nature and number of
these conditions depend upon whether one considers the reduced hyperbolic set of
equations obtained by neglecting all dissipation terms, or whether one considers
the general parabolic set which includes dissipation terms (Chu, 1978). Here we
consider the parabolic system obtained when magnetic diffusivity is added to the
ideal-MHD system. For such a system the number of independent boundary condi-
tions that are needed depends upon the number of characteristics propagating
from the boundary into the fluid, and this in turn depends upon the speed of the
flow through the boundary (e.g. Steinolfson and Nakagawa, 1976).
Virtually all explicit numerical methods require each variable to be
specified at the boundary. If the number of physically allowed independent
boundary conditions is less than the total number of variables, then additional
'compatibility' conditions are needed (Nakagawa, 1981). In general these
compatibility conditions depend both upon the other boundary conditions and the
initial conditions, and only in some especially simple cases can they be
analytically determined. Otherwise, they must be numerically computed at each
time step (for example, see Han et al., 1982).
For our initial-boundary-value problem it is convenient to consider the
boundary conditions inside and outside the emergence region separately. We
assume that the edge of the emerging region is defined by a given time-dependent
function, X (t), and for X > X (t) the independent boundary conditions are:
e e
B = 0. (lla)
z
pV = 0. (12a)
z
_Bx/_Z = 0. (13a)
with the dependent boundary conditions (i.e. compatibility relations):
(PVx)/BZ = 0. (14a)
_p/_Z = 0. (15a)
8p/_Z = 0. (16a)
These are the conditions for a grounded wall with no magnetic flux threaded
through it.
For the boundary conditions inside the emerging region we consider the
times before and after emergence individually, starting with the more easily
formulated time-independent ones occurring after the emergence is complete.
Defining t , as the time when flux stops emerging, we have for t > t and X < X
• e e e
the independent boundary conditions:
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B = f(X). (llb)
z
pV z = 0. (12b)
_Bx/_Z = _Bz/_X . (13b)
pV = 0. (14b)
x
with the dependent boundary conditions:
p/p_ = k I = constant. (15b)
_p/_z = 0. (16b)
Here, instead of a compatibility relation for pV , we have used an
independent, no-slip boundary condition (14b). This _xtra boundary condition is
mathematically permissible if viscosity is incorporated into the MHD equations.
Since only a numerical viscosity is present in our system of equations, this
could give rise to a poorly resolved viscous boundary layer were a substantial
tangential flow to appear at the boundary in this region. However, owing to the
very small value of the electrical resistivity, q, only an insubstantial
diffusive tangential flow component can occur in the emergence region, and hence
no viscous boundary layer appears. The use of the no slip condition greatly
simplifies the formulation of the boundary conditions which in turn decreases
the cost of the calculation significantly. (Otherwise, additional numerical
iterations would be required to solve the compatibility relations at each
timestep.) The condition (13b) together with (14b) serve to anchor or
'line-tie' the magnetic field to the base so that field lines cannot move along
this boundary.
Inside the emerging region (X < X ) and during the emergence
e
(t < t ) the independent boundary condltlons are:
e
B = f(X,t). (llc)
z
pV z = g(X,t). (12c)
_Bx/SZ = _Bz/_X. (13c)
pV = 0. (14c)
x
p/pY = k I (15c)
with the compatibility relation:
Bp/Bt + B(Vzp)/BZ = 0. (16c)
Two additional independent boundary conditions (14c and 15c) are required when
an inflow occurs since the entropy (15c) and tangential momentum (14c) of the
incoming fluid must be specified (Chu, 1978). However, there is no simple
expression for density (or pressure) in this case, and so a time-dependent
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compatibility relation (16c) is now needed. To solve (16c) we use the one-sided
differencing scheme described in Chu and Sereny (1974).
The condition (13c) is based on the assumption that there is no diffusion
of the magnetic field through the incoming fluid prior to its entry into the
numerical box. In other words we assume, as we do after the emergence, that the
frozen-flux conditions, E = - _ x B, holds beneath the base. This is consistent
with the assumption of absolute line-tying of the field to the fluid, in the
region below the corona (i.e. below the transition zone) at all times and
locations. In reality we expect this assumption only to be approximately true
since the photospheric line-tying is inertial (V x B = 0) and not both inertial
and resistive (_ x B + nj = 0). However, to incorporate such partial line-tying
would require a model of the transition zone, and this is beyond the scope of
the present simulation.
To complete the description of the boundary conditions along the base we
specify the functional forms of f(X,t) and g(X,t) along with the associated
constants. Our choice of these functions and constants is based on the concept
of a shielded magnetic flux tube moving upward through the base. The field
inside the flux tube is chosen to be a simple sinusoid, namely:
I BeX(X2+h2)-½ sin[_(X2+h2)%/W], 0 < t < tf(X,t) = -- e (17)
B sin (_X/W), t > t .
e -- e
The upward vertical momentum is chosen on the assumption that beneath the base
the flux tube is moving upwards at a known speed h(t), and that it has a density
distribution obtained by solving the pressure balance equation
8plSr + 8(B_12)lSr + B_Ir : 0, (18)
where r is the radial distance inside the tube and BB(r) is the polodial
magnetic field. It should be emphasized that (18) is not itself used as a
boundary condition but only as an aid in choosing the inflow momentum function
g(X,t). With (18) we obtain
g(X,t) = 8-i h B2[Ci(2_[X2+h2]½/W) - in(_[X2+h2]_/W)
e
- sin 2(_[X2+h 2]_/W)] + 2P ,
(19)
where
h(t) = I W cos [wt/(2te)], 0 < t < t
- e
0 , t > t .
e
The intersection of the flux tube with the base defines the edge of the emerging
flux region, i.e.
X = [W 2 - h(t)2] ½ .
e
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The various constants in the above expressions are set as
k I = 8/2,
B = 0.i,
= 513.
P = 1.60, B = 1.34 ,
e
t = 4.0, W = 0.5 ,
e
The above constants have been chosen on the basis that beneath the base the
tube has a uniform entropy distribution equal to the initial entropy in the box.
The half-width of the tube is W, the maximum field _trength inside the tube is
B , and 8 is the external plasma beta parameter. P + 0.59 B 2 is the pressure
a_ the surface of the tube when it is beneath the base, and iT is set equal to
the initial total pressure (gas + magnetic) in the numerical box. (It is not
necessarily the pressure at the surface of the tube when the tube is at or above
the base, since then the pressure is dete1_tined by the numerical solution.) h
gives the location of the axis of the tube below the base, and t is the time
required for the centre of the tube to reach the base. After t _ the flow of
plasma and magnetic flux through the base is stopped. It is found in practice
that the inflow velocity is nearly uniform along the base and corresponds to an
injection speed, h, of _ 1/8 times the scale (i.e. coronal) Alfv_n velocity.
1.0 T = 0.00 ......... T,_ ,z;I..,O_7 , _ .....
1.0 _** .....
(i I
,0 c-,I
Z 0.5 _.
'i
0.0
......... T -=- ._.6¢ ........ v,_. T = A. 91
:0.
0.0 ," ; ; ," :
-I.0 -O.S 0.0 0.5 t.O -O.S 0.0 0.5 1.0
× X
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Figure 2. Time sequence of magnetic field lines and flow vectors showing
reconnection beween a pre-existing, horizontal magnetic field and an emerging
region of closed magnetic field lines which are antiparallel to the pre-existing
ones° The times are in units of the time initially required for an Alfv_n wave
to travel from the bottom to the top of the numerical box. The magnitudes of
the flow vectors are in units of the initial Alfv_n velocity, V , and are
a
rescaled in each panel with the scaling of the fastest flow speed indicated to
the right of each panel. Emergence of new flux at the base occurs in the region
IXI < 0.5 from t = 0.0 to t = 4.0 at an input speed of about 0.12 Va.
The boundary conditions set the entropy at the base equal to its initial value,
and thus, the temperature at the base is
T = 0.5 8P 2/3
The temperature of the fluid entering through the base is about twice the
initial temperature in the box.
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2.4 Numerical Method
Equations (i) - (5) together with the initial conditions (7) - (i0) and the
boundary conditions (ii) - (16) are solved by a method based upon the explicit,
flux-corrected transport (FCT) code SHASTA (SHarp And Smooth Transport Algor-
ithm) developed by Boris and Book (1976). Our version of the code is similar to
Weber et al. (1979) except that we use the magnetic vector potential rather than
the magnetic field components in that section of the code which diffuses the
field. For the 49 x 97 grid point mesh used in our calculation the effective
numerical viscous and magnetic Reynolds numbers are on the order of i0 v outside
discontinuities (e.g. shocks), but to stabilize the code against numerical
instabilities triggered by the growth of small scale-length oscillations it is
necessary to include an explicit magnetic diffusion. This diffusion required
for stabilization corresponds to a magnetic Reynolds number of about i0- (see
Matthaeus and Montgomery, 1981). The calculation is carried out for approxi-
mately 15 Alfv_n scale times and requires about 50 hours of cpu time on a
VAX-II/780.
3. Numerical Results
Figure 2 shows the evolution of the magnetic field and flow for the
initial-value-boundary problem set forth above. By t = 3.29 (middle left panel)
the emergence is almost complete, and only a relatively small amount of
1.0
T = 0.00 T = 4.07
Z 0.5
0.0
1.0 T = 3.29
Z 0.5
0.0
1.0 T = 3. 66
Z 0.5
0.0
-I.0 -0.5 0.0 0.5 1.0
X
= 4.58
T = 4.91
-0.5 0.0 0.5 1.0
X
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Figure 3. Current density contours for the same times shown in Figure 2. Solid
lines indicate regions with positive current density, and dashed lines indicate
regions with negative current density. The units are normalized with respect to
B /(2W), the initial magnetic field over the width of the emerging region, and
t_e jump, Aj, between ad3acent contour lines if 13.3. m_ ..... 4._# 14_
labelled 1 and 2 in the panels t = 3.29 and 4.07 designate normals to the upper
(i) and lower (2) current sheets through which they pass. The choppy, chaotic
contour lines in the centre of the emerging flux region during t = 3.66 to 4.91
are due to the development of fluctuations at scale lengths smaller than the
grid spacing.
reconnection has taken place. At this time the strongest flows occur in the
region between the emerging flux field and the initial overlying field (i.e. in
the reconnected region), but by t = 3.66 the strongest flows occur in the-_middle
of the emerging flux region (i.e. in the unreconnected region). The upward flow
in the middle of the emerging flux region has a speed of _ 0.9 which is consid-
erably greater than the injection speed of _ 0.12. This high speed flow is a
result of an imbalance that develops between magnetic (_ x B) and pressure (Vp)
forces inside the emerging flux region. The flow causes the emerging flux
region to balloon upwards and outwards even after the injection of flux is com-
pleted (c.f____t = 4.07 - 4.91), and as a result of the ballooning a magnetic
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island is formed as the stretched field lines near the base begin to reconnect
(c.f. t = 5.46 - 8.28).
The upward rush of fluid (t = 5.46) is resisted by the overlying magnetic
field, and by t = 4.91 the resulting tension in the overlying field drives a
strong downflow that creates a fast-mode MHD shock (t = 6.43 along Z _ 0.5).
After the fast shock propagates out the top, the system settles down to a
quasi-steady configuration containing, a more or less, stationary magnetic
island. Due to continuing reconnection this island eventually disappears (t
14.0), and the configuration becomes virtually potential (V x B = 0) with little
kinetic energy remaining in the computational domain.
The shocks generated during the evolution of the system are most apparent
in the current density contour plots shown in Figure 3. At all times the
strongest current density occurs at the locations of the x-type neutral lines
(x-lines). If there were no reconnection at all, we would expect the current
density in the vicinity of the first x-line (panels t = 3.29 to 4°07) to form. a
current sheet of the tangential discontinuity type discussed by Tur and Priest
(1976). This current sheet would completely enclose the emerging flux region,
separating it from the overlying, horizontal magnetic field. But since recon-
nection is occurring, what we see in Figure 3 looks considerably more compli-
cated.
Emanating outward from the region near the x-line are two sets of current
sheets which enclose the low magnetic field region of newly reconnected field
lines (c.f. t = 3.29). These are slow-MHD shocks which before t _ 3.5 are
roughly similar to those predicted by the standard Petschek picture of recon-
nection. However, after t _ 3.5, the shock structure changes rapidly as the
developing non-equilibrium slams the emerging magnetic flux region into the
overlying field. The upper set of slow shocks are left behind, and a new set of
slow shocks appear above the older set (t = 3.66 to 4.07). By t = 4.58 the
older set has faded, and again there are just two sets of shocks surrounding the
reconnected field regions. (The lower set is difficult to see in the current
density contours in Figure 3, but can be seen clearly in Figure 2 by examination
of the flow vectors at t = 4.58.)
Onwards of about t = 5.5 little remains of the earlier reconnection,
slow-shock system. After t = 5.5, the dominant current density feature is the
current sheet separating the regions of emerged and pre-existing magnetic field
regions, and only a slight enhancement of the current density at the x-lines is
apparent. Also predominant are structures associates with the global field
oscillations, as for example the fast-mode shock at t = 6.43 (along Z _ 0.7).
One question that seems appropriate to consider before proceeding further
is why does the large-scale imbalance between _ x B and Vp forces at about t =
3.6 occur? It seems to us that there are basically 3 likely possibilities as
follows:
i. The emerging region is either not in equilibrium, or it is
immediately in an ideal-MHD unstable equilibrium when it enters
the box.
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2,
3.
The emerging region is initially in a stable equilibrium, but
either equilibirium or stability is lost simply by the process
of continued emergence.
The emerging region is in a stable mechanical equilibrium, but
it is driven either into non-equilibrium or ideal-MHD instabil-
ity by reconnection.
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Figure 4. The heights of the x-type neutral lines (solid curves in the upper
panel), and their reconnection rates (solid curves in the lower panel) as
functions of time. In the upper panel the o-type neutral line at the centre of
the magnetic island is indicated by the unlabelled dashed line, and the x-line
for the potential solution is indicated by the appropriately labelled dashed
line. In the lower panel the dashed lines labelled 1 and 2 indicate the maximum
rates of reconnection predicted by the steady-state theories of Petschek (I) and
(2), while the dashed line labelled 3 is just E = 0 which is the rate for the
o
potential solution (i.e. no reconnection).
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In Figure 4 neutral line heights (both x- and o-types) and the reconnection
rates at the two x-lines are shown as functions of time. Also shown are the
height of the x-line obtained in the potential solution (see Appendix B) and the
maximum reconnection rates predicted by the steady-state theories of Petschek
(1964) and Sweet (1958). For the Sweet theory the electric field at the x-line
is
E = V R
o a m
where V is the Alfv_n speed in the inflow region at a distance far from the
x-line, a Here we evaluate V at X = 0.0, Z = 1.0, and since this value varies
with time, the Sweet value _f E also varies with time. For the Petschek theory
• o
we use the compressible verslon of Soward and Priest (1982) which gives
E = V [_y/(4y-2)]/[in(R 2 Eo/Va)]
o a m
The time history of the electric field at the neutral line suggests that
four phases occur during the evolution of the system. We identify these as a
quasi-steady emergence phase from t = 0.0 to about t = 3.5, an impulsive phase
from t = 3.5 to 6.0, a second quasi-steady phase from t = 6.0 to 12.0, and
finally, a static, potential phase from t = 12.0 onward.
The sudden increase in E at the onset of the second phase after the
relatively quiescent first phase suggests that the erosion by reconnection of
the outer layers of the emerging-flux region eventually upsets the mechanical
balance existing between the _ x _B and Vp forces inside the emerging flux
region. However, it is also possible that the emerging region simply becomes
ideally unstable once a sufficient quantity of flux has emerged, and so we
cannot be certain that reconnection is the cause of the impulsive phase.
However, whatever the cause, the fluid is rapidly accelerated upwards and
reconnection of the anti-parallel magnetic field is driven at a very fast rate.
After a few oscillations a new mechanical equilibrium is achieved, and the rate
of reconnection decreases as the flow driving it disappears. Reconnection
continues at a reduced level until eventually (t > 12) the lowest energy (i.e.
potential) state is achieved.
4. Aspects Relevant to Solar Vector Magnetic Fields
In the numerical model of the emerging flux region discussed here, the
normal (i.e. line of sight) component of the magnetic field, B , only varies
during the process of emergence. Once the emergence is complete, B is constant
even though large current changes continue to occur. The reason fo_ this is the
assumption that field lines are line-tied (i.e. anchored) at their photospheric
footpoints. Thus, in our model only the transverse components are a function of
the currents in the corona.
Because the transverse components of the field are produced only by
transverse currents (_ • B = 0), our model has no current parallel to the
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magnetic field. Unlike many flare models, the parallel currents are not
essential to the emerging flux model (see Priest, 1982). In the present
numerical model the magnetic energy that drives the flare is stored in the
current sheet separating the emerging region from the overlying corona and in
the distributed transverse current within the emerging region. (If the plasma
beta parameter within the emerging region is small (i.e. magnetic pressure
dominant over gas pressure), then the distributed transverse current should be
replaced by a force-free current.)
The important point is that the emerging-flux model does not require a
current parallel to the field. If observations of the transverse magnetic field
components continue to indicate that parallel currents do not decay during some
flares (Krall et al., 1982), then the implication would be that the magnetic
energy liberated from these flares is derived from transverse current (e.g.
current sheets or filaments) such as occur in the numerical simulation presented
here.
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THE GLOBAL STRUCTURE OF MAGNETIC FIELDS WHICH SUPPORT
QUIESCENT PROMINENCES
Ulrich Anzer
Max-Planck-lnstitut fHr Physik und Astrophysik
Institut fur Astrophysik
Karl-Schwarzschild-Str. !
8046 Garching, FRG
Magnetic fields in quiescent (and other) prominences have been observed for a
long time. But only recently has it become possible to measure the full magnetic field
vector (Sahal-Brechot et al. 1977). The component of the field along the line of
sight, B,,, can be uniquely+determined, whereas for the component perpendicular to
the line of sight _m and -Bm are indistinguishable. Therefore there remains an
ambiguity in the actual magnetic field vector, and in particular with respect to its
orientation relative to the prominence axis. Leroy et al. (1983) have studied a sample
of more than hundred prominences. Also Athay et al. (1983) presented a more detailed
analysis of I0 prominences. One can then set these prominence fields into relation
to the underlying photospheric fields. Leroy (]984) found from his statistical
analysis of several hundred prominences that in 25% of the cases the field penetrates
the prominence directly, whereas in 75% the field orientation in the prominence is
reversed. These results are very crucial for the modelling of prominences.
Basically two different types of models have been developed; one is due to
Kippenhahn and SchlHter (1957), the other to Kuperus and Raadu (1974). The Kippenhahn-
SchlHter configuration is shown in Fig. la. In such a configuration the support of
a
1
I
\
1
Fig. I: a) The Kippenhahn-SchlHter configuration
b) The Kuperus-Raadu configuration.
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the heavy prominence material presents no problem, although some questions about the
stability and the thermal insulation are still not completely solved. In the con-
figuration shown the electrical current associated with the prominence flows out of
the plane drawn in Fig. la. In the Kuperus-Raadu configuration the orientation of
the horizontal field component through the prominence is reversed (Fig. Ib). In such
a model the field lines penetrating the prominence are all closed and therefore this
configuration provides a good thermal insulation from the surrounding corona. But the
question of the magnetohydrostatic equilibrium is still open. The current in the
Kuperus-Raadu prominences flows in the direction opposite to that of the Kippenhahn-
SchlHter type. It should be mentioned that in both configurations a field component
along the prominence axis can be added without changing the models, and the
observations indicate that this component is usually very large. In these cases
Figs. la and Ib represent the projection into the plane of an actually 3-dimensional
field. In the following we shall address the problem of prominence support in the
Kuperus-Raadu model. Recently Malherbe and Priest (1983) and also Pneuman (1983)
have dealt with this question. Malherbe and Priest take the prominence as an infinite-
ly thin current sheet and use the theory of complex functions to describe the field.
They present several possible configurations of the Kuperus-Raadu type. One class of
their solutions has the property that all field lines which penetrate the prominence
extend to very large heights, which would imply that these prominences are suspended
from above. This seems to be a very unlikely situation, moreover it is difficult to
imagine how in such a case a large field component along the axis of the prominence
could be produced. They also present a configuration which is similar to that of
Fig. lb. This configuration has an upward directed Lorentz force everywhere in the
prominence except at the upper edge. At this edge they have a line current with an
infinite current density, resulting in an infinite downward Lorentz force density.
Therefore this configuration is locally not in equilibrium, but more seriously even
globally it cannot support a prominence because it turns out that the integrated
upward Lorentz force is less than the downward force of the line current. Pneuman
in this investigation argues that configurations such as in Fig. Ib should arise in
the solar corona due to field line reconnection but he does not give an explicit
representation of such a magnetic field. For these reasons one must consider the
question of prominence support in Kuperus-Raadu configurations as still being open.
In the remainder of our discussion we shall describe some problems arising from
such field configurations with the help of simple current systems.
I) Equilibria with line currents
We shall represent the coronal field above a bipolar photospheric region by a
(fictiNous)line current with strength Io placed at x = O, z = -z o (the photosphere
is taken as z = 0), shown in Fig. 2a). The total prominence current may be I 1. As a
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Fig. 2: a) Magnetic field of a bipolar region,
b) field which results from a line current at z I and its
subphotospherl¢ mirror current.
first approximation we take it to be a line current at x = O, z = zI and with the
same direction as Io. Because of its high conductivity and rigidit_ the photosphere
acts as a mirror for 11 (see also Kuperus and Raadu). Then the induced photospheric
currents can be represented by a mirror current -I I at z = -z I. The field resulting
from I I and its mirror image (_I + B2) is shown in Fig. 2b. The total force on the
line current then is given by
I 1 I
o ) . (1)
Fz = I1 ( 2z 1 Zo + Zl
The prominence can only be supported if Fz > O holds, which leads to
I 1 Io
> . (2)
2z I z + z 1o
Therefore prominence support is in • : ...... =tl ...... z;^; +_ ........ + _ eh=
prominence is large enough. The essential question now is: what can produce this
current Ii? If one piles heavy material onto the tops of the fieldlines of _o then
the field will sag down and lead to a configuration like in Fig. la with a current
which is opposite to the required I 1 . One therefore has to conclude that only an
upward stretching of _o can give the right orientation of the current. This stretching
could result from the action of the solar wind. If reconnection occurs in this
situation one could obtain a field of the type shown in Fig. 3. It is characterized
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•-Z 0
Fig. 3 : Combined field of bipolar
photospheric region and line
current at z I.
by line currents Io at -zo and 11 at zI. The effect of the solar wind on the current
system now is reduced and the magnetic force is given by
111 o
F = . (3)g Z +g
l o
The line current I l will therefore move downward. A displacement of II from z I to z1*
can most easily be described by subtracting I I at z] and adding it at Zl* to the
initial field configuration. Because of the propertles of the photosphere one also
has to include the mirror currents I 1 at -z] and -I] at -Zl*. From this then one
obtains the field at the new position of the current Zl* ,
Io II II
B - + (4)X
zI* + Zo Zl* + Zl 2Zl*
With F z = -I l Bx the condition for support then gives
Io II 11
+ <
z 1. + Zo Zl* + Zl 2Zl*
(5)
The photospheric magnetic fields are much larger than prominence fields, therefore
in general Io will also be much larger then I l . But for simplicity let us take
Ii/I o = I/2. Then one finds that for z|/z o = 2, Zl*/Z o < 0.24 must hold and for
Zl/Z o = 8, Zl*/Z o < 0.30 in order to glve support. Now the length zo is typically
the scale of the bipolar magnetic region in the photosphere, and if we take it to
be _ 30000 km then Zl* < lO000 km is required. This represents an extremely low
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height for quiescent prominences. Therefore we conclude from our model calculations
that in principle a global support in the Kuperus-Raadu case is possible, but we face
the difficulty that these prominences would have to lie much lower than is usually
observed.
2) Current sheets
The representation of prominences by line currents can only give answers to the
questions of the global behaviour of the system, but not about the structure of the
prominence itself. Quiescent prominences are known to the thin structures which
large vertical extent. Therefore they are more appropriately described by a current
sheet. We shall use a very simple sheet extending from z = a to z = b having the
following current distribution
j = I] 6 (b-z) (z-a) (6)
(b-a) 3
which is normalized to
b
I j(z') dz' = I] .
a
From
b
Bx = - I j(z')(z'-z) dz'x 2 + (z'-z) 2
a
(7)
one then obtains for x ÷ 0
6 (2 b + a- 2z + (b-z)(z-a) in Ib-z )By(O,z) = -11 b-a _ b - a t__._2 _ . (8)
ku o.j
The function in brackets has a maximum of about 0.6 and therefore
I 1
B (O,z) l _ 3.6 (9)
x I max b-a
holds.
One also finds that far away from the sheet (i.e. for r > b-a) the field is very
close to that of a line current I I. Therefore we shall describe the mirror effects
of the photosphere by line currents of strength ± Ii, at z = -z I and z = -Zl*
respectively (as in the previous section). The resulting field then is again the one
given by Eqn. (4), but in addition we now have to include the field of the current
sheet. With a = Zl* - 6 and b = Zl* + _ we then obtain
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( _-z zl*+_-z z-z1*+_ [zl*÷_-z
31 zI
B (sheet) = 1
x - T _ + 26 26 In .
z]*-_-z
. (lO)
In this case now the condition for prominence support is that F z > 0 must hold
everywhere in the sheet (i.e, for z]*-_ < z < Zl*+_) and since the maximum Bx
produced by the sheet is 1.8 11/6 one has the new condition
Io I l I l 1.8 11
+ >
z 1. + Zo Zl* + Zl 2Zl*
(I1)
From this then one easily obtains a simple necessary (but not sufficient) condition
I, 1.81i 1
>
2Zl* 6
(12)
Since the whole prominence must lie above the surface of the sun z1* > _ must
hold, and therefore condition (12) cannot be fulfilled. Physically this means that
in such a configuration the upper parts of the prominence will be pulled downward
and the prominence cannot exist as an extended vertical sheet• At present there seem
to exist no models which can explain extended quiescent prominences in the framework
of the Kuperus-Raadu configuration.
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SECTION 2
TECHNIQUES FOR MEASUREMENTS OF
VECTOR FIELDS
I07

TRENDS IN MEASUREMENT OF SOLAR VECTOR MAGNETIC
FIELDS USING THE ZEEMAN EFFECT
J. HARVEY
National Solar Observatory, National Optical Astronomy Observatories _,
Tucson, AZ 85726, U.S.A.
Abstract. The goal of magnetic field observers is to measure B(r,O,_,t) over as large a range of the
variables and with as much resolution as possible. The Zeeman effect provides one way of making such
measurements and is the basis for most of our knowledge about the solar magnetic field. Observation
of the Zeeman effect requires high precision spectropolarimetry to define the Stokes vector {/,Q,U, V }
across one or more spatial, spectral and temporal elements. During the past 70 years there has been
much progress in methods for observing the Stokes vector. This article is a discussion of recent trends
in spectropolarimetry as applied to the problem of Zeeman effect measurement. Difficulties of interpret-
ing such measurements in terms of magnetic fields are not discussed.
The major trend is using detector arrays to improve observing efficiency. This has required new
polarization modulation schemes that match the time required to read detector arrays. Another
significant trend is away from the use of grating spectrographs as spectral isolation devices to narrow-
band filters, on the one hand, to improve angular and temporal coverage, and to Fourier transform
spectrometers, on the other hand, to improve spectral coverage and precision. Telescopes have come
under scrutiny with the result that low-polarization designs and improved methods for compensating
instrumental polarization have been developed. A requirement for high angular resolution suggests
using adaptive optical devices to subdue the effects of bad seeing. The ultimate strategy to beat the
seeing is to loft the telescope above the atmosphere such as is planned with a 30-cm telescope in 1985
and a 125-cm telescope in 1990.
1. Introduction
The goal of solar magnetic field observers is easily stated: Measure B(r,O,c_,t) where B is the magnetic
field vector, r,O, dp are coordinates in a spherical system and t is time. Achieving this goal is not easy.
In situ measurements are restricted to large values of r, a small range of 0 and very sparse sampling in
coordinate space. Remote measurements are restricted by the requirement to observe more or less
indirect effects of B on electromagnetic radiation and by various limits in the resolution and span in
coordinate space. Electromagnetic radiation from an object is affected in many ways by a magnetic
field. Therein lies both opportunity and difficulty. A particular effect may give us the opportunity to
remotely measure a magnetic field but other effects, operating at the same time, often corrupt the clean
result one seeks. One of the cleanest effects of a magnetic field on electromagnetic radiation is the Zee-
man effect in the formation of spectrum lines. This brief report concerns recent trends and develop-
ments in the use of the Zeeman effect to obtain measurements of B. The emphasis is on instrumental
*Operated by the Association of Universities for Research in Astronomy, Inc., under contract with the National
Science Foundation.
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and observational matters since interpretational problems are dealt with elsewhere in these proceedings
[see the reviews by Stenflo (1978) and Rees (1982)].
Neglecting problems of interpretation, the measurement of B using the Zeeman effect reduces to
observing the Stokes polarization vector {[, Q, U, V } as a function of wavelength (k) across one or more
suitable spectrum lines. This is an old problem in solar physics which dates back some 70 years. Pro-
gress has been episodic, following major instrumental advances every solar cycle or so. In spite of this
long heritage, an ideal method of observing B by using the Zeeman effect still eludes us. It is one of the
most difficult instrumental challenges in astrophysics.
An excellent review of the techniques of optical solar polarimetry in use as of 1980 was prepared
by Baur (1980). I do not intend to repeat his work but only to discuss some recent developments and
trends for the near future.
2. Requirements
2.1. ANGULAR RESOLUTION AND SPAN
Since the solar magnetic field is highly intermittent, very high angular resolution is necessary to avoid
an unrecoverable loss of information caused by angular integration. A fundamental observational limit
is set by the photon mean free path in the photosphere of about 100 km. Though it is likely that
smaller-scale structures exist in the magnetic field, they will appear as if in a fog with a characteristic
scale of 100 km or so. Thus, a goal for angular resolution is to be able to measure low-contrast features
at a scale of about 0.1 arc sec. Many of the targets of B observations involve active regions with a typ-
ical scale of 3 arc min which thus becomes a reasonable goal for the angular span of B observations.
2.2. SPECTRAL RESOLUTION AND SPAN
One criterion might be that spectral resolution should be sufficient to allow one to unambiguously fit a
model line profile to observations. Another criterion might be that resolution should be adequate to
faithfully represent a spectral line profile. This second criterion is more conservative but more stringent
than the former. Where to set a requirement depends on one's faith in modeling and restoration pro-
cedures. My own approach is to reduce reliance on modeling as much as possible; hence, I favor the
high resolution criterion. Experience with the Fourier transform spectrometer at the McMath telescope,
which has superb spectral resolution, indicates that the spectral modulation transfer function should be
nearly unity up to 60 cycles per _, at 60007k. This may seem excessive, but recent observations by
Stenflo et al. (1984) and Stenflo and Harvey (1984) reveal significant errors if resolution of this order is
not used.
The spectral span requirement follows from a need to observe several different heights in the solar
atmosphere to define the pattern of ]3 as a function of I". The deepest spectral lines are formed near
the 1.6pm wavelength of the minimum of continuous spectral opacity. The highest lines are formed in
the transition region and corona and are accessible only in the ultraviolet. Thus a large span of
wavelength is required to cover the greatest possible height range. A goal might be to try to span 6
decades of density by using 6 different spectral lines. (See also Lozitskii and Dolgopolov 1983).
2.3. TEMPORAL RESOLUTION
Large Doppler motions of the photosphere result from the acoustic oscillation modes trapped under-
neath. These motions produce a blurring of spectral line profiles if the observational time resolution is
not adequate to resolve the motion. Fortunately, these motions are very nearly in phase and radial at
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heights between the low photosphere and the low chromosphere, so observations at different heights are
disturbed in similar ways. Thus we are faced with essentially a fluctuating wavelength zero point. This
is only a problem if the time resolution for a Zeeman measurement is inadequate to avoid spectral blur-
ring of the line profile (especially if such blurring is different for the different elements of the Stokes
vector). Potentially more serious is the possibility of distorting effects of high frequency, propagating
waves on Zeeman profile measurements. In the chromosphere, these waves have significant amplitudes
at periods as short as 30 seconds which indicates a requirement for a Zeeman measurement to be com-
pleted in a matter of a few seconds in order to freeze the distortion of the spectral line profile. Another
criterion is the sound travel time across an angular resolution element. Both of these criteria indicate
that sampling should be completed in --_10 see. In order to resolve time-varying activity in an active
region, the entire region should be observed within the sampling period. The length of a sequence of
Zeeman measurements should be great enough to allow the Zeeman and Doppler effects on line profiles
to be separated.
2.4. SENSITIVITY
The amount and state of polarization produced by the Zeeman effect across a spectrum line depends on
B. A reasonable goal might be to define B with an amplitude error of 4-10 G and a direction error of
4-0.1 radian. However, an important research topic is the nature of the electric current, J, in the solar
atmosphere and since J _--- _7 X B the observational accuracy required of B may well be more
stringent to obtain a useful value of J. Modeling of the Zeeman effect in a weak field shows that
Q(k) = CQ B _ sin20 cos2¢ 02/(k)
Ok 2
U(k) -- C u B 2 sin20 sin20 02/(X)
Ok 2
v(x) = Cva eosOo1(×)
OX
where 0 and _b are polar coordinates in a system whose origin is at the observed source and whose pole
points to the observer, and the C's are constants. For a typical atomic spectrum line in the visible, the
peak amplitude of Q, U, and V can be computed, and assumed errors of measurement converted to
errors in B, 0 and _. When this is done, one finds tahat the polarimetric precision required to achieve
the 10 G and 0.1 radian levels is of the order of 10"-I or less. This small level is very stringent and
indicates why vector field measurement is so difficult.
2.5. SUMMARY AND IMPLICATIONS
The requirements discussed above are summarized in Table 1.
Taken together, the requirements in Table 1 imply a need for a large telescope having an aperture
in excess of 1 m just to obtain the required anff_ular resolution. A large aperture is also required to col-
Zlect enough light. For example, to collect ---10 U photons from (0.05 arc sec) and 20 m,_ in 10 seconds
implies an aperture of at least 1.4 m at 5000_. At other wavelengths, the required aperture is even
larger. Another severe implication is a stupendous data rate of the order of 1 Gbyte per second.
Needless to say, no existing or planned instrument meets the needs outlined here. Various practi-
cal compromises have been made in the effort to achieve a useful vector magnetograph. The major
compromises for ground based instruments have been to restrict the angular resolution to a value simi-
lar to seeing limitations and to observe a single spectral line.
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Table 1. observation of
Parameter
Spectral
(x}
Element
0.05 are see
Requirements for
Rationale
scale height
in photosphere
resolve
spectral
Number
4000x3000
20 per line
X
Temporal
(t}
Sensitivity
for I,
qH, v/1, y/t
10 see
structure
sound travel
time across
Az or At/
define
B
adequately
6 lines
_10 4
or
2 bytes
cover an
active region
cover a
line
cover a
height
range
resolve
oscillations
and activity
of active
region
adequate
dynamic
range
Implication
> lm aperture
telescope
large
wavelength
range
spectrometer
high
data
rate
very
high
data
rate
3. Recent progress toward Stokes polarimeter facilities
3.1. IMPROVEMENTS
Several older facilities have been upgraded for polarimetry recently. The Stokes polarimeter at the
Mees observatory now incorporates the "Stokes II" detector system formerly operated by the ttigh Alti-
tude Observatory at Sacramento Peak (Baur et at. 1981; McCabe 1983; Mickey, these proceedings). One
of the early results is reported to be the first full disk raster of the sun in all 4 Stokes parameters across
the 6303 _ line. The resolution was 30", and 90 minutes were required to complete the observation.
A new CCD camera and data processing system have been deployed at the Marshall Space Flight
Center vector magnetograph (West et al. 1983; Hagyard et al. 1984; West, these proceedings).
The Arosa station of the ETH Institut ffir Astronomie has been upgraded for polarimetry (Stenflo
1983).
The photoelectric Stokes polarimeter at Okayama is now in frequent operation with careful com-
pensation for instrumental polarization (Makita et al. 1982; Sakurai and Makita 1984).
At Kitt Peak, the Stokes polarimeter (Harvey et al. 1980), operated with the 1-m Fourier
transform spectrometer (Brault 1978), is complete except for the addition of a means to measure both
linear polarization parameters simultaneously. An achromatic telescope polarization compensator is
now available.
3.2. FACILITIES AND IMPROVEMENTS IN PREPARATION
The most exciting near-term development is the upcoming flight of Spacelab 2 scheduled for April 1985.
If all works well, the Solar Optical Universal Polarimeter will provide 113" Stokes images of the sun
across a number of spectrum lines over a period of several days. Additional flights in 1986 and 1987
112
may take place.
A major instrument (THEMIS) is under development by French astronomers to be located in the
excellent observing conditions found on the Canary Islands (Rayrole, 1982; Rayroh and Ribes, 1984).
This 90-cm diameter telescope is intended to provide excellent quality images free of polarization effects
to a spectrograph designed to record all the Stokes parameters across a line profile.
A video vector magnetograph is under development in China for the Purple Mountain Observa-
tory (Ai and Hu 1981).
Although vacuum telescopes have been a popular way to reduce seeing degradation, the windows
are subjected to great stress by the pressure of the atmosphere. This can produce nonuniform
birefringence in the windows which greatly complicates Stokes polarimetry. One proposed solution is to
make the windows thinner and replace the vacuum with helium at or near the atmospheric pressure. A
plan to do this to the Tower telescope at Sacramento Peak has been proposed by R. Dunn. A Stokes
polarimeter would then be added at the focal plane.
A video processor and polarization analysis system is planned for the San Fernando Observatory
(Richter and geldin, these proceedings).
3.3. LONG RANGE PLANS
Plans are well defined for constructing a Solar Optical Telescope to operate in space starting in 1990.
The project has not progressed to the detailed design stage yet, but one hopes that this will occur in
1985. Current plans provide for Stokes polarimetry across a number of spectrum lines with an angular
resolution of about 0.1 arc sec and adequate spectral and temporal resolution to attack many difficult
problems.
The Joint Organization for Solar Observations (JOSO) hopes to build a Large European Solar
Telescope. Published plans (Wyller 1983) indicate an aperture of ---2.5m and a design with low intrin-
sic polarization that would permit accurate Stokes polarimetry.
A consortium of the University of Hawaii, Sydney University, the High Altitude Observatory and
the National Solar Observatory have discussed building a new Stokes polarimeter and telescope. At
present, plans are in a preliminary state.
There has been discussion of a large solar telescope (2.1m aperture) to be built in the Soviet Union
(Grigoryev and Karpinsky, i98i; r_arptn_y'"• , x_°_l-"_°"_q,l.:^_u,_ ,,,o_,:-_+......, ,_._ ._O,,IA.._._ ._._;n_h'A'_- _t.k_..... pnl_rim_........
ter.
4. Recent progress regarding elements of vector magnetographs
4.1. SYSTEM DESIGN
Cox (1983) has applied the concept of information capacity to assess the relative performance of
different polarimeter designs. The information capacity per measurement is
2 2
R(_) = 1/21og10[(¢ 2 + a¢)/a¢] where _ is one of the components of a Stokes vector and Cr._ is its
standard deviation. Using this criterion, Cox concludes that a photoelastic modulator is supermr to a
r_tating analyzer for simultaneous measurement of Q, U and V, provided that a dual beam system of
the sort used by Eckstrom et al. (1982) is employed.
A difficult problem is to acquire polarization, spectral and spatial information, simultaneously (or
at least rapidly) at a large number of points. Elements of this old problem have been recently discussed
by Atherton (1983) and Girard (1984). No practical solution that avoids scanning in some domain
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seems to have been discovered.
4.2.EXOTIC ASPECTS OF THE ZEEMAN EFFECT
A large number of atomic spectrum lines have recently been obs_jrved (Chang and Noyes 1983) at
wavelengths around 13vm. Because the Zeeman effect varies as X_ and line width varies only as X,
these spectrum lines are far more sensitive than visible lines to magnetic fields (Brault and Noyes 1983).
Their potential for diagnostic purposes is offset by several problems: They are formed fairly high in the
atmosphere. Diffraction at 13/_m imposes a requirement for a gargantuan telescope aperture to attain
0.1 arc see angular resolution. Detector technology is not very advanced for work at 13/tm. Telescope
components (unless cryogenically cooled) glow at 13/_m so that unusual care is required to attain good
signal to noise ratios. For these and other reasons, it does not seem likely that Stokes polarimetry will
be practised routinely in the near future at 13/_m.
A few atomic spectral lines have been identified recently (Stenflo et al. 1984) that exhibit negative
Zeeman splitting. Stokes polarimetry with a pair of negative and positive Zeeman split lines may offer
some advantages for assessing instrumental effects or magnetooptic effects in the solar atmosphere.
The Zeeman effect in the spectra of several diatomic molecules is interesting. In addition to cases
of positive and negative Zeeman splitting in the same band (e.g. the OH 2-0 band illustrated in Figure
1), strong intensity asymmetries of the Stokes parameters exist (Schadee 1978) across many molecular
spectrum lines. This suggests the possibility of an independent check of results obtained by classical
analyses of atomic Zeeman splitting.
Asymmetries of the Stokes profiles of atomic lines are also observed (Stenflo et al. 1984; Stenflo
and Harvey 1984) but in this case, the cause seems to be due to height gradients of both B and mass
motions within the magnetic field structure. Such asymmetries result in net polarizations from mag-
netic features in broad wavelength observations (Kemp and Henson 1983; ttenson and Kemp 1984)
which prompted Stenflo (1984) to suggest exploiting this to measure the line-of-sight component of a
magnetic field. If we combine this idea with the broadband transverse field magnetograph (Leroy
1962), we obtain the concept of a broadband vector magnetograph. The probable difficulties of cali-
bration of such an instrument make it possibly of limited interest.
4.3. ANGULAR RESOLUTION
Plans for large telescopes have been mentioned above. Short of going to space, achieving high angular
resolution is a matter of careful telescope design and construction and finding a site with excellent see-
ing. The free atmosphere at good sites will permit occasional glimpses of sub-arc-second resolution, but
these occasions cannot be provided on demand. In principle, it is possible to ameliorate the effects of
bad seeing by sensing and correcting the wavefront distortions produced by the atmosphere. Several
active optical systems intended to offset bad seeing have been proposed and built (Hardy 1982; Smith-
son el al. 1983). To date none has succeeded in producing a near-diffraction-limited image of the sun.
It is reasonable to expect eventual success since there is no known insurmountable technical barrier.
However, a serious limitation will be the very small field (a few arc seconds) that, can be restored. As a
more modest goal, image stabilizing systems can double the resolution of solar images and should, in
my opinion, be a part of every solar telescope.
4.4. TELESCOPE POLARIZATION
Telescopes alter the state of polarization of light. This can be conveniently described by a 4x,l Mueller
matrix i that operates on the input Stokes vector: lout = M/in" Ideally, M is a constant scalar
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Fig. 1. A portion of the infrared spectrum of a sunspot umbra covering 6480 to 6490 cm -1 observed with the FTS polar-
imeter at Kitt Peak. The upper trace is the intensity in unpolarized light. The lower trace is the degree of circular po-
larization on an expanded ordinate scale. Notice that the left-hand pair of OH 2-0 lines have opposite sense of Zeeman
splitting to that of the right-hand pair.
matrix with unit diagonal elements and zero off-diagonal elements so that I _ = /- . In practice, M is
• . out In .
not so nice. There is a trend toward using symmetric optical systems such as Cassegraln and Gregorian
• • * i • .. _ , Tv @ , • I • l ii p I - ,
systems to minimize polarization enects, uniorsull_,l_ely_ lll_tlly tele_cope_ uow u$_tl mr potartmetry
involve oblique, polarizing reflections. For example, an M for the McMath telescope for X ---- 5250_, a
declination of 20 ° and an hour angle of 45 ° is
f.775.o35 .oos .oo31
/.035 .7n .0.08 0691M -..
[.00O .001 .715 _207|to03 075 -205 .7 2j
This implies (first column) a serious conversion of unpolarized input light into a polarized output and
conversion of one form of polarization into another (columns 2-4). The problem has recently been dis-
cussed by Bachmann et al. 1975; Nikonov and Nikonova 1982; Makita et al. 1982; and Nariai, 1982. A
frequent approach is to provide an optical compensation consisting of tipped glass plates and fractional
waveplates.
In the case of the McMath Fourier transform spectrometer polarimeter, a need for broadband
compensation prevented the use of tipped glass and transmissive waveplates. (Previous experience with
these was also unsatisfactory because of variable heat-induced birefringence in the solar beam). The
old idea of compensating the polarizing effects of oblique reflections by additional oblique reflections
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(e.g. Smith 1956) w a s  used. The  constantly changing geometry of the telescope led to a rather compli- 
cated mechanical mounting which requires adjustment only for different declinations (Figure 2).  Six 
reflections were required which reduces light flux substantially. By far the better solution is t o  build a 
low-polarization telescope at the start. 
Fig. 2. Front  end of the Ki t t  Peak F T S  polarimeter, sunlight proceeds from right to left. The  first unit consists of four 
mirrors mounted in such a way as to  produce an on-axis beam t h a t  is compensated for the polarization produced by the 
final mirror in the telescope. This unit is mounted on a bearing and weighted t o  maintain a fixed position as the rest of 
the system rotates. The  next unit contains two mirrors to compensate for the main heliostat mirror of the teiescope. 
An adjustment for changing declination of the sun is provided. T h e  final unit (black box) contains a photoelastic modu- 
lator and Clan polarizer. 
With the advent of ultrahigh reflectivity mirror coatings, one might think tha t  instrumental polar- 
ization is an obsolete problem. Unfortunately, many such coatings exhibit strong retardation between s 
and p wave reflections (except for limited wavelength and inclination ranges), and the need for compen- 
sation is still with us. 
4.5 .  P 0 LA R I Z A T IO N M 0 D U L AT 0 R S 
Dozens of methods for measuring the state of polarization have been proposed. Beam division is one 
popular approach. Here a beam splitter of some sort produces two or more images tha t  contain various 
combinations of the Stokes parameters. Azzam (1982) describes a recent 4-beam polarimeter. :I major 
problem with all such techniques is sensitivity t o  drifts in the detectors and the beam splitter itself 
which limit precision t o  not much better than 1%. A three-beam polarimeter in use a t  the National 
Solar Observatory and a result are shown in Figures 3 and 4. 
Sensitive polarimetry requires modulation of the beam in time t o  reduce errors due to  instrumen- 
tal drifts. ‘4 common approach is t o  use one or more electrically-variable retardation devices. Pockels 
cells are frequently used but suffer from a narrow field of view tha t  restricts the f /  number and requires 
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Fig. 3. A multiple beam polarimeter provided for the spectrograph a t  Kitt Peak. The  input solar image is divided by 
the large st.ructure into three h a m s  which undergo 0 ,  1/41 and 1/21 retardations. These beams proceed to  one of 
several linearly polarizing beam splitters to produce six beams simultaneously on the entrance slit of the spectrogrsph. 
I + V  
I + U  
I + &  
I - v  
I - u  
I -  Q 
Fig. 4. Spectra of the  umbra of a small sunspot produced by the polarimeter shown in Figure 3. The spprtr 11 region 
shown is near 6303A. 
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careful alignment to avoid introducing systematic measurement errors (Ai and Hu, 1979; Grigoryev and
Ilgamov, 1983). The field can be widened with compensating plates of MgF (West 1978) or by using
two Pockels cells separated by a X/4 retarder (Ai and Hu, 1981). Additional problems include tempera-
ture sensitivity and electrode degradation.
These difficulties made the introduction of photoelastic modulators welcome indeed (see review by
Kemp 1981). The basic idea is to introduce time-varying strain birefringence in an otherwise non-
birefringent medium such as fused quartz. These devices have produced the highest precision solar
polarimetry (Kemp, 1982). One problem is the high modulation frequency of these devices (10's of kHz)
which makes their use with area detectors difficult. One solution is to use the beat between the fre-
quencies of two nearly identical photoelectric modulators to produce a low-frequency modulation (Kemp
et al. 1977, Wolstencroft 1978, McLean 1980, Stenflo 1984). As pointed out by Cox (1983), this tech-
nique suffers from the light loss at 4 surfaces and is a rather low-efficiency modulation. Cox mentions
the possibility of antireflection coatings to reduce reflection losses, but he also notes that the process of
producing such coatings often induces stress (and thus birefringence) within the material. A better
solution may be to stress the material directly at the desired modulation frequency. Such a modulator
was developed by Angel (Stockman, 1982).
Other modulators have been discussed. The Kerr effect in nitrobenzene is used at Kitt Peak to
modulate light for a magnetograph (Livingston et al. 1976). We find that it is necessary to replace the
liquid after about 2 years of service. Otherwise, the device has been satisfactory. The analogue of the
Kerr effect in a transparent ceramic material (PLZT) can be used as a polarization modulator. Experi-
ence at Kitt Peak has not been encouraging owing to scattered light in the material, a high tempera-
ture coefficient and hysteresis.
Nematic liquid crystal films offer promise as low-frequency polarization modulators (Kahn 1972;
Armitage 1980; Jacobs 1981; Spillman and Soref 1982). These devices are under investigation by Rust
(these proceedings) for use in solar polarimetry. Possible difficulties that one might expect in simple
devices include a narrow field angle, slow response time, hysteresis and high temperature sensitivity.
4.6. SPECTROMETERS
Traditionally, grating spectrographs are used for observations of the Zeeman effect. Severe limitations
of spectral and angular field coverage have stimulated the use of other spectrometers. In particular,
birefringent filters appear to be the favored choice for new polarimeters. Improvements by the
Lockheed group (Title and Torgerson 1983} have made birefringent filters quite acceptable for Stokes
polarimetry. One worries a bit about the accuracy with which line profiles can be reconstructed from
filtergrams, but adequate techniques appear to be available (e.g. Caccin et al. 1983).
The Fourier transform spectrometer is well established as a means to obtain excellent line profile
measurements. Polarimetry with an FTS is also available (Harvey et al. 1980; Lipp and Nafie 1984}.
The major disadvantages of FTS observing are the sacrifice of time resolution and angular coverage to
obtain excellent spectral coverage and resolution. These limitations could be overcome in principle by
the use of aliased undersampling and array detectors, although severe technical challenges remain.
In consideration of weight and volume limitations for space experiments, Fabry-Perot (Gillespie
and Title 1981; Rust, these proceedings) and Michelson interferometers (Stenflo 1984) have been con-
sidered as spectrometers. So far only the longitudinal Zeeman effect is intended to be studied.
In the future, further development of acousto-optic-tunable filters (e.g. Yano and Watanabe 1976)
and electro-optic-tunable filters (Pinnow et al. 1979) may provide enough spectral resolution to be use-
ful for Stokes polarimetry.
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4.7.DETECTORS
Silicondetector arrays (CCD, etc.) are preferred for new polarimeters (e.g. McLean 1980; Tyson and Lee
1981; Stockman 1982; West 1983; Hagyard et al. 1984). Arrays as large as 1024x1024 have been pro-
duced. The devices enjoy high quantum efficiency and low noise but some of them do suffer from a few
problems. Perhaps the major one is interference fringing in monochromatic light. The thin silicon wafer
acts like a bad Fabry-Perot etalon. Precision photometry thus requires great care in calibration and
good instrumental stability. Another problem is that the time required to read all the pixels is
sufficiently long that seeing effects may be a major source of noise.
5. Conclusion
While at present we lack the observational abilities to fully exploit the Zeeman effect as a way of deter-
mining the vector magnetic field, recent improvements and future prospects indicate that substantial
improvements in our understanding of the solar magnetic field will soon be realized.
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THE HANLE EFFECT APPLIED TO MAGNETIC FIELD MEASUREMENTS
J.L. Leroy, Pic du Midi Observatory
A8STRAC T
The Hanle effect is the modification by a local magnetic
field of the polarization due to coherent scattering in spectral li-
nes. One can understand it as resulting from the precession of a cla-
ssical oscillator about the magnetic field direction. The sophisti-
cated quantum-mechanical treatment, which is required to com-
pute the polarization parameters of scattered light, has been succes-
sfully developed in the recent years.
The main features of the Hanle effect concerning magnetic field
measurements are :
1 - A good sensitivity within the approximate range 0.1 B_yp- 10 Beyr,
where Bt×< is the field strength yielding a Larmor period equal to
the radiatlve lifetime. 2 - There is no Hanle effect for field vec-
tors parallel to the excitating beam ; for other orientations of the
magnetic field one can observe generally a decrease of the polariza-
tion degree and a rotation of the polarization direction. 3 - The
Hanle effect refers essentially to the linear polarization in a spec-
tral line : the Stokes parameter V is roughly one order of magnitude
smaller than Q and U . 4 - Various points in the line profile are
affected in the same way by the change of linear polarization so that
polarization parameters can be measured on the integrated line pro-
file.
Measuring the integrated values of Q and U in two spectral li-
nes is enough to determine the vector field, except for the funda-
mental 180 o ambiguity on the transverse field which cannot be avoi-
ded (at least for optically thin lines). The detection of small po-
larization amounts, down to the limit imposed by photon statistics,
is a well known technique. On the other hand, extreme care is wanted
to keep the instrumental linear polarization negiiqibi_. The com-
parison of results obtained with two different instruments has shown
a reasonable agreement and, eventually, the field orientation has
been determined with an accuracy better than 10 o in solar prominences.
The diagnosis may be more complicated, yet very interesting,
under several circumstances :
1 - For increasing densities collisional depolarization becomes im-
portant, which, in turn, yields a way for determining the density.
2 - The polarization parameters are deeply modified if the scatte-
ring takes place within an optically thick medium. 3 - Unresolved
fine-structure fields have a well-Oefined influence, mainly reducing
the rotation of the polarization direction. 4 - For "large fields"
information on the field strength is lost but one can oetermine the
direction of the projected field vector ; this is the situation met
with the forbidden coronal lines.
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THE HANLE EFFECT APPLIED TO MAGNETIC FIELD MEASUREMENTS
I IN TRODUC TION
The Hanle effect is the modification by a local magnetic
field of the polarization due to coherent scattering in spectral lines
(Sahal-Br_chot, 1981 ; Stenflo, 1982).
The classical theory of the Hanle effect, which is sufficient for
giving a qualitative interpretation of most solar observations, can
be found in the book of Mitchell and Zemansky (1934) : a classical
oscillator damped by its lifetime _ is submitted to the Larmor prece-
ssion around the magnetic field direction with the angular velocity
60 = eB/2m ; for the observer, there is a modification (g ....... _y a
decrease) of the polarization degree and a rotation of the polariza-
tion direction, with respect to the field-free case, when co_ is of
the order of 1 (see figure 3 in Tandberg-Hanssen, 1974a).
The quantum mechanical treatment is necessary for computing the
polarization of scattered light for any spectral line and magnetic
configuration. The Hanle effect appears as an interference phenomenon
resulting from the overlapping of Zeeman sublevels. One finds again
the condition _ _ I , which defines a typical value Btyp = 2m/e_
by comparing the Zeeman splitting with the natural width of the exci-
ted level (Sahal-Br_chot, 1981).
In the recent years major progress has been achieved in this
field of theoretical research : House (1970) ; Sahal-Bc_chot et al.
(1977a, 1977b) ; Bommier st a1.(1978, 1979a, 1979b, 1980, 1981, 1982);
Stenflo (1977, 1978a, 1982) ; Landi degl'Innocenti (1982, 1983). On
the other hand, useful observations had already been performed 50
years ago by Lyot (1934) and numerous data have been gathered in the
last 15 years (see references in Leroy st al., 1977) owing to the
avaibility of modern sophisticated polarimeters (8aur .st al.,
1981) . It is possible now to have a general view on the capabili-
ty of the Hanle effect as a method for measuring vector magnetic field
(Stenflo, 1978b ; Sahal-Br_chot, 1981 ; Rees, 1982). But, before enter-
ing upon a more detailed discussion, it is worth _¢me_Se_iM 9 a very
important feature which results from the very nature of the Hanle
effect : one can expect useful magnetic field determinations via the
Hanle effect only for media which are excited in a significantly ani-
sotropic way (e.g. by a light or a particle beam). It is indeed a se-
rious limitation which has to be considered for the selection of inte-
resting astrophysical targets.
II FOUR INTERESTING FEATURES OF THE HANLE EFFECT
1 - The sensitivity is not systematically low when measuring
small magnetic fields ; the range of good accuracy depends
essentially on the spectral line under study.
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This feature, which is very different from the situation met in
Zeeman measurements, is a consequence of the definition which has
been given for 8typ : observing the Stokes parameters in a line with
a 8typ of the same order as the field 8 to be measured gives the
best conditions for the appearance of the Hanle effect. The following
table, after Sahal-Brdchot (1981), gives Btyp for several lines of
astrophysical interest : for permitted lines, T is of the order of
10 -ss so that 8typ _ 10 Gauss. But, for forbidden lines, _ is much
longer and 8typ reaches very small values down to 10 -5 Gauss.
If 8 is not too far from Btyp one can expect a good vector
field diagnosis within the approximate range 0.1 - 10 Btyp If B
is much larger than Btyp (as it is usually the case with forbidden
lines) one cannot recover any information about the field strength
but rather one 9efis the direction of the transverse component of
the field. This is the so-called "strong-field case" which will be
considered later.
l£ne Btyp(Causs)
Fe XlV 5303
C III 1909
He I 10830
He I __(D3) 5875
a# . major comp.
,# , minor comp.
C Iv 1548
N V 1239
0 VI 1032
S_ IV 1394
Si III 1206
Ly_ 1216
Ly_ 1026
Ly¥ 992 _
3p 2P3/2----_ 3p 2PI/2
2s2p 3Pl----_2s2 IS 0
2p 3P2,1,0--_2s 3S 1
3d 3 D3,2,1-->2p 3P2,1, 0
3d 3D3,2,1-_ 2p 3P2, !
3d 3D I ---_2p 3P 0
2p 2P3/2--_2s 2Sl/2
2p 2P3/2--_2s 2Sl/2
2p 2P3/2--_2s 2S1/2
3p 2P3/2--_3s 28112
3s3p IPl.--_-3s2180
Ha 6563
H_ 4861
5 10 -6
1.1 10 -5
0.83
6
6
16
22.5
28.7
34.7
78.2
295.
53.2
16
7
Pl£m
0.43
1
1
0.43
0.43
0.43
0.43
I
0.29
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2 - There is no difference in sensitivity for longitudinal and
transverse fields relative to the observer. But there is a
lack of sensitivity for magnetic directions parallel to the
exciting beam.
Throughout this paper we make use of the following reference sys-
tem : the exciting beam travels along the z axis (it is the perpen-
dicular to the photosphere in the case of the outer layers of the Sun).
The observer is in the y direction. The field vector is characterized
by the strength B , the angle _ with respect to the z axis and the
angle 0 with respect to the line of sight, in the xy plane.
%
\
\
\
/
If B = 0 one observes the
resonance polarization with
a polarization direction
perpendicular to the z axis
(for permitted transitions)
and a polarization degree
Pm_x. For increasing values
of 8 one finds a polarization
degree p < p_ and a rota-
tion _ of the polarization
direction. However, the Hanle
effect does not show up if
the field vector is parallel
to the z axis : such a magne-
tic field, of course, cannot
modify the symmetry which has
been imposed by the excit-
ing beam.
It is generally convenient
to follow the phenomena on
a "polarization diagram"
(see on the next page) with
P/P_.x in ordinate and _ in
abscissa. When the fie@d is
parallel to the z axis,
= 0 , one finds P/p_,x = 1
and _ = 0 for all possible
values of B and 0 For
increasing values of LH one
observes various values of
p/p_< and _ which depend
on B and e
The parts of the polarization diagram relevant to the cases
= 30 o and _u = 90 o are shown by shaded areas on the next figure.
Obviously the change of the polarization parameters is more conspicuous
when the field vector is roughly at right angle from the excitating
beam (_ = 90°).
124
1.0
P
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_25 ° 0 +25 °
= 30 °
= 90 °
A more detailed polarization diagram computed for the H(3 line
(Bommier, in preparation) in the case _ = 90 ° is displayed on the
next page : dotted lines correspond to constant B values (specified
in Gauss in the upper right corner) while full lines correspond to
constant e values (the outer curves refer to the cases of longitudinal
fields, U = O on the right and n = I nno on 4-h= l oP_- • _-ho _an_vprs_
field case, e = 90 °, yields the straight line with zero rotation
angle). An alternative, useful, representation is given on the lower
part of the figure where normalized values of the Stokes parameters
Q and U are used along the ordinate and abscissa axis.
Summarizing the angular properties of the Hanle effect one can
say that the magnetic field diagnosis can be very efficient whatever
the field orientation iswith respect to the observer, except when the
field vector is close to the direction of the exciting beam. However,
one must realize that the disappearance of the Hanle effect in this
pecular configuration (_ = O) still contains some information which
may be useful : the fact that magnetic depolarization is observed in
prominence spectra observed at the solar limb implies that the magne-
tic lines of force cannot be vertical :
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0
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R
I
Z
R
T
I
0
rl
P
/
P
M
R
X
0
/
I
P
M
R
X
1.8
8.8
8.G
8.4
8.2
8.9
-8.G -8.4
-28 -18 O 1O
ROTATIOH PJ'iGLE
-8.2 8.8
U / I =PI'P.X
8.;_
38
8.4
8.58
1.08
1.58
2.20
3.;)5
4.56
?.OO
11.8B
28. BO
?8. O8
58
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3 - In the scattered light, the Stokes parameter V is generally
one order of magnitude smaller than Q and U : observations
refer essentially to the measurement of linear polarization.
This property of the Hanle effect is well visible on the folio-
wing figure, after Baur et al. (1981) ; SO, 51, $2, $3 are the four
outputs of the*'Stokes ll"polarimeter which correspond to the Stokes
parameters I, Q, U, V. This behaviour is not really surprising since
the Hanle effect is nothing else than the progressive modification,
for increasing field strength, of resonance scattering which is essen-
tially a phenomenon yielding linear polarization. The origin of the
small amount of circular polarization has been discussed by Landi
degl'Innocenti (1982) ; anyway, for the magnetic field diagnosis
we have to rely only on the observed values of Q and U, which has
important instrumental consequences to be mentioned later.
PROMINENCE
80/I/25 23,6,24 10830 ,_
088fSo 0.46
0.04
0.00 __
S i -0.48
0S6
J
0.00
Sz -0.72
-I.44
4.12
S3 2.06
0.00
WAVELENGTH
127
4 - Various points in the line profile are affected in the same
way by the change of linear polarization ; therefore, the po-
larization parameters can be measured on the integrated line
profile.
This feature is obvious on the preceding figure. It has si-
gnificant consequences for the instrumentation since it means that
high spectral resolution is not needed for magnetic field measurements
via the Hanle effect.
Further one must realize that we are left with only two observa-
ble quantities Q and U (since there is not any interesting wavelength
variation) ; this is not sufficient to derive the three parameters B,
and B which define the field vector. Therefore, unless some partial
information on the magnetic field is already available, it is necessa-
ry to observe two different spectral lines in order to reach a comple-
te knowledge of the magnetic field. Remember however that measurements
via the Hanle effect in one line only are already more fruitful than
the usual B// Zeeman measurements.
III PRACTICAL MEASUREMENTS AND INTERPRETATION
1 -Useful spectral lines
The basic requirement has been found to measure the linear
polarization of two different spectral lines. The reasons why seLec-
_in 9 one line or another have already been discussed (Leroy et al.,
1977 ; Sahal-Br_chot et al., 1977a ; Landi degl'Innocenti, 1982). One
can summarize the favourable factors as following :
- The Zeeman structure of the line makes possible a scattering
polarization (8eckers, 1974). The values of the maximum polariza-
tion degree Pl;_ for some interesting lines have already been given
earlier in the table from Sahal-Br_chot (1981).
- The line emission is dominated by non-isotropic excitation processes
which can be computed safely.
- The line intensity is sufficient to allow accurate measurements.
- The optical depth, however, remains small. We consider later what
happens for large optical thicknesses.
In the solar prominences spectra the neutral helium lines were
most favourable. Observing separately the two main components of the
D3 _ 5875 A line has proved to be a good approach. The observation
of both D3 and one Balmer line required a more sophisticated inter-
pretation but has provideO additional results (section IV).
2 - The accuracy of measurements
When the two lines to be observeo are well apart in the
spectrum it is convenient to perform the polarimetric analysis before
some interference or birefringent filter which ensures a very good
instrumental transmission. High spectral resolution asking for a spec-
trograph is wanted only in special circumstances (analysis of the two
close components of t_e 03 line).
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In the case of solar prominences the normalized integrated para-
meters Q/I and U/I were _eterminen with some uncertainty mainly
due to random errors _Q/I _ _U/I _ 10 -3 (Ratier, 1975 ; Baur et al.,
1980 ; Baur et al., 1981). A comparison of the observations performed
with one instrument at Pic du Midi Observatory and with another one
at Sacramento Peak (Smartt, 1980) has shown a fairly good agreement,
thus giving confidence to this type of measurements. It means
also that the problem of instrumental polarization has been overcome
in both instruments-which is not surprising for on-axis coronagraphs.
It is important to stress that the linear polarization measurements
required by the Hanle effect method practically exclude all those ins-
truments including tilted mirrors before the analyzer (unless special-
ly designed, accurate compensators are used ; see particularly Makita,
1970 and Makita et al., 1982).
3 - Final uncertainty on the vector field parameters
Having in one hand the computed polarization diagrams for
the lines under study, and in the other hand the polarization measurements,
it is possible to design an inversion procedure which yields the field
vector and to estimate the final uncertainty of this determination.
Such an analysis has been achieved first by 8ommier et al. (1981) and
then in a slightly different way by Landi degl'Innocenti (1982). From
these investigations it follows that the prominence field orientation
can be determined with an accuracy of some degrees ; remember that in
the same situation ( 8 _ 10 Gauss) the Zeeman effect allows to measure
only 8// which tells almost nothing aSouh £he field orientation.
The reduction of measurements with instrumental noise
has confirmed the predicted estimates of the uncertainty
while pointing out some interesting differences between the three pa-
rameters B , w/ and @ to be determined. Roughly speaking one finds :
- AB about 0.5 Gauss (for B _ 10 Gauss)
_8 of the o_der of 5 °
- z3%u about 10 °
In some circumstances noisy measurements can yield fictitious
solutions for _ but, most important, the results for B and @ remain
essentially valid even for poorly determined _ values. This pecular
behaviour obviously is linked to the general symmetry of the Hanle
effect which has been described earlier.
4 - The 180 ° ambiguity on the transverse component of the field
Although this is generally not stated clearly, the Zeeman
analysis of a line yields two possible solutions since there is always
a 180 o ambiguity on the transverse component of the field. This double
solution occurs also for the Hanle effect and we are accustomed to re-
mind that two magnetic vectors symmetrical about the line of sight
have the same polarimetric signature (see on the next figure the geo-
metric situation for observations at the solar limb).
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Sahal-Br_chot (1981) has emphasized that this is a fundamental
limitation ( resulting, in fine, from the fact that the interaction
matter-radiation is insensitive to the sense of propagation of the
light) which can be avoided only if the scattering geometry can be
modified in some fashion (Bommier and Sahal-Br_chot, 1979a). We come
back soon to this question but I want to comment upon the solution
which has been given to this problem in many solar investigations :
in most cases the field solution close to the potential field seems
to have been selected which may be a reasonable choice, but should not
be presented as resulting from an actual measurement ...
IV MORE COMPLICATED CASES : DRAWBACKS AND BENEFITS
I - The influence of collisions ; Oetermination of Ne
The analysis of helium line formation in prominences has
shown (Sahal-Br_chot et al., 1977a) that the collisions were negligi-
ble. This is no longer true for the hydrogen Balmer lines and a de-
tailed theoretical a_alysis (Bommier, in preparation) has proven that
there is an important non-magnetic depolarization of the H_ line
which depends on the density in prominences. The observations made
at Pic du Midi have revealed the same phenomenon as can be seen
on the following figure.
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On these histograms the ordinates are the numbers of observed
cases and the abscissas are the observed values of the polarization
degree (in units of 10 -3 ). In the upper part, which refers to the he-
lium D3 line, the dotted curve schematically recalls the distribution
which has been observed for a very large number of prominences (Leroy
et al., 1977); the shaded areas refer to a separate subset of obser-
vations which have been performed also fo_ the H_ line (lower histo-
gram). The vertical arrow marks the polarization degree expected for
average field parameters characteristic of quiescent prominences. It
agrees with the upper histogram (which is obvious since the magnetic
vector has been derived from the Hanle effect analysis of helium li-
nes) but, on the lower histogram, the arrow forecasts a polarization
degree three times larger than the observed one. Thus, it is clear
that some depolarization mechanism, different from the Hanle effect,
is acting on the H(_ emission. According to the theory of the Hanle
effect for hydrogen lines, this effect must be assessed to depolari-
zing collisions.
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Generally speaking there is no doubt that the measurements of po-
larization both in D3 and in H/9 lines yield four observed quantities,
which is enough to derive the three components of the field vector and
the electron density (which controls the collisions rate). The analy-
sis of observations with the help of this newly developed theory (Borsnier
et al., in preparation) has revealed that the electron density in me-
dium and high prominences is certainly around, and sometimes below,
10 1°e/cm_ which is somewhat below the generally accepted figure .
Although this particular analysis may appear to be disconnected from
the vector field determination problem, it is worth _em_Serimg that
the knowledge of both the magnetic field and the density is a compul-
sory starting point for any investigation on the magnetohydrostatic
equilibrium of a plasma like solar prominences.
2 - The optically thick case
I do not want to dwell on this topic which is treated in
V. Bommier's contribution. We have found at Pic du Midi (Leroy, 1981)
that the polarization of prominences' Ha line decreases for increasing
optical depth which seemed, at first sight, consistent with the
expected effect of multiple scattering.
The Hanle effect for the H_ line, in the non-optically thin case,
has been investigated recently by Landi degl'Innocenti and 8ommier
(in preparation) and the general trend of the observations is well
explained. Moreover, an interesting additional feature has arisen :
in the optically thick case the scattering geometry is modified by the
prominence's own emission and absorptiofi ; the degeneracy of solutions,
which results in two undistinguishable solutions for the field vector,
turns out to yield now two vectors which are no longer symmetrical
about the line of sight and, eventually, it is possible to recover the
field vector without any ambiguity. More details on this topics are to
be found in the contribution by Bommier et al., in this Report.
3 - Magnetic fields with unresolved fine structure
Up to now it has been assumed that one is measuring the Han-
le effect in homogeneous magnetic fields. As the fine 5_ructure of so-
lar magnetic fields has been well established, at least at the photos-
pheric level, it is important to investigate what can be deduced from
Hanle effect analysis in the case of observations concerning fine-
structure unresolved magnetic features. Starting from the formulas
which give the Stokes parameters for a normal triplet (Bommisr and
Sahal-Br_cnot, 1982) it is straightforwar_ to compute the apparent
polarization parameters which should be measured if some type of inho-
mogensous magnetic structure is present.
On the next figure we give, in the upper part, the polarization
diagram, for a normal triplet, in the case hv = 90 °. Full lines have
been drawn for several constant e values, at 30 o interval, from 0 ° to
180 ° . Increasing field strengths correspond to downwards shifts along
the O-constant curves.
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Assuming now that the field strength is inhomogeneous, with the
same total flux as previously, but with weak and strong values, in
the ratio R , one obtains the lower diagram in the case R = 10 The
most striking difference is that the outer limit of the polarization
diagram is now closer to the central axis U = 0 . One can conclude
that large angular deviations of the polarization cannot result from
magnetic fields with strong field strength variations.
In the next figure the upper diagram refers again to the homoge-
neous case. The lower diagram has been computed for a magnetic field
with an unresolved helical structure (pitch angle _ = 45 o) and a cons-
tant strength. This type of inhomogeneity yields a diagram different
from the preceding case but, again, one canoes that the outer boundary
of the polarization diagram is moved inwards.
It is not difficult to see that this phenomenon must happen for
any type of unresolved inhomogeneities, which, eventually, gives a
possible diagnosis for homogeneous fields. Remember that the outer
curves of the polarization diagram are obtained for longitudinal ma-
gnetic vectors ( _ = 0 or 180 ° ) : one can state that experimental
points can be found on the outer boundary of the polarization diagram
only if two conditions are fulfilled :
a- the magnetic vector is nearly along the line of sight
b- the magnetic structure is rather homogeneous
It was interesting to check this rule on our prominence observa-
tions : condition a can be fulfilled for high latitude prominences
which are observed edge-on but condition b is generally considered to
be unlikely in view of the highly structured appearance of prominence
monochromatic pictures. However, we have found that 25 % of observa-
tions concerning edge-on prominences did give points on the outer edge
of the polarization diagram : it means that conditions a and b were
fulfilled for this important proportion of observations, a surprising
result since the line of sight integration is maximum in such cases.
This is no place here to discuss solar prominences at length,
but we must remember, in conclusion, that the Hanle analysis contains
some useful information concerning the homogeneity of the magnetic
field structure.
4 - The "strong-field case"
We have already mentioned that for B>> B_y r one cannot get
any information on B via the Hanle effect except the direction of
the field vector projected on the plane of the sky:
it is parallel to the polarization direction for _<5S o and perpendi-
cular for _u} 550, a somewhat confusing behaviour for astrophysical
applications.
A well known field of research relevant to the "strong-field
case" is the solar corona : although B is not large (_ I Gauss)_ 8ty?
is so small for the forbidden lines that the condition B >> B%yf is
certainly fulfilled. Two instruments have been designed £o measure
the polarization of the Fe XIII (Sacramento Peak) and of the Fe XIV
(Pic du Midi) lines. Their results are in very good agreement (see
the next figure) which shows well the high accuracy of such methods.
The interpretation, which is still in progress, is, however, complica-
ted by line of sight integration effects (Querfeld, 1977 ; Arnaud,
1983).
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As in the case of prominences, the study of the degree of pola-
rization can give useful information on the local density b_ecause
collisional excitation is not negligible in regard of radiative ex-
citation. A recent analysis by Arnaud (1982, 1983) has shown that
the measurements can be explained by a corona with ra-
ther high local densities, which imply a filling ratio as small as
1/5 and a great deal of unresolved fine structure . On the other hand
the conspicuous large scele structures which show up on the polariza-
tion maps during several consecutive days would be washed out if the
magnetic field was changing drastically on small scale length. There-
fore, as in the case of eolar prominences, we are left with the appa-
rent paradox of a strongly inhomogeneous density structure on one
hand and a magnetic configuration dominated by large scale features
on the other hand .
V ASTROPHYSICAL APPLICATIONS
I - Prominences and corona
Prominences have been revealed to be ideally suited for the Han-
le effect analysis and we have already given a lot of examples met
in their study. More detailed conclusions are to be found in other
papers by 8ommier et al. Probably the most significant result has
been (Leroy et al., 1984) to show that the field polarity across
high prominences is opposite to the polarity observed at the photos-
pheric level. Such a behaviour is consistent with the so-called
Kuperus-Raadu model (Kuperus and Tandberg-Hanssen, 1967 ; Anzer,
1978) and we find that it fits well the observed features of
prominences higher than 30000 Km , and of all prominences located at
high latitude (polar crown). However, the opposite magnetic structu-
re, which would be consistent with the Kippenhahn-Schluter family
of models (Tandberg-Hanssen, 1974b), is also met in a significant
number of prominences which are found at low latitudes, among the
objects lower than 30000 Km.
Those findings give a first idea of the magnetic structure of
the outer solar atmosphere above the photospheric neutral lines. The
image which emerges is not simple and one wants, of course, to have
further information on what happens in the hot coronal medium (e.g.
what is the nature of the association between prominences and coro-
nal helmets ? See for instance Pneuman, 1983).
2 - The turbulent photospheric field
Stenflo (1982) has observed the Hanle effect near the
solar limb in the resonance A 4227 A line of calcium (a steep in-
crease, in the very line center, of Q/I and U/I is the unambi-
guous signature of the Hanle effect ; see figure 6 in Stenflo's pa-
per). Further, he has shown that the Hanle effect can be used to
provide an estimate of the strength of unresolved turbulent magne-
tic field in the photosphere ; a first analysis o_ the depolariza-
tion observed near the limb has yielded a first order of magnitude
result ( Bh :¢ 10 - 100 Gauss).
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3 - Other solar observations
A very interesting result has been obtained by Henou× et
al. (1983) : the conductive flux at the top of a solar flare can oe
derived from the observed polarization in the Ha line and also in
the S I _ 1437 A line _observea from SMM). Not only is this_sult
important for the understanding of solar flares but it proves that
polarization analysis of solar UV lines is now well possible with
help of satellite instruments. It provides a promising way o_ deter-
mining the magnetic vector via the Hanle effect in the UV lines of
the transition region (remember that the Zeeman method becomes insen-
sitive in this wavelength region). Other applications can be fore-
casted for coronal researches ( Lye< line for instance ; see 8ommier
and Sahal-Br_chot, 1982).
4 - Prospects for non-solar vector field determinations
Among the possible targets for Hanle effect analysis we
have tentatively selected comets and planetary nebulae.
The role of resonance scattering in cometary spectra is well
known. The study of the Hanle effect is certainly not straightfor-
ward since we are concerned with molecular spectra. However, the most
troublesome circumstance is that the B_p value for most bright co-
metary emissions is about 100 times larger than the expected B value
to be measured (Crosley et al., 1968 ; Mies, 1975 ; Rahe, 1981).
In planetary nebulae we have a choice of large and small B_,
values with permitted and forbidden lines. The problem here is t_at
little emission, if any, is expected to be due to resonance scatte-
ring, even though the flux of the central star has an essential role
in the production of the nebular spectrum (Hummer and Seaton, 1973 ;
Leibowitz, 1972).
At last, one can think about possible applications of the Hanle
effect in stellar studies, particularly for stars with an outer shell
(Be stars of course and possibly Mira type objects). As a matter of
fact the Balmer lines polarization ofsvch stars has already been mea-
sured ( Mac Lean et al., 1979 ; Coyne and Mac Lean, 1979) but the
interpretation has been restrictedpup to now,to normal scattering pro-
cesses in non spherical atmospheres. We look forward to undertake
new observations which, however, are not so easy since it is necessa-
ry to make accurate spectropolarimetry with good spectral resolution
on rather faint sources (see Landstreet and Angel, 1977).
At the present time it is not possible to say whether the Hanle
effect analysis, which has been a powerful tool for studying the ou-
ter layers of the Sun, will be successfull for investigations in stel-
lar or nebular astronomy. However, there are not many available
methods to derive the magnetic vector in stars and nebulae and we
guess that it is worth tryJn 9 , at least, some preliminary observa-
tions of this kind. First measurements are now in progress at Pic du
Midi Observatory.
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SOME DESIGN (_OKSIDERATIONS
FOR A
SATELLITE-BORNE NAGNETOGRAPH
David M. Rust
The Johns Hopkins University Applied Physics Laboratory
Johns Hopkins Road, Laurel, MD 20707
ABSTRACT
This paper reviews the design criteria for a compact magnetograph that can
monitor solar magnetic fields from a free-flying satellite for 5 - I0 years. The
slgnal-to-nolse ratio that can be obtained with a 10-cm f/10 refractor operated with
a Fabry-Perot filter and a solld-state detector array is derived. With the
candidate telescope, the longitudinal component of the magnetic field can be
measured for the entire solar disk in a few minutes at a 20-G threshold and at 3-
arcsec resolution. The candidate Fabry-Perot filter has a lithium niobate etalon,
which can be tuned electrically and operated at a fixed tilt angle in such a manner
that it cancels the solar rotational Doppler shifts in the transmitted spectrum.
Principles of operation of various types of polarization modulators are presented,
with the conclusion that photoelastlc modulators and llquld-crystal devices hold the
most promise for use in a satelllte-borne magnetograph.
1. Introduction
A magnetograph can function from the ground. Why, then, consider building
a satelllte-borne magnetograph? In answer, we can point to two fundamental trends
in solar magnetic field research that require observations from space. First, it is
clear that most solar surface fields are concentrated in tiny bundles below the
resolution limit of ground-based obser,-ations. These fields must be studied with
large space telescopes. Second, there are a number of subjects that can be
addressed only by uninterrupted full-dlsk monitoring:
global, long-term circulation of magnetic flux
evolution of active region magnetic fields (accurate accounting of the
appearance and disappearance of magnetic flux),
magnetic flux emergence and its relationship to flares,
Influence of surface fields and field changes on the structure of the
corona.
The Solar Optical Telescope will address the problems requiring very high
resolution and, because it will operate from the shuttle bay, its magnetograph can
be heavy and temperamental and still be made to perform well. For the studies
requiring full-dlsk monitoring, a magnetograph mounted in a free-filer in sun-
synchronous orbit and having a lifetime of 5 - I0 years is needed. The prime
design goals for this instrument are durability, simplicity, and compactness.
Several approaches to meeting these goals for the important components -- telescope,
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detector, filter and polarization modulator -- are described in this paper. And
although the particular application is to longitudinal (i.e., llne of sight) mag-
netic field measurements, the same considerations apply to transverse field
measurements.
2. Telescope and Detector
The minimum objectives of the solar monitoring magnetograph are to measure
the longitudinal component of the photospheric fields with an approximate 20-G
threshold and to produce a full-dlsk magnetogram at least once per hour. Active
region scans and global velocity measurements (for oscillation studies) must be
obtained at higher cadences. A spatial resolution of 2 - 3 arcsec will accomplish
the scientific objectives without exceeding the probable limitations on data
transmission rates.
In order to make the magnetograph as durable as possible, all mechanical
devices ought to be avoided, including image scanners, rotating filter elements,
moving polarization analysers and tilting plates. Therefore, two-dimensional solid-
state charge-coupled devices with 800 x 800 or 1000 x 1000 pixels are the detectors
of choice, since they can record the whole solar disk without mechanical scanning.
If a resolution of 4 arcsec is allowed, then the more readily available arrays with
about 500 x 500 pixels can be used.
The choice of physical dimensions in solid state detector arrays is as wide
as the choice of colors on early Ford cars. They are all about lO-mm square, so the
optical system should produce a 10-mm solar Image. For this, a simple refractor
with a focal length of 1 m seems the best choice, since mirror coatings lose their
reflectlvlty with time.
To minimize the size and weight of the magnetograph, the smallest aperture
consistent with the signal requirements should be used. Three-arcsec resolution in
the optical band can be obtained with a lO-cm diffractlon-limited lens, but one must
consider whether it will collect enough light to produce full-disk magnetograms at
the required cadence.
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Figure i. Profiles of the two circularly
polarized components (dashed curves) of a
magnetically sensitive spectral line and a
filter profile (solid curve), P(A) that is
offset by 6 into the wings of the llne.
Optimum values of a and _ are evaluated in
the text.
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The efficiency of the optical system and detector can be estimated as
fol lows :
Element Transmtssion(%)
heat rejection filter
0.2 A filter
objective lens
modulator and polarizer
blocking filter
camera lens
detector quantum efficiency
98
25
95
30
25
95
50
The net efficiency _ = 0.83%. If the 0.2 A filter has a Lorentzian profile, which
Fabry-Perot filters (see Section 3) do, then the signal-to-noise ratio can be found
as follows, with reference to Figure i: let fx be the continuum flux in
erg cm'2A-Is "I in the region of the observed line at wavelength X. Then the
photon flux at the telescope face is 5 x 107 fXX (A) phot cm'2s "l. The Lorentzlan
profile of the filter passband is expressed as
P(A ) = t (l)
i +  (AXlA 0)2
where AX is the wavelength displacemen._from the center of the passband, AX_ is the
HWHM of the line to be measured and _" is the filter HWHM in units of OAX0 . Assume
that the llne profile is gaussian. The signal through the filter can be expressed
as
2
-X
S0(_ ) = 2(I.10)AXz f= xe dx 2' (2)
-®l+ 2(x- o)
where AA is the Zeeman shift and !0 Is the intensity at the center of the llne in
terms of z the continuum intensity. The parameters 6 and _ shown here can be chosen
as part of the instrument design. If we now let c be the transmlssivlty of the
optics times the quantum efficiency of the detector, and A the area of the
telescope, then the net signal from the detector
ST = 108 fx k A E (i-I 0) Akz 8 elect s"I, (3)
where _ is the integral above. _ has been evaluated numerically for a range of
values of u and 6/Ak 0. Peak values of _ are obtained for I < u < 4 and
for 6/Ak0Forl20_G fields, the magnetic signal S = 6.8 X 104 electrons s-I from each
3-__rcsec pixel, while the photon flux produces a net charge of ~ 8 x 107 electrons
s on each pixel. If the nois_ level is determined by photon statistics, the
signal-to-noise ratio equals _ 7 t _/2 at A 8648 A. In principle, a good signal can
be obtained in less than a second, but in practice, detector readout time will
determine the cadence of the observations. The anticipated charging rate will
saturate any of the solid-state detectors available today. About I00 readouts of a
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device that saturates at 106 electrons will be required to collect the 8 x 107
electrons needed for a S/N = 7. With fast electronics, readout times for the whole
sun (350,000 pixels) in the 1 s range can be achieved. Thus, full-disk magnetograms
with at least a 20-G threshold can be obtained in a matter of a few minutes.
3. Filters
Since a spectrograph would be impractical in a satelllte-borne magnetograph
(too slow and susceptible to failure, because it requires that the image be scanned
mechanically), one must consider ultra-narrow-band filters for spectral
discrimination. Title (1984) has developed a universally tunable blrefrlngent
filter for use on shuttle missions, but birefringent filters will probably prove too
large and too heavy to consider for a free-flying satellite. They have the added
disadvantage of requiring mechanical devices for wavelength tuning.
Fabry-Perot etalons are lightweight and rugged and their spaceworthlness
was established during the Skylab mission. However, the solid etalons used then did
not have the flatness and uniformity required to yield a sufficiently narrow
passband, i.e., one approximately equal to the halfwidth of the spectral lines used
for magnetic field measurements. An elf-spaced etalon, which is easier to
fabricate, is being used for auroral studies with the Dynamics Explorer satellite,
but for a number of reasons, a solid etalon is preferable for solar observations.
Figure 2 illustrates one advantage of solid e talons over alr-spaced
ones. The higher the refractive index of the spacer, the less the passband shifts
for off-axis rays. The wavelength shift is given by
AX/X = +2/2n2, (4)
where $ is the angle between the incoming ray and the normal to the filter and n is
the index of refraction of the spacer. This equation shows immediately that an
etalon cannot be used with the f/10 telescope described in the previous section of
this paper, since off-axls rays will broaden the filter profile to about 2 A at
8468 A, even with a lithium nlobate (LINbO 3) spacer (n = 2.1). A solution to this
problem that will maintain high spectral purity for the entire disk is to place the
filter in front of the objective, where maximum devlatlon of the rays from the
normal is only 0.25 degrees. The passband of a Fabry-Perot filter with a LiNbO 3
spacer will shift only - 0.02 A, then, for rays at the solar limbs, whereas it will
shift by - 0.09 A in an alr-spaced etalon. The larger shift is unacceptable, since
magnetically sensitive lines are < 0.2 A wide.
Comparison of the off-axis behavior of a lithium niobate etalon and the
Doppler shifts due to solar rotation shows that, if the etalon is operated at a tilt
of 35 arcmin from the sun-center-to-telescope ray, the rotational Doppler shifts can
be matched to AA/A ~ 2 x 106 , or 0.02 A at 8468 A. Thus, a solid etalon with a
LINbO 3 spacer can provide a passband that is narrow and correctly positioned on the
wing of the llne simultaneously everywhere on the visible disk. For research on
Jupiter's atmosphere, Trauger and Roesler (1972) have used the tilted Fabry-Perot
technique to remove llne smearing due to the 12 km s "I rotation rate of that planet.
There are difficulties with the before-the-telescope design that have yet
to be resolved. Lithium niobate is a blrefrlngent material, so analysis of the
polarization must be accomplished before the light passes through it. And the
filter (or the polarization analyser) will determine the aperture of the instru-
ment. If 3-arcsec spatial resolution and adequate throughput are to be maintained,
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Figure 2. Shift A%/% of the
transmission peak of a Fabry-
Perot etalon vs. angle between an
incident ray and the normal to
the etalon face. Higher index
spacers lessen the angular sen-
sitivity. Solar rotation (dashed
line) produces a A%/% across the
visible disk that can be compen-
sated for in a tilted lithium
nioba te Fabry-Perot.
then one must be able to fabricate a 10-cm diameter etalon. To give the required
spectral resolution: the etalon must be flat and parallel to 1/50th wave, or better
(Ramsay, 1969). To facilitate separation of orders with a thin-film filter, Lise
etalon must be only 0.25 mm thick.
Fabrication of a LiNbO 3 etalon with the prescribed aspect ratio has not yet
been attempted, but large-diameter glass etalons have been made by Harihan, 0feb and
Leistner (1984), and Gunning (1982) has made a lO-mm double-cavity lithium niobate
Fabry-Perot filter. In addition, Gunning demonstrated the principal advantage of
LiNbO 3 etalons, i.e., electrooptic tunability.
Mechanical means are usually used to tune Fabry-Perot filters, either by
varying the spacing between the mirrors, for air-spaced filters, or by tilting. In
LiNbO 3, application of an electric _ield along the optic axis induces a change in
the refractive index of 6n = -1/2 n_nr13 E3 for light propagating along the optic
axis. no is the refractive index E_e absence of a field, r13 is the relevant
electrooptic coefficient, and E 3 is the applied field. The voltage required to scan
the filter passband over one free spectral range, the halfwave voltage, is
3
VI/2 = * X/2 no r13. (5)
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The free spectral range of a 0.25-mm LiNbO 3 etalon is 6.8 A at 8468 A, and since r13
= 8 x 10 "12 m V -I, ~ 5300 V would be required for a fully tunable filter.
Fortunately, the tuning requirements of a solar magnetograph are modest.
Only temperature drifts in the instrument and Doppler shifts due to orbital motion
of the satellite must be compensated for and both are < 0.2 A. And, for photo-
spheric velocity measurements, it is usually desirable to shift the passband from
one wing of the spectral line to the other, and this also requires ~0.2 A tun-
ability. Thus, only _ I00 V will provide adequate control over the passband.
Higher voltages would be needed in a more versatile instrument, one that can be used
in conjunction with several narrow-band order-lsolatlon filters to study many
spectral lines.
4. Polarization Modulators
New approaches to the task of detecting the polarization state of the
incident solar light will be required if a satelllte-borne magnetograph is to
operate for very long. Hagyard, Cumlngs and West (1983) have described the problems
encountered with the frequently-used potassium dldeuterlum phosphate (KDP) crystal
modulators. These include hysteresis effects, breakdown under the high voltages
required to achieve modulation, and a very narrow-angle acceptance cone.
Maklta (1984) has described problems inherent in the use of rotating
waveplates. They introduce a spurious modulation in the transmitted beam because
reflection at their surfaces depends upon the orientation of the crystal axes
relative to the polarization of the incident beam. And, mechanisms should be
avoided for a long-llved instrument.
Probably the most indestructible polarization modulator is the fused quartz
photoelastlc modulator (PEM) perfected by Kemp (1969). Inducing a strain in a
quartz plate will induce birefrlngence that can modify the polarization state of
light propagating perpendicular to the strain direction. A drawback is that a PEM
operates most efficiently at the resonant mechanical vibration frequency of the
quartz plate, which is about 50 kHz for a plate several centimeters across. To
reduce the modulation to a rate comparable to a practical readout rate, ~ 60 Hz, for
two-dlmensional array detectors, two PEM's whose resonant frequencies differ by the
readout rate may be used. Alternating transmission, at the beat frequency, of
right- (I R) and left-clrcularly (I L) polarized light by a pair of PEM's separated by
a linear polarizer and a quarter-wave plate is illustrated in Figure 3. The figure
shows the complete sequence of operations for a magnetograph with a charge-lnjectlon
device (CID) detector which is "injected" (cleared) just as either the left- or
rlght-clrcular signal is increasing. The signal is integrated for about 20 ms, then
read out for 3 ms.
PEM's operate at only 150 volts and two of them consume only _O.25 watts.
They have very large acceptance angles and are completely free from the residual
blrefrlngence and hysteresis effects that plague KDP crystal modulators. Their use
in a satelllte-borne magnetograph should be investigated further.
Another low voltage modulator that is now commercially available is made of
transparent lanthanum-modlfled lead zlrcoate tltana te (PLZT), a ferroelectrlc
ceramic that displays the Kerr effect (Haertllng and Land, 1971; Cutchen et al.,
1975). Since the Kerr effect is a phase retardation proportional to the square of
the applied electric field, a PLZT plate alone cannot give, say T %/4 retardation.
It must be operated with a fixed retardation waveplate, and therein lies a problem.
A symmetric error in retardance, caused, for example, by a slightly incorrect
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voltage, lowers a magnetograph's signal to noise ratio slightly, but it does not
cause a false signal. In a quadratic device, any error in the applied voltage will
create an artificial signal that must be removed later.
At APL, we have studied the retardance of a commercial PLZT unit and found
hysteresis effects that remain for up to 30 s. Another problem is that metal
electrodes, typically 76-_m thick lines, must be imbedded across the face of the
plate. PLZT modulators, therefore, cannot be used near an image plane; elsewhere,
they will reduce the system modulation transfer function. Lifetime tests (Cutchen
et al., 1975) show that the switching time of PLZT rises sharply after about 500,000
cycles, which is only _3 h at 60 Hz|
Figure 3. Right- and left-circularly polarized signals (IR and IL) passed by two
photoelastlc modulators separated by a fixed circular analyzer and followed by a
polarizer. The time line in the center shows signal integration, readout, and
computing periods.
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Finally, we have been investigating twls ted-nema tlc llquld-crys tal
devices. Typical LCD operation is sketched in Figure 4. In the absence of an
electric field, light polarized in a direction parallel or perpendicular to the axes
of a typical device is rotated by the crystal in a wavegulde mode through 90 ° , l.e.,
the device resembles in its effect a half-wave plate whose axis is at 450 to the
plane of polarization. However, as Figure 5 shows, when the plane of polarization
of the incident beam is at an angle other than 0 ° or 900 to the device' axes, the
retardation is a strong function of position in the device plane. The reason is
that the indices of refraction for light polarized perpendicular to and parallel
wlth the "director" of the molecules (represented as rods in Figure 4) are not the
same. The retardence of the light, then, Is strongly dependent upon the thickness
of the liquid crystal layer, which is difficult to control. For a uniform effect,
the incident light must be plane polarized along one of the device axes, as shown in
Figure 4.
Modulatlon in an LCD is achieved by destroying the twlsted crystal
structure by application of an electric potential, typically 5 - 6 volts for a 10-
_m layer. Our tests show that LCD's are remarkably insensitive to pressure,
temperature, and minor voltage errors In their ability to modulate plane polarized
light when operated as shown in Figure 4. More details about liquid crystal devices
may be found in articles by Baur (1981), Clerc (1981) and Scheffer (1978).
Because LCD's are either passive elements (electric field applied) or
waveguldes (field off), they are achromatic. This is an important advantage in a
magnetograph destined to operate at many lines in the spectrum. To achieve
modulation of circularly polarized light, however, an LCD must be used with a fixed
quarter-wave plate.
148
Figure  5. I n t e r f e r e n c e  c o l o r s  i n  a commercial LCD placed between two p a r a l l e l  
p o l a r i z e r s  and s e t  a t  a 45' angle  to  the plane of p o l a r i z a t i o n .  The c o l o r s  show 
t h a t  the o p t i c a l  pa th  d i f f e r e n c e  ranges from about  0.3 Pm (yel low) on the edges to  
0.6 vm (b lue )  a t  the cen te r .  The Same u n i t  showed e x c e l l e n t  un i formi ty ,  however, 
when operated a t  0' and 90' to the plane of p o l a r i z a t i o n .  
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Figure 6. This sketch illustrates
how the wlde-angle response of the
Tektronix pl cell LCD is achieved.
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more nearly parallel to the direc-
tors (short vectors) of the liquid-
crystal molecules in the bottom half
of the device than for normal
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angle to the directors. The net
retardation, therefore, is rela-
tively insensitive to beam angle.
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The response time for most LCD's is I00 ms, which is rather slow for light
modulation in a magnetograph. This drawback has been overcome recently with the
introduction of a device with a 2-ms response time (Bos, Johnson and Koehler/Beran,
1983). The new device also has a very high acceptance angle, since, as Figure 6
shows, the surfaces that confine the liquid crystal have been designed to orient the
molecular directors to give only a small net deviation from the on-axls index of
refraction, regardless of ray angle. The contrast ratio between the "on" state and
the "off" state transmission is ~ 30:1.
Tektronix claims that the new LCD has an expected lifetime of I0 years.
Probably the principal factor limiting lifetime is breakdown of the complex liquid
crystal molecules. Their behavior in the radiation fields encountered in space is
unknown.
150
5. Conclusions
The new technologies for detectors, filters, and polarization modulators
that have become available recently are important for realization of a small,
lightweight and durable magnetograph for satellite-based operation. With them, 3-
arcsec measurements of the longitudinal field component at a minimum detectable
field of 20 G can be made over the whole solar disk in a few minutes with a 10-cm
f/10 refractor and a 800 x 800 solid-state detector array. Spectral selection can
be accomplished with a solid Fabry-Perot etalon located in front of the telescope
objective. Lithium niobate may make an excellent etalon spacer, if optical quality
material can be grown to a diameter of ~I0 cm. Smaller diameter etalons are
definitely feasible, but their use in a magnetograph would require that the image be
scanned mechanically, a drawback in instruments intended for a 5 - i0 year lifetime.
The search for the perfect electrooptic polarization modulator continues,
since none of the devices considered here, KDP's, quartz plates in oscillation, PLZT
wafers, or LCD's operates reliably at low voltage, for long intervals, at any
retardation, and with a wide acceptance angle. A recently introduced LCD holds the
most promise, having only the drawback that it must be operated in conjunction with
a fixed retardation plate. Since this LCD can be fabricated with a 10-cm or larger
aperture, we plan to install it in a new magnetograph at APL (Figure 7) for
operational tests.
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MEASUREMENTS
WITH A
OF VECTOR FIELDS
DIODE ARRAY
E. J. Wiehr
Universit_ts-Sternwarte, D-3400 G_ttingen
and
W. Scholiers
Institut d'Astrophysique, B-1050 Bruxelles
Apparatus
A polarimeter has been designed for high spatial and spectral
resolution. It consists of a quarter-wave plate alternately oper-
ating in two positions for Stoke-V measurements; and, resp., an
additional quarter-wave plate for Stokes-U and -Q measurements.
At the spectrum plane a I00 x 100 pixel Reticon is used as re-
ceiver. The geometric scale of the spectrum was adapted to the
dimension of the diode array by a minification optics yielding
about 0.75 arcsec x 18 mR (at 6300 _) on each 60p x 60_ pixel.
The spatial range thus covers 75 arcsec, the spectral window of
about 1.8 _ allows the simultaneous observations of neighbouring
lines. The block diagram of the data processing and acquisition sys-
tem consists of five memories each one having a capacity of 104 16-bit
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words. One is used to store the raw data, one the dark current (ze-
ro intensity signal), the third one stores the gain (flat field
calibration), the two remaining memories are used to add a chosen
number of successive measurements corresponding to two opposite sta-
tes of polarization. The read-out is synchronized with the rotation
of a _/4 plate between two positions. Display equipment visuali-
zes the corrected Stokes profiles in real time on a screen and
allows the observer to store the best ones on a floppy disc. This
equipment has been operated at the Locarno solar station of the
G_ttingen observatory (Wiehr et al., 1980).
The total time to acquire profiles of Stokes parameters can be cho-
sen by selecting the number of successive measurements added in the
memories, each individual measurement corresponding to an integra-
tion time of 0.5 sec. Typical values range between 2 and 60 sec de-
pending on the brightness of the structure, the amount of polariza-
tion and a compromise between desired signal-to-noise ratio and spa-
tial resolution.
Compensation of Telescopic Polarization Effects
The reflection on two plane mirrors of the Coud_ telescope intro-
duces instrumental polarization (Wiehr 1971), which can be described
by a 16-term matrix. Evaluation of this matrix shows that the main
effect is a cross-talk between the Stokes parameters which varies
during the year between zero and 16%. Compensation of the telescopic
birefringence using a Bowen compensator as done by Wiehr and RoBbach
(1974) reduces this effect to a maximum of 2%.
The possibility to observe the Stoke profiles in real time allows
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an easy adjustment of the Bowen compensator: The birefringence of
the the uncompensated telescope partially converts the circularly
into linearly polarized light. Hence, if one observes longitudinal
magnetic fields with a linear polarization modulator, the characte-
ristic signature of the V-Stokes profile is seen which disappears
for a correctly adjusted Bowen compensator. The accuracy of this
method was verified placing the telescope between crossed polari-
zers (Wiehr, 1971).
The strong influence of telescopic birefringence on the three Sto-
kes profiles Q, U and V, is shown in Fig. I for both, uncompensated
and compensated telescope. The occasionally observed double rever-
sals in sunspot umbrae disappeared after fine-adjustment of the
Bowen compensator. This suggests their origin in linear polarization
via cross-talk.
Observations
In order to investigate the possibilities of the new apparatus, we
observed several magnetic structures with various combinations of lines in
May/June 1982 and 1983 at the Locarno observatory.
Among the numerous observations performed we consider as most inter-
esting the asymmetry and the spatial extension of the Stokes-V pro-
files from solar network boundaries and from small plages. The se-
lection of magnetic structures is done by means of the three-channel
slit-jaw imaging device at the Locarno telescope (Wiehr et al. 1980).
155
I , I i
n
Fe 6302, 5
AXCA1
I I 1 1 _
0 0.1 0.2 0.3 0./.
uncomo_.nsqto.d
i
i
I
i
I
I
i
I
1
I
I
1f
1 I I I
compensated
V
plogq
\
Vspot
axtAl
I I 1,, i_
0 0.1 0.2 0.3 O.Z,
156
Figure 1
First results
Our extended measurements in network and plages at good spatial re-
solution show an asymmetry and an excess polarization of the blue
side of the V-profiles. In order to quantify the asymmetry and the
excess blue polarization, EBP, we determined the ratio of the peak
polarization Vblue Vred
' max / max' and that of the blue and red part of the
total V-profile fvblue/fvred -EBP, in network and plages.
Our results show that the peak ratios are almost the same, whereas
the EBP values are found to be larger for the smaller split lines.
The spatial variation of EBP in contrast to the almost constant peak
ratios (Fig.2) indicates that at least two parameters are required
for the description of the asymmetry of the V-profiles, and that
spatial resolution is necessary for its detailed investigation.
The variation of both parameters with the amplitude of the circular
polarization, i.e. with the total magnetic flux, roughly confirms
the findings by Stenflo and Harvey (1984) for the peak ratios ob-
tained with the spectrometer, but not those from the F.T.S. data.
In contrast tu the network and p]age regions, our umbra] V-profiles
are highly symmetrical. We occasionally find a double reversal which
disappears after compensation of the telescopic birefrin-
gence. In our case of V-double reversal a significant linear pola-
rization always exists, and the central V-profile is asymmetric
with respect to the zero line as well as to the total V-profile.
If we try to interpret the hitherto observed double reversals in
terms of a cross-talk between the Stokes parameters, we find support
from Deubner and Liedler (1969) who observed it "particularly in the
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penumbra " where linear polarization certainly exists.
Simultaneous measurements of the V-Stokes parameter in the high-
atmosphere Mgb 5167.3 and the neighbouring deep-atmosphere Fe+5169.1
lin_yield no measurable difference of the spatial extension of
network magnetic fields covered by a 75 arcsec long slit. We esti-
mate that the field lines do not open between the corresponding 0 km
and, resp., 500 km levels by more than I000 km.
Considering our measurements of all Stokes parameters in spots and
plages, a severe problem arises from their fine structures which can
not be resolved because of the rather long integration times required.
In addition, the determination of the magnetic vector from the meas-
ured Stokes parameters encounters problems from the uncertain model
atmospheres (e.g. Wiehr, 1974, §6), which are otherwise fairly well known for
umbrae (e.g. Stellmacher and Wiehr, 1981a), for plages (e.g. Stell-
macher and Wiehr, 1979) and for average penumbrae (Kjeldseth-Moe and
Maltby, 1969). However, almost nothing is known about the actual in-
fluence of the fine structures on these models which, at least for
the penumbrae where most transverse fields are measured, may be of
essential importance (Stellmacher and Wiehr, 1981b).
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ANALYSIS OF THE NEW POLARIMETER FOR THE
MARSHALL SPACE FLIGHT CENTER VECTOR MAGNETOGRAPH
E. A. West
Space Science Laboratory
NASA Marshall Space Flight Center
Huntsville, AL 35812
ABSTRACT
The Marshall Space Flight Center (MSFC) magnetograph has undergone an
extensive upgrading in both electronic control of the magnetograph hardware
and in the polarization optics. In the original MSFC magnetograph, two
variable waveplates (KD*Ps) were used to measure the Stokes parameters. The
problems associated with the original polarimeter were: i. Field of view
errors associated with the natural birefringence of the KD*P crystals, 2.
KD*P electrode failure due to the halfwave DC voltage required in one of the
operational sequences and, 3. Breakdown of the retardation properties of some
KD*Ps when exposed to a zero to halfwave modulation (DC) scheme. To minimize
these problems, one of the KD*Ps of the original polarimeter was replaced with
a rotating waveplate assembly. Thus, the new polarimeter gives up the
flexibility provided by two variable waveplates to adjust the retardances of
the optics for a particular polarization measurement, but solves the problems
associated with the original polarimeter. With the addition of the quartz
quarterwave plates, a new optical alignment was developed to allow the
remaining KD*P to correct for errors in the waveplates. In this paper, we
present the new optical alignment of the polarimeter, discuss the various
sources of error, and describe how those errors are minimized so that the MSFC
magnetograph can look at the transverse field in "real time."
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i. INTRODUCTION
One of the primary research goals of the Marshall Space Flight Center
(MSFC) vector magnetograph is to study the evolution of vector magnetic fields
over a large field of view. Figure 1 shows the optics box of the MSFC
magnetograph with the various optical elements required to accomplish this
goal. The optics box is mounted to a 12-inch cassegrain telescope which
focuses the image of the sun onto a square aperture that limits our field of
view of the Sun to 6X6 arc minutes. The light from the aperture is then
collimated through the polarizing optics and Zeiss birefringent filter. After
the Zeiss filter, a lens refocuses the light through the electronic shutter
onto the CCD camera system.
The MSFC magnetograph has undergone two upgrades since 1981; one in the
electronics and the second in the polarimeter. The electronics upgrade began
with the replacement of the old SEC vidicon detector with a new solid state
(CCD) camera system and ended with software control of hardware functions.
The electronic upgrade will not be discussed in this paper other than to
indicate that the signal to noise was improved from the original
magnetograph's 100 to I per picture to_800 to 1 per picture in the new
magnetograph. Therefore some errors in the polarimetry, that were buried in
the noise of the original magnetograph, would now require software corrections
if improvements were not made in the optics.
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2. POLARIMETER ERRORS
Figure 2 compares the optical elements of the two polarimeters. In the
original polarimeter, two KD*P (potassium dideuterium phosphate) crystals were
used as variable waveplates. Since KD*P's are electro-optic crystals that
allow rapid changes in retardation, they are important in minimizing seeing
effects. In the original polarimeter, the fast axis of the first KD*P
retarder was parallel to the Zeiss filter (which acted as the analyzer to the
polarimeter); the fast axis of the second KD*P was at 45 degrees to the
analyzer. In the new polarimeter, the first KD*P is replaced with a rotating
waveplate assembly for the following reasons.
A. Temperature dependence
The temperature dependence of a KD*P crystal is approximately 1.75
degrees retardance per degree centigrade. To minimize the temperature
variation in the optics box, the thermal control unit for the polarimeter is
set to 5°C above the maximum expected temperature. If the temperature rises
above the control unit setting, retardation errors occur. Removing one of the
KD*Ps simplifies these errors so that software corrections can remove the
crosstalk between the linear and circular polarization measurements. In the
new magnetograph this problem is minimized further by the continuous
monitoring of the temperature by the computer. When the temperature is out of
a range, an alarm is set so that the observer can correct the problem.
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B. Field of view errors
The second reason for replacing the first KD*P is related to the limited
field-of-view of KD*Ps (West, 1978). KD*Ps are biaxial crystals when voltage
is applied to them. This means that the retardation varies with the
propagation direction of the light, with the retarding voltage and with the
thickness of the KD*P. For example, the 6 arc-minute off axis error in
retardation for one KD*P (whose thickness is approximately 2.5 mm) with a half
wave voltage applied is approximately 8 degrees. In the original
magnetograph, the second KD*P doubles the thickness which doubles the off axis
errors. In the original polarimeter, a magnesium flouride correction plate
was added to the polarimeter to reduce by one half the field-of-view errors.
With only one KD*P in the new polarimeter, the field-of-view errors are
equivalent to the best that the original polarimeter was capable of (t-_8
degrees). When a magnesium flouride plate is added, the field-of-view errors
are reduced by half (4 degrees). By replacing the first KD*P with two
quarterwave plates and a window (the rotating wavep!ate assembly in Figure 2),
the voltage applied to the remaining KD*P can be reduced by one half which has
an equivalent effect on the field-of-view errors (2 degrees). Therefore the
new polarimeter represents a significant improvement in the field-of-view
errors over the original polarizing optics.
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C. Crystal and electrode failures
The third problem area to be addressed by the new polarimeter is related
to electrode and crystal failures that occurred with the unidirectional
voltage modulation (0 to i/2 wave retardation ) sequence in the original
design. The replacement of the first KD*P with a waveplate wheel allows the
retardation required to measure the Stokes vector with the remaining KD*P to
be limited to plus and minus quarter-wave modulation, as indicated in Table 1.
In the table SA represents the signal detected by the CCD camera system when
a plus k/4 retardation (RA) is applied to the remaining KD*P, SB when a
negative k/4 retardation (RB) is applied. The position of the waveplate
then determines which element of the Stokes vector is measured. With the
symmetric, "low" voltage (2500 volts) modulation, the KD*P lifetime has been
increased substantially. For example, during 1980 while supporting the Solar
Maximum Mission, the original polarimeter went through 5 KD*Ps. The new
polarimeter is still using the same KD*P that was installed in June 1983.
In summary, the new polarimeter has simplified the thermal problems, has
minimized retardation errors over the field of view and has extended the
lifetime of KD*Ps. To accomplish these goals, the new polarimeter replaced a
variable waveplate (KD*P) with waveplates that have fixed retardances. The
accuracy of the new polarimeter is dependent upon the quality of these
wavepl ates.
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3. QUARTERWAVE PLATE ERRORS
The natural evolution in the design of the new polarimeter was to assume
that the fast axes of the quarterwave plates would have the same orientation
as the optical elements in the original polarimeter: the fast axis of one
retarder aligned parallel to the fast axis of the remaining KD*P and the other
parallel to the entrance polarizer of the Zeiss filter (Figure 2). Although
the quarterwave plates had tight tolerances on flatness, parallelism and
retardance, the most difficult tolerance to obtain by the manufacturer (and to
verify at MSFC) was the retardance. The specification for the waveplate
retardance at 525.0 nm was 90 _ i degree. The measured retardance for the
two waveplates were 91.2 and 88.8 with an accuracy of+ 2.5 degrees. If
either waveplate had been a "perfect" 90 degree retarder, the planned
orientation would have been successful. Unfortunately, difficulties in
minimizing circular crosstalk in both waveplates when aligned parallel to the
Zeiss filter required a new orientation.
Figure 3 compares the Poincare sphere representation of three modulation
schemes for the MSFC polarimeter. The measured linear polarizations (Q and U)
are defined to be 45 degrees from the retarder fast axis positions (R I and
R2). In the planned orientation, the wave plate RI would rotate circular
polarization to linear polarization parallel to the fast axis of the KD*P;
then any voltage (retardation) applied to the KD*P would produce no change in
the signal level transmitted through the Zeiss filter (Z on Poincare sphere).
If the waveplate has a retardation error and stops short of the linear axis
I
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(indicated by small "o" on Poincare sphere), then circular crosstalk will get
into the linear measurements as demonstrated by the difference in the final
positions of RA and RB (Figure 3, planned orientation). To allow the
remaining KD*P to minimize circular crosstalk a new orientation had to be
considered. In the new orientation the waveplates are placed at + 22.5
degrees from the Zeiss filter. If plus and minus quarterwave voltages are
applied to the KD*P (90 degrees retardance is approximately 2200 volts DC),
the new orientation will have the same circular crosstalk as the planned
orientation (! and 2 in Table 2, Figure 3, new orientation). But if the KD*P
voltages (retardation) have a DC bias, the circular crosstalk in the new
orientation can be eliminated (Figure 3, new orientation with bias
modulation). This is demonstrated in Table 2. Although the bias modulation
eliminates circular crosstalk it will produce linear crosstalk ( 3 in Table
2). In solar measurements, linear crosstalk is not as critical as circular
(V), but can be eliminated by fine tuning the fast axes of the two waveplates
until the measured linear polarizations are 45 degrees apart.
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4. SUMMARY
In conclusion, the performance of the polarimeter has been improved by
simplfying the thermal problems, minimizing the field-of-view errors and
reducing the KD*P failures. With waveplates in the correct orientation, the
circular crosstalk that is induced with imperfect retarders can be minimized
with the remaining KD*P. Finally, the linear crosstalk induced by the odd
KD*P modulation can itself be reduced by fine tuning the positions of the fast
axes of the quarterwave plates.
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THE SOLAR VECTOR MAGNETOGRAPH OF THE OKAYAMA
ASTROPHYSICAL OBSERVATORY
Mitsugu Makita, Shigeo Hamana and Keizo Nishi
Tokyo Astronomical Observatory, University of Tokyo
Abstract: The vector magnetograph of the Okayama Astrophysical Observatory is fed to the 65 cm solar
coude telescope with a 10 m Littrow spectrograph. The polarimeter put at the telescope focus (solar
image size = 31 cm) analyzes the incident polarization. Photomultipliers (PMT) at the exit of the spectro-
graph pick up the modulated light signals and send them to the electronic controller. The controller
makes frequency and phase analyses of the signal, and the results are digitized and stored on the magnetic
disk of the mini-computer.
The analyzer of the polarimeter is a combination of a single wave plate rotating at 40 Hz and a
Wallaston prism. Incident linear and circular polarizations are modified at four times and twice the rota-
tion frequency, respectively. Two compensators minimize the instrumental polarization, mainly caused by
the two tilt mirrors in the optical path of the telescope. The observation is performed stepwise from
point to point on the sun with a photoelectric guider in the side telescope, controlled by the mini-
computer. The over-all accuracy is better than 0.1 percent polarization for an integration time of 1
second observing in the green spectral region.
The four photomultipliers placed on the wings of the FeI 5250A line give maps of intensity, longi-
tudinal field (circular polarization), and transverse field (linear polarization). A line shifter in front of the
PMTs affords us a map of the velocity field. Besides these main outputs, maps of intensity, and net
linear and circular polarizations in the neighboring continuum (5282A-5297A) are obtained by the other
two monitor PMTs. An action region (8 arc minx 8 arc min) is typically swept in about 70 minutes, and the
maps are obtained in 15 minutes after finishing the observation.
1. Introduction
The plan to build a vector magnetograph in the Okayama Astrophysical Observatory started by
measuring the instrumental polarization (Maldta and Nishi, 1970) and proposing its compensation
(Makita, 1970). The first t'mancial support was given in 1975 and the polarimeter was manufactured by
Nikon. Since then, necessary instrumental units were supplied one by one almost every year. The total
system was thus completed by obtaining the mini-computer and color graphic tube in 1982. The opera-
tion of the complete vector magnetograph became possible in autumn 1982. Some preliminary data
mainly on solar active regions were published recently (Sakurai and Makita, 1984).
2. Construction of the Vector Magnetograph
The vector magnetograph of the Okayama Astrophysical Observatory is installed on the 65 cm solar
coude telescope. Figure 1 shows the construction of the instruments schematically. The solar image as
large as 31 cm in diameter is formed at the coude focus. The polarimeter is put there and analyzes the
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Fig. 1. Solar vector magnetograph of the Okayama Astrophysical Observatory. 
polarizationof the incident light beam passing through its entrance slot. The light beam in the polarime-
ter is collimated, passes through compensators for the instrumental polarization, then is separated by the
analyzer and reimaged on the spectrograph slit. The spectrograph is a Littrow type with 10 m focal
length. At the exit of the spectrograph six photomultipliers (PMT; EMI6256B) detect the output light
signals. Figure 2 shows this schematically. Two pairs of PMTs pick up the signals from the wings of a
Zeeman sensitive line, and the other pair monitors the neighboring continuum. A line shifter in front
of the spectrograph balances the intensity signals from the wings A and B, and gives the radial velocity.
Accordingly, six polarization signals and one velocity signal are sent to the magnetograph electronic
controller. This makes frequency and phase analyses of the polarization signals and amplification. The
resultant outputs are digitized in 12-bits and stored on the magnetic disk of the mini-computer, MELCOM
70/60. Some characteristics of the instrument are described in the following section.
FeI 5250._
!
,
!
!
PMT 1 , 2
I
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Fig. 2. Arrangement of the photomultipliers (PMT) and polarization signals of the spectral line.
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3. SomeCharacteristicsof the Vector Magnetograph
A. Rotating Wave Plate
The polarimeter has been investigated in detail in previous work (Makita et al., 1982). Therefore, the
analyzer, the main component of the polarimeter, is briefly described here. It is the combination of a
wave plate rotating at 40 Hz and a Wallaston prism. This modulates incident polarization as follows
(Makita et al., 1982).
1 1 1
lob s = _ [I + _ (1 +cosS) Q + _ (1 - cos/i) (Q cos 412t + U sin 412t) + V sin/i sin 2_2t
+ R sin (/i± + 8 II) sin8 cos 212t] ,
where (I, Q, U, V) are the Stokes parameters of the incident light, 6 is the phase retardation due to the
wave plate, I2 the angular frequency of the rotating wave plate, R the amplitude of the component
caused by the surface reflection, and 8Z and 5 ii are tile phase change of the linearly polarized light
perpendicular and parallel to the optic axis of the wave plate. Since the Stokes parameters are modified
with different frequencies and phases, they can be completely separated and obtained by frequency and
phase analysis for an arbitrary but known retardation, 6. The rotating wave plate, as a polarization
analyzer, was proposed by Sekera (Hodgdon, 1965), and actually used, for example, by Akabane (1958)
to observe solar radio emission and by OrraU (1971).
Interference fringes due to reflections at surfaces of the wave plate are clearly visible in the
frequency and phase analysis as shown in Figure 3 (see also the formula above). Temperature drift of
these fringes may affect the measurement of the radial velocity. A thin wave plate as thick as 100
microns broadens the fringe separation as wide as 9A near 5250A, far wider than the spectral line width,
and makes the drift rather insensitive to the velocity measurement.
Shot Noise
FelS2SOA
Fig. 3. Spectram scanning of the polarization signals (I,Q,U,V,R) and shot noise in the quiet region.
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Fig.4. Diurnalvariationof theinstrumentalpolar-
izationof thesolarcoudetelescope.
Electronic crosstalk causedby the reflection
component, R, is minimized by an anti-reflection
coatingon the waveplate. A slight wedgeshapeof
the waveplate initially madefor non-uniformtrans-
missionandinterferencewith the internallyreflected
rays which, coupledwith the non-axisymmetriclight
beam of the telescope, produced considerable
erroneoussignals.This was removedfairly well by
polishing the wave plate surfacesto be asparallel
aspossible.
B. Compensators
The instrumental polarization measuredby the
polarimeteris reproducedin Figure4 (Makitaet al.,
1982).The disk centerof the sunwasobservedfrom
morningto evening.The unpolarizedlight is linearly
polarizedby the first tilt mirror, and a smallpart of
this linear polarization is transformedinto circular
polarizationby the secondtilt mirror (SeeFigure1).
The diurnal variationis due mainly to the rotation
of the first mirror in the telescopetube, sincethe
reflection anglesat the two mirrors remain almost
constant during the observation. The degreeof
polarization seasonallychangesas the reflection
angle of the first mirror changes.Its amplitude
reaches6 x 10-2 or 2 x 10-3 in summer,for the
linear or circularpolarization.Theseare far greater
than the expectedobservingaccuracyof 10-4 "_-3
A compensator to eliminate the large instru-
mental polarization was proposed by Makita (1970).
Two compensators are put in front of the analyzer.
The first one is for the second mirror, and the next
one, diurnally rotating around the optical axis, is
for the First mirror. Each compensator is composed
of plane parallels and a Babinet compensator. The
tilt of the plane parallel compensates the linear
polarization caused by the reflection. Two plane
parallels instead of a single one are installed in the
rotating compensator to make the tilts smaller and
the adjustment by the tilt variation easier (Makita
1970). The Babinet compensators are composed of
two wave plates, the optic axes of which are
orthogonal. The tilt of one of the components com-
pensates the instrumental phase retardation, changing
the path length of the light beam. This is not the
ordinary Babinet compensator, but a simplified one.
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A seriousproblemwassurfacereflectionsof eachQomponent,which producelinearly polarizedspectral
fringes(e.g.Makitaet al., 1982).To overcomethis, we tried to makeeachcomponenta lambdaplate,
thus producingno surfacereflection for the observingwavelength.Figure 3 showsfor Q-polarization
the spectralfringesalmost certainlydue to the non-rotatingcompensator,which has 17 lambdawave
plates asthick as 0.9692mm. The rotating compensator,having59 lambdawaveplatesas thick as
2.9656 mm, doesnot give remarkablefringes.All the componentsin the compensatorsarecoatedto
minimizesurfacereflectionsin the observingwavelengths.The automaticcompensationproposedin the
earherpaper(Makita, 1970)wasnot performedsincegoodcompensationcontinuedduring the observa-
tion period.
C. CalibrationandAccuracy
Calibrationof the polarizationdegree was made by tilt of a plane parallel with and without a quarter
wave plate for the linear and circular polarizations, respectively. The amount of the tilt is well calibrated,
and the polarization degree corresponding to this amount is calculated and compared with tile output
signal (Makita et al., 1982). Dividing factors of the linear and circular polarization signals are 6.1 and
12.4 at 5250A, and 3.4 and 6.1 in the neighboring Gontinuum, 5282A-5297A.
The overall accuracy for spectral line observations is seen in Figure 3. The shot noise and, in the
case of Q-polarization, the spectral fringes near the observing line have at most amplitudes of 0.1 per
cent, when the integration time is one second. The signals from the monitor PMTs show the far smaller
fluctuation as 0.01 per cent (Makita et al., 1982).
The transformation of the degree of polarization to the magnetic field strength has not been done.
The limited data, however, show that the circular l_olarization of 4 x 10-3 corresponds to about 5G in
Mount Wilson magnetograms and the linear polarization of 7.5 x 10-3 to about 200G in the Sib-IZMIR
magnetograms.
3. Data Acquisition and Display
Observations are usually made by using the Zeeman sensitive line FeI 5250A and the neighboring con-
tinuum 5282A-5297A, simultaneously. The retardation of the rotating wave plate is 7/4 lambda and
equivalent to minus 1/4 lambda at 5250A. The same rotating wave plate can be used in other wavelength
regions by reinterpreting the retardation (see the formula in section 3A).
The observing area is defined by the slot of the polarimeter and the slit of the spectrograph. In the
typical case this is 12 arc sec x 0.6 arc sec, the latter being equivalent to the slit width of 100 microns.
Observing points are selected stepwise by a photoelectric guider in the side telescope under the control of
the minicomputer. Typical scanning steps are 10 arc sec in east-west and north-south directions. Observations
take at least 70 minutes to measure 50 x 45 points, when the integration time is one second and the scan
step is 10 arc sec. A video camera monitors in H-alpha the slot diaphragm picture of the polarimeter and can
record it during the scanning.
It is a difficult problem to select in which part of the line profile the exit shts of the spectrograph
should be placed. There have been some reports about this (Severny 1964; West and Hagyard, 1983;
Kawakami, 1983).
center. With these
linear polarization
5 mA-48 mA gave
The present exit shts cover the spectral band and 27 mA to 80 mA relative to line
exit shts, directions of the linoar polarization closely agreed with those of the net
of a sunspot obtained by the monitor PMTs. The inner part of the profile such as
the discrepancy as shown in Figure 5. This will be discussed elsewhere.
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Fig. 5. Directions of the linear polarization in an active region observed on May 25, 1983. Dotted lines
are obtained with the exit of 0.027-0.080A at LIT 0h25m-lh23m and solid lines with the exit of 0.005-
0.048A at UT lh31m-2h26m. A closed curve shows a sunspot.
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Fig. 6a. Linear polarization of an active region. Polarization degree is 2.46 x 10"3 for the outermost
curves and increases to the inner ones in a geometrical progression with the equal ratio of 2. Bars show
the direction of the polarization. Dark square on the lower right corner is 10 x 10 arcsec and roughly
equal to the spatial resolution.
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Fig. 6b. Circular polarization of an active region. Polarization degree is 4.03 x 10 "3 for the outermost
curves and increases to the inner ones in a geometrical progression with the equal ratio of 2. Solid and
dashed curves show the north and south magnetic polarity, respectively.
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Fig. 6c. Radial velocity in an active iegion. Radial velocity _ l lO rn/s for the outermost curves and
increases stepwise to the inner ones by the same amount. Solid and dashed curves show the blue and red
shifts, respectively.
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Results of the observation temporarily stored on the magnetic disk are the Stokes parameters and
Doppler shift of the spectral line and the Stokes parameters of the neighboring continuum. During the
next observation they are transferred to magnetic tape for the detailed analysis. A quick display of the
observed data can be made on the color graphic tube by using the temporary record. Figure 6 gives an
example of the line polarization and velocity maps obtained with the attached copier. All the above
data processing is completed within 15 minutes. In Figure 7, color graphic displays of analyzed data
are shown.
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Figure 7. Observations o f  t h e  magnetic and velocity fields of a solar active region in  April 1984. (a) Superposition 
of linear polarization (green line segments) representing the transverse magnetic field on  the  circular polarization 
(colored contours )  representing positive (blue) and negative (red) line-of-sight fields. (b)  The  velocity field of the 
active region. Blue and  red contours denote positive and negative line-of-sight velocities; green contours show the  
intensity distribution in  the  sunspots. (c) Potential field calculation. Field lines derived from a potential theory 
calculation are  shown superposed o n  the  line-of-sight magnetic field. 
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VECTOR MAGNETIC FIELD OBSERVATIONS WITH THE HALEAKALA POLARIMETER
D. L. Mickey
University of Hawaii, Institute for Astronomy
Haleakala Observatory, P. O. Box 209, Kula, Hawaii 96790
Abstract. Several enhancements have recently been made to the Haleakala
polarimeter. Linear array detectors provide simultaneous resolution over a 3-A
wavelength range, with spectral resolution of 40 mA. Optical fibers are now used to
carry the intenslty-modulated light from the rotating quarter-wave plate polarimeter
to the echelle spectrometer, permitting its removal from the spar to a more stable
environment. These changes, together with improved quarter-wave plates, have
reduced systematic errors to a few parts in 104 for routine observations. Examples
of Stokes profiles and derived magnetic field maps are presented.
i. INTRODUCTION
The University of Hawaii has operated a solar Stokes polarlmeter since around
1972, in a gradually evolving configuration. Originally, the instrument was config-
ured for low-spectral-resolution, hlgh-sensltlvlty observations using interference
filters and photomultlplier detectors. Later, an echelle spectrometer and silicon
diode detectors were added, permitting line profile observations over a wider spec-
tral range but with reduced sensitivity. Recent enhancements have resulted in
significant reductions in systematic errors and in increased throughput, thereby
greatly increasing the range of observational programs possible with this instru-
ment. I would llke here to present an overview of the Haleakala polarlmeter, high-
lighting the recent improvements and indicating its special capabilities (and
limitations). I'ii show a "vector magnetogram" derived from Stokes profile observa-
tions, then present a few of the profiles themselves to indicate the character of
_L_= basic data _ suggest qnm_ _reas for caution in interpretation. Finally, I
will suggest a few types of observations, for which this instrument is especially
well qualified, that have promise of adding to our capabilities for understanding
solar vector magnetic field observations.
2. INSTRUMENT DESCRIPTION
A schematic of the Haleakala polarlmeter is shown in Figure I; its main
features are listed in Table I. The on-axls coronagraph telescope minimizes both
scattered light and instrumental polarization. A pinhole in the focal plane selects
the field of view; due to diffraction losses, pinholes smaller than 50-_m diameter
(angular field 4 arc sec) are not very useful. Behind the pinhole the beam is
collimated and passes through a rotating wave-plate modulator and Wollaston prism
analyzer. The wave plate currently in use is a two-element quartz device, optically
contacted to minimize the number of surfaces and keep beam deviation below one or
two arc seconds. The intensity of light emerging from the analyzer is given by
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Fig. 1. Optical schematic of the Haleakala Stokes polarimeter.
l[ OI' = 7 _ + (I + cos 6) ¥ V sin 6 sin 2e
U
+ _ (i - cos 6) cos 4e ± (I - cos 6) sin 4el
- 2 _
(i)
where I, Q, U, V are the Stokes parameters of the incoming beam, 6 is the retardance
of the wave plate, and e is its rotation azimuth, counterclockwise direction from
the +Q direction. The signs on the Q, U, V terms refer to the two beams emerging
from the analyzer. The precise value of 6 is not critical in the range 0.25-0.4 _;
the wave plate currently in use has a retardance of 207 nm. A problem we have
encountered with extremely flat wave plates involves interference effects due to
multiple reflections within the plate: for light polarized either parallel or
perpendicular to its fast axis, weak interference fringes appear with a spacing of
typically 1-2 A. Because the plate has different optical thicknesses for the two
polarizations, the two sets of fringes are displaced from each other by roughly half
their spacing. This causes the wave plate to exhibit a fringe pattern in its linear
polarlzance, P(k), which in turn adds a spurious P(k)I cos 2@ term to Equation I.
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TABLE 1
PRINCIPAL COMPONENTS OF THE HALEAKALA STOKES POLARIMETER
Telescope
15-cm aperture, f:16
Coronagraph lens
On-axls design
Spatial resolution set by pinhole field stop (4, 6, 8, 10
arc sec diameter)
Polarlme ter
Rotating k/4 plate modulator optically contacted quartz,
k/4 at 830 nm
Wollaston prism analyzer
Both beams utilized
Fiber-Optic Feed
80 _m x 15 m long quartz fibers
Spectrometer
l-m echelle, f:ll
Asymmetric Czerny-Turner configuration
Two beams
Detectors
128-element Retlcon linear arrays
Scale 2.5 pm pixel -I
The amplitude of this term can be on the order of 0.I I for an uncoated plate, so it
is necessary both to use hlgh-performance AR coatings on the plate and to carefully
adjust the zero of @ to prevent crosstalk between the cos 28 and sin 28 terms.
A major change made to the optical configuration during the past year was to
insert a fiber-optic coupler between the polarimeter and the spectrometer.
Previously, the spectrometer was mounted directly to the telescope_ .with two images
of the pinhole formed directly on the slit. In that arrangement, howeger_ even
small amounts of wedge in the wave plate caused the images to wobble on the entrance
slit, introducing spurious--and not very stable--intensity modulation at various
frequencies. I have now removed the spectrometer from the telescope and located it
in a stable environment in an adjacent room. Light from the two analyzer beams is
carried to the spectrometer by a pair of quartz fibers that are 80 _m in diameter by
approximately 15 m long. The thorough scrambling of the light within the fibers
provides two important benefits: the two beams entering the spectrometer are now
unpolarized, and--since the image at the entrance to the fiber is smaller than the
fiber diameter--intensity modulation due to beam wobble is eliminated. The fibers
in use (Fujikura $80-125) introduce very little beam spreading: light enters the
fiber at f:7, emerges at f:6 or so, then is imaged onto the spectrometer slit at
f:10 to match the spectrometer optics. The overall transfer efficiency of the fiber
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system is about half that of the previous arrangement. I should point out that
since the spectrometer sllt now samples the image of the fiber exit face and the
pinhole image is completely scrambled within the fiber, the spatial field is
determined only by the pinhole, rather than the projection of the slit on the
pinhole as before.
The spectrometer used in this system is a 0.75-m focal length Czerny-Turner
design with a 316 i/mm echelle grating. Coma correction is achieved by an
asymmetrical configuration of the collimator and camera mirrors, but the remaining
astigmatism and spherical aberration of the f:ll system limit its resolving power to
1.6 x 105.
Another significant change made recently to the Haleakala polarlmeter was the
addition of linear array detectors. I have incorporated the 128-element Retlcon
arrays and associated electronics formerly used in the Stokes II system at
Sacramento Peak (generously made available by the High Altitude Observatory). The
detector package is essentially identical to that described by Baur et al. (1981);
incorporation into the spectrometer at Ha!eaka!a required only re-imaging the
spectrum to an appropriate scale and some software development. The image scale
obtained was 2.5 pm per pixel at 630 nm, which provides adequate if not excessive
sampling.
A summary of the instrument's capabilities is presented in Table 2. Although
its spatial and temporal resolution are modest, its spectral resolution, freedom
from scattered light and polarization sensitivity make it uniquely qualified for
careful Stokes profile observations.
TABLE 2
MAJOR OBSERVATIONAL PARAMETERS OF THE HALEAKALA POLARIMETER
Spatial Resolution: 4-10 arc sec
Spectral resolvin5 power: 160,000
Time resolution: 3 seconds per spatial point (disk, 8 arc sec field, k630 nm)
Sensitivity: 10-3 or better
Scattered lisht: low, both in telescope and spectrometer
Accessible wavelensths: 530-880 nm (could be extended)
3. OBSERVATIONS
The derivation of solar magnetic fields from Stokes profile observations is a
process for which neither the methodology nor the meaning of the result is as yet
well understood. We want, nevertheless, to obtain "vector magnetograms" from our
data, in order to study evolution of active regions, spot formation, and so on. We
have used observed Stokes profiles to obtain maps such as that in Figure 2. This
figure represents a raster scan of AR 4474, taken on 1984 April 30. Both the field
stop and the raster step size were 8 arc sec; the integration time was 4 seconds
per point. These maps are based on integrated Stokes profiles in the following way:
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The full width at half maximum, w, of the qulet-Sun intensity profile is determined,
then integrals from -1.5 w to +1.5 w are taken for all four profiles at each raster
point. We have
+3w/2
= f  (X)dX ,
-3w/2
(2)
-w/3 +w/3
<Q> = f Q(k)dk - f O(k)dk
-3w/2 -w/3
+3w/2
+ f Q(X)dX ,
+w/3
0 +3w/2
<v> = f v(X)dX - f V(X)dX ,
-3w/2 0
(3)
(4)
and <U> is obtained in the same way as <Q>. Then
BL = K 1 <V>/<I> (5)
and
BT = K2 ((<Q>2 + <U>2)i/2/<i>)i/2, (6)
where K1 and K 2 are empirically determined calibration factors.
Repeating a raster like this shows rather good reproducibility for transverse
fields above i00 G or so and longitudinal fields above a few gauss. It should be
stressed, however, that these integrals are proportional to field strength only when
the magnetic splitting is small compared to the line width, and that as pointed out
by Stenflo (1984), the transverse component can be severely exaggerated if the
magnetic elements comprise only a fraction of the field of view.
Figure 3 shows a typical set of Stokes profiles from the same data set, taken
at the point marked A. All plots are in the same (arbitrary) intensity units. The
derived field values here are BL = 200 G, BT = 200 G. The asymmetry and absence of
a zero crossing in Q and U are not at all uausual. A point with nearly vertical
(line-of-sight) field from the umbra at B is shown in Figure 4. For interest, and
to encourage caution in the use of these magnetograms, I present Figure 5, from the
point marked C in Figure 2. Although one cannot completely rule out instrumental
contamination in the V profile, this pattern occurs consistently enough to suggest
its origin is solar.
Another case of this type is shown in Figure 6, from a different sunspot. In
both instances, the field is nearly transverse, and the V profile behaves as if
there are two components separated by a velocity shift of around 8 km s-I. Clearly,
though the "magnetograph" approach given above would not be a complete failure for
these lines, some of the most interesting physics is contained in the details of the
line profiles.
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Fig. 3. Stokes profiles of Fe I k6302.5, from point marked A in Fig. 2. All
profiles are in (arbitrary) intensity units. Q and U have not been rotated to a
preferred frame.
4. OPPORTUNITIES
Severaq _deas present themselves for capitalizing on the capabilities of this
instrument. For example, the low scattered light in the telescope should permit
some prominence observations, including multi-line measurements as suggested by
Bommier (1984). Further study of the situations where the lines give a non-zero net
circular polarization in sunspots would be of interest, as would investigations of
magneto-optic effects and "strange" profiles. If observational biases due to
limited spatial resolution can be understood, we can perhaps take advantage of
multi-line observations to build up a more accurate three-dimensional picture of
magnetic fields in sunspots.
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STOKES PARAMETERS MODULATOR FOR BIREFRINGENT FILTERS
Audouin Dollfus
Observatoire de Paris, 92195 Meudon, France
Abstract. The Solar Birefringent Filter (Filter Polarisant Solaire Selectif FPSS) of Meudon Observatory
is presently located at the focus of a solar refractor with a 28 cm lens directly pointed at the Sun. It
produces a diffraction limited image without instrumental polarization and with a spectral resolution
of 4.6 x 104 in a field of 6 arc min. diameter. The instrument is calibrated for absolute Doppler velocity
measurements and is presently used for quantitative imagery of the radial velocity motions in the photo-
sphere. We record the short period oscillations, the larger scale convection velocities and the motions in
sunspots, usually with the lines Fe! 5577, NaD1, Hc_ and Mg b 1. Our best radial velocity images have a
resolving power of 500 km at the solar surface.
We are working to adapt the instrument for the imagery of the solar surface in the Stokes parame-
ters. The first polarizer of the birefringent filter, with a reference position angle 0 °, is associated with
a fixed quarter wave plate at +45 °. A rotating quarter wave plate is set at 0 ° and can be turned by
incremented steps of exactly +45 °. Another quarter wave plate also initially set at 0 ° is simultaneously
incremented by -45 ° but only on each even step of the first plate. A complete cycle of increments
produces images for each of the 6 parameters I+Q, I+U and I+V. These images are then subtracted by
pairs to produce a full image in the three Stokes parameters Q, U and V.
With proper retardation tolerance and positioning accuracy of the quarter wave plates, the cross-
talk between the Stokes parameters was calculated and checked to be minimal. The two achromatic
36 mm diameter quarter wave plates are made of quartz and MgF2, and each held in a 8 position
Genova-cross mounting. Proper gears associated with the drive shafts of the two Genova-crosses produce
relative rotation rates of +1 and -1/2. Each of the six Stokes parameters can be selected at will, or they
can be sequentially driven at a maximum rate of several positions each second.
1. Tile Birefringent Filter FPSS at Observatoire de Meudon
The Universal birefringent filter FPSS (for "Filtre Polarisant Solaire Selectif") was designed at
Meudon Observatory for high angular resolution imaging of the solar surface with a FWHM selectivity
of 130 mA at k = 5896 (D 1 line). The linear field diameter is 36 mm. An entrance beam convergence
of f/30 is accepted with an angular resolution that is diffraction limited for a convergence of _< f/45. In
order to increase the transparency, four of the eight polarizers used in the instrument are birefringent
calcite-glass Rochon prisms of 96% transmission, the others being Polaroid HN 38 sheets of transmission
76%. The overall transmission produced by the polarizers together is 1/2 x (0.96) 4 x (0.76) 4 = 0.14.
The detailed description of the FPSS filter has not yet been published but technical reports are available
at Meudon Observatory.
The FPSS instrument is presently used at Meudon at the f/60 focus of a 28 cm solar refractor
directly pointed at the Sun (Fig. I). The lens happens to be practically free of birefringence so that there
is no interaction with the polarization properties of the incident beam, at the threshold of the detection
level.
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Figure 1. The filter FPSS and its solar refractor 28 cm diameter at  Meudon Observatory. 
Out best solar photospheric images yet recorded with FPSS centered on the core or the wings of 
Ha, D3, b l  or FeI 5576 A lines have true resolutions of around 0.8 arc scc. (half width of the modula- 
tion transfer function peak) while the theoretical diffraction limit of the telescope alone is 0.5 arc sec. 
2. Radial Velocity Imaging with FPSS 
In order t o  illustrate the prospects for high angular resolution mapping of the Stokes parameters 
and magnetic fields at  the solar surface, using FPSS with a Stokesmeter modulation device described 
below, we produce here some results on quantitative imagery of radial velocities obtained at Meudon 
Observatory. 
wings of absorption lines such as the strong NaDI ,  or the noli magnetic FeI 5576. 
Doppler shifts are converted into contrast variations by setting the transmission band to  isolate the 
2.1 Photospheric Oscillations 
Figure 2 shows a direct image of the photospheric 300 sec. oscillations, taken at -0.088 from the 
core of h a D l  on June lst ,  1981. The areas where mattcr is moving upward are shown as dark and 
downward motions appear light. The structures of the oscillating elements are detailed at the solar surface 
with a resolution of 500 kni. A direct Doppler shift calibration produces an average vertical. oscillating 
maximum velocity of 210 k 40 m/sec. which has t o  be slightly increased when a residual image blurring 
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effect is taken into account.A moviesequenceof images indicates a period of 285 *- 25 m/sec, for these
coherent oscillations. A power spectrum of the velocity field is generated with a laser source and shown
in Figure 3. The bright ring of radius 0.50 x 10 -3 rad. results from the concentration of oscillating ele-
ments with a size around 4.5 Mm (half the average distance between elements). Another ring of radius
0.2 x 10 -3 rad.,although blurred with the central peak in the reproduction of Figure 3, characterizes
another superimposed coherent oscillation system with a typical size of around 12 Mm. This oscillating
system is separated from the first one by optical filtering in Figure 4. An average maximum oscillation
velocity can also be extracted from Dopplershift histograms and gives 650 -+ 50 m/sec, for this second
coherent system (see Dollfus, 1984, Dollfus et al. 1984).
2.2 Motion in sunspot groups
Radial velocity mapping in sunspot areas requires a selection of the contrasts generated by the
Doppler shifts from the true intensity features. We practice photographic subtraction of the images taken
in the two wings of the line. Figure 5 shows such a radial velocity field map, around a sunspot group on
Sept. 16, 1982. A very wide field is preserved by the photographic image subtraction technique. The
velocities over the spot areas are detailed in Figure 6, either by photographic image subtraction processing
(at left) or by computer processing (at right).
In Figure 7, the radial velocity field is imaged around a sunspot near the limb on Sept. 14, 1982 at
a photospheric altitude which, according to the model of NaD 1 line formation, corresponds to the
minimum of temperature. The motion is receding at left and approaching at right. It does not correspond
to the divergent "Evershed" flow at the photospheric level, nor to the convergent "Abetti" motion at
the chromospheric level, but indicates, for this intermediate altitude, a retrograde vortex.
3. Developments Expected to Follow
The results already obtained on quantitative imagery with FPSS indicate that we can record as well
the Zeeman + o shifts in magnetic sensitive lines to produce high resolution maps of the longitudinal
magnetic field. A V Stokes parameter modulator is placed in front of the filter for this purpose and a
solid-state bidimensional array detector is expected to make possible real time interactive analyses.
After tests and improvements at the focus of the 28 cm Meudon solar refractor, the whole bire-
fringent filter and peripheral instruments are planned to be moved to the Canaries Islands to be attached
at the focus of the THERMIS French solar telescope, 90 cm diameter, specifically designed and dedicated
to high resolution solar work. This telescope is scheduled to be operational in the near future at a low
turbulence selected site of Teneriffe Island, altitude 2400 meters (see J. Rayrole, this book). Quantitative
images of Stokes parameters are expected to be produced with angular resolutions better than 250 Km at
the solar surface. A Stokes parameters modulator is needed in front of the filter FPSS. The principle of
the device is described below.
4. Double Genova-Cross Stokes Modulator
For high angular resolution imaging, exposure times of at least a fraction of a second are needed,
with photographic emulsions as well as with solid-state detectors, and a fast modulating device is not
required. To accommodate the whole field of 36 mm diameter, large size birefringent pieces are needed.
The modulator must not produce any detectable signal when the incident light beam is not polarized.
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Fig. 2. Direct image of the photo- 
spheric oscillation of period 300 
sec. FPSS filter in t h e  blue wing o f  2 
NaD1. Field = 145 x 124  (Mm) . 
Upward motions are light. Down- 
ward motions are dark. 
Fig. 3. Power spectrum of the 
radial velocity field of Figure 2. 
Fig. 4. Spatially filtered image of 
the field of Figure 2 ,  isolating the 
coherent oscillatory elenients of 
10.15 Mni average diameter. 
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Fig. 6 .  Radial velocity field around a h p o t .  Sept. 16. 1982, 1.3:14 UT. (Top left):  Image centered on  
N a D  line. ( T o p  right): Isophotes in continuum. (Bottoin left ): Velocity field (photographic suhstrac- 
tion). (Bot tom right): idem (computer substraction). 
1 
1?7 
The so called "crosstalk" - partial mixing of the Stokesparameters- has to be carefully prevented.
Such are the major considerations which led to the design of the following device.
4.1 Principle of the Double Rotating, Half Wave Plate Modulator
Optical components are placed in front of the birefringent filter FPSS as shown in Figure 8. The
first polarizer of the filter P has a reference position angle of 0 ° and is associated with a fixed quarter
wave plate ()`/4) o at +45 °. Then two quarter wave plates ()`/4) 1 and ()`/4) 2 are added. Their axes are
initially set at 01 = 02 = 0 ° and they can rotate around the light beam axis by steps of exactly 45 °.
When the front plage ()`/4) 1 is incremented by +45 °, the other plate ()`/4) 2 is stepped by -45 ° at the
same time, but for each even step of the front plate only.
During a complete cycle of 8 increments Pi, the front plate has occupied 8 positions at 45 ° from
0 ° to +360 °, the second plate 4 positions from 0 ° to -180 ° and the six Stokes parameters have been
obtained as indicated in the Table; the + V parameters are produced twice.
Finally, the following image substractions produce the required Stokes parameter maps.
(P3-P7) -_ 2Q
(P2-P6) _ 2u
(P1 -P5 ) -_ 2v
Alternatively, the map for 2V can be produced by one of the three other combinations (P8-P4),
(P8-P5) or (P1-P4).
4.2 Poincare Analysis
The way the Stokes parameters are displayed is readily understood when drawing the retardation
paths of the plates on a Poincare sphere in which the 6 Stokes parameters are located as shown in Figure
10. The 100% linearly polarized light at position angle 0 ° produced by the polarizer P is located in a.
Because all the angles are doubled, the active axis of plate ()`/4) o is placed at (+45 °) x 2 which is along
ob; its phase retardation of +45 ° rotates a around ob by 90 _ to place a at e. Then, for each position
Pi, the locations of the two rotating plates' axes on the sphere and the resulting retardation paths are
detailed in Table I together with the Stokes parameter that is finally isolated.
4.3 Mueller Matrices Formulation
Assuming a correct retardation for each plate, the whole polarization matrix can be written and
each Stokes parameter can be extracted with proper values of 01 and 02. For example, for +Q we have:
Q1 = -sin 202 [Qo c°s2 201 + Vo sin 201 cos 201 + Vo sin 201 ]
+cos 202 [Qo sin 201 cos 201 + Vo sin2 201 - Vo cos 201 ]
If the position angles 01 or 02 are not exactly multiples of 45 ° but are 01 = n ),/4 + a and 02 = n k/4
+ 13,the photometric modulation which is produced when measuring Q is:
Qo + 2 t3 V o
mQ = 1 - 2 a V o
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Fig. 7. Sept. 14,  1982 a t  10:18,50 UT. Top: Sunspot near 
limb, filter centered a t  NaD1. Bot tom:  Radial velocity 
field. Photographic substraction of images taken a t  %. lo  
a from NaD1 center. In  dark:  approaching. In light: 
receding. 
Fig. 9. 
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Table I.
Position
PI
P2
P
3
P4
P5
P6
P7
P8
Position angle
of plates axes
01 deg. 02 deg.
0 0
+45 0
+90 -45
+135 -45
+180 -90
+225 -90
+270 -135
+315 -135
Axes on the
Poincar_ sphere
O 1 02
oa oa
ob oa
oc od
od od
oa oc
ob oc
oc ob
od ob
Retardation
paths on
Poincara sphere
af
afb
afa
afae
afde
afd
afc
afcf
Parameter
selected
+V
+U
+Q
-V
-V
-U
-Q
+V
-V
-Q+Q
2
+W
Fig. 10.
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U o is injected in the signal and the resulting "cross talk" could be serious when Qo is small and U o large.
If 13= 1°, a spurious signal of 3 x 10 -2 V o is introduced.
Assuming now correct position angles but phase retardation defects for the plates, we have _o(X) =
rr/2 + e(?Q, and a similar computation produces:
Qo - e V o
mQ- l-eVo
It is V o which is not injected in the signal. Again, a plate retardation defect of 1° introduces a signal of
1.6x 10 .2 x V o.
4.4 The Retardation Plates
The three quarter wave plates have 36 mm diameter. To secure the retardation tolerance required,
these plates are achromatic compounds of the Beckers type, made of a quartz plate cemented with a
synthetic magnesium fluoride MgF 2 plate. The ratio between the two thicknesses is 1.16/1. The residual
wavelength dependence of the birefringence and other details are found in Beckers (1971 ).
4.5 Mechanical Design
The two rotating retardation plates are held each in an 8 position Genova-cross mounting, which
gives mechanically fixed position angles at exactly 45 ° with the accuracy required. Proper gears associate
the driving shafts of the two Genova-crosses with relative rotation rates of +1 and -1/2. The driving
motor operates the gears to produce a step rotation of 45 ° in less than 100 miUisec; then the plate rests
at its exact new position until the drive shaft makes a new revolution to initiate a second 45" step. The
second plate is operated exactly at the same time in the opposite direction, once every two movements
of the first plate.
The principle of the double Genova-cross mechanism is outlined in Figure 9.
Each of the 6 Stokes parameters +Q, -+U and +V can be individually selected at will, or they can be
sequentially driven at a maximum rate of several positions each second.
Acknowledgements: We are particularly indebted to Herve de Larquier for his analysis, tests and labora-
tory work about the double Genova-cross modulator and its optimization.
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THE SAN FE_ANDO OBSERVATORY VIDEO STOKES POLARI_TER
PAUL H. RICHTER,. LOUIS K. ZELDIN* AND TIMOTHY A. LOFTIN
California State University, Northridge
Abstract. A study has been conducted to determine the suitability of the San
Fernando Observatory's 61 cm (24 inch) aperture vacuum solar telescope and 3 m
(118 inch) focal length vacuum spectroheliograph for Stokes Polarimetry measure-
ments. The polarization characteristics of these two instruments have been meas-
ured by determining their Mueller matrices as a function of telescope orientation,
field angle, wavelength, grating type, and position of the measuring beam in the
telescope entrance window. In general, the polarizing and depolarizing properties
are small so that inversion of the system Mueller matrix will permit the accurate
measurement of Stokes profiles for vector magnetic field determination.
A proposed polarimeter design based on the use of a TV camera system to simultane-
ously scan six different polarization components of a given line profile is
described. This design, which uses no rotating optics or electronic modulators
and makes efficient use of the available irradiance, promises to yield high
quality vector magnetograms.
i. Introduction
The San Fernando Observatory has for some 15 years produced high quality solar
magnetograms with the observatory's 61 cm (24 inch) aperture vacuum solar tele-
scope and 3 m (118 inch) focal length vacuum spectroheliograph, using a photo-
graphic subtraction process to obtain the longitudinal magnetic field component.
More recently consideration has been given to using this system in conjunction
with a new polarization analysis-video detection system to produce vector magneto-
grams by means of Stokes polarimetry. The proposed analysis and detection scheme
is based on the use of a combination of non-polarizing and polarizing beamsplit-
ters arranged so as to produce six images of the spectroheliograph exit slit, each
representing different components of polarization. These six images are juxta-
posed on the face of a TV camera system so that the horizontal scan samples the
resulting six line profiles sequentially, while the vertical scan permits sequen-
tial sampling of the profiles corresponding to the different points of the solar
image falling on the entrance slit of the spectroheliograph.
The video signal from the camera system is fed to a video cassette recorder (VCR)
for future analysis carried out by means of an image digitizing system. This
analysis and data reduction consists of signal integration, photometric correction,
polarization correction and algebraic manipulation to extract the Stokes profiles
S(%) for each image point scanned. Mechanical scanning of the spectroheliograph
* Currently at Rockwell International, Rocketdyne Div., Canoga Park, CA. U.S.A.
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moves the entrance slit across the solar image sweeping out a rectangular area,
each line of which is treated as described above, so that the result is a com-
plete Stokes profile map for the area scanned.
The following sections of the paper describe the optical and electronic systems in
more detail, discuss the data reduction problem, and present measurementsof the
polarizing characteristics of the telescope and spectrohellograph, the latter
illustrating the suitability of this system for obtaining polarimetric data.
2. Polarimeter Design
The design of the proposed Video Stokes Polarimeter has been driven by a desire to
avoid problems associated with rotating polarizers and/or retardation plates and
electro-optic devices such as have been used in various modulating schemes, and to
take maximumadvantage of the intensity and resolution provided by the telescope
and spectroheliograph through the combineduse of efficient beamdivision and
image multiplexing.
The method of analysis can be understood by referring to Figure i, which shows a
block diagram of the optical system. The beamincident on the telescope is
characterized by the Stokes vector
where each element is a function of position on the solar image, and wavelength,
i.e., S = S(x,y,%), where x and y are coordinates in the telescope image plane and
is the wavelength associated with a given point in the absorption line profile
under study.
POLARIZING
SPE CT RO- BE AM - BEA M - ]V
TELESCOPE HELIOGRAPH SPLI TTER SPLITTER CAMERA
Figure I: Block diagram of the Video Stokes Polarlmeter.
In passing through the telescope the beam is altered by the polarizing character-
istics of the instrument so that the telescope image is characterized by the
Stokes vector
ST = _S i)
where the telescope properties are represented by theMueller_atrix MT. The
elements of this matrix are functions of the mean wavelength % of the-line under
study, position in the field of view, and the telescope hour angle and declination,
i.e., M T = MT(X,y,_,h ,6).
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These functional dependences stem from the reflecting optical design of the tele-
scope and will be discussed in greater detail in the section dealing with the
measurement of M T.
On emerging from the telescope the beam passes through the spectroheliograph and
suffers additional change so that the image formed at the exit slit of the instru-
ment is characterized by the Stokes vector
Ss = MsS T.
2)
The spectrohelio_raph matrix MS is a function of position y along the exit slit,
mean wavelength I, and the particular grating selected, G. Details are discussed
in the section dealing with the measurement of M S .
The polarimeter optics consists of a i:i imaging system containing a non-polarizing
beamsplitter and a polarizing beamsplitter assembly. The former merely divides
the beam into three equal parts, while the latter performs an analysis of each of
these three beams into orthogonal polarization states. The result is six immges
of the spectroheliograph exit slit, each corresponding to a different state, and
these are juxtaposed on the TV camera tube faceplate.
The analysis section (polarizing beamsplitter assembly) consists of three identical
Wollaston prisms preceded by three different linear retarders, the first having
zero retardance (glass compensating plate), the second _ retardance with fast axis
oriented 22½ ° relative to one of the transmission axes of the Wollaston prisms, and
the third _/2 retardance with fast axis oriented 45 ° relative to the Wollaston trans-
mission axis.
The Mueller matrices for these devices are given by the following:
WOLLASTON PRISM
HAL_IAVE PLATE
i +i 0 ]
i _ I 0
M_+ = _
0 0
0 0
00::I___ 0 1"'I-I 1 0
0 0 -
3a)
3b)
QUARTERWAVE PLATE bIQ = i00 i0 0 00 0 1
0 -i 0 0
3c)
Thus, the three sections of the analyzer have the following matrices:
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[i--+I0!]1 1 0M+ = _ -+i- 0 0
0 0
1 0 1
o o
0 0
OOo]i 1 0 0M_-Q=Z'_-- i o 0
0 0
and these operate on the incident beams to produce the following outputs:
SIZ = (Is-+-Qs) , $2_+ --_(Is_+Us) , $3+ = (Is+V S) •
L-IJ
The corresponding beam irradiances are,
4a)
4b)
4=)
Be-c)
I_.L = l(I +Q_) _ = 16-_Is+Us) [q+ : l(I_+Vq),
"-' " S ' 2± ' .....
6a-c)
so that sums and differences of adjacent beam irradiances have the values,
IS IS IS
ZI = Ii+ + II- - 3 ' Z2 = 12+ + 12- - 3 ' Z3 = 13+ + 13- - 3 '
QS US VS
AI = Ii+ - Ii- = _- ' 42 = 12+ - 12- =-_ ' 43 = 13+ - 13- - 3 '
7a-c)
8a-c)
thus permitting a determination of the Stokes vector SS = IIs,Qs,Us,VsI
Combining equation i) and 2) we have,
SS = MS, 9)
205
where M = MS_ is the overall system matrix. Thus, by inverting the latter we
obtain
S = M-ISs, i0)
and substitution of the measured elements given by equations 7) and 8) into the
above yields the input Stokes vector S.
The above discussion presents the essential principles involved in the operation
of the polarimeter. In practice, a number of factors will result in a somewhat
more complex situation than that illustrated, thereby complicating the algebra but
otherwise not affecting the general result. Thus for example, while a retardation
plate will produce a given retardance at a given wavelength, even an "achromatic"
design cannot provide a constant value of this parameter over a finite range of
wavelengths. Furthermore, unless measures are taken to eliminate multiple passes
of the beam through the plate as a result of reflection from various surfaces in
the system, the retardance and polarizing properties of the analyzer will become
strong functions of wavelength (Holmes, 1964; Smith, 1969). Also, the "non-polar-
izing" beamsplitter and the reflective imaging optics can be expected to introduce
some polarization.
These effects can all be included in the analysis, and as long as the Mueller
matrix for each element is known, or can be measured, the incident Stokes vector
S can be found by procedures similar to that described above. Calibration pro-
cedures are discussed in a subsequent section, but before coming to these we first
describe the implementation of the proposed measurement scheme and the data
acquisition and reduction methods to be employed.
3. Optical System
The telescope and spectroheliograph optical systems are shown in Figures 2 and 3,
and the proposed polarimeter optics in Figure 4. The functioning of the latter may
be understood by noting that the telescope field lens, located immediately above
the coud_ focus, images the telescope entrance pupil (entrance window) at the
spectroheliograph diffraction grating, thus forming the exit pupil for the instru-
ment. Mirror M1 in the polarimeter (Figure 4) serves two functions. First, it
collimates the beam for refocusing by mirror M3, thus providing a compact, folded
aberration compensated i:i imaging system (Czerny-Turner design). Second, it
images the spectroheliograph exit pupil at mirror M3, which also serves the dual
purposes of imaging and splitting the beam into three equal irradiance parts, the
mirror itself being a sectioned sphere with independent articulation for each
section. The polarizing beamsplitter assembly is mounted immediately in front of
the focal plane located at the TV camera tube fiber-optic faceplate.
Figure 5 shows a detail of the polarizing beamsplitter and the image format on the
faceplate, with typical dimensions corresponding to the use of an echelle grating
providing a linear dispersion of 2 mm/_, and a slit length of 15 mm corresponding
to 4.23 arc minutes across the solar disc.
4. Data Acquisition and Reduction
The TV camera converts the faceplate irradiance distribution into a video signal
whose voltage v(t) is proportional to the irradiance at the point scanned by the
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camera's electron beam at time t. Thus, a typical portion of this signal corres-
ponding to a given horizontal scan line, and hence to a given solar image point,
consists of an analog sequence of the six Stokes profiles given by equations 6a-c
of section 2. This signal however, suffers from amplitude error resulting from
the non-uniform gain characteristics of the camera system, and applying a point by
point photometric correction for this error is the first step in the data reduction
process.
Since this correction, as well as subsequent ones to be discussed, cannot be carried
out with the required precision in real time, i.e., at the standard video rate of
30 TV frames/sec., the raw video signal is first stored on magnetic tape using a
commercial VCR (GE RECORDER (DECK) MOD.ICVD 4020X). Subsequent processing is then
carried out by transferring TV frames from tape to a digital image processing
system (QUANTEX DIGITAL IMAGE MEMORY PROCESSOR, MODEL DS-12) capable of integrating
each pixel up to a maximum of 12-bits with a frame format of 256 x 256 pixels. This
frame integration can be carried out at video rates so that up to 16 frames can be
summed in a little over a half second.
The photometric correction tables and system matrix elements are stored on disc and
read out onto a computer RAM in blocks to permit line by line photometric correc-
tions and matrix multiplications to be carried out on the sums and differences rep-
resented by equations 7 and 8, the raw data being read from the image processor
through an IEEE bus.
The results of these computations are the Stokes profiles S(x,y,%), and since each
solar image point (x,y) contains 256/6 = 42 pixels (words) of profile data, and a
square sample of the sun 4.23 arc minutes on a side contains 256 x 256 = 65536
pixels, a single Stokes profile map for such a region involves a considerable amount
of data. In fact, since a full vector magnetic field map of the region would re-
quire only three pixels (words) per solar image point, there is something like a
factor of 14 redundancy in such a representation, and it would be desireable to
eliminate this prior to final storage of the results.
An approach to this data reduction problem which has the additional merit of simul-
taneously improving the overall signal to noise ratio, is to compute weighted inte-
grals of the Stokes profiles for each solar image point, in terms of which the
three magnetic field components can be directly calculated and displayed.
As an example of the method we consider the Seares formulae for the Stokes profiles
in terms of the llne profile p(%), Zeeman splitting A%, inclination of the magnetic
field vector y, and transverse azimuth angle _,
i i
ICl) == _(I + COS 2 y)[p(l + AI) +p(l - AI)] + y sin 2 y p(l),
i
Q(I) = _ sin 2 y cos 2e [2p(1) -p(l + Al) -p(l - Al)],
i
U(1) = _ sin 2 y sin 2e [2p(1) -p(l + gl) -p(l - Al)],
i
v(1) =y cos _ [p(_ + A_) -p(_ - A_)].
ii)
12)
13)
14)
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In the analysis of solar magnetic fields, these formulae are of course of limited
validity, but they nevertheless serve to illustrate the ideas involved in the data
reduction scheme, and suggest how these ideas might be applied to a more complete
field description based on the Stokes profiles.
If we consider an isolated line profile p(%), then by integrating equations 11-14
over all wavelengths we obtain.
15)
OO OO
__OO __OO __GO
16)
_itiplying equations 12 and 13 by _2, equation 14 by _, and integrating we obtain
X 2 Q(X)dX = -_ AX 2 sin 2 y cos 2_, 17)
fX i AX 2 sin2 Y sin 2a, 18)2 U(X)dX- 2
%v(%)d% : - i A% cos y.
__00
19)
These three equations may be solved for the Zeeman splitting Al, inclination y, and
azimuth e, so that if the indicated integrals are computed from the measured Stokes
profiles the magnetic field components can immediately be found and stored. An
additional advantage of this method is that the it,L_g_als of equations 17-19 are
insensitive to line profile shifts caused by Doppler effect or misalignment in the
spectroheliograph exit sllt, so long as the latter is several linewidths wide and
the line being used does not display large damping wings. Also, the effect of
finite camera resolution is minimized when these integrals are used to compute the
field components.
Because of its simplicity and directness, this approach based on the Seares formulae,
in addition to providing a framework for data reduction based on more complete
theories, also provides a means for making approximate calculations to permit a
"quick-look" capability. In this case, the computation could be done in analog
form in real, or near-real time using analog multipliers, integrators and sum and
difference amplifiers. Estimates of the performance of such a quick-look system
indicate that if the system is photon noise limited, a i00 x i00 pixel vector field
map having a limiting sensitivity of I00 gauss could be produced in about 5 minutes,
assuming the use of the _ = 6173 _ line.
As a final comment it should be mentioned that irrespective of what approach is
taken in the final data reduction, the raw video signal stored on cassette can
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always be referred to for different kinds of analysis, since it contains all of the
Stokes profile data in analog form, and the corrections and data reduction can be
conducted at any time, providing only that such basic data as time and telescope
coordinates are simultaneously recorded. Also, while the present VCR is adequate
with respect to noise level and dynamic range for the storage of video data origi-
nating from a TV camera, a recording system possessing lower noise and increased
dynamic range would be required if a diode array were substituted.
5. System Calibration-Determinatlon of the System Mueller Matrix
Since the optical design of the telescope and spectroheliograph involves oblique
reflection from coated surfaces it has been clear from the outset that corrections
must be made for the polarization induced by these instruments, and the method for
accomplishing this has been discussed in the preceding section. Here, we address
the calibration procedures to be employed that will permit the determination of
the correction matrices, and describe measurements already made in an effort to
ascertain the severity of these corrections.
The latter consideration is of concern because not only are the corrections time
dependent as a result of changes in angle of incidence accompanying solar tracking
with a coud4 system, but one can expect some depolarization to occur due to inhomo-
geneous strain induced birefringence in the telescope entrance window, which is
subjected to a pressure difference of one atmosphere. If either polarization or
depolarization is excessive, inversion of the system matrix will lead to large
errors, and the system will be unable to produce the accuracy required for trans-
verse magnetic field measurements.
Thus, in contemplating the use of the telescope-spectrohellograph combination for
polarimetric measurements, one of the first steps undertaken was a systematic deter-
mination of the telescope and spectroheliograph Mueller matrices, M T and _, under
a representative range of parameter values.
A. Measurement of MT and MS.
The method used to determine these matrices is based on the technique of ellipso-
metry, in which the polarization change suffered by an incident linearly polarized
beam as it passes through a system is determined by nulling out the elliptically
polarized beam that emerges, using a retardation plate and linear polarizer combina-
tion (Bashara, 1969). It possesses the great virtue of simplicity and can produce
high accuracy using only the human eye as a detector.
As the detailsand results of these measurements have been published elsewhere
(Zeldin, 1981), we will here present only an outline of the method and a summary
of the results.
The measurement system is shown schematically in Figure 6.
POLARIZING SYSTEM UNDER POLARIZING
SOURCE PRISM STUDY RETARDER PRISM FILTER
Figure 6: Block d_sram for ellipsometrlc _asur_ent of system Hueller _mtrices.
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Polarizer P produces a linearly polarized beam whose azimuth relative to the system
reference axis is p, and whose Jones vector is consequently
20)
On passing through the system the state of polarization of this beam is modified
and is represented by the Jones vector
where the Jones matrix H = JHn HI2J represents
[H21%J
21)
the polarizing properties of the system being measured.
The emergent beam will in general be elliptically polarized, and by adjusting the
azimuth setting of the retarder R it is possible to convert this beam to a linearly
polarized state and subsequently null this by adjustment of the azimuth of the
analyzing polarizer A. In fact, two such independent null conditions can always
be found, and one can show that in terms of the resultant retarder and analyzer
azimuths (c,a), and (c',a') for these nulls, the Jones vector for the emergent beam
can be calculated from the following relations (Zeldin, 1981):
J!
x -iA
Z = j--r= cot p cot _ e
Y
, 22)
= /tan a tan c' - tan a' tan c _½tan
tan a' tab c' - tan a tan c J
23,)
2 tan _ cos A (tan a' - tan a)(l - tan c tan c')
= 24)
tan a' tan c' - tan a tan c
The elements of the system Jones matrix H may be computed by carrying out the above
measurement and computational procedure for three different polarizer azimuths
P_, Pg, P_, resulting in the determination of three different z-values, zl, zo, z..
TNen,§ubs£ituting equation 20 into equation 21 and carrying out the matri_ multipli-
cation one obtains the following three linear algebraic equations,
HI2 - Z I cot Pl H21 - ZI H22 = - cot PI' 25a)
HI2 - Z2 cot P2 H21 - Z2 H22 = - cot P2' 25b)
HI2 - Z 3 cot P3 H21 - Z3 H22 = - cot P3' 25c)
213
whose solution is given by
i
HI2 A
i
H21 = 7
cot Pl
cot P2
cot P3
Z I cot Pl ZI
Z2 cot P2 Z2
Z 3 cot P3 Z3
I cot Pl ZI
i cot P2 Z2
I cot P3 Z3
26a)
26b)
i
Hoo = _
_._ A
i ZI cot Pl cot Pl
i Zo_ cot P2 cot P2
i Z3 cot P3 cot P3
26c)
where
zlcotplzlIA = Z2 cot P2 Z2 26d)
Z3 cot P3 Z3
Here, we have considered a normalized Jones matrix for which H = i, a choicei
made possible by our lack of interest in absolute amplitude an_ phase factors in
such measurements.
From these results one can compute the corresponding Mueller matrices for the
system by well known formulae connecting the two different representations (Gerrard
and Burch, 1975). This transformation is possible of course, only when one is deal-
ing with a non-depolarizing system, and it is implicit in the above derivation that
this is the case.
In the actual measurements this was also the case since the aperture of the measur-
ing system was small relative to the aperture of the system under study (i cm vs
61 cm), and the quality of the nulls as well as the accuracy achieved in the meas-
urements attest to the validity of this assumption.
In order to determine the homogeneity of the telescope entrance window, the element
that would be most likely to deoplarize a full aperture beam coming from the sun, a
series of matrices was measured corresponding to different positions of the measur-
ing beam across the window.
In all, a total of 43 telescope matrices MT, and 18 spectroheliograph matrices M_
were determined in the above manner by varying the entrance window position, fie_a
position, wavelength, hour angle and declination, and type of grating. The detail-
ed results of these measurements are available elsewhere (Zeldin, 1981), and have
been quite gratifying in that, with the exception of the strong linear polarizing
tendency found for the gratings at certain wavelengths, the telescope and spectro-
heliograph display small polarizing effects, and the inhomogeneity displayed by the
telescope entrance window is also quite small, suggesting a correspondingly small
depolarizing effect on a full aperture beam.
Tables 1-3 display the Mueller matrices for three representative cases. Here it
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MII-- .871 MII_ .930 MII= .524
MI2= -.002 MI2= -.061 MI2= -.430
MI3= .003 MI3= .001 MI3= .189
MI4= -.129 MI4= .035 MI4= .080
M21= .005 M21= -.061 M21= -.430
M22= .861 M22= .929 M22= .454
M23= -,003 M23= -.027 M23= -.163
M24-- -.047 M24= -.011 M24= .007
M31= -.007 M31-- .001 M31= -.039
M32= .006 M32= -.027 M32= -.040
M33- .859 M33= -.927 M33= -.215
M34= .070 M34= .006 M34= .034
M41= -.128 M41= -.035 M41= -.201
M42= .046 M42= -.008 M42= -.157
M43= -.070 M43= -.006 M43= -.102
M44= .867 1,144= -.928 M44= -.230
TABLE i: Typical _ TABLE 2: M s(% =6309A) TABLE 3: Ms( = 5885 )
can be seen that the magnitude of the diagonal elements of MT is close to 1.0 while
that for the off-diagonal terms is of the order of 0.i or less. The same is true
for the elements of M S at % = 6309 _ with an echelle grating in position. However,
when the wavelength is shifted to _ = 5885 _ this same grating displays very strong
linear polarization.
Figure 7 illustrates the variation of individual elements of MT as a function of
telescope hour angle and position in the entrance window.
The matrices displayed here have been normalized such that the maximum transmit-
tance for the system is 1.0, i.e., the eigenvector for the system which produces
the maximum transmitted irradiance has an elgenvalue equal to unity. It can be
shown that this condition results in the relation
being satisfied, and that the overall loss by the system is accounted for by a
scalar loss factor multiplying each matrix. This factor has not been determined
in the present work.
Note also, that these matrices, llke the Jones matrices from which they were de-
rived, do not include depolarizing effects, as explained earlier.
B. System Calibration.
The problem of calibrating the telescope-spectrohellograph combination for use as
an accurate polarimeter is made difficult by a number of factors. Ideally, one
would like to have sources of known polarization located at a great distance from
the telescope and make a complete end to end calibration by comparing the measured
Stokes vector S' with the known incident vector S. Repeating this for four indepen-
dent incident vectors one could then solve for the elements of the overall system
matrix. Since not all 16 matrix elements are independent this procedure would over-
determine the matrix, but the redundancy can be used as a check on the accuracy
achieved.
While it may be possible to carry out such a procedure for a small number of tele-
scope pointings corresponding to local sites where a calibrated source could be set
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up, say on a mountain top, this would not suffice to determine the system matrix
for other values of hour angle and declination, which in our case is a necessity.
Another alternative is the use of large area sheet polarizing materials directly
in front of the entrance window, but it is doubtful that the homogeneity of such
materials is adequate to achieve the required accuracy.
At the present time we are considering a method combining the mountaintop source
concept discussed above with the use of small aperture beams in the entrance window.
This approach, details of which have yet to be worked out, would be based upon com-
puting a large aperture matrix from a prescribed array of small aperture measure-
ments carried out across the face of the entrance window, using the theory of par-
tial coherence and partial polarization. The results of such computations would
then be checked against full aperture measurements using a tunable laser with pre-
cision polarizing optics mounted on a nearby mountain. Once theory and full aper-
ture measurements are brought into agreement, the former can be used to determine
the required system matrices for all telescope angles.
6. Conclusions
Measurements of the polarizing characteristics of the observatory's 61 cm aperture
vacuum solar telescope and 3 m focal length vacuum spectroheliograph show that
these are relatively small, indicating that compensation can be achieved by matrix
inversion methods, thus permitting the instruments to be used as the image and spec-
trum forming parts of a Stokes Polarimeter for vector solar magnetic field and
other solar studies.
A design study for such an instrument has been carried out based on the use of a TV
camera system to scan the multiple images of the spectroheliograph exit slit formed
by a combination of non-polarizing and polarizing beamsplitters. This arrangement
produces six beams whose states of polarization are such that sums and differences
of these result, after the application of suitable photometric and polarimeteric
corrections, in the four Stokes vector element profiles I(%), Q(%), U(%), v(%), each
profile corresponding to a given solar image point. Vertical scanning of the TV
camera samples a line of such image points corresponding to the position of the
..... t __ =-A m_rh=n_r=l qr_nn_n_ of thissp_uLrotA_lo_rapL, entrance _xx_-1_+,, +_^_,,_o =_"^_"- image, .................
slit across the image permits the recording of Stokes profiles over a prescribed
area of the solar disc.
The proposed design possesses the advantages of photometric efficiency, in that no
light that passes through the spectroheliograph exit slit is sacrificed, aside from
unavoidable small losses due to reflection, scattering and absorption, simplicity,
in that no rotating devices or electro-optic modulators are used, and speed, in that
the recording of the raw video signal is done in real time, i.e., at the standard
TV rate of 30 frames/sec., using a standard VCR.
Off-line processing and data reduction of the analog video signal stored on the
video cassette is accomplished by means of a real time image digitizing system which
converts each video frame into an 8-blt, 256 x 256 pixel array, and permits the inte-
gration of up to 16 such frames in approximately one half second, and a computer,
which reads the digitized arrays into memory line by line, and operates on these
data with photometric and polarimetrlc calibration data stored on disc.
The final step in the data reduction process involves the calculation of weighted
integrals of the Stokes profiles, from which vector magnetic field data can be
extracted by comparison with theory. This integration process, in addition to
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providing a 14 fold reduction in the data, improves the overall signal to noise
ratio and greatly reduces the sensitivity of the measurements to spectrum line
positioning errors and Doppler shifts.
The polarimeter design is also amenable to a number of obvious improvements that
can be considered once the system is working, as for example, the replacement of the
TV camera system with a two-dimenslonal diode array, and the extension of the meas-
urements to more than one spectral llne at a time. Use of an echelle grating in the
O
spectrohellograph with a free spectral range of _ 120 A permits a rapid change of
wavelength by incorporating a rotating wedge prefilter into the design, thus per-
mitting the production of sequential maps obtained with different lines.
Other improvements would include incorporating the 28 cm (ii inch) telescope image
to permit increased area coverage at the cost of reduced resolution. This telescope
system shares the same optical train as the 61 cm instrument except for the main
image forming optics, and provides a reduced image size at the same focal ratio of
f/20.
Finally, the polarimeter optics are simple and can readily be modified to include
cylindrical components in order to provide an anamorphic system capable of permit-
ting a choice of exit slit widths to De used.
All of the above is purchased at the cost of placing great demands on the TV system,
with respect to stability of gain and image geometry, as well as on the calibration
procedures required to compensate for photometric and polarimetric errors. Present
indications are that these problems are soluble, and that the resultant system will
provide high quality polarimetrlc data for a variety of important solar studies.
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The new solar magnetograph for
the Canary Islands Observatory
T.H.E.M.I.S
BY
J. Rayrole
Observatoire de Meudon
THEMIS has been designed for accurate polarization measurements in order to
determine the intensity and direction of the magnetic field without interference
with the local variations of the thermodynamical parameters (temperature,
pressure, density...).
That goal leads to the following requirements :
1) High spatial resolution in horizontal direction.
2) Sufficient resolution in height, which requires observations in several
spectral lines with a sufficient spectral resolution.
3) Accurate polarization measurements.
4) Adequate time coverage to follow the evolution of individual structures.
5) Precise tracking and scanning mechanisms.
6) Sufficient field of view for the different structures we have to observe.
For the first condition, it is superfluous to tell solar physicists that high
spatial resolution is the key of the modern solar physics.
It is the same for the second condition, but it is perhaps less evident for
everybody that simultaneous observations with several spectral lines are
necessary tobeable to separate the effects of thermodynamicalparameters (T, p,
_) on magnetic or velocity field measurements.
*) Telescope H_liographique pour l'Etude du _Magnetisme et des Instabilites
Solaires.
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The high gradient of magnetic field in the deepest part of the _un's atmosphere is
correlated with high gradient of the thermodynamical parameters.
The size of the structure is so small that, as good as the resolution is, the
atmospherical smoothing of the image cannot be entirely neglected.
So, to disconnect the magnetic field measurements from temperature and density
variations, we must observe several spectral lines more or less sensitive to
these parameters and that must be done at different levels in the sun's atmosphere.
Most of the structures are magnetic. Magnetic field is one of the most important
parameters we have to observe but also one of the most difficult to obtain.
Magnetographs must be designed not only for accurate polarization measurements but
also for correct determination of the intensity and direction of the magnetic
field from observed parameters (calibration ).
All _ _L.e_= conditions cam,or be obtained simultaneously.
For groun_based instruments, some desired specifications exclude some others. So
we must make choices and ontimize the instrument for its well defined goal.
For a limited diffraction telescope, the resolution increases with the aperture,
but in fact, for a groundbased instrument, the resolution will be limited by the
atmosphere.
Upper atmosphere seeing.
The influence on image quality of atmospheric turbulence can be represented by a
single parameter which usually is referred to as Fried's parameter RO:
R 0 = 0.18 L 6/5 (COS (Z))3/5 (I C2n (h) dh)- 3/5
where L is the wavelength and Z the angular zenith distance.
2
The structure constant of the refractive index, C n(h) describes the amount of
refractive inhomogeneities as function of altitude. The real resolution will be
the resolution of an ideal telescope of aperture R 0.
The wavelength dependence of the index of refraction leads to variation of the
conherence area with wavelength.
For Speckle interferometry (Fried) :
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DI, - 1.42s 1 (Ro/D)
For a Michelson interferometer (Roddier) •
DL --o.4s 1 (Ro/D)S/s
So the aperture of the telescope, for a given R
0
function of the needed spectral range (Fig. 1 ).
value, must be limited in
For instrumental polarization point of view, from the entrance aperture to the
end of the analyser of polarization, the optical scheme must have a symmetry of
revolution. For any telescope of this kind, the occultation of the secondary
mirror is about 15_and it will n0tbepossible to limit the aperture byamask at
half its value without occulting all the beam.
So the aperture of the telescope must be adapted to the best R 0 value we should
hope on the site, and the needed spectral range.
The choices forT HEM IS.
I) Resolution of O.i arc sec for speckle interterometry leads to D _ 90 cm
2) Coherent spectral range _ 1.000 A for :
R =45 cm
0
L _ 6.000 A
Zenith angular distance _ 75 °
leads to D • 90 cm
3) Instrumental polarization as low as Possible leads to D as small as possible?
4) Analyser of polarization designed in order to obtain the whole profiles for
the different lines, simultaneous data reduction process different
techniques.
Instrumental _olarization
For each optical surface :
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IQ
U
V
(T2x+ T 2y )/2 ( T2x- T2y )/2
(T 2 - T 2 )/2 (T 2 + t2y)/2
x y x
0 0
0 0
0 0
0 0
TxTy Cos B TxTy Sin B
-TxTy Sin B TxTy Cos B
I 0
Q0
%
vo
where IQUVand IoQoUoV 0 (incident Stokes parameters) are referred to the optical
axes of the surface.
Tx - Coefficient of transmission or reflection in the incident plane
Ty - Coefficient of transmission or reflection in the perpendicular plane
B -- Phase retardation
The optical surface will not perturb the state of polarization of the incident
beam if :
TX 2
- Ty 2 < e 1
Sin B < Cos B/IO00
andB<e2
B<0.06o
For a mirror Txm -Tya and the B value equal 0 for normal incidence and increase
with the incidence angle; the variations are functions of the coating.
For a vacuum telescope, the entrance and exit windows are subject to :
1) Mechanical stresses, because of the difference in pressure between its two
sides and the reactions of its supports and the airtight joint.
2) Thermal stresses, because of the local difference of temperature due to
radiation (sun, sky, structure...), conduction and convection (ambient air).
These local stresses, according to Brewster's law, introduce variations of glass
index and hence optical phase retardations which are proportional to them.
Only the mechanical reaction of the joint and the radial gradient of temperature
introduce polarization.
The main results are the following :
1) the local mechanical or thermal polarization is equal to zero in the center and
maximal on the rim.
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2) the global mechanical or thermal polarization is equal to zero for a
revolution symmetry distribution of the local stresses.
Entrance window
The main effect will bethe global polarization. It is necessary to control the
revolution_symmetry of the reactions of its supportsand the air-tight joint and
the symmetry of radial temperature gradient.
Exit window
The main effect will bethe local polarization. Its diameter must be large enough
to have in the center a sufficient area with weak local polarization.
Principle of T.H.E.M.I.S.
A Ritchey-Ch_etien telescope pointed to the sun (Fig. 2) focuses a solar image on
the spectrograph slit.
Behind it, we put a birefringent plate. The axes of this plate are parallel
and perpendicular to the slit (Fig. 2 and 3). Then we put two calcite crystals, the
sides of which are cut at 450 to the crystallography axis.
In relation one to the other, they are crossed and directed so that the two
crossed linear beams they transmit have the same optical length and are polarized
at 450 to the slit.
At this stage, the polarimetric analysis of the light is completed, so that the
polarization state has the least interference with the instrument. Then nothing
can change the shape of the line profiles if one can separate completely the two
beams given by the analyzer at the spectrograph exit.
The predisperser characteristics and the echelle spectrograph allow this
separation without any pollution.
The dispersion of the two spectrographs being correctly choosen by changing the
distancebetween the two mirrors M 1 and M2, we are able to do that for any lines
and simultaneously for a great number of lines (Fig. 4).
Structure of the instrument
For the framework, we adopt an entirely metallic structure both for the
instrument and the tower. The vertical spectrographs are stiffly tied to an
azimuthal mounting which bears the telescope (Fig. 5,6,_
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The optical pieces will be cooled by heat pipes. A heat pipe is •
- A passive system for transperting large quantities of thermal energy
- It can have an effective thermal resistance several thousand times less than
the best metallic conductors.
- It has no moving parts, requires no external power source and has an indefinite
life.
A heat pipe consists of a closed container which has been internally lined with a
"wick". The container is evacuated and the working fluid is leaked in, just
enough fluid to saturate the wick.
If we have a difference of temperature, the vapour moves from the hot part to the
cold part of the container and the fluid capillary returns vla the wick.
If we control electronically the difference of temperature, we can adjust the
conductance of the heat pipe.
High resolution scannin@ of the sun's surface
For many astrophysical problems, we need good maps of the space or time
derivatives of the observed parameters. The inertia of a telescope introduces a
loss of efficiency of the drive mechanisms to scan the solar image rapidly with
high accuracy.
Optical scheme of THEMIS has been designed so that such effects would be as small
as pessible. High accuracy scanning is obtained by moving the spectrograph slit
in the focal plane of the telescope (F1, Fig. 5). A servo controlled flat mirror
(image of the pupil) holds the beams on the predisperser optical axis.
With such a device, we are able to scan an area of 4' x 4' inside the 6' field of
view.
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The Vector Magnetogreph
of the Sayan Solar Observatory
¥.H.Grigoryev, N.I.Kobanov, B.F.Osak, V.L.Seli-
vanov, V.E.Stepanov/Sayan Solar Observatory,
Siberian Institute of Terrestrial Magnetism,
Ionosphere and Radio Wave Propagation, Siberian
Dept., Academy of Sciences, Irkutsk, U.S.S.R.
1. Introduction
By the mid-70's st the Sayan-Mountain Solar
Observatory we devised and constructed a new solar
megnetogreph, designed to provide measurements of the
vector magnetic field of the Sun In the developmental
stage we tried to take into consideration our obser-
vational practice with the earlier magnetograph of
the Sayan Observatory (Kuznetsov et el., 1966) as
well as that of other researchers, primarily Living-
ston and Harvey (1971).
One of the major challenges is the problem of
choosing an optimum scheme for the electrooptical
analyzer of polarization and related control prin-
ciples. These questions are examined in Section 3.
Section 4 describes an electrooptical deflector,
which is advantageously used to employ s single
photodetector and to remove systematic errors inhe-
rent in magnetographs with two photodetectors in
the wings of the line. Adjustment errors of optical
elements of the polarization analyzer and errors
of control voltages are discussed in Section 5.
A method for measuring the telescope's polsrization
--_-_- _,,_+_^- 0_ _-_n_n_,_nnhfc measurements
for instrumental polarization and calibration of
maEnetograph channels are discussed in Section 6.
Section 7 is devoted to questions of evaluating
scattered light and of reducing magnetic field mea-
surements. A computational procedure for the magne-
tic field vector parameters is briefly outlined in
Section 8. Section 9 presents an outline of the tom-
puter control of the solar magnetograph and of the
processing and control system software.
2. The Instrument Layout
The vector magnetograph is installed at the
horizontal solar telescope of the Sayan Solar Obser-
vatory (Osak et sl., 1979). The general scheme of
the telescope and magnetograph is shown in Pig. 1.
A two-mirror coelostat system feeds the primary
mirror of the telescope_ 800 mm in diameter and of
a 20 m focal length. The center of the primary mir-
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ror is provided with an opening IOOmm in diameter,
in w_Li.ch is placed the spherical mirror of the tracking
system, 80 mm in diameter and of 10 m focal length.
The two mirrors are made of glass ceramic and the
small mirror is secured inside of the primary with
glass ceramic wedges. The choice of material with
a low coefficient of thermal expansion and the fas-
teninE system of the small mirror preclude a possib-
le misalignment of the two optical systems. The in
clination of the small mirror to the primary is
about I°. By means of a flat diagonal mirror the
primary mirror forms a solar image on the spectro-
graph entrance slit. The light beam, reflected from
the smooth slit jaws, is used to generate H-alpha
or K Ca II filtergrams by means of birefringent fil-
ters and a photographic camera.
The small mirror forms a solar image in the pla-
ne of the tracking system detectors. The_are ins-
tailed on a movable oarriege that can be displac-
ed along two orthogonal directions_y means of
micrometer screws and stepping motors. The tracking
system correction _rives are znstalled on the se-
cond flat mirror of the coelost8% system. These
drives employ stepping motors and a reduction gear
of "wedge-lever" _ype. The principal characteris-
tics of the tracking and scanning system are: a I
arc sec guiding accuracy, scanning steps of 0.5 arc
seo each, and the image scanning rate ranges from
4 arc sac per hour to 30 arc sec per sec.
The spectrograph is a horizontal one and the col-
limator and camera mirror are of a 7 m focal length.
The diffraction grating, whose dimensions are 200
x200 mm, has 600 grooves per I mr. and the blaze
angle corresponds to the fifth u_-_--_^- _n" +_o_ green®
The.dispersion in the exit slit plane is about 3
mm/A in the fzfth order in the green.
The spectrograph entrance slit is followed by
an electroopticsl polarization analyzer (EOPA) that
includes two DKDP crystals and s linear polarizer.
In the spectrograph focal plane is placed a photo-
meter. The photometer design employs e single photo-
multiplier, unlike conventional systems with two
photomultipliers. In order to provide measurements
in the two wings of the absorption line, the exit
slit is preceded by an electroopticel deflector
(EOD). This consists of a DKDP crystal end a calcite
plate. Due to the effect of a sguare-wave voltage fed
to the DKDP crystal, the deflector alternately
switches the photomeSer from one wing of the line
to the other.
Line-of-sight velocity messuremen_ and Doppler
shift_compensation are affected by rotating the
plane parallel plate. The plate is rotated by means
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of a stepping motor and the position of the plate
is read by a shaft encoder. The error in the veloci_y
meesuremen_ is = 30m/sec a_ the integration time
is = 0.3 sac.
3. The Electrooptical Polarization Analyzer
In the general case an electrooptical polariza-
tion analyzer (EOPA) can be represented by a combi-
nation of two variable phase plates (modulators M I
and H2) end a polarizer P (Fig. 2). The effect of the
analyzer on polarized light can be conveniently des-
cribed in tex_Is of the Muller matrll (Sh1_rcliff,
1965). Let the coordinate system be coincident with
the crystal M2 axes. The axes of crystal MI and po-
larizer P are rotated with respect to those of crys-
tal H2 through angles _ and _ , respectively. The
effect of the entire system on polarized light is
described by the Muller matrix:
If a radiation with the parameters [_,q, L(,d
cident on the system, then it may be demonstrated
that the intensity of the resulting radiation is
defined by the following expression:
(I)
is in-
(2)
where _ and _ are the phase shifts, introduced
by crystals MI and M2, respectively.
subst_ ,onOn Ltut_ of speoificvsl_es of the angles
and _ and of phase shifts _],_[_ into the time
functions, it is possible to consider the various
systems of electroopt|cal polarization analyzers
which were introduced in solar maEnetographs (Kot-
lyar. 1961; Stepanov and Severny, 1962; Ioshps and
Obridko, 1964; Kuznetaov et el.. 1966; Livingston
end Harvey, 1971}. A common feature of the above
mentioned msgnetogrsphs was the use of sinuso_dal
control voltage on electrooptical crystals ( I =
= _ sin_ ) _here the information about the pareme-
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Pig. 2. An electroopticsl polarization
analyzer (General case)
235
_ers _, U and V is contained in the harmonics
of the signal st the frequencies _ and 2_. In
order to separate the signals, the property of
evenness of the _arameters _ and _ and of oddness
of the parameter V with respect to the spectral line
center is used. Then, addition and subtraction of
signals from the two wings of the line make it pos-
sible to separate the three parameters. This proce-
dure is applicable for the case of a symmetric line
and a sy_netric disposition of the slits relative
to the line center. Otherwise, there occurs cross-
talk between the parameter V and the parameter
signal and vice versa. This will add errors to
magnetic field vector measurements.
In addition, minor distortions in the shape of
sinusoidal voltage on the electrooptical crystal
lead to an appreciable redistribution of harmonic
ower and to a possible appearance of false signals
obanov, 1979). Since the voltage amplitude on
electrooptical crystals reaches 3-4 kV, nonlinear
distortions of about 5-7% are nearly unavoidable.
The afore-mentioned disadvantages led us to
conclude that it is necessary to reject sinusoidal
modulation and that an optimum solution should be
Sought for in using rectangularly pulsed voltages.
There are also general theoretical arguments in
favor of rectilinear modulation in optical instru-
ments (Shestov, 1967).
The optical system of the analyzer we use to
date is shown in Pig. 3. Crystal M I is oriented
at an angle _ = 22°.5 with respect to the crystal
M2 axes and polarizer P is oriented st an angle
= 45 °. SuBstitution of these values into (2)
yields the following expression for the resultin_ in
tensity:
(3)
The electrooptical crystal M2 is fed with s stair-
case voltage of frequency % , that consecutively
produces within the crystal phase shifts O, _14,
and _ 12 while crystal M I is fed with rectangular
voltage of frequency _ = 3_ that produces phase
shifts O and _12. Fig. 3b _resents a time history
of phase shifts on modulators MI, _2 and deflector_
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Fig. 3. a) The optical system of the polarization
analyzer
b) The time history of phase shifts, produced
by electroopticel crystals in such a system
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X
Fig. 4. a,b Same as in Fig. 3, ab but for an analyzer
system version with composite elements
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Pot a period T=_r it is possible to separate six
i 0 •
different combl_tions of phase shlfts:
@
@
@
@
@
(4)
Taking appropriate differences and intmgratlng them
over the exit sllt width between the limits from _
to_ we obtain, siqnals of Stokes parameters related
to magnetic field parameters by the known relation-
ships
_z
J, ,1.
.l, .6
- ,_ __2¢7,JtT, zlr<,r)
,j_ J
where _ is the continuum intensity end _(_r)and
)_3 4 >
• ),
Contours of the polarization Parameters _, _ ,
and ._v are calculated for given values of H , ,
snd f -end for parameters of the spectral llne s_
modeletmosphero,_ , _(r_), _(_ _ *_Ot_,
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by numerical integration of a set of transport equa-
tions using the Runge-Kutta method. A detailed com-
putational technique may be found in Katz, (1973)
Grigoryev and Katz (1975;.
In observational practice we are frequently fa-
ced with the need for a swift switch-over from mag-
netic field vector measurements to measurements of
only the longitudinal component of the magnetic
field and vice versa . Pig. 4s,b shows an analyzer
scheme, in which for purposes of easing switch-over
from the regime of field vector measurement to that
of longitudinal component measurement as well as of
reducing modulating voltages! phase elements_14andxxM 2 are each composed of a pa_r of an aligned
plate and an electrooptical crystal. Thus, crystal
M I will be fed with rectangular voltage that produ-
ces a phase shift of -2/4 and + _/4, and M 2 is fed
with staircase voltage that produces 8 phase shift
of - _/4, O, and + _/4. Switch,-_over to the regime
of measurement of only the longitudinal component
of the magnetic field vector is accomplished by
switching off _he modulating voltage on crystal M 2.
4. The Electrooptical Deflector
Measurement of line-of-sight velocities and Dop-
pler shift compensation require that the intensity
be measured in the two wings of the line. Two pho-
totubes are usually used in the wings of the line.
The outputs of the two phototubes are balanced in
the continuum before the start of the observation.
A drift in the sensitivity in one phototube relative
to the other will cause an error in line position.
A 0.1% balance error will induce a velocity error
of tens of meters per second. Such errors are ab-
sent in the scheme with a single photctube, which
uses an electrooptical deflector to switch over the
photometer from one wing of the line to the other.
A scheme of a photometer with an electrooptical def-
lector is shown in Pig. 5. The electrooptical deflec-
tor consists of an electrooptical crystal and two
calcite plates, whose axes are mutually perpendicu-
lar and make angles of ±450 with the crystal axes.
The deflector is placed_before the photometer slit
in the focal plane of the spectrograph. The radia-
tion incident on the deflector past the electroopti-
cal analyzer is linearly polarized. The deflector is
fed with a modulsting voltage of frequency. _%, that
produces a phase difference on crystal O, _/_. With
phase 0 on the deflector the slit transmits light
from one wing of the line while with phase _/2,from
the other wing. The separation of the portions of
the line wings covering the photometer slit is
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Fig. 5. Electrooptical deflector
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determined by the thickness of calcite plates. The
difference of signals measured in the right an_ left
wing of the line for the period To is proportional
to the amount of Doppler shift of the line.
5. Errors of the Electrooptical Polarization
Analyzer
5.1. Adjustment errors of optical elements of
the analyzer and control voltages
Examine now a more general case of an analyzer
with composite phase elements (Fig. 4a), assuming
that _/4-plates are executed with high precision and
only errors in the orientation of their axes are
taken into account. The function of such an analyzer
is described in terms of the matrix:
where _I_/Z_, _2 (_)_) are the Muller matrices of the
/4-plates,
_ _ are the phase differences,introduced by
crystals HI and H2,
is the angle between the axes of a 1/4-
plate and crystal M2,
Z is the angle between the axes of a 1/4-
plate and crystal M2,
is the angle between the axes of crystals
M I and _2, and
is the angle between polarizer P and the
The basic coordinate system coincides with the
crystal M 2 axes. If the radiation with the parame-
ters l_j_jY_ is incident on the analyzer, then
multiplying by matrix (7_! yields an expression for
the resulting intensity # . We will not write it he-
re because it is very complicated. On differentiating
the expression for resulting intensity with respect
to Ii, _z ,_,Z,_, and I and substltuting the fol-
lowing values of angles: _=45°,Z =0 °, and_ =Z =22°°5
we arrive at an expression for derivatives:
(8)
241
.#,
0
On s_bstituting into expressions (8) the values °f_tephas
and _z, corresponding to the six combinations of
shifts on crystals Mland M_, we derive representations
for total errors in _he determination of intensity for
appropriate states of the polarization analyzer:
(9)
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Signals _ , _ and V are formed by a paiz_ise sub-
traction of the relevant states of the analyzer and
errors in their determination can be derived using
(9):
(10)
The error in determination of _ will be the sum of
errors (7) for period T:
When measuring in the two wings of the line we per-
fez--_ an addition of the signals of the parameters
and _ and a substraction of %he parameter V sig-
nals. Taking into account the properties of evenness
and oddness of Stokes parameters relative to the li-
ne center and using expressions (10) we will obtain
the following errors in determination of _, _ and
I
a ;v= O.
These expressions are satisfied whenever the line is
mmetrical and ther 9 is no Dgppler shSft. The Dop-
er shift signaA U xs equal _o _ne in_ensi_y dif_
ference in the red and blue wings of the line _z-3
(12)
for period T, and the error in its determination is
=o.
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For a polarization analyzer, consisting of two crys-
tals M I and M 2 and of polarizer P (Fig. 3a), by adop-
ting a-similar procedure we can obtain the following
expressions for errors:
v =o,
aD -=O, (14)
The obtained results lead to the following conclusi-
ons. In the case when Doppler line shifts are proper-
ly compensated for and the line profile is a symmetri-
cal one, Stokes parameter measurements are not affec-
ted by errors in modulating voltages that determine
the magnitude of phase shift in electrooptical crys-
tals. Errors in the mutual orientation of the axes of
the analyzer's optical elements hav? influence upon
the measurea results for the parameters _ and
only. Thus, an error in the angles_,_, z, and Z
of about 0°.5 induces a few percent relative error
of measurement of the parameters _ and _ . However,
spectral lines generally show a noticeable asymmetry
in the photosphere and, specifically, in a sunspot re-
gion. In this case measurements of Stokes parameters
and, hence, of magnetic field parameters will be affec-
ted by errors in the magnitude of modulating voltages.
Estimations and observational practice give evidence
that the phase shift values, _ and _ on crystals
should be maintained to within about 0.1% accuracy.
5.2. Control of the magnitude of phase shifts
in electrooptical crystals
Electrically, an electrooptical crystal-based mo-
dulator is a capacitor, whose capacitance together
with relevant cables is as high as 300 pP. A pulsed
charge of the capacitor with a subsequent disconnec-
tion of same from the circuitry provide just
the princSple for our control voltage devices (Koba-
nov, 1974). These devices, executed based on pulse
thyratrons, provide a quite short duration of voltage
switching on crystals, of about 1 10 -_ sec with low
power consumption.
It is known that the amount of voltage on a crys-
tal required to provide a phase shift, e.g.,of _/2
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depends on the modulated luminous flux wavelength,
temperature, crystal's homogeneity, and on the modula-
tor structure. It is for these reasons that the opti-
cal parameter itself, i.e., the amount of the required
phase shift within the crystal, should be controlled,
rather than.voltage. We have offered a method for con-
trolling a_-/2 phase shift, which employs the symmet-
ry property of the electrooptical shutter light cha-
racteristic (Grigoryev and Kobanov, 1977). The method
permits easy Control of modulating voltages prior to
the observation and provides a better than 0.1% accu-
racy.
5.3. On the accuracy of alignment of the electro-
optical crystal's z-axis relative to the
spectrograph,s optical axis
In optical systems of telescope and spectrographs,
electrooptical polarization analyzers are usually pla-
ced in the paths of converging or diverging light
beams with an up to 3 ° angular aperture. Hence, angu-
lar field effects become of major importance. The
essential point here is that an electrooptical crys-
tal does not represent a precisely _/4- or a _/2-
late for off-axis beams. In t_ polar coordinates,
he curves of the same phase delay are described in
terms of Casslni's ovals with poles at exit points of
the crystal's optical axes. As the electric field wi-
thin the crystal reverses direction, the plane in
which optical axes lie rotates by 90 °, with a concur-
rent rotation of the pa_ter_ of curves of the same
phase delay. In this case, if the light beam cone axis
is nol_nal to the crystal, the phase delay integrated over
all beams will be the same for the two phases of mo-
dulation. However, if the beam cone axis is inclined
relative to the crystal, then the phase delay integra-
ted over ell beams will differ for different module-
tional states. This will induce a cross-talk
of the signals of linear sad circular polarization.
Similar errors are introduced whenever there occurs a
departure from circular shape of the light beam cone
cross-section within the spectrograph. This may be
attributable to e very oblique incidence of beams on
the coelostat system mirror in the morning and eve-
ning hours or when the light beam cross-section is
not inscribed in the diffraction grating but descri-
bes it. These effects were dSscussed by Grigoryev and
Kobanov (1980), Duvall (1977), and Grigoryev and _ gamov
(1983), and the requirements were formulated as follows:
1) DKDP electrooptical crystals should have a thickness
of I to 2 mm;
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2) the optical system of telescope and spectrograph
should provide a circularly shaped cross-section
of the light beam cone, inscribed in the dimen-
sions of the diffraction grating; and
3) the error in the alignment of the z-axis of an
electrooptical crystal relative to the spectro-
graph's optical axis should not exceed 1/10 of
the angular aperture of the li0ht beam
6. Reduction for the Instrumental Matrix of
Telescope and Calibration Procedure
6.1. Instrumental polarization and line off-
centering
The degree of instrumental polarization effect
on maEnetographic measurements is determined, on
the one hand, by polarization properties of the en-
tire instrument optics, and, on the other, by the
type of polarization analyzer. The polarizing effect
of the instrument is described in terms of a 4x4
Muller matrix _÷t_,:,| Then. the Stokes parametersofinco ng , aretran-
sformedby the telescope into:
Q
/.,t, -
V
(15)
First of all, it should be emphasized that since
the parameter V is an odd function relative to
the llne center_ when a line-of-sight velocity com-
ensator is employed the instrumental polarization
eads to off-centering the line on the photometer
slits (Jager, 1972; Stepanov and Severny, 1962;
Grigoryev and Selivanov, 1978; Grigoryev et el.,
1980). The false signal of line-of-sight velocity,
associated with line miscentering in our magneto-
graph, is defined by the expression:
For magnetographs with a sinusoidal modulation
such a signal is (Jager, 1972)
where_ is the Bessel's function.
The vsAues of the coefficients _/_ and _ range
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between -0.002 - 0.005 and 0.07 - 0.10. The coeffici-
ent o(/vis more than one order of magnitude smaller
than the coefficient _s_, and hence in a magnetograph
system with rectangular control voltage, off-centering
effects due to instrumental polarization are substan-
tially smeller then those in mag_etographs wlth sinu-
soidal control voltage. Therefore, to e good approxi-
mation we can adopt _= 0 for our magnetograph. Besi-
des, when using a rectangular form of polarization
analyzer control, as shown in Pigs. 3 and 4, at the
formation of an intensity signal in the blue and red
it is possible to exclude analyzer's states 3 and @
(cf. expression 4) associated with the circular pola-
rization parameters. Such a technique precludes the
possibility of line off-centering, even if_O.
The Stokes parameters of the light transmitted
by the telescope in the blue and red are z_presented
by the expression (15) and differ only in the sigma
which are opposite before the terms involving the pa-
rameter _ . The magmetograph signals, formed from
the two portions of the line contour, can then be
written thus:
Sv Vo.
Thus, the coefficients of the telescope polariza-
tion matrix _i_ , _z_, _J¢ and _¢!,_#x ,0_3 are not
involved in the formation of magmetograph sign=sis,
and the transformation of incident radiation _, imto
magnetograph signals _ can be written in a matrix
form
v a
Q°
0 0 ,<,
where _8 is the mag, r_etograph signal norialization.
matrix due to the effect of instrumental polarizatzon.
6.2. Representation of the instrumental matrix of
a solar telescope
In order to measure the telescope instrumental
matrix, completely linearly and circularly polari-
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zations are successively transmitted onto the telescope
aperture and signals of all Stokes parameters are
recorded in the continuum. With the purpose of accom-
plishing this procedure for s short time before and
after taking magnetograms, s device is provided that
consists of s polarlzer and a phase plate, with an
attached sun tracking drive (Grigoryev et al., 1980).
The device is instslled st the coelostst mirror moun-
ting (Fig. 6) and can easily be introduced into and
removed from the light beam incident on the coelostat
mirror. The polarizer and the phase plate are of 300
mm in diameter, and the phase shift _ is 71°.I for
= 5250 A. The incident unpolsrized light _0_
is transformed by a polarizer-phase plate system, in-
troducing s phase shift _ :
Y Y
Q 0 (2o)/L 0 '
V
_)is the polarizer matrix, S is the angle of
oz the enzire syszem reAazlve zo the coordina-
where _A
rotstiol
te system of the msgnetograph polarization analyzer,
_ is the matrix of rotation of the phase plate
respect to the polarizer by an angle _ , and
_(_ is the matrix of the phase plate.
( _ _. T_e phase plate and polarizer are co-axial0°), and the system is rotated by e certain
angle/. The msgnetograph signals will then be
(21)
A series of measurements for_ : n.45 ° are performed
in order to carry out an averag_ of the results,
this permitting _he determinat_,i_gq_f the coef£icien_s
_, ,_ , and_ for K = 1,2,3.
2. In each position of the i_ys_em, prescribed by
the angle _ :_.45 _, the phase p_ate is rotated with
respect t6the polarizer by the angles _ =45 _ and
=-45 °, and the magnetograph signals then are
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Fig. 6. Device f o r  measuring the telescope 
inatrumental matrix 
349 
(22)
where the plus sign before the last terms oolwes-
onds to _ =45 ° . and the minus sign to _= -45 °.
he expression [22) for different _ =_.45 ° makes it
possible to determine the coefficients _ , _cos_,
_cos _, and _x_sin_. Thus, the results of two
successions of measurements make it possible to
determine ell the matrix ooeffioients as well as
the phase shift _ of the plate..if not known before.
The typical values_of the coeffxcients_'of the
matrix of signals_$ , normalized to _ , lie wi-
thin the following limits:
o i
• 1078_0.2296
.3291 .=.0.2758
0
-0.0788._0.0461 -0.0712,0.0014 0
8.5707,19.9620 -1.2764,0.6788 0
1.1871_2.1879 8°5819_9. 5727 0
0 0 8.5911÷9.7403
6.3. Calibration of msgnetoEraph channels
srameter siEnels,
e written thus:
_easurements of Stokes parameters in solar msg-
netographs are essentially the relative measure-
ments of the intensity in the sense that the mag-
nitude of the parameters _ , _ and V having the
intensity dimensionelity, is measured in units of
the value of _ , i.e. the total intensity of the
radiation. Therefore, calibration of msgnetograph
channels is merely the determination of amplifica-
tion coefficients of the channels or of the trans-
fer function of the channels (of the electroopti-
cal polarizer plus electron channels). If the elec-
trooptical polarization analyzer is an ideal one,
i.e° there is no cross-talk present in the Stokes
then the transfer function may
I_0_ 0 0 0
o o0o
In the general case, due to the
(24)
errors in the ad-
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(23)
justment of the polarization analyzer, line miscente-
ring and to errors in control voltage, the nondiagonal
matrix elements may differ from O. The transfer func-
tion matrix of the polarization analyzer and of elect-
ron channels can be represented independently_b_ p_a-
cing before the spectrograph slit a polarizer _/4
plate system and by performing a series of measure T
merits, similar to %hose of the telescope polarlzatlon
matrixe It should be noted here, however, that in our
description of the method for measuring the telescope
polarization matrix we adopt a matrix_ = I. Indeed,
the measuring procedure using a system consisting of
e polarizer and a phase plate, determines a resulting
ma%rix_ , which involves a telescope polarization
mstrxxL, and a transfer function matrix of the ana
lyzer an_ electron channels,_ :
Ls
The diagonal matrix elements _ (23) are virtusll (25)
•
the ampllfication coefficients of electron channels
with respect to the intensity channel.
7. Correction for Scattered Light
Scattered light in the Earth's atmosphere and wi-
thin the instrument leads to a more than twofold de-
crease of magnetqATaph signals under ayeraEe obser-
ving conditions (Bachmann et al., 1975). TEis appears
to essentially account for the differences between
the theoretical and empirical calibration curves, de-
_ected by oeverny (1 ^_
_U|Je
In the reduction of magnetographic measurements
we adopt a crude estlmate for scattered light, --_f_from the photosphere _o _ne sunspot. The vazue
is derived by comparing the observed umbra-photosphe-
re contrast with the true one (Selivanov, 1982):
t /
/ _J_
where'/ and _ are the observed intensities in
the umbra and p_otosphere, respectively. The correc
tion of Stokes parameters measured in sunspots, _ ,
is represented oy.
reduction proves
I- 8 "0,0 . (27)
This satisfactory for mean spatial
resolution observations of large sunspots when inten-
sity measurements in a sunspot umbra are little affec-
ted by the blurring effect.
In the near future it is planned to measure,
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during magnetographic measurements, a total scatte-
ring and blurring function using a method described
by Steveland (1972).
8. Handling of Measured Results
Processing of the measured magnetograph signals
is carried out in the following order. _
. 1. Normalization of the quantities _ , _ and
5 v to the quantity _ yields a correction of signals
for brigtness varlations with the result that values
in units of the degree of polarization are obtained.
2. Reduction for the resulting instrumental mat-
rix L¢(19 and 23), defining the action of the teles-
cope _olarization matrix and of the transfer function
of the channels, is performed by solving a set of four
linear equations.
3. Reduction for scattered light of magnetograph
signals in the sunspot region is performed using
formula (27) •
4. After the above cited corrections are intro-
duced, a calculation is done of the magnetic field
vector components. Since the computational procedure
for inverse interpolation using two tables ](_]
and _(H,_] with two inputs in H and ]" is 6omplica-
ted and requires time-consuming computations, we have
_pplied the separation of the variables H and _ in
ne functions _,_and _#,_._ It is known that in the
region of weak magnetic fields (H _ 500 G ), we can,
to a high accuracy, employ the following approxima-
tion (see, e.g. Bachmann et al., 1975):
and in the region of strong magnetic fields (H_ 500
G ) (Auer et al., 1977):
• (29)
I ; sf
We utilize an approximating expression which is, to
a sufficient accuracy (_ 59, valid over a wide
range of magnetic field vector strengths from 0 to
3000 G :
- Z Lo,
/ • (30)
Substitution into this expression for _ and _ the
measured values of signals Sv and_Z _ y z ,trespec-
tively, yields a yalue of angle/" _. U_ing the tab-
les of9_ ] and _f#,[J , by inv6rse interpolation
we derive the value of H.
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9. Control of the Yector-_agnetograph
A solar image scanning program is specified either
from the observer's console or from peripheral equip-
ment. In the mode of peripheral control, both the
direction along each coordinate and the scanning rate
are speeified by means of a code. The coordinate value
in a binary code is put into peripheral equipment.
Coordinates are read by means of 12-digit shaft enco-
ders, connected $o guide carriage lead screws.
Interfsclng of msguetograph electron channels with
the CM-2 computer (as with the USA HP-2116 computer)
is accomplished vie a trunk-module CAIAC system, pla-
ced directly st the telescope. Comnunication of the
CANAC equipment and a display module with the compu-
ter, that is at s distance of 150 m from the telescope,
is accomplished via a two-cable line through an inter-
face multiplex divider.
The computer software comprises two program packs-
es. One comprises real-time tasks and provides col-
action of magnetograph data, as well as scanning
end ell system operation control. The observer-com-
puter interaction is affected in the dialog mode by
means of the display module. The observer calls in
an appropriate program and loads numerical values of
the parameters such as coordinates of the scanning
area, scanning rate, etc. The computer executes the
program, displays brief results on the display module
end awaits further instructions. Source information
is ell recorded on magnetic disk.
The other program psckage comprises source infornm-
tion on processing programs, viz. reduction for inst-
rumental polarization, scattered light, image quali-
ty, computation of heliographic coordinates of the
scanned area, computation of magnetic field vector
parameters and representation of information regar-
ding the magnetic field and line-of-sight velocity
on peripheral date display devices. Arrays of pro-
cessed date together with reference date are trans-
cribed onto magnetic tape for long-term storage.
To illustrste, Fig. 7 presents a chart of mag-
netic field distribution in a sunspot group of 5
October 1983 (E48 NO7). Heavy dotted lines show the
location of sunspot's umbra and penumbra. Thin lines
show isolines of the longitudinal component of the
magnetic field H for the following values: 50,IO0,
500, 1000 and 2000 G, wnece the solid lines
denote N polarity and dotted lines denote S polarity.
Arrows indicate the direction of the magnetic field
vector in the plane of projection H , their length
being proportional to the magnitude of H . The
heavy solid line shows the location of the neutral
line of longitudinal field H .
253
Fig. T. An example of the magnetic field chart for the
active region (see text).
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MULTICdANNEL BIREFRINGENT FILTER
AI GOUXIANG and HU YUEFENG
Beifing Observatory, Academia Sinica
Our birefringent filter has a large field-of-view and no additional polarization. It plays an important role
in observing the solar monochromatic image and the solar vector magnetic field (Beckers, 1975; Hagyard
et al., 1982; Ai et al., 1984). But, at present, it has only one channel. For simultaneous multichannel
observations, the solar spectrograph is better than the birefringent filter. A suggestion has been proposed
to try to obtain a multichannel birefringent filter which will be used in a new telescope at the Huairou
reservoir station of Beijing Observatory.
In the single channel birefringent filter, a considerable amount of light is absorbed by the polaroids.
If we use polarizing beam splitters (Chapman et al., 1969) instead of the polaroids, two spectral components
will emerge, polarized at right angle to each other, and two independent filter channels are obtained. (Fig. 1 )
By means of N polarizing beam splitters, (N+I) channels can be divided. In principle, any number of
limitless channels can be obtained, thereby subdividing the whole solar spectrum. But since the space in a
telescope is limited the channels to be used are also limited. For example, its numbers will be 3, 5, 9, or
25, etc.
For the new telescope, 5 and 9 channels are being considered, and the spectral range is from k 3800A
to X 7000A. Many lines are included in this range, for example, H, K, H_, kk 5324A, 5250A, 6302A, Ha,
etc., and some of the lines are suited to measure solar velocity fields. According to the character of
these lines, the half width of each channel is determined. Moreover, in some channels the solid polarizing
Michelson interferometer is considered for measuring velocity field with a lm/s accuracy.
The m_u!tichannel birefringent filter is characterized by the following advantages:
1. Solar monochromatic image, solar magnetic field and velocity field in different lines can be simul-
taneously obtained in a simple telescope. This is a special advantage for space solar observatories, big solar
telescopes and telescopes of single stations. The efficiency of observations will be greatly increased.
2. The range of working wavelength in each channel is 500A - 1000)_, while in universal ftlters
(Beckers, 1975), it is 3000A. Hence in the multichannel filter the performance of an achromatic wave plate
is tolerated.
H and K lines which are not included in the working range of the universal filter will be included in one
of the channels of the multichannel filter.
3. Various suitable band widths can be selected to match each line separately.
4. Using a single telescope under the same atmospheric conditions, various solar monochromatic
images, magnetic field maps and velocity field maps can be obtained simultaneously, which will promote
research of the solar activity phenomena.
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Thefollowingproblemsremainto usto be solved:
1. Because the polarizing efficiencies of polarizing beam splitters are about 0.99, a polaroid with
polarizing efficiency about 0.90 is necessary to supplement each polarizing beam splitter. This kind of
polaroid will be manufactured specially.
2. Because the transmission wavelength of each element is tunable, difficulties may occur in
assemblage, adjustment and control must be overcome.
3. Difficulties with thermostats caused by the complex structure must be resolved.
4. The selection of the working wavelength may cause complexities in the optical design.
At the present, the design is being prepared.
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SECTION 3
TECHNIQUES FOR INTERPRETATION OF
OBSERVATIONAL DATA
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DIAGNOSTICS OF VECTOR MAGNETIC FIELDS
J.O. STENFLO
Institute of Astronomy, ETH-Zentrum, CH-80_2 Ziirich, Switzerland
Abstract. If we disregard coherence effects (Hanle effect), the theory of line formation in a magnetic
field is reasonably well developed and can be applied to any magnetic-field configuration and model
atmosphere, including non-LTE and magneto-optical effects. Nevertheless there are fundamental problems
in the determination of the vector magnetic field, not so much because of instrumental problems or lack of
theoretical tools, but because of the spatially unresolved fine structure of the magnetic field. Whereas the
circular polarization responds to magnetic flux, the linear polarization represents something that is more
related to average magnetic energy. Previous interpretations, which have been based on the assumption
of a spatially resolved field, may therefore result in greatly distorted vector fields (generally with much
too strong apparent horizontal fields), since the spatial averaging affects the longitudinal and transverse
Zeeman effects in so fundamentally different ways.
These and other diagnostic problems of fluxtube physics are reviewed, and it is indicated how they
may be resolved by using extended spectral information.
1. Introduction
The systematic mapping of vector magnetic fields on the sun was pioneered by Stepanov and Severny
(!96_) a.t _rim_ea_ who preach_ted m__aps of the vector field recorded as early as 1959, and gave a thorough
treatment of the analysis procedure. The technique was essentially a Babcock-type photoelectric mag-
netograph, extended to record simultaneously not only the circular polarization, but the linear polarization
and its orientation as well. Stepanov and Severny (1062) realized that magnetooptical effects influenced
the determination of the field azimuth if the exit slits were close to the line center, but that these effects
could be avoided by using the outer line wings for the diagnostics. Rachkovsky (1962a, b) had developed
the theory of magnetooptical effects in the radiative transfer of the Stokes vector, and this is the theory
that is used today.
Using the Crimean magnetograph, spiralling magnetic patterns around sunspots were found
(Stepanov and Severny, 1962) as well as a rotation with depth of the field azimuth (Severny, 1964, 1965),
determined by observing in different portions of the line profile and in lines formed at different depths.
Kotov (1972) extended the technique of using vector-field recordings to determine the electromag-
netic structure of a unipolar sunspot. The Maxwell equation J _--- _V XH was used to derive not only
the vertical current density Jz from the horizontal gradients of the transverse field, but also to derive
the horizontal current density using the vertical gradients obtained from observations in lines formed at
different heights. The height gradient of the longitudinal field aBz/az was obtained ['tom the div B ---- 0
condition.
Since these earlier investigations, several groups have made efforts to record the vector magnetic field,
most recently Baur et al. (1980, 1981) by recording the line profiles of the Stokes vector, and Hagyard et
ah (1982), using a narrow-band filter to produce monochromatic images of the four Stokes parameters.
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Although many maps of vector magnetic fields have thus been produced in the past, the conclusions
derived from these maps should be treated with great caution, since the conversion of the polarization
data into magnetic fields has been based on the assumption that the field has been spatially resolved. In
the case of the longitudinal component of the magnetic field there is no big problem, since the amount of
circular polarization is roughly proportional to the longitudinal magnetic flux. The whole problem arises
when trying to combine the circular and linear polarization measurements to obtain a vector magnetic
field (averaged over the resolution element). The reason for the trouble is that the linear polarization does
not scale at all like transverse magnetic fux, but more like transverse magnetic energy. Thus as the spatial
averaging works in so fundamentally different ways for the longitudinal and transverse Zeeman effects,
the vector magnetic field cannot be constructed unless one has an adequate model of what the unresolved
structure looks like. Although it is well established that the flux outside sunspots consists of subarcsec kG
fields (Stenflo, 1973, 1976; Harvey, 1977), and although empirical fluxtube models are available (Steuflo,
1975; Chapman, 1977, 1979), these models are hardly accurate enough to permit a reliable determination
of the vector field.
In the present paper we will review the main problems in diagnosing the vector magnetic field, and
indicate how they can be successfully solved by using extended spectral information.
2. General Properties of Stokes Profiles
The equation of transfer of polarized light can be written
dI (2.1)
= .I- s.
I is the Stokes vector containing the standard four Stokes parameters I, Q, U, V. # is the cosine of the
heliocentric angle, r the optical depth, _ the absorption matrix, and S the source function vector. In I,TE,
without scattering, S -----_B, B being the Planck function times the unit vector.
The form of T/ was first derived by Unno (1958) and extended by Rachkovsky (1962a) to include
magnetooptical effects. This Unno Rachkovsky formula ,%rms the basis of all contcmporary calculations
of transfer of polarized radiation in solar spectral lines. It is fairly straightforwa, rd to extend it to the
non-LTE case, as has been done in a general way by House and Steinitz (1975), and by Stenholm and
Stenflo (1978) for multi-dimensional non -LTE radiative transfer in fluxtube geometries.
The Unno-Rachkovsky formulation uses a linear polarization basis for the, definition of the Stokes
paraineters. This allows arbitrary geometries and line-of-sight variations of the physical parameters to
be treated, but there is strong cross--tMk in the radiative-transfer process between the various Stokes
parameters (the absorption matrix _ has large off diagonal elements). The formulation developed in-
dependently by Stepanov (1958a,b) uses a basis of mutually orthogoDa] ellipticM polarization suc.h that
the absorption matrix (in the absence of magneto-optical effects) becomes diagonal. The four transfer
equations of the Stokes parameters then decouple from each other and can be solved independently by
standard methods for unpolarized radiation. The disadvantage of this formulation is that it cannot handle
arbitrary geometries of the magnetic field. The relation between the Unno Rachkovsky and the Step,_nov
formulations is explained in Stenflo (1971).
For a longitudinal magnetic field, the orthogonal polarization basis in the Stc'panov I'ormulation
becomes the left and right handed circular polarizations of the _t components, for .t transverse field it
becomes the two linear polarizations of the _ and lr components. Since the er ;tnd the lr components
(disregarding magnetooptical effects) decouple in the radiative transfer process, we can express the emer-
gent I, Q, U, and V in terms of the emergent lal. 2 and 1_, which can be expressed as the Zeeman -shifted
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I profile. The polarization Q, U, and V can thus be expressed in terms of I regardless of the atmospheric
structure.
As the ¢ components are circularly polariled for a longitudinal field,
ir_,., = 1([ ± V). (2.2)
Assuming no height variation of the field strength B, we can write
1
[,_,,(×) - _([± _xa),
where the Zeeman splitting AXH is
(2.3)
AXH == 4.67 X 10-*sgX_B. (2.4)
g is the Land6 factor, B should be given in G, and the wavelength in ._. (2.2) and (2.3) give
v = _[x(x + _×.) - [(× - _xH)]. (2.5)
i5
If AXH is small compared with the line width, only the first term in the Taylor expansion
aI
v = _xu _ +... (2.8)
needs to be retained.
Fig. 1 demonstrates that (2.6) is indeed a valid relation for many strong lines, for which the weak-
field approximation applies (since the line width is large). The discrepancies between the V and af/Ok
curves in the case of the Na I D, line are caused by the telluric contaminations of the I spectrum. In the
case of the H/_ line the deviations occur in the solar blend lines, since their Land6 factors are different
>
-I
-2
, ] 0.6
I H_ LI861.3L_
, I
0.3
.q.
::>
u_ 0.@
ad
g
-(?.3
-0.6
y,
/
I F
589 L_ 5896 5898 q8GO qSG2
LNfiVELENGTH (_) _qRVELENGTH [1_}
Fig. 1. Stokes V (thick curve) and intensity gradient OI/Ok (thin curve) around the Na I DI line (left
diagram) and the H/_ line (right diagram). OI/Ok has been multiplied by 4.3 mA (1.8 reX) in the
left (right) diagram, to normalize its amplitude to that of Stokes V. The many telluric lines of water
vapor around the Na I DI line are unpolarized.
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from that of the H/_ line, and the normalization of O[/Ok has been made with respect to the V amplitude
in H/_.
Thus in spite of the circumstance that LTE theory has no application whatsoever to the Na I D l and
H_ lines, the simple relations (2.5) and (2.6) apply due to the diagonalization of the absorption matrix.
Similarly for a transverse magnetic field, we get
1
:.,_= 2(:± Q),
assuming that the positive Q direction is defined to be parallelto the magnetic field.
(2.7)
From (2.7) and (2.8) we obtain
t,, = _I(×), (2.8)
1,, ] [l(X_ -4- Akn) + I( \ -- ^ " "
The Taylor expansion gives
1 l[/(XQ = _{I(k)- + _×H) + :(× - A×.)]}. (2.9)
Q = __(LX×u 2° r)ak__ +... (_.10)
In the weak-field approximation only the first term has to be considered.
As seen from (2.6), (2.10), and (2.4), V ,_ B and Q ,_ B 2 for weak fields. Further, because the
absorption coefficients for Q and V are proportional to sin e "_ and cos % respectivel), _t being the angle
between the field vector and the line of sight, we can write for any field strength /3:
Q ---- q(B) sin2 % (2.11)
V = v(B) cos "t,
where q(B) ,'- B _ and v(B) ,--, B for weak fields. For strong fields (complete Zeeman splitting), q(B) and
v(B) become comparable in magnitude, but for weaker fields, q(B) _ v(B). This makes it much harder to
measure the transverse field as compared with the longitudinal field, q and v have a slight dependence on
% which can generally be neglected.
(2.11) and the weak-field approximation show that while the circular polarizatiot_ is a measure of the
longitudinal magnetic flux, the linear polarization is more a measure of the transverse magnetic energy as
averaged over the resolution element. Because of the fundamentally different averaging processes of the
spatially unresolved magnetic fine structures, the derived vector magnetic field will be severely distorted
unless the unresolved structures can be properly accounted for. This is the re.ason why vector magnetic
fields have not yet been reliably determined outside sunspots. This problem will be treated in the next
section.
The analytic solution of the transfer equations in the case of a Milne-Eddington atmosphere with
a homogeneous magnetic field and a Planck function with linear opticaldepth dependence, including
magneto-optical effects, was first found by Rachkovsky (1962b) (cf. Stenfio, 1071). The temperature
structure of the atmosphere, or the line strength, can be conveniently characterized by one parameter _/o,
the ratio between the line absorption coefficient at line center and the continuous absorption coelticient.
In Fig. 2 we have used the Rachkovsky solution to plot the four Stokes profiles for different field
strengths B, assuming "I ----- 45 °, X (azimuth of B) _ 0, and q0 --'-- 1.72, which reproduces the depth of
266
B -- 2000 G
o ,' F',' _ ' i' I ' , , r -24
--24 I i , i , , -24
--100 0 I00 --100 0 100
Ax (mA)
7_45 ° , x_O
%
B w I000 G
0 _ 1 ' 1 ' I ' l ' I ' , --20
20 J I
L _
oi
--20 , , , , , , .20I r F ]
-too o too -,oo o xoo
A× (=A)
%
%
,8 m 100 G
" L o.o
i
0 l ' I r I ' r ' --0.4
_ , o.o % %
--4 _ , ' , ' , [ , ' i -0.4
--100 0 100 --100 0 100
AX (mA)
%
B--10G
I ' I J .2 _ 2 0.004
----- 0.000
I
0 , ' , i -0.004
0.4 -_-- --_ ......
:I o.oo,
1 -_ oooo
-0.4 -I • t _ _ _-_-, -t_ • r......... A--0.004
--100 0 I00 --100 0 I00
A× (=A)
%
_o
Fig. 2. Stokes line profiles, calculated with a Milne-Eddington model atmosphere including magnetooptical
effects, assuming a field inclination qt _ 45 °, field azimuth X _--- 0, X _ 5250.22A, Land6 factor g
3, Doppler width 25.25 mA, damping parameter 0.25, and line-strength parameter _/0 _--- 1.72.
Q, U, and V are given in units of the intensity of the adjacent continuous spectrum.
the Fe I X5250.22A line in the fluxtube model of Stenflo (1975). The damping constant is assumed to be
0.25, and the Doppler width 25.25 mA (to obtain the same line width as found in our Fourier transform
spectrometer data (Stenflo eta]., 1984).
In the absence of magnetooptical effects U would be exactly zero (since X ----- 0). For strong
fields, however, a substantial U signal appears at the line center due to magnetooptical effects, but this
phenomenon disappears for weaker fields. The main importance of the magnetooptical effects is with
respect to determinations of the field azimuth X when the central portion of the line is used. The deter-
mination of qr and B is however hardly affected at all. Since the magnetooptical effects have long been
well understood, there is no reason not to include them in the computer calculations apart from saving
some computer time. There is no new free parameter that has to be introduced when including these
effects, since the damping constant and Doppler width of the anomalous dispersion function are the same
as already used in the Voigt function.
Fig. 2 also demontrates how the ratio between the Q and V amplitudes rapidly goes to zero when B
becomes small, due to the B 2 dependence of Q for weak fields. For strong fields Q and 1/are comparable
in magnitude. In the diagrams for B ---_ 2000 and 1000 G in Fig. 2, the polarization scales for Q, U, and
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V are identical. In the B _- 100 G diagram, we have reduced the Q and U scMes by a factor of 10 with
respect to V, in the B --_ 10 G diagram they have been reduced by a factor of 100. The profiles in the B
= 100 and 10 G diagrams look identical, but if we compare the polarization scales used, we see that V
has scaled as B, whereas Q has scaled as B 2, as expected from our Taylor expansion treatment.
To get an impression of the applicability of the B and a 2 scaling, we have calculated ¢(B) (as V
for _/---_ 0) and q(B) (as Q for _/-_-- f/2) in (2.11) for the same Milne-Eddington parameters as used for
Fig. 2. The results of course depend on where in the line profile one observes. To illustrate the effects, we
have assumed that a narrow-band filter with a full width at half maximum of 1/8A is used. A (sin s/z) 2
transmission profile is assumed, but the sidebands are disregarded. The calculations have been done for
two different positions of the filter passband, at Ak m_ 40 and 80 mA from line center, respectively. The
40 m A position is close to where the V profile has a maximum, and is just outside the zero crossing of the
Q profile, as seen in Fig. 2. If one goes closer to the line center the V signal goes down, magnetooptical
effects become appreciable and the Q zero crossing becomes disturbing. Out at AX ---_ 80 mA one avoids
magnetooptical effects and the Q zero crossing, but the signals are smaller.
In Fig. 3 we have plotted v(B)/B, normalized to unity for B ---_ 0. The deviation from the linear B
dependence of v(B) gradually increases with field strength and is larger for the filter position closer to the
line center, as expected. A vertical dashed line is drawn at B ---_ 1 kG, the typical field strength in plages
as well as in the quiet network. At this value of B, the deviation from the linear dependence of V on B is
only 10 - 15 _ . This applies to the 5250 A line, which has a Land6 factor of 3. For practically any other
line in the solar spectrum, the deviation from linearity will be smaller.
x
In the case of Q, the deviation from the B z dependence becomes large already for relatively weak
fields, as shown by the right diagram of Fig. 3, where we have plotted q(B)/B 2, normalized to unity for
q._
.-_ r_. q
r).c
mA
AX -- 40 mA .
- _ -]..... T--
i @UC ,? i] :)r) t Ill[1
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I).@
Fig. 3. Left diagram: Stokes V/B vs. field strength B, assuming a longitudinal field. Right diagram:
Stokes Q/B 2 vs. B, assuming a transverse magnetic field. The calculations are based on the same
parameters as used for Fig. 2, but it is assumed that the Stokes V and Q line profiles are sampled
by a 1/8 A filter positioned at AX _ 40 m_ (thin line) and 80 mA (thick line) from llne center.
The curves have been normalized to unity for B n 0. The vertical dashed line indicates the typical
fluxtube field strength (1 kG).
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B = 0. The curve for the 40 mA filter position has a zero crossing at/3 ---_ 1.3 kG, since for strong fields
the zero-crossing point in the Q profile is moved out beyond 40 mA, as shown by Fig. 2. These functions
will be used in the next section for the calculation of the effect of the spatially unresolved magnetic field
oil the interpretation of vector magnetic field measurements.
3. Influence of the Spatially Unresolved Magnetic Structure
It is well established that practically all magnetic flux outside sunspots occurs in strong-field (1 -
2 kG) form (cf. Stenflo, 1976; Harvey, 1977). For the interpretation of measurements of the longitudinal
magnetic field, a two-component model has proven to be very useful (Stenflo, 1973; Frazier and Stenflo,
1978). It is convenient to use such a model also to estimate the influence of the spatially unresolved
magnetic structures on the interpretation of measurements of the vector magnetic field.
Thus, regardless of whether our spatial resolution element is 0.5 n, 5", or any other value, we assume
that the fraction a of this resolution element is covered by magnetic fields of strength B, inclination
angle to the line of sight 7, and azimuth angle X. The remaining fraction 1 - ot is assumed to be field
free. Whereas the line strength in the non-magnetic atmosphere is characterized by Milne-Eddington
parameter qo (el. Section 2), the corresponding parameter in the magnetic atmosphere is tim, which takes
care of the temperature line weakenings in the magnetic regions. For simplicity we assume the Doppler
width and damping parameter to be the same in both the magnetic and non-magnetic component.
If we assume that we have chosen the coordinate system for the Stokes parameters such that the
positive Q direction is parallel to the magnetic field, we do not need to consider the azimuth angle, and
can use the definitions of q and v in (2.11) to obtain
Q_--
V--
aI(B, ti_) + (1 -- a)I(0, t/0),
ctq(B, tim ) sin 2 %
av( B, ti,,_ ) cos 7.
(3.1)
Here we have made the dependence of Q and V on temperature effects explicit via ti,_. in q and v, but we
disregard the minor variation of q and v with 7.
When the vector magnetic field is recorded with a filter magnetograph, it is the four Stokes
parameters I, Q, U, and V that are observed, with a, tim, B, % and X as the five unknown parameters.
By choosing the orientation of our Stokes system such that X -----0, we have eliminated the U information,
such that we now are considering four unknown parameters and three input parameters. If a at: l, the
I signal in (3.1) contains practically no information on a and tit, L, so this leaves us with two observables
(Q and V) and four unknowns (a,t/m, B, and 7). Clearly such observational input is not sufficient for a
determination of the vector field (B and 7). The observational basis needed is Stokes line profiles with
very high spectral resolution and/or simultaneous recordings in carefully selected combinations of spectral
lines.
In all previous observational work on vector magnetic fields the spatially unresolved structure has
been ignored. With our two-component model, the disregard of the unresolved structure corresponds to
assuming a ---- 1 and t/m ---- ti0. This leaves us with the two unknown parameters B and % which can be
determined from the two observables Q and V. As however a is generally < 1, and tim # tio, the values
derived for B and 7 do not represent the actual field strength and inclination, but some apparent vector
field, which we will distinguish from the actual field by using index app. Accordingly
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Q _ q(Bc_pv, rio) sin _ _avv, (3.2)
V _ t,(B.w, no) cos _vp.
We will now calculate the relation between Bavv, _lavv and B, 7, to estimate how large the errors in the
derived values will be.
Bavv can be derived from Q and V using the condition
[ ,]'Q V = 1, (3.3)q(B_pp,no) + .(B_pp, no
which follows from (3.2). Knowing Bapp, we find %vp from the relation
sin 2 _c_w Q v(B_vv, no) ¢_ A_
cos "ic,vp V q(B_pv, _o)'
which also follows from (3.2).
For a given field structure, i.e., for given values of a, 8m, B, 7, we can calculate Q and V from
(3.1). These are the "observed" Q and V to be inserted in (3.3) and (3.4), from which Bapv and qravv are
calculated. Thus we find the dependence of the apparent field on the four model parameters.
Unless otherwise stated, the following diagrams will be based on the same 5250.22 A line parameters
as in Fig. 3, using a 1/8 __ filter passband centered at AX _ 40 and 80 m_, respectively, no _- 4.4, which
reproduces the relative line depth of 0.74 found for the 5250 A line in our FTS recordings in non-magnetic
regions. For _m we use either 1.72, which reproduces the temperature line weakening in the fluxtube model
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Fig. 4 Apparent longitudinal magnetic field vs. true average longitudinal field, derived from a two-
component model with magnetic area factor ¢_ and intrinsic field strength B _ffi I kG, for the same
filter positions and line parameters as in Fig. 3. The case when the field inclination angle qt -_" 00 °
is illustrated. Lett diagram: Temperature line weakenings are included (via the use of _/m _--- 1.72).
Right diagram: No line weakenings. The dashed 45 ° line indicates the desired relation for correct
diagnostics.
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of Stenflo(1975),or 4.4, to separate the effects caused by _,_ and a. Further, we assume that the true field
strength B is always 1000 G, the value obtained for a two-component model with rectangular fluxtube
cross section, valid for both network and plages (Stenflo, 1973; Frazier and Stenflo, 1978).
Fig. 4 gi_es the relation between the apparent longitudinal magnetic field, Bii,app -----Bapp cos %pp,
and the true average longitudinal field, aB H _ aBcos% for an inclination _ ---_ 60 ° of the field (i.e.,
aBii _--- 500a G). For a correct diagnostics of the longitudinal field, the curves should fall along the dashed
45 ° line. A comparison between the left and right diagrams of Fig. 4 shows that the deviation from the 45 °
line is almost entirely caused by the temperature weakening of the line. This causes the average apparent
longitudinal component to be too small by about 40 _ in our model. The diagrams for other values of
look practically identical (except that the values on the axes scale with cos _/).
In Fig. 5 we have plotted the apparent transverse magnetic field, B_L,_pp ---- B_pp sin _pp, versus
the true average transverse field, aB± ---- aB sin % for an inclination _ _--- 30 °. The results look the same
for other inclinations, if we scale the values on the axes with sin % The deviation from the correct 45 °
line is much larger than for the longitudinal field, and it is sensitive to where in the line profile that the
passband is located. A comparison between the left and right diagrams in Fig. 5 further shows that the
discrepancy is not only due to the line weakening; it is strongly related to the value of a. For small values
of a the slope of the curves goes to infinity instead of to unity.
The error that the unresolved fine structure introduces becomes even more striking when considering
the relation between the apparent and true field inclinations, as illustrated in Figs. 6 and 7. Even for
a ---_ 1 a considerable deviation from the 45 ° line occurs for filter position Ak _-_ 40 mA, due to the line
weakening (this discrepancy is removed when _ ---_ 70). For small values of a the apparen_ inclination
_ap_ becomes much larger than the true field inclination _/. As seen by Fig. 7, this is almost entirely an
effect of a. The main effect of the line weakening is to lower the curve for Ak -----40 m A somewhat. When
a decreases, the apparent field looks more and more transverse. For vanishing values of a, _/_pp _ 90 °
regardless of the value of _ (if we exclude the immediate neighbourhood of _/----- 0). This effect causes the
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Fig. 5. Apparent transverse magnetic field vs. true average transverse field, for the case of _/_ 30 °. Left
(right) diagram: With (without) line weakenings.
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Fig. 6. Apparent angle of inclination "Igpp between the field and the line of sight vs. the true angle %
for area factor a _ 1 (left diagram) and _t = 0.1 (right diagram), including line weakenings in both
case8.
field outside sunspots to look much more horizontal than it really is. Still another demonstration of the
effect is given in Fig. 8, giving the apparent inclination %pp as a function of the average longitudinal field
aBii = aB cos 45 °, assuming that the true inclination is fixed at _ -- 45 °. Instead of running near the
horizontal dashed line, &ll the curves start off at -y_p¢ == 90 ° and then converge more or less well &round
the 45 ° level. The diagrams give the results for a filter centered at AX _ 80 mA, but the calculations
q_
g 0
qn,. _ 1.'/2, _o _ 4.4
_X--80mA / jj-/_ - . ,'"
_L] 6[] 9,l
"it (degree,)
T
qO
L_n
/
i
"t (degrees)
Fig. 7. "/app vs. "/for a _--- 0.01. Left (right) diagram: With (without) line weakenings.
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Fig. 8. Apparent field inclination _gpp vs. true average longitudinal field aBl[, assuming a fixed true
inclination _ _ 45 ° and a filter position at A)_ _--- 80 mA. The influence of the filter bandwidth
is indicated by plotting curves for 1/16, 1/8, 1/4, and 1/2 A fi]ters. Left, (right) diagram: With
(without) line weakenings.
have been done for a series of filter bandwidths, 1/16, 1/8, 1/4, and 1/2 A, to test the influence of the
bandwidth. The temperature line weakening causes a spread in the curves for the various filters, but the
main behaviour of the curves is dictated by a.
All the above calculations have been made including magnetoopticaI effects, but the results would
not be changed if these effects are omitted.
4. Diagnostics with Speetrally Resolved Data
With the advent of the Fourier Transform Spectrometer (FTS) of the NSO McMath telescope and
its conversion into a polarimeter, solar physics has got an instrument of enormous potential for fluxtube
diagnostics. So far only FTS data for the I and V Stokes parameters have been analysed, but we have
recently (May 3 - 7, 1984) made extensive FTS recordings of the three Stokes parameters, I, Q, and V,
including their center-to-limb variations, both in the visible and in the infrared.
Fig. @ shows a small portion of an FTS recording in a plage near disk center, made in April 1979
(Stenflo et ai., 1984). It includes the line pair 1 Fe I 5247.06 and 5250.22 A, which has been used in the
past to diagnose the kG field strengths in the quiet network (Stenflo, 1973) and in plages (Frazier and
Stenflo, 1978). If the fields were intrinsically weak, the ratio between the polarization amplitudes of these
two lines should be 2 : 3, the ratio between their Lands factors, according to (2.6) and (2.4), but a glance
at Fig. 9 shows that the ratio is much closer to 1:1. Using this deviation from the Land_-factor ratio, the
intrinsic field strengths can be derived.
Fig. 10, from Stenflo and Harvey (1984), shows the observed relation between the polariza-
tion amplitudes in these two lines. The filled squares represent observations with the vertical grating
spectrometer of the McMath telescope, the crosses FTS observations. The systematic difference between
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Fig. 0. Stokes I and V spectra around the 5247 and 5250 A lines, recorded in a strong plage near disk
center with the NSO McMath FTS polarimeter.
the FTS and grating spectrometer data is probably due to the limited spectral resolution (20 mA) and
spectrometer straylight (_-- 8 _ ) in the grating spectrometer data, whereas these instrumental effects are
absent in the FTS data.
The amount of polarization is proportional to the area factor a. Converting our FTS line ratios to
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Fig. 10. (a) Polarization amplitude in Fe I X5250.22A vs. 1.5 times the polarization amplitude in Fe I
X5247.06 A. If the fields were intrinsically weak, the points would fall along the 45 ° line. (b) Ratio
of the polarization amplitudes in the two lines vs. polarization amplitude in the 5250 A line. Filled
squares and solid curve (cubic spline fit): Spectrometer data. Crosses and dashed line: FTS data.
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field strengths using our two-component model and MUne-Eddington line parameters, we find that the
field strength increases from 1.0 to 1.1 kG when the area factor a increases by a factor of 6, thus a very
slight dependence on a. This almost vanishing dependence is confirmed when we use a statistical approach
with 400 unblended Fe I lines instead of just two (see below). The limited spectral resolution of the grating
spectrometer data makes the field look avparentlv weaker than it reMly is.
A striking feature of Fig. i0 is the small spread of the points around the straight
line in Fig. lOa, hardly exceeding the instrumental scatter. The error bars in Fig. lOb
represent the standard deviations due to random instrumental noise, but do not include
systematic effects like instrumental drifts or variable seeing. The well defined line
ratio with no population of points in the upper part of Fig. lOb is empirical evidence
for the applicability of the two-component model that we have used.
Another important feature of our FTS recordings can be seen by inspecting Fig. 9: the Stokes V line
asymmetries. The amplitude ab of the blue-wing polarization peak is always larger than the amplitude
ar of the red-wing polarization peak. However, also the area Ab of the blue V wing differs from that of
the red V wing (At). In Fig. 11, from Solanki and Stenflo (1984), we have plotted the relative amplitude
asymmetry, defined as (ab --ar)/(ab +at), and the relative area asymmetry, defined as (Ab- Ar)/(Ab +At),
vs. line strength SI (Fraunhofer), defined as the area of the intensity profile below the half-level chord.
The diagram is based on an analysis of a sample of 400 unblended Fe I lines in the visible part of the
spectrum. The shaded areas are bounded by the envelopes of the smoothed asymmetry curves of all our
observed magnetic regions. For the amplitude asymmetry, the network curves lie above the dashed line,
the plage curves below it. For the area asymmetry no such distinction can be made.
Such asymmetries can only be explained ff there are mass motions inside the magnetic fluxtubes.
To produce the area asymmetry, a correlation between the magnetic-field and velocity gradients along
the line of sight is required. One would then be tempted to try to explain the asymmetries in terms of
fiuxtube downdrafts in a diverging magnetic-field geometry.
However, any such model assuming some kind of quasi-stationary flow runs into serious difficulties,
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Fig. 11. Relative amplitude and area asymmetries in the Stokes V line profiles, plotted vs. line strength
S I. For details, see text.
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12. Ln(dv/dl) vs. S.i for our sample of Fe I lines (for definitions see text). The
data were obtained with the FTS polarimeter in an enhanced network region near
disk center. (a) Raw data. (b) the data after the application of eq. (4.1) has
reduced them to the case of zero excitation potential and Land_ factor.
because it produces a net Doppler shift of the zero crossing of the Stokes V profile with respect to the
position of the corresponding Stokes I profile, and such a shift is not observed in our FTS spectra. We are
therefore inclined to believe that no model with stationary flows can reproduce the observations, but that
the flow is basically non-stationary in nature. The first type of non-stationary flow that comes to mind is
fluxtube oscillations. Numerical calculations of fiuxtube collapse by Hasan (1984) show how an end state
develops that is not stationary but is oscillating.
As the weak-field approximation (2.4) is a good assumption for the majority of spectral lines except
those with large Landd factor and narrow line width (like the 5250 J(line), we can retrieve the line profile
inside the fluxtube by integrating V in (2.6) over k. The line depth dv that we then derive scales with
the unknown area factor a, but this scale factor is the same for all lines in the FTS recording. In the
following diagrams we can regard the absolute scale for dv as arbitrary.
While the source of dv is the magnetic fraction oL of the aperture, the relative line depth dl of the
intensity profile gets its main contribution from the non-magnetic fraction 1 - a of the atmosphere if a
is small. In Fig. 12a, from Solanki and Stenflo (1984), we have plotted ln(dv/dl) vs. line strength SI for
our sample of Fe I lines, using an FTS recording in an enhanced network near disk center. Spectral lines
with excitation potential Xe < 3eV are represented by a star, those with Xe _ 3eV by a circle.
Using a regression equation of the form
2 2 2
ln(dv/di) -----xl + x2Sl + xaS_ + z4Xe + z_,SIXe + xoOe,ffX /Vo, (4.1)
one can remove the effect of Xe and effective Landd factor gel! on ln(dv/dl), to obtain the plot in Fig.
12b, in which the scatter of the points has been substantially reduced. (v0 in (4.1) represents an empirical
Doppler width of the lines.)
The relative variation of In(dr/all) with line strength is caused by the height variation of the
temperature enhancement AT inside the fiuxtube with respect to the surroundings. In Fig. 13, from Solanki
and Stenflo (1984), we compare the empirical smoothed averages for plages and network (thick lines) with
computer calculations for a fluxtube model with AT being 500 K at the top of the photosphere, while at
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Fig, 13. ln(dv/di) vs. SI. The thick curves represent smoothed averages (cubic splines) of the data,
reduced to the case of zero excitation potential and Land6 factor. The thin lines are theoretical curves
calculated using models with various temperature enhancements at the bottom of the photosphere
(keeping the enhancement at the top of the photosphere fixed at AT _- 500 K). The empirical curves
have been shifted in the vertical direction such that they coincide for the strongest spectral lines.
(The shift corresponds to adjusting the value of the area factor a.)
the bottom of the photosphere AT m_ 0,250, 500, 750, and 1000 K, respectively. This comparison indicates
that the network fluxtubes are substantially hotter than the plage fluxtubes in the lower photosphere.
Thus while a clear difference in temperature structure between plages and network is found, a
2 2 2
statistical analysis of the line parameters plotted vs. geySk /% tells us that the intrinsic field strength is
practically the same, which is also consistent with our previous discussion of Fig. 10.
5. Conclusions
We have shown how the vector magnetic fields derived from observations with a filter magneto[graph
will be severely distorted if the spatially unresolved magnetic structure is not properly accounted for. Thus
the apparent vector field will appear much more horizontal than it really is, but this distortion is strongly
dependent on the area factor and the temperature line weakenings. As the available fiuxtube models axe
not sufficiently well determined, it is not possible to correct the filter magnetograph observations for these
effects in a reliable way, although a crude correction is of course much better than no correction at all.
The solution to this diagnostic problem is to observe simultaneously in suitable combinations of
spectral lines, and/or use Stokes line profiles recorded with very high spectral resolution. We have indicated
the diagnostic power of using a Fourier transform spectrometer for polarimetry, and illustrated some
results from I and V spectra.
The line asymmetries caused by mass motions inside the fluxtubes adds an extra complication to the
diagnostic problem, in particular as there are indications that the motions are non-stationary in nature.
The temperature structure appears to be a function of fluxtube diameter, as a clear difference between
plage and network fluxtubes has been revealed.
The divergence of the magnetic field with height plays an essential role in the explanation of the
Stokes V asymmetries (in combination with the mass motions). A self-consistent treatment of the subarcsec
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field geometry may be required to allow an accurate derivation of the spatially averaged vector magnetic
field from spectrally resolved data.
We are now extending our work with the McMath FTS polarimeter and have made simultaneous
recordings of Stokes [, Q, and V spectra in various magnetic regions at different center-to limb distances,
with the aim of systematically building self-consistent fluxtube models, and to establish a diagnostic
foundation for the derivation of vector magnetic fields from Stokes measurements.
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Abstract
The main physical mechanisms responsible for the generation and transfer
of polarized radiation in the solar atmosphere can be classifiedin a suitable
bidimensional diagram with an indicator of the magnetic field strength on its
vertical axis and an indicator of the radiation fieldanisotropy on itshorizontal
axis.
The various polarimetric observations performed on solar spectral lines
are interpreted with different theoretical schemes according to their classifica-
tion in the diagram and to the optical depths involved.
These theoretical schemes, and the associated diagnostic tools for infer-
ring the magnetic fieldvector from observations are reviewed.
In particular, the role of magneto-optical effects in determining the direc-
tion of the observed linear polarization in active regions is discussed in some
detail.
1. Physical Mechanisms
Measurements of solar magnetic fields are generally deduced from direct
observations of polarization in spectral lines. For the correct diagnostic of
solar magnetic fields it is then functamental to have a detailed understanding of
the physical mechanisms that are able to generate polarized radiation and
those that are effective in modifying its properties in the transfer through the
solar atmosphere.
Polarization can be originated in solar spectral lines by means of two dif-
ferent physical mechanisms: a) the Zeeman effect and b) the presence of
atomic polarization.
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The Zeeman effect is the familiar phenomenon which is at the basis of the
measurement of solar magnetic fields by means of standard magnetographs
(longitudLnal or vector magnetographs). The important parameter which deter-
mines the amplitude of the observed polarization due to the Zeeman effect is
v# = g vL/AvD where g is the Lande" factor, vL is the Larmor frequency and AvD
the Doppler broadening of the spectral line;for small values of the magnetic
fieldthe circular polarization isproportional to vH. while the linear polarization
is proportional to u//z,but these simple relationships rapidly break down as vH
increases and approaches values of the order of unity.
Atomic polarization, on the contrary, is a phenomenon that is more fami-
liar to spectroscopists working in optical pumping experiments. It consists in
the fact that, when a degenerate atomic level is excited by non-thermal
mechanisms, its sublevels are in general, not evenly populated and may show
well defined phase relationships (often called interferences or coherences)
among them. From the solar physicist'spoint of view. atomic polarization is a
typical non-LTE phenomenon; itcan be induced in the solar atmosphere by the
radiaLiun field_,_,=_,_,--;_.....v_,j_,,"_It_rnat.ivelvby collisionswith oriented beams of
fast particles. This lastcase however, that is often refereed to as impact polari-
zation,willnot be considered in the present paper.
Atomic polarization can be described in several equivalent ways; the most
familiar is the one that employes the density matrix elements between mag-
netic sublevels of the same energy level; namely
p(M,g) = < aJM IPl aJ_ >
where p is the quantum-mechanical density matrix operator and ] a J M > is the
eigenvector of the atomic I_amiltonian. The diagonal elements, p (M, M),
represent the populations of the single magnetic sublevels while the off-
diagonal elements represent the so-called coherences between different sublev-
281
els. By means of suitable linear combinations of the density matrix elements,
two important parameters can be defined; for the case of a level with J=l we
have, for example:
p, = Co(i,I) -p(-l,-l)]/Lo(l, i) + p(-l.-l)]
pe = L_Co(i,i) + p(-i,-i) - p(o,o)]/[,o(i,i) + ,o(o,o) + p(-1,-i)]
These two parameters are called, respectively, the orientation and alignment
parameters; roughly speaking the radiation emitted in a line whose upper level
_s characterized by certain values p i and P2 willshow an amount of fractional
polarization given by:
P_ _PL P_ _P_
While there is no known physical mechanism able to induce atomic orienta-
tion in the atoms of the solar atmosphere, atomic al_nment can be easily pro-
duced by the anisotropy of the radiation field. This anisotropy can in turn be
due to geometrical effects or to limb-darkening; a particular example is given
by the higher layers of the solar atmosphere (chromosphere and corona),
whose atoms are illuminated by the photospheric radiation field and show the
well known phenomenon of resatance polarization (limb polarization).
To give an idea of the order of magnitudes involved, the resonance polari-
zation observed in a spectral linecan be written in the form:
#.
*P_@t_ -_-
R_+D
where R_ and Ra are the isotropic and anisotropic radiative rates, respectively,
and where D is the depolarizing collisionalrate. While R_ is simply given by the
expression:
R,=Bff(5)d5
where B is the Einstein coefficient for radiative excitation from lower to upper
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level, Ra has in general a more involved expression and is often written in the
form:
R. = W.&
where 1_s is the so-called anisotropie dilution factor. For a completely isotropic
radiation field W_ is zero, while, for a unidirectional radiation beam, W_ is equal
to unity. In intermediate situations the expression for _a is more involved; sup-
posing that the atom is illuminated by a radiation field which fills uniformly a
cone having serniapertue 0 0, the expression for We is the following:
= cos s0 (I + cos s0)
When a magnetic field is present in the region where resonance radiation is
scattered, there is a different effect that is able to affect the signature of the
emitted polarization. This is the Hanle effect which consists in the fact that a
given magnetic field can reduce or, in some cases, even completely destroy the
phase relationships between degenerate or quasi- degenerate sublevels. The
basic physical mechanism responsible for the Hanle effect can be easily under-
stood by means of a semiclassical analogy which consists in describing the
atoms as three-dimensional oscillators for deducing the results to be expected
in typical scattering experiments.
With reference to figure i, suppose that the scattering atom is illuminated
by an unpolarized pencil of radiation propagating along the y axis. If the atom
is described as a collection of three linear oscillators directed along the x, y
and z axis, the unpolarized radiation beam will excite the x and z oscillators
without any definite phase relationship between therfu Observing along the x
direction we will then obtain a light beam that is totally polarized along the z-
axis as the x-oscillator, being viewed head-on, will not contribute to the scat-
tered radiation.
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F_ure I
The description of the atom in terms of three linear oscillators as given in
Fig. la is, however, an arbitrary one. Alternatively, one may choose todescribe
the atom in terms o! one linear oscillator directed along the x-axis and two
cbroular oscillators, one right-handed and the other left-handed, both laying in
the y-z plane (see Fig lb). In this description, the incident radiation beam will
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excite again the x-qscillatorand willalso excite the two circular oscillators,
though with a well defined phase relationship between them; the right-handed
and left-handed circular oscillatorswillmove in such a way that the resulting
oscillationwilltake place along the z-axis. The polarization observed along the
x direction is obviously the same as derived previously but we see that with the
description of the atom given hn Fig. Ib, we are obliged to take properly into
account the phase relationships between different oscillatorsto have a suitable
description of the atomic excitation. These phase relationships between classi-
cal oscillatorsrepresent, in an intuitiveway, the off-diagonal elements of the
atomic-density matrix that are needed in the quantum-mechanical description
of the atom.
If we now introduce a magnetic field along the x-axis, the total arbitrari-
ness, that was previously present for choosing the descripLion of the atomic
excitation in terms of classical oscillators, is lost. The most convenient choice
is the one which utilizes a linear oscillator along the direction of the magnetic
field and two circular oscillators in the perpendicular plane or, in other words,
the same as in Figure lb. The difference with the non-magnetic case is con-
tained in the fact that, due to Larmor precision, the two circular oscillators
have now different frequencies and, as a result, a well defined phase relation-
ship cannot be kept indefinitely between them (Hanle effect). As the difference
in frequency is of the order of vz and the lifetime of the oscillators is 1/A
(where A is the Einstein coefficient for spontaneous deexcitation) the critical
parameter for the Hanle effect is the ratio PL/A. If vL/A << 1 the phase rela-
tionship between the two circular oscillators can be kept indefinitely and the
polarization observed in the scattering experiment is the same as in the non-
magnetic case; vice versa if VL/A>>I the phase relationship is lost so that the
two circular oscillators behave independently and the polarization is destroyed.
Finally, in the intermediate situation where vL/A _ 1 the oscillation will start
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along the z-direction but will then describe a complex paLh in the form of a
rosette as depicted in F_g. Ic; as a result, the linear polarization will be partly
reduced and tilted with respect to the non-magnetic situation.
Summarizing the discussion presented above, the various physical rnechan-
isms that are responsible for the generation of polarization in solar spectral
lines can be classified in a suitable bidimensional diagram having an indicator
of the magnetic field intensity on its vertical axis and an indicator of the radia-
tion field anisotropy on its horizontal axis. This diagram_ has been presented
and discussed elsewhere (Landi Degl'Innocenti, 1983b) and the underlying
theory, which can be applied to the different physical regimes, has been
developed in full generality by Landi Degl'Innocenti (19B3a). The main advan-
tage of this theoretical scheme is its unified approach which allows the formal-
ism to be applied to the different physical regimes that are met in the solar
atmosphere. In a recent paper, for instance, the general formalism has been
applied to describe the physics of resonance polarization in the zero-magnetic
field, collisionless regime (Landi Degl'Innocenti, 1984).
Once polarized radiation has originated in a particular region of the solar
atmosphere, its properties can be deeply modified through transfer effects in
the atmosphere itself. A very general transfer equation for polarized radiation
in the presence of both Zeeman splitting and atomic polarization has been
given by Landi Degl'Innocenti (1983a). In the case where atomic polarization
can be neglected the radiative transfer equations reduce to the well known
expression often referred to as Unno-Rachkowsky equations (Unno, 1956;
Rachkowsky, 1962):
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(1)
where the meanings of the various symbols and the convections for the signs of
the Stokes parameters can be found in fulldetailin Landi Degi'Innocenti (1976)
or in Landolfi and Landi Degrlnnocenti (1982).
The absorption matrix in equation (i) contains the terms Pq.P_Pv that are
responsible for magneto-optical effects.During the last two decades the impor-
tance of magneto-optical effects in the physics of radiative transfer for polar-
ized radiation has been widely debated. Summarizing some theoretical and
observational results that have been obtained more recently, we can derive the
following qualitative conclusions: i) magneto-optical effects can be neglected
for xl,= 0° or q,= 90°.where xl,is the incLination angle of the vector magnetic
fieldwith respect to the lineof sight;ii)magneto-optical effects play a negligi-
ble role in the limitingcases of very weak or very strong magnetic field(v# << 1
and v# >> 1, respectively);iii)for intermediate values of the magnetic field(v//
~ 2) and large inclinationangles (40° _ _ _ 80 °)magneto-optical effects induce
a reversal in the V-Stokes profilearound linecenter; iv)magneto-optical effects
have considerable influence on the signature of linear polarization profiles
(especially near line-center) and affect dramatically the value of the integrated
linear polarization over the whole spectral line. Conclusions i) and ii) can be
easily proven by means of the geometrical interpretation of the equations of
radiative transfer given by Landi Degl'Innocenti and Landi Degrlnnocenti
(1981); in the cases ,I,= 0° or _,= 90° the formal vectors _7= ( r/O,_}_,_Tv) and p
= ( PO, P'.',Pv ) are parallel and the influence of magneto-optical effects is
rigorously zero; the same parallelism is approximately fulfilledalso for vH >> 1
and vl/<< 1 (Landi Degl'Innocenti and Landi Degl'Innocenti, 1973). Conclusion
iii)has been suggested by Wittmann (1971) and has been subsequently con-
firmed by various investigations;finally,conclusion iv)has been directly proven
by comparing observations in sunspots with theoretical expectations from suit-
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able models. (Calamai et al., 1975; Landi Degl'Innocenti; 1979; West and Hag-
yard, 19B3; Kawakami, 1983).
2. Magnetic Field Diagnostic
Although the basic physical mechanisms that are involved in the genera-
tion and transfer of polarized radiation in the solar atmosphere seem nowadays
to be fairly well understood, the inverse problem of deducing the value of the
magnetic field vector from polarimetric observations is still far from_ being ade-
quately solved. There is no doubt that this is due to the involved structure of
the solar atmosphere, especially in those regions that are typically investigated
through polarimetric observations. Most of the diagnostic tools that have been
developed for deducing the value of the magnetic field vector from polarimetric
observations are indeed based on the rather crude assumption that schema-
tizes the line-forming region as a unidimensional atmosphere embedded in a
magnetic field that is supposed constant with depth and uniform over the
observed area. This assumption is clearly a non-realistic one for the interpre-
tation of polarimetric observations in plages or in the photospheric network as
it is nowadays well established that in these regions the magnetic field is con-
centrated in structures having dimensions well below the resolving power of
ground based instruments. The diagnostic problems associated with these
observations are discussed in full detail by Stenflo (1984) and will not be
addressed in this paper.
2a. Diagnostic of Magnetic Fields in Prominences
Observations of linear and circular polarization in the HeI D 3 line in prom-
inences have revealed to be particularly suitable for the measurement of vector
magnetic fields through the Hanle effect. The theoretical interpretation has
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been given, through similar but independent methods, by Bomrnier (1980) and
Landi Degrlnnocenti (1982). The diagnostic method consists in solving the sta-
tisticalequilibrium equations for the density matrix of the tripletsystem of the
Hel atom. The atom, located at a certain height h over the solar limb, is
illuminated by the photospheric radiation fieldand its atomic polarization is
strongly affected by the presence of a magnetic field.From the solution of the
statisticalequilibrium equations, the emissivity in the Ds line is derived, for
each of the Stokes parameters, as a function of the relevant parameters:
=  x(h,B, o, ¢)
vJ
where Bis the amplitude of the magnetic field vector and where @ and _ are the
angles that specify its direction with respect to the solar radius through the
prominence.
In principle, if h is known from observations, the values of /?, _ and ¢ can
be recovered by direct comparison of the theoretical results with the observed
polarization as done, for instance, by Athay et al. (1983). For this inversion to
be possible it is necessary to know from observations the linear polarization in
the two fine-structure components of the D s line. From broad-band D._ observa-
tions, as the ones performed with the Pic-du-Midi polarimeter, it is only possible
to deduce two parameters of the magnetic field vector, the third being sup-
posed known a-priori. Examples of this inversion technique have been given by
Leroy et al. (19B3, 1984). In these papers, the amplitude B and azimuthal ¢ of
the magnetic field vector are recovered supposing this vector perpendicular to
the solar radius, an assumption that seems fairly well established at least for
quiescent prominences (Leroy, 1979; Athay et al., 1983).
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The theory of the Hanle effect, as developed for Ds. can be extended to
other spectral lines with the aim of obtaining a well-established set of theoreti-
cal expectations for observations that might be available in the near future.
Bommier and Sahal-Brechot (1982) have investigated the linear polarization of
Lya in the corona, Sahal-Brechot et al. (1984) have addressed the problem of
the polarization of 0 VI _ 1032 in the transition region and Landolfi and Landi
Degl'Innocenti (1964) have derived the expected polarization of the NaI D2 line
in prominences as a function of the magnetic field.
The inversion technique for deducing the magnetic field vector through
the Hanle effect suffers from the main limitation that, for optically thin lines,
there is an intrinsic symmetry which inhibits from discriminating between a
value of B and its symmetric with respect to the line of sight. Recent calcula-
tions for the optically thick Ha line in prominences (Bommier et al., 1984) have
however shown that this symmetry is broken as a result of multiple scattering
effects, so that simultaneous observations in D3 and Ha should be able of yeld-
ing a unique determination of the magnetic field vector in prominences through
the Hanle effect.
9-b. Diagnostic of Magnetic Fields From Disk Observations
For disk observations it is necessary to make a distinction among three dif-
ferent types of observing techniques namely:
1) broad-band or white light observations, 2) filter-type or magnetogrph-type
observations, 3) narrow-band or profile-type observations.
These three classes of observations are characterized by decreasing values
of spectral resolution hA; schematically, in broad-band observations h_, is larger
or of the order of 50 to 100 _ so that many spectral lines are pesent in the
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observed wavelength range; in filter-typeor magnetograph-type observations
AR _- lOOrn_, and, generally, only few wavelength points are sampled across the
profile of a magnetic sensitive line; finally, in profile-type observations
A_, _-- 30m_ and a complete coverage of the line profile is performed.
2b.1. White Light Observations
After the discovery of Doll/us (1958), broad-band linear polarization in
sunpsots was extensively observed by Leroy (1962) and later confirmed by Illing
et al. (1974a,b; 1975). These last authors also discovered the presence of
broad-band circular polarization in sunspots, a rather unexpected phenomenon
that was more recently investigated in greater detail by Kemp and Henson
(1983).
The interpretation of the observed linear polarization was given by Leroy
(1962) in terms of a simplified theory which invoked the mechanisms of mag-
netic intensification as the responsible agent for the appearance of this
phenomenon. Leroy's theory was subsequently generalized to take properly
into account the influence of magneto-optical effects thaL play, [n this casc, a
very important role as it has been discussed in Section 1; the theoretical
results concerning the magnetic .intensification mechanism as modified by
magneto-optical effects have been recently presented in the forms of tables
and graphs by Landi Degl'Innocenti and Calamai (1982) and Calamai and Landi
Degl']nnocenti (1983).
Although the basic physical processes involved are fairly well understood,
the diagnostic content of broad-band linear polarization observations is rather
small a.nd [s strictly limited to sunspots. The amplitude of the magnetic field
vector remains highly undetermined while its direction can be roughly
recovered if the polarity of the spot is known by means of complementary
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observations.
Broad-band circular polrization observations seem to be more promising as
a diagnostic tool for inferring velocity gradients in sunspots. Velocity gradients
(in combination or not with magnetic fieldgradients) may indeed be responsible
for the appearance of net circular polarization in sunspots, the requirement of
having both kind of gradients being necessary only for normal tripletsin a long-
itudinal magnetic field.Despite some qualitativeresults obtained by Auer and
Heasley (1978) and by Landman and Finn (1979) the interpretative problem of
broad-band circular polarization in sunspots is stillan open one and needs
further investigation before itmay acquire the role of a quantitative diagnostic
tool.
2b.2. Magnetograph-Type Observations
As the prototype of a magnetograph-type observation we consider the
idealized case of an instrument giving, for the measurement of the Stokes
parameters, the four quantities:
where f (_,-),0) is the filter profile centered at the wavelength k0 and having a
typical width of the order of 100 m _.
From the observed values S i (k0) (in some cases even repeated for some
different wavelengths k0) one needs to recover the magnetic field vector, or, in
other words, one needs to have a suitable calibration of the magnetograph.
For longitudinal magnetographs the component of the magnetic field along
the line of sight, /?lJ, is usually recovered according to the classical formula:
a[ (2)Y = k Bjl 9 a-"_
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where g is the Lande" factor of the line and k is a constant depending on the
instrumental apparatus. This formula has very serious limitations that are due
both to the fact that the [[near relationship between Vand clI/era is rigourous[y
valid only in the limiting case of very weak magnetic fields and, moreover, to
the fact that for unresolved observations, the observed Vprofile is representa-
tive only of the magnetic regions where the thermodynamcial structure of the
atmosphere is generally different from the non-magnetic regions. Although the
longitudinal magnetograph stillremains a very useful tool, in as much as it
makes possible the observation of the general configuration of the solar mag-
netic field at a given time, the two limitations described above prevent its possi-
ble use as a quantitative measuring device.
Some efforts have been made in recent times with the aim of obtaining a
more precise calibration than the approximate one described by formula (Z).
As an example, Hagyard et al. (1982), and West and Hagyard (1983) have care-
fully described the calibration of the Marshall Space Flight Center vector polar-
imeter which is based on the Kjeldseth Moe (1968) analytical solutions £o the
radiative transfer equations. The real problem is, however, that there cannot
be a unique calibration valid for all the physical situations that are met in the
solar atmosphere; in particular, the role of velocity gradients (associated or not
with magnetic field gradients) in the line forming regions and its influence on
rnagnetographie vector field determinations has stillto be clarified.
2b.3. Profile--_[>e Observations
These are the most complete observations, from the polar[metric point of
view, that can be accomplished on magnetic sensitive lines. In particular,
through such observations, it has been discovered that, in many cases, the
Stokes profiles are largely asymetric or may show very peculiar signatures.
Some examples of these "anomalous" profiles have been shown by Mickey
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(1984); their interpretation is still unkown but may well hide some very
interesting phenomena in the physics of solar magnetic regions.
From Stokes profiles of magnetic lines (or at least from these profiles that
do not show anomalous behavior) it is possible to deduce the magnetic field
vector with a certain degree of confidence. To this aim several algorithms have
been developed in recent times; these are the following: a) b_z_to-f/t technique:
the magnetic field vector is deduced by means of a non-linear least-squares fit
to the analytical formulae of Unno (1956); the technique was firstly developed
by Auer et al. (1978) and has been recently generalized to account for
magneto-optical effects and damping effects (Landolfi and Landi Degl'Innocenti,
1982; Landolfi et al., 1984; Lites and Skumanich, 1984). b) Lambdameter tech-
nique: the longitudinal component of the magnetic field is deduced from the
distance in wavelength between the centers of gravity of right and left circular
polarization profiles (Semel, 1970; Rees and Semel, 1979); with this technique
the transversal component of the magnetic field is not determined, c) Fourier
tTansform technique: the wavelength profiles of the Stokes parameters are
Fourier-transformed and the magnetic field components are measured through
suitable properties of the Fourier-transforms of the Stokes profiles (Title and
Tarbell, 1975; Tarbell and Title, 1976); this technique works properly only for
magnetic fields B _ 1000 gauss, d) E_gextvalue technique: this technique is
rather involved and is based on the fact that, under a certain number of
assumptions that are the same as those of the Kjeldseth-Moe analytical solu-
tions to the transfer equations, the magnetic field vector can be recovered by
comparing certain combinations of the Stokes parameters at different
wavelengths; details can be found in Makita (1979) and a direct application in
Kawakami (1983); the eigenvalue technique suffers from the main disadvantage
that magneto-optical effects cannot be accounted for in a conslstant way. e)
Characheristic-leat_res technique: for a given line and a given atmospheric
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model, some characteristic features of the Stokes profiles (like for instance the
wavelength of the maximum of the V-profile, or the amplitude of the maximum
itself, or the value of the Q-profUe at line center) are connected, through sim-
ple relationships to the magnetic-field parameters. Once the theoretical cali-
bration is performed, the magnetic field can be recovered through the observed
values of the characteristic features (Ye Shi-hui and Jin Je-hai. 1983). This
technique suffers from the main limitation of being somewhat model dependent
and of yelding results that are very much affected by the presence of noise in
the observations, f) Seares formulae technique: this technique is based on the
direct application of the Seares formulae (Loftin, 1984); as such it has very
deep limitations, being valid only for non saturated normal Zeeman triplets that
lay on the linear part of the curve of growth.
All the algorithms listed above are well suited to obtain a measurement of
the magnetic field vector (or, at least, one of its components) in as much as
they give the correct answer for synthetic profiles obtained from undimen-
sional model-atmospheres in a magnetic field that is supposed constant with
depth and uniform over the observed area. When applying the algorithms to
real solar observations we face however some severe interpretative problems on
the meaning itself that can be attributed to the deduced values of the magnetic
field vector; in fact, if we are in the presence of non-constant, non-uniform
magnetic fields and if the atmosphere where the line is formed is a non-static,
pluridimensional atmosphere, each of the methods will produce a different "ill-
defined" mean as measurement of the magnetic field and the fact that different
methods will produce different measurements is not surprising.
Any of the algorithms that deduce a single value for the magnetic field
parameters from Stokes profiles is indeed too reductive. If the aim is simply
the one of giving a sort of mean value for the magnetic field parameters in the
observed region, then there is no need of profile-type observations as vector
295
magnetographs just do the same job with sufficient accuracy.
Yet, the amount of information that is contained in Stokes profiles is very
large. To extract this information it is necessary to generalize the algorithms
listed above so to deduce not only the "mean" magnetic field, but also some dif-
ferent parameter describing its depth or spatial variation together with velocity
fields or atmospheric inhomogeneities.
Although this work has still to be started, the inversion methods based on
the Unno-fit technique or the eigenvalue-technique seem to be the more
promising for this kind of future developments.
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DYNAMIC MODELS OF FLUX TUBES IN THE
" INTERPRETATION OF POLARIZATION MEASUREMENTS
E. RIBES (I), D. REES (2) and FANG CHENG (3)
(1) DASOP, OBSERVATOIRE DE MEUDON, 92190 MEUDON
(2) DEPARTMENT OF APPLIED MATHEMATICS, UNIVERSITY
OF SYDNEY
(3) DEPARTMENT OF ASTRONOMY, NANJIN UNIVERSITY.
Recent observations of Stokes parameter profiles
indicate the presence of mass motions with large velocity
gradients associated with small-scale magnetic elements.
Dynamic models of flux tubes have to be used in order to
interpret observations of unresolved elements. It is clear
that the physical picture of the dynamic models will be
quite different from the hydrostatic ones since there is a
strong coupling between the magnetic and the velocity
field. Self-consistent models should take into account
the thermal and dynamic structur_simultaneously.
Two-D steady flow solutions in slender magnetic tubes
have been worked out (Unno and Ribes, 19791 Webb, 1980).
The force driving the flow along the magnetic lines of
force is the difference between the gas pressure gradient
and the gravity. The heating mechanism is provided by the
presence of a downdraft which is carrying an entropy excess
from above. The entropy excess /Is between the inside and
the outside of the magnetic element is likely to exist
since the density inside is lower and the temperature
higher ( _ S = in Tin/Tout + "6 In _out/_in). In the high
photosphere (or the chromosphere) where the density is low,
the radiative losses are small. As a consequence, the
entropy excess causes an enhancement of the brightness of
the magnetic element. As the flow goes down, the radiative
losses become important (density is higher and higher)
until they balance the entropy excess. At that level, the
temperature in the tube and out is the same.
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For a steady flow, the problem of mass supply has to
be considered. However, there is enough solar activity in
the form of Evershed flow, surges, spicule material, etc. ,
to overpopulate the chromosphere. This material excess
there acts as a pressure inducing a downflow along the
magnetic lines of force. From high resolution observations
(Muller, private communication), the lifetime of the
downdraft seems to be of the same order as the spicule
lifetime. If so, the mass supply is not a problem and the
assumption of steadiness is reasonable. Moreover, the
downdraft brings cooler material down to deeper layers and
provides a mechanism for concentrating the flow (Parker,
1978).
1 - Properties of the steady Bernoulli solutions
In a magnetic configuration opening upwards, the
Bernoulli solutions have properties similar to those of the
solar wind (Parker, 1964) : there is a singular point where
the flow becomes superalfVenic. Two critical solutions
passing through the singular point have the properties of
shock solutions since they show rapid changes of density
and velocity. Other families of solutions exist and are
determined from the boundary conditions. Among the
solutions relevant to the physics of the small-scale
fields, one car. disti_g!_ish 2 classes:
- Those corresponding to moderate field strength (B at
the base of the photosphere < i kilogauss), and a downdraft
decelerating with increasing depth. They exhibit a
temperature excess localized in the upper photosphere (Fig.
1, models 1 and 2).
- Those corresponding to a kilogauss field associated
with a downdraft accelerating with increasing depth (Fig. 1
models 3 and 4). In model 3, the temperature excess is
important throughout the photosphere. This situation is
thermally unstable because a strong _T localized in
structures of less than 1/3" will be radiated away in a few
seconds. In model 4, the flow is quasi-adiabatic in order
to prevent the radiation from escaping. As a result, the
flow reaches sonic velocities. A priori, none of these 4
solutions can be disregarded since individual magnetic
elements are unresolved. The only way to discriminate among
the various Bernoulli solutions is to compare observed line
profiles with those derived from the magnetic models.
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2 - Observational diagnostics for dynamic models
A model diagnostic should be based on the following
set of observational criteria:
1) the central intensity of the line
2) the continuum excess
3) the line weakening
4) the shape of the V Stokes profile and the line
shift
5) the net circular polarization (degree and sign).
We have calculated the theoretical profiles for
various photospheric lines with simple Zeeman splitting
assuming L.T.E. for a longitudinal t_agnetic field. The
transfer equations are solved at the center of the tube.
Detailed calculations are presented in a forthcoming
paper (Ribes et a1.,1984). All models predict substantial
variation of the central intensity of the line and line
wemkenings, because they all exhibit temperature excess.
However, the asymi_etries of the V Stokes profile which are
governed by dynamics differ very much from one model to the
next (Fig. 2). According to recent observations of the
Stokes parameters (Bezanger and Semel, 1984; Stenflo et al.
19B4), the blue peak amplitude of the V Stokes profile
should be larger than the red one. Also, the blue area
should be larger than the red area (positive net circular
polarization). An ii_portant result is that the sign of the
net circular polarization is related to the sign of the
velocity gradient, and, therefore, is a good way to
discriminate between strong field and moderate field
solutions. The comparison between the observed V Stokes
profile and the theoretical ones (Fig. 2) favors moderate
field concentration and a downdraft decelerating with
increasing depth (model 2).
One point remains unclear, that is the small apparent
redshift of the v zero crossing point found by all
observers. Strong velocity gradients associated with an
updraft or a downdraft should shift the line significantly.
However, a downflow is more likely to exist since it
provides a mechanism for concentrating the magnetic field.
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When the field strength inside the tube is large enough,
the flow may exhibit a stable oscillatory behaviour (Hasan,
1984). With a l_ck of spatial, spectral or temporal
resolution, no appreciable downflow in flux tubes will be
observed. In Hasan's model, the instability (downflow)
persists for 10 minutes which, again, makes the steady
approximation correct.
Associat ion of spicules and photospheric magnet ic
fields might be another explanation of the small apparent
redshift (Parker, private communication). Some eruption of
gas moving upwards occurs in the tube and supplies a
reaction downflow. If so, both updraft and downdraft could
be present in the magnetic observations reducing the net
line shift.
CONCLUSION
Dynamic models lead to solutions quite different from
hydrostatic ones. In view of the detection of mass motions
with large velocity gradients, polarization measurements
have to be interpreted in terms of dynamic models.
The main properties of the intensity line profiles as
well as the asymmetries of the V Stokes profiles can be
explained best in terms of magnetic elements with moderate
field strength.
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LEAST SQUARES INVERSION OF STOKES PROFILES
IN THE PRESENCE OF VELOCITY GRADIENTS
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Abstract. The Auer, Heasley and House Stokes inversion procedure in use at HAO
is based on an analytic solution of the equation of transfer for polarized light
where the representation of the thermodynamic and magnetic structure of the
atmosphere is assumed to have a high degree of 'invariance', namely, a Milne-
Eddington (ME) structure with a constant magnetic field. In the presence of
invariance breaking gradients the resultant Stokes profiles are represented only
approximately, if at all, by analytic forms. The accuracy of the inversion
parameters and their significance as 'measures' of actual structure are explored
for the ME and the Landman-Finn sunspot models under the effects of velocity
gradients. The resulting field parameters are good to a few percent and prove to
be insensitive to the errors committed by the use of a ME-representation, but the
resulting ME parameters yield a less precise measure of thermal structure. In
particular _0, the line to continuum opacity at line centre,can be significantly
underestimated (as much as a factor of 9) while the Doppler width is overestimated
by as much as 20%.
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I. Introduction
Considerable progress has been made in the development of the theory of spectral
line formation in a magnetic field (see review by Landi degl'Innocenti (1984)).
Nevertheless the elementary analytic solutions of the transfer equations for a
Milne-Eddington (ME) atmosphere and constant magnetic vector (Unno, 1956;
Rachkovsky; 1962, 1967) still retain a central role in the interpretation of Stokes
parameter profiles. An efficient least squares method for fitting data by adjust-
ing the parameters of this model was devised by Auer, Heasley and House (1977).
This was used by Gurman and House (1979) to map theovector magnetic field in a
sunspot observed in the Zeeman triplet Fe 1 6302.5 A with the HAO Stokes Polari-
meter. Several difficulties were encountered in the application of Auer et al's
method (HAO Report, 1982). Landolfi and Landi degl'Innocenti (1982) realised it
was essential to include magneto-optical effects in the inversion procedure
especially to ensure a reliable estimate of magnetic field azimuth. This and
other improvements have been incorporated by Lites and Skumanich (1984a) in an
up-dated version of the Auer et al code. With theoretical profiles generated with
the Unno-Rachkovsky solutions the new version recovers the input parameters of the
ME atmosphere and the magnetic vector to machine accuracy. The degradation of this
type of fit by limited spectral resolution is studied by Lites and Skumanich (1984b).
In this paper we study the performance of the least squares fit when applied
to theoretical profiles calculated with a realistic model of a sunspot. The
model has gradients in all physical parameters including magnetic and velocity
fields. This numerical experiment allows one to assess the physical significance
of the ME and mean field parameters provided by the inversion. Observed Stokes
profiles invariably have asymmetric distortions due to velocity gradients in the
solar atmosphere. The inversion method symmetrizes the profiles prior to fitting
and it i_ important to know how this affects the inference on the magnetic vector.
2. Sunspot Model
The calculations are based on the sunspot model of Landman and Finn (1979),
henceforth denoted by LF. This model is cylindrically symmetric with a magnetic
field structure derived from the 'similarity principle' of Schl_ter and Temesvary
(1958). More elaborate models are available, e.g. the 'return flux' model
(Flaa et al, 1982), but we have chosen the LF model for this initial study as part
of a broader investigation on net circular polarization, a topic which motivated
the work of LF.
In order to produce an emergent continuum flux consistent with observations
across sunspots LF introduced an empirically determined turbulent pressure term
into the equation of state. In their line transfer calculations another Evershed-
type flow was imposed along the magnetic field lines. These two velocity fields
were not physically consistent and LF indicated the need for improvements in the
modelling. Indeed a detailed MHD model of a sunspot, with an adequate treatment
of the difficult problem of energy transport, remains a goal with high priority. In
the spirit of LF's approach we use the LF thermodynamic structure which includes the
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effect of the turbulent velocity distribution. However Skumanich (1984) found that
their ordered velocity field was not able to explain the net circular polarization
data of Henson and Kemp (1984), a more satisfactory velocity model being that of
Auer and Heasley (1978). We use the latter which assumes an accelerating upflow
along the field lines with the flow velocity at all radii from the centre of the
spot being expressed as
v=-2/(1+ 5Tc)
where v is units of the Doppler width and Tc is the continuum optical depth.
3. Line Formation and Inversion
Theoretical profiles of the Stokes parameters (I,Q,U,V) were calculated for
normal emergence from the spot model at selected radii. The transfer equations
including magneto-optics were solved using the finite difference method developed
by LF (see Skumanich (1984) concerning corrections to this method).
The least squares inversion method has 8 fitting parameters:
(a) The thermodynamic parameters -
_0 = the line centre to continuum opacity (for zero damping);
B I (or 8) = the slope of the source function which is represented as a
linear function of optical depth x (i.e. Bv(T e) = B 0 +BIT with B = B08);
c c 1
AkD = the Doppler width;
a = the Voigt damping width in Doppler width units.
(b) The field parameters -
B = the magnitude of the magnetic field;
= the field inclination to the line of sight;
¢ = the field azimuth;
AI = the position of line centre.
v
The position AI is determined from the wavelength shift of the centroid of
the intensity line d_pth profile. In agreement with Auer et al we found this to
be the most reliable point about which to symmetrize the profiles. This corresponds
to the point which halves the equivalent width of the split line. Several neigh-
bouring wavelength points were tested on either side of A1 v and the results
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indicate that Al is in fact the optimal choice in the sense that it gives the o
smallest value fo_ the X2 of the fit. Typically we fit about 42 points at i0 mA
steps in the s_unmetrized profiles.
The magnetic field viewed along a vertical path through the spot model has a
constant azimuth. The Stokes profiles are computed in a reference frame X-Y
where this azimuth is zero; i.e. the X-axis is along the spot radius (c.f. Figure i).
Y" Y" Y
".. B,,
To spot _ ....
centre
line of sight %
along vertical
Fig. i. Profiles are calculated in the canonical frame X-Y. The magnetic field
B is at an angle @ to the line of sight and has zero azimuth relative to
X-Y; the velocity field V is parallel to B. X"-Y" is the frame in which
_" -_ ........_+_p_ted as the field azimuth, magneto-optics being neglected. X'-Y'
is the pseudo-canonical frame, @ being the azimuth of the _:_ _7_s_
magneto-optics.
We call this the canonical frame. In real data such a canonical frame will not
exist because of variations in field azimuth along the line of sight. At best one
could search for an approximation to the canonical frame which in some sense would
refer to the average field azimuth.
In the canonical frame the computed Stokes parameter U is non-zero owing to
magneto-optical effects; it would be zero in their absence. It is instructive to
rotate the "data" (I,Q,U,V) through an angle ¢" to a new frame X"-Y". The Stokes
vector in this frame is (I",Q",U",V") where, in particular,
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U" = U cos 29" - Q sin 29"
Auer et al chose 9" so as to minimise Z(U") 2, the sum being over the wavelength
points sampled in the profile. Then they ignored magneto-optics, interpreted 9"
as the field azimuth and restricted the fit to the Stokes parameters I", Q" and V".
Here we fit U" as well, allowing the azimuth to be a free parameter. Thus we
obtain a better estimate of the field azimuth @ relative to the canonical frame.
To be consistent with the way one would handle real observations we present graphs
of the "data" and the fits in the frame X'-Y' (c.f. Figure i) which is rotated
through @ relative to the X-Y frame. Since the model field azimuth is zero, @
is the azimuth error in the inversion; the ±180 o ambiguity is, of course, ever
present. We call X'-Y' the pseudo-canonical frame.
4. Field Gradient Effects
As noted above, the inversion recovers to machine accuracy the ME and constant
magnetic field parameters from profiles generated with the Unno-Rachkovsky solutions.
Prior to treating the fully variable sunspot model we test the effects of a velocity
gradient alone, and then a combination of velocity and magnetic field gradients.
The profiles are computed with ME parameters nO = 20 and B = 9 for a Zeeman
triplet with splitting equivalent to a line centred at wavelength 5303 _ with
o
Lande factor gj = 3. The Doppler width AXD = 35 mA and the damping width
a = 10-4 (i.e. essentially a Gaussian absorption profile).
(a) Velocity Gradient
The constant magnetic field input values are taken here to be averages over
the continuum optical depth range T = .05 to .5 in the LF model. In
Table I we present the parameter fits forCa sequence of radial positions r/rp
where r = 2.2xi09 cm is the penumbral radius for the LF model (see Skumanich,
1984). P
The field strength B and inclination _ are found to be determined to within
2%. Although significant errors in azimuth do occur for small @ values
(e.g. @ = -4.3 ° at _ = 4o), in most cases the symmetry breaking by the
velocity gradient has a negligible effect on the inferred magnetic field.
The error in the source function slope B is less than 3%, but the other ME
parameter nO is systematically underestimated by 15-20%, a result which heralds
difficulties for a meaningful interpretation of thermodynamic parameters derived
from real data. The Doppler width is overestimated by 8-21%, the error decreasing
as the field inclination _ increases. As expected, the velocity gradient induced
asymmetries are interpreted as additional random broadening in the symmetrized
profiles. The damping width is in error by as much as a factor of 27 but still
takes values typical of approximately Gaussian absorption profiles.
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TABLE I
Parameter fits for ME model
O
(_0 = 20, B = 9, AXD = 35 mA, a = 10 -4 ) with a velocity gradient.
r/r ¢ .05 .ii .23 .45 .68 .91
P
@ (deg)
@f (deg)
cf ( eg)
Bf
f
n o
f
a (xlO 4 )
3433 3370 3113 2223 1236 498
3432 3367 3100 2183 1214 498
4.0 9.0 17.8 33.0 43.5 51.7
4.1 9.2 17.8 32.4 43.2 52.1
-5.0 -4.3 -2.6 -0.6 0.3 0.5
8.73 8.74 8.79 9.04 9.18 9.33
16.70 17.05 17.51 17.04 17.55 15.67
42.5 42.5 41.8 40 8 _o o 37 n
• _U.U Jl-_
1.0 1.0 i.i 0.5 2.8 27.0
"P r = 2.2xi09 cm is the penumbral _radius
P
Here and in Tables lland III fits are indicated by the superscript f
(b) Velocity and Magnetic field Gradients
We now include gradients in B and @ provided by the LF model. The inversion
returns only a pair of values (B,@) which must be related to a particular depth
or range of depths in the atmosphere. This raises the complex issue of the depth
of formation of magnetically sensitive lines. To highlight the problem, consider
a Zeeman triplet formed in a purely longitudinal magnetic field. Suppose we
observe at line centre. As the field strength increases, the total opacity
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for the Stokes parameter I decreases and we see deeper into the atmosphere. In
the limit where the sigma components are completely separated, the total opacity
at line centre is equal to that in the continuum! Alternatively, if t 0 denotes
the total optical depth at line centre, then t0 ÷ _ as B ÷ _ Several
authors have considered methods of assigning depths _f formation to the Stokes
parameters (Rachko_sky, 1969; Staude, 197 2; Landi degl'Innocenti and Landi
degl'Innocenti, 1977) but their results are inconclusive. A promising new approach
discussed by van Ballegooijen (1984).
Despite the inherent ambiguities we adopt here the simple expedient of comparing
the fits (B,@) with values at _0 = 2/3.
The fits are shown in Table II. The errors in all parameters are similar to
those cited in the previous section, except at r/r = .05 where nO = 8.44,
................. _ value of The large azimuth error ¢ = -13.3 _ is
another indication of the poor fit one can expect at small @ values.
TABLE II
Parameter fits for ME model (q0 = 20, B = 9, AX D = 35 m_, a = 10 -4 )
with velocity and magnetic field gradients.
r/r
P
O (deg)
Cf (deg)
cf (deg)
6f
f
_0
a f (×10 4)
•05 .ii .23 .45 .68 .91
3442 3386 3109 2230 1271 560
3436 3370 3078 2188 1247 557
4.0 9.0 17.8 33.0 44.0 52.0
5.3 9.2 17.8 32.4 43.8 52.5
-13.3 -4.2 -2.6 -0.8 +0.3 +0.4
9.10 9.01 8.98 9.04 9.19 9.50
8.44 17.40 17.68 16.85 17.50 15.80
50.1 42.5 41.9 41.0 38.8 37.9
1.0 0.I 1.0 1.0 1.6 32.
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5. Fully Variable Spot Model Calculations
Section 4 focused on field gradients without the confusion of gradients in
atmospheric conditions affecting nO, the source function and the Doppler width.
We add this new level of complexity by computing Stokes profiles for a Fe I
line of the type considered by LF. The data for the LTE calculations are: iron
abundance relative to hydrogen, 10-4"4; ionization potential, 5.25 eV; excitation
potential, 3.28 eV; central wavelength, 5303 _; oscillator strength, gf = i;
Land_ factor, gj = 3. Lines with different excitations, strengths and splittings
were also tested but details are not given since they gave similar results.
Figure 2 shows profiles in the pseudo-canonical frame (X'-Y') at the radial
position r/r = .23 where the fits to (B,@,¢) are (3058 G, 17.6 ° i.i °) The
model profile_ are the full lines and they exhibit asymmetries common to all our
calculations. In particular the V profile has a blue shift and a blue enhanced
asymmetry, though the latter feature is not evident on the scale of the figure.
The implications of such properties of V for the study of net circular
polarization are discussed by Skumanich (1984) and Ribes et al (1984). The
dashed lines are the fits to the symmetrized profiles. Note that the U Stokes
parameter is positive at all wavelengths. This is an indication of the fact
that the field azimuth is indeed estimated accurately, the pseudo-canonical frame
almost coinciding with the canonical frame.
The wavelength shift &l of the symmetrized profiles provides an estimate
of the average velocity fiel_. This shift is derived by locating the centroid of
the intensity line depth profile. An alternative velocity measure is the shift
of the zero-crossing of the V profile (e.g. Giovanelli, 1970). In all cases
we found the two shifts to coincide, and this is clear in Figure 2. However
there is a significant displacement between the apparent centre of the model Q
profile and th_ u_mtre of _ Q _+ (+_ l_++_ of r_e has a shift At )
We shall not detail specific values here, but simply note that velocities v
inferred from shifts of the bisector of the Q peaks for example are system-
atically greater than those obtained from A1 . The velocity increases with
V
height in the sunspot model and such differences may indicate that the depth of
formation for Q is separated from that for I and V. There could be a
possible way of extracting velocity gradients from such comparisons. One important
point has emerged from preliminary investigation of this phenomenon: i0 m_
sampling of the profiles is not always adequate to resolve accurately the Q o
shift from the (I,V) shift, and one must sample at smaller intervals, say 5 mA.
To decide whether or not it is warranted to pursue this potentially new diagnostic,
with its demand for high spectral resolution, will require more detailed modelling
studies.
Profiles referred to the frame X"-Y" are shown in Figure 3 for r/r = .34.
The angle of rotation is ¢" = 11.6 °, which would be the assumed field a_imuth
if magneto-optics were neglected. Note that at wavelengths near line centre the
Stokes parameter U" is negative. Such negative values in real data might be
regarded as pathological, but they are simply the result of "cross-talk" between
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Fig. 4. The same Stokes profiles as in Fig. 3. relative to the pseudo-
canonical frame X'-Y'.
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the Q and U linear polarizations. When rotated to the pseudo-canonical
frame (Figure 4) the profile U' is positive at all wavelengths, as expected
from the small azimuth error ¢ = .2o obtained at this radial position. The
parameters Q" and Q' in the respective frames differ only slightly, while
I' = I" and V' = V" since these two Stokes parameters are invariant under
rotation of reference frame.
Details of the fits are given in Table III. Because of problems with the
thermodynamic structure near the axis of the LF model (see discussion by
Skumanich (1984)), we have restricted the analysis to r/r 2 .23. Except for
the source function slope BI, the parameters are compare_ with model values at
t 0 = 2/3. As in the ME model results, the magnetic field vector is very well
determined (differences of less than a few percent for B and 4; and
I¢I _ 2o)- Also the slope B 1 is closely correlated with the average slope
from w = .05 to .5 (differences ranging over 6-38%) The Doppler width isc
overestimated by 5-22%, while the damping width is severely overestimated at
large values of ¢ (e.g. by a factor of 135 at ¢ _ 52o).
It may be too resptrictive to compare the _0 fit with a value at a single
depth in the atmosphere, but the huge differences (underestimates by factors as
high as 9) are not atypical over the range of depths where the line is formed.
Clearly n0 is a convenient intermediate parameter leading, in particular, to a
good estimate of the magnetic vector. However its value as a diagnostic of
thermodynamic structure must be seriously questioned.
Simultaneous observation of magnetically sensitive and insensitive lines is
often suggested as way to disentangle magnetic structure from thermodynamic
........... T_ t_o _+_y_ +_ _bi_uities associated with the fit to n0 can
be rather well illustrated thus. Consider two situations, one where the Fe I
line has a Lande factor /g_p==0_ the other where gj = 3. Inversion ofprofiles calculated at r .45, for example, give the following n0-fits:
for gj = 0, n0 = 6.9; for gj = 3, nO = 4.5. The other parameters (BI, A_D, a)
were not significantly different in the two cases. The important point is that
the _0 of the magnetically insensitive line exceeds that of the sensitive line
by over 50%. This implies that any attempt to calibrate the thermodynamic
parameters of a sensitive line using those from an insensitive line must be
treated with caution.
317
TABLE III
Parameter fits for fully variable sunspot model
o
and archetypal Fe I line at 5303A
r/rp
BI*
f
B 1
no
f
n o
o
A_.D (mA)
f
A_D
f
a (×104)
.23 .34 ,45 .57 ,68 .80 .91
3120 2701 2230 1738 1269 872 563
3058 2678 2228 1737 1271 870 561
17.7 25.9 33.0 39.0 44.0 48.5 52.0
17.6 26.9 34.7 38.9 44.3 48.1 52.2
i.i 0.2 -1.8 -2.1 -i.i -0.9 -0.5
0.76 2.14 2.09 1.38 2.62 4.32 4.03
0.47 1.63 1.96 1.52 1.99 3.13 3.64
13.0 ii.7 20.6 23.3 27.9 18.7 8.8
4.9 2.7 3.8 6.1 2.9 2.1 1.4
36.2 36.8 35.9 35.6 35.5 36.3 37.1
44.8 41.9 41.1 40.0 39.8 38.6 39.8
48 i I .4 18 103 135
* B
f
1 and B 1 are in units of
10 -5 erg cm -2 s-I sr -I }Iz-I
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6. Conclusion
The HA0 computer code for least squares fitting of Stokes profiles is a
powerful and reliable diagnostic tool, even though it is limited by the
assumptions of a static Milne-Eddington model atmosphere and constant magnetic
vector. In this study profiles distorted by velocity gradients were symmetrized
prior to fitting, though it is possible to fit the entire asymmetric profile
(Lites and Skumanich, 1984b). Our model calculations show that this symmetri-
zation has negligible effect on the quality of the fit to the magnetic field
parameters. In most cases the field strength B and inclination @ to the
line of sight are determined to within a few percent. The field azimuth ¢
is accurate to ~ 1-2 ° except when the field is nearly longitudinal; then large
errors _ i0 ° can occur.
The symmetrization introduces an artificial random broadening into the
profiles leading to an overestimate of the Doppler width of up to ~ 20%.
Since we have restricted the calculations to essentially Gaussian absorption
profiles it is not possible to comment definitively on the role of the damping
width. The source function slope agrees well with average values, always being
within a factor of 2.
The most significant result for the thermodynamic structure is the extremely
poor fit to nO, the line to continuum opacity at line centre. It can be
underestimated by as much as a factor of 9 when comparisons are made at
particular depths in the atmosphere.
These conclusions must be tempered by the realisation that it is very
difficult to decide on an optimal way to assign a depth of formation for a
magnetically split line. Perhaps van Ballegooijen's (1984) approach may be
useful here.
Subject to this caveat the general impression is that one can confidently
derive the magnetic vector from Stokes profiles (at least of lines formed in
LTE), but that the thermodynamic structure in a magnetic region is far more
elusive. Note that we have ignored several important effects, e.g. unresolved
fine structure, scattered light and instrumental noise. These may degrade the
fits to both magnetic and thermodynamic structure, but are not expected to
affect the relative performance of the inversion, i.e. the derived magnetic
structure should still be the more reliable.
No doubt it will be necessary to do detailed LTE and non-LTE modelling
along with profile inversions in order to try to resolve these issues as they
arise in real data. To this end we are developing a "user-friendly" computer
code for general non-LTE transfer calculations in a magnetic field (Durrant,
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et al, 1984). At the same time it is important to extend the inversion
method to source functions with a non-linear dependence on optical depth so that
strong chromospheric lines may be analysed.
Finally, we have hinted at the possibility of using relative displacements
of the V and Q profiles to infer velocity gradients. Again this demands
a thorough investigation of the theory of depth of formation of Stokes profiles.
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CONTRIBUTION FUNCTIONS FOR ZEEMAN-SPLIT LINES,
AND LINE FORMATION IN PHOTOSPHERIC FACULAE
A.A. van Ballegooijen
Lockheed Palo Alto Research Laboratory
ABSTRACT
The transfer of polarized light in an inhomogeneous stellar
atmosphere, and the formation of magnetically sensitive spectral
lines, are discussed. A new method for the solution of the transfer
equations is proposed. The method gives a natural definition of the
contribution functions for Stokes' parameters, i.e. functions
describing the contributions from different parts along the
line-of-sight (LOS). The formalism includes all magneto-optical
effects, and allows for an arbitrary variation of magnetic field,
velocity field, temperature, density, etc. along the LOS.
To illustrate the method I discuss the formation of FeI _ 5250.2
in photospheric faculae. A potential-field model of a facular
element is presented, and spectral profiles and contribution
functions are computed for the Stokes parameters I, Q, and V.
I. INTRODUCTION
The use of spectral lines to determine the thermodynamic and
magnetic structure of the solar atmosphere often requires knowledge
of the position along the LOS from where the light, observed at a
certain wavelength, originates. For non-magnetic lines, the mean
height-of-formation can be computed from a model of the atmosphere,
since the emergent intensity at each wavelength can be expressed as
an integral over height h of the contribution function:
I
Ci(h) = _ {_c(h)B(h)+X_(h)S(h)} exp[-T(h)].
Here B(h) is the Planck function, S(h) is the line
x_(h) and X c(h) are the line- and continuum
length), T(h) is the sum of line- and continuum
measured along the LOS, and _ = cos @
vertical direction.
(i)
source function,
opacity (per unit
optical depth as
defines the angle with the
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It is not obvious how to extend this definition to magnetically
sensitive lines. In this case the variations of the four Stokes
parameters I, Q, U, and V along the LOS are described by four coupled
differential equations (e.g. Landi Degl'Innocenti and Landi
Degl'Innocenti, 1972). In general these couplings seem to prevent
us from writing the emergent intensities as simple integrals over
height (for an iterative solution see Staude, 1969). Analytical
solutions to the transfer equations can be obtained only for simple
models of the line-formation process, in which the magnetic field is
either weak (Landi Degl'Innocenti and Landi Degl'Innocenti, 1973), or
nearly constant with height (Unno, 1956; Kjeldseth-Moe, 1968; Landi
Degl'Innocenti and Landi Degl'Innocenti, 1977). These models do not
give a good description of the strong, inhomogeneous magnetic field
present on the sun. For more realistic models of magnetic- and
atmospheric structure the radiative transfer equations must be solved
by numerical integration (Beckers, 1969; Stenflo, 1971; Wittmann,
1974, 1977; Landi Degl'Innocenti, 1976). A disadvantage of the
numerical method is, however, that all information about contribution
functions and height-of-formation is lost.
In Sect. 2 I show how the four coupled transfer-equations may be
formally integrated, leading to a general definition of the
contribution function for each Stokes parameter. The solution is not
restricted to certain magnetic- or atmospheric models, and includes
magneto-optical effects.
In Sect. 3 I discuss the application of my method to a model
photospheric faculae.
of
2. FORMAL SOLUTION OF TRANSFER EQUATIONS
The tranport of polarized
spectral line is described by the matrix equation:
I
d Q
=
V
light in a magnetically sensitive
"B+?IS
9us
. ?V S .
'(1+9I) +_G_ _U % I'
9,,-
, (2)
where I(_c) , Q(Te), u(_c), and V(T c) are the Stokes parameters at a
certain wavelength in the line, and Tc is the continuum optical depth
as measured along the line of sight. The quantities _ , 9_ , _u ,
and _v are ratio's of the line opacity in each Stok4§ parameter and
the continuum opacity, while _ , _u ' and _V describe
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magneto-optical effects. The _ 's and _'s are functions of
continuum optlcal depth To, and of wavelength in the line_ they can
be computed if the variations of magnetic field, temperature,
density, etc. along the line of sight are known (e.g. Landi
Degl'Innocenti, 1976). The emergent intensities I(0), Q(0), U(0),
and V(0) can be computed by integrating Eq.(2) numerically. The
integration starts at a large optical depth, and proceeds towards
smaller depth.
The symmetries and antl-symmetries in the real-valued
4 x 4-matrix of Eq.(1) represent a certain redundancy in the
formalism. This redundancy is removed by using Jones-calculus, in
which the polarization state of the light, and the absorption- and
emission properties of the medium, are described by complex 2X 2
matrices. I define the matrices D(_c), A(T_) and F(_¢) by:
I [I+Q U+iV= , (3)
v z Lu-iv I-Q
and
A - l+ E%j'
, (%+i9,)s]
where the complex quantities _ are defined by:
(4)
(5)
_.-- 9,,-i_.. (6)
Note, that the matrices D and F are hermitian, while A is not. D(_ c)
describes the polarization state of the light. A(_ c) is the Jones
matrix (per unit optical depth in the continuum), and describes
absorption-, polarization- and birefringent properties of the medium.
F(_ c) is the source-function matrix. The transport equations (2) can
now be written in the form:
d-_ ffiA D + D A'
where % denotes a
transposition).
- F, (7)
hermitian conjugate (complex conjugation plus
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To solve Eq.(7) I introduce the Jones matrix T(_c) for the
entire atmosphere above the level T=, which can be found from the
differential equation:
_--_ = A(_¢) T(_ c), (8)
and the boundary condition that T(0) at To=0 is the unit matrix.
hermitian conjugate of T satisfies the equation:
dT t )t
I also introduce a matrix E(_c), related to D(r¢) by:
(g)
The
D = T E T + (105
Inserting this into Eq.(7), and using Eqs. (8) and (9), I obtain the
following equation for E(T¢):
d__ = _ (T)-I F (T%)-! (ii)
dr c
Since E(_ c) does not appear on the RHS of Eq.(ll), and since the RHS
vanishes for large optical depth (due to the exponential increase of
T and T*), the matrix E(0) at _ = 0 can be found by direct
integration of Eq. (II) over optical depth. However, E(0) = D(0),
since T(0) is the unit matrix• The matrix D(0), which describes the
Stokes parameters emerging from the atmosphere, can therefore be
-- _-,_-_-r_l nver depth:written as =** ..... =.....
oo
D(0) = (T) F (T#) -I dT_. (12)
O
The argument of this integral,
cCTc) ---(T)-! F (T+) -I , (135
is nothing but the contribution function of the matrix D(0). The
contribution functions for the emergent Stokes parameters I(0), Q(0),
U(05 , and V(0) can be found directly from the components of the
C-matrix:
CI(_ c) : Cil (_c) + Czz(_cS'
Ce(_ c) : C_j (re) - Czz(T c),
Cu(_ ) = C (Zc5 + (_c),c IZ CZI
(145
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CvCZ = - cz,cz )]
These are contribution functions per unit continuum optical depth.
To obtain the contribution functions per unit height, Eqs.(14) must
be multiplied with _c/_ .
To compute the C(Tc)-matrix we first have to solve differential
equation (8) for T(T_). In general this must be done numerically,
e.g. using the Runge-Kutta method. The integration starts at _ =0,
and proceeds to _ larger optical depth. Note, however, that the
integration now involves eight coupled equations, since each
component of the T-matrix has a real and an imaginary part. In
contrast, the traditional method of Eq.(2) involves only four coupled
equations. Thus in order to retain information about contribution
functions it is necessary to solve a larger system of equations.
After the contribution functions of Eq.(14) have been computed, the
emergent intensity and polarization can be found by integration of
these functions over depth.
It should be pointed out that it is not strictly necessary to use
Jones-calculus in order to derive a formal solution of the form (12);
a procedure similar to the one above can be applied directly to
Eq.(2). However, because of the redundancy in the 4x4 matrices, we
then obtain a system of sixteen coupled equations. I conclude that
the description in terms of complex 2X2 matrices is more efficient.
3. PHOTOSPHERIC FACULAE
3 .i INTRODUCTION
In the following I present some preliminary results of a study
that applies the method of Sect. 2 to a model of photospheric
faculae. The small-scale magnetic field of the sun outside sunspots
is concentrated into facular elements, or flux tubes, that have
typical sizes on the order of a few hundred kilometers, and
fieldstrengths of about 1500 gauss (Stenflo, 1973; Harvey, 1977;
Zwaan, 1978). Faculae probably consist of vertical flux tubes that
are pushed close together by flows in the convective zone below. To
first approximation these flux tubes can be considered magnetostatic
structures (Spruit, 1976a,b). The magnetic field is contained by a
gas-pressure difference between the inside and the outside of the
tubes. This pressure difference is a result of the so-called Wilson
depression of the levels of constant optical depth inside the tubes,
relative to those of the surrounding photosphere. The outward
decrease of gas pressure causes the magnetic fieldlines of a flux
tube to fan out with height, away from the vertical axis of the tube.
Higher up, in the chromosphere and corona, the fields of different
faculae merge, and fill the available volume. Waves travelling
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upward along flux tubes are believed to play an important role in the
heating of the higher atmosphere.
To determine the 3-dimensional structure of photospheric
faculae, it is necessary to compare high-resolution observations of
these features with predictions based on physically realistic models.
The purpose of the present study is to construct a model of an
isolated flux tube, and to predict what this structure would look
like, when observed with a spectrograph or filtergraph at high
spatial resolution.
3.2 FLUX TUBE MODEL
Instead of a more realistic flux-tube model, in which the
magnetic field is cylinder-symmetric around a vertical axis, I use
here the more simple, 2-dimensional model of a flux sheet, in which
the magnetic vector lies in vertical x-z planes, and is independent
of the horizontal y-coordinate (z = -h measures depth relative to the
level "_"o.5" =I; "5"o._- is the continuum optical depth at k =0.5 _m).
The flux sheet has boundaries at x = -R(z) and x = +R(z), outside of
which the gas is field-free (R(z) is the depth-dependent "radius").
The field inside the boundaries is assumed to be a potential field,
so that all electric currents (in the y-direction) are concentrated
at the two boundaries. It follows from Ampere's law that the current
density per unit length along the boundary is equal to (4K/c)Bo(z),
where Bo(Z ) is the fieldstrength just inside the boundary. I assume
magneto-static equilibrium, so that the gas pressures p6 (z) and pe(z)
inside and outside the sheet are both independent of x. At the sheet
boundary there is a jump in gas pressure, equal to pe(z)-p_ (z) =
[Bo(z)]Z/8K .
To determine the location R(z) of the sheet boundary for given
Bo(z), I use the following iterative method. All currents are
located at the boundary, so the vector potential A(x,z) of the
magnetic field inside the sheet can be expressed as an integral over
the boundary surface. For an assumed shape R I (z) the vector
potential A I(z) on the boundary x = +R, (z) is computed. The assumed
shape is correct only if Al(z) = constant, so that fieldlines do not
cross the boundary. If A l(z) is not constant, the difference with
the z=0 level, IkAl(z) = Al(z) - AI(0), is used to correct the
boundary shape: R_(z) = R l(z) - AA l(z)/Bo(z ). Note, that the
radius at z=0 does not change, so that R(0) is a free parameter of
the model.
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Fig.l Temperature as function of depth in facular model
The temperature structure of the model is shown in Fig.l. Curve
1 gives the temperature far away from the sheet boundary, adopted
from model C of Vernazza et al. (1981) and the convectlve-zone model
of Spruit (1976a). Curve 3 gives the temperature on the mid-plane
x=0, taken from one of the flux-tube models (model 2) of Spruit
(1976b). Spruit's model assumed a tube radius R(0) of 84 km, and a
Wilson depression of i00 km, but actually his model was computed for
a flux tube with cylindrical geometry. I use this model here only to
illustrate the method, and I do not imply that it gives a realistic
description of faculae. The gas pressures pe(Z) and p L(z), necessary
to compute the magnetic field, were round by solving the
hydrostatic-equilibrium equation for the temperature models of curves
1 and 3. A vertical cross-section of the flux-sheet is shown in
Fig. 2; the level _o._ = 1 is indicated by horizontal lines.
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Fig.2 Pieldlines of facular model, and three lines-of-sight
Curve 2 of Fig.1 gives the wall temperature of the gas just
outside the sheet boundary (also taken from Spruit, 1976b). This
model, and the hydrostatic pressures computed from it, were used for
the radiative transport calculations described in the next section.
Although the use of two different external models is not consistent
with our assumption of hydrostatic balance, the rationale behind the
approach is that the external pressure, p_(z), is determined mostly
by the mean stratification of the a_mosphere, and not by the
immeadiate--surroundings of the flux tube. The temperature reduction
in the wall with respect to the mean atmosphere is important,
however, for computing realistic intensities of the light emitted by
the wall.
3.3 FORMATION OF FeI_5250.2
In Fig. 2 three lines-of-sight (LOS), that lie in the x-z plane
and make an angle of 25 ° with the vertical, are also shown. The
full-drawn line intersects the To.f =1 level in the interior of the
flux sheet, while the dotted- and dash-dotted lines cross the left
boundary of the sheet at z=+50 km and z=-200 km. Spectral profiles
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of the line FeI _ 5250.2 were computed in LTE for each LOS. The
results are shown in Fig. 3, normalized according to the continuum
intensity for each LOS. The dashed curve in Fig. 3a is for a LOS in
the "quiet" sun away from the flux sheet, although it was still
computed with the wall model (curve 2 of Fig. i). The continuum
intensities for the full-, dotted-, and dash-dotted LOS were
respectively 1.37, 1.32, and 1.03 times the "quiet" value.
Micro-turbulent velocities inside and outside the sheet were taken to
be 1 km/s, and macro-turbulence was neglected. Systematic flows were
also neglected, so that the wavelength-profiles of I, Q, and U are
symmetric, while the profiles of V are anti-symmetric.
Figs. 4a, 4c, and 4e give the contribution functions for the
intensity, as measured at line center, in the line wing (_ =30 m_),
and in the continuum, respectively. The curves are normalized to
their peak value. The dashed curves again refer to a LOS outside the
flux sheet. Figs. 4b and 4d give contribution functions for linear-
and circular polarization, measured respectively at line center and
in the line wing, where these signals are strongest. In this case
the normalization is according to the integral over each curve.
The dashed curve in Fig. 4a shows that the line-center intensity
in the quiet sun is formed over a large range in depth, from about
z=-400 to z=0 km (also see Lites, 1972). For the dash-dotted and
dotted LOS I find a large jump in the contribution function at the
level where the LOS crosses the wall: because of the lower opacity
in the interior, most of the light comes from the external medium
behind the wall. The full curves in Figs. 4a,c,e are nearly
identical because the spectral line is so weak in the interior of the
flux sheet (cf. Fig.3a).
Figs. 4b and 4d show that the contribution functions for Q and v
change sign in the line-forming region. This is due to the fact that
Q, U, and V measure intensity differences between two orthogonal
modes of polarization (e.g. left- and right circular polarization for
V). The opacity in these two modes is generally not equal, so that
each mode is formed at a different depth in the atmosphere. Since
the modes give opposite contributions to the difference signal, the
contribution functions of Q, U, and V consist of a positive and a
negative peak that are displaced in depth. The peak at larger depth
is larger than the one at smaller depth because the Planck function
increases with depth in the photosphere. Thus in LTE the observed
polarization is due to the temperature gradient in the atmosphere.
4. DISCUSSION
It was shown that, for the case of polarized light, a formal
solution of the transport equations can be obtained. This leads to a
natural definition for the contribution functions of Stokes
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parameters. The present formalism includes non-LTE effects due to
scattering, but only in the simplest approximation, in which the
scattering is isotropic, with complete redistribution in frequency
and polarization. Differences in population between the sublevels
with different m quantum numbers in each atomic level (atomic level
polarization) have also been neglected. The formalism seems adequate
for the description of most non-resonance lines in the photosphere
and low chromosphere, in particular the lines of neutral atoms
frequently used in magnetic studies.
The facular model indicates that the effects of the walls are
important not only for the continuum (Spruit, 1976b), but also for
the formation of spectral llnes. Thus one-dimensional models (e.g.
Unno's equations) are not adequate to interpret the observation. A
detailed comparison between models and observations is necessary to
determine the thermodynamic structure of faculae.
This work was supported by Lockheed's Independent Research
program.
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EFFECT OF POLARIZED RADIATIVE TRANSFER ON THE HANLE MAGNETIC
FIELD DETERMINATION IN PROMINENCES: ANALYSIS OF HYDROGEN
Hot LINE OBSERVATIONS AT PIC-DU-MIDI
V. BOMMIER,* E. LANDI DEGL'INNOCENTI,** J. L. LEROY,*** and S. SAHAL-BRECHOT*
*Observatoire de Paris-Meudon, 92190 Meudon, France
**lnstituto di Astronomia, Universita di Firenze, 50125 Firenze, ltaly
***Observatoire du Pic-du-Midi et de Toulouse, 31400 Toulouse, France
Abstract. The linear polarization of the Hydrogen Hot line of prominences has been computed, taking
into account the effect of a magnetic field (Hanle effect), of the radiative transfer in the prominence,
and of the depolarization due to collisions with the surrounding electrons and protons. The corresponding
formalisms are developed in a forthcoming series of papers. In this paper, the main features of the
computation method are summarized. The results of computation have been used for interpretation in
term of magnetic field vector measurements from Hot polarimetric observations in prominences performed
at Pic-du-Midi coronagraph-polarimeter (Leroy, 1981). Simultaneous observations in one optically thin
line (He I D3) and one optically thick line (Ha) give an opportunity for solving the ambiguity on the
field vector determination.
I. Introduction
The linear polarization of the Hydrogen Hot line of solar prominences has been measured in the
recent past by Leroy (1981) simultaneously with the He I D3 polarization, with the aim of obtaining a
complete determination of the magnetic field vector by means of the interpretation of the Hanle effect.
As a matter of fact, two lines are necessary for the determination of the three components of the field
vector, as one line provides only two measured parameters.
Theoretical and computational works have first been devoted to the Hanle effect in the He I D 3
line (Bommier and Sahal-Br_chot, 1978, Bommiex, 1980) and of its two components (Landi degr
Innocenti, 1982), and quantitative interpretation of linear polarization measurements of He I D 3 has
followed (Leroy et al., 1983, 1984, Athay et al., 1983). After that, the interpretation of the Hydrogen
Hot measurements has raised a number of new physical problems contrary to He I D 3 which is optically
thin: In-st, the optical thickness of prominences in Hot is "-" 1 (Landman and MongiUo, 1979; Engvold,
1978), and the effect of radiative transfer on the linear polarization has to be taken into account.
Secondly, owing to the large collisional dipole interaction between the quasi-degenerated levels n, l, ] and
n, l+1, ]' of Hydrogen with the surrounding electrons and protons, the corresponding collisional rates can
be large (cf. linear Stark effect in hydrogenic line broadening). The collisional transition probabilities are
in fact of the same order of magnitude, for the electronic densities of interest in prominences as the
radiative transition probabilities; thus, collisional depolarization has to be taken into account in the inter-
pretation of linear polarization measurements.
In this paper, we summarize the main features of the method which we have used for computing
the linear polarization of the Hot line of prominences in the presence of a magnetic field. The correspond-
ing formalisms and basic assumptions are developed in a forthcoming series of papers.
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II. The Prominence Model
In a recent series of papers, one of us (Landi degl'Innocenti, 1983a,b) has presented a very general
formalism on the physics of generation and transfer of polarized radiation in spectral lines. By means of
this formalism, it is possible to address a large variety of problems, including the one that is the subject
of the present paper, by coupling the radiative transfer equations for polarized radiation to the statistical
equilibrium equations for the density matrix elements of a multi-level atomic system. The application of
this formalism to the present problem would then require: a) writing the equations of radiative transfer
for Hydrogen fines and continua for each direction across the prominence; b) writing the statistical
equilibrium equations for the density matrix elements of the Hydrogen atom for each point in the
prominence; c) finding the self-consistent solution of the coupled set of equations. This kind of approach,
though possible in principle, would however require the solution of a system of equations with such a
large number of unknowns that even the fastest computer now available would be inadequate.
In the light of these arguments, it is then necessary, at the present time, to fred the solution of the
problem through a perturbative method based on the fact that the fractional polarization, as observed
in prominences, is always very small (< i0-2).
In a first step, which is the zero-order step, the conventional non-LTE problem of Hydrogen-line
formation in prominences, is solved, following for instance Heasley and Milkey (1976, 1978). These
models have been obtained by solving the coupled equations of radiative transfer and statistical
equilibrium for a semi-inf'mite slab standing verticallb, on the Sun's surface. The basic assumptions used in
these models are the following: the Lyman lines are optically thick across the prominence so that they
can be considered in detailed balance; all the other lines are optically thin and in particular Hot; the
Lyman continuum is optically thick, while the subordinate continua are optically thin. However, accord-
ing to these authors, the nomLTE _e!'at!cn _- fer *.!o-.h_ o_nd _m_m!te cy_-'.de_ are "-_!t'-'oJ-!y,.'dent,.'co_; there-
fore, as on one hand a real prominence would probably be composed of many such threads separated t_y
hot coronal gas, and on the other hand the observed Ha line is not optically thin, it must be assumed
that several of these threads are present along the line-of-sight. In fact, Heasley's computations show
that the source function in the Ha line in one isolated thread has the same value as the mean photo-
spheric intensity at the thread bottom; therefore, we assume that the presence of surrounding threads
will not strongly modify the source function in the Ha line.
However, if Heasley can state that slabs and infinite cylinders give practically the same results for
intensity ratios in line pairs, the same model does not hold for polarization observations. It seems then
more appropriate, for the interpretation of polarimetric observations, to retain from Heasley's models
only those quantities that are less sensitive to geometrical effects and to model the prominence geometry
a-priori. The least parameter-dependent model which can be found is the infinitely sharp model, where
the prominence is represented by a collection of threads standing vertically on the solar surface. The slab
extends infmitely in the y and z directions (Fig. 1) and is characterized by a f'mite value r o of the optical
depth at the center of Ha measured across the prominence. The infinitely sharp assumption means that
the optical depth r 0 is much smaller than the optical depth r 1, irrespectively of the height. In other
words, the prominence bottom is so small that the bottom of the prominence is always seen as an
infinitely sharp line from any height in the prominence.
It results from analytical calculations using a very simplified model of the Hydrogen atom (Bommier
and Sahal-Br_chot, to be published), and from numerical tests, that the linear polarization of the Ha line
depends only on the ratio S(Lyfl)/S(Lya) of the source functions in the prominence. The Ha polarization
depends obviously also on the source function S(Ht_) and on the anisotropy of the radiation in this line.
In the Heasley's series of models, S(Lyfl)/S(Lya) and S(Ha) are in fact nearly independent of the geo-
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metrical parametersof the model. Therefore,using
their values,the tensorcomponentsof the radiation
field havebeencomputedin eachpoint of a grid of
pointsin the prominence:
Fig.1
_biJ(X)§ d_2 -_ -_= m I(X,a) Eij(I2 ) ; (ij) = (x,y,z)4_
where Eij(I2) is a 3x3 geometrical tensor defined
by:
1 [(_l)i (_'1 +Eij(_) = : )j (_2)i (_'2)j]
and el and e 2 are two unit vectors perpendicular to the direction I2. X is the wavelength of one of the
nearly optically thin lines (Hot,I-I_,Pot). For those directions that are not coming from the solar photo-
sphere, one has:
for the other directions:
-r X
IQ,,_) = So(X)[1 - e ] ;
I(X,K2) = So(X ) [1 - e ] + Io(X,K2) e ,
where So(X ) is the source function and Io(X,_) is the photospheric intensity in the _ direction. As
for the optically thick Lyman lines, the radiation field in the prominence is isotropic and the tensor is
a diagonal matrix.
III. Computation of the Hot Linear Polarization
The next step is to solve the statistical equilibrium system of equations for the atomic density
matrix (Bommier and Sahal-Br_chot, 1978, Bommier, 1980, Landi degl'Innocenti, 1982). The radiation
field tensor defined in the preceding section is nothing more than the incident photon density matrix
which has to be coupled to the atomic density matrix, in the presence of a magnetic field.
The atomic density matrix of the Hydrogen atom has been expanded over a basis which diagonalizes
the fine-structure and the magnetic field interaction. The validity of the computation is then extended up
to field strengths of 100 Gauss. The hypert'me structure also has been taken into account in a preliminary
calculation, but turns out to be negligible with respect to the measurement inaccuracies.
The statistical equilibrium results from radiative transitions and also from transitions between free-
structure levels n,l,] and n,l+l,] ' due to collisions with the surrounding electrons and protons. The
corresponding collisional rates are of the same order of magnitude as the radiative rates, for typical
electronic densities of prominences, owing to the large dipole interaction between the quasi-degenerated
levels in Hydrogen. We have computed the collisional transition probabilities with a semi-classical per-
turbation method, in the impact approximation which is valid at typical electron densities in prominences.
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The effect of collisionswith protonshasbeenfound to be I0 timeslarger than the effect of collisions
with electrons.Owingto the isotropic distribution of electronsand protons,the effect of collisionsis
to decreasethe anisotropyin the Zeemansublevelswhich is responsiblefor the polarizationof the
emittedradiation.
The statisticalequilibriumequationshavebeensolvedfor the levelsn=l to n=3 for computations
of the Ha polarization.The effect of radiativecascadesfrom upper levels,which is important for line
intensity computationsasshownby Heasleyand Milkey (1978),hasbeenfound not to be importantfor
polarizationcomputations,andcanbeneglected.
The computationgivesthe elementsof the atomicdensitymatrix for eachpoint of the grid. The
4x4 absorptionmatrix and the emissionvector, which enter the radiativetransferequationsin matrix
form (Landidegl'Innocenti,1983a,b),arederivedfrom theatomicdensitymatrix. The transfer equation for
polarized radiation is then numerically solved and the Hot emitted polarization is obtained.
IV. Results of Computation
Figure 2 displays the integrated intensity emitted in Ho_ as a function of the optical thickness along
the line-of-sight r L computed from our model. The agreement between the theoretical curve and the
observational results of Landman and Mongillo (1979) and Engvold (1978), reflects, as expected, the
differences already discussed by both observers, between these observational results and the results from
Heasley's series of models.
Figure 3 shows the degree of linear polarization in zero magnetic field as a function of the
integrated intensity E(Ha), for various angles 0 L between the prominence long axis and the line-of-sight.
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Fig. 2. Integrated intensity emitted in Ha as a func-
tion of optical thickness along the line-of-sight.
o:empirical values deduced by the interpretation of
line-profile measurements (Landman and Mongino,
1979); x:value estimated from line intensity ratios
measurements.
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Fig. 3. Linear polarization degree in zero magnetic
field as a function of the emitted intensity in Ha,
computed for a height of 60 arc sec above the solar
limb and for various angles 0 L between the line-of-
sight and the prominence long axis. o: Ha linear
polarization measurements in the same altitude
range (Leroy, 1981).
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The computationshavebeendonefor a typical heightof 60 arc secabovethe limb. The depolarization
due to increasing optical thickness along the line-of-sight is clearly shown, in agreement with the
behaviour of observational data (Leroy, 1981, Fig. 5 of that paper); it should be reminded, however, that,
in the observed polarization, the depolarizing effect of the magnetic field is also involved.
In the presence of a magnetic field, the degree of polarization is decreased and the polarization
direction is rotated from the polarization direction in zero magnetic field. These are the main features
of the Hanle effect. This can be represented in diagrams where the abscissa is the rotation of the polariza-
tion direction and the degree of polarization, normalized to the polarization degree in zero magnetic
field, is the ordinate. The diagrams given on Fig. 4 have been computed for an optical thickness in Hol
r L = 2 along the line-of-sight, and an angle 0 L = 30 ° between the line-of-sight and the prominence long
axis. The magnetic field is assumed to be horizontal. The field azimuth is referred with respect to the
line-of-sight and two opposite values of the azimuth angle correspond to two symmetrical field vectors
with respect to the line-of-sight. The two diagrams given on Fig. 4 correspond respectively to positive
and negative azimuth angles of the magnetic field• By comparing these two diagrams, it can be seen that
two field vectors symmetrical with respect to the line-of-sight have not the same effect on the Ho_ linear
polarization. That is an optical thickness effect; in the optically thin case, the symmetry in 180 ° rotation
around the line-of-sight implies that two symmetrical field vectors have the same effect on the linear
polarization.
I I I t
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Fig. 4. Hanle effect in prominence Ha emission, computed at height of 60 arc sec. above the limb. In abscissae
is the rotation _0of the polarization direction from the limb direction. In ordinate is the polarization degree,
normalized to the zero-field polarization degree .02. The bold curves correspond to constant azimuth of the
field vector with respect to the line-of-sight. The light curves correspond to constant field strength, in Gauss.
The magnetic field and the line-of-sight lie in the local horizontal plane. The optical thickness of the
prominence along the line-of-sight is 2.; the angle between the line-of-sight and the prominence long axis is 30*.
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V. Analysis of Hc_ Observations at Pic-du-Midi: Solution of the 180 ° Ambiguity
As a consequence of the preceding section, simultaneous observations in one optically thin line and
one optically thick line can be used to solve the 180 ° ambiguity in the field vector determination. Such
observations have been performed with the Pic-du-Midi coronagraph-polarimeter on 20 prominences of
high altitude. The polarization of the He I D 3 X5876 line, which is optically thin, and the polarization
of the Ha line have been measured quasi-simultaneously. The He I D,r3 observations have been interpreted
by using the polarization computations of Bommier and Sahal-Brechot (1978) and Bommier (1980).
The magnetic field has been assumed to be horizontal. Two field vectors have been provided and the Ht_
polarization has been computed for each of the two field vectors, following the method described in this
paper. Then, the computed Ha polarization has been compared with the observed one. The angle between
the line-of-sight and the prominence long axis has been derived from identification of the prominence
with a f'flament observed earlier or later on the disk. In more than 50% of cases, the difference between
the observed and computed polarization has been found to be significant for one of the two field vectors,
with respect to the measurements errors. Accordingly, the ambiguity can be solved for those prominences.
The orientation of the remaining field vector with respect to the polarity of the neighbou_rimg phot_n-
spheric field has been found to be consistent with a magnetic structure of the Kuperus and Raadu type,
i.e. the magnetic field crosses the prominence from the negative photospheric polarity towards the
positive photospheric polarity.
This result is in agreement with the results that we have obtained with another method for solving
the ambiguity, which is based on statistical analysis of a large sample of prominences (Bommier, Leroy,
Sahal-Br_chot, this workshop; Leroy et al., 1984). The prominences at high altitude have been statistically
found to be of the Kuperus and Raadu type.
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The Effect of Line Damping, Magneto-optics and Parasitic Light
on the Derivation of Sunspot Vector Magnetic Fieids
A. SKUMANICH/High Altitude Observatory - NCAR 1
B.W. LITES/Sacramento Peak National Solar Observatory 2
The least square fitting of Stokes observations of sunspots
using a Milne-Eddington-Unno model appears to lead, in many circum-
stances, to various inconsistencies such as anomalously large
doppler widths and, hence, small magnetic fields which are signifi-
cantly below those inferred solely from the Zeeman splitting in the
intensity profile. We find that the introduction of additional
physics into the model such as the inclusion of damping wings and
magneto-optic birefrigence significantly improves the fit to the
Stokes parameters. Model fits excluding the intensity profile,
i.e. of both magnitude as well as spectral shape of the polariza-
tion parameters alone, suggest that parasitic light in the intensity
profile may also be a source of inconsistencies. We discuss the
consequences of the physical changes on the vector properties of
the field derived from the Fe I 16173 line for the 17 November 1975
spot as well as on the thermodynamic state. We find a doppler
width Al D = 25mA, consistent with a low spot temperature and micro-
turbulence, and a damping constant of a = 0.2. Magneto-optics
prove to be important whenever the scaling law, (AIH/AID) D 0 _ 3, is
satisfied. Here AI H is the Zeeman splitting, and Do, the relative
optical thickness (to the continuum) at line center.
i The National Center for Atmospheric Research is sponsored by the
National Science Foundation.
2 Operated by AURA, Inc., under contract with the National Science
Foundation.
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THE INFERENCE OF VECTOR MAGNETIC FIELDS FROM POLARIZATION
MEASUREMENTS WITH LIMITED SPECTRAL RESOLUTION
Bruce W. Lites
National Solar Observatory
National Optical Astronomy Observatories 1
Sunspot, New Mexico 88349 USA
and
Andrew Skumanich
High Altitude Observatory
National Center for Atmospheric Research 2
P.O. Box 3000
Boulder, Colorado 80307 USA
ABSTRACT
We present a method for recovery of the vector magnetic field and thermo-
dynamic parameters from polarization measurements of photospheric line profiles
measured with filtergraphs. The method is based on the simplifying assumptions
of Unno (1956) and Raahkovsky(1962, 1967), but includes magneto-optic effects and
may be utilized on data sampled at arbitrary wavelengths within the line pro-
file. We explore the accuracy of this method through inversion of synthetic
Stokes profiles subjected to varying levels of random noise, instrumental wave-
length resolution, and line profile sampling. We also investigate the level of
error introduced by the systematic effect of: i) profile sampling over a finite
fraction of the 5-minute oscillation cycle, and 2) inaccuracy in the knowledge of
the instrumental wavelength resolution. The results presented here are intended
to guide instrumental design and observational procedure. Below, we summarize
some of the results:
i) One may recover the magnetic field strength and direction to good accuracy
(5% or better) using filters with good to excellent spectral purity (FWHM < i00
mA) under the following conditions:
a) strong fields (ILl > i000 Gauss),
b) good coverage of the line profile, i.e. at least two sampling points per
instrumental resolution width,
c) a signal-to-noise ratio in line with that expected from modern panoramic
detectors.
lOperated by the Association of Universities for Research in Astronomy, Inc. under
contract AST 78-17292 with the National Science Foundation.
2NCAR is sponsored by the National Science Foundation.
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Tradeoffs are possible in all of the above conditions in order to arrive at any
level of accuracy.
2) The thermodynamic parameters derived from the fit are generally much more
poorly determined than the magnetic field parameters.
3) Reasonable uncertainty may be tolerated in the knowledge of the filter wave-
length response with little influence on the derived magnetic fields.
4) Sampling the Stokes profiles during a finite fraction of the solar 5-minute
oscillation cycle introduces a small but tolerable error in the magnetic field
parameters.
We also discuss the stability of this method against false solutions and
failure to converge.
I. INTRODUCTION
Modern solar physics has an unquestioned need for reliable measurements of
vector magnetic fields at a number of heights in various solar features. Such
measurments could illuminate problems concerning, for example, electric currents
in active regions, field geometry of sunspots, magnetic energy dissipation in
flares, and the structure of network magnetic fields with height, to name only a
few. Measurements of the full Stokes polarization parameters within solar line
profiles are difficult to obtain, and once obtained they are also difficult to
interpret. Significant progress has recently been achieved with the first-order
interpretation of photospheric sunspot magnetic fields from the High Altitude
Observatory/Sacramento Peak Observatory Stokes polarimeter (Skumanich and Lites
1984). That work indicates that high spectral resolution Stokes profiles of
_pectral 1_ne_ may be used to successfully extract magnetic field strength and
orientation using an Unno (1956)/Rachkovsky (1962,1967) approach modified to
include magneto-optical rotation of the polarization. The primary drawback of
that type of data seems to be the limited spatial and temporal resolution of the
profiles. Modern tunable filters offer the possibility of improving both the
spatial and temporal resolution of the polarization measurements, but they do so
only at the expense of the spectral resolution. Such a filter vector magneto-
graph is now in operation (Haygard et al. 1982), albeit at a site where truely
high spatial resolution may only rarely be obtained. As several groups are con-
templating how to approach the design of a next-generation Stokes facility, and
one such group is in fact entering a detailed engineering phase (Rayrole 1982),
it is now appropriate to understand quantitatively how the tradeoff between spec-
tral resolution and inferred magnetic field may be met realistically given the
noise limitations of modern electronic detectors.
Here we first show how an inversion program (Skumanich and Lites 1984: a
modified and improved version of the method of Auer, Heasley, and House 1977) may
be modified in a completely consistent way to analyze line polarization measure-
ments taken with arbitrary spectral resolution. We then present results of nu-
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merical experiments designed to assess the accuracy to which the magnetic field
and thermodynamic parameters may be extracted from the synthetic llne polariza-
tion profiles, when subjected to varying levels of spectral resolution and
noise. Next, through similar numerical simulations of observations we estimate
the inaccuracies of inferred magnetic field strengths and orientations introduced
by systematic effects of the observation process: inaccurate knowledge of the
instrumental resolution function in wavelength and profile distortion introduced
by sampling the line profile over a significant fraction of the 5-minute oscilla-
tion cycle. Finally, we present a simulation of sunspot magnetic field measure-
ments at several disk positions to test the ability of our method to avoid false
solutions for the magnetic and thermodynamic parameters. We defer discussion of
the influence of nonuniformity in the model atmosphere a separate study
(Skumanich, Rees, and I/tes 1984). In that paper we address the question of the
influence of gradients in velocity, in the ratio of line to continuum opacity, in
the magnetic field and direction, and in the slope of the source function.
II. A METHOD FOR ANALYZING STOKES PROFILES WITH LIMITED SPECTRAL RESOLUTION
The method of inversion of coarse analysis of Stokes profile data employed
by Skumanich and Lites (1984) works well for the high resolution spectra describ-
ed therein, but when these spectra are degraded, even by a bandpass as narrow as
admitted by the best modern filters, and then subjected to the same analysis,
serious errors in the derived magnetic fields may be expected. We compensate for
any arbitrary instrumental resolution function by building this function into the
analysis from the beginning. An alternate approach might be to restore the spec-
tral line profiles by Fourier methods (Brault and White 1971), but these methods
have the drawback that the restoration is compromised greatly by instrumental
noise of the magnitude expected from modern panoramic detectors. In addition,
Fourier restoration of the data requires that the Stokes profiles be sampled
rather frequently in wavelength and well outside the llne profile itself. This
restriction would hinder the rapid scanning of a line profile with a non-uniform
and coarse wavelength sampling possible with modern tunable filters. The method
of analysis described below has none of these disadvantages.
Lites and Skumanich (1984) have described some details of the non-llnear
least-squares routine used by Skumanich and Lites (1984) to derive the magnetic
field and thermodynamic parameters from a set of observed Stokes profiles. They
give a description of the set of derivatives of the the theoretical Stokes pro-
files with respect to the model parameters which are used in the least-squares
algorithm. Our method convolves the wavelength profiles of these derivatives, as
well as the theoretical Stokes profiles, with the known wavelength resolution
function. Since the theoretical profiles and derivatives may be calculated to
arbitrary precision on a fine wavelength grid, they may be convolved with any
instrumental resolution function using standard Fourier techniques. The least-
squares fit may then proceed using degraded theoretical Stokes profiles and deri-
vatives, plus the observed profiles sampled with an arbitrary wavelength spacing.
If we consider the possibility that the filter may be tuned through the llne
profile with a rather coarse spacing (i.e. so that the profile is critically
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sampled with respect to the bandpass of the filter), the earlier technique of
determining the line center wavelength and symmetrizating the profiles prior to
the least-squares routine is no longer tenable. We have therefore added another
parameter to the least-squares fitting routine: the position of the center of the
line. The fit is now carried out over the entire line profile, not just the
symmetrized half-profile as was done by Skumanich and Lites (1984). The stabili-
ty of least-squares fitting routines usually decreases with the number of para-
meters to be fit, but our computations show that the line center position is
certainly the most stable and well-determined of the 9 possible parameters.
Moreover, a good initializing guess for this parameter may be had readily from
the data. We have found that the addition of this parameter enhances rather than
degrades the quality of the fit since the algorithm previously used to find line
center was somewhat less sophisticated than necessary.
Tests of this method on synthetic noise-free data show that the fit para-
meters may be recovered by the least-squares fitting routine to machine accuracy,
even when the initial guess for the parameters is far away from the solution, and
even when the Stokes profiles are severely smeared and coarsely sampled. The
least-squares routine is therefore quite stable and rapidly convergent for this
application.
III. ACCURACY OF THE METHOD WITH NOISY STOKES POLARIZATION MEASUREMENTS
The way in which we add random noise to the synthetic Stokes profiles is
governed by the way in which the measurements would be taken. We presume that
images are recorded in a filtergraph mode with a characteristic noise level N.
Furthermore, we presume that several images are recorded in this mode in various
states of linear and circular polarization, so that typically two images are
added to get the I (intensity) Stokes parameter, and two images are subtracted to
obtain the Q, U, and V Stokes parameters. The noise level in I will then be N/2,
and in Q, u, and V it w_±±'l"be _,°_. _= _4_nt_fv the rms noise relative to the
continuum level Ic outside the line in one of the polarization states as o. We
then assume that the rms noise level at any point within the line profile scales
as the intensity parameter I at that wavelength: N = o Ic(I/Ic) I/2. Noise
fluctuations are introduced into the profiles by adding random numbers with a
correctly normalized Gaussian distribution about a zero mean. The noise imposed
upon all of the Stokes profiles using this scaling may differ slightly from that
present in actual measurements of line polarization in instances where the line
profile is highly split by the magnetic field. However, we believe that this
scaling carries the essential features of the wavelength dependence of the
noise. Figure i shows the four Stokes profiles for Fe k6173 in the standard
strong field case (see below). Also shown are these profiles convolved with
three Gaussian functions of widths 30, 75, and 120 mA (or full-width at half-
maximum, FWHM, of 50, 125, and 200 mA, respectively). Superimposed on the
smeared profiles are profiles subjected to a noise level of o = 0.003: a typical
value for modern electronic panoramic detectors. We also presume that systematic
errors in the measurement process (due to improper image flat- field correction
or improper calibration of the linear polarization, as examples) are insignifi-
cant relative to the random measurement noise, aside from those systematic errors
considered in Section IV.
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In our numerical study of the accuracy of extracting magnetic field values
from synthetic data we are dealing with a great number of free parameters. There
are 8 parameters that define the Stokes profiles in our representation of the
Unno (1956) formulation (line center position, the ratio of line center to con-
tinuum opacity _0, the slope of the source function with optical depth in the
line _BI, the Doppler width A_, the damping width a, the absolute value of the
magnetic field JB|, the field _nclination with respect to the line of sight _,
and the field azimuth 4)- We also have the level of noise introduced _ the
width of the instrumental resolution function (denoted hereafter as the smearing
width), and the sampling interval of the profiles. For each trial with a given
combination with these parameters we have chosen to make 20 realizations of the
noise in order to get a meaningful value for the rms error and bias of the fit.
In order to reduce the computing effort, we have chosen to initialize the non-
linear least squares fit with the correct values of the magnetic field and ther-
modynamic parameters, and with a line center position 20 mA away from the true
line center in all cases except where noted in the following. The results we
have obtained are thus the best one can do, since initializing far from the solu-
tion might, in isolated cases, result in a failure to converge to the correct
solution in a finite number of iterations, or it might result in convergence to a
false solution.
In Figure 2 we show the influence of noise and smearing width on the rms
error in the derived magnetic field strength and direction for the standard
strong field case (IBI=2500 Gauss, inclination angle _ = 45", field azimuth _ =
60*, _0 = i0, _B 1 = 106 , Ak D = 25 mA, a = 0.2). These parameters are not un-
reasonable for the magnetic _ine Fe I k6173 in a sunspot umbra (Skumanlch and
Lites 1984). Each curve in Figure 2 gives the rms error (in Gauss for JBI, or in
degrees for the two angles) as a function of the rms noise level introduced into
the Stokes profiles by the method described above. The horizontal lines denote
the 1% and 5% levels. Unless otherwise noted, the smearing width given in mA
indicates the i/e half-width of the Gaussian funution. To convert this smearing
width to the FWHM, one must therefore multiply these widths by 1.665. The line
profiles were assumed to be sampled every 5 mA for the analysis resulting in
Figure 2. This analysis indicates several important points: i) One may expect
to recover the magnetic field parameters in the strong field case to high ac-
curacy (1% or better) with modern high-resolution filters (FWHM l.e. 125 mA)
using only single exposures of a CCD detector. 2) The accuracy of the measure-
ment is very sensitive to the noise level, and somewhat less sensitive to the
smearing width. Curves similar to those of Figure 2 for the thermodynamic para-
meters D0, _BI, A_, and a exhibit a very similar appearance, but the thermo-
dynamic parameters are in general much more poorly determined than the magnetic
field parameters. For example, with _ = 0.003, a 5% error is already present
in _0 and the damping a,and 1% in _B 1 and Ak D in the non-smeared case.
Instrumental or observational constraints may prohibit sampling of the line
profile on as fine a grid as adopted for the calculations leading to Figure 2.
In Figure 3 we illustrate the influence of profile sampling on the accuracy of
the inferred magnetic field for the standard case. Here we have adopted an rms
noise level of _ = 0.003, and each curve represents the rms error as a function
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0
of instrumental smearing for the sampling intervals listed in the caption. The
1% and 5% rms error levels are indicated by the horizontal lines. In some sense,
the coarser sampling emulates the introduction of more noise in the profiles
since fewer data points are used in the least-squares analysis. Figure 3 shows
that, even with a rather coarse sampling, the rms error in the magnetic field
strength and angles remains below 5% for 70 mA smearing width (FWHM = 116 m_).
From this figure we see that accurate retrieval of the magnetic field may be
obtained with this relative noise level with very broadband filters only if the
llne profile is sampled on a very fine grid. We have also investigated the sys-
tematic bias introduced into the inferred thermodynamic parameters by the smear-
ing and coarse sampling. A statistically significant bias is introduced into D0
by large smearing widths, but it probably results from the code limiting D0 to
positive values when the error in DO becomes s_gnificant relative to the adopted
value of i0.
Vector magnetic fields in sunspots represent only a small proportion of
potentially interesting solar magnetic field measurements. An example of an
observational problem where weak fields need to be measured is the divergence and
dilution of the quiet Sun magnetic field with height in the atmosphere. The
polarization signal relative to the line intensity decreases with decreasing
field strength, thereby decreasing the relative accuracy of the measurement. To
illustrate this in a quantatlve way we present the curves in Figures 4-7. We
used the same atmospheric parameters as the standard case in the computations
leading to Figure 2, however we varied the magnetic field strength from 250 to
3000 Gauss. The standard noise level of _ = 0.003 was adopted. The curves re-
present a selection of filters with the smearing widths given in the caption, and
critically sampled (two sampling points per smearing width). The levels of 1%
and 5% rms error are also indicated. Figure 4 shows that fields smaller than
i000 Gauss may not be reliably measured with filtergraphs without considerable
reduction of the noise level.
To illustrate this problem more clearly, we present the results of a similar
numerical experiment in Figures 5-7. For these computations we have chosen llne
parameters more closely approximating quiet Sun values (DO = I0, Ak D = 40 mA, a =
0.i, _ = 45 °, and _ = 60°). Each of the panels in Figures 5-7 presents the rms
noise level required of the measurement to achieve 5% rms error in the measure-
ment (7% for Fig. 7) as a function of the sampling interval in mA. The separate
curves of Figures 5-7 give the noise requirement for several values of the mag-
netic field. Figures 5-7 emphasize the necessity for considerable reduction of
noise, presumably via averaging many images, in order to accurately recover the
fields weaker than i000 G.
The filter smearing widths for the computations leading to Figures 5-7 ap-
proximate the instrumental widths of several filters now being considered or used
for this type of application. The narrowest filter (Fig. 5) approximates the
Lockheed SOUP/SOT filter (Title and Torgerson 1983), the intermediate filter
(Fig. 6) emulates the NASA/MSFC filter (Hagyard et al. 1982), and the filter
with the widest passband (Fig. 7) has the approximate resolution of the
Universal Birefringent Filter at the National Solar Observatory (NSO), (November
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and Stauffer 1984). Figures 5-7 should prove useful in future instrument and
experiment design, as well as in assessing the accuracies available in current
measurements.
The level of accuracy with which one may recover the field parameters is
rather insensitive to reasonable changes in all the other parameters except the
field inclination _. Figure 8 shows the behavior of the rms fluctuation in the
field strength and orientation as a function of the field inclination. This
computation was made with the standard parameters and curves are shown for the
same selection of smearing width and critical sampling used above in Figure 4.
Obviously, the field angles are best determined when _ is near 90 ° since the
linear polarization signal is strongest there. We also note that the analysis
imposes the restriction 0.i ° _ _ ( 179.90 , so that low field inclinations are
biased toward higher values, and high field inclinations are biased toward lower
values. The 180 ° ambiguity in the azimuthal angle _ becomes crucial as the mag-
netic field is nearly aligned with the line-of-sight near _ = 0 ° or 180 ° in
Figure 8. At field inclinations so close to the llne-of-slght, the azimuthal
angle plays a negligible role.
IV. SYSTEMATIC EFFECTS
A. Errors in the Adopted Filter Profile
Our inversion technique incorporates the instrument function directly, so
any difference between the adopted and true instrument function will result in
some error in the magnetic field and thermodynamic parameters. We first investi-
gate the systematic errors introduced by errors in the wings of the instrument
function. The Stokes vectors were convolved with Voigt functions instead of
Gaussians, then they were analyzed on the basis of the Gaussian instrument func-
tion alone. We have used our standard strong field case (see Section III) with
the sam_ selection of _a,,_ian _me_ring widths and critical sampling used for the
computations leading to Figure 4. The promising results are given in Figure 9.
We see very little influence on the derived parameters for Voigt parameters of
the instrument function a < 0.i, and even for a = 0.3 the errors introduced are
generally modest when compared with the errors introduced by the choice of sam-
pling and smearing. There seems to be little effect on the derived value of
for this choice of parameters even for large values of the Voigt "error." Figure
9 shows that one may expect an increase in the rms error of ¢ of about a factor
of 2 with a = 0.3, independent of the smearing width and sampling interval. The
magnitude of the magnetic field seems most strongly influenced by this systematic
error at small smearing widths. The zero smearing width case, of course, is not
influenced by a. The apparent fluctuations in this case give a measure of the
repeatability of different realizations. The introduction of the Voigt "error"
in the assumed instrument function naturally introduces a bias in the derived
line damping parameter and _BI, but the other line parameters are little
changed. This numerical experiment tells us that small errors in the wings of
the instrument function may be easily tolerated.
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We have also checked the effects of errors in the Gaussian width of the
adopted instrument function for the strong field case. We introduced errors in
the adopted instrument function of ± 20%, and find results similar to the wing
"errors" case described above. The field inclination _ is insensitive to the
width of the adopted instrument function, whereas errors in the field azimuth $
increase by about a factor of 2 with a 20% error in the smearing width. The
error introduced into the field strength by underestimates of the smearing width
is greater than that introduced by overestimates. Narrow filters are again most
seriously affected by this systematic error. For example, the error in the field
strength introduced by a 20% underestimate of the width of a 50 mA filter is a
factor of 4 larger than the error expected with the correct filter width. A 20%
overestimate of this filter width increases the error by only a factor of 1.6.
We have not made an exhaustive parameter study of this type of systematic
error, so the weak field case may be more sensitive to uncertainties in the in-
strument function. Additionally, asymmetric errors in the adopted instrument
function may introduce much larger errors in the inferred field strength and
direction than the results above would indicate. Our results show that some
error in the knowledge of the wings of the instrument function may be tolerated,
but the width of the primary lobe of the instrument function should not be under-
estimated.
B. The Influence of Solar Oscillations
It is not possible to sample a line profile instantaneously with a filter-
graph, so, relative to the acutal instantaneous line profiles, solar oscillations
will cause a distortion of profiles measured over a finite time interval. In the
photosphere the dominant 5-minute oscillations are evanescent, so the entire
photospheric column responds to these modes by moving in an essentially vertical
manner as a unit (Lites and Chipman 1979). The first-order effect on the line
profiles is thus a wavelength shift of the entire line profile. The 5-minute
oscillations are reduced greatly in amplitude in sunspot umbrae relative to the
quiet Sun, and they are diminished in amplitude to some degree in plage areas and
in sunspot penumbrae. We thus expect the oscillations to be most troublesome to
the measurement of magnetic fields in the quiet Sun, less of a problem in strong
field regions, and very little of a problem in umbral photospheres. We have
chosen a test case that emulates a sunspot penumbra or a plage to demonstrate the
errors that can be expected in measurement of magnetic fields during a finite
fraction of an oscillation cycle. The parameters adopted here are the same as
those of the standard case except that the field strength is 1500 Gauss. As a
worst case, we assume that the amplitude of the oscillation is ±0.5 km/s (photo-
spheric amplitudes are usually smaller than this) and we determine the errors
introduced to the fit by sampling the profile over fractions of the oscillation
cycle. The phase of the sinusoidal oscillation is assumed to be zero at the
start of the observation in these simulations. We compare the fits to the Stokes
profiles distorted by oscillations to the fits to the undistorted but otherwise
identical profiles in order to isolate the effects of the oscillations. Figure
i0 presents the errors introduced into the magnetic field parameters by the os-
cillatory distortion of the profiles for the usual selection of smearing widths
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with critical sampling. This figure shows that the oscillations introduce a
systematic bias into the derived field strength, as one might expect, since it
causes a net change in apparent separation of the _ components of the llne pro-
file. The worst case changes the derived field strength by less than 8%. The
gross effect is on the magnetic field strength, since the oscillation alters the
field angles by only about 1% in the worst case. Figure i0 shows that the bias
in the magnetic field strength is essentially independent of the adopted field
strength and sampling interval.
We have not tested the influence that oscillations may have on the weak
field case, but one should expect the relative errors to be larger there. On the
other hand, the results from the previous section indicate that one may be forced
to average many measurements together in order to reduce the error to reasonable
levels. We expect that such an averaging will also reduce the influence of the
oscillatory distortion through time averaging.
V. FALSE SOLUTIONS AND FAILURE TO CONVERGE
In any non-linear least-squares fitting procedure there is always the danger
that the scheme will not converge, or converge to a secondary minimum far from
the correct solution. These problems may be minimized by any or all of three
routes: good initial guesses for the field and thermodynamic parameters, reduc-
tion of the noise level of the observations, and use of narrow filters with fine
wavelength sampling of the line profiles. For only two of the over i0 _ sets of
Stokes profiles considered in the above analyses did this method yield a magnetic
field that was obviously well outside the statistical variance of the other
realizations of the noise. In cases where rms level of noise is greater than
0.01, one encounters rather large errors in the derived parameters more frequent-
ly, and such errors must be considered a limitation of the analysis. As men-
tioned above, the method converges (albeit slowly) to the correct solution even
when the initial guess is far removed from it. Several ways may be envisioned to
locate and compensate for poor solutions. Among those that first coma to mind
are: to check for failure to converge in a reasonable number of iterations, to
compare the solution for consistency with adjacent spatial points, and to compare
several vector magnetic field maps taken in rapid succession. We do not feel
that the infrequent occurence of a false solution derived from polarization
images of adequate wavelength sampling and noise level will be a fundamental
limitation to this method.
One may pose another question related to convergence: are there certain
combinations of angles, field strengths, filter widths, and sampling intervals
that will, in the presence of noise, lead the least-squares fitting routine to a
false solution far from the actual solution? In order to check this, we have
simulated a series of measurements of a sunspot from near disk center to close to
the limb, and we find no consistent problems of this type. We adopt the magnetic
field strength and angle at the approximate height where Fe I k6173 is formed
from the model of Landman and Finn (1979). Table i lists our values of magnetic
field strength, angle of inclination, and _0 that we have interpolated as a func-
tion of the fraction of the penumbral radius Rp. The umbral radius is about 0.35
360
R_ in this model. The spot is assumed to be radially symmetric. We also assume
t_at the Doppler width and damping are constant at 35 mA and 0.i, respectively.
The gradient of the source function is assumed constant over the spot, so we
adjust the parameter _B 1 according to the dlsk position of the simulated sun-
spot. Finally, we have adopted a noise level in the continuum of 10-3 for quiet
Sun outside the sunspot and assume that the observed intensities In the penumbra
and umbra are 0.7 and 0.15 the quiet Sun intensity, so that the rms noise in the
penumbral and umbral areas are 1.2 x 10 -3 and 2.58 x 10 -3 , respectively.
We calculate the magnetic field angles in their axially symmetric spot model
for the 21 radial positions listed in Table i, for each 20 ° sector of the axial
angle of the spot, and for disk angles (from disk center) of i°, 15°, 30 °, 45 °,
and 60 °. We assume that we can make a very good guess for the field for the
center of the sunspot, and derive the least-squares flt to the parameters at that
point. From the center we work our way outward along radii using the parameters
derived for the previous point as an initial guess for the least squares proce-
dure. We have carried out this procedure for filters with 30, 75, and 120 mA
resolution and critical sampling as described above. These choices of filters
simulate existing Lockheed, NASA/MSFC, and NSO filters, respectively.
The results shown as images of the error in the derived magnetic field para-
meters in Figures ii - 13 show that there are no regions apparent where our pro-
gram systematically finds a false solution. The most obvious feature of these
images is the consistent region where the 180 ° uncertainty of the azimuthal angle
of the field is apparent. In an observation llke this, it would be very easy to
remove the ambiguity of the field azimuth since the program behaves in such a
consistent fashion. We also note a few points near the edge of some of the images
in which the error in the inferred field parameters are much larger than usual.
This problem may be anticipated from the combination of the low field strength in
the outer regions of the penumbra and the adopted noise level (see Section
TTT), These isolated instances could be interpolated o_e_-_ _-_+_...............+_^ _"_+ "^
expect that real measurements will often cover regions where the magnetic field
changes strength and orientation rapidly with spatial position, so a better means
of handling those cases would be to make three or more measurements of the same
area in rapid succession. The infrequency of these discrepant points would sure-
ly allow one to select the correct field from three measurements.
Vl. DISCUSSION
This study shows that one may recover the magnetic field strength and direc-
tion from filtergraph images of the solar surface obtained in both linear and
circular polarization within magnetically-sensltive line profiles. However, there
are some inherent limitations to this method. The accuracy of the inversion of
the data decreases with the decreasing spectral resolution of the filter. Good
results may be expected with hlgh resolution filters now available. Recovery of
weak vector fields wlll require very high quality data. For these weak fields,
very narrow filters will be required with excellent signal-to-nolse and fine
sampling through the profile. For example, to recover the direction of a I00
Gauss field within 5% using a 50 mA filter, a signal-to-noise ratio of I0 W will
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FIGURE 11. @lor-coded e r r o r s  i n  the  f i e l d  s t r e n g t h  and a n g l e s  are shown f o r  a 
f i l t e r  of wid th  30 d (50 mA FWHM) and 15  mA sampling i n t e r v a l .  Each column 
r e p r e s e n t s  t h e  model sunspot d i sp l aced  from d i sk -cen te r  by t h e  number o f  
d e g r e e s  shown. The a r e a s  of each of t h e  361 r a d i a l  elements i n  t h i s  
s i m u l a t e d  o b s e r v a t i o n  a r e  ad jus t ed  (by va ry ing  t h e  r a d i a l  e x t e n t )  s o  t h a t  a l l  
have  e q u a l  areas. 
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FIGURE 1 2 .  Same as Figure  11, except  a f i l t e r  of w id th  75 m8, (FWHM 125 m8,) and 
37-5 d sampling i n t e r v a l  w a s  used.  
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FIGURE 13. Same as Figure 11, except  a f i l t e r  of wid th  120 mA (FWHM 200 mA) and 
60 mA sampling i n t e r v a l  w a s  used .  
3 64 
be needed. Weak vector field maps will be very difficult to come by. There are
several other limitations we have not considered that may prove to be significant
sources of error to this kind of analysis. One of these is residual depolariza-
tion and crosstalk between the Stokes parameters that cannot be removed from the
data during the calibration process. In order to be consistent with the random
noise level of the dataset o, one should hold this form of error to on -I/2 where
n is the number of sampling points through the profile. This will keep the ran-
dom offset of the polarization signals to about the same amount as the systematic
error. For the weak field case, this limitation could be very difficult to
achieve.
The limitations of the Unno/Rachkovsky theory are also of some concern.
Non-unlform magnetic fields within the line formation region, gradients in the
thermodynamic parameters that depart from the assumptions, and gradients in the
llne-of-slght motions may all lead to some error in the mean field within the
llne formation region. These limitations are discussed separately in Skumanich,
Rees, and Lites (1984). In the chromosphere this method will generally not be
applicable because the line source functions are often non-monotonic functions of
line optical depth.
When the field of view of an element within the image does not resolve rapid
horizontal changes in the magnetic field, one may expect our routine to fall in
unexpected ways. This is a fundamental limitation of the analysis that may, in
general, only be resolved by higher spatial resolution. Numerical investigation
of the limitation of spatial resolution may be a subject of further study. Imag-
ing polarimetry has some potential for partial restoration for the instrumental
and atmospheric spatial degradation. As such, the possibility of partial correc-
tion should be considered an advantage of using filtergraphs to do polarimetry.
Finally, we have demonstrated that the thermodynamic parameters are not as
well determined as the magnetic field strength and direction. The accuracy of
the inversion procedure and the computational burden may be improved by using
simultaneous measurements of a non-magnetic line to establish some of the thermo-
dynamic parameters AkD, _BI, and perhaps even _0.
We wish to thank Dr. R. R. Fisher for several illuminating discussions and
suggestions.
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TABLE 1.
Sunspot magnetic field strengths and angles are listed as interpolated from
the model of Landman and Finn (1979). R is the penumbral radius, y is the in-
clination of the field, and _0 is the Patio of the line center to continuum
opacity. Values listed are for the approximate level when the line is formed.
The umbra-penumbra boundary is at r/Rp - 0.35.
r/Rp IBI (Gauss) y (degrees) _0
0 3460 0 16.0
0.05 3440 1.4 15.6
0.i0 3400 5.3 14.4
0.15 3320 10.5 12.9
0.20 3220 15.5 10.7
0.25 3070 20.1 8.5
0.30 2910 24.4 7.2
0.35 2730 27.9 7.0
0.40 2500 31.0 7.0
0.45 2210 33.0 7.0
0.50 1980 36.0 7.0
0.55 1740 38.1 7.0
0.60 1520 40.3 7.0
0.65 1350 42.5 7.0
.... _J_ _.8 I.U
0.75 1050 46.7 7.0
0.80 900 48.1 7.0
0.85 750 49.9 7.0
0.90 600 51.6 7.0
0.95 400 53.5 7.0
1.00 300 55.2 7.0
367
SOLAR MONOCHROMATIC IMAGES IN MAGNETO-SENSITIVE SPECTRAL
LINES AND MAPS OF VECTOR MAGNETIC FIELDS
YE SHIHUI, JIN JIEHAI, and JIANG MINHAN
Purple Mountain Observatory, Academia Sinica
Abstract. This paper describes a new method which allows us by use of the monochromatic images in some
magneto-sensitive spectral line, e.g. FeI k 6302.499, to derive both the magnetic field strength as well as
the angle between magnetic field lines and line of sight for various places in solar active regions. In this way
two-dimensional maps of vector magnetic fields may be constructed. We have tentatively applied this method
to our own observational material and some reasonable results have been obtained. In addition, we have
worked out a project for constructing the three-dimensional maps of vector magnetic fields.
I. Introduction
One of the main tasks of contemporary solar observations is to get the maps of the magnetic fields of the
sun, particularly in active regions. The measurement of longitudinal magnetic fields cannot completely
satisfy the requirements of solar research. It is desirable to have vector magnetic field maps characterized
by three quantities: the magnetic field strength (H), the angle between field lines and the line of sight (3"),
and the azimuthal angle (X). However, the measurements of the magnetic vector have been confronted with
many difficulties. For instance, the vector magnetograph of the Crimean Astrophysical Observatory
(Stepanov and Sevemy, 1962; Severny, 1964) has continued to use the principle of the photo-electric
magnetograph of H. W. Babcock (1953), i.e., the measurements of magnetic fields with the modulation
at line wings. This method has the following shortcomings: (1) The exit slits are narrow and so the photo-
electric signals are weak, while the amplification with large ratios may give rise to distortion. (2) If two
exit slits are used, it is difficult to put them at exactly symmetric positions. (3) The two wings of the
magneto-sensitive line may be asymmetric in themselves. For example, the red wing of FeI k 6302.499 is
interrupted by two blending lines (Wittmann, 1972). (4) In the case of strong magnetic fields the saturation
effect may be remarkable. (5) Babcock's photo-electric magnetograph can measure only the longitudinal
component of the field strength (HII), while the vector magnetograph of Stepanov and Severny-only the
transverse component (HI). In the former case 7 = 0, while in the latter case 3" = _r/2. In both cases one
cannot know the value of the angle 3' for the total field.
Owing to the technical difficulties in making magnetographs, as well as the drawbacks stated above,
many astronomers have tried to supplement magnetic maps with monochromatic images. There has been
some controversy about the relationship between Ha images and magnetic maps, yet it is quite definite that
there is a strong correlation between the monochromatic images of CalIK and CN k 3883 and magnetic
fields (Ye, 1978). But it has to be pointed out that these monochromatic images cannot provide quanti-
tative information of magnetic fields. This is because these lines do not exhibit the normal Zeeman effect
and so the existing theory of spectral line formation can hardly be applied to them.
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Several years ago R. E. Loughhead and R. J. Bray (1976, 1978) proposed a method with which one
may derive the strength and direction of magnetic fields according to the contrast of magnetic and non-
magnetic regions on the monochromatic images of FeI X 5250.216. But they use Unno's algebraic solution
of the equations of transfer of Stokes parameters (Unno, 1956) and we have shown (Ye, et al., 1978) that
this solution may give rise to large errors. Moreover, they have performed only theoretical calculations
without application to observational data. It should also be mentioned that the fine X 5250 is very sensitive
to temperature and in recent years it has been discarded in the observations of solar magnetic fields.
The purpose of this work is to establish a convenient method for the derivation of vector magnetic field
maps from the monochromatic images in a certain magneto-sensitive fine. Its merits and defects will be
described in the third section.
II. The relation Between the Equivalent Widths of a Magneto-Sensitive
Line and Magnetic Fields
In our work (Ye, et al., 1978) we found a numerical solution to the equations of transfer for Stokes
parameters in the presence of magnetic fields (i.e., Unno's equations). It may be used to derive the equivalent
widths of the magneto-sensitive line used and then the intensities of the monochromatic images in this line.
As we shall show a little later, it is better to use the monochromatic images of both ordinary ("o") and
extraordinary ("e") polarized light. For the computations of the "o" and "e" line proffies we use the follow-
ing formulae (Chandrasekhar, 1950):
1
IX, 6 = _ (I - Q sin 2¢ cos fi + U cos 2_ cos 6 + V sin _) ,
1
Iy, 6 = _ (I + Q sin 2_ cos 6 - U cos 25 cos 6 - v sin 6)
(1)
where X and Y represent the directions of the "o" and "e" radiations respectively and ¢ is the angle formed
by the fast axis of the 1/4-wavelength plate and the X-axis. For the moment we take the third Stokes
parameter U=0. For the 1/4-wavelength plate the phase difference 6 = 7r/2. Then the above formulae become
1
IX,X/4, = _ (I + V)
1
Iy,x/4, = _ (I - V)
(2)
Taking the intensity of the continuum to be unity, the intensities in line profiles may be changed to residual
intensities. Then Eqs. (2) may be re-written as follows:
ro = r 1 + rV
re = r 1 - rV
(3)
By use of our numerical solution of Unno's equations and with various values of 3' and H we have calculated
several "o" and "e" profiles of X 6302 and a few examples can be seen in Figs. 1 and 2. Only "o" profiles
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Fig. 1. The "o" profiles of Fel X 6302.499 with
H=4000G and 7 = 0°, 30°, 45°, 60°, 90°"
Fig. 2. The "o" profiles of FeI X 6302.499 with
3' = 70° and H = 0, 1000, 2000, 3000, 4000G.
are shown, because the "o" and "e" profiles are inverses of each other with respect to line center. From
these figures it may be readily seen that line profiles and hence equivalent widths W), change remarkably
with both H and "y. Therefore, it is possible in principle to derive H and 3' from Wk, and thus from the
intensities on monochromatic images.
370
In the scanningof monochromaticimagesboth
the width (AX) and the position of the slit of the
monochromator with respect to line profile (a,b)
may be chosen freely (see Fig. 3). For a deffmite
slit width and position the intensity of the mono-
chromatic image within a spectral line is def'med as
,b
I(AX) =Ja iX dX and the intensity of the mono-
chromatic image in continuum is given by Ic(A_)
= ic/XX. Then we have the following relation:
I(AX) WxCAX)
- 1 (4)
Ic(AX ) AX
fab dX is the equivalent width
ic
where WX(/xX) ic-
of the "o" or "e" magneto-sensitive line obtained
under a specific condition of the entrance slit. This
quantity may be calculated with the theoretical
profiles given by our numerical solution of Unno's
equations as well as Eqs. (3). As for the intensity
I
•_.====._, --.-.._
Fig. 3. Relation between the intensity of monochromatic
image and the equivalent width of a spectral line.
on the monochromatic image in a magneto-sensitive line in units of the intensity of the same point on the
monochromatic image in continuum, i.e., I(AX)/Ic(A/t), it may be determined with observational material.
Since the "o" or "e" profiles are closely connected with H and 3", both Wh(A_ ) ana I(z_X) should also
depend on these two parameters. This is the basis on which we may derive H and 3, from the intensities of
any one and the same point on the monochromatic images.
In order to express the relationship between WX(AX) (in the following abbreviated as W) and H as well
as % we have adopted three different fashions. The first is the graphic representation. An example can be
seen in Fig. 4 which exhibits the dependence of W on H and 3, for a = -0.2A, b = 0.
The second is the approximate expressions. For the above slit condition and with 3' = zr/4 we have
established with a Chinese-made TQ-6 electronic computer the following expression of H in terms of W:
10"3H = 1.32 x 10-2.60x 102W - 1.51 x 103W2 + 1.02x 104W 3
+ 3.52 x 105W 4 + 4.36 × 108W 5 + 2.35 x 107W 8
- 3.43 x 108W 7- 1.39 x 1010W 8 (5)
Thirdly, we may use the method of interpolation. We have calculated with the same computer two
tables and each of them pertains to one of the following slit configurations: (1) a = -0.2A, b = 0; (2) a =
-0.1 A, b = 0.1A. In each table a series of values of H and 3' are arranged according to the increasing order
of the values of W. The H values are confined in the range from 0 to 4000G with a constant interval of
50G. The 3"s are in the range 0 - 90 ° and the interval of neighboring values is 5°. In each table there are
1539 pairs of H and 3" values. Due to the shortage of space, these tables cannot be contained in this paper.
As an illustration five groups of values are given in the following small table. All these values belong to the
first slit configuration.
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Table1. TherelationbetweenW and3'aswellasH.
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Fig. 4. The dependence of W on H and 3".
Each of the above three methods has its own advantages and disadvantages. After a careful
consideration we prefer the third description of the variation of W with H and 3'.
III. Derivation of Vector Magnetic Maps from Monochromatic
Images in a Magneto-Sensitive Line
It has been stated in the foregoing section that the intensity of each point on a monochromatic
image in a magneto-sensitive line is related to H and 3". In order to determine these two physical
quantities we are in need of the two values I(A?_ 1) and I(Ak2), i.e. the intensities for one and the same
point on monochromatic images scanned with the two slit configurations Akl and Ak 2. All three of the
above-mentioned descriptions of variation of W with H and 3" are the direct or indirect reflection of the
following functional relations:
WX(AX1) = fI(H, 3')
Wa(AX2) =/2(tl, 3')
(6)
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Sincethesefunctionsareknownalready,they canbesubstitutedinto Eq. (4) andwehave
I(Ak 1) fl (H, _,)
_-- 1
Ic(ak 1) Ak 1
(7)
I(Ak2) f2 (H, 7)
-1
Ic(Ak 2) Ak 2
By measuring the intensities at the same point on the two monochromatic images we get the ratios on
the left sides of these equations. Then by solving them we may determine both H and 7 for the given
point. If we repeat this procedure for many points, we can draw a vector magnetic field map. In reality,
we resort to the third method stated above and hence no computation is needed. It is only necessary to
look through the tables.
It has been pointed out in the first section that both the classical method of H. W. Babcock and the
new method of Loughhead and Bray have a series of shortcomings. Our way of derivating the magnetic
vector with monochromatic images in magneto-sensitive lines can avoid the saturation effect and some
other defects. But, it must be noted that we treat only the line profiles of polarized radiation "o" or
"e". This is because the influence of the changes of H and 7 on these profiles are much more remarkable
than on the profiles of unpolarized or natural light, and hence the former are more profitable in magnetic
field measurements. Loughhead and Bray considered only unpolarized radiation and in this respect our
method is also an improvement of theirs. However, it should be emphasized that our method has its own
drawbacks. First, it requires that the variations of the intensities on monochromatic images are caused
solely by magnetic fields, while the effects due to the changes of temperature, density and other
parameters are negligible. This is a supposition which of course does not coincide with reality. But we
have shown (Ye et al., 1978) that the temperature sensitivity of k 6302 is small. Therefore, at least for
this line the above-mentioned question is not serious. Secondly, in Unno's equations there is the factor
cos0 (0 is the angle between the normal on the solar surface and the line of sight) and 0 is different for
different points on the solar surface. For the sake of simplicity one may take a mean cos0 for the
not vary by much and so these errors may be small. Thirdly, our method can be applied only to regions
of strong magnetic fields. This is because weak fields may have only small influences on fine profiles so
their effects on monochromatic images are difficult to detect.
IV. A Tentative Observation of the Vector Magnetic Field of a Sunspot
We have applied the method established in this paper to our own observational material. The results
show that both H and 7 may be determined with monochromatic images.
Specifically, we have scanned a F-type spot group in the central region of the solar disc (with
heliocentric longitude 9 ° and latitude +19 °) on November 3, 1979 with the monochromator of the
Purple Mountain Observatory and have secured the monochromatic images in 3,6302 with the above-
mentioned two configurations of the entrance slit. For the largest spot in this group there were two
umbrae in one penumbra. In the larger umbra, i.e. the one on the western side, we have measured the
intensities at the center on the two images and got I(Akl)/Ic(Akl) = 0.80, I(Ak2)/Ic(AA2 ) = 0.79.
Substituting these values into Eqs. (5) and (6) we have the equivalent widths WX(Akl) = 0.026 A,
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Wx(AA2) = 0.042 A. Then from our tableswe have found H = 3650G,3"= 25°. Besides this, in the
outward direction from the umbra center and at three points with angular distances 3.5, 7.0 and 10.5
arcsecs the following results have been obtained: H = 3200G, _, = 45°; H = 2800G, 3" = 50 _ and H =
3700G, 3' = 60 ° respectively. These data roughly agree with the commonly adopted magnetic field
strengths of sunspots as well as the law of the distribution of their field lines. It is still more important
to note that for every point we have gotten almost the same values of H and 3' with the two W's.
Although our instrument is not highly accurate and there may be large observational errors, the tentative
observation described above shows that our method is applicable.
V. Determination of the Three-Dimensional Magnetic Vector
In order to construct three-dimensional magnetic field maps we need not only H and 3' but also the
azimuthal angle of the magnetic field line X. In our work (Ye et al., 1978) we followed Unno's simplify-
ing assumption that the third Stokes parameter U is equal to zero. According to the following formula:
u (8)
tan 2X = _,
we in this case always have × = 0. Then for any point on the solar surface one may get only two-
dimensional maps. In order to construct three-dimensional maps we cannot take U = 0 and must solve
the system of equations of transfer of the four Stokes parameters I, Q, U and V (i.e., Unno-Beckers'
equations, in Beckers 1969). We have done the numerical solution in Ye and Jin (1983). The intensity
of radiation I thus obtained must be a function of H, 3' and X. Moreover, the equivalent widths should
also be functions of these three quantities, i.e.
WX(AX) = f(H, % X) (9)
Hence if we scan the same area on the solar surface with three configurations of the entrance slit AXI,
AX 2 and AX3 and for the same point measure the intensities on the three corresponding monochromatic
images, we may by a formula similar to Eq. (4) get the three equivalent widths Wx(Ahl), Wx(AX 2) and
WxfAX3). With the known functional relations (9) we may simultaneously obtain the three quantities
H, 3' and X from the three Wx's. If we repeat this procedure for many points, we may construct three-
dimensional magnetic field maps.
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MAGNETICFIELD-VECTOR MEASUREMENTS IN QUIESCENT PROMINENCES VIA
THE HANLE EFFECT: ANALYSIS OF PROMINENCES OBSERVED AT
PIC-DU-MIDI AND AT SACRAMENTO PEAK
V. Bommier,* J. L. Leroy,** and S. Sahal-Brgchot*
*Observatoire de Paris-Meudon, 92190 Meudon, France
**Observatoire du Pic-du-Midi et de Toulouse, 31400 Toulouse, France
The Hanle effect method for magnetic field vector diagnostics has now provided results on the
magnetic field strength and direction in quiescent prominences, from linear polarization measurements in
the He I D 3 line, performed at the Pic-du-Midi and at Sacramento Peak. However, there is an inescapable
ambiguity in the field vector determination: each polarization measurement provides two field vector
solutions symmetrical with respect to the line-of-sight. A statistical analysis capable of solving this
ambiguity has been recently applied to the large sample of prominences observed at the Pic-du-Midi
(Leroy et al., 1984); the same method of analysis applied to the prominences observed at Sacramento
Peak (Athay et al., 1983) provides results in agreement on the most probable magnetic structure of
prominences; these results are detailed in the following paragraphs.
The Sacramento Peak spectropolarimeter has provided narrow-band polarization data, in which the
two components of He I D 3 are fully resolved, which form a pair of lines adequate for the achievement
of the complete field vector determination (Bommier et al., 1981). In a sample of 14 prominences
observed and interpreted (Athay et al., 1983), the two symmetrical field vectors have been found to
approximate 90 ° starting from the local solar radius, i.e. neighbouring the horizontal plane.
Two-line observations in broad-band polarization have been recently performed with the Pic-du-Midi
coronograph polarimeter, in He I D_ and Hydrogen I-I/3, which have given the same result on the field
direction (Leroy, Bommier, Sahal-Brechot, to be published). Considering that result, one-line observations
nr,_,i,_ll_h, m_cl_ nf th_ imr_olved He 1 D-, line have been interpreted in terms of the field strength and
azimuth angle only in 120 prominences of the Polar Crown (Leroy et al., 1983) and 256 prominences
of medium and low latitude (Leroy et al., 1984).
In most cases, the two symmetrical field-vectors do not cross the prominence long axis in the same
sense; further investigation is then required before we are able to provide observational constraints on the
type of the magnetic structure of prominences, in particular with respect to the polarity of the photo-
spheric magnetic field on each side of the neutral line underlying the prominence.
Owing to the symmetry of the two field vectors with respect to the line-of-sight, one has the follow-
ing "mirror effect" within the two angles a V and _F between the field vectors and the prominence long
axis, and the angle/3 between the prominence long axis and the line-of-sight (Fig. 1):
°_V + _F = 2/3 (1)
The precise definition of the sign and value of a and /3 can be found in Leroy et al. (1984, see
Fig. 4 of that paper); our convention is that positive and negative _ angles correspond to prominence
field orientations consistent and unconsistent respectively with the potential and non-potential field
orientation with respect to the polarity of the neighbouring photospheric field.
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Fig. 1. The magnetic field determination through a polarimetric analysis provides two field vector solutions
symmetrical with respect to the line-of-sight.
If there is a preferential value _c in the sample of prominences, one has:
otV = ctc (2)
then according to (1)
otF = - ctC t- 2/3 (3)
For a couple of two observed field vectors, there is no a-priori choice of o_F and ctV between the
two ot angles.
Figure 2 is a plot of relations (2) and (3) for _c = 30°. The points on Fig. 2 correspond to the
observed o_ and /3 values for 12 of the 14 prominences observed at Sacramento Peak. Two prominences
have been discarded, as the direction of the prominence long axis cannot be established. The values of
the ot angles have been derived by averaging the values obtained for each measurement by Athay et al._
(1983, see table 2 of that paper). In Table 1 and Fig. 2, the prominence names refer to that paper;
in each prominence, the averages have been done for each day and each position angle.
÷ H
01_ EM "_ _H
.,I a ",,
_O _
I I ; I _"N._
-_,c _o 1_o 1so z_o t_o t o
Fig. 2. Plot of relations (2) and (3) for ctc = - 30°,
and of the observed averaged values for 12 prom-
inences observed at Sacramento Peak (Athay et al.,
1983). Compare with Fig. 6 of Leroy et al. (1984).
A similar plot can be found on Fig. 6 of Leroy
et al. (1984), for 120 of 256 prominences observed
at Pic-du-Midi, for which the geometrical parameters
and the direction of the underlying neutral line, can
be established with accuracy. This sample of 120
prominences corresponds to 900 measurements.
Figure 2 represents the least-square fitting of
(2) and (3) in the observed data; the squared residues
I; (0 - C) 2 in the least-square fitting are given on
Figure 3 as a function of _e, for the Pic-du-Midi
data (full line, Fig. 7 of Leroy et al., 1984), and for
the Sacramento Peak data (dotted line). In the
fitting calculation, the data must be weighed accord-
ing to their accuracy. Two kinds of data uncertainties
have to be considered:
1) Geometrical errors, which are roughly con-
stant over one given prominence.
2) Photometric errors which can occur on each
measurement.
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Fig. 3. The squared residues in the least-squares
fitting of relations (2) and (3) in the Pic-du-Midi
data (full line) and in the Sacramento Peak data
(dotted line).
In the Pic-du-Midi data, a strict selection of 120
prominences out of 256 ones has been done in order
to eliminate the geometrical errors; then, for all
individual measurements the weights have been deter-
mined according to photometric accuracy only. In
the Sacramento Peak data, the geometrical errors
cannot be discarded in the same way, owing to the
smaller size of the prominence sample; it is then not
realistic to weigh each prominence, in which geo-
metrical errors can occur, according to the number of
averaged measurements w = v; on the other hand, it
would not be statistically fair to give the same weight
w = 1 to all the prominences because in some of
them one measurement only has been done, for
which photometric uncertainty is likely. As a com-
promise, we have used the values w "v/'ff listed in
Table 1 as weights in the least-square fitting of the
Sacramento Peak data. However, the least-square
fittings with w = 1 and w = v have also been done,
and have given the same minimum otm "_ - 30* for
the squared residues (0 - C) 2 as the fitting given
on Fig. 3.
The most probable value a m "_ - 30 °, which is obtained as the result of the fitting, corresponds to
the non-potential orientation of the prominence magnetic field with respect to the polarity of the neigh-
bouring photospheric field. The good agreement which can be seen on Fig. 3 between the fits in the two
sets of data shows that the same trend can be found in the two sets of prominences observed by the two
instruments. However, the large size of the Pic-du-Midi sample of prominences has enabled more detailed
analysis which have given evidence to two types of prominences (Leroy et al., 1984):
1) Prominences with maximum height larger than "- 30 000 km. Their magnetic structure is con-
........... :.t..t._ Tr ........ o n . .... O ¢ m,_,-t,_l_ (i.e. nnn-pnt_ntial _e,n_e of the orominence field). Theblbl.Ulll. WlLIL LIIU lk_,e,-I _,_-l,aauu ,ff v,- . .,,_. .................... .
mean a value is "_ 25 ° and the mean field strength is "_ 5 to 10 Gauss. These prominences often show
filamentary or curtain-like structures. Polar Crown prominences fall in this category.
2) Prominences with maximum height lower than "" 30,000 km; their magnetic structure is con-
sistent with the Kippenhahn-Schliiter type of model (i.e. potential sense of prominence field). The mean
ot value is "_ 20 ° and the mean strength is "" 20 Gauss. These prominences are bright, often sharp-edged
in He I D 3 and found essentially at low latitude.
These statistical results have been confirmed on favourable individual cases: for 15 prominences
observed at Pic-du-Midi, the two-field vectors are pointing on the same side of the prominence, and the
a angles are large enough with respect to the measurements and interpretation inaccuracies, so that the
field polarity is derived without any ambiguity.
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Table 1. Averaged values for 12 prominences observed at Sacramento Peak (Athay et al., 1983) of
the prominence aspect angle AA and azimuth angle _b*and _bs* of the two magnetic field solutions
with respect to the prominence long axis. The angles AA, _b*, _bs* are respectively related to the
angles/3, aF, aV defined in Leroy et al. (1984). v is the averaged number of measurements.
Prominence
BNI 79/04/24
BN2 79/04/25
BN3 79104/26
BSI 79/04/26
BS2 79/04/27
CI 79/04/25
C2 79/04/27
D1 80/08/15
n2 8o/o8/!5
D3 80/08/10
E 80/09/17
FI 80/09117
F2 80109119
GS 80/09/19
ON 80109/20
F! 80109/20
[ 80/10/18
L 80/10/22
M 80/10/22
Position
Angle
212
212
215
208
209
27
28
121
!!4
115
262
355
355
# %, 0_,, ._ w...ff
50
45
40
115
115
250
-50 -130
-60 -120
-75 -105
0 -180
-15 -165
15 -165
15 -165
30 150
30 150
30 150
45 135
-10 -10
-10 -I0
-40 140
I0 10
40 -140
70 tlO
70 110
40 -40
d#*I _*s
-177, -83
-159, -81
-159, -52
[
b
! +135, -135
+132, -102
-36, +6
-35, +5
+80, -140
487, --147
+94, -154
+89, -179
+70, -50
+46, -26
-27, +107
+21, -41
-138, +58
+7, -147
-15, -125
-177, +971
-3, -97
-21, -99
-21, -128
+45, -45
+48, -78
-36, +6
-35, +5
+100, -40
+93, -33
+86, -26
+91, -1
+70, -50
+46, -26
-27, +107
+21, -41
-138, +58
+173, -33
-165, -55
-3, +83
4 2
1 I
2 I
3 2
1 I
1 1
1 1
20 4
46 7
19 4
t I
4 2
25 5
13 4
11 3
12 3
9 3
11 3
2 1
I
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INFERRED FLOWS OF ELECTRIC CURRENTS IN SOLAR ACTIVE REGIONS
Y.J. Ding and Q.F. Hong, Yunnan Observatory
Academia Sinica, Kunming, China
M.J. Hagyard and A.C. DeLoach,
Marshall Space Flight Center
Huntsville, Alabama 35812 USA
Abstract. In this paper we explore techniques to identify sources of major
current systems in active regions and their channels of flow. Measured
photospheric vector magnetic fields together with high resolution white light
and H-alpha photographs provide the data base to derive the current systems in
the photosphere and chromosphere of a solar active region. Simple
mathematical constructions of active region fields and currents are used to
interpret these data under the assumptions that the fields in the lower
atmosphere (below 200 km) may not be force-free but those in the chromosphere
and higher are. The results obtained for the complex active region AR 2372
(April 1980) are: (I). Spots exhibiting significant spiral structure in the
penumbral filaments were the source of vertical currents at the photospheric
surface. {2). Magnetic neutral lines where the transverse magnetic field was
strongly sheared were channels along which a strong current system flowed.
(3). The inferred current systems produced a neutral sheet and oppositely-
flowing currents in the area of the magnetic delta configuration that was the
site of flaring; we postulate that interaction between these two currents
produced enhanced turbulence in the neutral sheet leading to particle
acceleration in that region. The scenario of flare onset in the neutral sheet
with subsequent particle acceleration along the loop systems involved is
consistent with the observed flare brightenings observed in H-alpha.
I. Introduction
Electric current systems are presumed to exist in solar active regions,
perhaps in the form of the filamentary electric currents proposed by Rabin and
Moore (1984) as the source of heating the lower transition region, or as
large-scale current systems in solar prominences. Indeed, electric currents
are required to flow in the upper atmosphere of flare-producing active
regions, providing the superpotential energy that is ultimately released in
the form of a solar flare. Observational evidence for current systems is
derived from studying the morphology of solar features where magnetic fields
are known to play fundamental roles. For example, by studying high-
resolution, white-light observations of sunspot groups, scientists from the
Yunnan Observatory have inferred the presence of vertical electric currents
flowing from spots that exhibit a pronounced spiral structure in the penumbral
filaments (Solar Division of Yunnan Observatory, 1974a,b); an example of such
a spiral sunspot is shown in Figure i. From studying a large number of such
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sunspot groups, the Yunnan observers found that there is a close correlation
between long-lived spiral sunspots and the occurrence of proton flares.
Direct measurements of electric currents in active regions can be derived
from observations of the vector magnetic field using the relation between
current and the rotation (curl) of the field, but these measurements give us
information only on the vertical component of the current. However, even this
limited information has proven valuable since scientists have found
correlations between the locations of these vertical currents and various
manifestations of solar activity such as flares (Moreton and Severny, 1968;
Hagyard et al., 1984) and heating leading to enhanced ultraviolet emission
(DeLoach et al., 1984).
In this paper we present results of a study to determine the large-scale
current systems flowing in an active region, using observations of the
morphology of the photospheric and chromospheric magnetic field together with
measurements of the vertical currents derived from vector magnetic field data
and some simple mathematical constructions for the magnetic field and
resulting current systems. In the following section we discuss first the
current systems flowing at the photospheric level in a simple unipolar
sunspot, using an analytical model for the magnetic field. In Section 3 we
extend the model to the case of a simple bipolar field and discuss the
different photospheric current systems that result when the observed
transverse field connecting the two polarities has either a 'potential' or a
'sheared' configuration in the vicinity of the magnetic neutral line (where
the line-of-sight field between the two polarities vanishes). In Section 4 we
indicate how observations of H-alpha fibrils can be used to trace the
chromospheric current systems and how these are connected to the photospheric
currents through observations of vertical currents at the photosphere. In the
last section, we apply these techniques to infer the large-scale currents
flowing in a flare-productive active region and relate these current systems
to the morphology of the flares that occurred.
II. Electric Currents in Unipolar Spots
_a_1 ofTO investigate the currents in a simpie unipoiar sunspot, we used a ,,,w=, a
cylindrically symmetric magnetic field (Allen, 1973) given by the following
equations:
B = (Br, Be, Bz),
B = B tan 0,
r z
Be = 0,
Bz : Bo exp(-a p2) f(p,z,),
(I)
= P with e° = 75oand E) e°
In these expressions, B , Be and B_ are the vertical, azimuthal and radial
components of the vecto_ magnetic Field B respectively, e is the angle of B to
the line-of-sight (i.e., to the normal to the photospheric surface), B is
the magnitude of the field at the center of the sunspot at z = O, R is°the
381
outer penumbral radius, p is the relative radial coordinate (P = r/R), and z*
is the relative height (z* = z/R). The function f(p, z*) is determined from
the condition that the field have zero divergence:
V.B =0.
This leads to the following differential equation for f(p,z*):
(2)
Blnf + tan e Blnf + (tan e)/p + eo/COS 2 (3)@z* @---p- e - 2ap tan e = O.
The boundary conditions on f( p ,z*) are:
f(p ,z*) + 0 for large z*
and f(p,O) = i,
so Bz (p ,O) = Bo exp(-ap2),
(4)
with the values of Bz (p ,0) derived from the observed line-of-sight magnetic
field. A particular form of f( p ,z*) that satisfies these conditions is
OO
f(p,z*) = exp [- n_=I (z*)n _n (p) ] (5)
Substitution of this expression for f( p ,z*) into Equation (3) yields the
following equations for _n:
_1 (p) = (tan e)/p + eo/COS2 0 - 2ap tan o,
_2 (p) = -(I/2) tan e _, (6)
_n (p) = -(I/n) tane _n= I for n = 2,3,...
Using Ampere's Law,
j = (I/4_) v X @, (7)
we can derive the currents from the field, obtaining
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J =0,
r
J = O,
z
J@ = [Bz/(4,R) ] [2ap - tane _i + z* (_{ - 2 _2 tan O) + (z*) 2
(_2" 3 _3 tan O) + ... + (z*) n (_'n (n+l) _n+l tane) + ...] .
(8)
Thus, for a unipolar sunspot with no azimuthal field component - and thus one
where the observed transverse field is radial - only azimuthal currents can
occur, and they will flow across the magnetic field. This means that these
currents are restricted to the lower chromosphere and photosphere where the
magnetic field does not have to be force-free, i.e., below the height of =200
km where the plasma beta is = 0.22 - 0.61 and the currents can cross the
field. For low height_ (z _ 200 km') and R _>6 arcsec, we have z* < 0.05 and
the terms involving z* , z*_, ... can be neglected in the expression for
J@. The radial variation of this approximate form for J¢. at different values
of z* is shown in the curves of Figure 2. These curves Indicate that the
azimuthal current has the same sign as the vertical field Bz everywhere
above z* = 0.02, but at low heights, z* <_0.01, the current near the outer
boundary of the sunspot (p >_0.85) flows in the reverse direction.
To summarize these results fdr this model of a unipolar sunspot, we find:
(I). There can be no radial or vertical components of the current J in a
cylindrically-symmetric unipolar sunspot with no azimuthal component of the
magnetic field.
(2). The only component of the current J is the azimuthal component J¢ which
flows along the isogauss contours of B_ and across the magnetic field; its
direction is in accordance with the ri_ht-hand rule. In2the outer penumbra,
the current J¢ reaches its maximum value of = 0.016 A m- for Bz = 300 G
and R = 10 arcsec.
(3). The Lorentz force given by F =J x B has two components, Fr and OFBecause of the change in direction o the azimuthal current, for z* >- z02 the
field lines will be pushed down by the Lorentz forces while, for z* gO.01 and
P_>0.85, they will be pushed up; this effect produces a 'trumpet-shaped'
configuration for the field lines as indicated in Figure 3.
Ill. Electric Currents in a Simple Bipolar Region
Observations of single unipolar spots are rare; more often two sunspots with
opposite polarities are observed in close proximity, forming a bipolar sunspot
group. If the magnetic fields of two sunspots forming a bipole were similar
to that of Equation (i), they would produce two parallel currents near the
neutral line (the contour B_- 0)and on either side of the neutral line at
photospheric levels (z <_20_ km,, as indicated in Figure 3. The total
horizontal current system flowing between the two spots through the area ABC
in Figure 3 is given by
I@ = / J@ dS
ABC
(9)
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Fig. 2. Variation with radius and height of the azimuthal current density J¢
in a simple unipolar sunspot.
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or
i f , f= 4-; B dj + B.dl. (10)
ABC CA
The path of integration in these equations is along the arch AB_'Cwith A and C
representing the points where the line joining the two sunspots' centers
crosses the respective umbra] boundaries of the two spots, In this
construction for the current I_, the first term in Equation (107 involves the
magnetic field at heights where it generally cannot be measured, whereas the
second integral can be evaluated from observational data of the transverse
magnetic field B.
If the magnetiC'field of this bipole in the _rea ABC can be described by a
model similar to that discussed in the previous section which led to the
expression given in Equation (8) for the current density Jqb, then we can make
some quantitative statements about the relative magnitudes of the two terms in
Equation (107. We found that for small z*, J¢ (p,z*) > 0 except in a small
volume where z* _<0.01 and p >_0.85; this means that the total integral I@
must be greater than or equal to zero by virtue of Equation (9}. If the arch
is taken along a field line from the positive to the negative polarity,
then the first term in Equation (tO) will be positive. For a radial field
along the path CA, the second term in that equation will be negative since the
field B and the path increment dl are oppositely directed. Therefore, for a
nearly rad_l field, the first term must be larger than the second one when
the arch ABC is near the height of 200 km where J¢ is greater than zero for
all p and z*.
In many active regions, however, the field between opposite-polarity spots
appears non-radial or sheared in observations of the transverse component
(B_) of the magnetic field or of penumbral filaments seen in white light;
th_s is especially true along the magnetic neutral line _here flaring occurs.
To underscore this difference, we reconstruct Equation (10) in a manner
similar to the technique of Hagyard et al. (1981), and write the total current
as the sum of two terms, I° and ISH:
I¢ : I o + ISH , (11)
where
f ACJIo : 4-_ B dJ - T- BT dl (12)
ABC
and ISH= _ BT (! 4 cos _) d], (13)
AC
where B is the angle between BT and dl along AC. In this formulation the
current I_ is that which would'be evaluated for the total current I¢ if the
field alo_{g AC appears "potential" or non-sheared, i.e., the field is radial
across the neutral line between the two spots. It should be noted that the
field is not necessarily potential throughout, but only appears to be
potential along AC. For this reason, we call Io the "groundstate" current
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and note that it cannot be directly evaluated from the observed photospheric
field (although from the arguments in the last paragraph, it is positive near
the height of 200 km). However, if the observed field along AC appears
sheared, then the total current I@ will be the sum of this 'groundstate'
current Imand the component I_H which can be evaluated from the observed
field along the photospheric _th AC. Thus this formulation allows us to
calculate the currents IS,.that are the direct result of the shear in the
field independent of the _ntegral over the arch _ where the field cannot be
measured but which contributes only to the 'groundstate' current. This
current I represents an 'excess' current caused by the sheared transverse
field; itS_lows close to and along the sheared neutral line and in the
direction of Io. The value of ISH can be estimated as
ISH =(a x b) x 1.2 x 1012 A (14)
if BT = a x 1000 G, AC = b x 20 arcsec and the angle _ is 90 °.
IV. Chromospheric Currents and Their Photospheric Source
The above model of a bipolar sunspot group is very simplistic. Generally the
magnetic fields observed in active regions are much more complex, particularly
in regions where flares occur. In these regions with realistic magnetic
structures, there are radial and vertical currents (Jr and Jz ) as well as
the_azimuthal current J@ discussed above. Along the neutral line, we would
expect a large excess azimuthal current IS , to exist; such a current system
might be connected to the radial currents _lowing towards or away from
sunspots or to the vertical currents flowing through the photospheric surface.
Observations can tell us something about ISH and J_ in the photosphere,
but not J . Also, the morphology of their connections at this height is
obscure sTnce the field is not constrained to be force-free and currents can
flow across the magnetic field and penumbral filaments.
The situation is less complex at the chromospheric level above the height of
200 km where the field is force-free so that the currents must be parallel to
the magnetic field (Nakagawa et al., 1971; Raadu and Nakagawa, 1971). It is
well established that the fibrilar structure seen in H-alpha observations
traces the horizontal magnetic field in the chromosphere (Veeder and Zirin,
1971; Foukal, 1971). Since the field there is force-free, the fibrils must
trace the horizontal current systems, also. For example, the fibrilar
structure of old unipolar sunspots is generally observed to be radial; we
interpret this as indicating there are no azimuthal currents flowing in the
chromosphere above these sunspots. Conversely, we expect that azimuthal
currents will be present only when the transverse field is sheared, that is,
only when we observe a vortical structure in the H-alpha fibrils. This means
that only the sheared component IKH of the azimuthal current system I¢ will
be present at chromospheric heights since the Iocomponent is constrained to
regions where the field is not force-free, i.e., where the current J¢ is
non-zero in the region of radial magnetic fields. In addition we expect
radial and vertical components of currents to flow along the magnetic fields
in the chromosphere.
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To summarize, the H-alpha fibril structures tell us the following about
chromospheric currents:
(I). Radial H-alpha fibrils trace the systems of radial currents Jr"
(2). Sheared (relative to the neutral line) fibrils trace the excess current
I_" The footpoints of H-alpha fibrils connecting into areas of opposite
polarity indicate areas where vertical currents of opposite flows should
exist; these areas should be observed in photospheric measurements of Jz
unless they are too weak to be detected.
The technique then is to use observations of the transverse magnetic field
and H-alpha fibrils and filaments to trace the large-scale current systems of
an active region. The transverse magnetic field allows calculations of Jz
and I_H, and the sheared filaments along the neutral line trace the
connections of areas of + J, along the path of flow of I_H. This
technique will be applie_ ih the following section for a_i active region that
was observed in April 1980.
V. Electric Current Systems in AR 2372
During the period of the Solar Maximum Year the Solar Observatory of the
Marshall Space Flight Center operated the MSFC vector magnetograph (Hagyard et
al., 1982) on a regular basis, thereby obtaining vector magnetic field data
for a large number of active regions, many of which produced significant
flares. One of these was AR 2372 which was on the solar disk in the early
part of April 1980. The region is shown in Figure 4 as it appeared during the
6th and 7th of April. As discussed by Wu et al. (1984), the field
interconnections that were observed in this region on the 5th were realigned
as a result of the internal motions of the spots L21 and F2. Initially
L_I and F_ formed a connected bipole (and a magnetlc delta configuration)
a_ did th_ two large sunspots LlI and FI. Other possible magnetic
connections were between the eastern portion of L_I (L_) and F1.
During the period April 5th to the 6th, the posit_¢e s_{)t L_I moved westward
sweeping up negative fields (F_, F5) ahead of it and formin_ a new
magnetic delta configuration (_21, FR). At the same time the negative
spot F_ which was originally to the llorth of LpI moved eastward toward the
large hegative spot FI. The resulting field r_Alignments produced
connections between the negative fields F3, F_, etc., that were built up
and the leader spot LIt, and the original conliections between L_I and Fp
were strongly sheared. In addition the motion of F2 probably p_Oduced
shear in the interconnection between L_ and FI. In Figure 5a the vector
magnetic field of this region on the 6th is shown and reveals the sheared
nature of the interconnections between L_I and F2 and L_ and F,.
This is especially evident when the fiel_'is compared w_h a potential field,
shown in Figure 5b, that was derived using the line-of-sight field of Figure
5a. In Figure 6 the vertical electric currents derived by Krall et al. (1982)
from the vector magnetic field data are shown for the areas of the sunspots
F2, Lp_, Lpl, FR and F_. These spots are also identified in theH-al photograph (fr6m Big Bear Solar Observatory) shown in Figure 7. The
set of data shown in Figures 4-7 has been used in conjunction with the
analytical constructions developed previously to derive the current systems
for the 6th of April.
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Fig. 5. The vector magnetic field in the area of the magnetic delta
configuration of AR 2372 on April 6. The contours represent the line.of-sight
component of the magnetic field with solid (dashed) contours depicting
positive (negative) fields. The line segments represent in length and
direction the magnitude and orientation of the transverse component of the
magnetic field. (a). The observed field at 21:00 UT on the 6th. (b). A
potential field calculated from the line-of-sight field of (a).
390
Fig. 5b
N
391
F¢ 0
Fig. 6a
Fig. 6. The distribution of the vertical electric current densities in the
area of the magnetic delta configuration on April 6, 1980 (from Krall et al.,
1982). Solid {dashed} contours represent currents flowing out from (into} the
photosphere. The heavy solid line represents the magnetic neutral line to aid
in orientation with the magnetic field shown in Figure 5a. (a). The vertical
current densities at 19:08 UT. (b). The vertical currents at 21:00 UT.
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(i). A current system from L21 to Fp along a sheared neutral line.
The spiral sunspot L_I with a predominantly counterclockwise penumbral
pattern was located _t the same position as a counterclockwise vortex in the
observed transverse magnetic field (Figure 5a) and a positive J
concentration (Figure 6). This current direction is consistentZwith the
direction of the observed spiral pattern. By estimating the average current
density and the area from Figv_e 6a, the current strength I "n L_. was
calculated to be about 1 x 10_ A. In Figure 5a a segment _fltheZ_agnetic
neutral line is indicated by the letter D. Along this segment of the neutral
line the sheared transverse field was very similar to the sheared penumbral
filaments (D) which were seen to persist for 28 hours in Figure 4a,b and d.
Deviating as they did from the configuration of a potential field, they
suggest that a strong excess current It, was flowing along the segment D and
eastward. By taking a = 0.7, b = 0.5 _d B = 90 ° in Equation (14), the
current IS . flowing in t_ lower atmosphere along the neutral line is
estimated _o be 0.4 x 10"_ A. In Figure 7 the same area as seen in H-alpha
is again designated by the letter D. This area shows some dark fibrils
connecting L_I with F_, from which we infer that a current system was
flowing in th_ chromosphere along the fibrils D from L_I (J_> O) to F_
(J_< 0). Since both the photospheric and chromospheriC currents flowed in
th_ same direction along the neutral line, we infer that the two currents
belonged to one current system that was gradually rising upwards. The
estimated current flowing into F2 was 0.3 x 10 A (calculated from the
average J and area of F^ in Figure 6a). This is approximately equal to
the current estimated fo_ ISH but somewhat less than that estimated to
emerge from L21.
(2). A current system flowing from L22 to F1 along a sheared neutral
line.
Sheared penumbral filaments and a sheared transverse magnetic field were
observed along the segment "A" of the magnetic neutral line indicated in
Figures 4a and 5a. These data again suggest an excess current IS. flowed
eastward along the sheared neutral line A from Lpp to FI. Using _quation
..... - - a - _ - L _ _ _ _..1 _-^A • _ _ r 1 _-ee _'h_- 4"h;_1"{Z¢} the currenl: z.,, alVIl 9 /_ 15(111 u_ ualbula_cu, ,_ i ..... _Innn D
since the transver_ field strength in this area was weaker_" A positive "'=
vertical current density Jz was calculated in the area of the spot L_p;
from i_ average value and the area of Loo we estimate a positive cu_ent of
5 x 10_" A flowing upwards from Lp9. BeCause a negative vertical current
appears to exist in the area of F_-, we suggest that a photospheric current
flowed from L^^ to F. along the n_utral line A. The H-alpha data show a
dark sunspot _lamen_ lying along A connecting F1 and L2p. Thus we again
infer that the photospheric and chromospheric cu#rents ?Ormed a single current
system that was rising upwards.
(3). A radial current flowed from L., to F_, F..
Some dark penumbral-like filaments w_e obs_rve_ in the area "C" indicated in
Figure 4a (01:35 UT on the 6th). From this observation we infer that the
fibrous magnetic field linking the bipolar group L11 and FR, F_, etc.,
had emerged from the convection zone into the photOSphere _riof to 01:35 UT on
the 6th. In the H-alpha filtergram we see several long, radial fibrils
connecting L11 with F3 and F5. Calculated vertical current densities
show postive _urrents in Lll and negative ones in F3 and F5. Thus we
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infer a radial current system flowing along the fibrils from Lli to F 3 and
F5in- Figure 8 we show a sketch of these three major current and magnetic loop
systems which we have derived from the observational data. The flaring
activity in this region during the period April 5-7 was concentrated in the
area of the new delta configuration (L21 and FR) that was formed by the
emergence of loop II and the westward m6tion o_= the footpoint L_I of loop
In addition to the magnetic delta configuration, complexity ih this arealof"
the neutral line was enhanced by the oppositely-directed currents and magnetic
fields in the footpoints L91 and F_ of loops I and II respectively. The
relationship of these compT_x confTgurations to the flaring that occurred is
interpreted as follows. Superpotential magnetic energy was stored in this
area both in the sheared magnetic field and in the neutral sheet between loops
I and II. The opposing currents in close proximity in I and II intensified
the turbulence in the neutral sheet, accelerating charged particles to high
energy and initiating rapid magnetic reconnection. The accelerated particles
were projected from the acceleration region in the neutral sheet along the
field lines to the chromospheric footpoints where heating occurred as seen in
H-alpha. These areas are indicated in Figure 8 by the hatched areas. Thus
this current/field system I, II and III explains the observed flare
brightenings as seen in H-alpha.
It is interesting to compare these derived loop systems with the four
magnetic structures inferred by Machado et al. (1983) from X-ray observations
of a flare in AR 2372 at 03:03 UT on April 8. Referring to their Figure 7,
the loop designated as B in that figure can be identified with our loop II;
their loop C corresponds to either loop I or Ill in our interpretation. Thus
the higher X-ray loops partially fit our derived current system. However, we
do not indicate a loop system corresponding to A in the Machado et al. figure
that crosses over the highly sheared neutral line between L91 and F3. Our
interpretation was based on the very sheared nature of the _ransverse magnetic
field in this area which indicated that the field was not connecting across
the neutral line between L21 and F Since such a connection was inferred
from the X-ray data, we conclude t,_at the lower photospheric and chromospheric
fields were highly sheared whereas those in Lhe corona were not in the area of
the magnetic delta.
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Abstract: Simultaneous vector magnetograms were obtained with the different magnetographs of the
Okayama Astrophysical Observatory and the Sayan Mountain Observatory in October 1983. The data
obtained show a good correspondence in general. The comparison makes clear something on the measur-
ing accuracy of each magnetograph.
1. Introduction
Whether vector magnetograms obtained with different magnetographs are the same or not will be
important to see the reliability of the observation and to know the accuracy of each magnetograph.
Since the geographical longitudes of the Ikayama Astrophysical Observatory, Tokyo Astronomical Obser-
vatory, and the Sayan Mountain Observatory, Sib-IZMIRAN, are +134 ° and +101 °, respectively, we
planned a simultaneous observation program from September 21 to October 20, 1983.
2. Observation
We observed the sunspot group 260 in Russian Solar Data using the Zeeman sensitive line, FeI
5250A, and with the two different types of instruments. Some characteristics are summarized in the
following (cf. Stepanov et al., 1975; Makita et al., 1984).
Okayama Astrophys. Obs. Sayan Mountain Obs.
Instrument
Telescope equatorial horizontal (coelostat)
Polarimeter rotating wave plate two KDPs
Observational Parameters
Integration time 1 sec 1 sec
Scanning step 10" 4"
Covered area of entrance
slit 12" x 0.6" 4" x 2"
Covered wavelength of exit
slit (referred to line
center) 27 mA-80 mA 37 mA-95 mA
Successful Observations
October 5 3h3m-4h33m UT 2h22m-3h28m UT
4h17m-5h17m UT
2h57m-4hl lm UT 2h26m-3h40m UTOctober 6
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The observingareaof Okayama'sobservationwasroughly four times larger.Therefore,its observing
periodshouldbeshrunkwhena moredetailedcomparisonof the timeis necessary.
3. Comparison of the Magnetograms
The comparison of the observed data are shown in Figure 1. A quick look shows good correspond-
ence of the circular and linear polarizations, and, in and near sunspots, of the velocity field.
The wing intensity is drawn at 90 and 50 percent levels referred to the photospheric intensity.
This is affected by clouds easily, although the polarizations are normalized by the intensity and are not
affected by them. Zigzag patterns in the Okayama data, which are also seen in the other lower diagrams,
are due to the accuracy of the image guider, since the observation was made by scanning the image in the
east-west direction back and forth. This seems to be dependent on the seeing and may be corrected after
the observation. By adjusting the guider, ,otherwise, the Okayama data may have smooth patterns at the
cost of the longer observing time.
Tile longitudinal ...... _ of the Sayan n.,. is shown by *_"_ "_.... ¢ _n,,c_u u,,,,, ....... vo v. 10, v 100, ......_nN, and 10130 G.
The Okayama data show the degree of circular polarization of 4.0 x l0 -3 for the outermost contour and
it increases to the inner contours in a geometrical progression of factor 2. The transverse field of the
Sayan data shows 200, 500, and 1000 G. Roughly 100 G field prevails outside these contours and seems
to show the noise level. The degree of linear polarization of the Okayama data is 2.5 x 10 -3 for the outer-
most contour and increases to the inner contours in a geometrical progression of factor 2. The similar
pattern of the polarizations enables us to connect them as in Figure 2. A calibration of the Okayama
data is thus made roughly.
The azimuths of the magnetic field agree fairly well in most areas, but give a remarkable discrepancy
in the middle of the following sunspot in every case. Since the exit slits are placed in the line wings
(see the table), this may not be due simply to Faraday rotation. H alpha filtergrams of the Norikura
Solar Observatory and the Big Bear Solar Observatory seem to coincide better with the Okayama's azi-
muth. Some problem in the Doppler compensator or the different spatial resolution might be responsible
for this discrepancy.
The radial velocity of the Sayan data is 0.5 and l km/s. The Okayama data show 0.1, 0.5, and 1
km/s. Neglecting the guiding error, the two data are similar in and near sunspots, the amplitude of
Okayama data being smaller according to the low spatial resolution. The five minute oscillation will
dominate outside the sunspot area and no agreement is expected there. The low amplitude in the second
Sayan observation might show a problem with the Doppler compensator when the intensity becomes
weak (by clouds in this case).
Acknowledgments: Thanks are due to Prof. H. Zirin of the Big Bear Solar Observatory and Mr. Y.
Nakagomi for providing the H alpha pictures on the observing days.
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_S_A_
Our new studies of the quiet sun reveal that ephemeral active regions
constitute a minority rather than a majority of all the short-lived,
small-scale bipolar features on the sun. We retain the definition of an
ephemeral region as a feature which appears to originate as a compact
bipole and grows as a unit in total flux for at least a short time after
its birth. In contrast to the recognized patterns of growth and decay of
ephemeral regions, we illustrate various examples of the creation of other
temporary bipoles nicknamed "pseudo ephemeral regions." We show that the
pseudo ephemeral regions are the consequence of combinations of small
scale dynamic processes of the quiet sun including: (1) fragmentation of
network magnetic fields, (2) the separation of opposite polarity halves of
ephemeral regions as they grow and evolve, and (3) the coalescence of weak
network or intra-network magnetic fields. In long-exposure
videomagnetograms (-I min.), having spatial resolution of 2-5 arc seconds,
the pseudo ephemeral regions outnumber the real ephemeral regions by about
a factor of 2. These new observations offer the possibility of resolving
the discrepancies that have arisen in the association of ephemeral regions
with X-ray bright points. We suggest that many X-ray bright points may be
related to those pseudo ephemeral regions which have begun to exhibit
magnetic flux loss. We also suggest that vector magnetograms should also
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reveal distinct differences between real and pseudo ephemeral regions
similar to the differences that are sometimes seen in Ha filtergrams. _a
images show the opposite polarities of some ephemeral regions to be
connected by fibrils or arch filaments. In contrast, the pseudo ephemeral
regions sometimes reveal a fibril, like a small filament, dividing the
opposite polarity fields, but no well-defined fibrils connecting the
opposite polarities.
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I. INTRODUCTION
Ephemeral regions are small, short-lived bipolar magnetic fields.
They were recognized and characterized by their short lifetimes in CalI
filtergrams years before their magnetic nature became knQwn (Harvey and
Martin 1973). Their name was adopted from the tabulations of active
regions in Solar Geophysical Data (SGD); short-lived small Call plages
listed for only one or two days are designated as "ephemeral w* (for
example, see SGD 1963 to 1965). CalI plages are now more frequently
called by the more general name 'factive regions" and hence small Ca plages
are now known as "ephemeral active regions" or just "ephemeral regions."
In this paper we clarify the currently recognized properties of
ephemeral regions as seen in magnetograms and Ha filtergrams. The Ha
properties of these regions are especially important because Ha
observations are currently our only direct source of information on the
magnetic field component of ephemeral regions parallel to the solar
surface; current-day vector magnetographs are not sufficiently sensitive
to detect most ephemeral regions.
We further clarify the properties of ephemeral regions by comparing
them with other features which can look like ephemeral regions but do not
evolve like ephemeral regions. We call these tfpseudo" ephemeral regions.
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II. THE DATA
We have previously shown that Ions exposure videomagnetogrsms from
Big Bear Solar Observatory are effective for studying ephemeral regions
and other magnetic fields on the quiet sun (Martin 1983). Exposure of a
videomagnetogram consists of many successive scans of the 1N camera used
as the primary detector in the videomagnetograph. The quiet sun images
illustrated in this paper consist of 1024 or 2048 scans, which
respectively require scan times of 68 or 138 sec. The final digitized
image may be recorded both on magnetic tape and as a photographic image of
the magnetogram from the initial display on a television monitor.
Magnetograms in both of these formats are illustrated in this paper.
III. EXAMPLES OF EPHEMERAL REGIONS AND PSEUDO EPHEMERAL REGIONS
The properties by which we define ephemeral regions are illustrated
by an example in Figure 1. The figure shows small sections of a single
field of view taken during an 8 hour observing day on 4 September 1983.
The oval in the second frame, 1930 (UT) in the left column of images,
encloses a new ephemeral region not seen in the earlier image at 1751.
The periphery of the positive pole is white and the periphery of the
negative pole is black. The g_ey contour within the negative pole is not
a polarity reversal. It is a contour intentionally included to show that
the magnetic signal has reached saturation. By the next frame, 2040 UT,
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the bipole has increased in total flux as seen by the appearance of
additional saturation contours within each pole. Saturation contours of
negative polarity are grey and saturated contours of positive polarity are
white. This example illustrates the three defining properties of
ephemeral regions:
(1) a new bipole with opposite polarity fields adjacent to each other
(2) growth of the bipole
(3) separation of the maxima of the opposite polarity fields from each
other
A useful, non-deflning property that is often but not always seen is:
(4) continued separation of the opposite poles
Note that the definition of an ephemeral region can include:
(5) emergence of one or both poles within pre-existing network
(6) a lack of exact simultaneity in the appearance of the opposite
polarities (assumed to be an effect of field geometry or limited
spatial resolution)
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In contrast to ephemeral regions, next we illustrate features which
temporarily look like ephemeral regions but lack the above defining
properties of ephemeral regions.
The first example of such a pseudo ephemeral region is marked by a
rectangle in Figure 1. In the first two frames at 1751 and 1930, the
bipole looks exactly like the ephemeral region enclosed in the oval at
1930 UT. However, as we follow its evolution in the subsequent frames, we
see that it is a disappearing bipole. The flux in both polarities is
rapidly reducing relative to neighboring fields. We categorize this
feature as a "pseudo ephemeral region," an apparent bipole that does not
exhibit any of the defining properties of ephemeral regions except that it
appears temporarily to resemble an ephemeral region. This type of pseudo
ephemeral region reveals new, important distinctions from real ephemeral
regions: (1) the opposite polarity fields move together, (2) they show a
mutual loss in magnetic flux (cancellation), and (3) the gradleut of the
magnetic field between the centers of opposite polarity increases with
time and typically exceeds the intra-pole gradient of ephemeral regions.
Small-scale, adjacent opposite polarity magnetic features are very
common on the quiet sun. The corner of the rectangle to the lower right
of the ephemeral region (Fig. 1) encloses a fragment of positive polarity
field adjacent to network of negative polarity. It does not look like an
ephemeral region because of the very large imbalance of flux in the
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adjacent opposite polarities. However, even in this example, if our only
available image were the one at 1751, we could not be certain that the
positive polarity was not one of the halves of an ephemeral region which
had its opposite pole buried in the negative polarity network. However,
the next several frames show that this is not an ephemeral region. The
first sign that this feature is not a new ephemeral region is the steady
loss of flux in the positive pole. Concurrently there appears to be loss
of flux in the negative polarity indicated by the indentation of the
negative flux at the point of contact with the small positive fragment of
magnetic field. The positive fragment has only a small point left at 2130
and has completely disappeared by 2234.
During a day's observation of the quiet sun, we typically observe
many such examples of the mutual loss of flux in closely-spaced opposite
polarity fragments of magnetic field. Since there are several possible
physical processes which might adequately describe this phenomenon, we
choose at lyresent to use the observational term "cancellation' and to
defer introducing interpretations of the cancellation process until the
observational properties are more completely established. Only a few
examples of cancellation have been previously mentioned in the literature
(Martin 1984; Komle 1979; Martin and Harvey 1976). In the context of this
paper, the observation of cancellation is a new and significant means of
differentiating pseudo ephemeral regions from real ephemeral regions.
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Next we illustrate examples of pseudo ephemeral regions whose origin
can be traced.
One of the most common ways for a pseudo ephemeral region to form is
simply by the collision of opposite polarity fragments of network. This
class of pseudo ephemeral region is expected to frequently occur in
filament channels (whether or not a filament is present in the channel)
because filaments and filament channels always occur at boundaries between
areas of opposite polarity network magnetic fields. An example is shown
in Figure 2.
Figure 2 shows the full field of the videcmagnetograph in the upper
section and, in the lower section, the corresponding Ha filtergram. The
network magnetic field is dominantly negative above the filament and
positive below it. The site of the approaching network fields of opposite
polarity is designated by the "1 u in the lower right corner just below the
filament.
Figure 3 shows a sequence of images in a limited window immediately
around this pseudo ephemeral region, 1 in Figure 2. The positive pole of
the pseudo ephemeral region is enclosed within the open-ended rectangle in
the image at 2231. Tracing the two halves of the pseudo ephemeral regions
backward in time, we see that at 1703 the pseudo ephemeral region fields
originated from clumps of network field of opposite polarity. The
distance between the maxima of the fragments that became the pseudo
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ephemeral region was i0,000 km at the beginning of the observing day
(1703). Following the sequence of images in Figure 3, forward in time, we
see that the opposite polarity fields come into contact between 2124 and
2231. The relative velocity of approach of the two fragments between 1703
and 2231 is 0.5 km/sec. The fields appear to be in contact when the
separation of the maxima within the opposite polarities is between 3800
and 4500 km. After their collision, it is only a short time, less than
two hours and 35 minutes time gap between the last two frames, until the
smaller of the two fragments of opposite polarity flux has completely
disappeared.
Another common way in which a pseudo ephemeral region can form is by
the encounter of one half of an ephemeral region with a fragment of
network or intra-network magnetic field. An example is shown in Figure 4.
A growing ephemeral region is enclosed by the oval. The opposite
polarities are seen to separate from each other at a relatively rapid rate
of 0.3 km/sec. The positive pole either follows or pushes an adjacent
fragment of positive field into an area of strong network magnetic field
of negative polarity. The negative pole of the ephemeral region during
the 6 hour interval shown here is moving in the opposite direction toward
a mall clump of weak positive field. This weak positive fragment is
either a fragment of intra-network magnetic field or a very weak fragment
of network field. At 1935 we see that the negative pole of the original
ephemeral region is now adjacent to both the positive fragment and a weak
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negative fragment. At 2045, the negative pole of the ephemeral region and
the adjacent background field of similar polarity are seen to be merging.
In the final frame at 2238, the merged negative fields are abutted against
the positive polarity fragment, resulting in the creation of a pseudo
ephemeral region. In addition to the formation of a pseudo ephemeral
region, we have illustrated in this figure the phenomenon of coalescence
of magnetic fields of similar polarity, a common phenomena occurring both
in the network and intra-network magnetic fields.
Figure 5 also illustrates both the coalescence of similar polarity
magnetic field and the splitting of opposite polarity network field to
form a pseudo ephemeral region. In this example, the videomagnetograms
are shown in the form of isogauss contours. The contour levels that are
shown are 10, 20, 40 and 80 gauss. Several fragments of negative polarity
network or intra-network magnetic field (thinner lines) are seen in the
lower part of the first frame. These fragments merge to form a single
unit with simultaneous concentration of the field (second frame).
Concurrently, an adjacent positive polarity fragment of network field
(thicker lines) splits away from its adjoining network and in the second
frame is seen to have moved toward the concentration of negative field.
The result is a pseudo ephemeral region. The lower frames show a cross
section of the magnetic flux (the dashed line in the upper frames) across
components of the pseudo ephemeral region. In the lower part of Figure 5,
the cross section profile of the positive flux in the pseudo ephemeral
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region is seen to be approximately the same in both frames while the
negative polarity coalescence results in an apparent increase in peak
flux.
IV. ASSOCIATED Ha STRUCTURES
We are also studying concurrent Ha data to learn whether ephemeral
regions and pseudo ephemeral regions can be distinguished from each other
by means of the appearance of Ha structures and to learn the direction of
the component of the magnetic field parallel to the solar surface in
both ephemeral regions and pseudo ephemeral regions. We have found no
invariable association with any specific Ha structure but we are beginning
to see some trends in the data as illustrated in Figure 2. Some, but not
all, opposite polarity components of ephemeral regions are seen to be
connected by distinct long fibrils or arch filaments. Examples are the
small region A and B in the lower left. We have found no examples where
comparably long, obvious fibrils connect the opposite polarities of
cancelling magnetic fields of the pseudo ephemeral regions. The
cancelling pseudo ephemeral region "1 n in the lower right of Figure 2
shows a small filament or fibril dividing rather than connecting the
opposite polarities. Such dividing fibrils, however, are not invariably
observed. No unique structure is associated with cancelling feature w_N
in the right side of this figure. To date, we have found no definite
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sisnatures whereby ephemeral regions or pseudo ephemeral regions can
always be identified in Ha.
Some pseudo ephemeral regions are associated with microflares. An
example is shown in Figure 6, a superposition of Ha and 10 gauss contours.
A new, small ephemeral region is labelled ER in the first frame. As it
grows, the negative (dashed lines) of the ephemeral region collides with
adjacent positive polarity (solid lines) network and a small two point
micro-flare occurs at the junction of the ephemeral region and opposite
polarity network. This relationship to the associated magnetic fields is
exactly the same as described by Marsh (1978) in his study of ephemeral
region flares. We only emphasize the newly recognized process of
cancellation. We also call attention to the fact that the time scale of
cancellation is on the order of a few hours for small-scale quiet sun
features while microflares are typically seen only for a few minutes in
the chromosphere. However, if microflares are analogous to larger flares,
the coronal part of the microflares could last ten times longer than the
chromospheric part of the event.
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V. ASSOCIATED FEATURES AT OTHER WAVELENGTHS
We anticipate that pseudo ephemeral regions, during the stage of
cancellation, may have more or less steady signatures at radio,
ultra-violet and soft X-ray wavelengths, if the cancellation represents
slow reconnection or any other type of slow conversion of magnetic energy
to other forms of energy. In addition, at these wavelengths, we expect
transient signatures associated with microflares.
The cancellin 8 pseudo ephemeral regions are excellent new candidates
for a direct association with many X-ray bright points which are also
known to produce tiny flares (Golub et al. 1974). If our hypothesis is
correct, many more X-ray bright points may be associated with pseudo
ephemeral regions than with real ephemeral regions. The association with
ephemeral regions would in many cases still be very close since many
pseudo ephemeral regions are the consequence of one-half of an ephemeral
region colliding with network magnetic fields. Additionally, we do not
rule out the possible association of some X-ray bright points with real
ephemeral regions; we only note some new possible associations. Tne
circumstance of two mutually cancelling ephemeral regions would be an
excellent candidate for association with X-ray bright points, although it
is relatively rare.
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A principal difficulty with previous hypotheses (Harvey e__t a__l. 1975;
Golub et al. 1977; Golub 1980) of a one to one association between
ephemeral regions and X-ray bright points was the uncertainty of whether
there were sufficient small-scale, uncounted, ephemeral regions to match
one for one with the X-ray bright points. The existence of cancelling
pseudo ephemeral regions, as well as many cancelling magnetic features
which would not be mistaken for ephemeral regions, offers a sufficient
number of distinct magnetic features to account for all X-ray bright
points.
Our hypothesis that many X-ray bright points may not be the
counterparts of ephemeral regions is in direct contradiction to the
assumption of Golub (1980) that X-ray bright points represent emerging
magnetic flux. We emphasize the importance of the simultaneous
observation of quiet sun magnetic fields at X-ray, optical and radio
wavelengths.
VI. DISCUSSION
Out of hundreds of ephemeral regions observed from birth, we have not
yet observed a single one in which the growing and separatin 8 opposite
polarity fields reverse their direction of motion, come together, and
disappear, except in one case in which there is also evidence that two
ephemeral regions mutually cancel each other. Thus we must suspect that
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the cancellation of an ephemeral region within itself is something that
either does not happen or is extremely rare. We therefore have a sharp
distinction between ephemeral regions and pseudo ephemeral regions that
can be used to distinguish these two phenomena when the origin of the
fields has not been observed. A few hours observation is sufficient to
determine if the fields are moving together and cancelling, are stationary
or unchanging, or growing and separating. However, we also need to point
out that some circumstances are ambiguous, especially when an ephemeral
region grows in the middle of network magnetic fields. In these cases, we
usually observe a more rapid growth in the half of the ephemeral region
that is the same polarity as the network and less rapid apparent growth in
the half of the ephemeral resion that is opposite in polarity to the
network. We interpret the slowly growing half as due to growth and
concurrent cancellation of that half of the ephemeral resion. In such
cases it is clear that the growth rate of the ephemeral regions must
exceed the rate of flux loss due to cancellation. Otherwise ephemeral
regions would not be found amidst the network fields. Outside of the
network there is no requirement for the ephemeral region growth rate to
exceed the flux loss of cancelling features in 8eneral. The consequence
of these differences is that we expect to find a minimum size for
ephemeral resions that occur coincident with network. Additionally, the
lifetime of such ephemeral regions occurring in or very near network are
thus greatly shortened in comparison to ephemeral regions that do not
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occur either in or very close to network fields.
Pseudo ephemeral regions cover the entire ran$e of total fluxes found
in ephemeral regions. This is not surprising since elements of opposite
polarities covering a wide range of magnetic flux may move together on the
sun. In contrast to the ephemeral regions, pseudo ephemeral regions do
not originate as new bipolar fields. They constitute opposite polarity
fragments of magnetic fields that have previously constituted network and
intra-network magnetic fields, separate halves of ephemeral regions or any
combination of these sources. They are brought together by the motions of
the network magnetic fields along the boundaries of supergganule cells, by
convection within the supergranule cells, by the growth and separation of
the opposite polarity halves of real ephemeral regions. Even though the
opposite polarity halves of the pseudo ephemeral regions originate from
separate sources, it is noted that they often have some properties in
oommon$
(1) cancellation of the opposite polarity fields when they come within a
critical distance from each other (cancellation is here defined as a
mutual decrease of the magnetic field of both features)
(2) increasing gradient between the opposite polarities
(3) continued motion of the opposite polarities towards each other as
the cancellation proceeds, resulting in a continued concentration
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and reduction of the total flux of the pseudo ephemeral regions.
The above properties of pseudo ephemeral regions are all
characteristics not shared by isolated ephemeral regions. Since they are
evolutionary characteristics, one or more hours of observation may be
required to correctly identify whether any apparent bipole is a new
ephemeral region or whether it is a pseudo ephemeral region. However, the
gradient of the magnetic field in the region between opposite polarities
can be used to identify some cancelling pseudo ephemeral regions with only
a single magnetog_am. In Figure 7, we illustrate both a real ephemeral
region, in the middle of the field, and a pseudo ephemeral region, in the
lower right. In the second frame at 0027 UT, the steepness of gradient of
the pseudo ephemeral region alone is sufficient evidence that this feature
is not a real ephemeral region. In Big Bear magnetograms the gradient
measuzed in the polarity inversion line between points separated by about
2000 km will very seldom exceed 0.01 gauss/km in a real ephemeral region.
We also note that the maxima in each polarity of the magnetic field
in the ephemeral region are centered nearly symmetrically within the
contours of lower field strength. In the pseudo ephemeral region, we
observe that the maxima in opposite polarities crowd towards each other as
the gradient of the field increases. Because of these very obvious
characteristics, it is easier to identify pseudo ephemeral regions than
real ephemeral regions, especially in data sets with low time resolution.
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VII. DIRECTIONS OF CONTINUING RESEARCH
The existence of the pseudo ephemeral regions presents additional
factors not accounted for in previous estimates of the number of ephemeral
regions that truly exist on the whole sun at any one time. We now
recognize that the number of ephemeral regions, that can be counted on a
set of data, depends on:
(1) the spatial resolution of the telescope used,
(2) the instrumental sensitivity coupled with exposure time,
(3) the spacing of observations (continuous time-lapse observation, one
per minute, affords the ability to recognize more ephemeral regions
than more widely spaced observations such as once an hour or once a
day),
and the following solar factors:
(4) the distribution of network magnetic fields over the solar surface,
(5) the time in the solar cycle.
The primary limitation is making new estimates is item (4) above, our
yet incomplete knowledge of the interaction of ephemeral regions with the
network. We need to know whether or not there is any preference for
ephemeral regions to occur in the presence of network magnetic fields as
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we might suspect from the results of Gazcia de la Rosa (1983), Martin e__t
al. (1983), Gaizauskas et al. (1983), and Liggett and Zirin (1984). We also
need to know the distribution of the rates of separation of the opposite
polarity components of ephemeral regions and the rates of cancellation of
ephemeral regions. All of these unknowns limit our ability to extrapolate
to find the population of ephemeral regions on the full sun from limited
field observations. However, these are only temporary limitations which
we are attempting to solve through the continued analyses of the data on
hand and the acquisition of additional data.
VIII. CONCLUSIONS
We have found that ephemeral active regions can be differentiated
during their growth stage from other apparent bipoles on the sun by their
characteristic evolution. Ephemeral regions are new bipolar magnetic
fields that originate with their opposite polarities adjacent or very
close to each other. Ephemeral regions always show a growth stage in
which the maxima of the opposite polarity fields separate as a function of
time.
Pseudo ephemeral regions can either be unchanging, stationary bipolar
fields or opposite polarity fragments of magnetic field which have moved
together and exhibit cancellation of both polarities at their mutual
boundary. Our study of limited fields of the quiet sun shows that pseudo
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ephemeral regions with cancellation outnumber pseudo ephemeral regions
with little or no cancellation, and pseudo ephemeral regions outnumber the
real ephemeral regions by about a factor of two.
The origin of the magnetic fields of pseudo ephemeral regions can be
from:
(1) fragmentations of very old network magnetic fields,
(2) from relatively new concentrations of fntra-network fields,
(3) from halves of ephemeral regions which are no longer recognizable,
or
(4) from any combination of the previous three possibilities.
In Ha the opposite polarity fields of some ephemeral regions are
connected by fibrils and the opposite polarities of some pseudo ephemeral
regions are divided by small filaments. Most ephemeral regions and pseudo
ephemeral regions are difficult to recognize in Ha photographs without the
aid of magnetograms. Micro flares occur in at least some pseudo ephemeral
regions. This evidence of energy release is consistent with our
hypothesized association of many X-ray bright points with pseudo ephemeral
regions and other cancelling magnetic features. We further expect
distinct radio signatures from pseudo ephemeral regions, at least during
the occurrence of microflares.
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Figure Captions
Fig. 1 - The evolution of the new ephemeral active region enclosed in
the oval (1930) can be compared to the pseudo ephemeral region enclosed in
the rectangle in the upper right. As the ephemeral region grows, the
pseudo ephemeral region exhibits ncancellation, n the mutual loss of
magnetic flux in closely spaced features of opposite polarity. Another
example of cancellation of a small positive polarity fragment (white) of
field with negative polarity (black) network magnetic field is enclosed
within the corner of the rectangle to the lower right of the ephemeral
region.
Fig. 2 - Pseudo ephemeral region 1 shows a small filament or fibril
dividing the opposite polarity fields as cancellation occurs. Cancelling
feature 2 shows no unique signature in Ha. Non-cancelling bipolar regions
A and B reveal fibrils or arch filaments connecting their opposite
polarities.
Fig. 3 - The open-ended rectangle marks the site of a pseudo
ephemeral region which originates from opposite polarity fragments of
network coming together. The Ha structures corresponding to this pseudo
ephemeral region and other features are shown in Figure 2.
426
Fig. 4 - The negative half (black) of a growing, separating ephemeral
region (in oval) is seen moving toward opposite polarity (white) network
magnetic field and forms the "pseudo ephemeral region" within the open
ended rectangle at 2238. The positive half of the ephemeral region pushes
an adjacent positive field fragment toward a large clmnp of negative
polarity network where field "cancellation" has the opportunity to begin.
Fig. $ - A pseudo ephemeral region is formed from the coalescence of
positive polarity magnetic field fragments and the simultaneous approach
of a network fragment of opposite polarity. Contour levels are 10, 20,
40, and 80 gauss.
Fig. 6 - The positive (dashed contour line) and negative (solid
contour line) poles of the small ephemeral region (ER) separate from each
ot_e_ between I°_6 u_--A _ec A_._ +_ .... _ _ .... IA
fragment of negative polarity network, a two point microflare occurs
(2135). Meanwhile, the negative pole of the ephemeral region
undramatically merges with network of the same polarity.
Fig. 7 - An important distinguishing characteristic of pseudo
ephemeral regions is increasing field gradient. The appearance of the
pseudo ephemeral region is shown in contrast to the real ephemeral region
which appears in the center of the second frame. The magnetic field near
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the polarity invezsion line separating the two halves of the pseudo
ephemeral region is characterized by higher gradient than near the
polarity inversion line in the real ephemeral region. Contour levels are
5, 10, 20, 40, and 80 gauss.
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Evidence for Submergence of Magnetic Flux
in a Growing Active Region
D. M. Rabin, NRC/Marshall Space Flight Center
R. L. Moore, NASA/Marshall Space Flight Center
M. J. Hagyard, NASA/Marshall Space Flight Center
In NOAA Active Region 2372 (April 1980), 4 x 1020 maxwell
of magnetic flux concentrated within a 30" circular area
disappeared overnight. Vector magnetograms show that all
components of the magnetic field weakened together. If the field
had weakened through diffusion or fluid flow, 80% of the original
flux would still have been detected by the magnetograph within a
suitably enlarged area. In fact there was at least a threefold
decrease in detected flux. Evidently, magnetic field was removed
from the photosphere.
Since the disappearing flux was located in a region of low
magnetic shear and low activity in Ha and L_, it is unlikely that
the field dissipated through reconnection. We argue that the
most likely possibility is that flux submerged. Our observations
suggest that even in the growth p-p_6-aseaseof active regions,
submergence is a strong process comparable in magnitude to
emergence.
This research is supported by the National Research Council
and by the NASA Office of Solar and Heliospheric Physics.
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TECHNIQUES FOR DATA DISPLAY
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SOLAR PHYSICS APPLICATIONS OF COMPUTER GRAPHICS AND IMAGE
PROCESSING
Martin D. Altschuler
Department of Radiation Therapy
University of Pennsylvania School of Medicine
3400 Spruce Street
Philadelphia, Pennsylvania 19104
ABSTRACT:
Computer graphics devices coupled with computers and carefully
developed software provide new opportunities for the research
scientist to achieve insight into the geometry and time evolution
of scalar, vector, and tensor fields and to extract more
information more quickly and cheaply from the same image data.
Two or more different fields (such as, temperature, density,
and velocity) which overlay in space can be calculated from the
data (and the physics), then displayed from any perspective, and
compared visually. The maximum regions of one field can be
compared with say the gradients of another. Time-changing fields
can also be compared.
Images can be added, subtracted, transformed, noise filtered,
frequency filtered, contrast enhanced, color coded, enlarged,
compressed, parametrized, and histogrammed, in whole or section
by section. Solar physicists forever show flare movies of
several different spectral lines together with white light
images. Today it is possible to process multiple digital images
to reveal spatial and temporal correlations and
cross-correlations. Moreover, data from different observatories
taken at different times can be processed, interpolated, and
transformed to a common coordinate system.
Statistics can be performed pixel by pixel or segment by
segment, with histograms displayed on the screen in real time if
desired. This statistical information can be used for adaptive
filtering, to study a field variable over different image regions
of varying contrast.
At present the development of a facility for research-quality
graphics and image processing is a considerable investment in
time and money. Graphics software is still very machine
dependent and not very portable (although recently giant steps
toward adopting GKS standards have been taken). Although many
graphics and image-processing systems come with a subroutine
library, the subroutines are rarely sufficient for specific
research problems, so that a considerable effort is needed to
develop high level software. Solar physicists tend to be rugged
individualists who work alone or in small groups; few have the
time or expertise to do their own research and also develop
sophisticated software for image processing and graphics.
I recommend that several observatories standardize on a common
minicomputer and graphics system, that a separate system be
purchased for each observatory, and that an intermediate level of
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image processing and graphics software be developed and
maintained jointly by all the participating groups. From this
shared software library, each researcher can more easily develop
the particular application software for his own research problem.
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i. Introduction
We are entering a new age of pictorial communication in
which photographic images, realistic simulations, sketches,
contour plots, engineering drawings, stereo projections, cinema,
and so on, will be created, displayed, processed, edited, and
transmitted with as much ease as printed text. In this paper we
are concerned with the use of this new medium as a tool in
scientific research. Solar physics in particular is probably one
of the few branches of science where image processing and
computer graphics can potentially offer tremendous advantages in
(I) the collection, archiving, and retrieval of vast amounts of
image data, (2) the visual comparison of many different types of
data-derived information, including complex velocity and magnetic
vector fields, (3) the transformation of data collected over
different times, thus different perspectives on the rotating sun,
to the same reference frame for viewing, (4) the creation of
synoptic data bases which can be readily transferred from place
to place so that different research groups can test their
theories, search for correlations, and put their high resolution
observations into global context.
I will partition this paper into three parts, of unequal
size and depth of detail, addressing the questions:
(i) What is computer graphics and computer imaging?
(2) What can it do for solar physics?
(3) How should graphics and image processing facilities be set up
in the field of solar physics?
2. Overview of Computer Graphics and Image Processing
There are a number of excellent introductory texts that can
painlessly introduce the working solar physicist to the ideas of
computer graphics and image processing. I would recommend at
least the following:
Principles of Interactive Computer Graphics, 2d edition,
W.M. Newman and R.F. Sproull, McGraw-Hill, New York, NY, 1979.
Fundamentals of Interactive Computer Graphics, J.D. Foley and A.
Van Dam, Addison-Wesley, Reading, MA, 1982.
Algorithms for Graphics and Image Processing, T. Pavlidis,
Computer Science Press, Rockville, MD, 1982.
Computer Image Processing and Recognition, E.L. Hall, Academic
Press, New York, NY, 1979.
Image Reconstruction from Projections, G.T. Herman, ed., Topics
in Applied Physics, Vol. 32, Springer-Verlag, Berlin, 1979.
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We can begin our thinking about graphics and image
processing by considering mappings from one set of data to
another.
input output process or operation application
number number
function function
image image
model image
image model,
class
scalar function
transform
2-D transform
projection, illumin-
ation, texture
pattern searching
analog devices
signal processing
image processing
simulation
pattern recognition
Image processing also includes the reconstruction of a 2-D
cross-section from its one-dimensional projections, and the
reconstruction of a 3-D object from its 2-D cross-sections (or
directly from its 2-D projections), with the result displayed as
a solid in perspective. These applications, important in x-ray
computed tomography and magnetic resonance imaging, are often
referred to as image reconstruction methods.
Another way to think about graphics and image processing is
in terms of the types of images and the transformations between
them. The four types of images are: (i) full gray-scale images,
(2) binary (or black-and-white) images, (3) continuous curves or
contours, and (4) piecewise-continuous curves, such as polygons
or sets of points (cf. Pavlidis, 1982, cited above).
The first two types of images are raster images because the
image is made up of a raster of small rectangular area elements
(pixels); the intensity (gray level) of every pixel is stored as
a number in an image memory. The last two types of images are
vector images; the sequence of vectors is stored in memory as a
sequence of point coordinates.
To display a raster image, every word in an image memory
must be interrogated. The size of the image memory word depends
on the number of gray levels (intensity shades) that each pixel
can display. For example, to display 256 shades of gray, we need
a word of 8 bits (called a byte), so that a word in image memory
with value 00000000 sets its corresponding pixel to black, and a
word of value llllllll sets its pixel to white (the 255th gray
level, in accord with the binary number system). To display a
black-and-white image, however, we need only one bit in a word.
Thus an image memory of 512 x 512 bytes can display an image of
512 x 512 pixels with 256 gray levels, or else 8 black-and-white
images of 512 x 512 pixels. Black-and-white raster images of
high spatial resolution (small pixel size) can also be used to
store vector information. When a raster device is capable of
displaying vector graphics, the machine is sometimes called a
raster graphics display. For much solar physics work, multi-
gray-level images are the raw data, so that raster displays with
raster graphics capability are recommended.
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Color displays can be generated from three separate gray-
level or black-and-white raster images. Each color is generated
by its own cathode beam controlled by its own image memory. With
256 gray levels in each color, realistic color images (essential-
ly color photography) can be achieved. With fewer gray levels,
we can still achieve color maps and overlays, and cartoon-quality
images. Since color images are simply 'gray-level images with
triple memory', we need not discuss color images separately. In
solar physics research, color is useful to distinguish regions of
different magnetic polarity, or regions of upward versus downward
fluid flow, or to color-code regions of different emission, etc.
A transformation from one multi-gray-level image to another
falls in the category of image processing. Image processing
techniques are used for a number of purposes, such as
(i) Contrast enhancement: Suppose your images are over or under
exposed so that the region of interest (say a sunspot umbra)
extends over only a relatively small range of gray levels. This
technique extends the contrast range for the region of interest.
In the extreme case, all intensities exceeding the maximum in the
region of interest are set to white and all those below the
minimum are set to black, with the region of interest scaled to
cover the remaining 254 gray levels.
(2) High-frequency spatial filtering: Sometimes an image is very
noisy, or interference fringes or pixel discretizations are
distracting. Then all high spatial frequencies or specific
spatial frequencies can be filtered.
(3) Low-frequency spatial filtering: If you are interested in
rates of change of intensity in an image, for example when
tracing chromospheric filaments or the boundaries between active
regions, or outlining the gradients on a magnetograph display,
then you can filter out the low spatial frequencies and enhance
the appearance of boundaries and sharp gradients.
(4) Image differencing: If you want to detect changes in
intensity or field from one day to the next, you can difference
two images and shade in or enhance the regions of change.
(5) Image averaging: If you take images every minute or so but
are worried about atmospheric distortions, you can average the
images together to improve the statistics and decrease noise.
Transformations between black-and-white images are of use in
following the changes in shape, area, or position of certain
specified image features. It might be of interest, for example,
to follow the shape of a sunspot umbra over time. We first
transform coordinates so as to view the umbral region from the
same perspective, and then display the umbral area observed at
each time in a different color overlay. Alternatively, only the
changes in the umbra over time need be colored.
Transformations between continuous-curve images are used in
map contouring and in the study of changes in intensity as
indicated by contour outlines. The study of flare activity in a
region over several minutes can be studied in this way.
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Piecewise-continuous curves, such as polygons, are used for
rough outlining of contours when computer memory is limited, and
for editing computer graphic images (interactive graphics).
Multi-gray-level images are transformed to black and white
images when a specific segment or image area is to be detected or
emphasized. For example, we can examine a set of multi-gray-
level images in hydrogen-alpha, set all pixels brighter than a
certain threshhold intensity to white (on) and all other pixels
to black (off). A black and white image will then show just the
flare regions.
When we have black and white images, we can transform to a
continuous or piecewise-continuous vector image by storing just
the points on the contour or just the skeleton of the region (cf.
Pavlidis, 1982, cited above).
In general, when we transform from multi-gray-level images
to black and white images to continuous-curve images to
piecewise-continuous images (points and polygons), we are usually
involved in processes of pattern recognition. We are extracting,
recognizing, detecting, or emphasizing certain critical features
of an image, and are unconcerned about the background. Since it
requires considerable computer memory to store multi-gray-level
images, the more pattern recognition that can be done, the
smaller the required memory, the smaller the data base, and the
less the access time to retrieve the data.
Piecewise-continuous contours may be drawn as overlays on a
multi-gray-level image by a user with a lightpen or trackball.
We might want to smooth a contour, or have the machine search
within a hand-drawn contour until it finds a specified intensity
level in the image and then sketch a smooth isocontour. The
output desired is a continuous-curve image. A transformation
from polygon contours to continuous contours is called
interpolation.
The transformation from a vector contour image to a black
and white raster image is called contour filling or shading.
A shaded image sometimes give a better feel for the data than the
contours alone.
The transformation from a black and white image to a multi-
gray-level image may be done by (i) dithering, in which spatial
resolution is traded for gray level information, (2) the
introduction of false color, and (3) the use of artificial
illumination and shading. In radiological analysis, a series of
CT or MR scans is first used to derive the cross-sectional
reconstructed images. The bones are threshholded in each cross-
section to form a series of black and white images, and a
computer then creates an artificially illuminated and shaded 3-D
perspective multi-gray-level image of the bone surface as it
might appear in 3-D. The object can be rotated at the computer
console to change the perspective. In solar physics work,
446
different synoptic data bases might be interrogated and a
synthesized multi-color image created to provide a multi-data
perspective of a solar feature.
In general, when we transform from polygon-contour images to
continuous-contour images to black-and-white images to multi-
gray-level images, we are involved in computer graphics
processes. Computer graphics allows us to visualize a data base
in context or view a model with realism. For solar physics work,
the primary application should be to allow the user to rapidly
understand complex data bases pictorially, without wading through
mountains of number tables or examining hundreds or raw
photographic images.
3. Computer Graphics as a Tool for Solar Physicists
In general there are five basic activities that a solar
physicist can expect to accomplish with computer graphics and
image processing capability: (i) processing raw images, (2)
comparing different data or information, (3) transforming data or
information to different coordinate systems, (4) creating data
bases from processed or unprocessed data, and (5) interrogating
and visualizing the information in data bases.
3.1 Processing raw images.
A large collection of solar images, such as hydrogen-alpha
pictures, needs to be stored (archived), indexed for searching,
retrieved upon request, and transmitted to various devices or to
other users. At present too much memory is required to store
many images comfortably in digital form. (With optical read-only
memories, however, this _i_uation may soon change.) Image_ can be
stored in analog form on video disks or video tapes. To achieve
sampling to better than 512 pixel resolution, parts of a solar
image can be stored in separate video frames. When a video frame
is requested from an index, the frame is retrieved and digitized
by a fast A/D (analog to digital) converter. In some image
processing systems, a separate memory plane is dedicated to each
512 x 512 pixel image, so that one can store in digital form as
many 256 gray-level images as there are memory planes. This
allows rapid processing of several images, for example, image
differencing or averaging. By retrieving images from video tape,
digitizing the images, and applying image-processing,
threshholding, or pattern-recognition algorithms, the user can
rapidly study selected solar features over a period of time.
Pattern recognition usually requires more than simple
image processing, so that rather complex, and usually heuristic,
algorithms must be written for each specific application.
A collection of solar pictures can also be studied
interactively. The user can outline boundaries on the solar
disk, either manually by light pen or by calling edge-detecting
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algorithms. Statistics related to brightness or solar area of
selected features (say flares or sunspots) can be shown on the
screen. If the central meridian longitude and inclination of the
sun are known, and the solar disk and the rotation axis outlined,
then the latitude and longitude of any point on the solar image
can be displayed on the screen after being touched by a light
pen. A flare data base for a time period can be constructed
interactively in a relatively short time by a user with an
archive of appropriate solar images.
3.2 Comparing different data or information.
The use of a computer graphics and image processing system
in comparing different data sets can be crucial to the discovery
of hitherto unrecognized correlations. Data sets of different
modaiities (such as different spectral lines, or magnetic field
distribution versus x-ray brightness), or of the same modality
but taken at different times (say a solar rotation apart), can be
visually compared by splitting the display screen and showing the
different phenomena side by side, or by overlaying contours onto
images, or by differencing images and highlighting changes in
color, and so on.
3.3 Transforming data to different coordinate systems.
Because of the sun°s rotation, a solar feature is
continually observed from different perspectives as it crosses
the visible solar disk. To understand how a feature changes with
time, it is more useful to observe the feature from the same
viewpoint during that period. With a computer graphics
capability, well-defined boundaries in the photosphere or
chromosphere can be outlined interactively on a digitized solar
image, and if the central meridian and solar inclination of the
image are known, a new simulated solar image can be displayed
showing the feature viewed from any perspective. Thus a solar
feature observed over several days as it crosses the visible
solar disk can be redisplayed in heliocentric coordinates to
reveal intrinsic time changes.
When periods of cloudy days interrupt observations, or when
a feature reappears from the farside of the sun, it may be
desirable to get a rough idea of how the feature developed during
the time it was not observed. One possible approach is to use
the computer to interpolate the feature contours or surfaces
between the instants of observation. The procedure is similar to
that used in cartoon animation by computer, where the artist
draws only several time steps, and the computer creates the
intermediate images. Such procedures may be of particular use in
following coronal hole boundaries and other large-scale synoptic
features to understand the underlying dynamics. Perception of
dynamical processes is usually easiest when the observed time
flow is uniform and cinematic studies are possible.
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3.4 Creating and interrogating data bases.
In my opinion, the most important potential uses of computer
graphics in solar physics relate to synoptic data bases, in
particular, to (i) the creation, maintenance, and continual
updating of new kinds of partially-processed long-period synoptic
data bases, (2) the ability to access, process, and integrate
synoptic data quickly, to the point where high resolution and
global information can be studied together as part of the same
scenario, (3) the ability to compare different synoptic data
bases in the same format, for example as spherical or planar
maps, (4) the ability to view, portray, or overlay synoptic
information in theoretical models of solar phenomena.
The purpose of science is to ask questions of nature and to
seek answers from the observational data available. Collections
of raw solar images can be collected and archived on video tape,
but unless specific data can be retrieved on demand and
interrogated, they are not of much use for scientific research.
The number of solar images collected each year in each solar
observatory is enormous. At present, those images are usually
examined at the time they are taken for any features of current
interest to the observer. Archiving is usually up to the
individual observer. The retrospective examination of solar
images taken by another observatory is usually painfully tedious,
most often requiring the interested scientist to travel a large
distance and to impose on the time and goodwill of his
colleagues.
Usually what a theoretical scientist needs to know of past
solar activities involves synoptic types of information. What
was the distribution of the line-of-sight magnetic field
component in the photosphere during a certain period? What was
the hydrogen-aiph_ intensity distribution in the chromosphere?
What was the coronal density distribution? Where were the
prominences and filaments? What was the x-ray activity? Where
were the coronal holes? and so on. It is my contention that much
of this kind of information can be put into data bases, and that
ten to twenty such data bases for a 22 yr period can be stored on
a single removable disk, on tape, or on read-only optical memory,
and mailed to every observatory. Maintenance of such synoptic
data bases would provide every solar researcher access to data
not available in-house, and in a form that does not require
processing of raw images taken with unfamiliar instruments in
unfamiliar spectral regions.
To set up a data base, an observatory must decide on a
format for covering the solar surface or coronal volume, digitize
the images or data into pixels, average the measurements in each
pixel, and process the data for noise or for extracting the
meaningful information. Measurements should also be averaged in
each cell for several days as the region crosses central meridian
or the limb of the sun (as the case may be). The averaging of
the data removes noise and short range and short period
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fluctuations, at the expense of high spatial and temporal
frequency information. High-frequency filtering helps to avoid
problems of aliased (undersampled) data. A volumetric data base
for coronal density, involving voxels, can be constructed from a
time series of processed coronagraph images. Original images or
data from which a data base is constructed must be carefully
archived in case errors or unusual events are found, or in case a
new data base is suggested by future discoveries.
As an example, raw line-of-sight magnetograph data is not
readily usable (because of quantity and quality) by the average
solar physicist. But if the observer were to first filter,
correct, and average the data so as to generate an equal-area
cylindrical projection of say 360 equal longitudes by 180 equal
divisions of the solar diameter, then everyone would be able to
recall the field information from a data base and use it for
coronal field and large-scale solar activity studies. If we
assume that the data base is generated from solar regions within
30 degrees of central meridian passage and is updated every 2
weeks for a 22 yr period, then the size of the data base is
(180 x 360) pixels/map x 26 maps/yr x 22 yr = 37 x 106 words
which can easily fit on a small disk. With optical read-only
memory, 20 such synoptic data bases, from hydrogen-alpha to x-ray
intensities, could be stored and mailed in a small package. Once
such a data base package is placed in the computer, a user could
display information from the same or different data bases or from
the same or different time periods in any mapping projection and
in overlay, split-screen, or multi-color to search for
correlations not previously apparent.
Suppose a numerical solution of a set of partial
differential equations purports to show the evolution of certain
patterns in the global photospheric magnetic field. Then with
the proper software, the entire 22 yr data base could be
interrogated to search for these patterns in minutes or less.
4. Setting up a Graphics and Image-Processing Facility
There is little doubt that a graphics and image-processing
facility would greatly enhance information processing and
understanding in solar physics, and lead to new perceptions of
photospheric, chromospheric, and coronal interactions in both
small and large scales of space and time. Having said this,
however, I wish to emphasize that the setting up of an
image-processing/graphics/database capability such as described
above is not an easy matter in practice. Although hardware
exists, it is still quite expensive (presently $100,000 to
$300,000) for adequate systems. Image processors and display
equipment still allow only one or a few users at a time, so that
duplicate hardware systems would be needed by each observatory
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and research group. Software primitives for computer graphics
are still non-standard, although efforts toward standardization
are beginning. Interfacing of image-processing facilities with
computers is not trivial; languages, operating systems, and data
transfer must be compatible, smooth, complete, and simple to
understand and use. Long-term reliable funding must be
identified to create and maintain specific data bases. Different
observatories must commit themselves to set up and maintain these
data bases. Some solar physicists must be willing to sacrifice a
considerable part of their research time to create rather complex
applications software that enables other users to meaningfully
interrogate the image and information data bases.
The creation of synoptic data bases ideally should be a
cooperative international project, but because of the expense and
limited availability of equipment, and the absence of
standardization, it may be more efficacious for a relatively
small number of regional observatories and research groups to
begin the effort.
The interested groups must first agree on the overall vision
of where they want to be a decade hence. What problems should be
addressed and with what image and synoptic data bases? What
techniques and applications software would be necessary to
interrogate and display the data bases in a useful and suggestive
way? What types of image processing and software capability
would be required to reduce incoming raw data quickly and cheaply
and then update each synoptic data base?
Once the overall vision is agreed upon, the task of software
acquisition for applications, image processing, and graphics must
be assessed. Here is what we want to do and here is what is
available. How much of what is available can be purchased with
the funds available? What is the cost in time and money of
developing software in-house versus purchasing software versus
providing grants to university departments?
Once a realistic appraisal is made of the problems to be
attacked and the resources available or potentially available,
the specific funding, personnel, institutions, and equipment must
be identified. Commitments should be made for the purchase of
identical equipment for each research site. Protocols for data
transfer and communication, etc. must be agreed upon. If
different groups have different host computers, then computer
interfacing and software transportability problems must be
examined carefully. My feeling is that in the long run it would
be better for all groups to purchase the same or compatible (32
bit) superminicomputers as hosts and strictly enforce program,
system, and data compatibility.
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A few points may make good sense if a computer graphics
specialist is not expected to reside at each research site:
Make sure the graphics/image-processor hardware comes with
software that is well-documented and easy for the non-expert to
use. A user should be able to boot the system, write graphics
programs in a high-level computer language (for example, by
calling FORTRAN subroutines or PASCAL procedures), compile, link,
and debug rapidly and quickly, and in general feel comfortable in
working with the system.
Make sure the graphics company maintains the software, and,
if possible, that newer software developed by the company will be
compatible with the system purchased and not require new
hardware.
Get as much software and memory in the image processor as
you can afford. In the long run, this will allow much faster
processing of images, rotation of 3-D objects, Fourier analysis,
hidden-line removal, etc. As much processing as possible should
be done in the image-processing system rather than in the host,
provided every research site has the same equipment. If the same
hardware cannot be purchased by every site, then host-resident
software routines should be written as modules in a standard
high-level computer language, to be replaced by faster
image-processor-resident routines (with the same calling
sequence) by each research group as needed.
Use direct-memory access (DMA) between disk memory and image
processing hardware, so that the host computer can do other
processing. Transmission rates of 1.5 Mbytes/sec are state of
the art. Optical memories and fiber-optic transmission lines may
soon be orders of magnitude faster.
Beware of any system advertised as a single chip that can do
everything! This usually means a bottleneck. The main
bottlenecks occur during data transfer: host to host, host to
image-processor, host to disk, image-processor to disk.
Don't purchase the first model (unless you get special funds
or a special discount on the price)! Let the company and other
users get the software and system bugs out. Today's recommended
technology may be somewhat slower than tomorrow's, but it is
proven.
See if you can get a smart digitizer which lets you remove
least significant bits (shift down) for noise reduction while the
image is being digitized and sent to image memory.
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5. Afterthoughts
Image processing and computer graphics are still frontier
technologies. More and more realism is becoming apparent in
computer graphics for motion picture entertainment, simulators
for training pilots and machine operators, visualization of space
missions, and city planning. Industries are beginning to rely on
computer-aided design and computer-aided manufacturing (CAD/CAM).
Image processing, in particular, image reconstruction, is now one
of the most important components in diagnostic medicine. Robot
vision systems will depend heavily on real-time image processing
techniques, both hardware and software, still under development.
In short, there is the great expectation that all aspects of
human life will be profoundly affected when humans can
communicate quickly and efficiently with computers by means of
photographic and television images, diagrams, graphs, pictograms,
and symbols.
I have no doubt that image processing and computer graphics
will also have a profound effect on all fields of scientific
research as the techniques become cheaper and more user-friendly.
Solar physics is an ideal testing ground for applications of
these techniques in science. There is always a backlog of images
to be examined, numerous visible solar features to be studied and
correlated in space and time, and large and small scale
distributions of scalar, vector, and tensor fields to be studied
dynamically in every time scale. Moreover, numerical techniques
are widely used to test hypotheses on solar dynamos, flare
initiation, particle acceleration, etc. All of this effort can
be organized, archived, retrieved, displayed, compared,
disseminated, correlated, and studied much more effectively with
the techniques of computer graphics, image processing, and data
...... _....... _ m_n_ T _ronalv recommendDase structures cn_tl uy ai._ _ ............. _ _
that efforts be initiated to plan for the use of these techniques
in solar physics.
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Graphic Displays of Vector Magnetograph Data
D. M. Rabin and E. A. West, NASA Marshall Space Flight Center
Abstract. We summarize our experience with graphic displays that have
proved useful in dealing with vector magnetograph data in three settings:
real-time control, analysis, and final presentation. Among the topics
discussed are: flexible, implicit data-scaling; geometrical
transformations; methods of comparing fields (e.g., transverse vs.
longitudinal; observed vs. computed; one time vs. another); displaying the
magnitude and direction of the the transverse field; minimizing the display
time of serial graphics devices; graphic file structure; and graphic
interaction with operators and observers.
I. INTRODUCTION
Data involving a three-dimensional vector field require a greater
variety of graphic displays, both for analysis and effective presentation,
than do one-dimensional data such as line-of-sight magnetograms. Here, we
first give summary recommendations for hardware and software appropriate to
vector magnetograph data. Some of the recommendations are general, in the
sense that they apply to many graphics applications, but are included
because we found them particularly relevant to vector field data.
Although we discuss certain procedures, such as geometric
transformations and implicit data scaling, that can greatly affect the
apparent content of an image by altering characteristics of the display, we
exclude many useful procedures that involve extensive arithmetic
manipulation of the data prior to display; such image processing is outside
the scope of our discussion. Also, we do not address problems associated
with the display of high-resolution line profiles (the MSFC vector
magnetograph uses a Zeiss birefringent filter as a spectral isolator).
2. SUMMARY RECOMMENDATIONS
Display Hardware
* Direct Memory Access (DMA): consider it essential.
* More screen resolution than you thought you needed:
1024.
preferably 1024 x
454
* Greytones (L 16) first; pretty colors second.
* graphic memory with separately addressable bit-planes
* cursor: easy manipulation and two-way communication
* hardcopy capability: preferably both low quality (cheap and fast, for
everyday use) and high quality (for reproduction)
Software
* As far as possible, buy it: it has already been done and it is cheaper
than your time.
* Look gift dinosaurs in the mouth: some public-domain packages are
conceptually outmoded and heavily hardware-dependent.
* Start with an integrated 2D-3D, device-independent graphics package
that conforms to a recognized standard (GKS-VDI or SIGGRAPH/CORE)
* Interactive
* Flexible geometrical transformations
* At least: flip, shrink, and squeeze (for non-square pixels);
preferably, general affine transformations.
* Implicit nonlinear data transformations (see below)
* Direct-access file structure
* Ability to make simple comparisons (side-by-side, contour overlay,
blink, subtract, div{'-'uc J
* Eventually, Bells & Whistles (filtering, pattern recognition, automatic
registration, etc.)
3. DISCUSSION OF EXAMPLES
It would be tedious to justify the summary recommendations
individually. Instead, we illustrate them with observational data.
PLATE 1. This is a typical four-panel display used to inonitor vector
magnetograph observations as they are taken. Clockwise from upper left, the
panels are: BL, the signed value of the longitudinal (line-of-sight)
magnetic field; I, the u_ipolarized intensity (showing sunspots); BT, the
strength of the transverse field; and BTp , the calculated strength of the
transverse component of the potential field corresponding to the observed
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longitudinal field. Such side-by-side display is the most rudimentary form
of comparison. In order to create multi-panel displays simply and flexibly,
the graphics software should have the capability to define multiple
"windows" or "viewports": subsets of the graphic space that can
independently be assigned user coordinates and positioned within the display
area.
Plate 1 illustrates the point that Direct Memory Access (DMA) should be
considered a necessity, particularly in view of its diminishing cost.
Operating at 9600 baud, a serial graphics device requires about 15 minutes
to display Plate 1 -- up to twice as long if the host computer is
significantly loaded with other I/O. In contrast, the data for Plate 1 are
usually obtained in 2-5 minutes. Real time control is n--o-t--possible.The
advantage of DMA is just as important in the data reduction phase. The
psychological effect of waiting 5-15 minutes to display an image, often
repeated several times in order to find an effective scaling of the data,
inevitably causes the investigator to examine fewer images than he or she
would like.
If a serial device must be used, there are a few tricks for speeding up
the display modestly (factor < 3). For example, most devices can paint a
single large area faster than many small ones with the same aggregate area.
If, as sometimes happens, a large fraction of the image is occupied by a
single color (see upper right panel of Plate 1), time can be saved by first
constructing a histogram of the frequency of occurrence of the various
colors. Then, before individual pixels are painted, the entire image area
is "washed" with the most frequent color; other colors are overpainted as
necessary. [More sophisticated variants can be devised. Also, the
histogram of colors need not be determined for each image separately; a
statistical average will usually suffice.] For another example, some serial
devices will allow the color lookup table to be changed without repainting
the image; e.g., all red pixels may be changed to green by a single command.
In combination with the technique of implicit data scaling discussed below,
this capability may enable the user to experiment with many scalings at a
cost of only one display time.
PLATE 2. This vector magnetogram illustrates geometrical operations and
techniques for displaying the transverse field. The image was constructed
in order to compare it with a satellite ultraviolet spectroheliogram
(displayed on the same system) and a ground-based Ha filtergram. Each of
the images had its own orientation, field of view, and pixel scale. It was
most convenient to match the digital images to the photographic Ha image.
In the case of the magnetogram, this was accomplished by (I) extracting a
submatrix from the original 128 x 128 image; (2) flipping the imag'e left to
right; (3) squee.zing the pixels into rectangles, because the image scale is
different in the N-S and E-W directions; (4) shrinking the image to match
the Ha image scale; and (5) rotating the image to bring celestial north to
tile top. These geometrical operations should be considered a minimal
requirement for effectively comparing images; they are relatively easy to
implement in a window-graphics environment. More sophisticated procedures,
sucn as nonlinear distortion or automatic registration of different images,
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extend into the realm of image processing. However, somewhat more is
possible at the display level if the device has separable bit planes that
can be independently "panned" (translated) by local command. For example, 8
planes may be divided into two images of 4 planes each. One image is then
panned over the other while the eye searches for the best match.
Direct access organization of the image file significantly speeds up
the common procedure of extracting a submatrix for display. One convenient
choice is to make each row of the image a directly accessible record. Also,
several images can be concatenated in a single file without increasing the
access time. In the case of the vector magnetograph, which may produce up
to eight images from a single observing sequence (longitudinal field
strength, transverse field strength, total field strength, azimuthal
direction, inclination to the line of sight, and three unpolarized
intensities), concatenation controls the proliferation of files and
facil itates compari son.
Plate 2 displays the azimuth of the transverse field as undirected line
segments (the 180 ° ambiguity is inherent in the Zeeman effect). In this 50
x 50 image, the individual segments are just adequately defined. In the
leading spot (to the right), there is a tendency to see "stripes" (blocks of
nearly aligned segments) in what a higher-resolution display shows to be a
nearly radial field. This emphasizes the point that, to display the field
azimuth without "jaggies" or angular quantization, considerably more screen
resolution is needed than to display a simple image. In practice, with the
640 x 480 resolution of the device (Tektronix 4027) used to create Plate 2,
effective azimuth plots are limited to 50 x 50.
Another factor that can restrict the size of the displayed image is the
limit on the number of colors that the device can display simultaneously.
This limit is eight for the Tektronix 4027. In order to obtain a useful
number of displayed levels (say, 12-20), it is necessary to employ patterns
of adjacent screen pixels that combine to simulate intermediate shades.
With a minimal 2 x 2 pattern matrix, each image pixel requires at least four
screen pixels, and the resolution is effectively halved.
A final point concerns the convention (suggested to us by R. Moore)
used to display the strength of the transverse field: the bipolar scale
shows IBTI * sign(Bi) , the magnitude of the transverse field multiplied by
the sign-of the longitudinal field. This convention highlights the familiar
neutral lines of the longitudinal field and facilitates comparison with
longitudinal magnetograms from other observatories. Thus, it is easy to see
that the neutral line on the left is highly sheared along most of its length
(the azimuth segments are nearly aligned with the neutral line), indicative
of a highly nonpotential field. On the right, in contrast, the neutral line
around the leader sunspot shows little shear (the azimuth segments are
roughly perpendicular to the neutral line), indicative of a local field
configuration that is close to potential.
PLATE 3. These spectroheliograms, taken with the Ultraviolet Spectrometer
and Polarimeter (UVSP) aboard the Solar Maximum Mission spacecraft,
457
illustrate the utility of implicit nonlinear data transformations. The
superposed contours of ultraviolet continuum intensity (showing sunspots)
are derived from a separate UVSP image.
The aim here was to uncover the similarities and differences between
the spatial structure of images ip two lines arising fro_ the lower
transition region, NV (T _ 2 x 10_ K) and L_ (T_ 2 x 10_ K). With
natural, "well-tempered" scaling -- i.e., 12 equal subdivisions between the
minimum and maximum of the data -- the nearly simultaneous images in the two
lines look quite different (Plate 3a,b). After transformation (Plate 3c,d),
a close correspondence between the two images is apparent; what differences
relnain are highlighted for further examination. Note that the two
transformations are not the same and were not guessed a priori: they are
the result of interactive experimentation. Another usefu_ feature of the
nonlinear scalings chosen is that they reveal detail in both the intense
active areas and in the much weaker peripheries.
Similar results may sometimes be obtained more mechanically by the
technique of histogram equalization: assigning, for each image separately,
the same number of pixels to each displayed color. However, this requires
sorting of the data and strays into the realm of image processing.
By an implicit transformation we mean systematic alteration of the
breakpoints of the color table ("contour levels") as opposed to explicit
arithmetic operations on the data. We may think of the set of breakpoints
as a "data comb" with teeth that may be added, subtracted, separated, or
compressed to accent different aspects of the image.
There are several advantages to using implicit transformations. The
original data values are always preserved, no matter how nonlinear the
transformation. This is desirable because the units of solar data usually
have physical significance (gauss, number of photons, etc.) that is lost if
the data are rescaled; in some systems, for example, the range of the
original or transformed data is always mapped onto the range 0-255.
With implicit transformation, arithmetic is carried out only on the set
of breakpoints, typically twenty or fewer, whereas explicit transformation
oQthe_data typically involves one or more floating point operations on
i0J-I0 b numbers, which may introduce a noticeable delay on a heavily
loaded minicomputer. Yet the final result -- which pixels are assigned
which color -- will be the same in both cases.
To consider one class of implicit transformations, let the highest and
lowest break values be x and Xmi n (often, but not necessarily, the
minimum and maximum of t_Xdata). Assume for the moment that x . > O.
mln
Define transformed limits as
Ymin = f(Xmin)' Ymax = f(Xmax), (I)
where f is a monotone function, e.g., f(x) = _or f(x) = In x. To obtain n
458
colors, choose n+l transformed breakpoints spread between Ymin
according to
= + (Ymax- Ymin )'Yi Ymin
and Ymax
i : 1,n+1, (2)
where p > O. A value p > i progressively compresses the breakpoints toward
the minimum, whereas p < 1 crowds breakpoints toward the maximum.
To obtain breakpoints for the implicitly transformed data, invert the
transformation of Equation (1):
x ' = f-1(y ), i = 1,n+1.
i i
For further flexibility, transformations may be composed: e.g.,
Ymin = g(f(Xmin))' Ymax = g(f(Xmax))"
Then, after defining Yi as before,
x.' = f-l(g-l(yi))I _' i = i,n+1.
If the data are bipolar (like magnetograms or dopplergrams), it is
usually desirable to apply the transformations separately to the positive
data and the absolute values of the negative data.
Two other useful devices may be mentioned: floors and ceilings, and a
floating neutral point for bipolar data.
The presence of a floor means that all data smaller the floor value are
"swept under the rug", into the lowest bin; data above the ceiling go "into
the attic" (highest bin); and implicit transformation is applied only to
data between floor and ceiling. This is useful for excluding a few "hot" or
"cold" pixels and for enhancing discrimination and contrast in specific
subregions (plage, cell centers, etc.). Two floor/ceiling pairs are
maintained, one for positive and one for negative data. In this way it is
easy to obtain a common scale on both sides of the neutral point even when
the positive and negative data have different absolute ranges and after
transformations have been applied.
A floating neutral point is just a simple case of implicit
transformation of bipolar data, corresponding to addition or subtraction.
It is useful when the physically significant zero point does not have a data
value of zero. For example, the pixels in a dopplergram corresponding to
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gas motionless with respect to the solar surface may have a nonzero value
because of spacecraft orbital motion or instrumental effects.
Plate 3 illustrates pure "power" transformations: i.e., f(x) = x in
Equation (I) and p # I in Equation (2). Power transformations have the
attractive property that the ratios of the resultant subdivisions are
invariant to an overall change in the scale of the data. In Plate 3c, a
floor is set at 7 and a ceiling at 187, followed by a power transformation
with p = 1.2. Thus,
Yi = 7 + (187 - 7), i=l,ll.
In Plate 3d, the floor and ceiling are at 1 and 70, and p = 2.1.
The bipolar scale of Plate 2 reflects simple square root
transformations (f(x) = _, p = i) with a floor of 150 gauss (approximately
the threshold of detection). Thus, for the positive scale,
i = 1,7.
Finally, as mentioned above, implicit transformation may allow the data
to be rescaled without being redisplayed, an important consideration for
serial devices. This will De possible if, first, the device allows global
reassignment of col ors or patterns ("change all red to green") and, second,
allows a fairly large number (_ 64) of colors or patterns to be present on
screen at the same time. We start with a fine-tooth data comb: one that
has many more teeth than the number of breakpoints (color divisions)
ultimately required. Initially, there will be several (>_ 5) teeth between
each true breakpoint. 0ynamic rescaling is achieved by redistributing the
colors among tne teeth. Many teeth are necessary in order that, after a
nonlinear transformation of the initial breaKpoints, there is a high
probability that there will still be a tooth near each transformed
breakpoint. The process is illustrated for the square-root transformation
in Figure I.
PLATE 4. These maps of the azimuth of the transverse field illustrate
another simple form of comparison using separable bit planes. Plates 4a and
4b are azimuth maps of the same region. Plate 4a (red) shows the measured
azimuth map. Plate 4b (green) shows the calculated azimuth map of the
potential field corresponding to the observed line-of-sight field. Since
the two maps are on different bit planes, the operator can blink rapidly
between the two using a programmed key on the display keyboard. Another
keystroke displays both planes at once, the result (Plate 4c) being a
red-green-blue sum of the separate ,naps that highlights areas of agreement
(yellow) and areas in which the observed and the potential-field azimuths
differ significantly (red and green).
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Figure 1. Implicit square-root transformation of a fine-tooth data comb.
t--_e100 data subdivisions between floor and ceiling may be assigned
any of 10 displayable colors, before or after the data have been written to
the screen; but the subdivisions themselves may not be moved (otherwise
re-display would be necessary). Left, initially the colors are distributed
evenly among the teeth. Color br_oints are indicated by major (long)
teeth -- e.g., all data in the range 50-59 are "green". Center, after
forward transformation, new major teeth are chosen to be ev--_ly spaced
between floor and ceiling. Right, after inverse transformation, values that
correspond to the major teet_in the center panel fall on or near teeth from
the original comb, which are then adopted as new col or breakpoints.
PLATE 5. Line ..... _:cs,
_l_plll such as hl e_nnm=mc anH _rattprplnt_. should be
considered an integral part of the image display system. If line graphics
and image graphics are produced by the same software package, diagnostic
plots can be intermixed freely with the images to which they apply. If
separable bit planes are also available, plots can be superposed on their
corresponding images and then removed when the analysis is complete.
The scatterplots shown are used to check for instrumental crosstalk
(leakage) between circular and linear polarization, which is apparent as a
correlation between the values of the linear Stokes parameter Q or U
(plotted on the vertical axis, magnified four times) and the circular
paralneter V (plotted on the horizontal axis). Individual points are red or
blue according to whether the datum calae from the red or the blue wing of
the Fel X5250 line. The sloping straight lines are fitted to the data and
represent the best linear approximation to the crosstalk. Since these lines
occupy a separate bit plane, the fits can be repeated using different
subsets of the data without replotting the individual points. [Note that
points near the origin have not been plotted in order to reduce the display
time.]
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The histograms shown _re t_e.distributions of values of various Stokes
parameters [U, Q, V and (U_ + Q )l/Z] over the image. They are used
to identify small instrumental offsets introduced by a variable-tilt mirror
(part of the correlation tracker) in the optical train.
A final comment concerns the interaction of graphics routines with the
user. To be most useful to a scientist, image display and analysis routines
should be highly flexible and interactive. On the other hand, an observer
may not have the knowledge or the opportunity to respond to questions or
select froln long menus. One way to accommodate the needs of both types of
users is to design highly interactive software than can receive input from
more than one source. The scientist can make choices and supply information
from the keyboard. For the observer, answers to most queries can be placed
in a file tailored to a particular observing program; only a few questions
need be directed to the operator°s terminal. In this way, a single software
package can serve real-time monitoring, quick-look data reduction, and
detailed analysis.
The MSFC Vector Magnetograph program is supported by the NASA Office of
Solar and Heliospheric Physics.
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PLAT€ 1 ( R A B I N  and WEST). Four-panel d i s p l a y  used t o  m o n i t o r  v e c t o r  
magnetograph observa t ions  i n  r e a l  t ime. Clockwise f rom upper l e f t :  B?, 
s igned Val ue of  t h e  1 i n e - o f - s i g h t  magnetic f i e l d ;  I ,  u n p o l a r i z e d  i n t e n s i t y  
( showing sunspots) ; BTP , c a l c u l a t e d  s t r e n g t h  of  t h e  t ransverse  component 
of  t h e  p o t e n t i a l  f i e l d  corresponding t o  t h e  observed 1 i n e - o f - s i g h t  f i e l d ;  
B T ,  observed s t r e n g t h  o f  t h e  t ransverse  f i e l d .  
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