In the theory of computational complexity, the travelling salesman problem is a typical one in the NP class. With the aid of a brand-new approach named "maximum-deleting method", a fast algorithm is constructed for it with a polynomial time of biquadrate, which greatly reduces the computational complexity. Since this problem is also NP-complete, as a corollary, P = NP is proved to be true. It indicates the crack of the well-known open problem named "P versus NP".
Introduction
The travelling salesman problem asks the following question: "Given a list of cities and the distances between each pair of cities, what is the shortest possible route that visits each city and returns to the origin city?" [1] . In the theory of computational complexity, this problem is a typical one in the NP class [1] [2] .
The closely related suspense is the well-known "P versus NP problem", that is, to determine whether every language accepted by some nondeterministic algorithm in polynomial time is also accepted by some deterministic algorithm in polynomial time [3] [4] . If it is true then P = NP, otherwise, P ≠ NP. Here P denotes the class of decision problems solvable by some algorithm within a number of steps bounded by some fixed polynomial in the length of the input. The notation NP stands for "nondeterministic polynomial time" and the class of questions for which an answer can be verified in polynomial time is called NP. [6] that the travelling salesman problem is NPcomplete, and Proposition 1 indicates that the proof of P = NP only requires the seeking of a language L in P for it, that is, a fast algorithm which can be executed on computer with a polynomial time rather than an exponential time. Many researchers had already tried on it, and a lot of "optimizing" or "searching" approaches were developed (please see the list in [1] ). But the associated computational-complexity problem is still suspended till now. Just as indicated by Devlin in [2] , to solve this it requires an unusual but wonderful thinking! From October 2018, I began to think about this, and a fresh idea suddenly appeared when I deleted the longest one among the total 15 paths (which connect 6 cities separately) by a pen on a paper (see Figure 1 ). Since the candidate for the concerned route is always composed by 6 segments and each one of them has several choices, to shorten the total length the longest path should be avoided. Without path-deleting this problem requires a selection 
It follows from [1] [2] [4]

Maximum-Deleting Method
There is a necessity to re-express the travelling salesman problem in mathematical language. Let n be the total number of the concerned cities (include the origin city, 4 n ≥ ), which are expressed as a series of nodes k C specified by the two-dimensional coordinates ( ) 
whose number of elements is
The concerned route that visits each city and returns to the origin city can be expressed as a closed loop Q which connects all the n nodes with two requirements:
1) Each node has two connections (that is, it only connects two lines);
2) The journey length of Q (that is, the sum of the lengthes for the selected n lines in * D ) should be shortest among all the choices.
Under the frame of maximum-deleting method, the first requirement is a criterion and the second requirement is a strategy.
To demonstrate the strategy in a clear way, we arrange the elements in * D by comparing their lengthes defined by the Euclidean distance
and get
:1 , for all 1 1 ,
where N is given in Equation (1) 
where the chosen lines are also arranged according to the length, and k s denotes the length of the k -th line with with k N n ≤ − in the left set, that is, some shorter lines are deleted. This leaves a certain leeway for modifications in the last process where the shortest principle should be obeyed. We note that, when the deleting process is finished, the left lines usually compose many small loops which need to be connected into a single one.
Fast Algorithm with Polynomial Time
Notice that requirement (I) for Q only needs 2 of the 1 n − (≥3) connections for each node, it is always possible for executing the maximum-deleting strategy. The maximum-deleting algorithm for the travelling salesman problem is as follows:
Step Step 3. To delete the lines in 0 D one by one from the beginning (see Figure  1) , only if the line to be deleted has more than two connections on each endpoint. If there are only two connections left on one of the two endpoints, then skip this line and continue to delete the subsequent smaller one 1 .
Step 4. If there are some particular nodes, to transform them into the normal ones. For the case in Figure 2, Step 7. To modify the unique closed loop according the shortest principle.
Firstly, to re-number the nodes from 1 C along this loop in an anticlockwise order; Secondly, to follow this order and search from 1 C for the triangle determined by three neighboring nodes who owns a shortest boundary which is not on the loop, and then make the possible substitution. For example, in Figure   8 the triangle determined by k C , 
According to this algorithm, when
Step 3 is finished all the possible longer lines are deleted and the left ones compose either a single closed loop or many small closed loops. The determined thing is that the firstly generated normal node only remains two shortest connections. For the subsequent generated normal nodes, in the sake of connectivity each of them either remains two shortest connections or share one or two lines with the previously generated nodes (it doesn't matter whether they connect a particular node). Since the deleting processing is done from the longest one, it reduces all the possible longer connections respect to all the n nodes, and, to insure the connectivity, there are no other choices for a given node possessing a relatively shorter connection. So the closed loop to be found is based on the left lines with the shortest sum of lengths. In the subsequent steps, the small loops are opened and The proof is finished.
Conclusion
By using a new approach named "maximum-deleting method", we have constructed a fast algorithm for the travelling salesman problem with a polynomial time of order ( ) 4 O n , which will greatly reduce the computational complexity.
Notice that this problem is NP-complete, as a corollary, we have also solved the well-known open problem named "P versus NP". The result indicates that P = NP which will result in a surprise to all, since great majority of people have believed that P ≠ NP.
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