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Das Internet ist nicht mehr aus dem heutigen Leben wegzudenken. Anfa¨nglich zum
Austausch von Nachrichten zwischen wenigen Nutzern gedacht, ist es heute ein global
agierendes Netzwerk. Das Besondere ist dabei, dass nicht nur einzelne Rechner und Ser-
ver diesem Netzwerk angeho¨ren, sondern auch mobile Gera¨te wie Smartphones. So ist
es mo¨glich, dass wir durch unser digitales Ich immer pra¨sent sein ko¨nnen. Wir haben
zu jeder Zeit Zugriff auf das Internet und liefern auch Informationen in Form von Wis-
sen und anderen Daten. Was ist, wenn diese Informationen nicht nur vom Menschen
kommen, sondern auch von Maschinen, wie z.B. dem eigenen Ku¨hlschrank? Wenn dies
der Fall ist, spricht man vom Internet der Dinge (IoT): dies sind Gera¨te, die u¨ber das
Internet mittels Internet Protocol (IP)-Adresse ansprechbar sind und ebenfalls Informa-
tionen austauschen. In der Zukunft wird es immer mehr Gera¨te geben, die dem Internet
angebunden sind und so ihre Funktionalita¨t erst nutzbar machen. Ein Gebiet, in dem
IoT bereits starken Einzug gehalten hat, ist Smart Home, in dem der Ku¨hlschrank be-
reits mit dem Internet verbunden ist und auch dem Nutzer Dienste bereitstellt [Ves14].
Das Einsatzgebiet ist mannigfaltig und kaum einschra¨nkbar, insbesondere da die Gera¨te
selbststa¨ndig miteinander kommunizieren ko¨nnen. Ein weiteres Gebiet ist das Automa-
tisierungsumfeld und zwar im industriellen Umfeld. Zum einen gibt es hier das Synonym
Industrial Internet of Things (IIoT), das eben genau den Trend beschreibt, Gera¨te (ins-
besondere eingebettete Systeme aus der industriellen Automatisierung) mittels IP zu
vernetzen und somit in das bestehende Internet integrierbar zu machen. Ein weiteres auf
die Automatisierungstechnik zugeschnittenes Synonym ist Industrie 4.0. Industrie 4.0 als
Zukunftsprojekt sieht sich als vierte industrielle Revolution nach der Dampfmaschine,
der Massenfertigung durch Fließba¨nder und der digitalen Revolution zur Intensivierung
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der Automatisierung [FWW13]. Mittels Industrie 4.0 soll es mo¨glich sein, auch kleine
Produktionsmengen flexibel und gewinnbringend produzieren zu ko¨nnen. Dies soll mit
hoher Selbstkonfiguration, -optimierung und -analyse gelingen. IoT ist dabei eine Tech-
nologie, um Industrie 4.0 zu realisieren, da eine Kommunikation von einem Gera¨t bzw.
Produkt zu jedem anderen ermo¨glicht werden soll. Die Anzahl der Gera¨te soll in Zukunft
enorm ansteigen. Erste Untersuchungen prognostizieren bis zu 50 Milliarden verbundene
Gera¨te im Jahre 2020 [Eva11], wohingegen auch die Anzahl der Gera¨te im industriellen
Umfeld stark zunimmt [EA12]. Doch nicht nur die Anzahl der Gera¨te ist von entschei-
dender Bedeutung, auch der Fakt, dass die Gera¨te immer intelligenter werden. Die Frage,
die sich jedoch stellt, ist, inwiefern bereits bestehende Lo¨sungen, insbesondere im Auto-
matisierungsumfeld, die zuku¨nftig no¨tigen Anforderungen erfu¨llen.
1.1. Die Zielsetzung dieser Arbeit
Diese Arbeit stellt sich genau den Fragen, inwiefern bestehende Lo¨sungen fu¨r zuku¨nf-
tige Anforderungen gewappnet sind und welche Alternativen sich anbieten. Im Beson-
deren fa¨llt dabei auf, dass die meisten bestehenden Lo¨sungen in der Automatisierung
auf dem alten Master/Slave oder Client-Server-Modell basieren. Diese weisen jedoch be-
kannte Schwachstellen in Bezug auf Skalierbarkeit, Flexibilita¨t, Selbstorganisation und
Ausfallsicherheit auf. Alle diese Aspekte sind Anforderungen von Industrial Internet of
Things und Industrie 4.0 bzw. den darunterliegenden Technologien. Ein Netzwerkpara-
digma, welches diese Eigenschaften hingegen besitzt, ist Peer-to-Peer (P2P). P2P als
bekanntes und etabliertes Netzwerkparadigma wird bereits in anderen Bereichen, wie
dem Streaming von Videodaten, angewendet. Deshalb wurde untersucht, inwiefern und
mit welcher Leistungsfa¨higkeit sich P2P-Netzwerke auch im Umfeld der Automatisierung
und insbesondere der industriellen Automatisierung einsetzen lassen. Ziel ist es, ein kon-
sistentes System zu erstellen, welches fu¨r den Nutzer auch transparent ist. Das erfordert,
verschiedenste Aspekte eines solchen Systems zu untersuchen und zu bearbeiten. Der
Hauptaspekt ist die Echtzeit, die als Anforderung an Systeme in diesem Umfeld gestellt
wird. Das betrifft die Echtzeitfa¨higkeit eines einzelnen Systems (Echtzeitsystem) und die
echtzeitfa¨hige und deterministische Kommunikation (Echtzeitkommunikation) zwischen
den Systemen. Da P2P-Netzwerke per se nicht echtzeitfa¨hig sind, muss ein geeignetes
P2P-Netzwerk ausgewa¨hlt und untersucht werden, ob und wie es fu¨r Echtzeitanforderun-
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gen erweitert werden kann. Je nach Wahl der Konzepte sind andere Herausforderungen
zu lo¨sen, wie z.B. die Synchronisation eines P2P-Netzwerkes. Diese Arbeit soll zeigen, ob
und mit welcher Performance ein auf P2P-Technologie-basierendes System in der Auto-
matisierung eingesetzt werden kann, um die genannten zuku¨nftigen Herausforderungen
besser als mit dem aktuellen Stand der Technik bewa¨ltigen zu ko¨nnen.
1.2. Aufbau der Arbeit
Diese Arbeit besteht aus sechs Kapiteln. Kapitel 1 umfasst eine Einleitung und die
Zielsetzung dieser Arbeit. Es folgen die Grundlagen in Kapitel 2, welches die netzwerk-
technischen, Echtzeit- und Peer-to-Peer-Grundlagen umfasst. Kapitel 3 stellt Simulati-
onsergebnisse eines Systems fu¨r das verteilte Speichern von Daten dar, das ebenfalls fu¨r
das Automatisierungsumfeld angepasst wurde. Das vierte Kapitel beschreibt zuerst den
Stand der Technik bzgl. aktueller vernetzter Systeme im industriellen Umfeld und stellt
dann das entwickelte HaRTKad-Verfahren mit Synchronisierung vor. Im fu¨nften Kapitel
werden zwei Applikationen pra¨sentiert, welche in Verbindung mit HaRTKad als Middle-
ware im Umfeld der Automatisierung eingesetzt werden ko¨nnen. Abschließend folgt in
Kapitel 6 eine Zusammenfassung und ein Ausblick.
In Abbildung 1.1 ist eine U¨bersicht der Dissertation aufgefu¨hrt. Die eigenen Hauptbei-
tra¨ge sind fett hervorgehoben.
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In diesem Kapitel werden die netzwerktechnischen Grundlagen erla¨utert, die fu¨r diese
Arbeit beno¨tigt werden. Dies umfasst insbesondere kabelgebundene Netzwerke, weil als
Grundlage dieser Arbeit Ethernet verwendet wurde. Zusa¨tzlich werden Prinzipien und
Protokolle oberhalb von Ethernet ero¨rtert, welche in dieser Arbeit Verwendung finden.
Da der Einsatz der Lo¨sungen in der Automatisierung angestrebt wird, werden auch die
Grundlagen von Echtzeitsystemen dargelegt. Abschließend werden P2P-Netzwerke erla¨u-
tert, die die Grundlage aller Realisierungen und dessen Erweiterung um Echtzeitfa¨higkeit
den Innovationskern darstellen.
2.1. Netzwerktechnische Grundlagen
Die netzwerktechnischen Grundlagen lassen sich anhand des International Organization
for Standardization (ISO)/Open Systems Interconnection Model (OSI)-Referenzmodells
ero¨rtern (siehe Abbildung 2.1). Zusa¨tzlich wurde das in der Praxis verbreitete TCP/IP-
Modell dargestellt, welches aus vier Schichten besteht [TW14]. Erga¨nzend wurden re-
pra¨sentative Protokollbeispiele fu¨r die jeweilige Schicht aufgefu¨hrt. Insgesamt existieren
sieben Schichten, die kurz erla¨utert werden:
1. Schicht: Auf derBitu¨bertragungsschicht (engl. physical layer) wird eine Definition
fu¨r die U¨bertragung von logischen Bits auf einem U¨bertragungskanal beschrieben. Zwei
Kommunikationspartner mu¨ssen die Signale auf dem physikalischen Medium richtig in-
terpretieren, damit ein korrekter Informationsaustausch ermo¨glicht wird. Schnittstellen
zwischen den verschiedenen U¨bertragungsmedien und Netzwerkgera¨ten werden darge-































Abbildung 2.1.: Darstellung des ISO/OSI-Schichtenmodells.
legt. Die physikalische Beschreibung des U¨bertragungsmediums ist ebenfalls Teil dieser
Schicht.
2. Schicht: Die Sicherungsschicht (engl. data link layer) sichert die Kommunikation
mittels Rahmen (engl. frames) ab. Zur Erkennung und damit Absicherung von Fehlern
werden z.B. Bitstuffing und Pru¨fsummen verwendet.
3. Schicht: In der Vermittlungsschicht (engl. network layer) werden die Daten inner-
halb von Paketen u¨bertragen. Die Pakete lassen sich u¨ber Adressen durch ein gegebenes
Netzwerk leiten, was als Routing bezeichnet wird. Die in dieser Schicht enthaltenen
Routingprotokolle ermo¨glichen das Routen in großen Netzwerken. Ein Einfluss auf die
Dienstgu¨te ist mittels Fluss- und U¨berlastkontrollen in dieser Schicht bereits mo¨glich.
4. Schicht: Die zuverla¨ssige U¨bertragung erfolgt in der Transportschicht (engl. trans-
port layer). Es kann eine Ende-zu-Ende-Auslieferung von Segmenten mittels verbin-
dungsorientierter Verbindung realisiert werden. Die zuverla¨ssige U¨bertragung wird durch
Flusskontroll- und Fehlerbehebungsmaßnahmen sichergestellt. Zusa¨tzlich wird auch eine
nicht zuverla¨ssige und verbindungslose Verbindung definiert, welche Datagramme an-
statt Segmente u¨bermittelt.
5. Schicht: U¨bertragungssitzungen zwischen mehreren Endsystemen ermo¨glicht die Sit-
zungsschicht (engl. session layer). Sicherheitsmerkmale, wie verwendete Passworttech-
niken sowie Synchronisation zwischen Rechner, werden hier vermerkt. Ziel ist es, bei
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Abbildung 2.2.: Aufbau eines Ethernet-Frames.
einem Ausfall eines Teilnehmers die Sitzung wieder fortfu¨hren zu ko¨nnen.
6. Schicht: Da unterschiedliche Rechner Daten intern unterschiedlich darstellen ko¨nnen,
wird die Darstellungsschicht (engl. presentation layer) beno¨tigt. Mittels der Darstel-
lungsschicht werden die Daten eines Rechners passend fu¨r einen anderen Rechner u¨ber-
setzt, sodass eine versta¨ndliche Darstellung und Interpretation der Daten ermo¨glicht
wird.
7. Schicht: DieAnwendungsschicht besteht aus einer großen Vielzahl an Protokollen,
welche bestimmen, wie eine Anwendung das Netz nutzt. Sie interagiert direkt mit einer
Anwendung, welche Netzwerkressourcen beno¨tigt.
Bis auf die unterste Schicht kommunizieren die Teilnehmer virtuell miteinander. In der
untersten Schicht hingegen findet eine reale physikalische U¨bertragung auf dem U¨ber-
tragungsmedium statt [TW14], [Com98], [Sch09]. Im Folgenden werden weitere spezielle
Protokolle und Prinzipien ero¨rtert, welche fu¨r diese Arbeit verwendet wurden.
2.1.1. Ethernet
Ethernet fu¨r die drahtgebundene U¨bertragung ist eines der verbreitesten Netzwerkproto-
kolle in der Netzzugangsschicht des TCP/IP-Modelles zur U¨bertragung von Daten. Der
Erfolg dieser sich immer weiter entwickelnden Technologie wird dadurch deutlich, dass
auch konventionelle Einsatzgebiete wie die Automatisierung immer mehr auf Ethernet
zuru¨ckgreifen [Net12].
In Abbildung 2.2 ist der exemplarische Aufbau eines Ethernet-Frames dargestellt. Ether-
net umfasst sowohl eine Beschreibung der Hardware als auch Software zur U¨bertragung
von Daten. Im Folgenden wird der Fokus auf den Softwareanteil und dessen Spezifikation
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Abbildung 2.3.: Aufbau eines IPv4-Paketes.
gelegt. Ethernet wurde in dem IEEE Standard 802.3 spezifiziert [IEE]. Der Frame be-
ginnt mit einer 7-Byte-Pra¨ambel, welche zur Synchronisierung des Empfa¨ngers genutzt
wird. Dies wird durch das Verwenden des Bitmusters 10101010 erreicht. Es folgt eine
Startkennung (Start of Frame Delimiter (SFD)) fu¨r den Frame, woraufhin der Header
folgt. Zuna¨chst werden die Ziel- und Quell-MAC-Adresse angegeben, welche jeweils 6
Byte umfassen. Das 2 Byte lang folgende Typ-Feld gibt an, welches Protokoll sich an-
schließt (z.B. 0x0800 fu¨r das IPv4 Protokoll). Als na¨chstes folgt die Payload, in der die
Daten des Frames u¨bertragen werden. Die Payload kann eine Gro¨ße von 0-1500 Byte
haben, wobei ein Ethernet-Frame mindestens 64 und maximal 1518 Byte lang sein darf.
Wird ein zusa¨tzliches VLAN-Tag zur Erstellung von virtuellen Netzen verwendet, darf
die maximale Gro¨ße 1522 Byte betragen. Die Gro¨ßenvorgabe umfasst die Pra¨ambel und
den SFD nicht. Sollte ein Frame inklusive Payload zu klein sein, wird er mit Padding-
Bytes aufgefu¨llt, um die Minimalgro¨ße zu erreichen, was als Padding bezeichnet wird.
Den Abschluss bildet die Frame Check Sequence (FCS), welche eine Cyclic Redundancy
Check (CRC)-Summe umfasst. Dieser 32-Bit-Wert wird genutzt, um Fehler im Ethernet-
Frame beim Empfa¨nger erkennen zu ko¨nnen.
2.1.2. IP
Das Internet Protokoll (IP) ermo¨glicht das Routing durch Netzwerke. Am meisten ver-
breitet ist nach wie vor IP in der Version 4 (IPv4), was die Zugriffe auf Google bele-
gen. 2014 greifen vorerst nur ca. 3 % weltweit auf Google mittels IP in der Version 6
(IPv6) zu. In Deutschland betra¨gt der Wert ca. 8 % [Goo14]. In dieser Arbeit wurde
in der praktischen Umsetzung nur IPv4 genutzt, sodass in den Grundlagen nur Bezug
auf IPv4 genommen wird. Generell ist aber eine Verwendung von IPv6 ebenso mo¨glich.
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Abbildung 2.4.: Aufbau eines UDP-Datagrammes.
In Abbildung 2.3 ist der exemplarische Aufbau eines IPv4-Paketes dargestellt, welches
der Internetschicht zuzuordnen ist. Definiert ist der Aufbau im RFC 791 [rfc81]. Im
Versions-Feld ist die verwendete Version von IP angegeben. Fu¨r IPv4 ist hier der Wert 4
vermerkt. Im Internet Header Length (IHL)-Feld ist die La¨nge des Headers in Vielfachen
von 32-Bit-Wo¨rtern vermerkt. Das Type of Service (ToS)-Feld kann fu¨r die Quality of
Service-Eigenschaften genutzt werden, da hier Flusskontrollen und Priorisierungen von
Paketen mo¨glich sind. IP-Pakete ko¨nnen auch fragmentiert werden, falls diese zu groß fu¨r
ein U¨bertragungsmedium sind. Zur Einstellung und Verwaltung der Fragmente werden
die Felder Identifikation, Flags und Fragment Offset genutzt. Der betriebssystemabha¨n-
gige Time-to-Live (TTL)-Wert bestimmt, wie viele Stationen ein Paket durchlaufen darf,
wodurch zirkulierende Pakete im Internet vermieden werden. Das Protokoll-Feld gibt an,
welches Protokoll sich in der IP-Payload befindet. Als Beispiel sei hier User Datagram
Protocol (UDP) genannt, das im Anschluss beschrieben wird. Die Header-Pru¨fsumme
ist im anschließenden Feld angegeben und dient der Fehlererkennung auf Empfa¨ngersei-
te. Die Quell- und Ziel-IP-Adresse mit einer Gro¨ße von 32 Bit sind im na¨chsten Feld
angegeben. Es folgt ein optionaler Teil mit Optionen, die vom Sender eingetragen wer-
den ko¨nnen. Sollten diese in ihrer Gesamtheit kein Vielfaches von 32 Bit sein, muss mit
Padding aufgestockt werden. Abschließend folgt die Payload mit den Daten des na¨chsten
Protokolls.
2.1.3. UDP/TCP
UDP ist ein leichtgewichtiges Protokoll und besitzt die Eigenschaften, verbindungslos
und ungesichert zu sein. In Abbildung 2.4 ist der exemplarische Aufbau eines UDP-
Datagrammes dargestellt, welches der Transportschicht zuzuordnen ist. Die ersten 4
Bytes sind der Quellport, der angibt, welcher Applikation beim Sender das Datagramm
zuzuordnen ist. Der folgende Zielport gibt die Zielapplikation beim Empfa¨nger an und
besitzt eine Gro¨ße von 4 Byte. Es folgt ein 4 Byte langes La¨ngenfeld zur Angabe der
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La¨nge der Daten. Optional ist die Verwendung einer 4 Byte langen Pru¨fsumme, die bei
Nichtverwendung mit Nullen angegeben werden muss. Abschließend folgt die Payload,
in der sich die Daten der folgenden Protokolle befinden.
Im Gegensatz zu UDP ist das Transmission Control Protocol (TCP) ein verbindungs-
orientiertes Protokoll, welches eine Sicherung der Datenu¨bertragung ermo¨glicht. TCP
selbst eignet sich ohne A¨nderungen nicht fu¨r den Einsatz im Echtzeitbereich, wo es auf
rechtzeitige, zuverla¨ssige und effektive Datenzustellungen ankommt. Das Neusenden von
Daten sollte hingegen vermieden werden. Sollten Daten einmal verloren gehen, besitzen
die erneut gesendeten Daten oft keinen gu¨ltigen Informationsgehalt mehr und erzeugen
hierdurch unno¨tiges Datenvolumen im Netzwerk.
Ein weiterer kontra¨rer Aspekt ist die U¨berlastkontrolle von TCP. Dabei werden Da-
ten beim Sender u.U. vorgehalten und spa¨ter gesendet, wenn der Sender der Meinung
sein sollte, dass dies den Kanal u¨berlastet. Ebenfalls anzumerken ist die Tatsache, dass
TCP komplexer und umfangreicher ist als UDP, was zu einem gro¨ßeren Overhead bzgl.
der Performance fu¨hrt, was in Echtzeitapplikationen mit hoher Anforderung an die Re-
aktionsgeschwindigkeit von Nachteil ist [Bid03]. Aus diesem Grund wird UDP in den
nachfolgend vorgestellten Applikationen mit Echtzeitanforderungen bevorzugt.
2.1.4. Web Services
Im Verlauf der Arbeit kommen auch Web Services zum Einsatz. Web Services (WS)
sind ein einheitlicher offener Standard zur Interaktion zwischen Entita¨ten in Netzwer-
ken mittels Services. WS stellen eine mo¨gliche Implementierung von serviceorientierten
Architekturen (SOA) dar. SOAs als Architekturmuster beziehen sich nicht direkt auf
einzelne Gera¨te, sondern der Service steht im Vordergrund. Services werden von den
eigentlichen Entita¨ten im Netzwerk entkoppelt und bereitgestellt. Eine Entita¨t besitzt
intern eine Logik, z.B. in Form von Quellcode. Services bieten die Mo¨glichkeit, diesen
Quellcode nicht nach außen preisgeben zu mu¨ssen, da Services diese Logik nach außen
hin kapseln. Eigenschaften von serviceorientierten Systemen sind nachfolgend aufgelistet:
  Lose Kopplung: Durch Services werden die Abha¨ngigkeiten zwischen Instanzen auf
ein Minimum reduziert.
  Service Contract: Services vereinbaren die Kommunikation mittels Servicebeschrei-
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bungen und entsprechender Dokumente.
  Autonomie: Services haben die Kontrolle u¨ber die Logik, die sie einkapseln.
  Abstraktion: Die Logik wird nicht nach außen preisgegeben, nur die angebotenen
Services.
  Komposition: Mehrere Services ko¨nnen einen neuen Service bilden.
  Wiederverwendbarkeit: Teile interner Logik ko¨nnen und sollten durch mehrere Ser-
vices wiederverwendbar sein.
  Zustandslos: Mittels Services ist es mo¨glich, weniger Informationen u¨ber die aktu-
elle Aktivita¨t ermitteln zu mu¨ssen.
  Discoverability: Services mu¨ssen so entwickelt und beschrieben werden, dass sie
mittels Discovery-Mechanismen gefunden und auf sie zugegriffen werden kann [Erl09].
WS basieren ebenfalls auf offenen Standards und Protokollen, wie dem Simple Object
Access Protocol (SOAP) [W3C07], Extensible Markup Language (XML) [W3C08], Web
Services Description Language (WSDL) [W3C01] und Universal Description, Discovery
and Integration (UDDI) [OAS02]. SOAP wird verwendet, um Nachrichten und Datei-
en/Daten zwischen verschiedenen Teilnehmern zu senden. Es verwendet meist HTTP
und TCP als darunterliegende Protokolle, kann aber auch in Kombination mit UDP ver-
wendet werden [OAS09b]. Die Daten sind in der Regel mittels XML kodiert, um diese
menschenlesbar zu machen. Das WSDL-Dokument beschreibt die Schnittstellen eines
Services. Die Beschreibung in WSDL ist ebenfalls mittels XML kodiert.
In einigen Fa¨llen existieren Servicebroker, welche das Wissen u¨ber die angebotenen Ser-
vices im Netzwerk besitzen. UDDI ist ein Dienst, der als Servicebroker realisiert und
in den Urspru¨ngen der Web Services verwendet wurde [Erl09]. Aus heutiger Sicht bie-
ten sich Service-Discovery-Mechanismen an, die auf einen Servicebroker verzichten. Der
Standard WS-Discovery bietet die Mo¨glichkeit, auch ohne zentrale Einheit ein Service
Discovery im Netzwerk durchzufu¨hren. Hierdurch ist es mo¨glich, in Ad-hoc-Netzwerken
nach verfu¨gbaren Services zu suchen, wodurch eine zentralisierte Struktur vermieden
wird.
In der Abbildung 2.5 ist der Aufbau einer SOA mit Web Services und UDDI-Dienst dar-
gestellt. Die komplette Kommunikation findet mittels des SOAP-Protokolls statt. Besitzt
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Abbildung 2.5.: UDDI-basierte Web Service SOA-Architektur.
eine Entita¨t/ein Service Provider einen Service und mo¨chte diesen im Netzwerk anbie-
ten, kontaktiert er den Servicebroker, der einen UDDI-Dienst anbietet. An diesen meldet
er seine angebotenen Services mittels Meta-Informationen oder ggf. WSDL-Dokument.
Sucht ein Client nach einem Service, fragt er direkt den ihm bekannten Servicebroker
an. Dies kann mit einem Verweis auf den Service u¨ber Meta-Informationen oder ggf.
WSDL-Dokument erfolgen. Anschließend kontaktiert der Client den Service Provider
und erfragt weitere Informationen wie z.B. das WSDL-Dokument, falls er dieses noch
beno¨tigt und nicht erhalten hat. Abschließend kann die eigentliche Nutzung des Services
erfolgen. In einem Ad-hoc-Netzwerk ohne Servicebroker wu¨rden die Schritte 1 bis 3 ab-
gewandelt werden. Die Informationen werden dabei direkt von den Service Providern
eingeholt. Ein Auffinden der Services erfolgt meist mit Multicast-Nachrichten, um alle
potentiellen Service Provider zu erreichen [OAS09c]. Im Umfeld von WS gibt es noch
weitere Standards, die je nach Applikation verwendet werden. Ein weiteres Beispiel wa¨re
WS-Eventing, welches ein Eventing-System mittels WS ermo¨glicht.
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2.1.5. CoAP
Der CoAP-Standard steht fu¨r Constrained Application Protocol und ist ein Protokoll,
welches fu¨r Zielplattformen mit limitierten Ressourcen, wie z.B. Sensoren, entwickelt
wurde [SHB14]. Als Protokoll ist es der Applikationsschicht zuzuordnen. CoAP ist nach
dem Representational state transfer (REST)-Softwarearchitekturstil konzipiert, was ei-
nem ressourcenbasierten Ansatz entspricht. REST-Architekturen weisen mehrere Merk-
male auf, die im Folgenden kurz erla¨utert werden [Fie00].
Client/Server: Bei REST wird das Client/Server-Modell verwendet. Ein Server ha¨lt
die Daten bzw. Ressourcen vor. Der Client greift auf den Server zu, um mit dessen Res-
sourcen zu interagieren. CoAP nutzt diese Benennung konsistent weiter und verwendet
CoAP-Clients und CoAP-Server. Zusa¨tzlich wird noch ein Proxy verwendet, der auf zwei
verschiedene Arten definiert sein kann. Der Proxy verhindert eine direkte Kommunikati-
on zwischen Client und Server und ermo¨glicht so eine ho¨here Sicherheit und Entlastung
der Server. Zum einen existiert ein Forward-Proxy, bei dem ein Client den dahinterlie-
genden Server kennen und benennen muss, da der Proxy selbst den Server nicht kennt.
Anders ist dies bei einem Reverse-Proxy, welcher fu¨r den Client transparent ist. Der
Client nimmt somit an, dass er direkt mit dem Server kommuniziert.
Zustandslosigkeit: Der Server speichert keine Sitzungsdaten zwischen zwei Client-
Interaktionen. Es besteht keine Abha¨ngigkeit zwischen den Anfragen. Hierdurch wird
die Zuverla¨ssigkeit und Skalierbarkeit verbessert. Die Nachvollziehbarkeit von Aktionen
durch den Server ist ebenfalls stark verbessert.
Einheitliche Schnittstelle: Die Schnittstelle bei REST ist stark verallgemeinert und
vereinfacht, was diese Systeme weitra¨umig einsetzbar macht. Durch die einfache Schnitt-
stelle ist dessen Verwendung ebenfalls leicht versta¨ndlich.
CoAP basiert auf vier Methoden, um mit einer Ressource zu interagieren:
  GET: Abrufen einer Repra¨sentation einer Ressource.
  POST: Senden einer Repra¨sentation. Die Verarbeitung der Repra¨sentation be-
stimmt das Ziel selbststa¨ndig und abha¨ngig von der Zielressource.
  PUT: Erstellen oder Aktualisieren einer adressierten Ressource. Die Repra¨sentati-
on der Ressource wird mit angegeben.
  DELETE: Eine Ressource soll gelo¨scht werden.
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Abbildung 2.6.: Abstrahiertes CoAP-Schichtenmodell [SHB14].
Cache: Ein Client verfu¨gt u¨ber einen Cache, wodurch Anfragen direkt vom Client-Cache
beantwortet werden ko¨nnen. Dies ermo¨glicht eine Einsparung von Kommunikationsvo-
lumen. Zu beachten ist aber der Kompromiss bezu¨glich Einsparung von Kommunikati-
onsvolumen und der Aktualita¨t der gecachten Daten.
In der Abbildung 2.6 ist das abstrahierte Schichtenmodell von CoAP dargestellt. CoAP
basiert meist auf UDP, kann jedoch auch andere Protokolle verwenden. Alle folgenden
Betrachtungen gehen aber von der Nutzung von UDP aus. Da CoAP direkt auf UDP
aufsetzt, ergibt dies insgesamt einen sehr kompakten und schlanken Protokollstack.
Die Kommunikation in CoAP oberhalb von UDP basiert auf zwei Ebenen. In der Nach-
richtenebene (engl. Message Layer) werden Nachrichten der Typen Confirmable (CON),
Non-Confirmable (NON), Acknowledge (ACK) und Reset (RST) u¨bertragen. Durch die
Verwendung von CON-Nachrichten kann eine zuverla¨ssige Kommunikation a¨hnlich der
Verwendung von TCP erreicht werden. Nach dem Senden einer CON-Nachricht wird
eine ACK-Nachricht erwartet, damit die U¨bersendung als erfolgreich quittiert werden
kann. Die Zuordnung der ACK-Nachrichten zu den CON-Nachrichten erfolgt u¨ber eine
Nachrichten-ID. Ist ein Kommunikationspartner nicht in der Lage, eine CON-Nachricht
zu interpretieren, sendet dieser eine RST-Nachricht an den Sender der CON-Nachricht.
Erha¨lt der Sender einer CON-Nachricht nach einem definierten Timeout keine Antwort
vom Empfa¨nger, sendet er die Nachricht erneut.
Um ein wiederholtes Senden von Informationen zu vermeiden, kann die Kommunika-
tion auf NON-Nachrichten basieren. Diese erwarten keine Antwort in Form von ACK-
Nachrichten. Optional ko¨nnen RST-Nachrichten versendet werden, wenn der Empfa¨nger
einer NON-Nachricht nicht in der Lage ist, diese zu interpretieren.
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Abbildung 2.7.: CoAP-Paketaufbau [SHB14].
U¨ber der Nachrichtenebene befindet sich die Request/Response-Ebene. In dieser werden
die Grundmethoden durchgefu¨hrt, wie z.B. die GET-Methode. Zwischen den Teilneh-
mern wird das Request/Response-Prinzip als Kommunikationsmodell verwendet. Re-
quests ko¨nnen als CON- oder NON-Nachrichten verschickt werden. Antworten in Form
von Responses ko¨nnen als CON- oder NON-Nachrichten sowie
”
piggy-backed“ innerhalb
einer ACK-Nachricht u¨bermittelt werden.
Durch die Verwendung von UDP/IP werden auch Multicasts im Netzwerk unterstu¨tzt.
Durch die Einfachheit und den geringen Overhead eignet sich CoAP besonders fu¨r ein-
gebettete Plattformen.
2.1.5.1. Genereller CoAP-Paketaufbau
In der Abbildung 2.7 ist ein CoAP-Paket dargestellt. Das erste 2-Bit Feld (Ver) gibt die
CoAP-Version an. Das na¨chste 2-Bit Feld (T) gibt den Typ der Nachricht an, also ob
es sich um eine Nachricht des Typs Confirmable, Non-Confirmable, Acknowledgement
oder Reset handelt. Das 4-Bit Feld (TKL) gibt die La¨nge des spa¨teren Tokens in Byte
an. Das folgende 8-Bit Code-Feld entha¨lt die Information, ob es sich bei der Nachricht
um ein Request, Response oder um eine Fehlermeldung handelt. Die 16-Bit Message-ID
wird verwendet, um Duplikate von Nachrichten erkennen zu ko¨nnen und um Nachrichten
vom Typ Acknowledgement/Reset mit den Typen Confirmable/Non-Confirmable abzu-
gleichen. Das anschließende Token der im TKL-Feld angegebenen La¨nge ermo¨glicht die
Zuordnung von Request/Response-Paaren. Nach dem Token folgen optionale Optionen.
Die Optionen werden im Type-Length-Value (TLV)-Format angegeben. In den Optionen
wird z.B. die Zieladresse einer Ressource in Form des Uniform Resource Identifier (URI)
angegeben. Nach einer Option ko¨nnen sich das Ende der Nachricht, weitere Optionen
oder ein Payload-Marker und die entsprechende Payload befinden. Sollte eine Payload
folgen, muss ein Payload-Marker im Vorfeld mit dem Wert 0xFF gesetzt werden. Die
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Bits 0
MNUM SZX
1 2 3 4 5 6 7
Abbildung 2.8.: Aufbau der CoAP-Blockoption [BS13].
La¨nge der Payload wird u¨ber La¨nge des Datagrammes bestimmt.
2.1.5.2. Die Blockoption in CoAP
CoAP bietet mit der blockweisen U¨bertragung die Mo¨glichkeit, große Datenmengen in
einem eingebetteten Umfeld zu realisieren. Diese zusa¨tzliche Mo¨glichkeit existiert bereits
als Draft in [BS13] und soll zuku¨nftig zum Standard werden.
In der Abbildung 2.8 ist der Aufbau der Blockoption dargestellt.
SZX-Feld: Der Wert im SZX-Feld ist eine exponentielle Gro¨ßenangabe. Durch die For-




M-Feld: Das im M-Feld definierte Bit bestimmt, ob die U¨bertragung der Repra¨sentation
abgeschlossen ist. Bei einem nicht gesetzten Bit ist die U¨bertragung abgeschlossen. Ist
das Bit gesetzt, sind weitere Blo¨cke zu u¨bertragen.
NUM-Feld: Die Blocknummer ist im NUM-Feld angegeben und wird verwendet, um die
einzelnen Blo¨cke zuordnen zu ko¨nnen. In Verbindung mit der im SZX-Feld angegebenen
Gro¨ßenangabe kann jederzeit die Startbytenummer eines Blockes ermittelt werden (siehe
Formel 2.2).
StartbyteBlock = BlockNUM ∗ 2SZX+4 (2.2)
Als Beispiel sei die U¨bertragung von 1024 Bytes pro Paket vorgesehen. Dazu wird der
Wert SZX auf 6 gesetzt. 3000 Bytes sollen u¨bertragen werden. Daraus ergeben sich
drei Blo¨cke, Blocknummer 0 (Byte 0-1023), Blocknummer 1 (Byte 1024 - 2047) und
Blocknummer 3 (Byte 2049 - 2099). Der letzte Block muss nicht komplett gefu¨llt sein.
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Block1-Options: Bei der Angabe der Blockoption im CoAP-Header wird zusa¨tzlich
zwischen der Block1- und Block2-Option unterschieden. Block1-Option wird verwen-
det, wenn ein CoAP-Client Daten an einen CoAP-Server senden will, was durch PUT-
Anfragen realisiert wird. Im PUT-Request vom Client bestimmt SXZ die u¨bertragenen
Byte pro Paket. Im M-Feld wird bestimmt, ob noch Blo¨cke folgen, und die Blockfeld-
nummer im NUM-Feld bestimmt, um welches Block es sich gerade handelt. Die Block1-
Option im Response vom Server wird folgendermaßen definiert. Das NUM-Feld gibt
an, der wievielte Block erhalten wurde. Im M-Feld wird definiert, ob weitere Pakete
erwartet werden. Sollte der Server z.B. u¨berlastet sein, kann dieser im SZX-Feld auch
eine gewu¨nschte Nutzlast fu¨r die folgenden PUT-Requests definieren. Ein Beispiel der
Verwendung von Block1-Optionen ist in Anhang C.1 zu sehen.
Block2-Options: Die Block2-Optionen werden i.d.R. verwendet, wenn Daten durch
einen Client vom Server angefragt werden, was der GET-Funktion entspricht. In den
Responses gibt der Server die Anzahl der versendeten Bytes im SZX-Feld an. Zusa¨tzlich
u¨bermittelt er die Blocknummer im NUM-Feld und ob noch weitere Pakete folgen, durch
das Setzen des Bits im M-Feld. Der Client kann in der Block2-Option durch Setzen
des Wertes im SZX-Feld im Request angeben, wie viele Bytes er in der Payload haben
mo¨chte. Durch den NUM-Eintrag kann er zusa¨tzlich mitteilen, welchen Block er beno¨tigt.
Ein Beispiel der Verwendung von Block2-Optionen ist in Anhang C.2 zu sehen.
2.2. Echtzeit
In diesem Abschnitt wird der Begriff Echtzeit bzw. Echtzeitsystem ero¨rtert. Zusa¨tzlich
wird der Begriff Echtzeitkommunikation erla¨utert. Diese Definitionen sind no¨tig, da im
Umfeld der Automatisierung besondere Bedingungen hinsichtlich der Echtzeitfa¨higkeit
gelten. Es gibt viele Beschreibungen des Echtzeitbetriebs bzw. wie entsprechende Rechen-
systeme arbeiten mu¨ssen, um als Echtzeitsystem zu gelten. In der Echtzeitverarbeitung
ist die Korrektheit des Systems nicht nur abha¨ngig von den errechneten Werten, sondern
auch von der Zeit, in der ein Wert ermittelt wurde [Sta88].
Eine standardisierte Beschreibung findet sich in der DIN 44300 Norm [ND85]:
(Ist der) Betrieb eines Rechensystems, bei dem Programme zur Verarbei-









Abbildung 2.9.: Darstellung weicher (I) und harter (II) Echtzeit.
beitungsergebnisse innerhalb einer vorgegebenen Zeitspanne verfu¨gbar sind.
Die Daten ko¨nnen je nach Anwendungsfall nach einer zeitlichen zufa¨lligen
Verteilung oder zu vorherbestimmten Zeitpunkten anfallen.
Abstrakt betrachtet, besteht ein Echtzeitsystem aus einem externen und internen Sy-
stem. Das externe System gibt dem internen System Zeitvorgaben fu¨r die Abarbeitung
von Aufgaben vor. Das interne System hat diese Zeitvorgaben zu beachten. Jedoch un-
terscheidet man, je nachdem, wie streng die Zeitvorgaben sind, zwischen weicher und
harter Echtzeit. In Abbildung 2.9 ist der Nutzen und der Schaden bzgl. weicher und
harter Echtzeit dargestellt.
Bei weicher Echtzeit (I) entsteht kein Schaden, wenn die Zeitbedingung fu¨r eine Auf-
gabe nicht eingehalten wird. Es kann sogar vorkommen, dass der Nutzen nach der vorge-
gebenen Zeitschranke abnimmt und fu¨r eine Zeit danach immer noch ein Nutzen besteht.
Bei harter Echtzeit (II) hingegen muss die vorgegebene Zeitschranke eingehalten wer-
den, da der Nutzen gleich null ist und es zu Schaden kommt. Dieser Schaden kann finan-
zieller Natur in Automatisierungsanlagen sein, sowie Schaden an Menschen, die sich z.B.
im selben Umfeld wie die Echtzeitsysteme befinden. Daher sind Vorkehrungen zu tref-
fen, um die Zeitschranken einzuhalten und die Wahrscheinlichkeit der Nichteinhaltung
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zu minimieren [Zo¨b08]. Die Abarbeitung einer Aufgabe, welche eine Zeit Δe beansprucht
und nach dem Zeitpunkt r starten kann, muss zum Zeitpunkt d erledigt sein. Diese Be-
dingung wird auch als Rechtzeitigkeit bezeichnet. Die entsprechende Zeitbedingung ist
in 2.3 beschrieben.
A ≡ r +Δe ≤ d (2.3)
Bei harter Echtzeit und Echtzeitsystemen gilt, dass die Zeitbedingung A unter den gu¨n-
stigen Randbedingungen B immer zutreffen muss (Siehe Formel 2.4).
P (A | B) = 1 (2.4)
Verteilte Echtzeitsysteme bestehen aus mehreren Echtzeitsystemen, welche miteinander
kommunizieren mu¨ssen, da Aufgaben verteilt vorliegen. Die Besonderheit besteht darin,
dass jedes Echtzeitsystem fu¨r sich die harten Echtzeitbedingungen erfu¨llen muss und
diese Bedingungen auch fu¨r die Kommunikation gelten. Die erste Bedingung kann z.B.
durch ein Echtzeitbetriebssystem gelo¨st werden, wenn es sich bei der Zielplattform bei-
spielsweise um ein eingebettetes System mit entsprechender Hardware handelt. Je nach
Rechensystem unterscheidet sich die verwendete Software.
2.2.1. Verfahren fu¨r harte Echtzeitkommunikation
Die harte Echtzeitkommunikation ha¨ngt vom physikalischen Aufbau des Netzwerkes und
von der Art des Zugriffes auf das physikalische Medium ab. Man unterscheidet dabei
zwischen der drahtgebundenen und drahtlosen Kommunikation. Im Anschluss erfolgt
eine Beschra¨nkung auf die drahtgebundene Kommunikation, da diese in dieser Arbeit
verwendet wird.
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Abbildung 2.10.: Darstellung des Master-Slave-Zugriffsprotokolls.
  Zeitmultiplexverfahren
Zentralisierte Verfahren beruhen auf dem Master-Slave-Prinzip. Der Master ist di-
rekt verantwortlich fu¨r den Medienzugriff der einzelnen Teilnehmer (Slaves). Das Ein-
sammeln von Statusinformationen und das Versenden von Befehlen an Slaves wird i.d.R.
mittels eines Broadcasts durch den Master gelo¨st. Jeder Slave lauscht dabei auf den
Frame und erkennt anhand einer Zieladresse, ob das Paket fu¨r den Slave bestimmt ist,
und verwertet die Nutzdaten des Frames. Zusa¨tzlich zu den Nutzdaten sind meist auch
Synchronisierungs- und Diagnosebits enthalten. Antworten von den Slaves werden auch
als Broadcast versendet, sodass alle anderen Knoten ebenfalls die Nutzdaten erhalten.
Die Funktionalita¨t des Gesamtsystems ha¨ngt komplett vom Master ab. Die Leistungsfa¨-
higkeit des Masters bestimmt die Gro¨ße und teils auch Performance des Netzwerkes. Der
Master ist zum einen ein Engpass (engl. bottleneck), da die gesamte Kommunikation
u¨ber ihn la¨uft, und zum anderen ein sensibler Angriffspunkt, weil es reicht, den Master
auszuschalten, um den gro¨ßtmo¨glichen Schaden zu erreichen. Eine Darstellung des Zu-
griffsmechanimus ist in Abbildung 2.10 zu sehen. Es wird deutlich, dass ausschließlich
der Master eine Anfrage (Request) stellt und die Slaves immer eine Antwort (Response)
generieren. Die Fairness der Teilnehmerkommunikation ha¨ngt in diesem Fall ausschließ-
lich von der Implementierung des Masters ab. Zudem ist und bleibt der große Nachteil
der steuernde Master selbst, welcher als Single Point of Failure (SPoF) und Flaschenhals
im zentralisierten System pra¨sent ist.
























Abbildung 2.11.: Darstellung des Arbitration-Zugriffsprotokolls.
und man fu¨hrt dominante und rezessive Bits ein. Ist das gemeinsame Medium frei und
wollen mehrere Teilnehmer senden, starten sie mit dem Senden ihrer Priorita¨t. Bei der
Priorita¨t handelt es sich u¨blicherweise um einen Bitstring. Angenommen, es existie-
ren zwei Teilnehmer, die auf das gemeinsame Medium zugreifen wollen, starten beide
Teilnehmer mit dem Senden ihres ersten Priorita¨tsbits. Wenn sie beide das gleiche Bit
besitzen, wird sich keiner durchsetzen, und es wird mit dem Senden des zweiten Bits
gestartet. Sollte jedoch ein Teilnehmer das dominante Bit besitzen, bemerkt der andere
Teilnehmer dies, da sein Bit u¨berlagert wird, und er beendet das Senden.
In Abbildung 2.11 sind vier Knoten dargestellt, die mittels des Arbitrierungsverfahrens
auf ein gemeinsames Medium zugreifen wollen. Die logische Eins gilt dabei als dominant
gegenu¨ber der rezessiven logischen Null. Es ist ersichtlich, dass sich Knoten 4 nach drei
u¨bertragenen Bits durchsetzt. Knoten 3 nimmt seinen Anspruch auf das Medium zuerst
zuru¨ck, da er beim Lauschen der Leitung feststellt, dass seine Null u¨berlagert wurde.
Anschließend nimmt Knoten 1 seinen Anspruch zuru¨ck. Im dritten Schritt sendet Knoten
4 auf Grund seiner gegebenen Priorita¨t eine Null und lauscht auf dem Medium. Die Null
wird nicht u¨berlagert, wodurch Knoten 4 erkennt, dass er nun mit dem Senden seiner
Daten starten darf. Bei Switched Ethernet kann dieses Verfahren nicht eingesetzt werden,












Abbildung 2.12.: Darstellung des Tokenprinzips.
physikalische Realisierung unmo¨glich ist. Zudem ist dieses Verfahren nicht fair, da im
Worst Case nicht jeder gleich oft Zugriff auf das Medium hat. Ein Knoten mit hoher
Priorita¨t ist in der Lage, das Medium komplett zu blockieren.
Die dritte Mo¨glichkeit ist das Tokenprinzip. Ein Teilnehmer darf auf einem gemeinsa-
men Medium nur senden, wenn er ein sogenanntes Token besitzt. Dieses Token existiert
nur einmal im Netzwerk, wodurch ein geregelter Zugriff auf das Medium mo¨glich ist. Die
Teilnehmer sind meist physikalisch als Ring aufgebaut. Alternative Vernetzungen sind
mo¨glich, aber ein virtueller Ring ist in jedem Fall pra¨sent. Durch diese Ringstruktur ist
der Nachfolger immer bekannt. Ist ein Teilnehmer mit dem Senden fertig, gibt er das
Token an den Nachfolgeknoten weiter, welcher nun das Medium nutzen darf.
Tokenverfahren garantieren ein deterministisches Verhalten und arbeiten fair. Jeder Teil-
nehmer besitzt bei gleichem Sendebedarf die gleiche Medienzugriffszeit. Allerdings ist
eine U¨berwachung des Tokens selbst bzw. auch der Ausfall einzelner Teilnehmer notwen-
dig. Fa¨llt ein Teilnehmer aus, muss die vorherige Station i.d.R. die Nachrichten wieder in
umgekehrter Richtung weitersenden, da ansonsten ein kompletter Ausfall der Kommuni-
kation stattfindet. Dadurch, dass eine Nachricht u¨ber die Knoten im Ring weitergeleitet
wird, fungieren diese als Repeater. Allerdings kann dies auch eine hohe Latenz bei ei-












Abbildung 2.13.: Darstellung des Zeitmultiplexing.
auf Ethernet anwenden. Ein Beispiel ist in Abbildung 2.12 zu sehen. Knoten 1 mo¨chte
an Knoten 3 eine Nachricht schicken, besitzt das Token und kann daher direkt senden.
Der direkte Nachfolger ist Knoten 2, welcher die Nachricht selbst weiterleitet. Knoten
3 erha¨lt nun die Nachricht, macht sich eine Kopie der Nachricht und leitet sie weiter.
Abschließend sendet Knoten 4 die Nachricht an den Ursprungsknoten 1 zuru¨ck, welcher
dadurch erfa¨hrt, dass die Nachrichtenu¨bermittlung mittels des Token-Rings erfolgreich
durchgefu¨hrt wurde.
Die vierte Mo¨glichkeit ist ein Zeitmultiplex-Verfahren. Hierbei bekommt jeder Teil-
nehmer einen eigenen Zeitschlitz. Innerhalb dieses Zeitschlitzes kann der Teilnehmer sei-
ne gewu¨nschte Kommunikation durchfu¨hren. Nachdem jeder Teilnehmer Zugriff auf das
Medium hatte, wird wieder beim ersten Teilnehmer begonnen, was dem Round-Robin-
Prinzip entspricht. Ein Durchlauf, in dem jeder Teilnehmer Zugriff hatte, wird auch als
Zyklus bezeichnet. Der große Vorteil ist der hohe Grad an Determiniertheit und Fairness
bei der Zuteilung des Medienzugriffes. Der große Nachteil ist die aufwendige Planung
der Zeitschlitze und Zyklen. Die einfachste Mo¨glichkeit bietet eine zentralisierte Lo¨sung,
welche die Zeitschlitze den einzelnen Teilnehmer zuteilt. Alternativ kann auch eine Vor-
konfiguration durch einen Nutzer wa¨hrend der Anbindung des Gera¨tes an das Netzwerk
erfolgen. In Abbildung 2.13 ist das Zeitmultiplexing fu¨r vier Knoten dargestellt, welche
die Teilnehmer darstellen. Nach dem Round-Robin-Prinzip darf zuerst Knoten 1 senden
und erha¨lt einen Zeitschlitz, gefolgt von den anderen Knoten. Nachdem Knoten 4 gesen-
det hat, ist Knoten 1 wieder an der Reihe und ein Zyklus ist beendet. In Kapitel 4 wird
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ein System vorgestellt, welches ebenfalls Zeitschlitze nutzt, jedoch selbstorganisierend
die Zeitschlitze ohne eine zentrale Instanz zuteilt.
2.2.2. Anwendbarkeit der harten Echtzeit bei Ethernet
Ethernet nutzt ebenfalls ein Zeitmultiplexverfahren, den sogenannten CMSA/CD-Algo-
rithmus, fu¨r den Medienzugriff (siehe Abschnitt 2.1.1). Allerdings ist ein Determinismus
nicht gegeben. Im Worst Case erha¨lt ein Teilnehmer bei hoher Auslastung des Netzwer-
kes keinen Medienzugriff, da es zu permanenten Kollisionen kommen kann. Prinzipiell
lassen sich die vorgestellten Verfahren teilweise auch oberhalb des Ethernetprotokolles
anwenden. Jedoch besitzt Ethernet aus heutiger Sicht keine Busstruktur mehr, son-
dern es existiert ein geswitchtes Ethernet, das eher der Sternstruktur entspricht. Zwar
kann es zu keinen Kollisionen mehr kommen, jedoch zu Paketverwu¨rfen in der gepuf-
ferten Struktur. Daher sind in Switched Ethernet-Netzwerken in Echtzeitumgebungen
U¨berlastsituationen zu vermeiden. Da oftmals der Kommunikationsbedarf im Gesamt-
netzwerk nicht vorhersagbar ist, muss der Medienzugriff gesteuert werden, um Ethernet
fu¨r den Einsatz in Echtzeitumgebungen zu ermo¨glichen. Der Zugriffsmechanismus er-
mo¨glicht dabei den Determinismus und die Rechtzeitigkeit der Nachrichtenzustellung,
welche die Grundvoraussetzungen fu¨r die Echtzeitkommunikation darstellen. Es muss
in diesem Falle auch unterschieden werden, ob die Netzwerkstruktur bekannt ist. Sollte
dies nicht der Fall sein, ist der Worst Case derart definiert, dass theoretisch alle Daten
an eine Senke im Netzwerk gehen bzw. ein Knotenpunkt im Netzwerk vorliegt, den der
gesamte Datenverkehr passiert.
2.3. Peer-to-Peer-Netzwerke
Peer-to-Peer stellt ein Netzwerkparadigma dar, welches einen Gegensatz zu dem tradi-
tionellen Client-Server- oder Master-Slave-Modell darstellt. Die Idee dabei ist es, dass
Teilnehmer in einem P2P-System alle dieselben Rechte und Pflichten besitzen. Man
spricht in diesem Umfeld von einem Peer auch als Servent, da er Funktionen vom Server
und Client vereint.
Ein typischer Client-Server-Aufbau ist in Abbildung 2.14 dargestellt. Die Sicherung der
Funktionalita¨t ha¨ngt direkt von einem zentralen Server ab. Fa¨llt der Server aus, ist das
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Abbildung 2.14.: Konventionelles Client-Server-Netzwerkmodell.
Netzwerk nicht mehr einsatzfa¨hig: Der Server wird daher auch als SPoF bezeichnet. Eine
weitere Besonderheit ist der Umgang mit dem Churn. Hierbei handelt es sich um das
dynamische Verhalten des Nutzers, die in das Netzwerk ein- und austreten. Hier sind
P2P-Netzwerke auf Grund ihres dezentralen Ansatzes sehr flexibel und passen sich den
resultierenden Netzwerkstrukturen an.
Ein weiterer Aspekt ist die schlechte Skalierbarkeit. Ein Server kann nicht unbegrenzt
viele Clients verwalten, weil es zu einer U¨berlastsituation kommen kann. Demnach stellt
der Server zusa¨tzlich den Flaschenhals im Netzwerk dar. Server sind, verglichen mit den
Clients, daher oftmals leistungsstarke Rechner bzw. Rechnerfarmen, um diese Nachteile
auszugleichen. Diese Struktur nutzen Angreifer gezielt durch sogenannte (Distributed)
Denial of Service ((D)DoS)-Attacken aus. Der Server wird dabei durch eine U¨berflut an
Anfragen u¨berlastet, sodass ein normaler Nutzer nur sehr schwer oder gar keinen Kontakt
zum Server und seinen Diensten erha¨lt. Beliebt ist dabei der Einsatz von Bot-Netzen,
um gewo¨hnliche aber infizierte Rechner zur Erzeugung der U¨berlast zu nutzen [PKB10].
Die Beseitigung der genannten Defizite besteht darin, auf einen Server mo¨glichst zu
verzichten, was durch P2P-Netzwerke erreicht werden kann. Ein vollsta¨ndig dezentrales
P2P-Netzwerk ist in Abbildung 2.15 dargestellt. In der Praxis wird P2P meist direkt




Abbildung 2.15.: Darstellung eines komplett dezentralisierten P2P-Netzwerkmodells.
2.3.1. Klassifizierung von P2P-Systemen
P2P-Netzwerke lassen sich in verschiedene Klassen unterteilen. In Abbildung 2.16 ist
die Klassifizierung dargestellt. Man unterscheidet zuna¨chst zwischen unstrukturierten
und strukturierten P2P-Netzwerken. Unstrukturierte Netzwerke werden in zentralisierte,
dezentralisierte und hybride Netzwerke eingeteilt. Bei strukturierten Netzwerken gibt es















Abbildung 2.16.: Klassifizierung von P2P-Netzwerken.
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1) Suche Peer für 
Daten/Dienst
2) Sende Peerliste
3) Anforderung nach Daten/Dienst
4) Transfer Date/ Ausführung Dienst
Server
Abbildung 2.17.: Darstellung eines unstrukturierten, zentralen P2P-Netzwerkes.
2.3.2. Unstrukturierte, zentralisierte P2P-Systeme
Eines der bekanntesten unstrukturierten, zentralisierten P2P-Systeme ist Napster. Ein
unstrukturiertes, zentralisiertes P2P-System besitzt immer noch einen zentralen Server,
welcher als Index dient. Sucht ein Peer Daten oder Dienste, fragt dieser erst den Server
an, welcher entsprechende Peers als Antwort liefert, die diese Daten oder Dienste zur
Verfu¨gung stellen.
In Abbildung 2.17 ist ein unstrukturiertes, zentralisiertes System dargestellt. Ein wei-
terer bekannter Vertreter ist BitTorrent. Generell existiert immer noch ein SPoF und
Flaschenhals in Form des Servers. Dieser wird jedoch nur fu¨r Suchanfragen nach Daten
und Diensten genutzt, da er selbst keine direkten Daten oder Dienste bereitstellt.
2.3.3. Unstrukturierte, dezentralisierte P2P-Systeme
Unstrukturierte, dezentralisierte P2P-Systeme besitzen hingegen keinen zentralen Server.
Jeder Peer besitzt eine Nachbarschaftsliste mit benachbarten Peers. Routinginformatio-
nen dagegen besitzt der Peer nicht. Dies bedeutet, dass er bei der Suche nach Daten oder
Diensten das komplette Netzwerk fluten muss. Um zyklische durch das Netzwerk lau-
fende Pakete zu vermeiden, wurde eine Lebenszeit fu¨r die Pakete eingefu¨hrt. Nach einer
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1) Suche Peer 
für Daten/Dienst
4) Sende Peerliste
2) Suche Peer für Daten/Dienst
3) Sende Peerliste
Super-Peer Super-Peer
Abbildung 2.18.: Darstellung eines unstrukturierten, hybriden P2P-Netzwerkes.
definierten Anzahl an Hops werden die Pakete nicht weiter gereicht. Nach einer erfolgrei-
chen Suche findet der Austausch von Daten oder Diensten statt. Das Gnutella-Protokoll
der Version 0.4 ist ein Beispiel fu¨r dieses System. Die nicht vorhandene Strukturierung
der Daten im Netzwerk hat den Nachteil, dass die Suche im Netzwerk durchaus nicht
erfolgreich sein kann. Somit sind Systeme dieser Klasse ungeeignet, wenn der Determi-
nismus zum Finden von zusta¨ndigen Knoten im Vordergrund steht.
2.3.4. Unstrukturierte, hybride P2P-Systeme
Unstrukturierte, hybride P2P-Systeme fu¨hren sogenannte Super-Peers ein. Statt einer
zentralen Instanz wird ein zweites Netzwerk aus Super-Peers aufgebaut. An jeden Super-
Peer sind einige Peers angeschlossen. Stellt ein Peer eine Anfrage, richtet sich diese
zuna¨chst an den Super-Peer, der mo¨glicherweise einen entsprechenden Peer kennt und
diesen zuru¨ckliefert. Andernfalls fragt er andere Super-Peers, ob diese einen entsprechen-
den Peer kennen. Der Austausch von Daten und Diensten erfolgt bei erfolgreicher Suche
direkt zwischen den Peers. eDonkey 2000, welches als Protokoll in eMule integriert ist,
ist einer der popula¨rsten Vertreter. Eine Darstellung eines unstrukturierten, hybriden
Systems ist in Abbildung 2.18 ersichtlich.
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2.3.5. Strukturierte DHT-basierte P2P-Systeme
Strukturierte, dezentralisierte P2P-Systeme basieren auf einer verteilten Hashtabelle
(engl. Distributed Hash Table (DHT)) und dem Schaffen eines Zusammenhanges zwi-
schen Daten/Diensten und Peers. Mittels der entstehenden Relation ko¨nnen Daten/
Dienste gezielt Peers im Netzwerk zugeordnet werden, ohne auf eine zentrale Instanz
angewiesen zu sein. Hierdurch schafft man eine Struktur, welche dem Nutzer auch ein





nen“ Dienst zusta¨ndig ist. Erreicht wird dies, indem Peers und Daten Hashwerte in einem
gemeinsamen Hashadressraum zugeordnet bekommen. Der Hashwert einer Bitbreite n
kann z.B. aus der IP-Adresse oder MAC-Adresse eines Knotens erzeugt werden. Bei
den Daten bietet sich der Dateiname bzw. bieten sich die Daten selbst an. Zur Erzeu-
gung des Hashwertes wird eine Hashfunktion wie der Message-Digest Algorithm 4 (MD4)
oder Message-Digest Algorithm 5 (MD5) verwendet [Riv92]. Die Breite n und die ver-
wendete Hashfunktion ha¨ngen dabei vom verwendeten Protokoll und der entsprechenden
Implementierung ab. Nach der Bitbreite n richtet sich auch die Gro¨ße des Hashraumes
0...2n − 1. Ein Peer ist nicht nur zusta¨ndig fu¨r ein Datum, wenn der Hashwert iden-
tisch ist, sondern auch wenn er ihm a¨hnlich genug ist. Ein gleicher Hashwert stellt somit
einen Sonderfall in der A¨hnlichkeit dar. Der Hashraum wird in der Literatur oft als Ring
dargestellt. In Abbildung 2.19 sind einige Peers und Daten auf dem Hashring dargestellt.
Symbolische Umrandungen stellen die Zusta¨ndigkeiten der Peers dar. Die Zusta¨ndigkeit
wird dabei durch die A¨hnlichkeit, wie bei dem DHT-basierten System Kad durch die
Suchtoleranz ST definiert, geregelt. Die Suchtoleranz ist der Grad der Abweichung, die
maximal erlaubt ist, damit ein Peer fu¨r ein Datum zusta¨ndig ist. Die Suchtoleranz wird
als numerischer Wert definiert und ist im Normalfall zur Kompilierzeit der P2P-Systeme
festgelegt. Auch ist erkennbar, dass je nach Suchtoleranz auch mehrere Knoten fu¨r ein
Datum zusta¨ndig sein ko¨nnen, was oftmals zur Erho¨hung der Zuverla¨ssigkeit durch Red-
undanz gewu¨nscht ist. Jeder Peer besitzt eine Routingtabelle mit einer Untermenge aller
Peers. Sucht ein Peer nach einem zusta¨ndigen Peer fu¨r einen gegebenen Hashwert, kon-
taktiert er den Knoten in der Routingtabelle, der dem Hashwert am a¨hnlichsten ist.









Abbildung 2.19.: Darstellung eines DHT-Rings mit Peers und Daten. Die Zusta¨ndigkeits-
bereiche dienen nur der Veranschaulichung.
2.3.6. Vergleich der P2P-Systeme
In diesem Abschnitt wird die Verwendung des P2P-Protokolls Kademlia begru¨ndet, da
Kad (eine Implementierung von Kademlia) als Grundlage fu¨r die spa¨teren Forschungs-
ergebnisse gewa¨hlt wurde. Die Wahl fiel auf strukturierte DHT-basierte P2P-Systeme,
weil diese keine SPoFs/Flaschenha¨lse, wie die unstrukturierten, zentralisierten Systeme,
aufweisen und im Gegensatz zu unstrukturierten, dezentralisierten Systemen eine de-
terministische Suche gewa¨hrleisten. Außerdem bieten die strukturierten DHT-basierten
P2P-Systeme den besten Kompromiss bzgl. Such- und Speicherkomplexita¨t. In Abbil-
dung 2.20 ist die Such- und Speicherkomplexita¨t in Abha¨ngigkeit von der Anzahl der
Peer N im Netzwerk dargestellt.
Durch den Vergleich der verschiedenen P2P-Systeme wird klar, dass unstrukturierte,
zentralisierte Systeme einen großen Nachteil bzgl. der Verwendung eines zentralen Servers
besitzen. Der Server ermo¨glicht zwar eine relativ schnelle Suche nach Knoten, da nur der
Server selbst kontaktiert werden muss, um einen Knoten zu finden (Suchkomplexita¨t
O(1)). Jedoch ist die Zusicherung der Funktionalita¨t des Netzwerks nur u¨ber den Server








































Abbildung 2.20.: Vergleich der Komplexita¨ten der drei Systeme.
dar. Zudem muss der Server alle Knoten und die dazugeho¨rigen Informationen speichern
und konsistent halten (Speicherkomplexita¨t O(N)). Da der Server aber nicht per se
mit der Anzahl der Peers skaliert, stellt dieser einen Flaschenhals bzgl. seiner eigenen
Ressourcenlimitierung der CPU, des Speichers und der eigenen Netzwerkanbindung dar.
Unstrukturierte, dezentralisierte Systeme vermeiden jede Form einer zentralen Instanz
und weisen damit eine hohe Skalierbarkeit auf. Jedoch stehen die Daten nicht in Relation
zu den Peers, was eine Suche mittels Fluten bedingt (Suchkomplexita¨t O(N2)). Da die
Suche nach Passieren einer bestimmten Anzahl an Peers abgebrochen wird, kann es
vorkommen, dass Daten nicht gefunden werden, obwohl sie im Netzwerk existieren (False
Negatives). Ein Vorteil ist dagegen die geringe Speicherkomplexita¨t von O(1), weil nur
eine bestimmte Anzahl an Nachbar-Peers gespeichert wird.
Hybride Netzwerke werden in diesem Zusammenhang den unstrukturierten, dezentra-
lisierten Systemen zugeordnet, da die Superpeers meist maximal 50-100 Peerkontakte
abspeichern. Dies ergibt eine Speicherkomplexita¨t von O(1). Mit steigender Anzahl an
Peers im Netzwerk steigt damit auch die Anzahl an Superpeers. Eine Suche selbst a¨hnelt
dem Fluten, da u¨ber die Superpeers alle Teilnehmer gefragt werden mu¨ssen.
Den Kompromiss stellen strukturierte DHT-basierte Netzwerke dar. Die Such- und Spei-
cherkomplexita¨t betra¨gt O(log(N)). Sie bieten eine deterministische Suche (Vermeidung
von False Negatives), unter der Voraussetzung, dass die Suchtoleranz entsprechend ein-




Vergleich von strukturierten DHT-basierten P2P-Systemen: Die Wahl der
Zielplattform fa¨llt auf Grund der zuvor genannten Argumente auf strukturierte DHT-
basierte P2P-Netze. Nun stellt sich abschließend die Frage nach dem konkreten Proto-
koll. Es existieren diverse DHT-basierte Realisierungen wie Chord, Pastry, Kademlia,
Symphony und Viceroy. Im Folgenden werden Chord, Pastry und Kademlia untersucht,
da diese eine deterministisch bestimmbare Suchkomplexita¨t aufweisen. Dieses Kriterium
ist ausschlaggebend, weil der spa¨tere Einsatz im Bereich der (harten) Echtzeit liegt und
der Determinismus eine Grundvoraussetzung darstellt.
Chord weist eine starre Routingtabelle auf, was zu ho¨heren Beitritts- und Austrittskosten
fu¨r neue Knoten fu¨hrt. Pastry und Kademlia hingegen besitzen eine flexible Routingta-
belle, was in einem geringen Wartungsaufwand resultiert.
Kademlia besitzt zusa¨tzlich vorteilhafte Analyseeigenschaften, was die Bestimmung des
Worst Case-Verhaltens ermo¨glicht. Bei Pastry entspricht die Routing-Metrik nicht unbe-
dingt der tatsa¨chlichen numerischen Na¨he der Knoten-IDs. Die Lo¨sung ist die Verwen-
dung von zwei Routing-Phasen, was die Lookup-Performance verschlechtert. Außerdem
resultiert daraus eine komplizierte formale Worst Case-Analyse des Systems. Die Such-
operation (Lookup) als wichtigste Operation, da sie am ha¨ufigsten ausgefu¨hrt wird, soll
als abschließendes Entscheidungskriterium gelten. Chord ist in seiner Suchperformance
nicht beeinflussbar. Pastry und Kademlia hingegen ko¨nnen u¨ber den Parameter b be-
einflusst werden. b ist die Anzahl der Bits, die pro Suchschritt u¨bersprungen werden
ko¨nnen. Je ho¨her der Wert fu¨r b ist, desto weniger Lookupschritte werden beno¨tigt, so-
dass die Suche fru¨her abgeschlossen werden kann. Fu¨r Pastry betra¨gt der Wert 4 und
fu¨r Kademlia 5 [Stu06, SW05,MM02]. Kad als Implementation besitzt im Mittel sogar
den Wert 6,98. In Tabelle 2.1 ist die Suchperformance von Chord, Pastry und Kademlia
aufgefu¨hrt.
Aufgrund der geringen Suchkomplexita¨t, der einfacheren Durchfu¨hrung der Worst Case-
Analyse, des deterministischen Suchverhaltens und der Einstellbarkeit der Such- und
Speicherkomplexita¨t mittels des Parameters b wurde Kademlia ausgewa¨hlt, um ein ver-
netztes System in der Automatisierungsumgebung zu realisieren. Zusa¨tzlich weist Ka-
demlia eine ho¨here Routing-Performance als Chord und Pastry auf [KGS11]. Als Grund-







Tabelle 2.1.: Angabe der Suchkomplexita¨t von DHT-basierten P2P-Netzwerken mit de-
terministischen Suchverhalten in Abha¨ngigkeit von der Knotenanzahl N
und dem Parameter b [SW05].
Implementierung von Kademlia darstellt. Kad wurde urspru¨nglich fu¨r den eMule-Client
implementiert [emu].
2.3.7. Kad(emlia) Grundlagen
Die A¨hnlichkeit zwischen einer Information/Datei und einem Knoten wird durch die
XOR-Operation bestimmt. Im Folgenden wird der Fokus auf Dateien gelegt, welche
aber auch Informationen oder Dienste darstellen ko¨nnen. Die XOR-Operation wird mit-
tels Hashwerten als Parameter ausgefu¨hrt, um die XOR-Distanz zu ermitteln. Die Hash-
werte werden z.B. durch die MD5-Funktion generiert. Bei Dateien kann der Inhalt der
Datei oder der Dateiname verwendet werden, um den Hashwert zu erzeugen. Um den
Peers einen Hashwert zuzuweisen, bietet sich z.B. die IP-Adresse oder ein selbstgewa¨hlter
String an, welcher als Argument fu¨r den MD5-Algorithmus gewa¨hlt werden kann. Die
Zusta¨ndigkeit ist dann gegeben, wenn die ermittelte Distanz kleiner als eine gegebene
Suchtoleranz ST ist (siehe Formel 2.5).
MD5(Peer)⊕MD5(Datei) < ST (2.5)
Damit ein zusta¨ndiger Peer im Netzwerk gefunden wird, besitzt jeder Knoten eine Rou-
tingtabelle. Die Routingtabelle besteht bei Kad mit einer Hashbitbreite von 128 Bits aus
128 k-Buckets. Buckets stellen Listenspeicherelemente dar, die Knotenkontaktinforma-
tionen speichern. Die Anzahl an Buckets ist gleich der Bitbreite der Hashwerte. Jeder
Bucket ha¨lt dabei maximal k Peer-Kontakte. k ist eine Systemvariable, die im Vorfeld












Abbildung 2.21.: Darstellung einer Routingtabelle eines Peers in einem 4-Bit-
Adressraum mit Beispielkontakten.
Eine Routingtabelle fu¨r einen 4-Bit-Adressraum ist in Abbildung 2.21 dargestellt. In
diesem Beispiel sei zur Vereinfachung angenommen, dass die Buckets maximal zwei Kon-
takte halten du¨rfen (k = 2). Fu¨r einen Hashwert ha¨lt ein Knoten nur einen Kontakt in
seiner Routingtabelle vor. Dies erkla¨rt, warum in dem Bucket, der sich nur um ein Bit an
der niederwertigsten Stelle unterscheidet, ein Knotenkontakt befindet, da es nur einen
mo¨glichen Eintrag pro Hashwert fu¨r den Bucket geben kann.
Die Peer-Kontakte sind nach der XOR-Distanz zu dem Peer selbst sortiert. Als Resul-
tat dieser Struktur geht hervor, dass ein Peer viele nahe Knoten und weniger entfernte
Knoten kennt, was zu einem logarithmischen Suchverhalten fu¨hrt. Will ein Peer dem
Kad-Netzwerk beitreten, muss er ein sogenanntes Bootstrapping durchfu¨hren. Um ein
Bootstrap durchzufu¨hren, beno¨tigt man mindestens einen Knotenkontakt (Bootstrap-
Peer), den man kontaktieren muss, um in das Netzwerk zu gelangen. Der Bootstrap-Peer
nimmt den neuen Peer in seiner Routingtabelle auf und sendet in einer Beitrittsbesta¨-
tigung neue Kontakte. Jeder Peer-Eintrag in der Routingtabelle verfu¨gt zusa¨tzlich u¨ber
eine Lebenszeit. Ist die Lebenszeit abgelaufen, wird dieser Knoten erneut angefragt.
Sollte er nicht mehr antworten, wird dieser aus der Routingtabelle gelo¨scht.
Zusa¨tzlich werden zwei weitere Wartungsoperationen verwendet, um die Routingtabel-
le aktuell zu halten. Es handelt sich dabei um Random- und Self-Lookups. Bei ei-
nem Random-Lookup wird ein zufa¨lliger Hashwert generiert und nach diesem im Kad-
Netzwerk gesucht. Somit werden auch entfernte Peers fu¨r die Routingtabelle gesucht.












Abbildung 2.22.: Beispiel einer rekursiven Suche im Kad-Netzwerk.
um so mo¨glichst nahe Peers zu finden. Diese Operationen dienen der Stabilisierung und
Aktualisierung der Routingtabelle [SW05].
Bei der Suche (Lookup) nach einem Peer mit Hilfe der Routingtabelle gibt es zwei
Verfahren: die rekursive und iterative Suche.
Rekursive Suche: In der Abbildung 2.22 ist die rekursive Suche exemplarisch darge-
stellt. Der suchende Peer befragt den Peer aus seiner Routingtabelle, der am dichtesten
am gesuchten Hashwert liegt. Dieser kann, sollte er nicht selbst fu¨r den Hashwert zusta¨n-
dig sein, weitere dichtere Peers befragen. Ist ein zusta¨ndiger Peer gefunden, antwortet
dieser dem urspru¨nglich suchenden Peer. Vorteil dieser Suchart ist die hohe Lookup-
Performance. Jedoch besteht das Risiko, dass eine Suche nie zum Ziel fu¨hrt, wenn ein
Peer auf dem Suchpfad ausfa¨llt.
Iterative Suche: Ein suchender Knoten fragt bei einem Peer aus seiner Routingtabelle,
welcher dem gesuchten Hashwert am na¨chsten ist, nach. Dieser liefert neue Kontakte,
insofern dieser nicht selbst zusta¨ndig ist. Die neuen Kontakte werden ebenfalls vom
suchenden Peer gefragt. Auf diese Weise na¨hert sich der Peer dem Ziel, bis er genug
zusta¨ndige Peers gefunden hat.
In Abbildung 2.23 ist dieser Ablauf schematisch dargestellt. Der suchende Peer besitzt
keinen direkten Kontakt von einem Peer im Ziel-Hashbereich und kontaktiert Peers aus
seiner Routingtabelle, die dicht am Ziel-Hashwert liegen. Die kontaktierten Knoten lie-
fern direkt neue Kontakte, die dichter am Ziel-Hashwert liegen, aber auch noch außerhalb
der Suchtoleranz liegen ko¨nnen. Der suchende Knoten kontaktiert selbst die neuen Kon-














Abbildung 2.23.: Beispiel einer iterativen Suche im Kad-Netzwerk.
genutzt, wa¨hrend Kademlia eine rekursive Suche vorschla¨gt. Der Nachteil der Mehrkom-
munikation durch die iterative Suche wird durch den Fakt der einfacheren Implementie-
rung, Wartbarkeit, einfacheren Fehlersuche und besseren Kompensation von Ausfa¨llen
entlang des Suchpfades ausgeglichen. Bei der rekursiven Suche muss der Timeout deut-
lich ho¨her gesetzt werden, da der letzte Knoten ausgefallen sein ko¨nnte. Aus diesen
Gru¨nden wird die iterative Suche fu¨r die in dieser Arbeit beschriebenen Entwicklungen
ausgewa¨hlt.
Im Folgenden wird der Lookup mittels der iterativen Suche beschrieben, wie er in Kad
stattfindet. Die Hashwerte besitzen eine Breite von 128 Bit. Die Anzahl der kontaktierten
Peers pro Schritt ha¨ngt vom Parameter α ab (bei Kad α = 3). In der Abbildung 2.24 ist
der Lookup dargestellt.
Der schwarz gekennzeichnete Peer sucht nach einem Hashwert im rot gekennzeichneten
Bereich (I). Er besitzt jedoch zuna¨chst selbst keinen Kontakt in diesem Bereich und
fragt daher Peers aus seiner Routingtabelle, die dem Hashwert am na¨chsten sind. Die
Anzahl der Peers, die mittels eines Requests (REQ) gefragt werden, betra¨gt in diesem
Beispiel 3 (α = 3). Die drei Peers antworten durch Responses (RES) und geben neue
Kontakte zuru¨ck, die in (II) als orange markierte Peers zu sehen sind. Die neuen Peer-
Kontakte befinden sich im Hashbereich, der durch die Suchtoleranz bestimmt ist. Diese













Abbildung 2.24.: Iterativer Lookup-Prozess im Kad-Netzwerk mit 128-Bit breitem Hash-
raum. Der suchende Peer besitzt zuna¨chst keinen Kontakt im Ziel-
Hashbereich.
werk befinden. Die aktiven Peers antworten mittels RES-Nachrichten und liefern u.U.
weitere Kontakte. Im na¨chsten Schritt (III) wird ein zusta¨ndiger Peer (i.d.R. der Peer
mit der gro¨ßten A¨hnlichkeit zum Ziel-Hashwert) mittels eines Action-Requests (Action
REQ) kontaktiert. Der angefragte Peer antwortet mit einem Action-Response (Action
RES). Action REQ/RES-Nachrichten stellen die Aktion, wie den Datenaustausch, dar.
Eine durchgefu¨hrte Suche wird immer durch ein lokales Suchobjekt u¨berwacht, welches
als Instanz fu¨r jede Suche beim suchenden Peer existiert. Das Suchobjekt u¨berwacht
eine Suche und u¨berpru¨ft, ob eine der zwei Abbruchkriterien erfu¨llt ist. Das erste Ab-
bruchkriterium besteht darin, ob genu¨gend Peers fu¨r eine Suche gefunden wurden. Das
zweite Abbruchkriterium stellt einen Timeout dar. Dieser findet statt, wenn nicht ge-
nu¨gend Peers fu¨r eine Suche gefunden werden, die dem gesuchten Hashwert genu¨gend
a¨hneln. Die Anzahl der zu antwortenden Peers und der Timeout ko¨nnen vom Nutzer zur
Kompilierzeit variiert werden und sind essentiell fu¨r die Zielapplikation. Als Szenario
ist zu unterscheiden, ob ein Knoten einer mo¨glichst großen Anzahl an Teilnehmern eine
Nachricht zukommen lassen will oder ob es reicht, mindestens einen anderen Teilnehmer
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Im ersten Unterkapitel 3.1 wird ein bereits bestehendes P2P-System zum verteilten Spei-
chern vorgestellt. Bei dem Einsatzgebiet handelt es sich um Zugangsnetze, welche spa¨ter
ero¨rtert werden. Dieses System konnte bereits prototypisch umgesetzt werden und zeigt,
dass sich P2P-Technologie in verschiedensten Einsatzbereichen sinnvoll einsetzen la¨sst.
Es ließen sich jedoch keine Aussagen u¨ber das Verhalten des Systems bei mehreren Tau-
send Knoten treffen. Hierzu wird in dieser Arbeit ein Simulator entwickelt, welcher es
ermo¨glicht, die Funktionalita¨t in Bezug auf die Zuverla¨ssigkeit der Daten, die verteilt
im Netzwerk gespeichert werden, und des entstehenden Datenvolumens nachweisen zu
ko¨nnen.
Im zweiten Unterkapitel 3.2 wird die Idee des verteilten Speichers mittels P2P-Techno-
logie aufgegriffen und in der Automatisierung eingesetzt. Hierzu werden die Parameter,
abha¨ngig vom neuen Einsatzgebiet, neu ermittelt. Der Simulator wird fu¨r das neue Ein-
satzgebiet weiterentwickelt und wird in seiner Zeitauflo¨sung verbessert. Zusa¨tzlich fließen
prototypische Ergebnisse eines fu¨r die Automatisierung entwickelten Prototypens mit ein,
um realistische Eigenschaften des Systems im eingebetteten Umfeld ermitteln zu ko¨n-
nen. PSP erlangt durch die gewa¨hlte Plattform verbesserte Eigenschaften, insbesondere
die weiche Echtzeit. Zudem werden die Grenzen des Systems aufgezeigt, die das System
unter Extrembedingungen besitzt.
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3.1. PSP - Ein System zur sicheren verteilten Speicherung von
Daten in Zugangsnetzen
3.1.1. Einleitung
Das urspru¨ngliche entwickelte P2P-System la¨uft auf sogenannten Zugangsknoten (engl.
Access Nodes(ANs)). Durch den Verbund verschiedener ANs wurde ein verteilter Spei-
cher entwickelt [DGT+10]. Internetnutzer mit einem Heimanschluss sind an diese ANs
angeschlossen, welche sich in der Na¨he des Anschlusses befinden. Die ANs selbst sind
Bestandteil der Zugangsnetze. Eine Aufgabe der ANs ist das Speichern der sogenannten
Session-Daten (SD) zur Verwaltung der angeschlossenen Nutzer.
SD werden direkt auf den ANs erstellt. Die SD stellen Informationen bzgl. IP-Adressen,
physikalischen Ports, MAC-Adressen und Vergabezeiten von IP-Adressen bereit. Internet
Service Provider (ISP) mu¨ssen die SD speichern, da sie fu¨r operative, administrative
und kontrolltechnische Aufgaben beno¨tigt werden. SD a¨ndern sich permanent aufgrund
des dynamischen Verhaltens der Nutzer, die mit den ANs verbunden sind. Daher wird
regelma¨ßig auf den Speicher zugegriffen, um die Daten zu aktualisieren.
Ein Nutzer, der sich mit dem Internet verbindet, fordert automatisch eine IP-Adresse
mittels Dynamic Host Configuration Protocol (DHCP) an. Session-Filter blockieren den
Datenverkehr von nicht konfigurierten Teilnehmern, wie Nutzer, die noch keine IP-
Adresse angefordert haben. Im Falle eines Neustarts oder Absturzes eines AN mu¨ssen
die SD neu geladen werden, um somit den Session-Filter zu rekonfigurieren. Erst nach
der Wiederherstellung hat der Nutzer wieder Zugriff auf das Internet. Ein Neustart eines
AN geschieht im Worst Case 2- bis 3-mal in der Woche, im Mittel einmal alle 4 Wochen
und im Best Case einmal im Jahr [Nin11]. Der Flash-Speicher eines AN wird genutzt,
um eine persistente Speicherung der SD auch im Worst Case zu garantieren. Allerdings
ist der Flash-Speicher in der Verfu¨gbarkeit und Anzahl der Schreibzyklen beschra¨nkt.
Zusa¨tzlich ist er bereits fu¨r andere Konfigurationsparameter vorgesehen. Flash-Speicher
haben typischerweise eine Haltbarkeit von 10.000 Schreibzyklen. Ein Update der SD ge-
schieht alle 15 Minuten bis zu einer Stunde, was einen ha¨ufigen Schreibzugriff auf den
Speicher zur Folge hat. Unter diesen Umsta¨nden ko¨nnte der Flash-Speicher bereits nach
104 Tagen ausfallen [Nin11].
Anstatt einen Flash-Speicher zu nutzen, wird vorgeschlagen, den freien verfu¨gbaren flu¨ch-
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tigen Random Access Memory (RAM) und die Rechenleistung zu nutzen. Im Gegensatz
zum Flash-Speicher kann der RAM nahezu uneingeschra¨nkt oft beschrieben werden. Ein
auf verteilten Hashtabellen (DHT)-basierendes Kad-Netzwerk erlaubt es dem System,
den RAM aller Knoten logisch zu verbinden und zu teilen. Dabei arbeitet das Kad-
Netzwerk als ein semi-permanenter verteilter Speicher fu¨r das strukturierte Abspeichern
der SD. Jeder AN teilt seine Speicher- und Rechenkapazita¨t mit den Teilnehmern des
Kad-Netzwerkes. Nach dem Neustart eines AN wird die Wiederherstellung der SD durch
das Einsammeln der no¨tigen Daten aus dem Kad-Netzwerk erreicht. SD mu¨ssen mit
einer sehr hohen Zuverla¨ssigkeit verfu¨gbar sein, damit dem Nutzer am AN keine nega-
tiven Einschra¨nkungen widerfahren. Die Zuverla¨ssigkeit ist mit einem typischen Wert
von 99,999% gegeben. Wenn die Daten allerdings auf eine verteilte Weise im RAM der
ANs gespeichert werden, muss die Verfu¨gbarkeit mit geeigneten Mitteln gesichert wer-
den, da ANs ausfallen ko¨nnen. Die Redundanz wird dabei trotz Zusicherung einer hohen
Datenverfu¨gbarkeit durch Nutzung von Erasure Resilient Codes (ERCs) niedrig gehal-
ten [LCL04]. Hierdurch wird die Persistenz der Daten gesichert. Das System, genannt
”
P2P based Storage Platform“ (PSP), wurde bereits entwickelt, um dieses Konzept um-
zusetzen. PSP wurde dabei erfolgreich als Softwareprototyp implementiert und ist lauf-
fa¨hig auf ANs, weil diese genu¨gend Ressourcen zur Verfu¨gung stellen [DGT+10]. Hierbei
konnte die Funktionalita¨t des Systems und die Entlastung einzelner Knoten nachgewie-
sen werden.
Allerdings ist es sehr aufwendig, ein Test-Setup mit mehreren hunderten bzw. tausen-
den Knoten zu erstellen, sodass es bisher noch nicht untersucht wurde [DGT+10]. Um
trotzdem Aussagen u¨ber das Systemverhalten bei einem hochskalierten Netzwerk ma-
chen zu ko¨nnen, wurde fu¨r das bestehende System eine Simulation entwickelt. Es wurde
ein Simulationsmodell implementiert, um die Verfu¨gbarkeit der Daten, die Skalierbar-
keit des P2P-Netzwerkes und die Netzwerkauslastung zu untersuchen. Mit Hilfe eines
PSP-Prototyps wurden die Parameter ermittelt, die fu¨r die Simulation no¨tig sind. Die
prototypischen Werte gehen als Eingabeparameter in die Simulation ein und ermo¨glichen
es, das Verhalten des Systems realita¨tsnah zu simulieren. Mittels verschiedener Ausfalls-
zenarien werden die generierten Datenmengen aufgrund der ausgetauschten Daten im
P2P-Netzwerk ermittelt.
Nachfolgend werden die Hauptbeitra¨ge kurz aufgefu¨hrt:
  Ableitung realistischer Simulationsparameter fu¨r die Simulation.
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  Evaluierung der Simulationsergebnisse im Bezug auf Datenverfu¨gbarkeit, Skalier-
barkeit und zusa¨tzliches Datenaufkommen.
Die Hauptbeitra¨ge dieses Unterkapitels sind in [SDAT13a] publiziert. Unterkapitel 3.1.2
stellt den Stand der Technik dar. Abschnitt 3.1.3 gibt einen U¨berblick u¨ber das verwende-
te PSP-System. Die beno¨tigten Simulationsparameter werden im Unterkapitel 3.1.4 ab-
geleitet. Unterkapitel 3.1.7 evaluiert die Simulationsergebnisse, bevor Unterkapitel 3.1.8
mit einem Fazit endet.
3.1.2. Stand der Technik
Der Stand der Technik wurde detailliert in [DGT+10] beschrieben, sodass hier nur die
wesentlichen Arbeiten vorgestellt werden. Zusa¨tzlich werden zwei aktuelle Arbeiten be-
schrieben, um die Aktualita¨t des Standes der Technik zu gewa¨hrleisten.
[KBC+00, RA10,MKS08,DR01,YYXT08] schlagen eine DHT-basierte Lo¨sung fu¨r die
verteilte Speicherung der Daten vor. In [KBC+00] sollen global verteilte nicht vertrau-
enswu¨rdige Server genutzt werden. Um eine Vertrauenswu¨rdigkeit zu erreichen, mu¨ssen
zusa¨tzliche Vorkehrungen getroffen werden. Im Gegenzug dazu ko¨nnen bei PSP zusa¨tz-
liche Vorkehrungen vermieden werden, da ANs vertrauenswu¨rdige Instanzen sind.
In [RA10] pra¨sentieren Ribeiro et al. eine DHT-basierte Plattform zur Datenspeicherung
mit einer geringen Verfu¨gbarkeit von Peers aufgrund von hohem Churn. Die Lookup-
Komplexita¨t dieses Ansatzes betra¨gt O(N/log2(N)) Hops fu¨r jeden Lookup. PSP nutzt
den Vorteil von Kad-Netzwerken, die eine geringe Lookup-Komplexita¨t von O(log2b(N))
aufweisen [MM02].
Die Ansa¨tze in [MKS08] und [DR01] stellen eine Pastry-basierende skalierbare Speicher-
plattform dar. [DR01] nutzt zudem Datenreplikation, um eine hohe Datenverfu¨gbarkeit
zu garantieren. Das in PSP verwendete Kademlia weist gegenu¨ber Pastry eine bessere
Lookup-Performance auf und la¨sst sich bzgl. des Worst Case-Verhaltens besser analysie-
ren [SW05]. Zudem nutzt PSP die Reed-Solomon (RS)-Codes, um eine hohe Datenver-
fu¨gbarkeit bei geringerer Datenredundanz als Datenreplikation zu gewa¨hrleisten.
Ye et al. [YYXT08] bieten eine verteilte Speicherplattform mit relativ vertrauenswu¨rdi-
gen Peers mit dem Fokus auf Aktualita¨t und Sicherheit der Daten an. Ye et al. beno¨tigten
zusa¨tzliche Server, um das Konzept des One-Hop-Routings zu gewa¨hrleisten. PSP ver-
Kapitel 3. Peer-to-Peer-Technologie fu¨r verteiltes Speichern
3.1. PSP - Ein System zur sicheren verteilten Speicherung von Daten in
Zugangsnetzen 43
zichtet auf die Verwendung von zentralen Instanzen, wie Server als Single Point of Failure
(SPoF), um ein voll skalierbares und fehlerresistentes Netzwerk zu bilden.
Aktuelle Arbeiten sind in [XSL+12] und [PLR13] zu finden.
In [XSL+12] wird ein hybrider Ansatz vorgestellt, der aus normalen Knoten und Knoten
mit hoher Zuverla¨ssigkeit und Leistungsfa¨higkeit basiert. Von Vorteil ist dieses System,
wenn ein stark heterogenes Netzwerk gegeben ist. Knoten mit hoher Zuverla¨ssigkeit
bilden einen Ring mittels Chord, an denen normale mobile Knoten mit hohem Churn
angeschlossen sind. PSP hingegen besteht selbst nur aus zuverla¨ssigen Knoten mit ge-
ringen Churn, was dem Chord-basierten Kernnetz aus [XSL+12] entspricht. Chord ist
allerdings Kademlia bezu¨glich der Suchkomplexita¨t unterlegen (siehe Tabelle 2.1).
In [PLR13] wird ebenfalls ein hybrider Ansatz vorgestellt, welcher im Wesentlichen ein
Chord-basiertes Routing zur konsistenten Datenhaltung bei hohem Churn realisiert. Der
hybride Ansatz verringert zwar das Problem der gleichma¨ßigen Verteilung der Daten
durch Bildung von ausgeglichenen Clustern, die fu¨r bestimmte Datensa¨tze zusta¨ndig
sind, jedoch wird der Verwaltungsaufwand deutlich komplexer. PSP hingegen besitzt
eine bessere Performance als Chord und setzt, wie bereits erwa¨hnt, nicht auf simple
Datenreplikation, sondern auf die ERCs. Durch die ERCs wird nicht nur weniger Spei-
cher auf den einzelnen Instanzen beno¨tigt, sondern es wird auch Bandbreite gespart, da
weniger Daten u¨bertragen werden mu¨ssen.
3.1.3. PSP-Grundlagen
In diesem Abschnitt werden die wesentlichen Aspekte von PSP erla¨utert, um so die no¨-
tigen Parameter (kursiv hervorgehoben) fu¨r eine Simulation zu bestimmen. Detaillierte
Ero¨rterungen sind in der bestehenden Vorarbeit [DGT+10] zu finden.
Abbildung 3.1 stellt ein typisches Zugangsnetzwerk dar. Zugangsnetzwerke umfassen
die ANs, wie den IP Digital Subscriber Line Access Multiplexer (DSLAM). PSP wird
genau an diesem Punkt auf den ANs integriert. Dabei werden die frei verfu¨gbaren Res-
sourcen (RAM und CPU) genutzt, um das Speichern von SD zu realisieren. Alle ANs
sind Peers mit Client- und Server-Funktionalita¨t und bilden ein neues logisches Overlay
u¨ber der existierenden Topologie. Das P2P-Netzwerk selbst wird zu einer gemeinsam
genutzten Speicher-Ressource, bei der jeder AN seine verfu¨gbaren RAM-Ressourcen be-
reitstellt. Jeder AN speichert nur einen Teil der gesamten SD des Netzwerkes. Zusa¨tzlich
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Abbildung 3.1.: Zugangsknoten mit einem PSP-Knoten.
teilen die ANs ihre Rechenleistung und das Netzwerk bildet damit ebenfalls eine ver-
teilte Rechenressource. Fu¨r weitere Informationen zur Nutzung des Systems als verteilte
Rechenressource sei auf [SDA+11a] und [SDA+11b] verwiesen. PSP nutzt Kad als eine
Implementierungsvariante von Kademlia. Durch die Nutzung von Kad besitzt PSP keinen
SPoF, sodass eine hohe Resistenz gegen DDoS-Attacken und Netzwerkausfa¨llen [SW05]
gegeben ist. Redundante Datenspeicherung wird per se in Kad unterstu¨tzt, sodass be-
reits eine ho¨here Zuverla¨ssigkeit der SD erreicht wird. Sollten ein AN oder mehrere ANs
ausfallen, sind die Daten immer noch mit einer hohen Wahrscheinlichkeit verfu¨gbar. Um
allerdings eine Verfu¨gbarkeit der SD von fast 100 % im flu¨chtigen RAM zu erreichen, sind
weitere Maßnahmen no¨tig. Ziel ist es eine Datenverfu¨gbarkeit von 99,999 % zu erreichen.
Dies wird durch zusa¨tzliche Redundanz der Daten erreicht. Anstatt einfacher Datenre-
plikation (DR) durch z.B. redundanten Speicherns auf verschiedenen PSP-Instanzen,
wurden ERCs gewa¨hlt, um den redundanten Anteil an Daten zu minimieren.
Bei ERCs werden die zu speichernden Daten in m Stu¨cke (sogenannten Chunks) aufge-
teilt. Anschließend werden k kodierte Chunks generiert, die Informationen von allen m-
Chunks durch einen Kodierungsgprozess enthalten, welcher die Zeit TEncChunks beno¨tigt.
Insgesamt werden n = m+ k Chunks generiert, die die Daten repra¨sentieren. Mit ledig-
lich m Chunks ko¨nnen effiziente ERCs die Originaldaten wieder herstellen, auch wenn
einige Chunks verloren gegangen sind [LCL04]. Die Verfu¨gbarkeit der Daten Pd,ERC ist
in Formel 3.1 beschrieben. Pn ist die konstante AN-Verfu¨gbarkeit und es wurde ein Wert
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P in(1− Pn)n−i (3.1)
Durch die Verwendung von ERCs (mit n = 32 und m = 16) kann der redundante
Anteil gegenu¨ber der einfachen DR um den Faktor 3 reduziert werden. Aus diesem
Grund wurde in [DGT+10] entschieden, in PSP ERC-Codes zu nutzten, um eine hohe
Datenverfu¨gbarkeit mit hoher Effizienz in Bezug auf zusa¨tzlichen Overhead zu realisieren.
Der ERC wurde mit den Reed Solomon(RS)-Codes realisiert. RS-Codes sind durch eine
hohe Komplexita¨t bei der Generierung der kodierten Chunks und deren Dekodierung
beim Erstellen der Originaldaten gekennzeichnet [RL05,Huf03].
Allerdings haben die ANs genu¨gend verfu¨gbare Rechenkapazita¨ten, um diese Berech-
nungen durchzufu¨hren. Ein weiterer Vorteil ergibt sich daraus, dass RS-Codes symme-
trische Blockcodes darstellen. Dies bedeutet, dass Daten und kodierte Chunks geordnet
sind. Auf die Daten-Chunks folgen die kodierten Chunks. Sollten alle m unkodierten
Daten-Chunks verfu¨gbar sein, kann die ganze Datei durch simples Zusammenfu¨gen der
Chunks ohne jeglichen Bedarf einer Dekodierung wiederhergestellt werden. Dadurch sind
RS-Codes effizient und sparsam und vermeiden somit die Rechenzeit TDecodeChunks und
Energieaufnahme bei der Dekodierung.
3.1.3.1. Kad-basierte Realisierung von PSP
PSP wird durch die Verbindung der ANs eines ISP durch ein Kad-Netzwerk realisiert.
Das Kad-Protokoll ist erweitert worden, um den Austausch und das Lo¨schen von Daten-
Chunks zu ermo¨glichen. Die ANs erreichen ein strukturiertes Speichern der SD und
kodierten Daten-Chunks anderer PSP-Knoten. Zusa¨tzlich wird jeder AN ein Peer bzw.
PSP-Knoten und bekommt einen Hashwert zugewiesen. Der Hashwert kann auf ver-
schiedene Arten generiert werden, z.B. durch die eigene IP-Adresse. Die ANs werden im
Kad-Netzwerk entsprechend ihres Hashwertes in der DHT platziert. Jeder AN ist fu¨r
die Speicherung seiner eigenen SD im RAM zusta¨ndig, um alle verbundenen Teilnehmer
mit einer IP zu versehen, was der DHCP-Funktionalita¨t der ANs entspricht. Zusa¨tzlich
muss der AN die Chunks der SD anderer ANs speichern. Der Knoten muss die Chunks
speichern, wenn der Hashwert der Datei (Name des Chunks) kombiniert mit der ID des
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ANs dem Knotenhashwert a¨hnelt. Eine detaillierte Beschreibung der Knotenarchitektur,
welche die DHCP- und die Kad-Funktionalita¨t ermo¨glicht, ist in [DGT+10] wiedergege-
ben.
3.1.3.2. PSP-Knoteninteraktionen
PSP-Knotenaktivita¨ten, die eine A¨nderung der SD zur Folge haben, ko¨nnen durch interne
und externe Events ausgelo¨st werden. Deren Auslo¨ser sind zu bestimmen, da diese fu¨r
das Simulationsmodell no¨tig sind, um mo¨glichst realita¨tsnahe Ergebnisse zu erzeugen.
Interne Events: Diese geschehen, wenn ein AN eine Lese-, Lo¨sch- oder Speicheropera-
tion der eigenen SD im Kad-Netzwerk durchfu¨hrt. Ein AN muss die SD aus dem Kad-
Netzwerk lesen, wenn er zuvor ausgefallen ist. Einen anderen AN zu finden wird mit der
Komplexita¨t O(log2b(N)) ∗ THop durchgefu¨hrt, wobei THop die Round Trip Time (RTT)
zwischen zwei beliebigen ANs darstellt. O(log2b(N)) gibt die no¨tigen Spru¨nge wa¨hrend
des Lookup-Prozesses zum Ziel an. Das Lo¨schen als Basisoperation ist no¨tig, um ungu¨lti-
ge SD aus dem Kad-Netzwerk zu lo¨schen. Sollte ein AN A¨nderungen an den eigenen SD
feststellen, werden die alten SD gelo¨scht. A¨nderungen ko¨nnen durch DHCP-Operationen
oder administrative Operationen ausgelo¨st werden. Wenn der AN DHCP Acknowledge-
ments (DHCP ACKs) oder ein Client DHCP Releases sendet, sind die SD gea¨ndert
worden und mu¨ssen aktualisiert werden. Zusa¨tzlich ko¨nnen administrative A¨nderungen
an den SD zu einem Aktualisieren der SD fu¨hren. Nachdem die alten SD gelo¨scht wur-
den, speichert der Knoten die neuen Daten im Kad-Netzwerk, was die dritte mo¨gliche
Speicheroperation darstellt. Die Speicheroperation beno¨tigt die Zeit TTransData, um die
Daten zu u¨bertragen.
Externe Events: Diese finden statt, wenn eine administrative Instanz eines ISP Kom-
mandos sendet, um die SD- oder PSP-Parameter zu a¨ndern. PSP bietet dabei die Mo¨g-
lichkeit, direkt Operationen auf dem AN unabha¨ngig von der DHCP-Funktionalita¨t aus-
zufu¨hren. Folgende Operationen werden unterstu¨tzt:
  Speicherung von aktuellen SD.
  Lo¨schen eigener gespeicherter SD eines ANs.
  Lo¨schen der verteilt gespeicherten SD eines ANs.
  Senden von durch administrative Instanz angeforderten Datenteilen.
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  Modifikation von RS-Parametern.
Die genannten Operationen erlauben es der administrativen Instanz, die volle Kontrolle
u¨ber das Verhalten des PSP-Systems in Bezug auf Datenverfu¨gbarkeit und gespeicherten
Daten zu erhalten. Wenn Daten gelo¨scht, gespeichert oder gesucht werden, nutzt PSP
den Lookup-Prozess, um in Kontakt mit den zusta¨ndigen Knoten zu treten. Um die Su-
che und das U¨bertragen von Daten zu ermo¨glichen, integriert PSP Suchobjekte in das
Kad-Protokoll. Fu¨r die Kommunikation werden UDP-Pakete verwendet. Die Datenu¨ber-
tragung zwischen zwei Knoten wird mittels TCP durchgefu¨hrt, was einen zuverla¨ssigen
Datentransfer ermo¨glicht.
3.1.4. Simulationssetup
Mittels Simulation sollen die Performance, Skalierbarkeit und Auslastung der Verbindun-
gen von PSP untersucht werden. Hierdurch soll die hohe Verfu¨gbarkeit und Zuverla¨ssig-
keit der SD im Kad-Netzwerk nachgewiesen werden. Um das Verhalten von tausenden
Knoten aufzuzeigen, wurde ein Simulationsmodell basierend auf der Funktionalita¨t eines
lauffa¨higen PSP-Prototyps entwickelt [DGT+10]. Ein diskreter C++-Simulator mit ei-
ner Zeitauflo¨sung von einer Sekunde wurde entwickelt, um eine performante Simulation
u¨ber eine Simulationszeit von einem Jahr fu¨r mehrere tausend Knoten zu ermo¨glichen.
Um die Simulation zu beschleunigen und um die Simulation in einer ada¨quaten Zeit zu
ermo¨glichen, ist die Simulation rein funktional und unabha¨ngig von einer darunterlie-
genden Netzwerktopologie. Der Simulator ist in Anhang A na¨her erla¨utert. Durch die
Simulation ist es mo¨glich, das generierte Datenvolumen und die ausgetauschten Daten-
chunks pro Sekunde zu messen sowie die Funktionalita¨t des PSP-Systems zu validieren.
Als Netzwerkgro¨ße fu¨r die Simulation wurde das Backbone-Netzwerk der Deutschen Te-
lekom gewa¨hlt, welches aus ca. 8.000 Hauptverteilern (beinhalten die DSL-Knoten) be-
steht, d.h. den ANs [Sch10]. Alle ANs sind u¨ber eine 10-GBit/s Bandbreite miteinander
verbunden.
Es gibt zwei Hauptoperationen, die ein AN ausfu¨hren muss und auf denen der Fokus
liegt. Die erste Hauptoperation ist das Speichern von Daten im Kad-Netzwerk, die zweite
Operation das Zuru¨ckholen eigener Daten eines ANs aus dem Netzwerk.
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Abbildung 3.2.: DHCP-Datenverkehr in Form der DHCP-ACK-Anfragen.
.
3.1.5. Speichern der SD im Kad-Netzwerk
For n = 0, 1...∞ :
rect(t) = (t) =
⎧⎨
⎩
8 if n ∗ 120 min− 25 min < |t| ≤ n ∗ 120 min + 25 min
30 if n ∗ 120 min + 25 min < |t| ≤ (n+ 1) ∗ 120 min− 25 min
(3.2)
Die ANs mu¨ssen ihre Daten verteilt im Netzwerk speichern. Dies geschieht dann, wenn
sich die SD auf einem AN gea¨ndert haben. A¨nderungen geschehen durch ein DHCP
ACK vom DHCP-Server zu einem Client oder durch ein DHCP Release in umgekehrter
Richtung. Um ein realistisches Verhalten des DHCP-Verkehrs zu emulieren, wurde der
Verkehr des institutseigenen DHCP-Servers fu¨r eine Woche mit dem Programm Wires-
hark aufgenommen und nach DHCP ACK-Paketen gefiltert [Wir14]. Die Darstellung des
DHCP-Verkehrs ist Abbildung 3.2 dargestellt. Die DHCP ACKs sind einem Wireshark-
Trace entnommen (5-Minuten-Intervalle) dargestellt. Es genu¨gt dabei die DHCP ACKs
zu verwenden, da die Anzahl der DHCP Release-Anfragen auf Grund ihrer geringen
Anzahl zu vernachla¨ssigen sind. Hieraus konnte die Rechteckfunktion (siehe Formel 3.2)
abgeleitet werden, um das DHCP-Verhalten der Teilnehmer nachzubilden. Es sind 200
Anwender an den DHCP-Server angebunden. Die DHCP Lease Time betra¨gt zwei Stun-
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den.
Es gibt eine Phase mit weniger DHCP-Aktivita¨t, welche als Low-Phase bezeichnet wird
und der Dauer TLow von 50 min entspricht. Nach der Low-Phase folgt eine High-Phase,
die durch eine ho¨here durchschnittliche Anzahl an DHCP ACKs charakterisiert ist. Die
High-Phase entspricht der Dauer THigh von 70 min. Die Low-Phase und die High-Phase
werden u¨ber die Zeit hinweg periodisch wiederholt. In der Tabelle 3.1 werden zusammen-
fassend die Parameter aufgelistet, die das Verhalten des DHCP-Servers charakterisieren.




#DHCP ACKs pro 5 min
Low 8
High 30
Tabelle 3.1.: Parameter der periodischen Rechteckfunktion zur Nachbildung des DHCP-
Serververhaltens
Anhand des Verhaltens des DHCP-Servers ko¨nnen die Zeiten bestimmt werden, an de-
nen die SD im Kad-Netzwerk gespeichert werden. Jeder AN in der Simulation startet
zu einem zufa¨lligen Zeitpunkt innerhalb eines 120-min-Intervalles, was der Low- und
High-Phase entspricht. Innerhalb der Low-Phase verteilt ein AN seine SD alle 30 min
und wa¨hrend der High-Phase alle 10 min, da sich die SD hier ha¨ufiger a¨ndern. Diese
Zeitintervalle zum Speichern der SD im Kad-Netzwerk entsprechen den Zeitintervallen
von 15 min bis zu einer Stunde zum Speichern im Flash-Speicher und u¨bertreffen sie so-
gar, was eine ho¨here Aktualita¨t der SD garantiert. Einige Parameter mu¨ssen bestimmt
werden, um die Zeit TStore zum Enkodieren und Speichern der SD im Kad-Netzwerk
berechnen zu ko¨nnen (siehe Formel 3.3).
TStore = TEncChunks + THop ∗ HopsAvg	+ TTransData (3.3)
Die durchschnittliche Zeit TEncChunks zum Enkodieren der SD ha¨ngt von deren Gro¨ße ab.
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Jeder AN mit seiner DHCP-Funktionalita¨t besitzt ein SD-Volumen von 4 MB1. Wenn die
Daten im Netzwerk gespeichert werden, mu¨ssen sie mittels der RS-Codes aufgeteilt wer-
den. Die Parameter m und k sind auf den Wert 16 gesetzt. Dies fu¨hrt zu 32 Chunks mit
einer Gro¨ße von je 0,25 MB. Zusammen ergibt sich pro SD eine Datenmenge DataNode
von 8 MB. Die Zeit, um die k-Chunks zu enkodieren und die m-Chunks zu erstellen,
ha¨ngt von der Leistungsfa¨higkeit der AN-Hardware ab. Ein gewo¨hnlicher AN erreicht
1500 bis 3000 Dhrystone MIPS Rechenleistung, wenn als typischer Prozessor ein Power-
Quicc II Pro oder PowerQuicc III verwendet wird [sem07]. Mittels eines vergleichbaren
PC wurde ein durchschnittlicher Wert fu¨r TEncChunks von 7,125 s erreicht. Des Weiteren
ist es wichtig zu wissen, welche Zeit beno¨tigt wird, um die Chunks im Kad-Netzwerk
zu speichern. Die Zeit fu¨r einen Lookup-Prozess, um verantwortliche Knoten zu fin-
den, ist durch die durchschnittliche Anzahl an Hops bestimmt. Die Hopanzahl fu¨r einen
Lookup-Prozess in Kad ist durch die Formel 3.4 gegeben. N ist die Anzahl aller Knoten
im Testszenario und umfasst 1000 bis 8000 Knoten, was der Gro¨ße des Backbonenetzes
der Deutschen Telekom entspricht. Die Anzahl der Knoten wurde variiert, um die Ska-
lierbarkeit von PSP zu beweisen. Der Parameter b bestimmt die Anzahl der Bits, welche
mit jedem Lookup-Schritt durchschnittlich u¨bersprungen werden, und wird auf 6 ge-
setzt. Hieraus ergibt sich eine durchschnittliche Anzahl an Hops fu¨r 8000 Knoten von
HopsAvg = 2.16. Fu¨r die Worst Case-Analyse wurde HopsAvg daher auf HopsAvg	 = 3
gesetzt. Zusa¨tzlich ist es no¨tig, den RTT-Wert eines Hops THop zu kennen. Als typischer
RTT-Wert in Deutschland wird ein Wert von 50 ms angenommen [LW06].
HopsAvg = log2b(N) (3.4)





Die Bandbreite in der Simulation wurde auf 10-GBit/s und die Datenmenge auf 8 MB
gesetzt. Daraus ergibt sich eine Transferzeit TTransdata von 6,250 ms. Das ergibt zusam-
menfassend die Zeit TStore von 7,281 s zum Speichern im Kad-Netzwerk.
1 Alle Gro¨ßenangabe sind Dezimalpra¨fixe, falls nicht anders angegeben. 1000 Byte entsprechen 1 KB.
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3.1.6. Wiederherstellen von SD auf dem Netzwerk
Ein AN muss seine SD aus dem Kad-Netzwerk nach einem Reset oder Ausfall wiederher-
stellen. Die Ausfallzeit TReset durch einen Reset variiert von 10 bis 15 Minuten und ist
auf 15 min fu¨r den Worst Case gesetzt worden. Wa¨hrend der Reset-Prozedur ist keine
Interaktion mit den Knoten aus dem Kad-Netzwerk mo¨glich. Neben dem Worst Case,
Durchschnittsfall und Best Case wurden zusa¨tzliche theoretische Ausfallprofile (gekenn-
zeichnet als Zusatzprofil) definiert, um die Zuverla¨ssigkeit und Performance von PSP
aufzuzeigen. Die Anzahl der beno¨tigten Resets nach einem Ausfall von ANs und die
entsprechenden PN -Werte sind in Tabelle 3.2 gegeben.
Ausfallprofil ja¨hrliche Resets PN
Worst Case 130 99,629
Durchschnittsfall 13 99,963
Best Case 1 99,997
Zusatz 1 50 99,857
Zusatz 2 100 99,715
Zusatz 3 250 99,267
Zusatz 4 365 98,958
Zusatz 5 500 98,573
Tabelle 3.2.: Ausfallprofile der ANs.
Die Zeit TRest fu¨r das Wiederherstellen der SD auf dem Kad-Netzwerk nach einem Reset
ist in Formel 3.6 beschrieben.
TRest = TDecodeChunks + THop ∗ HopsAvg	+ TTransData (3.6)
Hops und THop haben dieselben Werte wie beim Speichern der Daten. TTransdata ist nur
halb so groß wie beim Speichern der SD, da nur 16 Chunks beno¨tigt werden, um die SD
wiederherzustellen. Die Suche wird dabei mit den unkodierten Chunks gestartet. Daher
sendet PSP keine weiteren Requests fu¨r Chunks, sobald 16 Chunks verfu¨gbar sind. Die
Zeit fu¨r das Dekodieren der eingesammelten Chunks variiert je nach Art der verfu¨gbaren
Chunks. Die maximale Zeit wurde praktisch fu¨r den Worst Case bestimmt. Im Worst
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Case wird angenommen, dass PSP 16 kodierte Chunks erha¨lt. Dies fu¨hrt zu einer Zeit
TDecodeChunks von 18,760 s. Zusammenfassend ergibt sich fu¨r die Zeit TRest der Wert
18,913 s fu¨r einen AN, welcher bereits wieder in das Kad-Netzwerk eingetreten ist und
seine SD wiederherstellt.
Die Zeitauflo¨sung im Simulator betra¨gt eine Sekunde. Daher werden TStore auf 8 s und
TRest auf 19 s gerundet. In der Tabelle 3.3 sind die Simulationsparameter zusammenfas-
send aufgelistet.
Parameter Wert Beschreibung
N 1000-8000 Anzahl Knoten
DataNode 8 MB Datenmenge pro Knoten
Days 365 Anzahl der simulierten Tage
TStore 8 s Zeit zum Erstellen/Speichern der SD
TRest 19 s Zeit zum Wiederherstellen der SD
TLow 30 min Periodendauer der Low-Phase
THigh 10 min Periodendauer der High-Phase
TReset 15 min Resetzeit eines ausgefallenen Knotens
Tabelle 3.3.: Simulationsparameter der Simulationen.
3.1.7. Evaluierung der Simulationsergebnisse
Lineare Skalierbarkeit: Das ausgetauschte SD-Datenvolumen ist in der Abbildung 3.3
zu sehen. Es ist ersichtlich, dass die Menge der transferierten Datenmenge pro Jahr mit
der Anzahl der Knoten N im Kad-Netzwerk linear skaliert. Wenn 8000 Knoten, die mit
Durchschnittsausfallprofil arbeiten, angenommen werden, erha¨lt man eine durchschnitt-
liche Datenrate fu¨r jeden Knoten von 9,1 KB/s, was einen sehr geringen Datenover-
head darstellt. Dies fu¨hrt zu einer Kanalauslastung von 0,0069  fu¨r eine 10-GBit/s-
Verbindung, was keinen Einfluss auf die Funktionalita¨t eines AN hat. Die Anzahl der
u¨bertragenen Chunks nimmt mit steigender Anzahl an Ausfa¨llen pro Jahr leicht ab. Dies
ist durch die Inaktivita¨t ausgefallener Knoten zu erkla¨ren, da diese nicht mehr ihre SD
im Kad-Netzwerk speichern, bis sie wieder aktiv sind. Dieses Verhalten ist exemplarisch
fu¨r die Netzwerkgro¨ßen von 8000, 7000 und 6000 Knoten in Abbildung 3.4 dargestellt.
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Abbildung 3.3.: Erzeugte Gesamtdatenmenge in TB pro Jahr.
Geringes Verkehrsaufkommen: Ein weiterer wichtiger Wert ist die ho¨chste Spitzen-
datenlast, die pro Sekunde ausgetauscht wird, als Indikator fu¨r die maximale auftretende
Netzwerklast im System. Die entsprechenden Ergebnisse sind in Abbildung 3.5 zu sehen.
Die maximale Spitzendatenlast pro Sekunde ist direkt abha¨ngig von der Anzahl an Kno-
ten im Kad-Netzwerk. Die gro¨ßte Lastspitze konnte bei 8000 Knoten festgestellt werden
und betra¨gt beim Durchschnittsausfallprofil 175.25 MB/s pro Sekunde. Wenn die große
Anzahl an Knoten beru¨cksichtigt wird, ist dies ein relativ geringes Datenvolumen.
Permanente Datenverfu¨gbarkeit: Wa¨hrend der Simulationen ist kein Fall aufgetre-
ten, in denen PSP nicht in der Lage war, die SD aus dem Kad-Netzwerk wiederher-
zustellen. Dies kann ebenfalls bei den Zusatzausfallprofilen garantiert werden, welche
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Abbildung 3.4.: Gesamtanzahl Chunks pro Jahr.
eine signifikante Mehranzahl an Ausfa¨llen als der praktische Worst Case aufweisen. Die
Ergebnisse der Simulationen unterstreichen die Eignung von PSP fu¨r hochskalierte Netz-
werke.
3.1.8. Fazit
Die Simulationsergebnisse des verteilten Speichersystems PSP im Umfeld der Zugangs-
netze wurden vorgestellt. Mittels Simulation konnten die zuvor getroffenen Annahmen
fu¨r eine prototypische Umsetzung [DGT+10,Dan12] auch fu¨r mehrere tausend Knoten
hinsichtlich Skalierbarkeit, Overhead bzgl. des Datenverkehrs und der hohen Verfu¨g-
barkeit der SD untersucht werden. Umfangreiche Simulationen mit bis zu 8000 Kno-
ten zeigen die lineare Skalierbarkeit des Systems beim generierten Datenvolumen und
der maximalen Spitzendatenlast pro Sekunde. Der generierte Datenverkehr lastet die
10-GBit/s durchschnittlich mit nur 0,0069  aus und beeinflusst die AN-Funktionalita¨t
damit nicht. Außerdem war jeder ausfallende PSP-Knoten in der Lage, seine SD wa¨hrend
der simulierten Zeit von einem Jahr wiederherzustellen, bei einem Wiedereintritt in das
Netzwerk nach einem Ausfall. Dies konnte sogar fu¨r ho¨here Ausfallraten als im prakti-
schen Worst Case erreicht werden. Nach der Auswertung der quantitativen Ergebnisse
durch die Simulation zeigt sich, dass PSP ein DHT-basiertes verteiltes Speichersystem
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Abbildung 3.5.: Auftretende Spitzendatenlast pro Sekunde in MB.
mit hoher Verfu¨gbarkeit und Zuverla¨ssigkeit der SD in hochskalierten Netzwerken dar-
stellt.
Einordnung in den Gesamtkontext der Arbeit: Am Ende des Fazits wird zur
besseren U¨bersicht eine inhaltliche Einordnung des jeweiligen Beitrages im Unterkapitel
vorgenommen. Dies wird an den entsprechenden Stellen anhand der entwickelten Pro-
tokollstacks der jeweiligen Anwendung dargelegt. Die Reihenfolge entspricht dabei nicht
zwingend der Weiterentwicklung des vorherigen Protokollstacks, bezieht sich aber auf die
inhaltliche Reihenfolge. Die Darstellung wird von einer kurzen Erla¨uterung unterstu¨tzt.
Der inhaltlichen Reihenfolge folgend ist PSP der erste Beitrag und der entsprechende
Protokollstack ist in Abbildung 3.6 zu sehen. PSP nutzt im Wesentlichen UDP zur Kom-
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munikation innerhalb des Kad-Netzwerkes. Jedoch wird TCP verwendet, wenn es um den
Austausch der eigentlichen Daten geht. Bei dem Anwendungsszenario im Zugangsnetz-
werk ist dies jedoch kein Nachteil, da keine weiche oder gar harte Echtzeit gefordert ist
und somit nicht-deterministische Protokolle verwendet werden ko¨nnen. Vorteil ist, dass
beliebige zusammenha¨ngende Datemengen u¨bertragen werden ko¨nnen. Das IP-Protokoll
wird bei allen entwickelten Anwendungen in dieser Arbeit verwendet, um die Inter-
operabilita¨t zu gewa¨hrleisten. Dies ermo¨glicht ein konsistentes System, bei dem jeder
Teilnehmer per IP-Adresse ansprechbar ist. PSP zeigt an dieser Stelle schon deutlich,











Abbildung 3.6.: Darstellung des PSP-Protokollstacks und Einordnung in den
Gesamtkontext.
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3.2. PSP-Auto - Verteilter DHT-basierter Speicher in der
Automatisierung
3.2.1. Einleitung
Dieser Abschnitt befasst sich mit PSP in Bezug auf ein neues Umfeld - dem der Automa-
tisierung mit Echtzeitanforderungen. Ziel ist es, PSP auch in Automatisierungsanlagen
verwenden zu ko¨nnen, um ein hochskalierbares und ausfallsicheres verteiltes System zu
ermo¨glichen. Auch in der Automatisierung (inklusive Heimautomatisierung) ist es sinn-
voll, einen verteilten Speicher zu nutzen. An dieser Stelle ist ebenfalls eine Lo¨sung, die
auf einem volatilen Speicher basiert, zu bevorzugen, da Kleinstgera¨te oftmals einen ge-
ringen bzw. keinen Festspeicher besitzen. Gegenu¨ber dem Einsatz von PSP im Umfeld
der Zugangsnetze weist das Umfeld der Automatisierung eine andere Charakteristik auf.
Das resultierende System zum verteilten Speichern soll u¨ber die Eigenschaft der weichen
Echtzeit verfu¨gen. Dies kann durch die Verwendung einer geeigneten Plattform gelingen,
welche spa¨ter vorgestellt wird und aus der sich Parameter fu¨r die Simulation ableiten las-
sen. Die Prinzipien sind identisch mit dem in Unterkapitel 3.1 vorgestellten PSP-System.
Als Einsatzszenario wird die Laboru¨berwachung gewa¨hlt, wie z.B. eines Chemielabors.
Diese Ergebnisse repra¨sentieren ein eingebettetes System aus dem Bereich der Automa-
tisierung. Ziel ist es, die Einsatzmo¨glichkeit von PSP und die Leistungsfa¨higkeit bzgl. der
Datensicherheit und Skalierbarkeit im Umfeld der Automatisierung zu analysieren. Das
entstandene System wird PSP-Auto genannt. Auch hier wurden mehrere tausend Gera¨-
te simuliert, um die Skalierbarkeit des Systems untersuchen zu ko¨nnen. PSP-Auto stellt
den Einstieg in die Automatisierung durch die Verwendung einer geeigneten eingebette-
ten Plattform und entsprechender Software (Echtzeit) dar. Da die Kommunikation der
Teilnehmer u¨ber Ethernet noch nicht gesteuert ist, erreicht PSP-Auto weiche Echtzeit.
Zudem wird durch Simulationen aufgezeigt, wo die Grenzen des Systems liegen und ab
wann und in welchem Umfang Ausfa¨lle von Knoten Auswirkungen auf die Funktionalita¨t
des Systems haben.
Die Hauptbeitra¨ge sind:
  Anpassung des Simulators und der Simulation im Umfeld der Automatisierung.
  Simulative Untersuchungen in Bezug auf Datenverfu¨gbarkeit, Skalierbarkeit und
zusa¨tzliches Datenaufkommen.
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Die Hauptbeitra¨ge dieses Unterkapitels sind in [SDA+15b] publiziert. Der Rest des Un-
terkapitels ist wie folgt organisiert: Der Stand der Technik fu¨r das gewa¨hlte Szenario ist
in Abschnitt 3.2.2 beschrieben. In den Abschnitten 3.2.3 und 3.2.4 erfolgt die Anpassung
der Simulation und des Simulators an das neue Anwendungsszenario in der Automati-
sierung. Die neuen Simulationsergebnisse und deren Evaluierung werden in Abschnitt
3.2.5 pra¨sentiert.
3.2.2. Stand der Technik
Beim Stand der Technik werden Systeme vorgestellt, die ebenfalls zur U¨berwachung und
ggf. Steuerung von Laboreinrichtungen geeignet sind. In [ZWLW11] wird ein System zur
U¨berwachung von Laboren vorgestellt. Als zentrales Element dient ein Monitoring Ser-
ver, der als Gateway zu einem drahtlosen Sensornetzwerk dient. Zusa¨tzlich la¨sst sich das
Labor u¨ber externe Terminals u¨berwachen, die mittels U¨bertragungsmedien Ethernet
und GSM direkt am Monitoring Server angebunden sein ko¨nnen. Eine Aussage u¨ber die
Performance wird allerdings nicht gegeben. In [LZHZ09] wird ein weiteres System zur
Laboru¨berwachung vorgestellt. Dieses bietet ebenfalls die Mo¨glichkeit, extern u¨ber GSM,
Telefon oder Remote-PC Informationen per TCP/IP u¨ber den Laborzustand anzeigen
zu lassen. Die Anbindung erfolgt ausschließlich u¨ber ein sogenanntes Monitoring Center.
Am Monitoring Center befinden sich Controller-Plattformen, an die die Sensoren ange-
schlossen sind. Die Anbindung an das Monitoring Center erfolgt per RS232 Schnittstelle.
Liu et al. pra¨sentieren in [LT10] ein System, welches auf ZigBee basiert. Aufgabe des Sy-
stems ist die Lokalisierung von Personen in Ra¨umen mittels per ZigBee angeschlossener
Sensoren. Dabei wird ein zentrales ZigBee Extension Gateway vorgestellt, welches als
Datenserver und Server zur Positionierung der Personen arbeitet. In [QLZH10] wird ein
System namens NCSLab vorgestellt. Dieses erlaubt die komfortable Kontrolle und U¨ber-
wachung von Experimenten sowie Simulationen. Diese erfolgt unabha¨ngig von Endgera¨-
ten mittels Webbrowser. Hierzu wird allerdings ein zentraler Webserver beno¨tigt. Fu¨r die
einzelnen Experimente beno¨tigt man Experiment-Server, welche Zugriff auf lokale Ex-
perimente haben. Zusa¨tzlich existiert ein Matlab-Server, der es den Nutzern ermo¨glicht,
Simulationen durchzufu¨hren. Eine Aussage u¨ber die Performance, besonders in Bezug
auf den zentralen Webserver, ist nicht angegeben. Robinson et al. nutzen in [RFSC+05]
zur U¨berwachung von Experimenten (auch Chemielabore) das Protokoll MQTT [Loc].
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Die gesamte Kommunikation und U¨berwachung des Experiments la¨uft u¨ber einen Micro-
Broker. Nutzer haben u¨ber lokale Workstations Zugriff auf das Experiment. Nach außen
ist das Netzwerk u¨ber eine Bridge mit einem Enterprise Broker verbunden, welcher in
der Lage ist, die Nutzer u¨ber GPRS u¨ber das Experiment zu informieren.
Ein System, das zur U¨berwachung P2P-Technologie verwendet, wird in [GMR+09] be-
schrieben. P2P-Technologie wird genutzt, um die Zuverla¨ssigkeit des Systems zu stei-
gern. Es handelt sich um ein U¨berwachungssystem fu¨r Container auf Frachtschiffen.
Die Container sind miteinander u¨ber ein P2P-Netzwerk verbunden. Die Vero¨ffentlichung
la¨sst keine Aussage u¨ber die Performance und somit Einsatzfa¨higkeit im Echtzeitbereich
zu. Auch die Kommunikation ist nicht deterministisch ausgelegt und soll auf kabellosen
U¨bertragungsmedien basieren. Fokus war ein geringes Datenaufkommen und ein geringer
Energieverbrauch der Gera¨te in den Containern.
Bis auf das letzte System basieren alle auf hierarchischen und zentralisierten Verfahren.
Diese weisen stets das Problem des Flaschenhalses im Netzwerk auf. Sollten zentrale
Elemente der Systeme ausfallen, ist die Funktionalita¨t nicht mehr gegeben. Zudem sind
sie fu¨r Angriffe von außen anfa¨llig. Nahezu alle Lo¨sungen setzen dagegen Firewalls ein.
Mittels Kad wird untersucht, inwieweit sich z.B. Laboru¨berwachung auch dezentral ge-
stalten la¨sst. Dies bezieht sich im Besonderen auf die Datenhaltung. Gerade in Laboren
oder Szenarien mit Extrembedingungen ist es von Vorteil, Daten aus dem Netzwerk
erhalten zu ko¨nnen, auch wenn ein Teil der Instanzen ausfa¨llt. Das resultierende PSP-
Auto-System besitzt bereits potentiell weiche Echtzeiteigenschaften. Durch die Simulati-
on ist es mo¨glich, das Verhalten auch fu¨r hochskalierte Netzwerke bestimmen zu ko¨nnen,
was bei den vorgestellten Arbeiten nicht der Fall ist. Die Ergebnisse werden durch das
Hinzuziehen von prototypischen Werten realistischer und lassen genauere Ru¨ckschlu¨sse
auf das Verhalten des Systems zu.
3.2.3. Anpassung an das Automatisierungsszenario
Im Vorfeld mu¨ssen neue Anforderungen definiert werden. Die wichtigste Neuerung ist
das Erho¨hen der Simulationsauflo¨sung von Sekunden auf Millisekunden. Dies ist no¨tig,
da auch die zeitlichen Anforderungen steigen. Des Weiteren werden in Tabelle 3.4 alle
angepassten Parameter aufgefu¨hrt. Als Anwendungsszenario dient ein Netzwerk, wel-
ches einen hohen Churn in Extremsituationen aufweisen kann. Als Beispiel dient die
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permanente U¨berwachung eines Chemielabors mittels Sensordaten. Solche U¨berwachun-
gen beno¨tigen oftmals einen zeitlichen Bezug zu den Messdaten, weil Schlussfolgerungen
u¨ber Zusta¨nde nur u¨ber den Verlauf von Daten gezogen werden ko¨nnen. Als Beispiel
wird ein Datensatz einzelner Teilnehmer von jeweils 1 KB angenommen. Die Verteilung
(Speicherung der Daten eines Teilnehmers im Netzwerk) bei PSP-Auto ist im gewa¨hlten
Szenario auf eine Periode TDist von zwei Sekunden festgelegt, was einer hohen Aktuali-
sierungsrate gegenu¨ber dem urspru¨nglichen PSP-System entspricht. Somit speichert ein
Teilnehmer alle zwei Sekunden seinen Datensatz verteilt im Netzwerk. Zudem ist es bei
solch extremen Umgebungen, die auch zu einer erho¨hten Ausfallwahrscheinlichkeit der
Gera¨te fu¨hren, von großer Bedeutung, die Stabilita¨t des Systems zu untersuchen. Als
Ergebnis der Simulationen soll erkennbar sein, ab welchen Bedingungen das System sei-
ne Funktionalita¨t nicht mehr garantieren kann. Die simulierte Zeit entspricht einem Tag
(Hours=24). Die Knotenanzahl N wurde von 25 bis 2000 Knoten variiert. Die restlichen
Parameter sind wie im Vorfeld fu¨r die Zugangsnetze zu bestimmen, da dieselben Prozes-
se durchlaufen werden. Dies umfasst die Prozesse der En- und Dekodierung durch die
RS-Codes, die Datenu¨bertragung und die Zeit fu¨r die Suche im Kad-Netzwerk. Die Zeit
zum Enkodieren und Speichern eines Datensatzes im Netzwerk TStore betra¨gt 675 ms.
Die Zeit fu¨r das Zuru¨ckholen aus dem Netzwerk und dem Dekodieren des Datensatzes
TRest betra¨gt 863 ms. Im Simulator wird automatisch ein Zeitwert auf TStore und TRest
hinzuaddiert. Dieser Zeitwert ist abha¨ngig von der Anzahl der Knoten N und stellt die
Suchzeit im Kad-Netzwerk dar, die sich aus der Anzahl der Suchschritte log2(N) ergibt.
Zusa¨tzlich wird zur Suchzeit die eine zweite Zeit fu¨r das Erstellen des Suchobjektes selbst
beru¨cksichtigt. Beide Zeiten mu¨ssen fu¨r jeden der 255 Chunks beru¨cksichtigt werden. Die
Ausfallzeit wird erneut mit 15 min angenommen. Diese Annahme unterscheidet sich nicht
signifikant von Szenarien, bei denen die Instanzen komplett ohne Wiedereintritt ausfal-
len. Die umgesetzte Annahme hingegen stellt ho¨heren Anspru¨che an das System, da die
Daten nach Wiedereintritt in jedem Fall verfu¨gbar sein mu¨ssen. Zusa¨tzlich entsteht ein
ho¨heres Datenvolumen, welches es zu beru¨cksichtigen gilt.
Die Zeiten TStore und TRest stammen von Messungen eines Prototyps. Der Prototyp
basiert auf einem ZedBoard mit dem Echtzeit-Betriebssystem FreeRTOS [Avn, Rea].
Weitere Details zum Prototypen sind in Abschnitt 4.3.3 aufgefu¨hrt. Erweitert wurde
der Prototyp um die Implementierung der Reed-Solomon-Codes. Es wurden fu¨r PSP-
Auto, wie auch bei PSP, mehrere Ausfallprofile simuliert, um verschiedene (Extrem)-
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Parameter Wert Beschreibung
N 25-2000 Anzahl der Knoten
DataNode 15 KB Datenmenge pro Knoten
Hours 24 Simulationszeit
TStore 675 ms Zeit zur Datenspeicherung
TRest 863 ms Zeit zur Datenwiederherstellung
TDist 2 s Verteilungsperiode
TReset 15 min Ausfallzeit eines Knotens
Tabelle 3.4.: Simulationsparameter des Automatisierungsszenarios.
Situationen zu untersuchen. Die Ausfallprofile sind in Tabelle 3.5 dargestellt. Es ist
bereits ersichtlich, dass die Ausfallprofile deutlich pessimistischer ausfallen als fu¨r das
Umfeld der Zugangsnetze.








Tabelle 3.5.: Ausfallprofile der ANs im Automatisierungsszenario.
3.2.4. Anpassung der Reed Solomon-Codes
Fu¨r die prototypische Entwicklung der Reed-Solomon-Codes auf der Zielplattform Zed-
Board wurden einige Anpassungen gegenu¨ber der urspru¨nglichen Variante in PSP durch-
gefu¨hrt. Grund hierfu¨r ist die Limitierung der Zielplattform. Aus diesem Grund weichen
die RS-Werte fu¨r PSP-Auto von denen bei PSP ab. In der prototypischen Umsetzung
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wird eine RS(255,127)-Kodierung vorgenommen. Dabei bestehen 255 Bytes aus 127-Byte
unkodierten Daten und 128 Bytes stellen die kodierten Bytes dar. Die implementierte
Version beno¨tigt noch m+ k/2 Symbole zum Dekodieren, sodass hier noch weiteres Op-
timierungspotential vorliegt. Es lassen sich jedoch sehr gut die bereits genannten Zeiten
fu¨r das En- und Dekodieren ermitteln, um eine realita¨tsnahe Simulation zu ermo¨glichen.
3.2.5. Simulationsergebnisse und Auswertung
Durch die Anpassung an das neue Szenario ergeben sich neue Simulationsparameter. An-
hand der ermittelten Simulationsparameter fu¨r PSP-Auto wurden erneut Simulationen
mit dem Ziel durchgefu¨hrt, die Datenmengen, Lastspitzen und vor allem die Robustheit
von PSP-Auto zu untersuchen.
In Abbildung 3.7 ist das auftretende Datenaufkommen in GB fu¨r einen Tag angegeben.
Dieses steigt linear mit der Anzahl der Knoten. Auch hier ist erkennbar, dass bei einer
hohen Ausfallrate die gesamte Datenmenge abnimmt, da die ausgefallenen Knoten ihre
Daten nicht mehr verteilt im Netzwerk speichern. Nimmt man an, dass es keine Ausfa¨lle
gibt, entspricht dies dem Fall, bei dem am meisten Daten generiert werden. Daraus ergibt
sich eine durchschnittliche Datenrate fu¨r einen Knoten von 7,57 Byte/s. Diese geringe
Last sollte die eingebetteten Systeme nicht u¨berlasten.
Die Spitzenlast in KB pro Millisekunde ist in Abbildung 3.8 zu sehen. Mit steigender
Knotenanzahl erho¨ht sich ebenfalls die Spitzenlast, weil die Wahrscheinlichkeit steigt,
dass mehrere Knoten zum selben Zeitpunkt Daten austauschen. Ein weiterer Aspekt ist,
dass mit mehr Ausfa¨llen die Spitzenlast steigt, jedoch nicht das verteilte Datenvolumen.
Dies ist dadurch zu erkla¨ren, dass ein Knoten nach einem Ausfall sofort wieder Daten
verteilt und zuvor zusa¨tzlich seine Daten einsammelt. Somit kann, wenn viele Knoten
in einem zusammenha¨ngenden Zeitraum zufa¨llig ausfallen und kurz danach wieder ihre
Daten verteilen, die Wahrscheinlichkeit fu¨r erho¨hte Lastspitzen zunehmen. Abbildung
3.9 stellt dar, ob und wie oft Knoten ihre Daten nicht wiederherstellen konnten. Hier
sieht man deutlich, dass wenige Knoten und hohe Ausfallraten zu einer exponentiellen
Steigerung der Ausfa¨lle fu¨hren. Bei nur 25 Knoten fu¨hren 5 Ausfa¨lle pro Tag und pro
Knoten bereits zu ersten Szenarien, bei denen Daten nicht wiederhergestellt werden
ko¨nnen. Bei 100 Knoten ist dies bei 8 Ausfa¨llen pro Tag und pro Knoten der Fall. Mit
steigender Knotenanzahl wird das Netz dabei deutlich stabiler.
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Abbildung 3.7.: Erzeugte Gesamtdatenmenge in GB fu¨r einen Tag.
Als weitere Schlussfolgerung ist festzustellen, dass, wenn die Suchtoleranz so eingestellt
ist, dass immer jeder Chunk einmal gespeichert werden kann, dies bei einer niedrigen
Anzahl an Knoten zu einer hohen Suchtoleranz fu¨hrt. Damit tragen die einzelnen Knoten
eine gro¨ßere Last. Eine hohe Last bedeutet in diesem Zusammenhang eine hohe Anzahl
an Chunks, die auf einer Instanz gespeichert wird. Wie ersichtlich ist, hat eine geringe
Anzahl an Knoten den Nachteil, dass sie deutlich anfa¨lliger sind fu¨r Ausfa¨lle, da meist
mehrere Chunks bei dem Ausfall eines Knotens verloren gehen. Mit steigender Anzahl der
Knoten und der damit verbundenen kleineren Suchtoleranz werden die Chunks besser
im Netzwerk verteilt und die Knoten mu¨ssen nicht mehr so viele Chunks speichern.
Dadurch wird das Netzwerk mit zunehmender Knotenanzahl, welche beim verteilten
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Abbildung 3.8.: Auftretende Spitzendatenlast pro Millisekunde in KB.
Speichern helfen, robuster. Bei 10 Ausfa¨llen pro Tag und Knoten treten jedoch bei jeder
simulierten Netzwerkgro¨ße Szenarien auf, bei denen eine Rekonstruktion der Daten nicht
mo¨glich ist. Die Werte liegen bei ca. 0,1 bis 0,22 nicht mehr rekonstruierbaren Daten
im Durchschnitt pro Tag. Dies liegt daran, dass die Suchtoleranz ST immer an die
Netzwerkgro¨ße angepasst wird und somit unno¨tige Redundanz vermieden wird. Da auch
der Anteil des Netzes, welcher ausfa¨llt, prozentual konstant ist, ist dieses Verhalten
zu erwarten. Abhilfe wu¨rde hier nur die Erho¨hung der ST schaffen, wenn ein derart
pessimistisches Szenario als Ziel vorgegeben ist.
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Abbildung 3.9.: Anzahl nicht wiederherstellbarer Datensa¨tze im Verlaufe eines Tages.
3.2.6. Fazit PSP in der Automatisierungstechnik
Es wurde ein System namens PSP-Auto, welches einen verteilten Speicher in der Auto-
matisierung mittels P2P-Technologie realisiert, entwickelt und mittels eines erweiterten
Simulators mit erho¨hter Zeitauflo¨sung simuliert. Die Anpassungen an das Automati-
sierungsumfeld und die Ermittlung der Grenzen des Systems geben einen sehr guten
Aufschluss u¨ber die Performance. Die mittels eines Prototyps als eingebettetes System
ermittelten Parameter sind direkt in die Simulation eingeflossen. Die Ergebnisse zei-
gen eine hohe Zuverla¨ssigkeit auch bei hohen Ausfallraten. Nur bei kleinen Netzen und
sehr pessimistischen Ausfallraten war PSP-Auto nicht mehr in der Lage, Datensa¨tze aus
dem verteilten Speicher zu rekonstruieren. Das simulierte System besteht aus tausenden
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Instanzen und weist eine weiche Echtzeitfa¨higkeit auf, was am neu verwendeten Prototy-
pen liegt. Der Prototyp wird zur Bestimmung einzelner Simulationsparameter verwendet
und weist durch das verwendete Betriebssystem sogar harte Echtzeiteigenschaften auf.
Jedoch ist die Kommunikation der Teilnehmer untereinander durch die Verwendung von
Standard-Ethernet noch nicht deterministisch.
Einordnung in den Gesamtkontext der Arbeit: PSP-Auto nutzt im Gegensatz zu
PSP ausschließlich UDP zur Kommunikation im Kad-Netzwerk und zur Datenu¨bertra-
gung. Im Umfeld der Automatisierung la¨sst sich dies realisieren, da hier kleinere Daten-
mengen u¨bertragen werden. PSP-Auto stellt die oberste Anwendung zur ausfallsicheren
Datenhaltung in der Automatisierung dar (siehe Abbildung 3.10) und besitzt bereits
weiche Echtzeitfa¨higkeit. Da nur UDP verwendet wird, ist es nicht mo¨glich ohne zusa¨tz-
lichen Aufwand gro¨ßere zusammenha¨ngende Datenmengen zu u¨bertragen. Daher sollten
diese in UDP-Pakete aufteilbar sein, um sie anschließend wieder zusammenfu¨hren zu














Abbildung 3.10.: Darstellung des PSP-Auto-Protokollstacks und Einordnung in den
Gesamtkontext.
3.3. Kapitelzusammenfassung
In diesem Kapitel wurde das bereits prototypisch umgesetzte P2P-System zum verteil-
ten Speichern namens PSP vorgestellt. Das Szenario der Zugangsnetze umfasst mehrere
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tausend Knoten. Fu¨r dieses derart hochskalierte Netzwerk wurde die Charakteristik des
Systems untersucht. Dies konnte erstmals mittels einer umfangreichen Simulation auf
einem eigenen Simulator umgesetzt werden. Dabei konnten die Datenmengen und die
Funktionalita¨t von bis zu 8000 Knoten u¨ber einen simulierten Zeitraum von einem Jahr
untersucht werden.
Im zweiten Teil des Kapitels wird untersucht, inwieweit sich PSP in der Automatisie-
rung einsetzen la¨sst. Das neu entstandene System PSP-Auto wurde ebenfalls simuliert.
Mit Hilfe der realen Parameter eines Prototyps konnten realistische Ergebnisse gewon-
nen werden. PSP-Auto selbst besitzt durch den Prototypen das Potential, mit weicher
Echtzeit betrieben zu werden. Inwiefern sich P2P-Technologie auch mit harter Echtzeit
fu¨r die Automatisierung umsetzten la¨sst, ist Thema des folgenden Kapitels.
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Kapitel 4.
HaRTKad - P2P-Technologie mit harter
Echtzeit
Dieses Kapitel startet mit einem umfassenden U¨berblick u¨ber bestehende Industrial
Ethernet (IE)-Lo¨sungen. IE wird eingesetzt, um Standard-Ethernet-Technologien im
Automatisierungsumfeld nutzen zu ko¨nnen. Dabei werden die Vor- und Nachteile der
einzelnen Systeme aufgefu¨hrt und jedes System wird entsprechend seiner Eigenschaften
klassifiziert, um es vergleichbar machen zu ko¨nnen. Der nachfolgende Teil befasst sich
mit dem neu vorgeschlagenen Verfahren HaRTKad (Hard Real-Time Kademlia), welches
versucht, die Eigenschaften eines Echtzeitsystems durch einen nicht proprieta¨ren Ansatz
deutlich zu verbessern. Im Vorfeld des HaRTKad-Ansatzes wird der Aspekt der Synchro-
nisation behandelt, die no¨tig ist, um HaRTKad als TDMA-basierten Ansatz durchfu¨hren
zu ko¨nnen. Abschließend wird das eigentliche Verfahren vorgestellt, wie sich der TDMA-
Ansatz ohne jegliche zentrale Instanz in einem P2P-Netzwerk umsetzten la¨sst. Durch die
Implementierung auf einer Zielplattform mit einem Echtzeitbetriebssystem entsteht ein




Fu¨r echtzeitfa¨hige Gera¨teverbindungen im industriellen Umfeld wurde urspru¨nglich eine
Vielzahl an Feldbuslo¨sungen eingesetzt. Allerdings weisen Feldbusse starke Einschra¨n-














Abbildung 4.1.: Darstellung der Topologie eines Automatisierungsnetzwerkes [SL11].
kungen auf, wie die geringe Anzahl an Gera¨ten in einem Netzwerk (geringe Skalierbar-
keit) und eine niedrige Ausfallsicherheit, weil oft nur Linienstrukturen zugelassen sind.
Außerdem ist eine Interoperabilita¨t zwischen den verschiedenen Lo¨sungen oftmals nicht
gegeben, was ein Problem der Standardisierung ist [GJF13]. Daher setzt sich derzeit im
Bereich der Automatisierung die weit verbreitete Ethernet-Technologie gegen Feldbusse
durch [Pan13].
Die Anwendung von Ethernet zum Verbinden von Feldgera¨ten bietet verglichen mit
Feldbussen erhebliche Vorteile. Sie erlauben eine vertikale und horizontale Integration
eines Automatisierungssystems (siehe Abbildung 4.1) von der Feldebene bis zur Betriebs-
leitebene bzw. Unternehmensleitebene [Sau05,Sau10].
Feldgera¨te ko¨nnen nun direkt mit herko¨mmlichen PCs eines Bu¨ros zusammenarbeiten,
ohne ein Gateway zwischen Ethernet und anderen Feldbussen zu verwenden, wobei vie-
le Herausforderungen entstehen. Eine davon ist z.B. die zuku¨nftige Implementation zur
Sicherstellung der korrekten Darstellung und Verarbeitung von Daten von der unter-
sten Feldebene bis zur obersten Verwaltungsebene [SL11]. U¨ber Ethernetverbindungen
zwischen den Feldgera¨ten werden zeitkritische Prozessdaten fu¨r Kontrollaufgaben gesen-
det, wa¨hrend nicht-kritische IT-Daten an verschiedene IT-Services der Anlage gesendet
werden [KOV11]. Auf diese Weise ko¨nnen Statusinformationen von Feldgera¨ten ausge-
lesen oder ferngesteuert werden. Fu¨r die U¨bertragung der IT-Daten werden Standard-
protokolle wie TCP/IP oder UDP/IP genutzt, wobei zeitkritische Prozessdaten u.U. die
Verwendung von speziellen Protokollen erfordern. Die Kommunikation mittels Ethernet
geschieht aber auf einer einheitlichen Hardwarebasis, welche weltweit durch IEEE 802.3
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standardisiert ist. Verschiedene Verbindungen und Kommunikationsmedien werden fu¨r
definierte Verwendungszwecke spezifiziert. Ein weiterer Vorteil von Ethernet ist die ho-
he Performance gegenu¨ber konventionellen Feldbussen, welche sich zu Schwachpunkten
zwischen hoch performanten Computersystemen entwickeln.
Allerdings verwendet das heute genutzte Standard-Ethernet verschiedene Mechanismen,
welche einen deterministischen Datenverkehr und somit den Einsatz in einer Umge-
bung mit Echtzeitanforderung verhindern. Das erste Problem von Standard-Ethernet ist
die Verwendung des CSMA/CD-Zugriffsverfahrens. Aufgrund von mo¨glichen Kollisionen
kann die Datenu¨bertragung unterbrochen werden und zu einem spa¨teren Zeitpunkt statt-
finden, was nicht deterministisch ist, da sich auch diese Kollisionen wiederholen ko¨nnen.
Mit der Verwendung von Full-Duplex Switched Ethernet kann dieses Problem gelo¨st
werden, wobei es trotzdem zu U¨berlastsituationen, die beru¨cksichtigt werden mu¨ssen,
kommen kann. In Switches werden Daten gepuffert, was zu einer zusa¨tzlichen Verzo¨ge-
rung oder im schlimmsten Fall zu Paketverlusten bei zu hohen Verkehrslasten fu¨hren
kann. Wenn z.B. Netzwerkteilnehmer zu viele Daten an das gleiche Ziel senden, kann es
in den Switches zu Pufferu¨berla¨ufen kommen, sodass mit Paketverlusten zu rechnen ist.
Dies widerspricht der deterministischen Datenu¨bertragung, da ggf. Pakete neu gesen-
det werden mu¨ssen, bei denen ebenfalls keine deterministische U¨bermittlung garantiert
werden kann. Auf dem IP-Layer oberhalb von Ethernet gibt es zusa¨tzlich das Problem
der nicht-statischen Routen, sodass die U¨bertragungszeiten von Paketen nicht pra¨zise
vorhersagbar sind.
Ebenso ist die Wahl des Transportprotokolls fu¨r hohe Echtzeitanforderungen herausfor-
dernd, da auch der Transport großer Datenmengen in zuku¨nftigen Applikationen eine
gro¨ßere Rolle spielen wird und trotzdem deterministische vorhersagbare U¨bertragungs-
zeiten zuzusichern sind. Dies wird in Zukunft immer wichtiger. Die IEEE Time Sensitive
Networking (TSN) Task Group z.B. ist bestrebt, zeitsynchronisierte Streaming-Services
mit geringer Latenz in 802-Netzwerken zu ermo¨glichen [IEE14]. Auch Automobilinge-
nieure zeigen Interesse an dieser Arbeit, um z.B. verteilte Streams in Autokommuni-
kationssystemen umzusetzen [SLK+12]. Daher kann diese Technologie in Zukunft an
Verbreitung gewinnen. Wa¨hrend UDP-Nachrichten auf Grund der Sendung einzelner
unabha¨ngiger Pakete als echtzeitfa¨hig angesehen werden ko¨nnen, ermo¨glichen sie nicht
die Interpretation von großen Datenmengen, da dies den daru¨ber liegenden Schichten
u¨berlassen wird. Im Gegensatz dazu ist TCP darauf ausgelegt, große Datenmengen zu
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u¨bertragen und damit eine Deklarierung der Datenreihenfolge zu ermo¨glichen. Aber auf
Grund der variablen U¨bertragungsgeschwindigkeit, welche durch die U¨berlastkontrolle
und Fehlerkorrektur entsteht, ist TCP grundsa¨tzlich nicht echtzeitfa¨hig.
Eine Vielzahl an echtzeitfa¨higen IE-Systemen wurden bereits entwickelt, welche die De-
fizite von Standard-Ethernet und TCP/IP oder UDP/IP-basierter Kommunikation auf
verschiedenste Arten behandeln [Fel10].
”
Industrial“ verweist dabei auf die Eignung der
Lo¨sungen fu¨r das raue Industrieumfeld [Wil11]. Daher werden Zertifizierungen angege-
ben, um die Konformita¨t mit festgelegten Anforderungen im Industrieumfeld nachzu-
weisen. Da Standard-Ethernet den CSMA/CD-Mechanismus zur Kontrolle des Medien-
zugriffes nutzt, kann weder die U¨bertragung eines Ethernet-Frames noch die Zulieferzeit
garantiert werden. Um Ethernet allerdings in automatisierten Anlagen etc. verwenden
zu ko¨nnen, mu¨ssen die IE-Lo¨sungen dies zusichern. Kontrollsysteme mu¨ssen als Echt-
zeitsystem derart konzipiert und implementiert sein, dass Daten innerhalb eines fixen
Zeitlimits u¨bertragen werden. Weder Switched noch Full-Duplex Ethernet ko¨nnen fixe
Zeitlimits sicherstellen oder den Jitter von Ethernet-Frames eingrenzen. Der Jitter be-
schreibt dabei die zeitliche Abweichung bei der Paketzustellung zu einem Teilnehmer. Fu¨r
Multimediaapplikationen wurde dieses Problem durch Priorisierung der Datenflu¨sse und
Verwendung vom virtuellen LAN-Standard gelo¨st [IEE04], [IEE05]. Dabei konnte der
Jitter reduziert und eine Zulieferzeit von 10 ms im Falle von hoch priorisiertem Daten-
verkehr erreicht werden. Allerdings sind dies nur statistische Abscha¨tzungen. Um niedri-
ge deterministische Zulieferzeiten zu garantieren, muss entweder das Ethernet-Protokoll
selbst modifiziert werden und/oder Netzwerkkomponenten/-gera¨te mu¨ssen Maßnahmen
ergreifen, um die Kommunikation zu verwalten. Echtzeit mittels Ethernet kann auch
durch den Einsatz eines Tokenprinzips erreicht werden [MCB+11]. Dies hat jedoch auch
Nachteile, die durch das Prinzip selbst gegeben sind (siehe Abschnitt 2.2.1).
Daher wird bei den meisten IE-Systemen ein Zeitmultiplexmechanismus verwendet, bei
dem jedes Gera¨t in einem Zeitschlitz kommunizieren darf. Dies setzt eine einheitliche
Zeitbasis fu¨r alle Gera¨te voraus, d.h. die Synchronisation aller Gera¨te ist erforderlich.
In diesem Unterkapitel werden die Vor- und Nachteile verschiedener Lo¨sungen bezu¨glich
ihrer Zukunftsfa¨higkeit analysiert:
  Echtzeitfa¨higkeit: Welche Echtzeit kann im besten Fall erreicht werden (weiche
oder harte)?
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  Zuverla¨ssigkeit: Besitzt das Netzwerk einen Single Point of Failure (SPoF)?
  Skalierbarkeit: Wie viele Gera¨te ko¨nnen Daten in Echtzeit austauschen? Perspek-
tifisch wird es einige tausend Gera¨te geben, die es in der Zukunft zu vernetzen
gilt [EA12].
  Selbstkonfiguration: Besitzt das System Selbstkonfigurationseigenschaften wie das
dynamische Anpassen bei A¨nderungen in der Netzwerktopologie oder muss man
statisch/manuell konfigurieren?
  Hardwarevoraussetzungen: Ist eine spezielle Hardware no¨tig, wie z.B. spezielle Rou-
ter?
Die Hauptbeitra¨ge dieses Unterkapitels sind in [DSA+14] publiziert. Der Rest dieses
Abschnitts ist wie folgt oganisiert: Zuerst werden in Abschnitt 4.1.2 Definitionen vor-
genommen, anhand derer der spa¨tere Vergleich der IE-Systeme vorgenommen wird. In
Abschnitt 4.1.3 werden etablierte IE-Systeme pra¨sentiert. In den darauffolgenden Ab-
schnitten 4.1.4 und 4.1.5 wird vor dem Hintergrund der enorm steigenden Anzahl an Ge-
ra¨ten ein Ausblick und der Stand aktueller Entwicklungen im wissenschaftlichen Umfeld
gegeben. Zum Abschluss folgt eine U¨bersichtstabelle zum Vergleich aller pra¨sentierten
Lo¨sungen.
4.1.2. Echtzeitfa¨hige Industrial Ethernet-Systeme
Ein echtzeitfa¨higes System kann eine Antwort auf eine Anfrage innerhalb einer Zeit-
schranke gewa¨hrleisten. Die Zykluszeit in einem Echtzeitsystem definiert die Zeit, in
der die Kommunikationsprozesse des Gesamtsystems einmal durchlaufen wurden, so-
dass i.d.R. jeder Netzwerkteilnehmer einmal kommunizieren konnte. In [Neu07] werden
drei Klassen von Echtzeitsystemen definiert, abha¨ngig von zugesicherten Antwortzeiten
durch Datenpakete innerhalb des Systems. Entsprechend ihrer Echtzeitfa¨higkeit ko¨nnen
sie fu¨r drei verschiedene Kontrollaufgaben definiert sein [Fel05]: Human Control, Process
Control oder Motion Control.
  Klasse 1: weiche Echtzeit: variable Zykluszeiten (typisch ca. 100 ms), Human Con-
trol.
  Klasse 2: harte Echtzeit: Zykluszeiten von 1 bis 10 ms, Process Control.
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Abbildung 4.2.: Kategorisierung von IE-Systemen in Bezug auf Software- und Hardware-
anforderungen fu¨r die Endgera¨teimplementation [KOV11,Ros11].
  Klasse 3: isochrone Echtzeit: Zykluszeiten von 250 μs bis 1 ms; Jitter geringer als
1 μs, Motion Control.
Diese Klassifizierung wird im Folgenden verwendet und jedes IE-System wird nach seiner
besten erreichbaren Echtzeitfa¨higkeit eingeordnet. Des Weiteren wird ein U¨berblick u¨ber
die besten Zulieferzeiten, welche die entsprechenden Systeme erreichen ko¨nnen, gegeben.
Die Zulieferzeit ist dabei als Zeit fu¨r das Zustellen einer Information von einer Instanz
zu einer beliebigen anderen Instanz im Netzwerk definiert.
4.1.3. Etablierte IE-Systeme
Dieser Abschnitt gibt einen U¨berblick der derzeitig etablierten IE-Systeme. Zusa¨tzlich
zu der bereits eingefu¨hrten Klassifizierung in Bezug auf die Echtzeitfa¨higkeit wird jedes
System nach den Software- und Hardwareanforderungen kategorisiert (siehe Abbildung
4.2) [KOV11,Ros11]:
  Kategorie A basiert komplett auf TCP/UDP/IP und nutzt Standard-Ethernet-
Controller und Switches.
  Kategorie B nutzt gewo¨hnliche Ethernet-Controller und Switches, aber ein spezi-
elles proprieta¨res Prozessdatenprotokoll (PDP) wird oberhalb von Ethernet einge-
setzt.
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  Kategorie C verwendet ein dediziertes PDP wie Kategorie B und beno¨tigt zusa¨tz-
lich spezielle echtzeitfa¨hige Ethernet-Controller und/oder Switches.
4.1.3.1. Modbus-TCP
Modbus-TCP wurde ausschließlich fu¨r Applikationen mit weicher Echtzeit konzipiert
und fa¨llt damit in die Klasse 1. Es ist oberhalb von TCP/IP auf der Applikationsebene
realisiert und basiert komplett auf Standard-Ethernet-Komponenten (unter der Verwen-
dung von Ethernet als Medium) und stellt damit einen der wenigen Kategorie-A-Ansa¨tze
dar [Ros11]. Modbus-TCP verwendet den eigens zugesicherten TCP Port 502 zur U¨ber-
tragung von Daten und kann damit auch per Fernzugriff kontrolliert werden [MI06].
Da es auf der Applikationsebene arbeitet, kann das Protokoll auf alle mo¨glichen Kom-
munikationsgera¨te angewandt werden. Zusa¨tzlich ist es leicht zu konfigurieren, weil es
einen hohen Grad an Selbstkonfiguration aufzeigt. Modbus-TCP ist als Client-Server-
Architektur implementiert, wobei jedes Gera¨t Client oder Server sein kann, was fu¨r eine
hohe Zuverla¨ssigkeit sorgt. Der Server verarbeitet Anfragen der Clients und besta¨tigt
diese mit Erfolgs- oder Fehlermeldungen. Die Anzahl der Gera¨te, die mittels Modbus-
TCP verbunden werden ko¨nnen, ist quasi nur durch die Rechenleistung der Gera¨te selbst
beschra¨nkt.
4.1.3.2. Ethernet Powerlink
Ethernet Powerlink erlaubt generell eine Echtzeitkommunikation mit Standard-Ethernet-
Hardware, da das Protokoll komplett in Software implementiert werden kann (Kategorie
B) [EPS12]. Allerdings ist fu¨r Applikationen mit hohen Anforderungen an die Zyklus-
zeit der Echtzeitkommunikation, wie der isochronen Echtzeit (Klasse 3), eine Imple-
mentierung in Hardware no¨tig (Kategorie C) [KOV11]. Das Powerlink-Protokoll ist zwi-
schen Ethernet und IP einzuordnen. Das entwickelte Zeitschlitzzugriffsverfahren bzgl. der
Ethernetverbindung basiert auf dem Master-Slave-Prinzip und wird Slot Communication
Network Management genannt, das einen zyklischen Prozessdatenaustausch sowie azy-
klische Services und Kontrolldaten unterstu¨tzt. Der Master,
”
Powerlink Managing Node“
genannt, erteilt die Erlaubnis an die Slaves, sequentiell ihre Daten wa¨hrend eines Zy-
klus zu senden. Daher ist der Master maßgeblich fu¨r die erfolgreiche Ausfu¨hrung von
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Powerlink-Operationen verantwortlich, und ein Ausfall des Masters wu¨rde den Kom-
plettausfall des Systems zur Folge haben.
Die Skalierbarkeit in Bezug auf die Anzahl der verbundenen Gera¨te ist stark limitiert, da
Powerlink 8-Bit-Adressen verwendet. Die Adressen mu¨ssen manuell konfiguriert werden,
Powerlink aber ist hot-plug-fa¨hig, d.h. Gera¨te ko¨nnen zur Laufzeit des Systems hinzuge-
fu¨gt und entfernt werden, was einen gewissen Grad an Selbstkonfiguration darstellt. Auf
der Applikationsschicht nutzt Powerlink den CANopen-Standard fu¨r die echtzeitfa¨hige
Datenu¨bertragung, welcher eher fu¨r die U¨bertragung von Prozessdaten anstatt großer
Datenmengen vorgesehen ist.
4.1.3.3. EtherCAT
EtherCAT ist ein IE-System, welches auf dem Master-Slave-Prinzip basiert und die
Verarbeitung von zyklischen Prozessdaten von Feldgera¨ten (Slaves) ermo¨glicht [Eth13b,
KOV11].
Fu¨r die Kommunikation wird ein Prozessimage beim Master erstellt, welches den aktu-
ellen Zustand der verschiedenen Ein- und Ausga¨nge des Gesamtsystems, bestehend aus
den Slaves, abbildet. Um den Zustand eines bestimmten Ausgangs eines Slaves zu a¨ndern,
muss der entsprechende Teil des Prozessabbildes zusammen mit dem A¨nderungsbefehl
u¨bertragen werden. Slaves selbst ko¨nnen wa¨hrend des zyklischen Datenaustausches Teile
des Prozessdatenabbildes zum Master senden, um ihre Statusinformationen der Ein-
ga¨nge zu aktualisieren. Die Zuteilung der Teile des Prozessdatenabbildes der Ein- und
Ausga¨nge eines einzelnen Slaves geschieht durch logische Adressen, welche in physika-
lische Adressen einzelner angeschlossener Gera¨te im EtherCAT Slave Controller (ESC)
u¨bersetzt werden [Eth13b,KOV11,Eth13a]. Teile des Prozessdatenabbildes und entspre-
chende Kommandos zur A¨nderung von Ausga¨ngen werden direkt durch Ethernet-Frames
oder als UDP-Payload u¨bertragen. Diese EtherCAT-Frames werden zyklisch vom Master
gesendet und passieren dabei die Slaves sequentiell in einer Ring-Struktur. Im Gegensatz
zu Standard-Ethernet-Controllern, welche Frames puffern, verarbeiten und einen neuen
Frame generieren, findet die Verarbeitung bei den ESCs komplett in Hardware statt,
wenn die Frames einen ESC passieren (Kategorie C) [Eth13b].
EtherCAT ermo¨glicht daher ein hoch performantes System fu¨r die Echtzeitdatenu¨ber-
tragung mittels Ethernet. Aufgrund der schnellen Datenverarbeitung in den ESCs und
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dem geringen Overhead sind Zykluszeiten weit unter 1 ms mo¨glich (Klasse 3).
EtherCAT ist darauf ausgelegt, einfach Diagnosen und Konfigurationen durchfu¨hren
zu ko¨nnen. Daher werden Konfigurationstools unterstu¨tzt, welche es ermo¨glichen, die
Netzwerktopologie darzustellen und automatisch Gera¨te im Netzwerk zu konfigurieren.
Allerdings ist die Anwesenheit eines Masters, welcher alle administrativen Aufgaben
u¨bernimmt und alle Daten und Adressen des Netzwerkes speichert, unabdingbar. Die
Skalierbarkeit ist aufgrund des logischen Prozessdatenabbildes limitiert. Der Vorteil des
geringen Overheads durch die Aggregierung der Daten verschiedener Empfa¨nger wird
stark gemindert, sobald das Netzwerk dafu¨r genutzt wird, große Mengen an Daten zu
u¨bertragen - sofern dies mo¨glich ist.
4.1.3.4. TCnet
TCnet, entwickelt von Toshiba, erweitert die urspru¨ngliche Zugriffsmethode von IEEE
802.3 bei Ethernetverbindungen und fu¨hrt vier Kommunikationsklassen fu¨r verschiedene
Priorita¨ten ein.
Die vier Kommunikationsklassen sind (sortiert nach der U¨bertragungspriorita¨t mit der
ho¨chsten beginnend):
  Zyklische Daten mit hohen Zeitanforderungen (Klasse 3)
  Zyklische Daten mit normalen Zeitanforderungen
  Azyklische Daten
  Zyklische Daten mit geringen Zeitanforderungen
Die zyklische Datenu¨bertragung wird von Echtzeitapplikationen genutzt und findet nur
in einem Subnetz statt, da die Daten direkt in den Ethernet-Frames eingekapselt sind.
Um die neue Zugriffsmethode zu ermo¨glichen, muss jeder TCnet-Teilnehmer einen spe-
ziellen TCnet-Ethernet-Controller besitzen (Kategorie C). Vor der Inbetriebnahme muss
eine Stationsnummer fu¨r jeden Teilnehmer manuell konfiguriert werden, wodurch die
U¨bertragungsreihenfolge fu¨r den zyklischen Datenaustausch festgelegt wird [Tos13,Fel05].
Ein weiteres Prinzip, das von TCnet genutzt wird, ist der gemeinsam genutzte Speicher
der TCnet-Stationen, die sich an der Echtzeitkommunikation beteiligen. Jede Station be-
sitzt eine eigene Kopie des gemeinsamen Speichers und kann folglich auf alle Prozessdaten
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der anderen Stationen zugreifen. Es handelt sich dabei um eine Echtzeitkommunikation,
welche fu¨r Prozessdaten ausgelegt ist, die in der Gro¨ße des Speichers von 256 KByte
integrierbar sind (definiert durch Toshiba). Derartige Speichergro¨ßen sind nicht la¨nger
praktikabel, wenn gro¨ßere Mengen an Daten u¨bertragen werden mu¨ssen.
4.1.3.5. TTEthernet
TTEthernet ist ein echtzeitfa¨higes IE-System, welches generell mit Standard-Ethernet-
Systemen kombiniert werden kann und daher eine Vielfalt an Applikationen ermo¨glicht.
TTEthernet definiert drei Nachrichtentypen (time triggered, rate constrained, best effort),
wobei time triggered Nachrichtentypen fu¨r isochrone Echtzeitapplikationen designt wur-
den (Klasse 3) [TG13]. Um die Daten mittels der genannten Nachrichtentypen zu senden,
sind spezielle Switches erforderlich, welche das TTEthernet unterstu¨tzen (Kategorie C).
Um die TTEthernet-Pakete zum richtigen Zeitpunkt abzusenden und U¨bertragungskana¨-
le fu¨r andere Nachrichtentypen zu blockieren, ist eine einheitliche Zeitbasis der Switches
und verbundenen Gera¨te unabdingbar.
Hierbei ko¨nnen bei der Konfiguration des Netzwerkes ein oder mehrere Master-Gera¨te
definiert werden, welche die Synchronisierung der Uhren u¨bernehmen. TTEthernet un-
terstu¨tzt eine deterministische U¨bertragungsmethode, basierend auf den untersten bei-
den OSI-Schichten. Daher ist die U¨bertragung auf ho¨heren Schichten durch TTEthernet
komplett transparent und es existiert dafu¨r keine Spezifikation, welche Art von Daten
u¨bertragen werden. Generell kann demnach eine Echtzeitdatenu¨bertragung fu¨r eine große
Menge an Daten integriert werden.
4.1.3.6. CC-Link IE Field
Das von Mitsubishi Electric entwickelte CC-Link IE Field basiert auf Full-Duplex Gigabit-
Ethernet, womit eine nahezu beliebige Topologie aufgebaut werden kann, welche auch
harte Echtzeit erreicht (Klasse 2 [Ros11]). Die Feldgera¨te werden mittels einer Stations-
nummer von 1 bis 254 adressiert, was eine starke Limitierung der Anzahl der Gera¨te
zur Folge hat [KOV11]. A¨hnlich wie bei anderen IE-Systemen nutzt CC-Link IE Field
das Master-Slave-Prinzip. Der Master ist zusta¨ndig fu¨r die Initialisierung des gesam-
ten Netzwerkes und kontrolliert die Datenu¨bertragungen. Zusa¨tzlich speichert der Mas-
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ter alle Ein- und Ausga¨nge aller Gera¨te. Der Informationsspeicher des Masters ist auf
32.768 Bits und 16.384 Worte begrenzt. Die Datenu¨bertragung findet zyklisch im Sinne
eines Token-Mechanismus statt. Angefangen beim Master wird das Token im Netzwerk
weitergereicht, was dem aktuellen Token-Besitzer das Senden von Daten erlaubt. Um
CC-Link IE Field realisieren zu ko¨nnen, muss entweder der Slave spezielle Hardware
besitzen (Mitsubishi CP220 Chip) oder eine Implementierung des Seamless Message
Protocols wird vorausgesetzt (Kategorie C) [CC-13a,CC-13b]. Wie in [Ros11] vermerkt,
ist es fu¨r Dritte schwierig, CC-Link IE Field zu implementieren, da keine Einfu¨hrung
außerhalb von Mitsubishi existiert.
4.1.3.7. Profinet
Die Kommunikation findet in Profinet zyklisch statt und ist in verschiedene Phasen un-
terteilt [PRO12]. Jeder Zyklus startet mit der isochronen Phase, in welcher Isochronous
Real-Time(IRT)-Frames u¨bertragen werden (Klasse 3). Die U¨bertragung und das Rou-
ten von IRT-Frames wird bereits wa¨hrend der Installation des Netzwerkes konfiguriert.
Mittels synchronisierter Clocks weiß jedes Gera¨t den genauen Zeitpunkt, wann es IRT-
Frames senden kann. Die Synchronisation wird durch einen Master realisiert. Trotz der
Datenu¨bertragung mittels Ethernet-Frames findet die Adressierung nicht anhand der
MAC-Adressen statt, sondern die Frames werden entsprechend der geforderten U¨bertra-
gungszeit durch Switches auf fixen Routen weitergeleitet. Daher sind spezielle Profinet-
Switches erforderlich (Kategorie C). Nach der isochronen Phase folgt eine weitere Echt-
zeitphase und eine finale Phase, in der nicht zeitkritische Daten mittels UDP oder TCP
erlaubt sind [Fel05]. Wie in [Ros11] beschrieben, ist der entscheidende Aspekt von Profi-
net IRT die komplexe Systemplanung. Trotzdem erreicht Profinet einen bemerkenswert
hohen Marktanteil (14,5% gescha¨tzt fu¨r 2015) auf Grund von Siemens’ großer Unterstu¨t-
zung und Support fu¨r die eigene Entwicklung.
4.1.3.8. EtherNet/IP
Ethernet/IP basiert auf dem Common Industrial Protocol (CIP), welches oberhalb von
TCP/IP und UDP/IP sitzt (Kategorie A). Fu¨r die Echtzeitu¨bertragung der Prozessda-
ten wird UDP/IP genutzt, wobei eine direkte Kommunikation zwischen allen Gera¨ten
mo¨glich ist. Ethernet/IP kann mit allen Protokollen auf der Applikationsebene arbeiten
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und die Anzahl der Gera¨te ist generell nicht limitiert. Allerdings ist in der Praxis eine
offensichtliche Limitierung vorhanden, wenn isochrone Echtzeit erreicht werden soll. Des
Weiteren ist eine Zeitsynchronisation in Hardware erforderlich (Klasse 3). Dies bezieht
sich auf spezielle Switches mit integrierter IEEE 1588 Zeitstempelunterstu¨tzung (Kate-
gorie C), da die Software Stack Performance nicht ausreichend wa¨re. Erschwerend kommt
hinzu, dass Router Multicast/Broadcast-Kontrollfeatures besitzen mu¨ssen und dass es
keinen Standard zur Implementation oder Konfiguration dieser Features gibt [Ros11].
4.1.3.9. SERCOS III
In SERCOS III werden die Gera¨te in einer Doppelringstruktur organisiert und mit Hard-
wareredundanz ausgestattet. Alternativ la¨sst sich SERCOS III in einer Linienstruktur
ohne Hardwareredundanz realisieren [Ser12]. Pro Ring/Linie ist die maximale Anzahl
an Gera¨ten auf 511 beschra¨nkt, was nachteilig bzgl. der Skalierbarkeit ist. SERCOS III
bewahrt seine Kommunikationseigenschaften auch im Falle eine Fehlers wie Kabelbruch
oder ausgefallener Knoten. Zusa¨tzlich ko¨nnen neue Gera¨te zur Laufzeit eingebunden
werden, womit SERCOS III einen hohen Grad an Selbstkonfiguration und Flexibili-
ta¨t aufweist. Die Kommunikation in SERCOS III basiert auf einem Zeitschlitzverfahren
mit zyklischer Telegrammu¨bertragung auf Basis des Master-Slaves-Prinzips. Ein zen-
traler Master sendet sogenannte Master Data Telegramme an die Slaves, welche aber
auch direkt miteinander kommunizieren ko¨nnen (Cross Kommunikation- und Controller-
to-Controller -Kommunikationsprofile genannt). Die Telegramme basieren auf Standard-
Ethernet-Frames und es wird nur eine kleine Menge an Prozessdaten u¨bertragen. Der
SERCOS III Master kann komplett in Software realisiert werden (Kategorie B, SERCOS
III SoftMaster). Um aber eine isochrone Echtzeit (Kategorie C) zu erreichen, muss er
mittels spezieller Hardware realisiert sein.
4.1.3.10. Vergleich etablierter IE-Systeme
Alle untersuchten IE-Systeme zeigen generell a¨hnliche Prinzipien, welche lediglich auf
verschiedene Arten implementiert wurden. Einige Systeme verwenden einen Shared Mem-
ory und alle Systeme beno¨tigen einen Master (bei TCnet nicht angegeben) oder ein ver-
gleichbares Managementsystem, welches die Kontrolle u¨ber die Kommunikation hat. Ein
weiterer Aspekt ist, dass die meisten Systeme manuell konfiguriert werden mu¨ssen. Der
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Aufwand der manuellen Konfiguration, welcher angewendet werden muss, wenn neue
Gera¨te integriert oder gea¨ndert werden mu¨ssen, unterscheidet sich je nach IE-System.
Jedoch sollte der Aufwand generell gering sein, um eine hohe Flexiblita¨t zur Laufzeit
erreichen zu ko¨nnen.
Alle isochronen echtzeitfa¨higen Lo¨sungen haben gemeinsam, dass neue Gera¨te von einem
Master erkannt werden mu¨ssen, um den Kommunikationsmechanismus anzupassen und
den neuen Gera¨ten Zeitschlitze oder eine Polling- bzw. Tokenprozedur zuzuweisen. Der
Master als zentrale Instanz stellt einen SPoF und Flaschenhals dar und schra¨nkt das
System in der Zuverla¨ssigkeit und Skalierbarkeit ein. Ein sich komplett selbstorganisie-
rendes Netzwerk, in dem jedes Gera¨t autonom agiert, existiert bis dato nicht. Vielmehr
beno¨tigen alle Realisierungen dedizierte und teure Hardware, um ein isochrones Echt-
zeitverhalten zu realisieren.
Eine weitere Gemeinsamkeit der Systeme ist die Optimierung bzgl. Echtzeitu¨bertragung
von geringen Prozessdatengro¨ßen. Keines der IE-Systeme unterstu¨tzt ein Transportpro-
tokoll, um in der Lage zu sein, gro¨ßere Mengen an Daten wie z.B. Streams in Fahr-
zeugkommunikationssystemen zu unterstu¨tzen [SLK+12] und dabei eine deterministische
vorhersagbare U¨bertragungszeit zu garantieren.
TTEthernet bildet eine Ausnahme, da es eine Echtzeit-Ethernet-Lo¨sung darstellt, welche
keine Einschra¨nkungen der Datenu¨bertragung auf ho¨heren Schichten aufweist, allerdings
auch kein Protokoll spezifiziert.
4.1.4. Ausblick Industrial Internet of Things: Abseits von
Master-Slave-Ansa¨tzen und spezieller Hardware
Zusammenfassend gibt es derzeit bei den etablierten Echtzeit-Ethernet-Technologien kei-
ne Lo¨sung ohne Master und spezieller Hardware.
Zusa¨tzlich erlaubt keines der existierenden Systeme ein nahtloses Skalieren mit steigen-
dem Datenaufkommen bei einer zuverla¨ssigen Echtzeitu¨bertragung. Diese Kernaspekte
werden zuku¨nftig immer mehr an Bedeutung gewinnen. In [EA12] wird bereits erwa¨hnt,
dass die Zukunft der Industrieanlagen aus intelligenteren Gera¨ten bestehen wird. Die
Gera¨te steigen nicht nur in ihrer Leistungsfa¨higkeit, sondern auch enorm in ihrer An-
zahl. Trotzdem mu¨ssen die Gera¨te dynamisch miteinander agieren ko¨nnen. Fabrikanlagen
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als ein Hauptgebiet fu¨r zuku¨nftige Applikationen werden somit aus mehreren tausend
Gera¨ten bestehen, welche alle ein Echtzeitverhalten beno¨tigen. Des Weiteren ist eine
hohe Flexibilita¨t eine immer gro¨ßere Herausforderung und kann nicht mittels hierarchi-
scher und zentralisierter Systeme auf Grund ihres ausgepra¨gten statischen Verhaltens
realisiert werden. Verteilte dezentralisierte Systeme ko¨nnen helfen, diesen Umstand ent-
gegenzuwirken [BS11]. Daher werden derzeitige Lo¨sungen schnell an ihre Grenzen stoßen
und sind nur eingeschra¨nkt fu¨r zuku¨nftige Anforderungen in Bezug auf Zuverla¨ssigkeit,
Skalierbarkeit und Flexibilita¨t gewappnet. Sie beno¨tigen entweder eine komplette U¨ber-
arbeitung oder eine neue Lo¨sung muss entwickelt werden.
4.1.5. Derzeitige Entwicklungen
Es gibt bereits einige Entwicklungen, die die Schwa¨chen der etablierten IE-Systemen
lo¨sen wollen.
Distributed Real-Time Protocols for Industrial Control Systems (DRTP):
Schmidt et al. [SS12] schlagen eine Echtzeit-Ethernet-Lo¨sung vor, welche verteilt arbei-
ten kann und die Klasse 3 erreicht. Die Bandbreite des geteilten Ethernet-Mediums kann
dynamisch allokiert werden. Das Konzept basiert auf zwei zusa¨tzlichen Schichten ober-
halb der Ethernet-Schicht, um den Medienzugriff und einen Master zu managen, welcher
die Synchronisation der Slaves mittels des IEEE 1588-Synchronisationsprotokolles vor-
nimmt (Kategorie B). Das Ergebnis ist ein TDMA-Ansatz, welcher Zeitschlitze nutzt.
Allerdings gibt es keine Aussage u¨ber die mo¨gliche Anzahl an Teilnehmern oder aber den
Einsatz in hochskalierten Netzwerken. Des Weiteren werden TCP/UDP und IP nicht un-
terstu¨tzt, was eine vertikale und horizontale Integration ohne Mehraufwand unmo¨glich
macht. Die Arbeit der Autoren klingt vielversprechend. Besonders die dynamische Band-
breitenallokation ist eine interessante Selbstorganisationseigenschaft. Allerdings sind vie-
le Implementationsaspekte noch ungekla¨rt. Zudem wird immer noch eine zentrale Instanz
zur Synchronisation beno¨tigt.
Design and application of a real-time industrial Ethernet protocol (DARIEP):
In [HLZL13] wurde ein Echtzeit-IE-Protokoll entwickelt, welches das Master-Slave-Prinzip
verwendet (Klasse 3). Der Master wurde unter Linux entwickelt und verwendet das Time
Application Interface und koordiniert den Echtzeitdatenaustausch der Knoten u¨ber pra¨-
zise Zeitzyklen. Der Slave basiert auf einem ARM-Chip und FPGA, sodass spezielle
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Hardware beno¨tigt wird (Kategorie C). Der Ansatz der Autoren erscheint als eine hoch
performante Alternative gegenu¨ber den bestehenden IE-Systemen mit dem Nachteil der
beno¨tigten dedizierten Hardware.
Ein Vergleich aller pra¨sentierten etablierten IE-Systeme und neuen Entwicklungen ist in
Tabelle 4.1 aufgefu¨hrt. Der gescha¨tzte Marktanteil der einzelnen IE-Systeme fu¨r 2015
wird angegeben als Indikator fu¨r die entsprechende Marktdurchdringung. Die maximale
Anzahl der Gera¨te wurde aus [Fel10] entnommen, falls nicht anders spezifiziert. Zusa¨tz-
lich wird die Zulieferzeit fu¨r die Systeme bei ihrer ho¨chsten zu erreichenden Echtzeitklas-
se angegeben. Einige Daten waren dabei nicht verfu¨gbar (n/a) oder in den betreffenden
Beschreibungen nicht spezifiziert (n/s).
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IE-System Modbus-TCP Ethernet Powerlink EtherCAT
Zulieferzeit [ms] 1-15 0,4 0,15
Klasse/Kategorie 1/A 3/C 3/C
SPoF? nein ja ja
Skalierbarkeit Unlimitiert [KOV11] 4 180
Selbstkonfiguration ja ja ja
Spezielle HW? nein optional ja (Slaves)
Marktanteil [%] 6,4 4,2 3,1
IE-System TCnet TTEthernet CC-Link IE Field
Zulieferzeit [ms] 2 n/a 1,6
Klasse/Kategorie 2/C 2/C 2/C
SPoF? n/s ja ja
Skalierbarkeit 24 n/s 254 [KOV11]
Selbstkonfiguration nein nein nein
Spezielle HW? ja (TCnet Controller) ja (TTEthernet Switch) optional
Marktanteil [%] n/a n/a 0 außerhalb Mitsubishi
IE-System Profinet EtherNet/IP SERCOS III
Zulieferzeit [ms] 1 0,13 0,0398
Klasse/Kategorie 3/C 3/C 3/C
SPoF? ja nein ja
Skalierbarkeit 60 90 9
Selbstkonfiguration nein nein ja
Spezielle HW? ja (Profinet Switch) ja (IEEE 1588 Switch) optional
Marktanteil [%] 14,5 13,9 2,1
IE-System DRTP DARIEP Eig. System
Zulieferzeit [ms] 5-10 0,1-0,3 ?
Klasse/Kategorie 3/B 3/C ?
SPoF? ja ja ?
Skalierbarkeit n/s n/s ?
Selbstkonfiguration ja nein ?
Spezielle HW? nein ja (FPGA sync. Slaves) ?
Marktanteil [%] 0 (Entwicklung) 0 (Entwicklung) ?
Tabelle 4.1.: Vergleich etablierter IE-Systeme und deren gescha¨tztem Marktanteil 2015 [boo13]
mit aktuellen Entwicklungen.
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4.1.6. Fazit
Es wird ersichtlich, dass keines der etablierten IE-Systeme alle Anforderungen bzgl. ho-
her Zuverla¨ssigkeit, Skalierbarkeit, Flexibilita¨t hinsichtlich Selbstkonfiguration und der
Verwendung von kostengu¨nstiger Standard-Ethernet-Hardware erfu¨llt. Keine der derzei-
tigen Lo¨sungen erreicht eine isochrone Echtzeitdatenu¨bertragung ohne spezielle Hard-
ware und SPoF zur gleichen Zeit. Die Protokolle auf Applikationsebene, welche ein-
gefu¨hrt oder durch die etablierten IE-Systeme angewendet werden, sind optimiert auf
die U¨bertragung von Prozessdaten und erlauben keine zuverla¨ssige Echtzeitu¨bertragung
mit steigenden Datenmengen. Dies liegt daran, dass die Systeme nicht nahtlos mit den
steigenden Datenmengen mitskalieren bzw. sich dynamisch anpassen oder per se keine
großen Datenmengen unterstu¨tzen. Nur TTEthernet bietet einen Grad an Freiheit in Be-
zug auf die Verwendung eines anderen Protokolls fu¨r die deterministische U¨bertragung
jeglicher Daten, aber definiert selbst keins. Derzeitige Entwicklungen erreichen isochrone
Echtzeit, beno¨tigen jedoch alle spezielle Hardware oder besitzen einen SPoF, was deren
Zuverla¨ssigkeit und Skalierbarkeit einschra¨nkt.
Folglich ist ein neuer IE-Ansatz zu entwickeln, um mit der steigenden Anzahl an Gera¨ten
und steigenden Datenmengen Schritt zu halten, welche in Echtzeit u¨bertragen werden
mu¨ssen. Im folgenden Abschnitt 4.2.1 und Unterkapitel 4.3 wird ein neues Verfahren
namens HaRTKad vorgestellt, welches die zuvor beschriebenen Schwachstellen der be-
stehenden IE-Systeme und Entwicklungen vermeidet. Dabei wird versucht, alle Aspekte
eines IE-Systems abzudecken, was die Synchronisation, den Medienzugriff und potentielle
Applikationen umfasst. Ziel ist es, ein echtzeitfa¨higes System fu¨r hochskalierte Netzwerke
zu entwickeln, welches ohne zentrale Kontrolle auskommt.
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4.2. Synchronisation innerhalb von Kad
4.2.1. Einleitung
Bevor das HaRTKad-Verfahren vorgestellt wird, ist eine Grundvoraussetzung zu erfu¨llen.
Diese beinhaltet, dass alle Knoten auf einer einheitlichen Zeitbasis arbeiten, da sonst ein
zeitschlitzbasiertes (TDMA) Verfahren mittels Kad nicht realisierbar ist.
Die vorgestellte Synchronisation soll direkt auf Applikationsebene realisiert werden und
Teil von Kad sein, um eine konsistente Lo¨sung vorstellen zu ko¨nnen. Zusa¨tzlich soll ein
Grad an Parallelita¨t in der Kommunikation der Teilnehmer erlaubt werden, um die Zeit
fu¨r die Synchronisation von großen Netzwerken anhand von helfenden Knoten zu ver-
ringern. Der daraus entstehende potentiell gro¨ßere Zeitfehler auf Grund der parallelen
Kommunikation muss dabei beru¨cksichtigt werden. Es ist daher ein sinnvoller Kompro-
miss zu finden.
Zusa¨tzlich wird aufgezeigt, dass der individuelle Clock Drift der Knoten eine fortwa¨h-
rende Re-Synchronisation des Systems erfordert. Daraus resultiert, dass die Dauer einer
Synchronisation unter Beru¨cksichtigung des Zeitfehlers durch die Parallelita¨t mo¨glichst
klein gehalten werden sollte.
Folgende Aspekte werden behandelt:
  Ein neues Konzept zur Synchronisation des P2P-Netzwerks Kad.
  Ein neuer Synchronisationsalgorithmus.
  Theoretische Performanceanalyse des Konzepts.
  Praktische Performanceanalyse des Konzepts.
  Vergleich der theoretischen und praktischen Ergebnisse.
Die Hauptbeitra¨ge dieses Unterkapitels sind in [SDAT13b] und [SADT14] publiziert. In
Abschnitt 4.2.2 wird ein Vergleich des vorgestellten Ansatzes mit bestehenden Arbei-
ten vorgenommen. Abschnitt 4.2.3 beschreibt alle Schritte, um eine Synchronisation in
Kad-basierten Netzwerken durchzufu¨hren. Ein Algorithmus mit dem Namen KaDisSy,
welcher die Synchronisation durchfu¨hrt, wird erla¨utert. Anschließend wird in Abschnitt
4.2.4 die mo¨gliche Performance der entwickelten Lo¨sung mathematisch analysiert. Prak-
tische Ergebnisse des Konzepts anhand eines Prototyps werden in 4.2.5 vorgestellt. Dies
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umfasst auch den Vergleich zwischen theoretischen und praktischen Ergebnissen. Das
Unterkapitel endet mit einem Fazit in 4.2.6.
4.2.2. Stand der Technik
Dieser Abschnitt behandelt bereits existierende Lo¨sungen zur Synchronisation von Netz-
werken. Das Network Time Protocol (NTP) und das Precision Time Protocol (PTP)
sind hierbei die am weitesten verbreiteten Protokolle, um Gera¨te in einem Netzwerk zu
synchronisieren. Dabei erreichen sie eine Genauigkeit von einigen Millisekunden (NTP)
[WDHP+06] und 100 Mikrosekunden fu¨r eine einzelne Verbindung zwischen zwei Teil-
nehmern bei PTP [See07]. Die Genauigkeit ist die maximale Abweichung, die von der
Referenzzeit erlaubt ist. Des Weiteren kann PTP eine bessere Performance erreichen,
wenn spezielle Hardware genutzt wird. Diese generiert dabei hochgenaue Zeitstempel,
womit die Zeitauflo¨sung erho¨ht und der Zeitfehler bei der Synchronisation verringert
wird.
In dieser Arbeit wird dagegen ein softwarebasierter Ansatz verwendet, der keine spezielle
Hardware beno¨tigt. Verglichen mit den hierarchischen Strukturen von NTP und PTP
[WDHP+06,Mil92, LE02] basiert das verwendete Kad-Netzwerk auf einem dezentralen
Netzwerk.
Ein alternativer Synchronisationsansatz fu¨r P2P-Netzwerke, namens PariSync, wird in
[BBMP09] pra¨sentiert. Er ist in Java implementiert und erreicht eine Genauigkeit von
mehreren hundert Millisekunden u¨ber das Internet. Parisync ist fu¨r den Einsatz von
großen Netzwerken mit hohem Churn vorgesehen. Der Informationsaustausch und der
Medienzugriff werden allerdings nicht kontrolliert und sind fu¨r den Einsatz in Automat-
sierungsumgebungen mit deterministischen Anforderungen folglich nicht geeignet. Der
resultierende Fehler durch die unkontrollierte parallele Kommunikation der Netzwerk-
teilnehmer und durch das Puffern der Pakete in den Switches wurde in dieser Arbeit
nicht untersucht. Außerdem beno¨tigt das System mehrere Sekunden, um ein stabiles
Netzwerk aufzubauen.
In [LXN04] wird ein P2P-System vorgestellt, welches die Routingpfade und Nachbar-
schaftsinformationen hinsichtlich der Verkehrskosten optimiert. Verkehrskosten sind die
verwendete Bandbreite, welche durch das entstehende Datenaufkommen genutzt wird.
Im Ergebnis konnte die verwendete Bandbreite deutlich gesenkt werden.
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Das Hauptaugenmerk wird hierbei auf große Netzwerke mit hohem Churn gerichtet.
NTP wird genutzt, um die einzelnen Knoten miteinander zu synchronisieren. Allerdings
werden die mo¨gliche Zeitgenauigkeit und der wa¨hrend der Synchronisation entstehen-
de Zeitfehler nicht ero¨rtert. Zusa¨tzlich ist der Paketaustausch nicht gesteuert, was zu
weiteren Zeitfehlern fu¨hrt.





Gossip“-basierter Ansatz verbreitet Informationen durch
”
Tratschen“ im Netzwerk.
Jeder Teilnehmer gibt die Information selbst an seine Nachbarn und Kontakte weiter.
Der Fokus liegt auf der Beurteilung des Einflusses von korrupten Prozessen auf die Ef-
fektivita¨t der Zeitsynchronisation. Dabei gibt es keinen formalen Beweis der Korrektheit
der Konvergenz der Zeitsynchronisation.
[MJB04] pra¨sentiert ein System, welches Aggregation verwendet, um einen Durch-
schnittswert, Produkt oder Extremwert in einem verteilten P2P-Netzwerk zu berechnen.
Die Generierung basiert auf einem epidemischen Ansatz. Um diese globalen Werte im
System zu erzeugen, werden Echtzeitintervalle, genannt cycles, beno¨tigt. Um die cycles
zu realisieren, ist eine Synchronisation der Knoten erforderlich. Der negative Effekt der
parallelen Kommunikation wird nicht beru¨cksichtigt und auf den Clock Drift sowie die
Paketverzo¨gerungen wird nur informell eingegangen.
Einige Parameter, wie z.B. die Anzahl der Informationsweiterleitung einer Instanz an
andere, mu¨ssen bestimmt werden, um eine hohe Wahrscheinlichkeit fu¨r einen erfolg-
reichen Informationsaustausch zu garantieren. Daher stellt ein
”
Gossip“-basierter oder
epidemischer Ansatz wie in [BPQS08] und [MJB04] immer auch ein Kompromiss zwi-
schen Skalierbarkeit und Zuverla¨ssigkeit dar [EGKM04]. Da der
”
Gossip“-basierte Ansatz
auf Wahrscheinlichkeit basiert und nicht fu¨r ein System mit harter Echtzeit geeignet ist,
wird in dieser Arbeit darauf verzichtet.
Das Ziel dieses Beitrages ist es, eine bessere oder vergleichbare Zeitauflo¨sung und Zeitfeh-
ler wie NTP oder softwarebasiertes PTP zu erreichen. Es wird ein effektiver Kompromiss
zwischen exklusiven Medienzugriffen und Zeitfehlern bei gleichzeitiger Beschleunigung
des Synchronisationsprozesses durch eine kontrollierte und parallele Kommunikation dar-
gestellt. Das Besondere ist, dass der Ansatz keine zentrale Instanz aufweist, aber dass
trotzdem eine hohe Performance bei der Synchronisation von mehreren tausend Knoten
bei einem niedrigen Zeitfehler ermo¨glicht wird.
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Abbildung 4.3.: Darstellung der Synchronisationsphasen.
4.2.3. Grundlagen und Designkonzept
Es wird ein deterministischer Ansatz zur Zeitsynchronisation von Echtzeitsystemen mit-
tels eines Kad-Netzwerkes pra¨sentiert. Das Konzept besteht aus sechs Phasen, welche in
Abbildung 4.3 dargestellt sind. Das auf dem Kad-Netzwerk basierende System fu¨hrt die
Phasen im Betrieb aus, um seine Teilnehmer auf eine einheitliche Zeitbasis zu setzen.
Kad wird gewa¨hlt, da es keinen SPoF besitzt und es voll dezentralisiert und strukturiert
ist. Zusa¨tzlich bietet es die beste Lookup-Performance unter den DHT-basierten P2P-
Lo¨sungen mit O(log2b(N)) [SW05]. Bei den Betrachtungen wird angenommen, dass die
Realisierung des vorgestellten Ansatzes in einem dedizierten Netzwerk la¨uft, sodass es
keinen konkurrierenden Datenverkehr durch andere Komponenten gibt. Im Folgenden
werden die Phasen na¨her erla¨utert.
4.2.3.1. Initiale Kad-Operationen
In der ersten Phase fu¨hrt das Kad-Netzwerk initiale Operationen aus. Dies umfasst das
Bootstrapping neuer Knoten und die Wartung des Netzwerkes, wobei die Routingtabel-
len der Knoten mit Kontakten gefu¨llt werden. Zusa¨tzlich wird die MAC-Adresse zur IP-
Adresse der Knoten in der Routingtabelle gespeichert, um einen zusa¨tzlichen Overhead
durch das Address Resolution Protocol (ARP) in IPv4- oder das Neighbor Discovery
Protocol (NDP) in IPv6-Netzwerken zu vermeiden. Dies ist notwendig, da der im Be-
triebssystem vorhandene ARP-Cache in der Gro¨ße limitiert ist und die Eintra¨ge nur eine
gewisse Zeit gespeichert werden. Sollte kein gu¨ltiger Eintrag im ARP-Cache bzgl. einer
IP-Adresse vorhanden sein, wird ein ARP-Broadcast im gesamten Netzwerk notwendig,
was zu hohen Performanzeinbußen und erho¨hten Zeitfehlern fu¨hren kann.
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4.2.3.2. Suchtoleranzbestimmung
Um einen erfolgreichen Lookup-Prozess zu garantieren, wurde die dynamische Suchto-
leranz (DST) entwickelt [DSA+15b]. Der DST-Algorithmus modifiziert die Suchtoleranz
derart, dass mindestens ein Knoten fu¨r jeden beliebigen Hashwert zusta¨ndig ist. Dabei
kann die DST die Performanz des Netzwerkes steigern, weil es zu weniger Timeouts
durch nicht beantwortete Lookup-Prozesse kommt. Der DST-Algorithmus kann von je-
dem Knoten im Netzwerk gestartet werden, wenn er z.B. einen definierten Trigger erha¨lt.
Der Knoten, der den Trigger erha¨lt, wird hierbei als First Triggered-Knoten (FT -Knoten)
bezeichnet.
4.2.3.3. Initiale Synchronisation
Nachdem der FT -Knoten den DST-Algorithmus ausgefu¨hrt hat, wird der initiale Syn-
chronisationsprozess ausgefu¨hrt. Der FT -Knoten sendet zuerst ein Broadcast in das
Netzwerk und dann muss so lange gewartet werden, bis die Broadcast-Nachricht den
kritischen Pfad des Netzwerkes durchlaufen hat, damit jeder Knoten die Nachricht er-
ha¨lt. Ab diesem Moment schweigen alle Knoten und der FT -Knoten hat den exklusiven
Zugriff auf das Ethernet-Medium.
Kad fu¨hrt eine iterative Lookup-Strategie durch und in der Originalimplementierung
ist ein aktiver Knoten in der Lage, α parallele Lookup-Requests durchzufu¨hren [SR06].
Um einen exklusiven Ethernet-Zugriff zu gewa¨hrleisten, sollte zu einem Zeitpunkt nur
ein Lookup-Request erlaubt sein. Daher wird α auf 1 gesetzt. Wa¨hrend des Synchroni-
sationsprozesses werden die Wartungsoperationen angehalten und die Routingtabellen
werden nur durch die Lookup-Prozesse modifiziert. Dies stellt allerdings kein Problem
dar, weil in der Originalimplementierung die Wartungsoperationen nur ca. alle 10 bis 20
Sekunden durchgefu¨hrt werden. Die Synchronisation innerhalb des Kad-Netzwerkes wird
durch den Kademlia Discovery und Synchronisations (KaDisSy)-Algorithmus, welcher ei-
ne erweiterte Version des Kademlia Discovery (KaDis)-Algorithmus darstellt [SDA+11a],
durchgefu¨hrt. KaDis wurde hierbei um die Funktionalita¨t der Synchronisation erweitert.
Der KaDis- und somit auch der KaDisSy-Algorithmus nutzen die Standardsuche vom
Kad-Netzwerk, um mit den gefundenen Knoten zu interagieren. Es wird dabei angenom-
men, dass die Gera¨te im Kad-Netzwerk bestimmte Benennungsvorschriften einhalten. In
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Abbildung 4.4.: Darstellung des mittels KaDisSy erstellten Synchronisationsbaumes.
diesem Fall ist es so, dass jeder Hashwert eines Knotens aus der Verbindung eines defi-
nierten Strings und einer Za¨hlvariable i als Parameter fu¨r den MD5-Algorithmus erstellt
wird. Dies ermo¨glicht eine effektive Suche aller Knoten im Netzwerk, unabha¨ngig von
der Hashwertverteilung.
Mittels des KaDisSy-Algorithmus ist es mo¨glich, einen Synchronisationsbaum aufzu-
bauen. Dieser ist schematisch in Abbildung 4.4 dargestellt. Es werden in dem gezeigten
Beispiel in zwei Iterationen helfende Knoten (HT -Knoten) akquiriert, um in einem zwei-
ten Schritt den Rest des Netzwerkes zu synchronisieren. Es ist ersichtlich, dass mit jeder
Iteration die Anzahl der aktiv synchronisierenden Knoten verdoppelt wird. Die zwei
Schritte des KaDisSy-Algorithmus werden im Folgenden na¨her ero¨rtert:
HT -Knoten akquirieren: Im ersten Schritt werden die HT -Knoten akquiriert, was
in der Abbildung 4.5 dargestellt ist. Dabei wird mit jedem Schritt die Anzahl der HT -
Knoten verdoppelt, da jeder HT -Knoten wieder einen neuen HT -Knoten akquiriert.
Zuerst (1) werden die Za¨hler auf ihren initialen Wert gesetzt.
Die Laufvariable s za¨hlt dabei die Anzahl der Schritte, um HT -Knoten zu akquirieren.
Der Parameter J definiert die Gesamtanzahl der Akquirierungen von HT -Knoten. Dabei
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Abbildung 4.5.: KaDisSy-Algorithmus: Akquirieren von HT -Knoten.
ist es auch mo¨glich, den Parameter J auf Null zu setzen. In diesem Fall wa¨re der FT -
Knoten alleine fu¨r die Synchronisation zusta¨ndig, sodass keine HT -Knoten hinzugezogen
werden. Somit kann direkt mit dem zweiten Schritt der Gruppensynchronisation (2),
welche spa¨ter ero¨rtert wird, fortgesetzt werden. Allerdings wird im Normalfall bei einer
gro¨ßeren Anzahl von Knoten ein ho¨herer Wert fu¨r J verwendet. Daher betra¨gt die Ge-
samtanzahl an Knoten, die fu¨r die Synchronisation zusta¨ndig sind, den Wert 2J . Solange
s kleiner ist als J , wird der FT -Knoten und ggf. HT -Knoten versuchen, weitere Knoten
als HT -Knoten anzusprechen (3). Der Hashwert als Basis fu¨r den Lookup-Prozess wird
dabei aus der nutzerspezifizierten Verbindung der Strings, z.B.
”
Node “ und einem Inte-
gerwert i, berechnet. Die Berechnung des Hashwertes erfolgt mittels MD5-Algorithmus.
Der aktuelle Wert fu¨r i wird aus iown, welcher der eigene i-Wert des anfragenden Knotens
ist, J , s und dem Za¨hler k bestimmt (siehe Formel 4.1).
i = iown mod 2
J + 2s + (k ∗ 2J) (4.1)
Sollte der verantwortliche Knoten fu¨r den Wert i nicht durch den Lookup-Prozess ge-
funden werden, gilt dieser im Kad-Netzwerk als nicht existent und der Offsetza¨hler k
wird erho¨ht. Ist k kleiner als der Schwellwert T , wird ein neuer Lookup-Prozess (3) aus-
gefu¨hrt. Andererseits u¨berpru¨ft der Knoten, ob s+ 1 gleich J ist, was darauf hinweisen
ko¨nnte, dass dies die letzte Iteration war, um neue HT -Knoten zu akquirieren. Sollte
es sich um die letzte Iteration gehandelt haben, startet der Algorithmus die Gruppen-
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synchronisation (2). Sollte es sich nicht um die letzte Iteration gehandelt haben, wird
k auf Null zuru¨ckgesetzt und s um 1 erho¨ht, um eine neue Suche nach HT -Knoten fu¨r
die na¨chste Gruppe fortzufu¨hren. Im Gegenzug wird bei erfolgreich vorausgegangenem
Lookup-Prozess mit dem Za¨hlwert i, k auf Null zuru¨ckgesetzt und s um eins erho¨ht.
Der neu angeforderte Knoten wird nun zum HT -Knoten und bekommt zusa¨tzlich den
Parameter J (4) mitgeteilt. Es folgt nun der Synchronisationsprozess (5), bei dem die
sogenannte Round Trip Time (RTT ), welche die Zeit fu¨r den Hin- und Ru¨ckweg ei-
nes Paketes von einem Knoten zu dem anderen darstellt, bestimmt wird. Aufgrund der
angenommenen Kanalsymmetrie in einem Automatisierungs-Kad-Netzwerk wird davon
ausgegangen, dass die Laufzeitverzo¨gerung in Hin- und Ru¨ckrichtung zwischen zwei Kno-
ten gleich ist.
Die ermittelte Verzo¨gerung RTT/2 wird zu der aktuellen Zeit des FT - oder HT -Knotens
addiert und durch ein UDP-Paket zu dem zu synchronisierenden Knoten gesendet. Der
neue HT -Knoten muss nun seinen initialen Wert fu¨r die Laufvariable s fu¨r die na¨chste
Iteration bestimmen. Dieser Wert muss nicht von dem im Vorfeld anfragenden Knoten
mitgeliefert werden, sondern kann stattdessen mit Hilfe der Formel 4.2 bestimmt werden.
s = 
log2(iown mod 2J) + 1 (4.2)
Nun wird durch den Algorithmus versucht, weitere HT -Knoten zu finden, solange s klei-
ner als J (genug Iterationen) ist. Das zweite Abbruchkriterium ist, wenn k gleich T ist
(zu viele Fehlschla¨ge) und es die letzte Iteration ist, weitere HT -Knoten zu akquirieren.
Nachdem der erste Teil des Algorithmus durchlaufen ist, wird mit der Gruppensynchro-
nisation (2) fortgefu¨hrt.
Gruppensynchronisation: Der zweite Schritt der Synchronisation mittels KaDisSy
ist die Synchronisation der eigenen Gruppe (siehe Abbildung 4.6). Der FT -Knoten und
jeder HT -Knoten synchronisiert seine Knoten, welche sich potentiell in seiner Gruppe
befinden.
A¨hnlich dem ersten Teil, dem Akquirieren von HT -Knoten, kontaktieren der FT - und
jeder HT -Knoten die Knoten in ihrer jeweiligen Gruppe abha¨ngig von ihrem Wert iown
plus einem Offset, abha¨ngig von m (1). Sollte ein Lookup-Prozess nicht erfolgreich sein,
werden die Laufvariablen q und m erho¨ht, solange q kleiner als der Schwellwert Z ist.
Sollte dies der Fall sein, gilt der Synchronisationsprozess als beendet (3), da angenommen
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Abbildung 4.6.: KaDisSy-Algorithmus: Darstellung der Gruppensynchronisation.
wird, dass keine weiteren Knoten mehr in der Gruppe existieren. Ist der Lookup-Prozess
erfolgreich, wird die Laufvariable q auf Null zuru¨ckgesetzt und die eigentliche Synchro-
nisation zwischen dem FT - oder HT -Knoten und dem angefragten Knoten durchgefu¨hrt
(2), wobei die Synchronisation mit dem ersten Schritt der Akquirierung der HT -Knoten
identisch ist.
4.2.3.4. Datenaustausch
Wa¨hrend des Datenaustausches zwischen den Knoten ist es nicht erlaubt, dass neue
Knoten dem neuen Kad-Automatisierungsnetzwerk beitreten, weil dies zu einem ho¨he-
ren Zeitfehler fu¨hren wu¨rde. Die Phase des Datenaustausches sollte dabei den gro¨ß-
ten zeitlichen Anteil haben, da in dieser Zeit die eigentliche Applikation im Kad-Auto-
matisierungsnetzwerk aktiv sein kann. Die Kommunikation, die den Austausch von Daten
zwischen den Knoten regelt, muss dabei durch ein separates Protokoll gesichert sein. Ein
Beispiel fu¨r ein solches Protokoll ist in Abschnitt 5.2 gegeben.
4.2.3.5. Wartung
Wartungsoperationen und das Eintreten neuer Knoten in das Kad-Netzwerk sind in den
vorherigen Phasen verboten bzw. unterbunden, da dies zur Erho¨hung des Zeitfehlers fu¨h-
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ren ko¨nnte. Um allerdings die Routingtabellen der Knoten aktuell zu halten und neuen
Knoten den Zugang zum Netzwerk zu ermo¨glichen, wurde die Wartungsphase eingefu¨hrt.
Den Knoten ist es erlaubt, dem Netzwerk beizutreten, indem sie ihren Bootstrap-Knoten
kontaktieren, nachdem sie ein Jamming-Signal erhalten haben. Dieses Jamming-Signal
ist ein Broadcast, das vom FT -Knoten ausgesendet wird.
4.2.3.6. Re-Synchronisation
Aufgrund des spezifischen Clock Drifts der einzelnen Knoten wird eine Neusynchro-
nisierung des Netzwerkes no¨tig, was als Re-Synchronisation bezeichnet wird. Die Re-
Synchronisation muss periodisch ausgefu¨hrt werden. Definiert wird in diesem Zusammen-
hang die Re-Synchronisierungsperiode TReSyn, welche in Formel 4.3 beschrieben wird.
TReSyn repra¨sentiert die Zeit zwischen zwei Synchronisierungen und sollte mo¨glichst groß
sein, um mehr Zeit fu¨r die anderen Phasen zu haben. Die maximale Zeitabweichung
von einem Referenzknoten und damit auch Genauigkeit ist durch TMaxError gegeben.
TSynError ist der zeitliche Fehler bei der Synchronisation zwischen zwei Knoten und
wird spa¨ter detaillierter ero¨rtert. DClk ist der Clock Drift einzelner Teilnehmer im Netz-
werk. TReSyn ha¨ngt auch direkt von der Synchronisationsdauer des gesamten Netzwerkes
TSynComp ab, da der erste bereits synchronisierte Knoten durch seinen spezifischen Drift
vom Referenztakt abweicht, bis der letzte Knoten synchronisiert wird.
TReSyn <
TMaxError − TSynError
2 ∗DClk − TSynComp (4.3)
Eine detaillierte Analyse der Performance ist in Abschnitt 4.2.5.2 aufgefu¨hrt. Die Re-
Synchronisierung ist technisch mit der initialen Synchronisation identisch. Nachdem die
Re-Synchronisierung durchgefu¨hrt wurde, kann wieder mit dem Datenaustausch fortge-
fahren werden, woraufhin die zwei folgenden Phasen wiederholt werden.
4.2.4. Performance-Analyse
Da der KaDisSy-Algorithmus fu¨r den Einsatz in einer harten Echtzeitumgebung gedacht
ist, ist es notwendig, das Worst Case-Verhalten zu bestimmen.
Synchronisationperformance: Zuerst wird die Zeit TSyn, welche die Zeit zur Syn-
chronisation zwischen zwei Knoten darstellt, durch die Formel 4.4 definiert. N ist die
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Abbildung 4.7.: Beno¨tigte Zeit zum Synchronisieren des Kad-Netzwerkes.
Anzahl der Knoten im Kad-Netzwerk. b beschreibt die Anzahl an Bits, die bei jedem
Lookup-Schritt u¨bersprungen werden ko¨nnen und die fu¨r die Worst Case-Analyse auf
den Wert
”
1“ gesetzt wird. TSynComp in Formel 4.5 ist die Zeit, um den gesamten Syn-
chronisationsprozess fu¨r alle Knoten durchzufu¨hren. Sie ha¨ngt direkt von N ((1) zum
Synchronisieren der Knoten) und der Anzahl an Iterationen J ((2) zum Akquirieren der
HT -Knoten) ab. Fu¨r RTT wurde ein Wert von 200 μs angenommen.
TSyn = log2b(N)	 ∗RTT + 1.5RTT (4.4)







Die beno¨tigte Zeit TSynComp wurde theoretisch bestimmt und ist in Abbildung 4.7 dar-
gestellt.
Bestimmung des Fehlers der Synchronisation: Der Fehler TSynError bei der Syn-
chronisation zwischen zwei Knoten ist durch die Formel 4.6 gegeben. Sollte es keine HT -
Knoten geben, ha¨ngt der Prozess der Synchronisation linear von der Anzahl der Knoten
N im Netzwerk ab, sodass die Performance der Synchronisation fu¨r große Netzwerke nicht
ada¨quat skaliert. Wenn allerdings TSynComp auf Grund von Applikationsanforderungen
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niedrig sein muss, kann dies durch das Hinzuziehen von HT -Knoten erreicht werden.
Es muss jedoch beachtet werden, dass sich durch die Verwendung von zusa¨tzlichen HT -
Knoten der generelle Zeitfehler bei der Synchronisation zwischen zwei Knoten im Worst
Case auf Grund des parallelen Datenverkehrs im Netzwerk erho¨ht. Durch die parallele
Kommunikation kann es passieren, dass andere Pakete durch Pufferung in Switches die
Synchronisation verfa¨lschen. Dies stellt den ersten Fehleranteil bei der Synchronisation
dar (durch (3) in der Formel 4.6 gekennzeichnet). In dem pra¨sentierten System sind die
gro¨ßten Pakete Kad-Pakete und werden daher fu¨r eine Worst Case-Analyse verwendet.
TPkt repra¨sentiert die Zeit, die beno¨tigt wird, damit ein Kad-Paket durch einen Switch
weitergeleitet wird. Der zweite Anteil am Fehler entsteht durch die Abweichung bei der
Bestimmung des RTT -Wertes, welcher als ΔRTT definiert ist. Dieser beinhaltet auch
den Fehler durch die vorherige Synchronisation, die z.B. ein nun aktiver HT -Knoten
durch seinen Vorga¨nger bei der Synchronisation erha¨lt (durch (4) in der Formel 4.6 ge-
kennzeichnet). Die Abweichung beim Bestimmen des RTT-Wertes ΔRTT wird mit 30 μs
angenommen, was als Worst Case-Messwert bei praktischen Versuchen ermittelt wurde.
Hierzu wurde die maximale Abweichung beim Ping bestimmt, der zwischen zwei Rech-
nern mit einem Linux Betriebssystem und dem Programm Wireshark [Wir14] gemessen
wurde. Die Rechner waren u¨ber einen Gigabit-Switch miteinander verbunden.
TSynError =
(3)︷ ︸︸ ︷
((2J − 1) ∗ TPkt)+
(4)︷ ︸︸ ︷
ΔRTT ∗ (J + 1) (4.6)
Eine Priorisierung in den Switches wu¨rde an dieser Stelle keinen Vorteil bringen, da die
Kommunikationsprozesse, welche alle der Synchronisation dienen, die gleiche Priorita¨t
haben sollten. Die Zeit TReSyn ist in Formel 4.3 definiert und sollte mo¨glichst groß ge-
wa¨hlt werden, um genu¨gend Zeit fu¨r die laufende Applikation zu gewa¨hrleisten. Einige
Parameter mu¨ssen im Vorfeld definiert werden, um gu¨ltige Werte abzuleiten. Der maxi-
mal erlaubte Zeitfehler im Netzwerk fu¨r alle Instanzen ist durch TMaxError vorgegeben.
Fu¨r die folgenden Betrachtungen wird der Wert auf 1 ms gesetzt, was folglich der zu
erreichenden Genauigkeit jedes Teilnehmers entspricht. Es wird angenommen, dass das
betrachtete Netzwerk aus Switches und Teilnehmern besteht und es somit keine Vorga-
ben fu¨r die Strukturen gibt. Ein Kad-Response-Paket stellt mit einer Gro¨ße von 80 Byte
das gro¨ßtmo¨gliche Paket mit einer festen Anzahl an Kontakten dar. Dieses beno¨tigt
640 ns, um einen Gigabit-Switch zu durchlaufen. Der Wert 640 ns ergibt sich als Zeit,
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die 80 Byte zum Passieren einer 1-GBit/s-Schnittstelle beno¨tigt. Jedes Paket muss war-
ten, bis ein zuvor eingetroffenes Paket im Switch verarbeitet wird. Daher wird TPkt fu¨r
die Worst Case-Betrachtung auf 640 ns gesetzt.
Abschließend ist es notwendig, aus den gegebenen Parametern die Zeitperiode TReSyn zu
bestimmen. U¨bersichtshalber sind alle relevanten Zeiten in der Tabelle 4.2 aufgefu¨hrt.
Parameter Beschreibung
TSyn Zeit zur Synchronisierung zwischen zwei Knoten
TSynComp Zeit, um alle Knoten zu synchronisieren
TSynError Synchronisationsfehler zwischen zwei Knoten
TPkt Zeit fu¨r ein Paket, um einen Gigabit-Switch zu durchlaufen
TMaxError Maximal erlaubter Zeitfehler im Netzwerk
TReSyn Zeitperiode zwischen zwei Synchronisationen
Tabelle 4.2.: Zeitparameter fu¨r die Performance-Evaluierung.
Zusa¨tzlich muss hinzugefu¨gt werden, dass der Takt, der von einem elektronischen Bauteil
erzeugt wird, nicht ideal ist. Jeder Takt besitzt demnach einen spezifischen Drift. Als
Evalutionszielplattform ist das ZedBoard vorgesehen [Avn]. Der interne Oszillator liefert
einen stabilen Takt mit einer Drift DClk von ± 50 ppm [Avn].
In Abbildung 4.8 ist die Re-Synchronisierungsperiode TReSyn in Abha¨ngigkeit von der
Anzahl der Knoten N und von den HT -Knoten dargestellt. Dabei wurden alle zuvor
bestimmten Parameter beru¨cksichtigt. Es wird deutlich, dass es von Vorteil ist, mehr
HT -Knoten zu verwenden, um eine bessere Synchronisationsperformance zu erreichen
und damit eine gro¨ßere Anzahl an Knoten zu ermo¨glichen. So ist es mo¨glich, auch gro¨ßere
Netzwerke mit mehr als 10.000 Knoten in einer ada¨quaten Zeit zu synchronisieren.
Sollte TReSyn Null sein, da z.B. J zu klein gewa¨hlt wurde, bedeutet dies, dass nach
der Synchronisation bereits die neue Synchronisation starten muss. Dies fu¨hrt de facto
zu einem permanenten Synchronisieren und es bleibt keine Zeit fu¨r eine Applikation,
das Medium zu nutzen. Sollte hingegen J zu groß gewa¨hlt sein, wird der Fehler durch
parallele Kommunikation zu groß, sodass es ebenfalls o¨fter bzw. permanent synchronisiert
werden muss. Zu sehen ist, dass in großen Kad-Automatisierungsnetzwerken ein FT -
Knoten nicht ausreichend ist, da TReSyn gro¨ßer sein muss als TSynComp und folglich
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Abbildung 4.8.: Minimale Synchronisationperiode bei einer Genauigkeit bzw. bei einem
max. erlaubten Fehler von 1 ms.
zusa¨tzliche HT -Knoten erforderlich sind. Das Optimum, das hierbei gewa¨hlt werden
kann, ist, dass J so gewa¨hlt wird, dass mo¨glichst selten synchronisiert werden muss und
TReSyn mo¨glichst groß wird. Dies beru¨cksichtigt aber nicht direkt die Zeit TSynComp. Es
muss daher entsprechend der gegebenen Anforderungen u¨berpru¨ft werden, ob TSynComp
diesen genu¨gt und ggf. J erho¨ht werden muss, um TReSyn zu verringern. So kann es
passieren, dass man zwar selten eine Re-Synchronisation durchfu¨hrt, die Synchronisation
an sich aber sehr lange dauert.
Im Folgenden wird das Optimum derart theoretisch bestimmt, dass TReSyn mo¨glichst
groß ist und mo¨glichst selten synchronisiert werden muss. Der korrespondierende Op-
timumwert fu¨r J ist JOpt und wurde analytisch mittels des Programms Mathematica
ermittelt [Wol14]. JOpt ha¨ngt von der Anzahl der Knoten N im Netzwerk, TSyn (Zeit,
um einen beliebigen Knoten durch einen anderen beliebigen Knoten zu synchronisieren)
und TPkt ab.
Zusa¨tzlich ist es wichtig, das Datenaufkommen durch den pra¨sentierten Ansatz zu be-
stimmen. Um das Datenvolumen bestimmen zu ko¨nnen, mu¨ssen die Pakete, die ausge-
tauscht werden, bekannt sein. Dies umfasst das Kad-Response-Paket mit 80 Byte, das
bereits im Vorfeld fu¨r TPkt genutzt wird. Zusa¨tzlich sind Kademlia-Requests (77 Byte),
zwei Pakete fu¨r das Pinging (je 60 Byte) und zwei Pakete (je 60 Byte) zum Austausch des
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neuen 4-Byte-Zeitwertes mit entsprechender Besta¨tigung (siehe Schritt (5) in Abbildung
4.5) in den Synchronisationsprozess involviert.
In der Tabelle 4.3 sind fu¨r die numerisch ermittelten JOpt-Werte charakteristische Werte
fu¨r verschiedene Netzwerkgro¨ßen aufgefu¨hrt. Alternativ werden die Werte fu¨r J angege-
ben, um eine Synchronisationsdauer von 100 ms zu unterschreiten (als J100ms deklariert).
Fu¨r alle in der Tabelle aufgefu¨hrten Ergebnisse gilt eine Genauigkeit von 1 ms, was dem
erlaubten Fehler TMaxError entspricht.
Knoten 100 500 1000 5000 10000
Vorgabe Max(TReSyn)
JOpt 0 1 2 5 5
TSynComp [ms] 168,30 525,00 577,30 464,72 981,15
TReSyn [s] 9,53 8,86 8,50 7,54 7,02
Vorgabe TSynComp < 100 ms
J100ms 1 4 5 8 9
TSynComp [ms] 85,00 71,93 81,08 76,94 85,35
TReSyn [s] 9,30 8,33 7,92 5,59 3,64
Datenverkehr [KB] 127 822 1.802 10.843 23.259
Tabelle 4.3.: Performanceauswertung fu¨r JOpt und TSynComp < 100 ms bei einer Genau-
igkeit von 1 ms.
Wie ersichtlich ist, ist die Performance mit der zentralisierten hierarchischen Lo¨sung
NTP, welche eine Genauigkeit von mehreren Millisekunden ermo¨glicht, konkurrenzfa¨hig,
da eine Synchronisation fu¨r die Genauigkeit von 1 ms effizient erreichbar ist. PTP er-
mo¨glicht eine Genauigkeit von 100 Mikrosekunden als Softwarerealisierung fu¨r eine Ver-
bindung. In der pra¨sentierten Lo¨sung kann fu¨r 10.000 Knoten bereits eine Genauigkeit
von maximal 300 Mikrosekunden erreicht werden, bevor eine dauerhafte Synchronisation
(TReSyn = 0) durchgefu¨hrt wird, was eine vergleichbare Leistungsfa¨higkeit darstellt.
In dem beschriebenen Szenario ist die Genauigkeit TMaxError auf 1 ms gesetzt und es
ist mo¨glich, dies in ada¨quater Synchronisationsdauer zu erreichen. Außerdem basiert
der pra¨sentierte Ansatz nicht auf einem
”
Gossip“-Ansatz wie die Lo¨sungen [BPQS08]
und [MJB04], sondern auf einem deterministischen Ansatz. Daher ist der Ansatz be-
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Abbildung 4.9.: Synchronisationsdauer unter Beru¨cksichtigung von ausgefallenen
Knoten.
sonders fu¨r harte Echtzeitszenarien geeignet. Die Ergebnisse wurden durch funktionale
Simulationen fu¨r die Werte TSynComp und TReSyn, welche im Vorfeld berechnet wurden,
besta¨tigt. Auch wird deutlich, dass nur TReSyn als betrachtetes Optimum u.U. eine hohe
Synchronisationsdauer zur Folge haben kann. Aber durch Vorgabe von Anforderungen
kann J speziell fu¨r eine Anwendung gesetzt werden, wie in Tabelle 4.3 mit der Vorgabe
TSynComp < 100 ms ersichtlich ist.
Der Einfluss von ausgefallenen Knoten: Wenn man von Kad-Netzwerken bzw.
P2P-Netzwerken spricht, ist oftmals die Rede von Churn, was die Ha¨ufigkeit des Ein-
und Austretens von Knoten darstellt. Fu¨r Automatisierungsszenarien wird davon aus-
gegangen, dass der Churn relativ gering ist. Trotzdem wird untersucht, wie sich beim
Ausfall einer bestimmten Anzahl an Knoten die Synchronisationsperformance vera¨ndert.
Dazu wurden mehrere Fehlerraten von 1 % bis 25 % eingefu¨hrt, wobei 25 % einen sehr
pessimistischen Wert darstellt. Die Gro¨ße des Netzwerks wird fu¨r die folgende Betrach-
tung auf 10.000 Knoten festgesetzt. Sollte der FT - oder ein HT -Knoten einen Knoten
nicht synchronisieren ko¨nnen, wird ein automatischer Timeout nach 6200 μs generiert,
was die doppelte Zeit darstellt, um einen Knoten durch einen anderen im Kad-Netzwerk
zu synchronisieren. Die Parameter T und Z des KaDisSy-Algorithmus sind auf den Wert
10 gesetzt. Unter diesen Umsta¨nden wurden alle verfu¨gbaren Knoten erfolgreich synchro-
nisiert. Beispielhafte Simulationsergebnisse fu¨r die Fehlerraten 0%, 5%, 15% und 25%
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sind in Abbildung 4.9 dargestellt. Zusa¨tzlich wurde die absolute Abweichung der Syn-
chronisationsdauer TSynComp in Bezug auf ein ideales Netz ohne Ausfa¨lle durch Abbil-
dung 4.10 verdeutlicht. Ersichtlich ist, dass die Fehlerrate einen nennenswerten Einfluss
auf die Synchronisationsdauer hat und daher beru¨cksichtigt werden sollte, insofern die
Netzwerkcharakteristik bekannt ist. Wird eine Fehlerrate von 25 %, 10.000 Knoten und
J = 0 angenommen, wird TSynComp um 25 % erho¨ht. Sollte ein ho¨herer Wert fu¨r J ge-































Abbildung 4.10.: Abweichung von TSynComp fu¨r verschiedene Ausfallraten.
4.2.4.1. Weitere Verbesserungen
Es werden nun noch zwei weitere Ansa¨tze vorgeschlagen, um den Zeitfehler der Synchro-
nisation zu senken und die Zuverla¨ssigkeit des Systems zu erho¨hen.
Das Gruppieren von Netzen: Besteht das P2P-Netzwerk aus mehreren Subnetzen,
ist es mo¨glich, entsprechende HT -Knoten direkt in den Subnetzen zu wa¨hlen, damit
diese die Synchronisation in den Subnetzen u¨bernehmen. Dies sollte die Genauigkeit der
Synchronisation erho¨hen, da Zeitfehler auf Grund physikalischer Na¨he geringer ausfallen
sollten, weil nur Pakete im Subnetzwerk ausgetauscht werden. Um die Adressierung der
Knoten in jedem einzelnen Subnetzwerk zu ermo¨glichen, ist eine konsistente Namens-
gebung erforderlich. Allerdings sollten die Subnetze unabha¨ngig von anderen Subnetzen
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arbeiten, da es sonst passieren kann, dass kleine Subnetze lange auf große Subnetze war-
ten mu¨ssen. Dies wa¨re der Fall, wenn Knoten vom kleinen Subnetz mit Knoten vom
großen Subnetz u¨ber gemeinsame Applikationen miteinander interagieren mu¨ssen.
Integration eines Backup-Systems: Ein weiterer Fokus liegt auf der Zuverla¨ssigkeit
in Automatisierungsumgebungen.
In bisherigen Systemen mu¨ssen eine Anzahl an Parametern, Algorithmen oder nutzer-
spezifische Vorgabe ausgetauscht werden, um einen Backup-Knoten zu bestimmen. Dies
fu¨hrt zu weiterem Kommunikationsoverhead. Im Gegensatz dazu wird das Problem eines
ausfallenden initialen FT - oder HT -Knotens in dieser Arbeit ohne zusa¨tzlichen Over-
head gelo¨st. Sollte der FT -Knoten, welcher jeder Knoten im Kad-Netzwerk sein kann,
ausfallen, wird der Knoten mit der geringsten XOR-Distanz zum Hashwert Null gewa¨hlt.
Dieser ist dann zusta¨ndig fu¨r die initiale Synchronisationsphase. Jeder Knoten ist in der
Lage, eine Worst Case-Zeit zu berechnen, in der er ha¨tte kontaktiert werden sollen. Wird
diese Zeit u¨berschritten, wird der Knoten aktiv und startet die (Re-)Synchronisation
selbst.
4.2.5. Praktische Ergebnisse
In diesem Abschnitt wird ein Prototyp und ein Experimentsetup ero¨rtert, welches genutzt
wurde, um die zuvor ermittelten theoretischen Erkenntnisse zu u¨berpru¨fen. Hierdurch
wird der funktionale Nachweis des KaDiSy-Algorithmus gefu¨hrt sowie dessen Performan-
ce anhand realer Knoten ermittelt.
4.2.5.1. Der Prototyp
Der entwickelte Prototyp arbeitet auf der OSI-Schicht 7, der Applikationsschicht, und
ist daher flexibel auf anderen Plattformen einsetzbar. Bei der gewa¨hlten Plattform han-
delt es sich um das ZedBoard, welches einen ARM-Prozessor entha¨lt, der mit 667 MHz
betrieben wird [Avn]. Keine zusa¨tzliche proprieta¨re Hardware wie FPGA-Ressourcen
wurde fu¨r die KaDisSy-Funktionalita¨t verwendet. Es wird ein Kern des ARM-Prozessors
genutzt, womit auch das Profiling durch die Tools vereinfacht wird und alle Zeiten fu¨r die
einzelnen Prozesse bestimmt werden ko¨nnen. Das verwendete Betriebssystem FreeRTOS
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Abbildung 4.11.: Praktische Synchronisation zwischen zwei Knoten.
ist ein Echtzeitbetriebssystem, welches lwIP als TCP/IP-Stack nutzt [Rea] [Fre]. Die Im-
plementierung von Kademlia, Kad genannt [BB06], wurde in dieser Arbeit fu¨r FreeRTOS
portiert und existierende Threads wurden priorisiert. Eine ausfu¨hrlichere Beschreibung
zum verwendeten Prototypen ist in Abschnitt 4.3.3 zu finden. Wa¨hrend der Ausfu¨hrung
des KaDisSy-Algorithmus mu¨ssen sich die Knoten untereinander synchronisieren. Dies
ist direkt innerhalb der Kad-Applikation realisiert (siehe Abbildung 4.11).
Zuerst mu¨ssen Knoten im Kad-Netzwerk gefunden werden. Dafu¨r sind im Worst Case
log2(N) Suchschritte notwendig, wobei N wieder die Anzahl aller Kad-Knoten im Netz-
werk darstellt. Die Suche wird durch Kad-Request- und Kad-Response-Pakete durch-
gefu¨hrt. Ist der unsynchronisierte Knoten gefunden, initiiert der FT - oder HT -Knoten
die Synchronisation mittels eines Sync-Request-Paketes. Zusa¨tzlich nimmt der FT/HT -
Knoten seinen ersten Zeitstempel, um spa¨ter die Paketumlaufzeit (RTT ) bestimmen zu
ko¨nnen. Auf das Sync-Request-Paket folgt als Besta¨tigung ein Sync-Response-Paket, bei
dessen Erhalt der FT/HT -Knoten den zweiten Zeitstempel nimmt. Nun kann der RTT -
Wert bestimmt werden. Der FT/HT -Knoten sendet den neu zu setzenden Zeitwert,
welcher der aktuellen Zeit des FT/HT -Knotens plus dem halben RTT -Wert entspricht,
in einem Timeset-Request-Paket. Der vormals unsychronisierte Knoten speichert die Dif-
ferenz zu seinem eigenen Zeitwert und ist nun synchronisiert. Zusa¨tzlich besta¨tigt er seine
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Abbildung 4.12.: Synchronisationsperformance fu¨r verschiedene J-Werte und Anzahl an
Knoten.
Synchronisation mittels eines Timeset-Response-Paketes. Dieser Prozess findet bei jeder
Synchronisation zwischen zwei Knoten statt, die den KaDisSy-Algorithmus ausfu¨hren.
4.2.5.2. Experimentelle Messungen
Die experimentellen Ergebnisse wurden mittels 15 ZedBoards, welche u¨ber ein 1-GBit/s-
Ethernet-Netzwerk verbunden waren, erzeugt. Jedes ZedBoard fu¨hrt dabei die modifi-
zierte Kad-Software aus. Mit Hilfe eines Host-PC wird ein Triggersignal und der Wert
fu¨r J an ein ZedBoard gesendet, woraufhin der Synchronisationsprozess angestoßen wird.
Der Knoten, welcher das Triggersignal erha¨lt, wird zum FT -Knoten und startet die Syn-
chronisation des ersten Knotens. Es wird ein erster Zeitstempel StampStart genommen,
um spa¨ter die Gesamtsynchronisationsperformance bestimmen zu ko¨nnen. Die Auflo¨sung
des Zeitwertes betra¨gt 1 μs. Zuerst akquiriert der FT -Knoten, abha¨ngig vom gesetzten
J-Wert, optional weitere HT -Knoten.
Im Experimentaufbau senden alle synchronisierten Knoten ihr Timeset-Response-Paket
an den FT -Knoten. Hierdurch ist der FT -Knoten in der Lage, zu bestimmen, wann
alle anderen 14 Knoten synchronisiert wurden. Wenn alle Knoten ihre Antwort gesendet
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Abbildung 4.13.: Synchronisationsperformance fu¨r 15 Knoten bei unterschiedlichen J-
Werten.
haben, wird der zweite Zeitstempel StampFinish genommen. Die Synchronisationsdauer
TSynComp ist folglich die Differenz der beiden Zeitstempel StampStart und StampFinish.
Synchronisationsperformance: Die Zeit TSynComp fu¨r eine unterschiedliche Anzahl
an Knoten N ist in Abbildung 4.12 dargestellt. Wie ersichtlich, synchronisiert nur ein
Knoten das Netzwerk, wenn J = 0 ist. Die beno¨tigte Zeit zum Synchronisieren ist linear
abha¨ngig von der Anzahl der Knoten, welche zu synchronisieren sind, wohingegen eine
Erho¨hung des Parameters J eine signifikante Verringerung von TSynComp zur Folge hat.
Mit dem ho¨chst mo¨glichen Wert fu¨r J = 3 ist TSynComp fu¨r insgesamt 15 Knoten geringer
als 3,5 ms, was eine Verbesserung um 72,30 % gegenu¨ber der Synchronisierung durch
einen einzelnen FT -Knoten darstellt.
In Abbildung 4.13 wurde der Parameter J auf der x-Achse dargestellt und die Anzahl der
Knoten N ist konstant 15. Es wird deutlich, dass TSynComp proportional zu 1/log2(2
J)
ist. Die gemessenen Werte besta¨tigen das Verhalten, welches zuvor theoretisch ermittelt
wurde. Es ist außerdem ersichtlich, dass der Wert fu¨r TSynComp in die Sa¨ttigung geht und
es daher nicht immer sinnvoll ist, den ho¨chstmo¨glichen Wert fu¨r J zu wa¨hlen. Ein hoher
Wert fu¨r J fu¨hrt zusa¨tzlich zu einer ho¨heren Fehlerfortpflanzung, da bei der Akquirierung
weiterer HT -Knoten in der na¨chsten Iteration durch andere HT -Knoten deren eigener
Fehler weitergegeben wird. Alternativ ko¨nnte auch TMaxError auf einige wenige 100 μs
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Abbildung 4.14.: Vier Knoten fu¨hren den KaDisSy-Algorithmus mit J = 0 aus.
reduziert werden. Die Einstellungen des KaDisSy-Algorithmus ha¨ngen somit stark von
der Zielapplikation ab.
Bestimmung von ΔRTT : Die Re-Synchronisierung ha¨ngt auch vom Fehler ab, der
bei der Synchronisierung zweier Knoten entsteht. Wie in Formel 4.6 deutlich ist, ha¨ngt
der Fehler direkt von der Abweichung ΔRTT ab. Daher wurden im praxisnahen Ein-
satz die maximale Abweichung vom kleinsten und gro¨ßtem RTT -Wert sowie der Einfluss
von Switches auf ΔRTT ermittelt. Zuerst wurde der RTT -Wert unter Verwendung ei-
nes Gigabit-Switches gemessen. Im zweiten Szenario wurde ein zweiter Switch zwischen
zwei Teilnehmern geschaltet. In beiden Fa¨llen war der gemessene RTT -Wert kleiner als
152 μs. Die maximale Differenz zwischen dem geringsten und ho¨chsten RTT -Wert be-
trug 14 μs, was als ΔRTT bezeichnet wird. Des Weiteren ließ sich der Einfluss weiterer
Switches ermitteln. Ein zusa¨tzlicher Switch in Reihe hatte im Versuchsaufbau nur einen
geringen Einfluss, da er den ΔRTT -Wert nur um 1 μs verschlechterte.
Bestimmung des Clock Drifts: Der Hauptgrund fu¨r den Bedarf einer Re-Synchro-
nisierung ist der spezifische Drift jedes Knotens durch seinen Oszillator. Daher ist es
sinnvoll, den Clock Drift der einzelnen Knoten zu ermitteln und ihn mit dem vom Her-
steller gegebenen Parameter zu vergleichen. Das ZedBoard als Zielplattform hat einen
angegebenen Clock Drift von ± 50 ppm.
In der Abbildung 4.14 wurde die Funktionalita¨t des KaDisSy-Algorithmus aus U¨ber-
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Abbildung 4.15.: Gemessener Clock Drift DClk von drei Knoten.
sichtsgru¨nden exemplarisch fu¨r vier Knoten u¨ber fu¨nf Stunden dargestellt. Knoten 0 ist
der Referenzknoten und alle 5 Minuten senden die anderen drei Knoten ihren aktuellen
Zeitwert an den Referenzknoten. Es ist erkennbar, dass jeder Knoten konstant vom Takt
des Referenzknotens durch den spezifischen Drift abweicht. Die Drifts werden als absolute
Differenz in der Abbildung dargestellt. Alle 30 Minuten werden die Knoten neu synchro-
nisiert, was der sechsten Phase des Ansatzes entspricht (Re-Synchronisationsphase). Dies
weist die funktionale richtige Arbeitsweise des Prototyps nach und erlaubt die beispiel-
hafte Bestimmung des Clock Drifts der Knoten. Die große Re-Synchronisationsperiode
erlaubt eine genaue Bestimmung von glaubwu¨rdigen Werten der Clock Drifts. Verglichen
mit dem fu¨r das ZedBoard spezifizierten Wert von ± 50 ppm, wurde ein deutlich besserer
Wert von ± 3 ppm fu¨r den Clock Drift gemessen. Der gemessene Drift der drei Knoten
u¨ber fu¨nf Stunden, verglichen zum Referenzknoten 0, ist in Abbildung 4.15 dargestellt.
In den Tests war der gemessene Drift stets unter ± 3 ppm.
Wenn man zusa¨tzlich einen geringeren TMaxError-Wert und damit Genauigkeit von 100 μs
annimmt, ist man immer noch in der Lage, ein Netzwerk mit 10.000 Knoten synchron
zu halten. Dafu¨r mu¨sste allerdings eine permanente Synchronisierung (TReSyn = 0) des
Netzwerkes durchgefu¨hrt werden. Ein noch geringerer Wert fu¨hrt zu nicht ausreichen-
der Zeit zur Synchronisation des Netzwerkes. Mit diesen Merkmalen ist diese rein auf
Software basierende Lo¨sung eine Alternative zu NTP und PTP, welche eine Genauigkeit
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Abbildung 4.16.: Vergleich zwischen theoretischen und praktischen Ergebnissen.
von einigen Millisekunden (NTP) und einigen hundert Mikrosekunden (PTP) angeben.
Zusa¨tzlich wird keine zentrale Instanz zur Realisierung beno¨tigt, was das System robust
sowie flexibel macht und fu¨r den Einsatz in hochskalierten Netzwerken pra¨destiniert.
4.2.5.3. Vergleich mit theoretischen Werten
In diesem Abschnitt werden die Ergebnisse des Prototypenszenarios mit den theoreti-
schen Werten aus der Simulation verglichen.
Wie in Formel 4.4 ersichtlich, haben ΔRTT und der Clock Drift einen immensen Ein-
fluss auf die Re-Synchronisierungsperiode. Wenn die ermittelten praktischen Werte fu¨r
ΔRTT und die Clock Drifts verwendet werden, wird in Abbildung 4.16 deren signifikan-
ter Einfluss auf TReSyn deutlich. Der maximal erlaubte Zeitfehler ist durch TMaxError
definiert. Der Wert wird fu¨r alle weiteren Betrachtungen auf 1 ms gesetzt. Die Kennlinie
mit der Kennzeichnung
”
opt“ beru¨cksichtigt die neuen Werte fu¨r ΔRTT und den Clock
Drift, wa¨hrend die andere Kennlinie aus den theoretischen Werten abgeleitet ist, welche
in Abschnitt 4.2.4 vorgestellt wurden. Fu¨r 10.000 Knoten muss die Re-Synchronisation
ca. alle 10 Sekunden durchgefu¨hrt werden. Mit den neu gemessenen Werten kann fu¨r
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10.000 Knoten (dargestellt als 10,000 opt-Kennlinie) eine Re-Synchronisierung auf alle
90 Sekunden reduziert werden. Damit hat der Nutzer effektiv 800 % mehr Zeit fu¨r den
Datenaustausch durch eine Applikation, verglichen mit den zuvor angenommenen Wer-
ten. Der ho¨chste Wert fu¨r TReSyn kann als Optimum interpretiert werden, da hier die
Zeit zwischen zwei Synchronisationen am gro¨ßten ist.
Allerdings ist es auch no¨tig, TSynComp zu beru¨cksichtigen, weil mit einem ho¨heren Wert
fu¨r J der TSynComp-Wert exponentiell verringert werden kann. Damit muss ein applika-
tionsabha¨ngiger Kompromiss zwischen TReSyn und TSynComp definiert werden.
4.2.5.4. Weitere Verbesserungen
Einige Schritte ko¨nnten ausgefu¨hrt werden, um eine bessere Performance zu erreichen.
Es ist mo¨glich, den RTT -Wert bereits durch den Austausch des Kad-Request- und Kad-
Response-Paketes zu ermitteln. Als Resultat ko¨nnten die beiden Synch-Request- und
Synch-Response-Pakete eingespart werden. Fu¨r eine bessere Vergleichbarkeit wurde dies
nicht auf dem Prototypen umgesetzt, ist aber denkbar.
Ein weiterer vielversprechender Optimierungsschritt wa¨re es, Informationen vom Un-
derlay zu verwenden. Der als Missmatch bezeichnete Unterschied zwischen logischem
Overlay (Kad) und dem physikalischen Underlay (z.B. Ethernet-Infrastruktur) mu¨sste
dafu¨r verringert werden bzw. es mu¨ssten zusa¨tzliche Informationen generiert werden.
Wenn Wissen u¨ber die Infrastruktur vorhanden wa¨re, ko¨nnten parallele nicht konkurrie-
rende Pfade simultan genutzt werden, ohne einen negativen Einfluss durch das Puffern
in den Switches zu erhalten. In Automatisierungsszenarien, bei denen in Bezug auf den
Churn von Knoten in der Infrastruktur keine hohe Dynamik vorherrscht, existiert an
dieser Stelle ein hohes Optimierungspotential. Abschließend ist eine aktive Kompensa-
tion des Drifts mo¨glich, indem die Knoten diesen durch den synchronisierenden Knoten
mitgeteilt bekommen ko¨nnten. Dies wu¨rde die Re-Synchronisationsperiode erheblich ver-
gro¨ßern, sodass mehr Zeit fu¨r die anderen Phasen wa¨re. In Bezug auf die Synchronisati-
onsdauer wa¨re es sinnvoll, im Echtzeiteinsatz die Synchronisation in mehreren Schritten
durchzufu¨hren, um nicht einen zu großen Zeitblock zu beanspruchen. Somit wa¨re es
mo¨glich, die Synchronisation auch in Echtzeitsystemen mit Anforderungen an die Zy-
kluszeit von 10 ms nicht zu verletzen. Inwiefern dies die Anzahl der potentiellen Knoten
im Gesamtsystem beschra¨nkt, gilt dabei noch zu untersuchen.
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4.2.6. Fazit
Ein Ansatz zur Zeitsynchronisation des DHT-basierten P2P-Netzwerkes Kad wurde vor-
gestellt, um Operationen im Echtzeitumfeld zu ermo¨glichen. Eine Worst Case-Analyse
zeigt, dass die Performance mit bestehenden hierarchischen Lo¨sungen wie NTP und PTP
vergleichbar ist, aber auf jeglichen SPoF in Form einer zentralen Instanz verzichtet. Zu-
sa¨tzlich wird ein Optimum fu¨r eine Anzahl an helfenden Knoten (HT-Knoten) definiert,
um so mo¨glichst wenige Re-Synchronisationen durchfu¨hren zu mu¨ssen. Hierbei zeigt sich,
dass die Anzahl der HT -Knoten stark von den gegebenen Anforderungen abha¨ngt und
auch die Synchronisationszeit zu beru¨cksichtigen ist. Die Idee der Gruppierung innerhalb
eines Netzwerks kann potentiell zu besseren Ergebnissen fu¨hren. Die kann durch einen
verringerten Zeitfehler innerhalb der Subnetze erreicht werden. Außerdem wird der Ein-
fluss ausfallender Knoten untersucht, sowie ein Ansatz vorgestellt, damit umzugehen,
ohne zusa¨tzlichen Overhead zu erzeugen. Neben dem Konzept wurden reale Messungen
mittels eines Aufbaus von 15 Prototypen pra¨sentiert. Der Einfluss verschiedener Pa-
rameter wie RTT , Clock Drifts oder Anzahl der Switches wurde ebenfalls untersucht.
Abschließend wurde ein Vergleich zwischen theoretischen und praktischen Werten vor-
genommen, wobei die Ergebnisse des Prototyps u¨berzeugend sind und theoretische An-
nahmen bzgl. der Performance besta¨tigen. Somit ist eine Grundlage geschaffen worden,
um den angestrebten TDMA-Ansatz innerhalb Kads umsetzen zu ko¨nnen, ohne eine
Synchronisation mittels eines hierarchischen bzw. zentralisierten Ansatzes durchfu¨hren
zu mu¨ssen.
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4.3. Das HaRTKad-Verfahren
4.3.1. Einleitung
In diesem Unterkapitel wird das Verfahren HaRTKad (Hard Real-Time Kademlia) vor-
gestellt. HaRTKad soll die bereits in Unterkapitel 4.1 beschriebenen Nachteile der be-
stehenden Industrial Ethernet (IE)-Lo¨sungen mittels eines neuen Ansatzes beseitigen.
Gewo¨hnlich besitzen die IE-Lo¨sungen eine zentrale Instanz, welche einen SPoF oder Fla-
schenhals darstellt, da meistens ein Master-Slave- oder Server-Client-Ansatz verwendet
wird. Andere Realisierungen beno¨tigen zusa¨tzliche dedizierte Hardware, um ein hartes
Echtzeitverhalten garantieren zu ko¨nnen. Zusa¨tzlich sind die IE-Lo¨sungen oftmals in ih-
rer Flexibilita¨t eingeschra¨nkt. Diese Aspekte gewinnen jedoch in Zukunft immer mehr
an Bedeutung und wurden in Unterkapitel 4.1 untersucht. Die Schlussfolgerung ist, dass
keine der bestehenden Lo¨sungen fu¨r die Herausforderungen der Zukunft bzgl. Skalierbar-
keit, Flexibilita¨t oder Robustheit per se vorbereitet ist. P2P-Netzwerke hingegen sind
eine Alternative zum typischen Master-Slave- oder Client-Server-Ansatz. Die typischen
P2P-Netze befinden sich direkt in der Applikationsschicht, sodass keine dedizierte Spe-
zialhardware erforderlich ist. Daher wird ein P2P-basierter Ansatz vorgestellt, welcher
Kad nutzt, um ein dezentrales Netzwerk fu¨r Echtzeitapplikationen zu realisieren. Das
Hauptaugenmerk liegt dabei auf der hohen Robustheit, Skalierbarkeit und Flexibilita¨t
des Netzwerkes. Das Kad-Protokoll wurde modifiziert, um einen arbitrierten Medienzu-
griff, welcher no¨tig ist, um einen deterministischen Kommunikationsablauf einer Echt-
zeitanwendung zu realisieren, zu ermo¨glichen. Zusa¨tzlich werden die Ergebnisse eines
HaRTKad-Prototypenknotens pra¨sentiert.
Die Hauptbeitra¨ge sind:
  Das modifizierte Kad-Protokoll.
  Performanceanalyse eines HaRTKad-Knotens.
  Bestimmung der Performance des modifizierten Kad-Protokolls bestehend aus meh-
reren HaRTKad-Knoten.
  Vergleich von HaRTKad mit einem proprieta¨ren System.
Die Hauptbeitra¨ge sind in [SDAT14] publiziert. Der folgende Teil des Unterkapitels ist
wie folgt organisiert: In Abschnitt 4.3.2 werden die no¨tigen Grundlagen kurz erla¨utert
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und der HaRTKad-Ansatz ero¨rtert. Abschnitt 4.3.3 beschreibt einen HaRTKad-Knoten,
dessen Realisierung als Prototyp und dessen Performanceanalyse. In Abschnitt 4.3.5
wird ein Optimierungsvorschlag pra¨sentiert, um die Anzahl der HaRTKad-Teilnehmer
deutlich zu erho¨hen, ohne dabei Echtzeitvorgaben zu verletzen. Ein Vergleich mit einer
eigens entwickelten proprieta¨ren Lo¨sung ist in Abschnitt 4.3.7 aufgefu¨hrt.
4.3.2. Grundlagen und Designkonzept
Kad wurde entwickelt, um ein vollkommen dezentrales strukturiertes Netzwerk aufzu-
bauen. Jeder Knoten hat einen einzigartigen Hashwert, welcher ID genannt wird. Dieser
Hashwert wird u¨blicherweise durch eine Hashfunktion generiert, wie z.B. mittels des
MD4- oder MD5-Algorithmus [BB06]. Jeder Knoten ist verantwortlich fu¨r einen Satz
an Daten bzw. Informationen. Die Verantwortlichkeit wird durch die Suchtoleranz ST
gegeben. Kad generiert Hashwerte fu¨r Daten oder Informationen und bestimmt zusta¨n-
dige Knoten mittels der XOR-Distanz D zwischen dem Daten/Informations-Hashwert
und dem Knoten-Hashwert. Ist die Distanz D kleiner als ST , ist ein Knoten fu¨r die
Daten/Informationen zusta¨ndig. Formel 2.5 zeigt die Korrelation, wann ein Knoten zu-
sta¨ndig ist. Somit beeinflusst der Hashwert direkt, welche Daten/Informationen einem
Knoten zugeordnet werden [SW05].
In derzeitigen IE-Lo¨sungen wird das Problem der Einhaltung von harten Echtzeitbedin-
gungen gelo¨st, indem ein deterministischer Datenaustausch zugesichert wird. Dies kann
durch einen TDMA-Ansatz, welcher aber meist mittels eines Masters bzw. einer zen-
tralen Instanz realisiert wird, gelo¨st werden. Jedem Teilnehmer wird ein Zeitschlitz, in
dem er das Medium nutzen darf, zugeordnet. Kad hingegen besitzt keine zentrale In-
stanz, welche den Medienzugriff steuern kann. Daher muss ein Knoten autonom wissen,
wann er Zugriff auf das Medium erlangen darf. Der Hashwert eines Knotens HashNode
ist einzigartig und kann daher als Information genutzt werden, um einen Zeitschlitz zu
bestimmen, in der der Knoten einen erlaubten Zugriff auf das Medium hat. A¨hnlich der
Relation zwischen Hashwerten der Daten/Informationen und denen der Knoten wird vor-
geschlagen, eine Korrelation zwischen den Zeitschlitzen und den Hashwerten der Knoten
zu erzeugen, da beide einzigartig sind.
Aus Effektivita¨ts- und Skalierbarkeitsgru¨nden wird der in [DSA+15b] vorgestellte Al-
gorithmus zur Bestimmung der dynamischen Suchtoleranz (DST) verwendet, um die
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Netzwerkgro¨ße zu bestimmen und die Suchtoleranz ST so einzustellen, dass fu¨r je-
den Hashwert im Netzwerk mindestens ein Knoten zusta¨ndig ist. Der DST-Ansatz
wird nicht nur verwendet, um das Netzwerk sinnvoll vorzukonfigurieren (siehe Abschnitt
4.2.3.1), sondern wird auch im Sinne von HaRTKad erweitert. Die Abbruchbedingung
wird derart gea¨ndert, dass ho¨chstens ein Knoten pro Hashwert zusta¨ndig ist. Dieser
neue Algorithmus wird als inverse dynamische Suchtoleranz (IDST) bezeichnet. Ziel ist
es, Hashbereiche zu ermitteln, die exklusiv durch einen Knoten besetzt sind. Abbildung
4.17 repra¨sentiert einen DHT-Ring, bei dem die neue zweite Suchtoleranz STSlot derart
mit dem IDST-Algorithmus bestimmt wurde, dass ho¨chstens ein Knoten pro Hashwert
zusta¨ndig ist. Der neue Wert fu¨r STSlot wird konsistent mittels des IDST-Algorithmus





STSlot = 24-2 = 22 = 4
Abbildung 4.17.: Resultat des ISDT-Algortihmus. Der gesamte 4-Bit-Adressraum ist als
Ring dargestellt. Drei Knoten sind beispielhaft auf dem Ring platziert.
Es existieren vier Hashbereiche, die ho¨chstens durch einen Knoten be-
setzt sind.
Die Voraussetzung fu¨r das TDMA-basierte Zeitschlitzverfahren ist eine einheitliche Zeit-
basis aller teilnehmenden Knoten. Daher mu¨ssen alle Knoten im Kad-Netzwerk synchro-
nisiert werden. Dies kann mittels des NTP- oder PTP-Protokolls erfolgen oder direkt in
Kad mittels des in Abschnitt 4.2 beschriebenen Ansatzes.
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Nachdem der IDST-Algorithmus ausgefu¨hrt wurde und alle Knoten synchronisiert wur-
den, ist jeder Knoten in der Lage, zu bestimmen, wann er kommunizieren darf (Zu-
griff auf das geteilte Ethernet-Kommunikationsmedium). Es wird empfohlen, den IDST-
Algorithmus direkt nach dem DST-Algorithmus auszufu¨hren, da nur das Abbruchkrite-
rium ein anderes ist und die vorherigen Berechnungen identisch sind. Auf diese Weise
ließe sich u.U. ein Großteil an Ausfu¨hrungszeit einsparen.
Es ist no¨tig, eine Korrelation zwischen den Hashbereichen des Kad-Netzwerkes und dem
Zeitraum herzustellen, um einen Zusammenhang zwischen HaRTKad-Knoten-Hashwerten
und Zeitschlitzen zu bilden. Aus den Hashbereichen werden somit eindeutige Zeitschlit-
ze. Daher wird ein Ansatz vorgestellt, welcher den arbitrierten Medienzugriff auf eine
dezentrale Art lo¨st. Jeder Knoten weiß selbst, wann er einen Medienzugriff vornehmen
darf, da er sich selbststa¨ndig einem Zeitschlitz zuordnen kann. Die Anzahl an Schlitzen
bzw. Hashbereichen, in denen maximal ein Knoten enthalten ist, ist in Formel 4.7 darge-
stellt und ha¨ngt von der Bitbreite der Hashwerte und der neuen Suchtoleranz STSlot ab.
Zusa¨tzlich muss jeder Netzwerkteilnehmer die HaRTKad-Applikation ausfu¨hren, weil ein
unkontrollierter Medienzugriff zu mo¨glichen Pufferu¨berla¨ufen in den Switches und damit
zu Paketausfa¨llen fu¨hren kann. Somit wa¨re kein Determinismus und Echtzeitverhalten
garantiert. Allerdings ist es denkbar, dass Nicht-HaRTKad-Teilnehmer gesonderte Zeiten





Die Periode TCyc repra¨sentiert die Zykluszeit des Systems, in der jeder Knoten einmal
kommunizieren darf, was einem Umlauf auf dem Hashring entsprechen soll. TCyc ist in
Formel 4.8 definiert. TDel ist die Zulieferzeit eines Knotens. Dies umfasst das Finden
eines Zielknotens und eine Aktion mit diesem Knoten, wie die U¨bermittlung von Daten.
TCyc = TDel ∗NSlots (4.8)
Die aktuelle Zeit auf dem Ring tRing kann aus der absoluten aktuellen Zeit tNow und der
Zykluszeit TCyc ermittelt werden (siehe Formel 4.9).
tRing = tNow mod TCyc (4.9)
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Nun ist es wichtig, zu wissen, welchem Hashbereich und somit Zeitschlitz SlotNode ein





Da jeder Knoten den Wert fu¨r STSlot und die Zeit tNow kennt, kann er unabha¨ngig
entscheiden, ob er senden darf. Das Entscheidungskriterium wird in Formel 4.11 repra¨-
sentiert.
(tRing > SlotNode ∗ TDel) ∧ (tRing << SlotNode ∗ TDel + TDel) (4.11)
Unter der Verwendung der zuvor genannten Formeln ist man in der Lage, durch Kor-
relation des Hash- und Zeitbereiches eine auf Applikationsebene mittels Kad realisierte
TDMA-basierte Zeitschlitzkommunikation umzusetzen. Aus den Hashbereichen, die mit-
tels des IDST-Algorithmus ermittelt werden, und dem Bezug zur Zeit werden Zeitschlitze
generiert. Nach der Verwendung des IDST-Algorithmus muss nur noch die Zulieferzeit
TDel bestimmt werden. TDel ist ein technischer Parameter, der nur schwer theoretisch zu
ermitteln ist, da er auch von vielen anderen Parametern, wie der verwendeten Hardware,
abha¨ngt. Deshalb wurde ein Prototyp entwickelt, welcher in Abschnitt 4.3.3 vorgestellt
wird.
Ein Grund, warum man nicht direkt IP-Adressen fu¨r die Zuordnung zu den Zeitschlit-
zen verwenden sollte, ist, dass HaRTKad unabha¨ngig von jeglichen Protokollen in den
tieferen Schichten sein soll. Daher erfolgt die Zuordnung der Zeitschlitze in der Applika-
tionsschicht, sodass andere und auch proprieta¨re Protokolle neben IP unterstu¨tzt werden
ko¨nnen. Außerdem sind die IP-Adressen nicht derart gleich verteilt wie die durch den
MD4- oder MD5-Algorithmus generierten Hashwerte.
4.3.3. Der HaRTKad-Prototypenknoten
Da der pra¨sentierte Ansatz fu¨r Automatisierungsszenarien gedacht ist, ist es nicht nur
notwendig, den deterministischen Datenaustausch zwischen den Knoten zu garantieren.
Vielmehr ist es auch no¨tig, das Echtzeitverhalten der Kad-Knoten in Bezug auf die Pa-
ketverarbeitung sicherzustellen. Voraussetzung ist ein Echtzeitbetriebssystem, um einen
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Abbildung 4.18.: Software-Stack eines Kad-Knotens.
HaRTKad-Knoten zu realisieren. Unter diesen Bedingungen muss die gewa¨hlte Zielplatt-
form von einem Echtzeitbetriebssystem unterstu¨tzt werden. Eine Umsetzung der Idee in
Form eines ersten Prototyps erfolgte in der Masterarbeit von Robert Gubitz [Gub13],
welche mit dem Ludwig-Bo¨lkow-Nachwuchspreis 2013 ausgezeichnet wurde [lud13]. Auf-
grund des Einsatzszenarios in der industriellen Automatisierung wurde ein eingebettetes
System ausgewa¨hlt. Als Zielplattform dient das ZedBoard mit einem 667-MHz getak-
teten ARM-Prozessor [Avn]. Mittels des entwickelten HaRTKad-Prototyps ist es mo¨g-
lich, alle Zeiten bzgl. der Erstellung, Sendung, des Empfangs und der Verarbeitung der
ausgetauschten UDP-Pakete zu ermitteln, was TDel entspricht. Der Software-Stack des
Prototyps ist in Abbildung 4.18 dargestellt.
Software-Stack: Als Basis fu¨r die Software dient das ZedBoard als ARM-basierendes
System. FreeRTOS wurde als Betriebssystem ausgewa¨hlt, da es ein hartes Echtzeitver-
halten der Kad-Knoten ermo¨glicht [Rea]. Zusa¨tzlich wird lwIP als Teil von FreeRTOS
als leichtgewichtige Implementierung des TCP/IP-Stacks verwendet, um die Kommu-
nikation u¨ber Ethernet zu ermo¨glichen [Fre]. In der na¨chsten Schicht befindet sich die
HaRTKad-Applikation, welche den Medienzugriff steuert und somit die echtzeitfa¨hige
Kommunikation durch die Realisierung der Zeitschlitze ermo¨glicht. In dieser Schicht
wird der neue Ansatz realisiert. HaRTKad versteht sich hierbei nicht nur als Appli-
kation, sondern vielmehr auch als Middleware fu¨r weitere Applikationen oberhalb von
HaRTKad. Zwei mo¨gliche Applikationen werden in Kapitel 5 vorgestellt.
Threadaufbau: Der HaRTKad-Client besteht aus mehreren Threads. Alle Threads sind
mit einer kurzen Beschreibung in Tabelle 4.4 aufgefu¨hrt. Die Threads sind bereits nach
ihrer Priorita¨t in FreeRTOS sortiert und es wird mit dem ho¨chsten begonnen.
Der Main-Thread ist notwendig, da er die anderen Threads startet, und hat daher die
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Thread Priorita¨t Beschreibung
Main 5 Startet die anderen Threads
Externe Kontrolle 4 Empfang von externen Kommandos
Kad-Kommunikation 3 Verarbeitung der Kad-Pakete
Suche 3 U¨berwacht/zersto¨rt Suchobjekte
Netzwerk 2 Paketverarbeitung im Netzwerkinterface
Wartung 1 Wartungsthread
Idle OS Verwendet, um neue Threads zu generieren
Tabelle 4.4.: Aktive Threads des Kad-Clients.
ho¨chste Priorita¨t. Nachdem er die anderen Threads gestartet hat, geht er in den Idle-
Zustand. Die externe Kontrolle bekommt die zweitho¨chste Priorita¨t, um auf externe
Trigger wie einen durch eine Person ausgelo¨sten Feueralarm reagieren zu ko¨nnen. Dabei
ko¨nnen externe Trigger auch dedizierte Leitungen/Gera¨te darstellen, die fu¨r hochkriti-
sche Prozesse wie z.B. angeschlossene Sensoren an einem HaRTKad-Knoten verwendet
werden. Der Thread fu¨r die Kad-Kommunikation hat die na¨chstniedrigere Priorita¨t und
ist verantwortlich fu¨r die Verarbeitung der Kad-Pakete. Nachfolgend gibt es maximal drei
Threads, die die Suchobjekte von Kad u¨berwachen und lo¨schen, wenn die entsprechen-
den Bedingungen erfu¨llt sind. Da drei Suchobjekte aktiv unterstu¨tzt werden, ko¨nnen
diesbezu¨glich maximal drei Threads existieren. Der Netzwerkthread buffert die Pake-
te vom Netzwerk-Interface und leitet diese an die HaRTKad-Applikation weiter. Drei
Wartungs-Threads sind dafu¨r verantwortlich, das Netzwerk auf dem aktuellsten Stand
zu halten. Abschließend kommt der Idle-Thread, welcher zur Generierung neuer Threads
dient. Dieser hat eine vom Betriebssystem abha¨ngige Priorita¨t.
4.3.4. Performance-Evaluierung
Die Verwendung des modifizierten Kademlia-Protokolls und der echtzeitfa¨higen Kad-
Knoten erlaubt die Realisierung von Applikationen mit harten Echtzeitanforderungen auf
Basis von P2P-Technologie. Es ist no¨tig, ein Prototypenszenario mit HaRTKad-Knoten
aufzubauen, um die Performance des Systems zu ermitteln. Daher wurde ein Setup
von vier Komponenten zusammengestellt, welches es ermo¨glicht, die no¨tigen Messwer-
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Abbildung 4.19.: Experimentalaufbau fu¨r die Evaluierung.
te aufzunehmen. Ein PC, zwei ZedBoards und ein 8-Port Gigabit-Switch der Firma
Netgear [Net] stellen den Experimentalaufbau dar. Die zwei ZedBoards repra¨sentieren
das Kad-Netzwerk und sind logisch durch das Kad-Protokoll verbunden. Das Setup ist in
Abbildung 4.19 dargestellt. Die zwei Knoten bilden genau den diskreten Zeitraum eines
Zeitschlitzes ab, bei dem sie den exklusiven Zugriff auf das Medium besitzen. Somit ist
es mo¨glich mit zwei Instanzen pro diskreten Zeitschlitz auf das Gesamtsystem beste-
hend aus NSlots Zeitschlitzen zu schlussfolgern. Derart ko¨nnen alle no¨tigen Parameter
ermittelt werden. Zwei Operationen zwischen zwei ZedBoards werden in diesem Setup
unterstu¨tzt. Es handelt sich um Lese- und Schreibeoperationen, welche innerhalb der
HaRTKad-Applikation ausgefu¨hrt werden ko¨nnen.
Leseoperation: Wenn ein Nutzer eine Leseoperation durchfu¨hrt, wird eine Anzahl
an Integerwerten angefordert. Die Anzahl der Werte wird durch den Nutzer im User-
Request-Paket angegeben. Zusa¨tzlich wird der Hashwert des Knotens, welcher die Inte-
gerwerte liefern soll, angegeben. Das erste ZedBoard empfa¨ngt und verarbeitet das User-
Request-Paket. Da das erste ZedBoard nicht fu¨r die Leseanfrage zusta¨ndig ist, sucht es
im Kad-Netzwerk den Knoten, welcher laut Hashwert im User-Request-Paket fu¨r die An-
frage verantwortlich ist. Daher kontaktiert das erste ZedBoard das zweite mittels eines
Kad-Requests, weil es fu¨r Anfragen zusta¨ndig ist, und u¨berpru¨ft, ob dieser Knoten noch
existiert. Das zweite ZedBoard antwortet durch ein Kad-Response-Paket. Wenn das erste
ZedBoard das Kad-Response-Paket erha¨lt, kann es das zweite Board wieder kontaktie-
ren und die Leseaktion ausfu¨hren. Die Aktion wird mittels eines Action-Request-Paketes
durchgefu¨hrt, welches in diesem Falle ein Read Action-Request-Paket darstellt. Das zwei-
te ZedBoard antwortet durch ein Action-Response-Paket, was in diesem Fall durch ein
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Read Action-Response-Paket realisiert wird. Das Read Action-Response-Paket entha¨lt
alle vom Nutzer angeforderten Integerwerte, wobei auf dem sendenden Knoten zufa¨llig
Integerwerte erzeugt werden. Nachdem das erste ZedBoard das Read Action-Response-
Paket erhalten hat, leitet es die Integerwerte zum Nutzer mittels eines User-Response-
Paketes weiter.
Schreibeoperation: Wenn eine Schreibeoperation ausgefu¨hrt wird, wird eine Anzahl
an Integerwerten im User-Request-Paket u¨bertragen. Wie bei der zuvor beschriebe-
nen Leseoperation wird der verantwortliche Knoten fu¨r die Schreibeoperation im Kad-
Netzwerk gesucht. Das ist in diesem Fall ebenfalls das zweite ZedBoard. Dieses erha¨lt
nun das Action-Request-Paket, welches ein Write Action-Request-Paket vom ersten Zed-
Board darstellt. In dem Paket sind die Integerwerte enthalten, die auf dem zweiten
ZedBoard gespeichert werden sollen. Das zweite ZedBoard sendet ein Write Action-
Response-Paket als Besta¨tigung zuru¨ck, welches vom ersten ZedBoard zum Nutzer in
Form eines User-Response-Paketes weitergeleitet wird.
Die Zeiten wurden fu¨r beide Operationen gemessen, was auch die Kad-Operationen und
dessen Verarbeitung der Pakete mit einschließt. Der erste Messpunkt wird genommen,
wenn das erste ZedBoard das User-Request-Paket erha¨lt. Der zweite Zeitwert wird ge-
nommen, wenn das User-Response-Paket zuru¨ck zum PC gesendet wird. Das Ergebnis
der Zeitmessung fu¨r beide Operationen ist in Abbildung 4.20 zu sehen. Es ist deutlich,
dass Ergebnisse von unter einer Millisekunde erreicht werden ko¨nnen. Außerdem ist ein
lineares Verhalten bzgl. der Anzahl an angeforderten bzw. gesendeten Integerwerten zu
erkennen. Die Ergebnisse stellen TDel dar, was der Erstellung eines Suchobjektes, einem
Suchschritt (Lookup-Schritt) und dem Austausch von Integerwerten entspricht. Diese
Ergebnisse ko¨nnen fu¨r weitere Betrachtungen verwendet werden. Es wurde auch eine Al-
ternative zum ZedBoard untersucht. In Anhang B ist als Alternative zum ZedBoard das
Raspberry Pi fu¨r den Einsatz mit HaRTKad beschrieben. Auf Grund der Performance
und Echtzeitfa¨higkeit wurde das ZedBoard ausgewa¨hlt.
4.3.5. Optimierung der Kanalauslastung
Durch die Nutzung des TDMA-Ansatzes und der IDST kann es vorkommen, dass einzelne
Slots keinen Teilnehmer haben. Daher wird ein Ansatz vorgeschlagen, der eine effektivere
Auslastung des Mediums erzeugt. Zudem wird bei besetzten Zeitschlitzen das Medium
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Abbildung 4.20.: Performance-Evaluierung der HaRTKad-Kommunikation und
Paketverarbeitung.
nur geringfu¨gig ausgelastet, worin noch Optimierungsmo¨glichkeiten bestehen.
Ausnutzung der Verarbeitungszeit auf einem Knoten: Ist die schnellste Ver-
arbeitungszeit eines Knotens bekannt, kann diese Zeit genutzt werden, um eine ho¨here
Auslastung des Kanals zu erreichen. Wenn als Zielplattform fu¨r HaRTKad das ZedBoard




TDel ∗ 1GBit/s (4.12)
Die Auslastung ha¨ngt direkt von der Datenmenge ab, die u¨bertragen wird. Die Pakete,
die verwendet werden, sind bereits aus dem im Vorfeld vorgestellten Szenario ersichtlich.
Die Pakete wurden zusammengefasst in der Tabelle 4.5 mit ihren Gro¨ßen aufgelistet,
sodass es mo¨glich ist, die Kanalauslastung mittels der Gesamtheit an Daten Datapackets,
die ausgetauscht wurden, zu berechnen. Fu¨r die folgenden Ergebnisse wurden nur die
Pakete verwendet, die innerhalb des Kad-Netzwerkes u¨bertragen wurden. Die Pakete
vom und zum PC wurden nicht beru¨cksichtigt. Um die Ergebnisse vergleichbar zu ma-
chen, wurde angenommen, dass bei einer Lese- oder Schreibeoperation ein Integerwert
(4 Bytes) u¨bertragen wurde.
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Abbildung 4.21.: Interleaving des Medienzugriffes zur Erho¨hung der Auslastung.
Wenn ein Knoten mit dem Medienzugriff an der Reihe ist, beno¨tigt er die meiste Zeit fu¨r
das Verarbeiten von Paketen, anstatt fu¨r die Datenu¨bertragung. Daher ist es mo¨glich,
einen parallelen Zugriff auf das Medium zu gewa¨hren, um die effektive Auslastung zu
erho¨hen. Dieses Interleaving ist beispielhaft in der Abbildung 4.21 dargestellt. Der Peer
mit dem Hashwert
”
0000“ kontaktiert den Peer mit dem Hashwert
”
0011“. Aufgrund
der Zeit fu¨r die Verarbeitung des Paketes kann der Peer mit dem Hashwert
”
0001“ den
Peer mit dem Hashwert
”
0010“ ohne negative Einflu¨sse auf das System kontaktieren. Zu
beachten ist, dass ein Knoten nicht parallel in mehrere Prozesse eingebunden ist, damit
es nicht zu unbeabsichtigten Blockierungen kommt. Dies sollte auf Applikationsebene
geregelt sein, da HaRTKad i.d.R. nicht u¨ber die no¨tigen Informationen verfu¨gt.
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Mit den zuvor bestimmten Performanceparametern ist es nun mo¨glich, die Anzahl der
Knoten, welche theoretisch das Medium bei einer theoretischen Kanalauslastung von
100 % in einem Zeitschlitz nutzen ko¨nnen, zu bestimmen.
Um eine sinnvolle Aussage u¨ber die Performance bzw. Anzahl unterstu¨tzter Knoten vor-
zunehmen, wurde die Arbeit von Mark Felser [Fel05] verwendet. In dieser Arbeit werden
drei Klassen definiert: Human Control, Process Control und Motion Control. Diese drei
Klassen haben verschiedene Vorgaben in Bezug auf die Zykluszeit TCyc. Zur besseren
Vergleichbarkeit wird fu¨r die weiteren Betrachtungen angenommen, dass ein Informa-
tionsaustausch von einem Integerwert (4 Bytes) erfolgt. Das Ergebnis des Prototyps
zeigt, dass das Finden eines Knotens und der Austausch von 4 Byte ca. 700 μs beno¨tigt,
was bereits einen Suchschritt von 150 μs beinhaltet. Jeder weitere Suchschritt dauert
zusa¨tzliche 150 μs, was als TStep gekennzeichnet ist. Die Anzahl der Schritte ha¨ngt lo-
garithmisch von der Anzahl der Knoten im Kad-Netzwerk ab. 550 μs werden beno¨tigt,
um ein Suchobjekt zu erstellen und ein Action-Request- und Reponse-Paket zu senden,
zu verarbeiten, was insgesamt als TAction bezeichnet wird.
Es wurde beru¨cksichtigt, dass die Zeit zum Finden anderer Knoten im Kad-Netzwerk
ansteigt, was durch Formel 4.13 ausgedru¨ckt wird.
TDel = TAction + (log2(Nodes) ∗ TStep) (4.13)
Mit Hilfe der Formel 4.14 kann die Anzahl der Knoten ohne Interleaving ermittelt werden.






Die Lo¨sung von Formel 4.14 nach dem Parameter Nodes ist in Formel 4.15 gegeben,
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In Tabelle 4.6 ist die mo¨gliche Anzahl an Knoten gegeben, die mit dem vorgestellten
Ansatz realisiert werden kann.
Wenn keine Optimierung vorgenommen wurde, ist man in der Lage, eine geringe An-
zahl an Knoten zu unterstu¨tzen. Das Datenaufkommen, bestehend aus den Kad-Paketen
und den Action-Paketen, ist angegeben, um die Kanalauslastung zu berechnen. Es ist er-
sichtlich, dass die daraus resultierende Ethernet-Kanalauslastung sehr gering ist (< 1%).
Wenn hingegen die Optimierung in Form von Interleaving beru¨cksichtigt wird und ei-
ne parallele Kommunikation erlaubt ist, kann die Anzahl der Knoten stark gesteigert
werden. Dabei wird eine theoretische Auslastung des Mediums von 100 % angenommen
und numerisch die maximale Anzahl an Knoten bestimmt. Selbst wenn die Steigerung
geringer ist, ist ein enormes Steigerungspotential zu erwarten.
Attribute Human Process Motion
Zykluszeit TCyc [ms] 100 10 1
Ohne Interleaving
NodesStd 68 9 1
Zulieferzeit TDel [μs] 1600 1150 700
Daten pro TCyc [KB] 98,94 8,1 0,345
Kanalauslastung [%] 0,73 0,63 0,39
Mit Interleaving
NodesOpt 4.873 621 85 (8)
Zulieferzeit TDel [μs] 2650 2200 1750 (1000)
Daten pro TCyc [KByte] 12.499,95 1.248,21 123,68 (5,586)
Kanalauslastung [%] 99,99 99,85 98,94 (4,576)
Tabelle 4.6.: Zusammenfassung der HaRTKad-Performance.
Wenn ein Human Control-Szenario gewa¨hlt wird, kann eine Kanalauslastung von 0,73 %
erreicht werden, falls kein Interleaving verwendet wird. Aufgrund der niedrigen Kanal-
auslastung ist es mo¨glich und auch von Vorteil, parallele Kommunikationen einzusetzen.
Man kann dabei aber nicht ohne Weiteres im Human Control-Szenario die Anzahl der
Knoten um den Faktor 136 erho¨hen, um von 0,73 % auf 100 % zu kommen, da eine
ho¨here Anzahl an Knoten auch die Anzahl der Suchschritte erho¨ht und dies ein erho¨h-
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tes Datavolumen zur Folge hat. So kann z.B. beim Human Control-Szenario die Anzahl
der Knoten von 68 auf 4873 erho¨ht werden, was eine Steigerung um den Faktor von 71
entspricht, wenn die Abha¨ngigkeit von der Anzahl der Knoten beru¨cksichtigt wird.
Zu beachten sind dabei die Werte fu¨r Interleaving beim Motion-Szenario. Wu¨rde man
eine 100%ige Auslastung des Mediums zulassen, fu¨hrt dies bei 85 Knoten zu einer zu
hohen Zeit TDel zum Finden eines Knoten und einer Interaktion. Die Zeit TDel wu¨rde
1750 μs betragen. Dies liegt vor allem an der gro¨ßeren Anzahl an Hops bei 85 Knoten.
Da fu¨r die Anzahl der Hops der Worst Case angenommen wird, wurde alternativ in
Klammern in der Tabelle 4.6 die Anzahl an Knoten angegeben, ohne die Vorgaben des
Motion-Szenarios (TCyc = 1 ms) zu verletzen. Hier ist ein großes Potential zu erkennen,
da vom Worst Case ausgegangen wurde. Ergebnisse der Arbeit [Kap14] zeigen, dass die
durchschnittliche Anzahl an Hops bei 1,4 liegt. Dies wu¨rde zu einer geringeren Zeit TDel
fu¨hren, womit die Anzahl von 85 Knoten potentiell mo¨glich wa¨re.
Um die Optimierung (Interleaving) einzufu¨hren, ist es nur no¨tig, den IDST-Algorithmus,
welcher in Abschnitt 4.3.2 beschrieben ist, leicht zu vera¨ndern. Der IDST-Algorithmus
berechnet STSlot derart, dass ho¨chstens ein Knoten in einem Zeitschlitz erlaubt ist. Die
Anzahl der Schlitze NSlots wird beibehalten und die Anzahl der Knoten NodesOpt, die im
Vorfeld numerisch ermittelt wurden, wird nun verwendet. Der neue approximierte Wert
fu¨r die Knotenanzahl pro Schlitz NodesSlotOpt ist in Formel 4.16 gegeben. Der Vorteil
durch die Nutzung des MD5-Algorithmus ist, dass nahezu das theoretische Maximum





Der neue Suchtoleranzwert STSlotOpt wird durch den IDST-Algorithmus unter der Ver-
wendung von NodesSlotOpt erzeugt und im Netzwerk verteilt. Die Wechselwirkung der
Kommunikation durch die erho¨hte Netzwerkauslastung sollte dabei noch durch Simula-
tionen untersucht werden. Inwieweit die theoretische Kanalauslastung von nahezu 100 %
erreicht werden kann, ko¨nnte derart bestimmt werden.
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4.3.6. Umgang mit Kollisionen
Vereinzelte Kollisionen sollten direkt in der Applikation abgefangen werden, indem u¨ber-
pru¨ft wird, ob bereits ein Gera¨t mit dem Hashwert im Netzwerk existiert. Nun kann
es vorkommen, dass z.B. Gera¨te anhand ihrer Funktion beschrieben werden, wie z.B.
Feuermelder, und dies als Parameter fu¨r die Hashfunktion genutzt wird. Bei vielen Feu-
ermeldern in einer Anlage wu¨rde dies zu massiven Hashkollisionen fu¨hren, sodass nicht
mehr garantiert werden kann, dass alle Gera¨te gefunden werden, da nur ein Gera¨t pro
Hashwert in der Routingtabelle eines Knotens gespeichert wird. Dieses Problem wurde
bereits durch ein sogenanntes MultiKad-System gelo¨st. Durch die Einfu¨hrung eines zwei-
tes Hashwertes ko¨nnen Subringe gebildet werden, die alle den gleichen urspru¨nglichen
Hashwert besitzen. Dies ermo¨glicht einen Aufbau aus Subringen, die z.B. alle die gleiche
Funktionalita¨t anbieten. Eine detaillierte Beschreibung findet sich in [ASD+14a].
4.3.7. Vergleich mit einem proprieta¨ren System
Wie bereits in Abschnitt 4.1 ersichtlich ist, kann hingegen mit teilweise nicht stan-
dardkonformen, spezialisierten Lo¨sungen auch eine ho¨here Performance erreicht werden.
In Zusammenarbeit mit dem Max-Planck-Institut fu¨r Plasmaforschung in Greifswald
wurde solch ein z.T. proprieta¨res System fu¨r das Wendelstein 7-X (W7-X)-Fusions-
Experiment entwickelt, das sogenannte Time-Trigger-Event(TTE)-System. Das TTE-
System wird an dieser Stelle vorgestellt, um die Vor- und Nachteile einer proprieta¨-
ren Lo¨sung mit ho¨chsten Anforderungen aufzuzeigen. Zudem ist damit ein Vergleich
mit dem HaRTKad-System mo¨glich. Der W7-X ist ein Fusions-Experiment, basierend
auf dem Stellarator-Konzept [GWXT98]. Ziel des Projektes ist es, die Dauerbetriebs-
mo¨glichkeiten der Stellarator-Fusions-Anlage zu erforschen. Es sind Datenraten von 30
GByte/s und eine Gesamtmenge von 50 TByte pro Langzeitexperiment geplant. Aus
diesem Grund sind erweiterte Konzepte fu¨r die Echtzeitkontrolle des Plasmas, der konti-
nuierlichen Datenerfassung und Datenarchivierung no¨tig. Die wichtigste Voraussetzung
fu¨r die Kontrolle und Datenerfassung ist es, alle Messungen mit pra¨zisen Zeitstempeln
zu versehen.
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4.3.7.1. Genereller Aufbau des TTE-Systems
Abbildung 4.22 stellt das gesamte TTE-System des W7-X dar. Das TTE-System besteht
aus vier Komponenten: der zentralen cTTE-Karte, den lokalen lTTE-Karten, den TTE-
Switches und den Verbindungen zwischen den Komponenten.
Um den hohen Anforderungen der pra¨zisen Zeitstempel mit einer Auflo¨sung 10 bis 20 ns
im W7-X-Umfeld gerecht zu werden, wurde das TTE-System entwickelt. Die Hauptauf-
gabe des TTE-Systems ist die Synchronisation aller Takte mit einer ausreichenden Ge-
nauigkeit [SNW+02]. Des Weiteren muss das System in der Lage sein, Event-Nachrichten
u¨ber Ereignisse senden, empfangen und verarbeiten zu ko¨nnen. Auf Basis der pra¨zisen
Zeiten bauen weitere Funktionalita¨ten auf, wie z.B. Zeitstempelgenerierung oder die Er-
zeugung von elektrischen Pulsen. Die Verbindung zwischen der cTTE-Karte und den
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lTTE-Karten wird u¨ber ein optisches Lichtwellenleiter(LWL)-Netzwerk hergestellt, wel-
ches auch TTE-Switches beinhaltet, um einen Nachrichtenversand zur cTTE-Karte, die
ebenfalls einen LWL-Eingangsport besitzt, zu ermo¨glichen. Der Datentransfer von Zeit-
und Event-Nachrichten auf dem LWL basiert auf einem proprieta¨ren Protokoll, aufbau-
end auf Bitstuffing und Manchester-Kodierung. Zusa¨tzlich wird der Takt kodiert u¨ber
LWL mitu¨bertragen. Er wird direkt aus dem Manchester-kodierten Signal gewonnen (De-
tails siehe in [SLN05, SLN06]). Die TTE-Funktionalita¨t umfasst, dass jede lTTE- und
cTTE-Karte in der Lage ist, Trigger-, Zeit- und Event-Nachrichten zu verarbeiten und
zu erzeugen. Nachrichten von der cTTE-Karte zu den lTTE-Karten wurden als Broad-
cast gesendet, wohingegen Nachrichten von einer lTTE-Karte an eine cTTE-Karte als
Unicast-Nachrichten verschickt sind, da nur die cTTE-Karte als Empfa¨nger bestimmt ist.
Trigger-Signale mit sehr hohen Anforderungen an die Antwortzeit und Zuverla¨ssigkeit
werden u¨ber zusa¨tzliche Trigger-Leitungen realisiert. Die Anzahl der TTE-Einheiten ist
flexibel und nicht eingeschra¨nkt. Die erste Generation der TTE-Einheiten wird im Fol-
genden mit dem Ku¨rzel
”
V1“ vermerkt. Die aktuell entwickelte Version mit dem Ku¨rzel
”
V2“ wird in [ScSk12] detaillierter vorgestellt. Ebenfalls Bestandteil des Funktionsum-
fangs des Systems ist eine Delaymessung der Pfade zwischen den Instanzen, welche mit
einer Genauigkeit von ca. 2 ns durchgefu¨hrt werden kann. Dies zeigt ebenfalls die ho-
hen Anforderungen an das System. Im laufenden Betrieb besteht das System aus zwei
cTTE-Karten, wobei eine als Backup dient. Die Anzahl der lTTE-Karten betra¨gt ca.
100 Einheiten.
4.3.7.2. Vergleich TTE-System mit HaRTKad
Das HaRTKad-System und das TTE-System weisen beide Vor- und Nachteile auf. Je
nach Einsatzgebiet ist die Wahl zu treffen, welches System zu bevorzugen ist. Als Ent-
scheidungsgrundlage werden im Folgenden die Vor- und Nachteile aufgefu¨hrt.
Vorteile des TTE-Systems: Der gro¨ßte Vorteil des TTE-Systems liegt in der Perfor-
mance. Benachrichtigungen u¨ber das LWL-Netzwerk werden nahezu ohne Verzo¨gerung
an die Teilnehmer verteilt. Die einzige variable Verzo¨gerung tritt durch die Leitungsla¨n-
gen auf. Darum muss das Delay zwischen der cTTE-Karte und den lTTE-Karten be-
stimmt werden. Die lokale Auflo¨sung der Zeit betra¨gt 10 ns, was hochperformante und
pra¨zise lokale Funktionalita¨ten ermo¨glicht. Das System selbst nutzt mehrere U¨bertra-
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gungsmedien. Neben dem LWL-Netzwerk werden auch Ethernet und dedizierte Kabel zur
direkten Verdrahtung verschiedener Gera¨ten mit lTTEV2-Karten oder lTTEV2-Karten
untereinander verwendet. Durch den Einsatz von Ethernet und Standardprotokollen,
wie Raw-Ethernet oder UDP/IP, ist es mo¨glich, die Systeme auch als autonome Einhei-
ten aufzufassen. Sie lassen sich somit bei der Verwendung von UDP/IP in bestehende
Ethernet-basierte Netzwerke integrieren, was eine Wartung/Interaktion mit dem System
von einer beliebigen Stelle im Netzwerk ermo¨glicht.
Nachteile des TTE-Systems: Der Nachteil des Systems ist der komplexe Aufbau
durch die Verwendung mehrerer U¨bertragungsmedien. Zusa¨tzlich ist der Aufbau durch
die hierarchische Struktur eingeschra¨nkt, da ein Master zur Synchronisation zwingend
notwendig ist. Dieser Master, welcher durch die cTTEV2-Karte repra¨sentiert ist, stellt
auch eine potentielle Schwachstelle in Form eines SPoFs dar. Sollte die cTTEV2-Karte
ausfallen, ist eine Synchronisation des gesamten Netzwerkes nicht mo¨glich. Dieser Um-
stand wird ein wenig abgeschwa¨cht, da die lTTEV2-Karten auch in der Lage sind, au-
tonom zu arbeiten. Jedoch kann ihr synchronisierter Zustand durch z.B. Clock Drifts
der lokalen Taktgeber nicht zugesichert werden. Die cTTEV2-Karte stellt auch einen
Flaschenhals bzgl. der Kommunikation mittels LWL dar. Da alle lTTEV2-Karten zu der
zentralen cTTE-Karte senden ko¨nnen, kann schnell eine U¨berlastsituation entstehen. Als
Gegenmaßnahme werden TTE-Switches eingesetzt, um die Daten zur cTTEV2-Karte zu
puffern. Bei den drei TTE-Komponenten handelt es sich allerdings um proprieta¨re Lo¨-
sungen, was hohe Anschaffungskosten gegenu¨ber Standardkomponenten zur Folge hat.
Durch den Einsatz von z.T. proprieta¨ren Protokollen (Datenu¨bertragung bei LWL) und
Hardware ist auch die Interoperabilita¨t eingeschra¨nkt. Ein weiterer Nachteil ist, dass
Ethernet nicht fu¨r harte Echtzeitanforderungen verwendet werden kann, da der Medien-
zugriff nicht gesteuert wird.
Vorteile des HaRTKad-Systems: Das HaRTKad-System als reine Realisierung auf
der Applikationsschicht verwendet keine proprieta¨ren Protokolle und versteht sich als
Middleware fu¨r andere Applikationen. Zusa¨tzlich wird nur Standard-Hardware zur Ver-
arbeitung und Kommunikation genutzt, was die Herstellung von Gera¨ten kostengu¨n-
stig macht. Da die Kommunikation nur UDP/IP als Voraussetzung hat, lassen sich
HaRTKad-Systeme auf alle Technologien unterhalb von UDP/IP abbilden. Hierdurch
wird ein hoher Grad an Integration erreicht. Da HaRTKad zusa¨tzlich auf Kad als P2P-
Netzwerk basiert, erbt es auch dessen intrinsische Eigenschaften. Es wird keine zentrale
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Instanz zur Verwaltung des Netzwerkes beno¨tigt, womit potentielle Schwachstellen in
Form von SPoFs vermieden werden. Dies ist eine Grundvoraussetzung fu¨r ein Ho¨chst-
maß an Flexibilita¨t. Das Netzwerk ist von jedem Gera¨t aus wartbar, da nur ein IP-Zugang
zum Netzwerk erforderlich ist. Auch kann es zu keiner U¨berlastsituation von Gera¨ten
kommen, weil das Netzwerk sehr gut mit der Anzahl der Knoten bzgl. der Synchronisa-
tion und des Datenaustausches skaliert.
Nachteile des HaRTKad-Systems: Als Nachteil ist die geringere Performance ge-
genu¨ber dem TTE-System festzustellen. Die fu¨r die Ergebnisse verwendete eingebettete
Zielplattform erreicht bereits beachtliche Werte von unter 1 ms fu¨r das Finden und den
Austausch von Daten, ist aber fu¨r Einsa¨tze im Nanosekundenbereich derzeitig nicht
geeignet. Mit Steigerung der Leitungsfa¨higkeit der Systeme und auch der Netzwerkver-
bindungen ist aber ein großes Potential in der Zukunft zu sehen, um HaRTKad weiter
zu verbessern.
Es wird deutlich, dass die Zeitanforderungen das zu wa¨hlende System maßgeblich bestim-
men. Das HaRTKad-System bietet auf Grund seiner hohen Flexibilita¨t, Skalierbarkeit,
Wartbarkeit, niedrigen Kosten und Integrationsfa¨higkeit die ho¨chste Zukunftsfa¨higkeit,
besonders im Umfeld des Internet der Dinge.
4.3.8. Fazit
In diesem Abschnitt wurde ein Ansatz zur Realisierung eines komplett dezentralen Kad-
Netzwerkes, welcher Operationen in harter Echtzeit ermo¨glicht, vorgestellt. Zusa¨tzlich
wurde ein Prototyp vorgestellt, der den HaRTKad-Ansatz realisiert. Die Kombinati-
on aus dem pra¨sentierten modifizierten Kad-Protokoll und dem laufenden Prototypen
erlaubt die Realisierung von Applikationen mit harten Echtzeitanforderung, hoher Aus-
fallsicherheit, Skalierbarkeit und Flexibilita¨t ohne einen SPoF. Des Weiteren besitzt das
System eine hohe administrative Skalierbarkeit, da es von allen Punkten im Netz aus ge-
wartet werden kann. Das Hinzufu¨gen und Entfernen von Instanzen geschieht flexibel ohne
den Bedarf einer zentralen Instanz. Jeder Knoten agiert autonom anhand seiner Daten
und gegebenen Parameter und steuert seinen Medienzugriff, was ein hartes Echtzeit-
verhalten mit hoher Flexibilita¨t und Skalierbarkeit ermo¨glicht. Weitere Optimierungen
ko¨nnten durch Verwendung eines neueren 10-GBit/s-Ethernet-Standards erreicht wer-
den. Zudem wu¨rde das Einbeziehen von Topologiewissen einen enormen Vorteil bringen,
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weil derzeit die Worst Case-Annahme getroffen wird, dass es einen Punkt im Netzwerk
geben ko¨nnte, den der gesamte Datenverkehr passieren muss. Dies ist z.B. der Fall, wenn
alle Daten an einen Endknoten gehen. Ist dies nicht der Fall, ko¨nnte eine gesteigerte
Parallelita¨t einen Vorteil bzgl. der Anzahl der unterstu¨tzten Knoten bringen. Ein ab-
schließender Vergleich mit dem mitentwickelten teils proprieta¨ren TTE-System ero¨rtert
die Vor- und Nachteile beider Ansa¨tze. Es wird deutlich, dass die Zeitanforderungen das
zu wa¨hlende System maßgeblich bestimmen. Das HaRTKad-System bietet auf Grund
seiner hohen Flexibilita¨t, Skalierbarkeit, Wartbarkeit, niedrigen Kosten und Integrati-




















Abbildung 4.23.: Darstellung des HaRTKad-Protokollstacks und Einordnung in den
Gesamtkontext.
Einordnung in den Gesamtkontext der Arbeit: HaRTKad wurde entwickelt, um
das Defizit der deterministischen Datenu¨bertragung mittels Ethernet zu lo¨sen. Dieses
Defizit ist der Grund, weshalb PSP-Auto (siehe Unterkapitel 3.2) noch nicht u¨ber harte
Echtzeit verfu¨gt. Mit dem Fokus auf die Automatisierung wurden weitere Anforderun-
gen wie die Interoperabilita¨t, Ausfallsicherheit, Flexibilita¨t und Skalierbarkeit abgeleitet.
HaRTKad nutzt hierfu¨r P2P-Technologie und basiert konsistent auf UDP. Neben dem
eingefu¨hrten softwarebasierten TDMA-Verfahren ist es ebenso mo¨glich, mittels des vor-
gestellten KaDisSy-Algorithmus das Netzwerk komplett dezentral zu synchronisieren.
Oberhalb von HaRTKad ko¨nnen weitere Applikationen folgen, die auf den u¨bertragenen
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Daten arbeiten ko¨nnen. Eine Darstellung ist in Abbildung 4.23 zu sehen. Mit Hilfe von
HaRTKad lassen sich so erstmals in dieser Arbeit Systeme mit harter Echtzeit umset-
zen. Zusammenha¨ngende Daten sind jedoch noch auf die maximale Payload von UDP-
Paketen (1500 Bytes) begrenzt, sodass weitere Mechanismen eingefu¨hrt werden mu¨ssen,
um dieses Defizit zu beheben.
4.4. Kapitelzusammenfassung
In diesem Kapitel wurden die Grundlagen aufgezeigt, um ein System, basierend auf
Kad, zu realisieren, welches fu¨r den Einsatz in der Automatisierung mit harter Echtzeit
geeignet ist. Die Anforderungen an ein solches System wurden durch einen U¨berblick
auf bestehende Lo¨sungen abgeleitet. Es ist ersichtlich, dass derzeitige Systeme den ho-
hen Anforderungen und Anspru¨chen nicht ohne A¨nderungen gerecht werden. Das hier
vorgestellte Verfahren, HaRTKad, realisiert ein Echtzeitsystem und die Echtzeitkom-
munikation mittels Kad. Zusa¨tzlich kann auf Grund des verwendeten TDMA-Ansatzes
auch die Synchronisation innerhalb von HaRTKad erfolgen. HaRTKad bietet somit ein
eigensta¨ndiges System, das in Software realisiert ist und auf Standard-Protokollen ba-
siert. Es weist durch die Verwendung von P2P-Technologie bereits einen Großteil der
abgeleiteten und geforderten Eigenschaften auf. Ein Prototyp beweist bereits, dass ein
Austausch von Daten unter 1 ms mo¨glich ist. Als weitere Herausforderung bleibt die Be-
grenzung des Jitters, welcher zu untersuchen ist. Das System la¨sst sich bereits im Process
Control-Umfeld einsetzen. Fu¨r einen sinnvollen Einsatz im Motion Control-Umfeld bzw.
in isochroner Echtzeit sind weitere Verbesserungen durchzufu¨hren, die als Optimierungen
erwa¨hnt wurden, um auch die Anzahl der Knoten steigern zu ko¨nnen. HaRTKad besitzt
als Alleinstellungsmerkmal, dass es die erste rein softwarebasierte P2P-Realisierung im
Umfeld der Automatisierung darstellt. Wie HaRTKad als Middleware dienen kann, wird
im folgenden Kapitel 5 anhand von zwei Beispielen gezeigt.
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Kapitel 5.
Harte Echtzeitapplikationen basierend auf
HaRTKad
In diesem Kapitel sollen Applikationen vorgestellt werden, die in Verbindung mit HaRT-
Kad genutzt werden ko¨nnen. Es werden zwei Applikationen vorgestellt, die harte Echt-
zeiteigenschaften besitzen oder durch HaRTKad zur harten Echtzeit gelangen, auch in
Bezug auf die Kommunikation.
Die erste Applikation in Abschnitt 5.1 ist im Bereich der Web Services angesiedelt. Es
wird eine Verbesserung des sogenannten WS-Eventing vorgestellt, welches zum Verteilen
von Events an viele Teilnehmer gedacht ist. Zum einen wird ein neuer skalierbarer An-
satz vorgestellt und zum anderen eine geeignete Plattform, die harte Echtzeit erreicht.
Mittels des HaRTKad-Ansatzes kann die maximale Gro¨ße und Anzahl der Eventingsy-
steme bestimmt werden, bei der auch eine deterministische Kommunikation zugesichert
werden kann.
Die zweite Applikation ist eine Erweiterung des aus Unterkapitel 3.2 vorgestellten PSP-
Auto-Systems, welches fu¨r Automatisierungsanforderungen angepasst wurde. Die PSP-
Auto-Applikation, die in Abschnitt 3.2 fu¨r weiche Echtzeit definiert wird, wird um die
zusa¨tzliche Eigenschaft zur U¨bertragung von gro¨ßeren Datenmengen erweitert. Das Ge-
samtsystem weist bezu¨glich der Plattform und der Kommunikation harte Echtzeitfa¨hig-
keiten auf.
5.1. Ein hochskalierbares echtzeitfa¨higes WS-Eventing 134
5.1. Ein hochskalierbares echtzeitfa¨higes WS-Eventing
5.1.1. Einleitung
Web Services sind durch eine lose Kopplung von Gera¨ten und die Verwendung von stan-
dardisierten Protokollen eine etablierte und verbreitete Art, Services in einer vernetzten
Welt anzubieten (siehe Abschnitt 2.1.4). Als Enterprise-Lo¨sung oder als externe API
sind sie bereits bei Firmen wie Amazon oder Google stark akzeptiert [Ama] [Goo].
Mit der Idee des Internet der Dinge (IoT) wird die Anzahl der Gera¨te in den verschieden-
sten Netzwerken exponentiell ansteigen [Eva11]. IoT ist ebenfalls ein wichtiger Faktor in
der Automatisierungsindustrie, wobei hier ein Echtzeitverhalten verlangt wird [EA12].
Dies umfasst ebenso Gera¨te mit limitierten Ressourcen wie eingebetteten Systemen. Mit
dem urspru¨nglich 2006 vero¨ffentlichten Devices Profile for Web Services (DPWS) von
Microsoft ko¨nnen diese Gera¨te miteinander u¨ber einen gemeinsamen Standard kommu-
nizieren und sind somit leicht in bestehende Netzwerke integrierbar. DPWS, welches im
Jahre 2009 ein OASIS-Standard wurde, ist ein Verbund verschiedener Standards, welcher
Web Services fu¨r eingebettete Systeme einheitlich definiert und nutzbar macht [OAS09a].










Abbildung 5.1.: Darstellung des DPWS-Stacks [ZMTG10].
Typische Standards sind WS-Discovery und WS-Eventing, welche essentiell zum Aus-
fu¨hren verschiedenster Operationen sind [OAS09c], [DMWC11].
WS-Discovery: WS-Discovery wird verwendet, um Services im Netzwerk zu finden,
was mittels zwei verschiedener Modi geschehen kann - dem Managed-Modus oder dem
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Ad-Hoc-Modus. Im Managed-Modus wird die Suche nach Services mittels eines Service
Proxies gelo¨st. Der Service Proxy besitzt das Wissen u¨ber alle verfu¨gbaren Services im
Netzwerk und kann bei einer Anfrage direkt vermitteln. Der Ad-Hoc-Modus hingegen
wird bevorzugt, da er keine zentrale Instanz beno¨tigt, welche einen Single Point of Failure
(SPoF) und Flaschenhals darstellt. Jedes Gera¨t agiert autonom, wenn es dem Netzwerk
beitritt. Dies hat allerdings in Bezug auf die Skalierbarkeit Nachteile, wenn neue Gera¨te
bzw. Services gesucht werden. Wenn ein Gera¨t mittels eines Multicasts nach allen Ser-
vices eines Typs sucht, erha¨lt es alle Antworten innerhalb eines kurzen Zeitfensters. Dies
kann zu einer immensen U¨berlastsituation beim suchendem Gera¨t und somit zu Verwu¨r-
fen von Antworten fu¨hren. Zusa¨tzlich stellt dies auch ein Sicherheitsrisiko auf Grund von
DDoS-Attacken dar. Ein Ansatz zur Lo¨sung dieses Problems ist bereits in [ASD+14a] be-
schrieben und erfolgreich getestet worden. Die Lo¨sung basiert auf der Verwendung eines
DHT-basierten Discovery-Algorithmus. Der Algorithmus weist durch die aktive Kontrol-
le der Suchkommandos nach Services an einzelne Knoten eine sehr gute Skalierung auf
und vermeidet damit die Nutzung von Multicast. Der DHT-basierte Algorithmus wurde
mittels Kad als Softwaregrundlage realisiert. Basierend auf dieser Lo¨sung sollen nach
dem Finden von Services weitere Applikationen, die auch den Fokus auf Skalierbarkeit
und Effizienz legen, realisiert werden. Eine Applikation ist ein Eventing-System, welches
im Vorfeld das optimierte WS-Discovery [ASD+14a] zum Finden von Eventquellen nutzt.
Ein Eventing-System basiert auf einem Publish-Subscribe-Mechanismus und bietet eine
gute Mo¨glichkeit der asynchronen Kommunikation.
WS-Eventing: Das WS-Eventing wird genutzt, um z.B. sogenannte Publish-Subscribe-
Konzepte umzusetzen. Hierdurch kann auf ein Polling von z.B. Sensorwerten verzich-
tet werden. Zusa¨tzlich erlaubt das Eventing einen hohen Grad an entkoppelten Gera¨-
ten, was die Skalierbarkeit erho¨hen kann sowie eine unabha¨ngige Kommunikation zwi-
schen den Gera¨ten ermo¨glicht [EFGK03]. Es existieren zwei Instanzen, die in Inter-
aktion zueinander stehen - Eventquellen und Eventsenken. Ein System basierend auf
dem Publish-Subscribe-Konzept ist bereits im WS-Eventing-Standard beschrieben, hat
aber einen großen Nachteil in Bezug auf die Skalierbarkeit, da nur ein Gera¨t die Event-
Benachrichtigungen an alle bei ihm angemeldeten Knoten senden muss. Dies ist nicht fu¨r
Echtzeitszenarien geeignet, weil die Benachrichtigungen u¨ber Events bei einer steigenden
Anzahl an angemeldeten Gera¨ten sehr spa¨t eintreffen ko¨nnen. In diesem Beitrag wird ein
neuer Ansatz pra¨sentiert, um dieses Problem zu beheben und um ein Eventing-System
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aufzubauen, das fu¨r hochskalierte Netzwerke geeignet ist. Dies gelingt durch einen neuen
Benachrichtigungsalgorithmus, im Gegensatz zu dem im WS-Eventing-Standard verwen-
deten. Zusammengefasst sind die Hauptbeitra¨ge folgende:
  Vorstellung eines Ansatzes fu¨r ein optimiertes Eventing-System.
  Eine prototypische Implementierung des vorgeschlagenen Ansatzes.
  Messergebnisse von einem experimentalen Aufbau.
  Vergleich des neuen Benachrichtigungsalgorithmus mit dem Standard-WS-Event-
ing-Verteilungsalgorithmus.
Die Hauptbeitra¨ge dieses Unterkapitels sind in [SAD+14] publiziert. Der Rest ist wie
folgt gegliedert: Abschnitt 5.1.2 beinhaltet die Beschreibung des Standes der Technik. In
Abschnitt 5.1.3 wird ein kurzer U¨berblick u¨ber den WS-Eventing-Standard gegeben. Ver-
schiedene Optimierungen und der neue skalierbare Benachrichtigungsalgorithmus werden
in Abschnitt 5.1.4 beschrieben.
In Abschnitt 5.1.5 wird der Experimentalaufbau bestehen aus mehreren Prototypen vor-
gestellt. In den folgenden Abschnitten werden aufgenommene Messergebnissen aufge-
fu¨hrt, welche den Standard- und optimierten Benachrichtigungsalgorithmus zur Vertei-
lung der Events abbilden.
5.1.2. Stand der Technik
Es gibt viele Ansa¨tze, ein Eventing mittels des Publish-Subscribe-Ansatzes zu reali-
sieren [EFGK03]. Diese Arbeit konzentriert sich auf das standardisierte WS-Eventing
und listet relevante Arbeiten zur Verbesserung des WS-Eventing in Form von besserer
Skalierbarkeit und Zuverla¨ssigkeit auf. Diese Aspekte sind essentiell fu¨r den Einsatz in
hochskalierten Netzwerken mit Echtzeitanforderungen, wie Automatisierungsszenarien.
In [TGK08] werden WS-Eventing und der Java Message Service (JMS) als eine Mo¨g-
lichkeit zur Realisierung eines Eventing-Systems im Umfeld der Automatisierung pra¨-
sentiert. Der Java-basierte JMS erho¨ht dabei die Komplexita¨t der Implementierung und
den Overhead des Systems. Zusa¨tzlich wird eine hierarchische/zentralisierte Struktur
des JMS-basierten Publish/Subscrib-Systems verwendet, was im Widerspruch zum Ge-
danken des Ad-Hoc-Netzes und der Vermeidung eines SPoFs/Flaschenhalses steht. Als
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zentrales Element stellt sich der Message Broker oder Application Server heraus. WS-
Eventing als Alternative zu JMS wird wegen seiner geringen Skalierbarkeit auf Grund
der alleinigen Benachrichtigung der Eventsenken durch die Eventquelle durch [TGK08]
kritisiert. Im Gegenzug wird WS-Eventing als Teil von DPWS fu¨r seine einfache Integra-
tion durch die Standardisierung hervorgehoben. Zusa¨tzlich wird das schnelle Verstehen
und Einarbeiten in den WS-Eventing-Standard positiv erwa¨hnt, was auf die Einfachheit
und Modularita¨t zuru¨ckzufu¨hren ist.
Des Weiteren ist aus dem Beitrag nicht ersichtlich, welche Performance Gera¨te in diesem
Umfeld haben mu¨ssen und ob die vorgeschlagenen Lo¨sungen dann noch sinnvoll sind. Au-
ßerdem argumentierten die Autoren gegen die Verwendung von geteilten Medienkana¨len
und schlagen die Verwendung von proprieta¨ren Protokollen auf unteren Gera¨teebenen
vor. Allerdings nutzt Industrial Ethernet ein geteiltes Medium und die Verwendung von
proprieta¨ren Protokollen bedeutet auch, die gewu¨nschte horizontale und vertikale Inte-
gration der Anlagen von der Gera¨te- bis zur Leitebene zu erschweren bzw. unmo¨glich zu
machen [Sau05].
Das Problem der schlechten Skalierbarkeit von WS-Eventing wird auch in [Gre11] behan-
delt. Als Lo¨sung wird hierbei UDP-basiertes Multicast verwendet. Dies hat allerdings den
Nachteil, dass Multicast u¨ber alle Router und Switches hinweg unterstu¨tzt werden muss,
was u¨ber große IP-basierte Netzwerke schwer zu realisieren ist. Zudem wird zu Lasten der
Zuverla¨ssigkeit auf Acknowledgements (ACKs) der Benachrichtigungen verzichtet, damit
die Eventquelle nicht u¨berlastet wird. Zusa¨tzliche prototypische Ergebnisse sind leider
nicht aufgezeigt worden. Im Gegensatz dazu nutzt der spa¨ter in diesem Unterkapitel be-
schriebene Ansatz keine Multicasts, sondern basiert auf einfachen Unicast-Nachrichten.
Damit kann die Lo¨sung unbegrenzt verwendet werden, solange IP und UDP unterstu¨tzt
werden. Zusa¨tzlich weist die pra¨sentierte Lo¨sung eine ho¨here Zuverla¨ssigkeit auf, da jede
Benachrichtigung durch ein ACK abgesichert werden kann, ohne dabei die Eventquelle
selbst zu u¨berlasten.
Huang et al. stellen in [HG06] und [HSHG06] einen WS-Messenger vor, um eine besse-
re Skalierbarkeit zu erreichen. WS-Messenger unterstu¨tzt gleichzeitig WS-Eventing und
den konkurrierenden Standard WS-Notification, welcher auch einen Publish-Subscribe-
Mechanismus realisiert. Sie ko¨nnen zwar ein konventionelles WS-Notification-System
schlagen, setzen aber trotzdem auf ein zentralisiertes System mit einem auf JMS-ba-
sierenden Broker. Auch die praktischen Ergebnisse zeigen eine nur lineare Skalierbar-
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keit, was fu¨r zuku¨nftige Anforderungen mit hoher Gera¨teanzahl nicht ausreichen wird.
Zudem gibt es keine Aussage daru¨ber, ob es auch im
”
embedded“-Bereich eingesetzt
werden kann, geschweige denn in einem Echtzeitumfeld.
In [JGP10] werden aufbauend auf WS-Messenger Optimierungen vorgeschlagen, die di-
rekt die Skalierbarkeit erho¨hen sollen. Der vorgeschlagene Aspekt der Nachrichtenzustel-
lung mit Hilfe von einzelnen Consumern basiert dabei auf der Idee, Jobs mit Queues zu
verteilen, die die entsprechenden zu verteilenden Benachrichtigungen enthalten. Hierbei
ist ein Management der Jobs durchzufu¨hren, welcher einen zusa¨tzlichen Overhead dar-
stellt. Nach wie vor ist das vorgestellte System mit seinem Broker und somit mit SPoF
sowie Flaschenhals ein zentralisiertes System, das in Ad-Hoc-Netzwerken zu vermeiden
gilt.
Der hier vorgestellte generalisierte Ansatz beno¨tigt keine zentralisierte Verwaltung der
Benachrichtigungen. Die Verwendung von Message Brokern oder anderen zentralen Ele-
menten ist nicht no¨tig, was der Skalierbarkeit und Zuverla¨ssigkeit zu Gute kommt. Zu-
sa¨tzlich weist keines der vorgestellten Systeme, im Gegensatz zu dem in dieser Arbeit
pra¨sentierten System, das Potential auf, auch in Umgebungen mit harter Echtzeit agie-
ren zu ko¨nnen, da viele Aspekte wie die Zielplattform oder der Medienzugriff nicht
gekla¨rt sind. Der spa¨ter vorgestellte Prototyp erreicht aufgrund seiner hohen Perfor-
mance bereits Anforderungen fu¨r Echtzeitapplikationen mit Anforderungen im niedrigen
Millisekundenbereich.
5.1.3. Grundlagen
Bevor WS-Eventing genutzt werden kann, muss eine entsprechende Eventquelle im Netz-
werk gefunden werden. Dies wird mittels WS-Discovery durchgefu¨hrt. Dabei wurde eine
optimierte und hochskalierbare Version des WS-Discovery genutzt, welche auf dem be-
reits erwa¨hnten DHT-basierten Discovery-Algorithmus basiert [ASD+14a]. Die verbes-
serte Version verwendet Kad als P2P-Netzwerk, um in der Lage zu sein, alle Services
mittels UDP Unicast-Nachrichten in Ad-Hoc-Netzwerken zu finden. Durch den Verzicht
auf TCP und Multicast kann ein Determinismus erreicht werden, wodurch das Discovery
selbst bereits fu¨r das Umfeld der Automatisierung mit Echtzeitanforderungen qualifiziert
ist. Weitere Applikationen, die darauf aufbauen, wie z.B. ein WS-Eventing-System, pro-
fitieren von diesen Vorbedingungen. Deshalb wird dieses bestehende Framework genutzt,
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um ein hochskalierbares WS-Eventing zu realisieren, nachdem eventuelle Eventquellen
mittels des Discovery gefunden wurden. Es existieren verschiedene Operationen, um mit
der gefundenen Eventquelle zu interagieren, welche in Abbildung 5.2 dargestellt sind.
Um Benachrichtigungen von einer Eventquelle zu erhalten, muss sich ein potentieller
Konsument bei der Eventquelle anmelden (engl. Subscribe) und wird dadurch zu einer
Eventsenke. Die Eventquelle besteht aus einem Subscription Manager-Objekt, welches
die angemeldeten Eventsenken speichert und verwaltet. Um den Status der Anmeldung
zu managen, kann die Eventsenke Renew-Kommandos an die Eventquelle senden, da die
Anmeldung einen Time-to-Live-Wert besitzt. Zusa¨tzlich kann die Eventsenke den Sub-
scription Manager nach dem aktuellen Status der Anmeldung mittels einer GetStatus-
Operation befragen. Ist eine Eventsenke nicht mehr an Benachrichtigungen der Event-
quelle interessiert, fu¨hrt diese eine Unsubscribe-Operation durch. Sollte eine Anmeldung
unerwartet unterbrochen werden, kann der Subscription Manager eine SubscriptionEnd-
Nachricht an die betreffenden Eventsenken senden. Alle die bisher genannten Nachrichten
bzw. Operationen sind nicht zeitkritisch, da sie der Verwaltung dienen.
Soll ein Event an die angemeldeten Eventsenken verteilt werden, versendet die Eventquel-
le die Benachrichtigungen seriell (siehe Abbildung 5.3). Da dies seriell geschieht, skaliert
die Verteilung im besten Fall nur linear mit der Anzahl der angemeldeten Eventsenken.
Sollte eine hohe Anzahl an Eventsenken angemeldet sein, kann die Eventquelle u¨berlastet
werden, sodass ihre Funktionalita¨t nicht gewa¨hrleistet werden kann. Benachrichtigungen
u¨ber Events ko¨nnten somit nur mit sehr hohen Zeitverzo¨gerungen zugestellt werden.
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Abbildung 5.3.: WS-Eventing: Standard-Benachrichtigung der Eventsenken.
Da die Benachrichtigungen aber eine zeitkritische Information in einem Echtzeitszenario
darstellen, muss diese innerhalb einer spezifizierten Zeit versendet sein. Es kann na-
tu¨rlich ein Zeitraum gewa¨hlt werden, der bei einer linearen Skalierbarkeit groß genug
wa¨re, was allerdings zu enorm großen Zeitintervallen fu¨hren und somit die Einsatzberei-
che stark einschra¨nken wu¨rde. Daher ist der Standard-Benachrichtigungsmechanismus
nicht fu¨r Echtzeitapplikationen im Umfeld mit vielen Gera¨ten geeignet. Deshalb wurde
ein alternativer Ansatz entwickelt, welcher eine hohe Skalierbarkeit und Zuverla¨ssigkeit
aufzeigt.
5.1.4. Optimierungen
In diesem Abschnitt werden drei Optimierungen bzgl. des WS-Eventing vorgeschlagen.
Die erste betrifft das Optimieren der Benachrichtigung durch eine parallelisierte Ver-
teilung mit Hilfe von involvierten Eventsenken. Der zweite Aspekt bezieht sich auf die
Verwendung von XML-Kompression, um die Effektivita¨t der Datenverarbeitung zu stei-
gern und einen geringeren Overhead zu erhalten. Abschließend wird die Mo¨glichkeit der
Modifizierung der Reihenfolge der Anmeldeliste im Subscription Manager diskutiert und
wie dies geschehen sollte.
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5.1.4.1. Parallelisierter Benachrichtigungsmechanismus
Um das Problem der geringen Skalierbarkeit zu lo¨sen, wird ein neuer Mechanismus zum
Benachrichtigen vorgestellt. Anstatt nur die Eventquelle zum Verteilen zu nutzen, werden
nun Eventsenken, die beim Verteilen der Benachrichtigungen helfen, akquiriert. Bei den
gewa¨hlten Gera¨ten handelt es sich gewo¨hnlich um Eventsenken, welche auch fu¨r dasselbe
Event angemeldet sind. Um kompatibel mit demWS-Eventing-Standard zu bleiben, wur-
de XML fu¨r die Beschreibung der Payload in den Nachrichten verwendet. Die Anmelde-
und Abmeldemethode ist dieselbe wie beim Standard-WS-Eventing-Prozess. Wenn ein
Gera¨t, welches eine Eventquelle ist, ein Event erzeugt, hat es eine Liste mit allen Event-
senken, die sich fu¨r dieses Event angemeldet haben. Die Eventquelle kontaktiert nun
den ersten Knoten und sendet ihm die erste Ha¨lfte der Liste mit weiteren Kontakten.
In einem zweiten Schritt wird die zweite Eventsenke kontaktiert, welche die zweite Ha¨lf-
te der Liste erha¨lt. Nachdem diese beiden Schritte durchgefu¨hrt sind und sie ein ACK
von den beiden kontaktierten Eventsenken erhalten hat, geht die Eventquelle bereits in
den Ruhezustand. Die ACKs sichern die Zuverla¨ssigkeit ab, da die Kommunikation nur
mittels UDP stattfindet. Die zwei Eventsenken fahren anhand ihrer erhaltenen Liste ge-
nauso wie die Eventquelle fort. Ein Beispiel ist in Abbildung 5.4 zu sehen. Die sich nun
aufbauende Verteilungsstruktur wird als Benachrichtigungsbaum bezeichnet.
Die neue Verteilung der Benachrichtigungen fu¨hrt eine Beschleunigung herbei, die theo-
retisch zu einer logarithmischen Geschwindigkeit fu¨hrt. Unter Verwendung der logarith-
mischen Funktion 5.1 mu¨ssen die Parameter a und b bestimmt werden, um eine theore-
tische Vorhersage u¨ber die Verteilungsperformance TDist fu¨r die Zeit zum Verteilen eines
Events durchfu¨hren zu ko¨nnen. N bestimmt die Anzahl der Instanzen (einschließlich der
Eventquelle).




Ein Knoten wird immer nur von maximal zwei Folgeknoten belastet. Als theoretische
Schlussfolgerung muss mit jeder Verdopplung der Anzahl an Eventsenken nur ein wei-
terer Zeitschritt mit einkalkuliert werden. Daher ist die Basis B = 2. Erst wenn eine
weitere Ebene im Benachrichtigungsbaum aufgebaut wird, wird mehr Zeit fu¨r die Be-
nachrichtigungen beno¨tigt. Daher la¨sst sich die beno¨tigte Zeit auch mittels der Ebenen
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Abbildung 5.4.: WS-Eventing: Optimiertes Verteilen der Benachrichtigungen.
E bestimmen. Dabei gilt die Eventsenke als Wurzel und noch nicht als Ebene. Der Para-
meter a bestimmt die Zeit, die beno¨tigt wird, um jeweils die nachfolgenden zwei Knoten
zu benachrichtigen. a kann direkt bestimmt werden, wenn die Zeit fu¨r das Verteilen von
Events von der Eventquelle zu den ersten beiden Eventsenken bekannt ist.
5.1.4.2. Verwendung von Efficient XML Interchange
Da XML menschenlesbar ist, ist der Umgang aus Sicht des Nutzers stark erleichtert.
Dies geschieht aber auf Kosten eines hohen Overheads. Weil die angestrebte Lo¨sung
jedoch eine hohe Effektivita¨t des Datenaustausches anstrebt, wird eine Optimierung
bzgl. der Daten no¨tig. Um die u¨bertragenen Daten minimal zu halten, wurde sich ent-
schieden, Efficient XML Interchange (EXI) zu verwenden [SKPK14]. EXI ist ein bina¨r-
kodiertes XML-Format, womit hohe verlustfreie Datenkompressionsraten erreicht wer-
den ko¨nnen. Wie vorherige Arbeiten zeigen, kann die Verwendung von EXI den Date-
noverhead reduzieren, wodurch die Effektivita¨t der Datenu¨bertragung gesteigert werden
konnte [ASGT12]. Da Kad als Hintergrundsystem gewa¨hlt wurde, um das DHT-basierte
Discovery zu realisieren [ASD+14a], sind die Discovery-Daten in den Kad-Paketen als
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Payload integriert. Dies gilt auch fu¨r die EXI-kodierten Daten von WS-Eventing. Alle
Kad-Pakete sind UDP-Pakete und eignen sich fu¨r die Realisierung von Echtzeitapplika-
tionen. Der Aufbau eines Beispiel-Benachrichtigungspaketes ist in Abbildung 5.5 darge-
stellt.
Der EXI-Stream als Payload des Kad-Paketes besteht je nach Nachrichtentyp aus ver-




EventID ID zur eindeutigen Zuordnung zum Event
ReplyTo IP-Zieladresse fu¨r An/Abmelde-Besta¨tigungen
MsgNr Nummer der Nachricht
RelatesTo Nummer, zu der die Nachricht geho¨rt
Sink-IP IP-Adresse einer Eventsenke in einer Anmeldenachricht
Subscription-IP IP-Adresse des Subcription Managers
Subscription-ID ID der Anmeldung
IP-List Beinhaltet die IP-Eventsenkenadressen fu¨r die Verteilung
EventData Payload mit Sensorwerten
Tabelle 5.1.: EXI Elemente.
Durch das neue Konzept und der aufgefu¨hrten Elemente ist es mo¨glich, WS-Eventing mit
einer hohen Performance in limitierten Umgebungen, wie z.B. in eingebetteten Systemen
in Automatisierungsszenarien, einzusetzen. Dies gelingt durch das zusa¨tzliche und neue
IP-Listenelement IP-List.
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5.1.4.3. Sortierung der Eventsenken
Durch die Verwendung der internen Liste des Subscription Managers ist es mo¨glich, einen
Einfluss auf die Verteilung der Benachrichtigung eines Events zu haben. Eine Strategie
ko¨nnte die Sortierung der Liste derart sein, dass Gera¨te mit hohen Zeitanforderungen
die Benachrichtigungen bevorzugt als erstes erhalten. Alternativ wa¨re ein auf Zuverla¨s-
sigkeit optimierter Ansatz vorteilhaft, bei dem die Liste mit Eventsenken nach deren
Zuverla¨ssigkeit sortiert wird. Sollte eine Eventsenke ausfallen, muss die vorherige In-
stanz den na¨chsten Knoten aus der Liste der Eventsenken fragen. Die nun angefragte
Eventsenke ist dann zusta¨ndig fu¨r die Benachrichtigung der anderen Eventsenken der
Liste. In diesem Falle sollten Gera¨te mit einer hohen Zuverla¨ssigkeit und damit hohen
Robustheit die Benachrichtigung zuerst erhalten. Dies ist wichtig, da die Wahrscheinlich-
keit, dass ein Gera¨t am Anfang der Benachrichtigungskette und somit nahe der Wurzel
des Benachrichtigungsbaums ausfa¨llt, sehr gering ist. Damit ko¨nnen hohe Delays auf
eine große Submenge an Eventsenken durch Timeouts vermieden werden. Ein Gera¨t,
das spa¨ter und demnach auf einer tieferen Ebene des Benachrichtigungsbaums ausfa¨llt,
hat einen geringeren negativen Einfluss, da es im schlimmsten Fall fu¨r weniger Knoten
indirekt durch seine weiterzugebende Liste/Benachrichtigung zusta¨ndig ist. Auch eine
ho¨here Belastung der Eventquelle ist damit unwahrscheinlicher. Aus diesem Grund wird
die zweite Strategie zum Sortieren der Liste empfohlen.
5.1.5. Implementation und Evaluation
Als Zielplattform wird das ZedBoard verwendet. Der Prototyp basiert im Wesentlichen
auf dem in Abschnitt 4.3.3 vorgestellten Prototypen.
Die EXI-Verarbeitung erfolgt beim Prototypen statisch, da er weiß, wo er im EXI-Paket
seine Daten einzutragen hat. Es stellt sich zusa¨tzlich die Frage nach der Verarbeitung
der EXI-Daten, wenn diese ebenfalls geparst werden mu¨ssen. Diesem Thema widmet
sich die Arbeit [ASD+14b], welche die Verarbeitung in Echtzeit mittels Software oder
Hardware-Software-Co-Design untersucht. Somit ist es mo¨glich, die EXI-Daten selbst
mit hoher Geschwindigkeit und Determinismus zu verarbeiten. Fu¨r weitere Details wird
auf die Vero¨ffentlichung selbst verwiesen.
Die Applikation umfasst den Kad-Client, den DHT-basierten Discovery-Algorithmus
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und das umgesetzte optimierte WS-Eventing. Zusa¨tzlich wurde der Standard-Benach-
richtigungsalgorithmus umgesetzt, um spa¨ter direkte Vergleiche durchfu¨hren zu ko¨nnen.
Der Experimentalaufbau besteht aus 19 Gera¨ten, die mittels Gigabit-Switches miteinan-
der verbunden sind. Zuerst startet die Eventquelle und wartet auf Anmeldenachrichten.
Nachdem die Eventsenken gestartet haben, melden sie sich automatisch bei der Event-
senke an. Diese Schritte sind nicht zeitkritisch und werden daher nicht zeitlich gemessen.
Wenn alle 18 Eventsenken sich bei der Eventquelle angemeldet haben, warten sie auf die
Benachrichtigung. Nachrichten, die u¨ber einen seriellen COM-Port ausgegeben werden
ko¨nnen, werden erst nach den kompletten Messungen dargestellt, da derartige Ausgaben
das Ergebnis stark verfa¨lschen. Mittels eines PCs wird ein Trigger (UDP-Paket) fu¨r die
Eventquelle erzeugt, welche nun das Senden der Benachrichtigungen an die Instanzen,
angemeldet beim Subscription Manager, beginnt. In diesem Augenblick wird der erste
Zeitstempel ttrigger genommen. Die Zeitauflo¨sung betra¨gt 1 μs, was der ho¨chsten un-
terstu¨tzten Auflo¨sung im Betriebssystem FreeRTOS auf dem ZedBoard entspricht. Nun
wird in Abha¨ngigkeit vom Benachrichtigungsalgorithmus, welcher durch den Trigger des
PCs vorgegeben ist, die Benachrichtigung durchgefu¨hrt.
Zwei Szenarien werden fu¨r den Standard- und den optimierten Benachrichtigungsalgo-
rithmus evaluiert. Der Unterschied liegt im Grade der Zuverla¨ssigkeit. Im ersten Fall wird
kein ACK von der Eventsenke erwartet. So ist eine bessere Performance zu erwarten, da
die Eventquelle nicht von jeder Eventsenke eine Antwort erha¨lt und diese verarbeiten
muss. Dies geschieht allerdings zu Lasten der Zuverla¨ssigkeit. Im zweiten Szenario wer-
den ACKs von den Eventsenken erwartet, sodass ein ho¨herer Grad an Zuverla¨ssigkeit
erreicht wird. Vollsta¨ndigkeitshalber werden beide Szenarien untersucht und verglichen.
Bei allen Nachrichten handelt es sich um UDP-Unicast-Nachrichten.
5.1.6. Szenario Eins: Keine ACKs
Nachdem der Trigger von der Eventquelle empfangen wurde, informiert diese mittels
des Standard-Benachrichtigungsalgorithmus die angemeldeten Eventsenken. Allerdings
geschieht dies seriell. Nur die letzte Eventsenke wird eine ACK-Nachricht an die Event-
quelle senden. Der zweite Zeitstempel tlast wird genommen, wenn die Eventquelle die
ACK-Nachricht entgegennimmt.
Bevor die Ergebnisse fu¨r den optimierten Benachrichtigungsalgorithmus aufgenommen
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Abbildung 5.6.: Szenario Eins: Ergebnisse ohne ACKs.
wurden, wurde im Vorfeld der Parameter a aus Formel 5.1 fu¨r den optimierten Ansatz
ermittelt. Hierzu wird zuerst die Zeit gemessen, die beno¨tigt wird, um von der Eventquel-
le zwei Eventsenken die Benachrichtigung zukommen zu lassen. Der Wert fu¨r a ist bei
diesem Szenario 212 μs. Die resultierende theoretische Funktion wird zum Vergleich mit
den gemessenen Werten in Abbildung 5.6 genutzt. Der optimierte Benachrichtigungsalgo-
rithmus arbeitet a¨hnlich, nutzt aber zur Beschleunigung des Benachrichtigungsprozesses
andere Eventsenken. Auch hier sendet die letzte Eventsenke ein ACK an die Eventquel-
le, woraufhin der zweite Zeitstempel tlast genommen wird. Die letzte Eventsenke ist die
Senke, welche sich auf der tiefsten Ebene und dort am weitesten rechts im Benachrich-
tigungsbaum befindet. Die Differenz zwischen ttrigger und tlast ergibt die Verteilungs-
performance der Benachrichtigung TDist. Das Ergebnis des Experimentalaufbaus ist in
Abbildung 5.6 zu sehen.
Es wird ersichtlich, dass ein einzelner Knoten immer noch eine bessere Performance auf-
weist, als wenn er helfende Knoten hinzuziehen wu¨rde. Die gemessenen Werte fu¨r 18
Knoten stimmen nahezu mit der zuvor theoretisch ermittelten Performancevorhersage
u¨berein. Es ist erkennbar, dass nach der Verdopplung der Eventsenken auch ein eindeutig
sta¨rkerer Anstieg der beno¨tigten Zeit fu¨r die Benachrichtigung erkennbar ist. Nachdem
die ersten beiden Eventsenken die Benachrichtigung erhalten haben, ist ein signifikan-
ter Anstieg zu erkennen, bis die na¨chste Eventsenke antwortet. Der na¨chste erkennbare
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Zeitsprung ist deutlich, nachdem weitere vier Eventsenken benachrichtigt wurden, was
der na¨chsten Ebene des Benachrichtigungsbaumes entspricht. Der letzte erkennbare si-
gnifikante Anstieg ist nach weiteren acht Eventsenken erkennbar.
Mit jeder Ebene des Benachrichtigungsbaumes ist somit ein gro¨ßerer signifikanter Zeit-
sprung ersichtlich, was immer dann der Fall ist, wenn die Anzahl der benachrichtigten
Eventsenken verdoppelt wird. Die beno¨tigte Zeit zwischen Eventsenken auf derselben
Ebene ist deutlich geringer. Der serielle Standard-Benachrichtigungsalgorithmus hinge-
gen zeigt einen linearen Verlauf. Aus diesem Grund wird der optimierte Benachrich-
tigungsalgorithmus eine bessere Performance fu¨r eine gro¨ßere Anzahl an Eventsenken
aufweisen. Der neue parallelisierte Ansatz ist demnach nicht besser als der Standardan-
satz, wenn nur wenige Eventsenken verwendet werden, was auf die Komplexita¨t der
neuen Funktionalita¨t zuru¨ckzufu¨hren ist. Approximiert man die lineare Funktion des
Standardansatzes und bildet den Schnittpunkt mit der theoretisch ermittelten Funk-
tion fu¨r den optimierten Ansatz, ergibt sich eine Eventsenkenanzahl von 28. Ab ca. 28
Eventsenken ist der optimierte Ansatz in der Performance besser als der Standardansatz.
In Anbetracht der Vorgabe einer steigenden Anzahl an Gera¨ten und somit potentiellen
Eventsenken ist der neue Ansatz im Vorteil und kann zur Verbesserung der Benachrichti-
gung eingesetzt werden. Beide Algorithmen erreichen eine Benachrichtigungsperforman-
ce von weniger als einer Millisekunde und sind damit fu¨r Automatisierungsszenarien
geeignet, und dies mit harter Echtzeit auf Grund der gewa¨hlten Plattform und des Be-
triebssystems.
5.1.7. Szenario Zwei: Mit ACKs
Da nur UDP-Nachrichten fu¨r den Ansatz verwendet werden, um ein deterministisches
Verhalten fu¨r Echtzeitszenarien zu ermo¨glichen, muss trotzdem die Zuverla¨ssigkeit si-
chergestellt werden.
Folglich wurden auch die Ergebnisse aufgenommen, bei denen eine Eventsenke immer
auch mit einer ACK-Nachricht den Erhalt der Benachrichtigung besta¨tigen muss. In der
Standardversion sendet die Eventquelle die Benachrichtigungen seriell und erha¨lt auch
die ACKs seriell. Sie wartet allerdings nicht auf die ACKs und kontaktiert dann erst die
na¨chste Eventsenke, sondern sendet sofort an die na¨chste Eventsenke weiter. Wenn die
Eventquelle die letzte ACK-Nachricht erha¨lt, wird auch hier der zweite Zeitstempel tlast
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Abbildung 5.7.: Szenario Zwei: Ergebnisse mit ACKs.
genommen und die Verteilungsperformance TDist bestimmt.
Auch hier wurde im Vorfeld der Bestimmung der Performance des optimierten Benach-
richtungsalgorithmus der Faktor a aus Formel 5.1 ermittelt. Es ergibt sich ein Wert von
226 μs, welcher zur Ermittlung der theoretischen Funktion, die zum Vergleich mit den
Messwerten genutzt wird, dient. Bei dem optimierten Algorithmus antworten nur die
letzten beiden Eventsenken der Eventquelle, damit TDist bestimmt werden kann. Die
anderen Eventsenken senden ihre ACK-Nachrichten nur an ihren direkten Vorga¨nger,
welcher ihnen im Vorfeld die Benachrichtigung zukommen ließ. Die Ergebnisse fu¨r TDist
sind in Abbildung 5.7 zu sehen.
Hierbei wird noch deutlicher, dass der neue Ansatz besser als der Standardansatz skaliert,
was bereits im vorherigen Szenario (fu¨r eine ho¨here Anzahl an Eventsenken) ersichtlich
war. Auch stimmen die Werte von den 18 Eventsenken aus dem prototypischen Szenario
mit der theoretisch ermittelten Funktion u¨berein. Erkennbar wird auch, dass der opti-
mierte Benachrichtigungsalgorithmus dem Standard von Anfang an u¨berlegen ist. Steht
die Zuverla¨ssigkeit im Fokus, ist der neue Ansatz eine sehr gute Alternative, da er bereits
fu¨r eine geringe Anzahl an Eventsenken sehr effizient ist. Vergleicht man die Ergebnisse
fu¨r den optimierten Benachrichtigungsalgorithmus mit und ohne ACKs der Eventsenken,
erkennt man, dass die ACKs kaum einen Einfluss haben. Die beno¨tigte Zeit TDist ist bei
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den Messungen bis 18 Knoten unter einer Millisekunde. Im Gegensatz dazu haben ACKs
einen signifikanten negativen Einfluss auf den Standard-Benachrichtigungsalgorithmus,
da die Eventquelle jeden ACK verarbeiten muss. Der optimierte Ansatz ist fu¨r 18 Event-
senken bereits um 52,51 % besser als der Standardansatz und besitzt eine logarithmische
Tendenz, was ihn fu¨r den Einsatz in hochskalierten Netzwerken pra¨destiniert.
5.1.8. Realisierung mittels HaRTKad
Es ist sinnvoll, das WS-Eventing-System mit HaRTKad zu verwenden. Der gro¨ßte Vor-
teil ist, dass HaRTKad auf derselben Plattform wie das WS-Eventing-System basiert -
Kad als Implementierung von Kademlia. HaRTKad ermo¨glicht es außerdem, mehr als
eine Eventquelle zu verwenden und trotzdem die harten Echtzeitbedingungen zu garan-
tieren, weil die Kommunikation der Eventquellen durch HaRTKad gesteuert wird. Mit
Hilfe ihres Hashwertes ko¨nnen die Eventquellen den Zeitpunkt einer zu sendenden Be-
nachrichtigung auf dem Medium autonom ermitteln. Eine Suche des Empfa¨ngers mittels
Kad hingegen ist nicht no¨tig, da die Eventsenken bekannt sind.
Wird ein Netzwerk mit 200 Eventsenken pro Eventquelle angenommen, muss man die
Datenmengen, die daraus resultieren, betrachten, um eine Aussage u¨ber die Performance
innerhalb von HaRTKad treffen zu ko¨nnen. Es wird sich dabei auf das Szenario konzen-
triert, bei dem alle Eventsenken auch eine Besta¨tigung auf eine Benachrichtigung senden
mu¨ssen. Zudem wird aus Performancegru¨nden direkt der optimierte Benachrichtungsal-
gortihmus vorausgesetzt. Wichtig ist im Vorfeld zu wissen, wie viel Zeit beno¨tigt wird,
um 200 Eventsenken zu benachrichtigen. Fu¨r 200 Eventsenken wird eine Benachrich-
tungszeit TDist von ca. 1,6 ms beno¨tigt, wenn man die theoretische Performance aus
Abbildung 5.7 als Grundlage wa¨hlt. Daher eignet sich das System fu¨r die Process-Klasse
mit TCyc = 10 ms.
Daraufhin muss sich die Frage gestellt werden, wie viele Eventquellen im Durchschnitt
verwendet werden ko¨nnen, ohne eine U¨berlastsituation zu erzeugen. Hierzu muss man
die Gesamtdatenmenge betrachten, welche das 1-GBit/s-Medium von im Durchschnitt
fu¨r einen Zyklus nicht u¨berschreiten darf.
Bestimmung der u¨bertragenen Datenmenge: Die Gesamtdatenmenge ha¨ngt von
der Anzahl der Benachrichtigungen und von den ACKs ab. Die Datenmenge, die durch
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die Benachrichtigung entsteht, ist hierbei gesondert zu berechnen, da zusa¨tzliche Teilli-
sten versendet werden mu¨ssen. Zuerst wird die Anzahl der vollbesetzten Ebenen EV oll,
die der Benachrichtigungsbaum hat, bestimmt (siehe Formel 5.2).
EV oll = 
log2(N + 1)− 1 (5.2)
Formel 5.3 gibt folglich die Anzahl der Kontakte an, die per Liste u¨bertragen werden
mu¨ssen.
LE = N(EV oll − 1)−
EV oll−1∑
i=1
2i(EV oll − 1) (5.3)
Formel 5.4 repra¨sentiert das Ergebnis ohne Summenformel und kann direkt angewendet
werden, um die Anzahl der zu u¨bertragenen Listenelemente LE zu bestimmen.
LE = N(EV oll − 1)− 2(−EV oll + 2EV oll − 1) (5.4)
Das Beispiel in Abbildung 5.4 besteht aus vier Ebenen. Die Summe der u¨bertragenen
Listenelemente, wobei ein Listenelement eine Adresse darstellt, ist in der Summe 6. Von
der Eventquelle mu¨ssen fu¨nf Listenelemente an die zweite Ebene u¨bertragen werden, in
der sich Knoten 1 und 2 befinden. Zur dritten Ebene muss nur noch ein Listenelement
an Knoten 3 u¨bertragen werden.
Fu¨r das vorher beschriebene Beispiel mit 200 Knoten ergibt sich eine zu u¨bertragene
Anzahl an Listenelemente von LE = 891. Jedes LE stellt eine 4-Byte-IP-Adresse dar.
Diese Daten werden zusa¨tzlich zu den 200 Benachrichtungspaketen (88 Byte) und ACKs-
Paketen (64 Byte) gesendet. Die Datenmenge, die dabei entsteht, betra¨gt 33.964 Byte.
Bestimmung maximal unterstu¨tzter Eventquellen: Die Datenmenge 33.964 Byte
und die prognostizierte Zeit von ca. 1,6 ms ergeben eine Datenrate REventquelle von
169,82 MBit/s. Als Grundlage dient die theoretisch ermittelte Funktion fu¨r den opti-
mierten Verteilungsansatz mit ACKs. Beru¨cksichtigt man die Zykluszeit TCyc = 10 ms
und die maximale Datenrate von REthernet von 1-GBit/s, ko¨nnen 36 Eventquellen jeweils
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200 Eventsenken benachrichtigen und halten dabei die harte Echtzeit ein. Die Berech-







Betrachtet man die na¨chstho¨here Human-Klasse mit TCyc = 100ms, ko¨nnten 368 Event-
quellen mit je 200 Eventsenken unterstu¨tzt werden.
5.1.9. Fazit
In diesem Abschnitt wurde ein optimierter Algorithmus zum verteilten Benachrichtigen
in WS-Eventing vorgestellt. Der serielle Standard-Benachrichtigungsalgorithmus u¨ber-
fordert die Eventquelle in Ad-Hoc-Netzwerken bei einer großen Anzahl an Eventsen-
ken. Der neue Algorithmus hingegen nutzt die Eventsenken, um die Benachrichtigungen
parallel mit einer Geschwindigkeit in logarithmischer Abha¨ngigkeit von der Anzahl der
Eventsenken zu verteilen, wodurch die Eventquelle stark entlastet wird. Der neue Ansatz
hat eine hohe Skalierbarkeit und ermo¨glicht die Benachrichtigung von Knoten mit einer
hohen Performance.
Der vorgestellte Prototyp zeigt eine hohe Performance und beweist, dass eine Benachrich-
tigung von vielen Eventsenken mit einigen wenigen Millisekunden erreichbar ist. Zusam-
men mit dem erwa¨hnten DHT-basierten Discovery-Algorithmus, welcher auch potentielle
Echtzeitfa¨higkeit besitzt, kann das System sogar Web Services in Automatisierungssze-
narien ermo¨glichen, welche das WS-Eventing umsetzen. Als Ausblick soll die praktische
Verwendung von mehreren Eventsenken untersucht werden, was zu U¨berlastsituationen
fu¨hren kann und damit zu Paketverlusten. Zusa¨tzlich wurde beschrieben, wie mehre-
re Eventquellen unterstu¨tzt werden, indem der Medienzugriff durch das in Kapitel 4
vorgestellte HaRTKad-Verfahren gesteuert wird. Die Kombination aus dem optimier-
ten WS-Eventing und HaRTKad ergibt ein System mit harter Echtzeit, um effizient ein
Benachrichtigungssystem mit einer hohen Skalierbarkeit zu erstellen. Es la¨sst sich be-
reits sinnvoll in der Process-Klasse (Zykluszeit = 10 ms) sowie in der Human-Klasse
(Zykluszeit = 100 ms) einsetzen. Weitere Verbesserungen von HaRTKad in zuku¨nftigen
Arbeiten sollten sich direkt positiv auf die Anzahl der unterstu¨tzten Eventquellen und
Eventsenken auswirken.
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Einordnung in den Gesamtkontext der Arbeit: Das durch Verteilung optimier-
te Eventing stellt die erste Applikation oberhalb von HaRTKad dar (siehe Abbildung
5.8). Das System basiert weiterhin komplett auf UDP und durch die Verwendung von
HaRTKad und einer geeigneten Plattform besitzt das System harte Echtzeiteigenschaf-
ten. Innerhalb des Eventing-Systems lassen sich weiterhin nur zusammenha¨ngende Daten
u¨bertragen, die als Payload in ein UDP-Paket integrierbar sind. Auf Grund der gerin-
gen zu u¨bertragenen Datengro¨ßen ist dies jedoch mo¨glich. Bei steigenden Datengro¨ßen
lassen sich diese jedoch aufteilen, da die Daten vorwiegend aus einzelnen Adressen der
Senken bestehen und damit nicht zusammenha¨ngend sind. Oberhalb des verteilten Even-




























Abbildung 5.8.: Darstellung des Protokollstacks des verteilten Eventing-Verfahrens und
Einordnung in den Gesamtkontext.
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5.2. CoHaRT - Ein System zur deterministischen U¨bertragung
großer Datenmengen mittels CoAP und HaRTKad
5.2.1. Einleitung
In diesem Abschnitt wird eine zweite Applikation, welche das HaRTKad-System als
Middleware nutzt, vorgestellt. Eine Herausforderung in der Automatisierung mit hohen
Echtzeitanforderungen sind hohe Datenmengen. Derzeitig sind vorrangig kleine Daten-
mengen von wenigen Bytes zu u¨bertragen. Jedoch sind die Anforderungen in der heutigen
Zeit stark gestiegen, z.B. im Automobilbereich, wo ein Bedarf an deterministischer U¨ber-
tragung auch von großen Datenmengen angestrebt wird [SLK+12]. Bei der Verwendung
von IP in Verbindung mit TCP ist eine deterministische Datenu¨bertragung nicht gegeben
und z.T. proprieta¨re oder veraltete Protokolle werden verwendet (siehe Abschnitt 4.1).
Das hier vorgestellte System CoHaRT (Coap HaRTKad) ermo¨glicht durch die Verwen-
dung von HaRTKad, welches in Kapitel 4 beschrieben ist, und CoAP eine determini-
stische U¨bertragung von gro¨ßeren zusammenha¨ngenden Datenmengen. HaRTKad selbst
unterstu¨tzt Daten von bis zu 1020 Byte, da diese noch in ein UDP-Paket als Payload
passen und genu¨gend Platz fu¨r den Headerteil bieten. Man kann zwar mehr Daten u¨ber
mehrere Zeitschlitze u¨bertragen, jedoch werden diese nicht als zusammenha¨ngende Da-
ten von HaRTKad interpretiert. HaRTKad sichert die deterministische U¨bertragung der
UDP-Pakete zu und durch optionale zusa¨tzliche Redundanz, wie im PSP-Auto-Ansatz
(siehe Unterkapitel 3.1), kann eine erho¨hte Ausfallsicherheit der Daten garantiert wer-
den. CoAP als leichtgewichtiger Ansatz zur Ressourcennutzung bietet die Mo¨glichkeit,
Datenblo¨cke, die mittels UDP gesendet werden, als zusammenha¨ngende Datenmengen
zu interpretieren. CoHaRT ist als Weiterentwicklung des PSP-Auto-Ansatzes gedacht
und erweitert dieses um die deterministische Datenu¨bertragung und die Unterstu¨tzung
der U¨bertragung von großen Datenmengen.
Die Hauptbeitra¨ge sind:
  Das CoHaRT-Konzept, welches HaRTKad und CoAP verbindet.
  Ein experimenteller CoHaRT-Prototyp.
  Performanceanalyse anhand eines Prototypensetups.
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Die Hauptbeitra¨ge dieses Unterkapitels sind in [SDA+15a] publiziert. Der Rest des Un-
terkapitels ist wie folgt gegliedert: Abschnitt 5.2.2 gibt den Stand der Technik wieder.
In den Abschnitten 5.2.3 und 5.2.4 werden das Konzept und die Grundlagen ero¨rtert.
Der Prototyp wird in Abschnitt 5.2.5 vorgestellt. In Abschnitt 5.2.6 werden die Mess-
ergebnisse eines Prototypensetups dargelegt und ausgewertet. Danach wird der Einsatz
von RS-Codes in Abschnitt 5.2.7 diskutiert. Anschließend erfolgt in Abschnitt 5.2.8 ei-
ne Einscha¨tzung der Anzahl unterstu¨tzter Knoten innerhalb von CoHaRT, bevor das
Unterkapitel mit einem Fazit in Abschnitt 5.2.9 endet.
5.2.2. Stand der Technik
Im Bereich der IE-Umgebung wird eine deterministische Datenu¨bertragung der Systeme
meist durch proprieta¨re Hardware oder Protokolle gelo¨st (siehe Abschnitt 4.1). De facto
gibt es keine Implementierung fu¨r ein System, das dynamisch mit der Anzahl der Gera¨te
und den Datenmengen skaliert. Da HaRTKad selbst nur kleine Datenmengen u¨bertra¨gt
bzw. interpretiert, wird CoAP als ho¨her liegendes Protokoll verwendet.
Zurzeit wird CoAP bei stark ressourcenbeschra¨nkten Systemen, wie Sensornetzwerken,
verwendet. Allerdings setzen erste Forschungsprojekte CoAP in medizinischen und in-
dustriellen Applikationen ein. Ein deterministisches Zeitverhalten gerade in Bezug auf
die Kommunikation ist in diesen Bereichen von essentieller Bedeutung, da erho¨hte An-
forderungen an Echtzeit vorliegen. In [KRDS14] werden mittels CoAP und des IEEE-
Standards 802.15.4 mehrere medizinische Sensoren kabellos miteinander verbunden
[IEE11, IEE12]. Innerhalb von 802.15.4 werden reservierte Zeitschlitze fu¨r die Echt-
zeitkommunikation verwendet, wobei durch die Verwendung von WLAN als Medium
eine harte Echtzeit nicht garantiert werden kann. In [TWP+13] wird ein System spezifi-
ziert, bei dem CoAP-Instanzen mittels mehrerer 802.15.4e Subnetze und eines Backbone-
Netzwerkes verbunden sind. Der Medienzugriff wird mittels eines TDMA-Ansatzes reali-
siert. Durch die Verwendung eines Hopping-Algorithmus wird die Anfa¨lligkeit gegenu¨ber
Interferenzen minimiert. Allerdings wird eine zentrale Instanz beno¨tigt, um einen opti-
malen Datenfluss zu garantieren. Diese zentrale Instanz stellt allerdings einen SPoF im
System dar.
Der hier vorgestellte Ansatz CoHaRT basiert auf einem kabelgebundenen Netzwerk und
hat das auf Kad-basierende HaRTKad-System als Grundlage. Es wird keine zentrale
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Abbildung 5.9.: Protokollaufbau CoHaRT.
Instanz zur Verwaltung beno¨tigt, was zu einer hohen Zuverla¨ssigkeit des Systems fu¨hrt.
Zusa¨tzlich ermo¨glicht die Kombination aus HaRTKad und CoAP eine deterministische
Datenu¨bertragung.
5.2.3. Genereller Aufbau
Ein U¨berblick u¨ber den Protokollaufbau von CoHaRT ist in Abbildung 5.9 zu sehen.
Der Aufbau ist mit dem Protokollaufbau von HaRTKad identisch. Jedoch wird oberhalb
der HaRTKad-Schicht eine weitere CoAP-Schicht hinzugefu¨gt, welche die U¨bertragung
von großen Datenmengen erlaubt. TCP wird nicht verwendet, da es ohne Modifikationen
nicht echtzeitfa¨hig ist. Ein weiteres Problem bei TCP ist der Stream-basierte Ansatz,
große Daten zu u¨bertragen. In Verbindung mit HaRTKad muss die U¨bertragung aber
zu jeder Zeit unterbrochen werden ko¨nnen und das auch u¨ber eine la¨ngere Zeit, was
bei TCP nur mit Modifikationen mo¨glich wa¨re. UDP bietet diese Mo¨glichkeit, weil nur
einzelne Pakete u¨bertragen und kein durchga¨ngiger Datenstream gesichert werden muss.
Jedoch bietet UDP nicht die Mo¨glichkeit, zuverla¨ssig große Datenmengen zu interpretie-
ren. Diese Aufgabe u¨bernimmt CoAP. Trotzdem bleibt das darunterliegende Protokoll
UDP. CoHaRT selbst stellt bereits eine Applikation zur U¨bertragung von großen Daten-
mengen dar, kann aber auch wie HaRTKad einer daru¨ber liegenden Anwendung Daten
bereitstellen. Ein weiterer bemerkenswerter Aspekt ist, dass CoAP durch eine geeignete
Plattform und HaRTKad z.T. harte Echtzeiteigenschaft erlangt.
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5.2.4. Interpretation großer Datenmengen mittels CoAP-Blockoptionen
Die Interpretation von großen Datenmengen mittels UDP ist per se nicht mo¨glich. Als
Lo¨sung hierfu¨r wird CoAP verwendet. CoAP bietet mit den Blockoptionen die Mo¨glich-
keit, auch gro¨ßere Datenmengen zu u¨bertragen und zu interpretieren (Siehe Abschnitt
2.1.5). Daten werden hierzu in kleinere Datenmengen unterteilt. In der Praxis sind dies
1024 Bytes, um genu¨gend Raum fu¨r die Protokollheader und Optionen zu garantieren.
Die Daten ko¨nnen beim Empfa¨nger durch Blocknummern wieder zusammengesetzt wer-
den. Jedem Datenteil ist eine der Blocknummern zugeordnet. Je nach Szenario muss man
die Blockoption 1 oder Blockoption 2 verwenden. Blockoption 1 wird verwendet, wenn
eine PUT-Operation ausgefu¨hrt wird. Dies entspricht dem Abspeichern von Daten auf
einer anderen Instanz. Zur Durchfu¨hrung der GET-Operation, um Daten zu erhalten,
wird Blockoption 2 verwendet. Fu¨r beide Szenarien wurden Beispiele in Anhang C.1 und
Anhang C.2 angegeben. Beide Fa¨lle wurden implementiert und kommen zum Einsatz,
wenn zusammenha¨ngende Daten nicht mehr in die Payload eines CoAP-Paketes passen.
5.2.5. Erstellen eines Prototyps
Bei der Applikation in Unterkapitel 5.1 ist es ausreichend, die Performance der Verteilung
von Daten innerhalb eines Slots fu¨r den Prototypen zu ermitteln. Bei CoHaRT ist dies fu¨r
die Analyse des Systems nicht ausreichend, da Aktionen u¨ber mehrere Zeitschlitze hin-
weg stattfinden. Um dies zu realisieren, wird eine Queue im Prototypen integriert, welche
die Kommunikation steuert. Die Basis des Prototyps ist in Abschnitt 4.3.3 beschrieben.
Das Senden der Daten u¨ber mehrere Zeitschlitze mit der Queue ist in Abbildung 5.10
dargestellt. Ein Senden von Daten kann aus mehreren Funktionen bzw. Threads erfol-
gen. Die erste zu treffende Entscheidung ist, ob das Paket ein Request oder Response
darstellt. Bei einem Response kann das Paket sofort gesendet werden, da es eine Ant-
wort auf ein Request ist und somit eine andere Instanz den aktuellen Zeitschlitz besitzt
und auf eine direkte Antwort wartet. Requests hingegen sind initiale Anfragen von ei-
nem Knoten, welche innerhalb der eigenen Zeitschlitze zu versenden sind. Daher mu¨ssen
Requests zuerst in eine Queue kopiert werden, da ein sofortiges Senden nicht mo¨glich
ist. In Abbildung 5.10 ist dieser Vorgang durch Thread 1 definiert. Thread 2 beschreibt
das Auslesen der Queue in Abha¨ngigkeit vom eigenen Zeitschlitz. Zuerst wird der eigene
Zeitschlitz berechnet (siehe Abschnitt 4.3). Im Folgenden wird gewartet, bis der eigene
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Abbildung 5.10.: Puffern von Daten mittels Queue.
Zeitschlitz erreicht wurde. Ist der eigene Zeitschlitz erreicht, wird gepru¨ft, ob sich ein zu
sendendes Paket in der Queue befindet. Sollte dies der Fall sein, wird es sofort gesen-
det und aus der Queue gelo¨scht. Anschließend wird gepru¨ft, ob der eigene Zeitschlitz zu
Ende ist. Ist dieser nicht zu Ende, kann ein weiteres ggf. vorhandenes Paket gesendet
werden. Das Abfragen der Queue und der Zugriff auf die Queue wird durch blockierende
Mutexe geregelt. Der Vorteil dieser Methode ist die Vermeidung von Polling. Sollte der
Zeitschlitz zu Ende sein, legt sich Thread 2 bis zum na¨chsten eigenen Zeitschlitz schla-
fen. Der gesamte Vorgang wird periodisch durchgefu¨hrt und erlaubt die U¨bertragung
von großen und zusammenha¨ngenden Datenmengen u¨ber mehrere Zeitschlitze.
5.2.6. Messergebnisse und Auswertung
Das Prototypensetup besteht aus zwei ZedBoards, welche jeweils einen CoAP-Client und
Server darstellen. Dies genu¨gt, da bei der Datenu¨bertragung immer nur zwei Teilneh-
mer exklusiv miteinander kommunizieren. Ein zusa¨tzlicher PC sendet Trigger zu einem
der beiden Instanzen, um eine Interaktion, wie das Auslo¨sen einer PUT- oder GET-
Anfrage, zu starten. Verbunden sind alle Gera¨te mittels eines Gigabit-Switches. Als
Performanceindikator fu¨r CoHaRT wird die Durchsatzrate eines Teilnehmers gesehen.
Die Durchsatzrate ist charakterisierend, wenn es um die U¨bertragung von großen Da-
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Abbildung 5.11.: Zeitschlitzauslastung beim Senden von UDP-Dummy-Paketen.
tenmengen geht, und ist definiert als Datenmenge pro Zeit bzw. Zeitschlitz. Es wurden
verschiedene Szenarien definiert und gemessen, um den Einfluss verschiedener Funktio-
nalita¨ten auf die Durchsatzrate zu untersuchen.
5.2.6.1. 1. Szenario: UDP-U¨bertragung
Im Vorfeld wurde der Datendurchsatz mittels UDP-Dummy-Paketen ermittelt. Hierzu
sendet ein Knoten kontinuierlich UDP-Dummy-Pakete zu einem anderen Knoten. Dies
dient dazu, den Datendurchsatz ohne einen Beeinflussung durch CoAP zu ermitteln. Da
die Dummy-Pakete aus dem Kad-Client heraus gesendet werden, wird auch der Overhead
durch Kad beru¨cksichtigt.
In Abbildung 5.11 wird die erreichte Auslastung des Mediums aufgezeigt, welche na-
hezu konstant 45 % betra¨gt. Als Auslastung ist die Auslastung des Zeitschlitzes defi-
niert. Es wurden 50 Zeitschlitze genutzt und der Knoten selbst darf nur innerhalb eines
Zeitschlitzes aktiv sein. Variiert wurde dabei die Gro¨ße der Zeitschlitze. Die Gro¨ße der
Daten betra¨gt 1000 Byte. Die Auslastung war wa¨hrend der Tests unabha¨ngig von der
Anzahl und Gro¨ße der Zeitschlitze. Nur bei sehr kleinen Zeitschlitzen zeigt sich, dass die
Auslastung etwas ansteigt. Dies liegt daran, dass zwar das Senden eines UDP-Paketes
innerhalb eines Zeitschlitzes beginnt, aber nicht endet. Die U¨bertragung wird in den fol-
genden Zeitschlitz u¨bergehen, was zu einer ho¨heren Auslastung fu¨hrt. Zusammenfassend
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Abbildung 5.12.: Zeitschlitzauslastung bei der Verwendung von CoAP ohne
Blockoptionen.
zeigt das Ergebnis eine hohe Performance, die durch den Queuing-Mechanismus erreicht
wird. HaRTKad und die beno¨tigte Queue zur Realisierung des TDMA-Ansatzes stellen
als zusa¨tzlichen Overhead somit keinen limitierenden Faktor.
Bei den vorgestellten Ergebnissen mit Dummy-Paketen du¨rften nur zwei Knoten pro
Zeitschlitz parallel kommunizieren, wenn eine 1-GBit/s-Verbindung gegeben ist. Dies
kann nicht gesteigert werden, da als Worst Case angenommen wird, dass kein Netz-
werktopologiewissen vorliegt. So ko¨nnte es sein, dass ein Punkt im Netzwerk existiert,
durch den der gesamte Datenverkehr durchgeleitet wird.
5.2.6.2. 2. Szenario: CoAP ohne Blockoptionen
Im zweiten Szenario werden von einem CoAP-Client zu einem CoAP-Server Daten mit-
tels PUT-Operationen u¨bertragen. Jede Instanz la¨uft auf je einem ZedBoard. Allerdings
kann auf einem ZedBoard ein CoAP-Client und Server gleichzeitig laufen, sodass diese
Rollenaufteilung keinen Nachteil darstellt. Die Anzahl der Zeitschlitze pro Zyklus ist
mit 50 definiert. Wieder wurde die Gro¨ße der Zeitschlitze variiert. Es wurden nur un-
abha¨ngige Daten in der Payload, die wieder 1000 Byte betra¨gt, u¨bertragen, wobei keine
Verwendung der Blockoptionen stattfand. Das Ergebnis ist in Abbildung 5.12 dargestellt.
Die Auslastung tendiert bei steigender Zeitschlitzgro¨ße gegen 1 %. Fu¨r kleine Zeitschlit-
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ze steigt die Auslastung an. Dies war zu erwarten, da bei sehr kleinen Zeitschlitzen die
Responses nicht mehr in den Zeitschlitz passen. Effektiv werden die Zeitschlitze immer
kleiner, jedoch passt das Request weiterhin in den Zeitschlitz, was die Auslastung pro
Zeitschlitz effektiv erho¨ht.
Dies liegt an der verwendeten Antwortstrategie. Ein angefragter Teilnehmer sendet sein
Response direkt zuru¨ck. Wenn z.B. ein CoAP-Client eine PUT-Operation mit einem
CoAP-Server ausfu¨hrt, sendet der Client zuerst ein Request im eigenen Zeitschlitz. Der
Server erha¨lt das Request und generiert ein Response. Da der Zeitschlitz des CoAP-
Clients sehr klein ist, wird das Response nicht mehr im selben Zeitschlitz zuru¨ckkom-
men. Daher wird die Antwort innerhalb des Zeitschlitzes eines anderen Teilnehmers
u¨bertragen, der nicht in die Interaktion mit eingebunden ist. Dies macht es schwer, die
Kommunikation bei sehr kleinen Zeitschlitzen zu steuern bzw. nachzuvollziehen. Eine
einfache Lo¨sung wa¨re es, die Responses u¨ber die eigene Queue zu versenden. In dem be-
schriebenen Beispiel wu¨rde der CoAP-Server so lange warten, bis sein Zeitschlitz aktiv
ist und das Response an den CoAP-Client senden.
Allerdings ist die Strategie lediglich fu¨r sehr kleine Zeitschlitze geeignet und sollte bei
großen Zeitschlitzen vermieden werden. Hier sollte die urspru¨ngliche Strategie beibehal-
ten werden. Ist es erforderlich, dass alles in einem Zeitschlitz abgehandelt wird, sollte
man beim Senden des Requests u¨berpru¨fen, ob genu¨gend Zeit fu¨r das Response bleibt.
Ein Puffern der Antwort in der Queue wu¨rde zu einer sehr schlechten Performance fu¨h-
ren, da die großen Zeitschlitze sehr ineffektiv ausgenutzt werden. Das liegt daran, dass
man u.U. sehr lange auf ein Response warten wu¨rde.
Zu beru¨cksichtigen gilt, dass die Zeit fu¨r die Suche einer Instanz im Kad-Netzwerk bei
den Ergebnissen nicht einbezogen wird. Die Suche wu¨rde auch nur einmalig durchgefu¨hrt
und ist abha¨ngig von der Anzahl der Knoten. Typische Werte liegen zwischen 550 μs
und einigen wenigen Millisekunden (siehe Abschnitt 4.3) und sollten innerhalb eines
Zeitschlitzes abgehandelt werden.
5.2.6.3. 3. Szenario: CoAP mit Blockoptionen
Das letzte Szenario umfasst auch die Verwendung der CoAP-Blockoptionen. Dabei wird
die Blockoption 1 gewa¨hlt, welche bei der PUT-Operation verwendet wird. Es werden
zusammenha¨ngende Daten in Form einer Datei der Gro¨ße 10 KB oder 100 KB u¨bertra-
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Abbildung 5.13.: Zeitschlitzauslastung bei der Verwendung von CoAP mit
Blockoptionen.
gen. Die U¨bertragung der Dateien wurde mehrfach hintereinander ausgefu¨hrt, um einen
aussagekra¨ftigen Durchschnittswert ermitteln zu ko¨nnen. Die Daten werden in maximal
1000-Byte große Stu¨cke aufgeteilt und u¨bertragen. Die Anzahl der Zeitschlitze ist erneut
50 und die Gro¨ße der Zeitschlitze wurde wieder variiert. Das Ergebnis ist in Abbildung
5.13 ersichtlich. Es ist zu erkennen, dass die U¨bertragung effizienter ist, da die Pakete
nicht jedes Mal neu konstruiert werden mu¨ssen. Nur Teile des CoAP-Headers, wie die
Blocknummer, mu¨ssen ausgetauscht werden. Durch diesen Umstand kann die Auslastung
auf ca. 2 % fu¨r 10 KB- und ca. 2,6 % fu¨r 100 KB große Dateien gesteigert werden. Dies
ergibt eine Steigerung gegenu¨ber dem ersten Szenario um mehr als 100 %. Die Steigerung
nimmt mit wachsenden Dateigro¨ßen nicht mehr so stark zu, da der negative Effekt durch
das Neugenerieren der Pakete kaum noch wahrnehmbar wird. Werden die Zeitschlitze
sehr klein (<1 ms) gesetzt, ist der gleiche Effekt wie im 2. Szenario zu sehen. Das Re-
quest passt weiterhin in den Zeitschlitz, aber das Response wird außerhalb des eigenen
Zeitschlitzes gesendet. Fu¨r die Berechnung der Auslastung wird hingegen das Response
in einem
”
cycle“ mit beru¨cksichtigt. Hierdurch entsteht bei der Berechnung eine ho¨here
Auslastung je Zeitschlitz.
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5.2.7. Verwendung von RS-Codes
In IE-Umgebungen wird die erfolgreiche Datenu¨bertragung normalerweise durch den
Medienzugriff garantiert. Es ist mo¨glich, wie auch bei PSP-Auto (siehe Abschnitt 3.2),
die Datenzuverla¨ssigkeit mittels ERCs zu steigern. Dies wu¨rde den Ausfall durch phy-
sikalische Defekte im Netzwerk kompensieren. Zur Umsetzung der ERCs wurden die
RS-Codes verwendet. Nehmen wir an, das Datenvolumen betra¨gt 1000 Byte, dann beno¨-
tigt man ca. 430 ms fu¨r das Enkodieren und 620 ms fu¨r das Dekodieren im Worst Case.
Fu¨r Szenarien mit harter Echtzeit und geforderten Antwortzeiten im geringen Millise-
kundenbereich kann dies einen signifikanten Overhead bedeuten und RS-Codes sollten
nicht verwendet werden. In diesem Fall sollte die Zuverla¨ssigkeit des Netzwerkes selbst
gesteigert werden. Zwei weitere Mo¨glichkeiten wa¨ren, die RS-Codes in der Performance
zu steigern, z.B. durch die Verwendung von Hardware, was aber eine proprieta¨re Lo¨-
sung darstellen wu¨rde. Die zweite einfache Lo¨sung ko¨nnte die Verwendung von einfacher
Datenreplikation sein, was aber ein erho¨htes Datenvolumen bei gleicher Zuverla¨ssigkeit
der Daten zur Folge ha¨tte. Ist das Enkodieren und Dekodieren ein nicht zeitkritischer
Aspekt, ko¨nnen RS-Codes ohne Einschra¨nkungen eingesetzt werden.
5.2.8. Abscha¨tzung der Anzahl an Knoten
Wenn man nur die Datenu¨bertragung selbst betrachtet und wenn die Suche bereits
durchgefu¨hrt wurde, dann kann man die Anzahl der mo¨glichen Knoten u¨ber die ver-
fu¨gbare Bandbreite abscha¨tzen. Voraussetzung ist eine 1-GBit/s-Verbindung zwischen
allen Teilnehmern. Fu¨r die Tabelle 5.2 wurde zusa¨tzlich angenommen, dass die Anzahl
der Zeitschlitze 50 und die Zeitschlitzgro¨ße 1 ms betra¨gt, um einen direkten Vergleich zu
ermo¨glichen. Bei steigender Anzahl an Zeitschlitzen pro Zyklus wird folglich die effektive
Datenrate pro Knoten gesenkt. In dem gewa¨hlten Szenario bei einer Zykluszeit von 50 ms
ko¨nnen mittels CoHaRT bereits deultich u¨ber 2000 Knoten miteinander kommunizieren
bei einer zugesicherten Datenraten von ca. 50 KByte/s. Sollte ein Topologiewissen u¨ber
das Netzwerk vorhanden sein, ko¨nnte man die parallele Kommunikation deutlich steigern
und deutlich mehr Knoten unterstu¨tzen.
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Attribute Szenario 1 Szenario 2 Szenario 3
Beschreibung
UDP- CoAP CoAP (10 KB/100 KB)
Dummy-Pakete ohne Blockoptionen mit Blockoptionen
Datenrate 1142,75 43,25 54,33/65,72
pro Knoten [KB/s]
Zeitschlitzauslastung 45,71 1,73 2,02/2,62
in [%]
Max. Knoten ca. 2 ca. 57 ca. 49/39
pro Zeitschlitz
Max. Knoten ca. 100 ca. 2850 ca. 2450/1950
pro Zyklus
Tabelle 5.2.: Zusammenfassung der CoHaRT-Performance bei 50 Zeitschlitzen pro Zy-
klus und einer Zeitschlitzgro¨ße von 1 ms. Die Zykluszeit betra¨gt 50 ms.
5.2.9. Fazit
In diesem Abschnitt wurde die Kombination von HaRTKad und CoAP, welche den Na-
men CoHaRT tra¨gt, vorgestellt. Das Defizit der U¨bertragung und Interpretation von
großen Datenmengen in HaRTKad konnte durch die Verwendung von CoAP und den
CoAP-Blockoptionen beseitigt werden. Es ist dabei gelungen, die Datenraten zu bestim-
men, die auch Aufschluss u¨ber die unterstu¨tzte Anzahl an Knoten geben. Neben dem in
Abschnitt 5.1 vorgestellten optimierten WS-Eventing-Ansatz verdeutlicht CoHaRT sehr
gut die Leistungsfa¨higkeit und das Potential der Gesamtkomposition. Der Prototyp, der
wa¨hrend der Bachelorarbeit von Herrn Schweißguth entwickelt wurde [Sch13b], wurde
bereits mit dem Prof. Dr. Werner Petersen-Preis der Technik fu¨r den 2. Platz bei den
Bachelorarbeiten ausgezeichnet [Thi14].
Einordnung in den Gesamtkontext der Arbeit: CoHaRT bildet den Abschluss im
Gesamtkontext (siehe Abbildung 5.14) und ist gegenu¨ber dem durch Verteilung optimier-
ten Eventing-Ansatzes aus Unterkapitel 5.1 anders einzuordnen. Dies liegt daran, dass
sich das verwendete CoAP-Protokoll nicht nur oberhalb von HaRTKad befindet, son-
dern es auch in seiner Eigenschaft verbessert. Es ist nun mo¨glich, mittels dem Standard
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CoAP und den dazugeho¨rigen im Draft definierten Blockoptionen große Datenmengen
mittels HaRTKad mit harter Echtzeit zu u¨bertragen. Oberhalb ko¨nnen ebenfalls weitere
Anwendungen eingesetzt werden, wobei CoHaRT fu¨r diese transparent ist und sich somit

































Abbildung 5.14.: Darstellung des CoHaRT-Protokollstacks und Einordnung in den
Gesamtkontext.
5.3. Kapitelzusammenfassung
Es wurden zwei Applikationen vorgestellt, die mit harter Echtzeit realisierbar sind. Das
WS-Eventing-Beispiel konnte aufzeigen, wie durch Verwendung von P2P-Technologie ei-
ne bessere Skalierbarkeit erreicht werden kann und Eventquellen entlastet werden. In
Kombination mit HaRTKad ist auch die Kommunikation deterministisch und es wird
aufgezeigt, wie viele Eventquellen mit Eventsenken imWorst Case parallel arbeiten ko¨nn-
ten. In einem zweiten Beispiel wird HaRTKad mittels des CoAP-Protokolls erweitert,
um gro¨ßere Datenmengen u¨bertragen und interpretieren zu ko¨nnen. Beide Applikationen
wurden als Prototypen umgesetzt, sodass deren Machbarkeit bewiesen werden konnte.
Diese beiden Beispiele zeigen die Leistungsfa¨higkeit der verwendeten Plattform, HaRT-
Kad und der daraus resultierenden Kommunikation.




Ausgehend vom PSP-System zum verteilten Speichern wurde in Abschnitt 3.1 verdeut-
licht, dass man mittels des P2P-Netzwerkes Kademlia auch Anwendungen, die u¨ber das
Filesharing hinausgehen, realisieren kann. PSP wurde anschließend in Abschnitt 3.2 fu¨r
die Automatisierung weiterentwickelt. Das neue PSP-Auto-System zeigt die Grenzen des
Systems in Bezug auf die Zuverla¨ssigkeit der Daten auf. PSP-Auto besitzt durch die ver-
wendete Plattform bereits weiche Echtzeitfa¨higkeiten. Harte Echtzeit kann noch nicht
garantiert werden, da die Ethernet-basierende Kommunikation nicht geregelt ist. Aus-
gehend von PSP-Auto wird die Frage gestellt, inwieweit man ein auf P2P-Technologie
basierendes System mit harter Echtzeit umsetzen kann, um sie im Bereich der Automa-
tisierung einsetzen zu ko¨nnen.
Wie dies erreicht werden kann, wird in Kapitel 4 untersucht. Dabei werden zuerst die
existierenden Lo¨sungen im Industrial Ethernet-Bereich, welche in der Automatisierung
in der Industrie eingesetzt werden, untersucht. Jedoch gibt es keine rein softwarebasie-
rende Lo¨sung ohne einen zentralisierten Ansatz, welche die zuku¨nftigen Anforderungen
an Determinismus bei Netzwerken, bestehend aus tausenden Gera¨ten, garantiert und mit
steigender Gera¨teanzahl skaliert. Die Idee der Korrelation vom Hashbereich Kademlias
und dem Zeitbereich ermo¨glicht einen TDMA-basierten Ansatz auf der Grundlage von
P2P-Technologie. Zuerst wird das Problem der Synchronisation der Knoten behandelt.
Da das System konsistent nach den Prinzipien von unstrukturierten dezentralisierten
Netzwerken gestalten werden soll, sollte es mo¨glich sein, die Synchronisation innerhalb
von Kad umzusetzen. Dies konnte durch den entwickelten KaDisSy-Algorithmus erreicht
werden und durch einen Prototypen abgeleitete Ergebnisse zeigen eine Synchronisati-
onsperformance von deutlich unter 100 ms fu¨r 10.000 Knoten.
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Der anschließende HaRTKad-Ansatz beschreibt, wie man anhand der Hashwerte der
Knoten eindeutige Zeitschlitze zur Realisierung des TDMA-Ansatzes ermittelt. Dies ge-
schieht ohne zentrale Instanz und la¨sst sich generisch anwenden. Eine weitere Beson-
derheit ist, dass HaRTKad in der Applikationsebene ohne proprieta¨res Protokoll oder
Hardware realisiert wurde. Ein entwickelter HaRTKad-Prototyp zeigt, dass bereits An-
forderungen an harte Echtzeit von unter 10 ms Zykluszeit sinnvoll erreicht werden. Fu¨r
wenige Prototypen ist sogar eine Zykluszeit von unter 1 ms realisierbar. Abschließend
erfolgt ein Vergleich mit einem proprieta¨ren System. Es zeigt sich, dass mit steigenden
Anforderungen auch andere Herausforderungen auftreten. Zusammenfassend wurden je-
weils die Vor- und Nachteile beider Ansa¨tze ero¨rtert.
Aufbauend auf HaRTKad, wurden zwei Applikationen implementiert (siehe Kapitel 5).
Bei dem ersten Beispiel wurde ein hochskalierbares WS-Eventing-System entwickelt, das
von den positiven Eigenschaften Kads profitiert. Damit konnte eine starke Verbesserung
der Benachrichtigungsperformance erreicht werden. In einem realen Prototypensetup
konnte bei der Verwendung von nur 18 Eventsenken bereits eine Verbesserung von bis
zu 52 % erzielt werden.
Ein zweites Beispiel zeigt ebenfalls den direkten Synergieeffekt, der durch die Verwen-
dung eines Protokolls oberhalb von HaRTKad entsteht. Bei dem Protokoll handelt es sich
um CoAP. Dies ist ein leichtgewichtiges REST-Protokoll, das speziell fu¨r den Einsatz auf
ressourcenbeschra¨nkten Gera¨ten gedacht ist. CoAP wird genutzt, um eine Unterstu¨tzung
von deterministischen Streams bzw. eine U¨bertragung großer Datenmengen zu ermo¨g-
lichen. Das daraus entstandene System namens CoHaRT konnte bereits als Prototyp
realisiert werden. Die Ergebnisse der Prototypen zeigen eine hohe Performance des Sy-
stems durch die spezielle Verwendung der Blockoptionen von CoAP. CoHaRT ermo¨glicht
ein nahtloses Skalieren der zu u¨bertragenen Datenmengen, da es sich dynamisch an ge-
gebene Anforderungen anpassen la¨sst.
In dieser Arbeit konnte gezeigt werden, dass auch P2P-Technologie sinnvoll in Einsatz-
gebieten mit hohen Anforderungen an ein Echtzeitverhalten eingesetzt werden kann.
Die zwei entwickelten Applikationen, die HaRTKad als Middleware nutzen, zeigen, dass
HaRTKad bestehende Protokolle um harte Echtzeit erweitern kann. Der nicht-proprieta¨re
und standardkonforme Ansatz HaRTKad selbst bleibt fu¨r den Nutzer transparent und
kann in bestehende Systeme integriert werden. Folglich ist P2P-Technologie nicht nur
sinnvoll in der Automatisierung einsetzbar, sondern vermeidet auch einen Großteil der
Kapitel 6. Zusammenfassung
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Probleme derzeitiger Systeme wie eine zentralisierte Struktur.
6.1. Ausblick
Diese Arbeit bezieht sich auf kabelgebundene Netzwerke. Es wa¨re interessant, die gewon-
nenen Erkenntnisse auf den Bereich der kabellosen Netzwerke auszuweiten. Dies sollte
mo¨glich sein, da HaRTKad oberhalb von UDP direkt in Software umgesetzt wurde und
das darunterliegende Medium aus Sicht von HaRTKad transparent ist. Ein weiterer An-
satzpunkt, der auf Hardware basiert, ist die Verwendung von neuen U¨bertragungsstan-
dards bei kabelgebundenen Medien wie 10-GBit/s. Hierdurch ko¨nnte eine theoretische
Steigerung der unterstu¨tzten Knotenanzahl und auch deren Performance erreicht werden.
Auf Seite der Software bietet es sich vor allem an, Wissen u¨ber die Netzwerktopologie
einfließen zu lassen. Durch dieses Wissen ko¨nnte der Grad der parallelen Kommunikati-
on enorm gesteigert werden, da derzeitige Betrachtungen vom Worst Case ausgehen, der
besagt, dass im Netzwerk ein Knotenpunkt mit 1-GBit/s existiert. Alle Bestrebungen
sollten darauf hinauslaufen, dass HaRTKad fu¨r den Bereich der isochronen harten Echt-
zeit mit einer Zykluszeit von 1 ms weiterentwickelt wird, weil dies bereits prototypisch
fu¨r zwei Knoten realisiert wurde. Das Potential ist gegeben und gerade mit zuku¨nftigen
Ansa¨tzen, wie Software Defined Networks (SDNs), bieten sich Mo¨glichkeiten, z.B. den
geforderten Jitter von unter 1μs zu erreichen. HaRTKad wu¨rde folglich stark von neuen
leistungsstarken U¨bertragungsmedien und neuen Ansa¨tzen wie SDN profitieren und sein
enormes vorhandenes Potential entfalten. Abschließend soll HaRTKad in einem gro¨ße-
ren praktischen Umfeld, bestehend aus mehreren Gera¨ten, getestet werden, um weitere
Aussagen u¨ber die Skalierbarkeit, insbesondere mit dem Interleaving und der daraus






Abstrakter Aufbau des PSP-Simulators
In der Abbildung A.1 ist der Aufbau des Simulators abstrakt dargestellt. Es handelt
sich dabei um einen selbst entwickelten diskreten Simulator, geschrieben in C++. Dieser
ermo¨glicht es durch Verzicht auf reale Topologie, mehrere tausend Knoten u¨ber einen
langen Zeitraum von mehreren Monaten zu simulieren. Entwickelt wurde der Simulator
in Qt [Qt], der zudem eine grafische Oberfla¨che bietet, welche in der Abbildung A.2 zu
sehen ist. Der Simulator besteht im Wesentlichen aus zwei Threads. Der erste Thread ist
fu¨r die GUI zusta¨ndig, startet den zweiten Thread, der fu¨r die Simulation verantwort-
lich ist, und reicht die no¨tigen Parameter an diesen weiter. Der zweite Thread besteht
aus einer Hauptschleife, die die einzelnen Sekunden hoch za¨hlt. Das Objekt
”
Knotenli-
ste“ entha¨lt dabei die Objekte
”
Knoten“, welche nun fu¨r jeden Zeitwert in der Schleife
u¨berpru¨ft werden. Sind alle Knoten u¨berpru¨ft, ist ein Schleifendurchlauf geschafft. Die
Knoten selbst stellen ebenfalls Objekte dar, die je nach Applikation verschiedene At-
tribute besitzen, wie z.B. die gespeicherten Chunks der PSP-Applikation. Jeder Knoten
verfu¨gt u¨ber eine Zustandsmaschine, mittels der die U¨berga¨nge definiert sind. Als Bei-
spiel sei hier der U¨bergang aus einem Ruhemodus in den Sendemodus genannt, damit
ein Knoten seine Chunks im Netzwerk verteilen kann.
Mittels der GUI aus Abbildung A.2 kann ein Nutzer von extern die Parameter, wie Kno-
tenanzahl, Simulationsdauer und RS-Parameter, justieren. Dies ermo¨glicht eine intuitive
























Abbildung A.1.: Abstrakte Darstellung des PSP-Simulators.
Abbildung A.2.: Darstellung der GUI fu¨r die Simulation von PSP-Auto.
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Anhang B.
Alternative Zielplattform Raspberry Pi
Es wurde auch eine alternative Zielplattform fu¨r HaRTKad untersucht. Hierbei handelt es
sich um das Raspberry Pi Model B [ras14]. Es wurde ermittelt, inwiefern man in der Lage
ist, harte Echtzeitbedingungen mit dem Raspberry Pi umzusetzen. Die ist auf Grund
der Limitierung der Hardware der Raspberry Pi-Plattform bedingt nur mo¨glich. Ein
Nachteil ist, dass das Ethernetmodul keinen direkten Interrupt besitzt, sondern u¨ber den
USB-Controller angeschlossen wurde. Auch die Daten von und zum Ethernetcontroller
gehen u¨ber den USB-Controller. Generell gibt es es mehrere Mo¨glichkeiten, um das
Raspberry Pi unter Echtzeitanforderungen laufen zu lassen. Eine Mo¨glichkeit ist die
Verwendung von Xenomai und RTAI, die als Mikrokernel fungieren und den normalen
Linux-Threads mit niedriger Priorita¨t ausfu¨hren [xen14]. Da allerdings fu¨r das Raspberry
Pi kein echtzeitfa¨higer Treiber fu¨r Ethernet zur Verfu¨gung stand, wurde diese Mo¨glichkeit
nicht weiter verfolgt. Der Treiber ist no¨tig, da ansonsten normale nicht echtzeitfa¨hige
Linuxfunktionen genutzt werden mu¨ssten.
Die zweite umgesetzte Mo¨glichkeit ist die Verwendung von RT-Preempt-Patch, um den
Linux-Kernel selbst echtzeitfa¨hig zu machen [pre14]. Als Grundlage dient die Raspbian-
Distribution von Linux mit dem durch RT-Preempt gepatchen Linux Kernel 3.2. Als
Messwerte fu¨r die Performance vom Raspberry Pi wurde fu¨r diese Plattform HaRTKad
portiert. Gemessen wurden die Zeiten von der Erstellung eines Suchobjektes und ein da-
zugeho¨riger Suchschritt, bestehend aus einem Kad Req/Res-Paar. Der Prototypenaufbau
umfasst zwei Raspberry Pis und ein 1-GBit-Switch. Effektiv wurden aber auf Grund der
Einschra¨nkungen des Ethernetcontrollers des Raspberry Pis nur 100-MBit-Verbindungen
genutzt.
In Abbildung B.1 ist die Zeit aufgefu¨hrt, die beno¨tigt wird, um auf einem Raspberry Pi
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Profil Normal U¨bertaktet
CPU 700 MHz 1 GHz
GPU 250 MHz 500 MHz
SD-RAM 400 MHz 600 MHz
Spannung 1,2V 1,35V
Tabelle B.1.: Raspberry Pi-Einstellungen.
innerhalb HaRTKads ein Suchobjekt zu erstellen, ein Kad Req an ein zweites Raspberry
Pi zu senden und die Antwort in Form eines Kad Res auf dem ersten Raspberry Pi zu er-
kennen. Dieser Vorgang wurde 100.000 mal durchgefu¨hrt und die Verteilung angegeben.
Es wird zusa¨tzlich unterschieden, ob das Raspberry Pi zudem u¨bertaktet wurde. In der
Tabelle B.1 sind die Werte fu¨r das Raspberry Pi mit und ohne U¨bertaktung aufgezeigt.
Der Mittelwert ohne U¨bertaktung betra¨gt 1752 μs und mit U¨bertaktung 1753 μs. Der
Unterschied ist marginal, aber es fa¨llt auf, dass mit U¨bertaktung keine so starken Aus-
reißer entstehen. Eine Erkla¨rung hierfu¨r ko¨nnte sein, dass Standard-Hintergrundtasks



























Abbildung B.1.: Zeit fu¨r ein Kad Req/Req-Paar mit Suchobjekterstellung.
Alternativ wurden die Ergebnisse aufgenommen, die die Erstellung des Suchobjektes
Anhang B. Alternative Zielplattform Raspberry Pi
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nicht mit einbeziehen. Bei den Zeitwerten wird folglich nur das Senden, Empfangen und
Verarbeiten des Kad Req/Res-Paares beru¨cksichtigt. Die Ergebnisse sind in Abbildung
B.2 dargestellt. Es wurden ebenfalls wieder 100.000 Messungen durchgefu¨hrt und die
Verteilung dargestellt. Die Tendenz ist die gleiche wie vorher, nur dass sich die Werte um
einen Offset verschieben. Hieraus la¨sst sich die durchschnittliche Zeit fu¨r die Erstellung
des Suchobjektes ermitteln. Dieser Wert betra¨gt ohne U¨bertaktung ca. 167,5 μs. Mit
U¨bertaktung ist ebenfalls kaum eine signifikante Verbesserung feststellbar. Hier liegt



























Abbildung B.2.: Zeit fu¨r ein Kad Req/Req-Paar ohne Suchobjekterstellung.
Mit dem Raspberry Pi ko¨nnen ada¨quate Performancewerte erreicht werden, die den Ein-
satz im Human-Umfeld (TCyc = 100ms) von Automatisierungsanlagen erlaubt. Es ist zu
empfehlen, das Raspberry Pi im u¨bertakteten Modus zu nutzen, um signifikante Ausrei-
ßer zu vermeiden. Im Vergleich zum ZedBoard ist das Raspberry Pi in der prototypischen
Umsetzung ca. um den Faktor 3,2 schlechter, da das ZedBoard fu¨r eine Suchobjekter-
stellung und ein Kad Req/Res-Paar nur ca. 550 μs beno¨tigt. Es ist zwar mo¨glich, mittels
des Raspberry Pis auch HaRTKad umzusetzen, jedoch mit den beschriebenen Einbu-
ßen in der Performance. Fu¨r die beschriebenen Projekte wurde daher das ZedBoard als
Zielplattform beibehalten.
Anhang B. Alternative Zielplattform Raspberry Pi
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C.1. Beispiel Kommunikationsablauf mittels Block1-Option
In der Abbildung C.1 ist der Ablauf der Datenu¨bertragung mittels Block1-Option darge-
stellt. Ziel ist es, 3000 Bytes vom Client an den Server zu u¨bertragen. Zuna¨chst wird vom
Client eine PUT-Methode als NON-Nachricht ausgefu¨hrt. Danach folgt die URI-Adresse
der Repra¨sentation. In den eckigen Klammern bei der genannten Block1-Option befin-
den sich die in Abschnitt 2.1.5 beschriebenen Parameter der Blockoption. Nun wird mit
der Null, die erste Blocknummer angegeben. Danach folgt die Anku¨ndigung mindestens
eines weiteren Blockes durch Setzen der 1 im M-Feld. Abschließend wird bestimmt, wie
groß die u¨bertragenen Bytes in diesem Paket sind. In diesem Fall betra¨gt der Wert 1024
Byte.
Der Server antwortet daraufhin mit dem Typ
”
Changed“, dass die Ressource erstellt
oder gea¨ndert wurde. Durch die Blockoptionen ist gekennzeichnet, welcher Block und in
welcher Gro¨ße dieser erfolgreich u¨bernommen wurde. Zusa¨tzlich ist das M-Feld gesetzt,
da vom Server in diesem Beispiel noch weitere Blo¨cke in Paketen erwartet werden.
Im na¨chsten Request/Response-Schritt werden die na¨chsten 1024 Bytes erfolgreich u¨ber-
tragen. Abschließend werden die letzten Bytes im dritten Schritt u¨bertragen. Das M-Feld
kennzeichnet bereits, dass keine weiteren Blo¨cke folgen.














Abbildung C.1.: Darstellung der Datenu¨bertragung mittels Block1-Option.
C.2. Beispiel Kommunikationsablauf mittels Block2-Option
In der Abbildung C.2 ist der Ablauf der Datenu¨bertragung mittels Block2-Option dar-
gestellt. Im zweiten Beispiel sollen 2000 Bytes u¨bertragen werden. Zuerst sendet der
Client eine GET-Anfrage in Form einer NON-Nachricht. Diese Anfrage erfolgt noch oh-





Content“ besagt, dass die angeforderten Daten erfolgreich als Daten im Paket vor-
liegen. Die mitu¨bertragene Block2-Option gibt an, dass es sich um die Blocknummer 0
handelt und die Payload eine Gro¨ße von 1024 Bytes besitzt. Zusa¨tzlich wird durch Set-
zen des M-Feldes gekennzeichnet, dass noch weitere Blo¨cke existieren. In diesem Beispiel
Anhang C. CoAP-Kommunikation














Abbildung C.2.: Darstellung der Datenu¨bertragung mittels Block2-Option.
wurde eine Besonderheit eingefu¨hrt: das dynamische Anpassen der Gro¨ße der u¨bertra-
genen Bytes in der Payload. Der Client erfragt nun den na¨chsten Block, jedoch mit
der Nummer 4, da er die angefragte Bytegro¨ße im Paket auf 256 Bytes reduziert haben
mo¨chte und sich daraus eine neue Nummerierung der Blo¨cke ergibt. Er erha¨lt daraufhin
die na¨chsten 256 Bytes. Abschließend werden im dritten Schritt die letzten 220 Bytes
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1. Der Einsatz von Peer-to-Peer (P2P)-Technologie in der Automatisierung ist mo¨g-
lich und sinnvoll, was das entwickelte PSP- und besonders das PSP-Auto-Projekt
zum verteilten Speichern darlegen. Hierbei wird eine weiche Echtzeit erreicht, da
die Kommunikation noch nicht echtzeitfa¨hig ist.
2. Die entwickelten Systeme zum verteilten Speichern weisen eine sehr gute Skalier-
barkeit und Zuverla¨ssigkeit auf, da sie durch das verwendete Kademlia-Protokoll
keinen zusa¨tzlichen Single Point of Failure (SPoF) aufweisen. Ein zusa¨tzlicher Vor-
teil ist die selbstverwaltende Eigenschaft der Netzwerke, wodurch Kontaktinforma-
tionen automatisch aktuell gehalten werden.
3. Im Bereich der industriellen Automatisierung etablieren sich Industrial Ethernet(IE)-
Lo¨sungen, welche die Feldbusse durch Standard-Ethernet-Komponenten ablo¨sen,
um eine totale horizontale und vertikale Integration zu ermo¨glichen.
4. Jedoch sind die IE-Lo¨sungen nicht ausreichend fu¨r zuku¨nftige Herausforderungen,
bei denen immer mehr vernetzte Gera¨te in Echtzeit miteinander kommunizieren
mu¨ssen, da sie z.T. schlecht skalieren, eine geringe Flexibilita¨t aufweisen oder eine
geringe Ausfallsicherheit bieten.
5. Es existiert keine IE-Lo¨sung, die ohne zentrale Instanz und ohne proprieta¨re Pro-
tokolle oder Hardware harte/isochrone Echtzeit erreicht. Dies macht die Lo¨sung
teuer und aufwa¨ndiger in der Integration. Zusa¨tzlich ist dadurch die Interoperabi-
lita¨t stark eingeschra¨nkt.
6. Als neuer Ansatz ist es mo¨glich P2P-Technologie derartig zu modifizieren, dass sie
in der Automatisierung einsetzbar ist, was in einem komplett dezentralen System
mit dem Namen HaRTKad (Hard Real-Time Kademlia) resultiert.
7. HaRTKad ermo¨glicht harte Echtzeit mit den Attributen der Flexibilita¨t, Ausfall-
sicherheit, Skalierbarkeit und der Vermeidung von Propritarita¨t, da das Verfahren
Thesen
direkt in der Applikationsschicht realisiert wurde.
8. Auch die Synchronisation, die HaRTKad als TDMA-Ansatz beno¨tigt, la¨sst sich
mittels P2P-Technologie realisieren und erreicht zu etablierten Verfahren wie dem
Network Time Protocol (NTP) und dem Precision Time Protocol (PTP) konkur-
renzfa¨hige Zeiten, da es die Synchronisation mit Hilfe von anderen Knoten be-
schleunigt. Der Grad der Beschleunigung kann vom Nutzer gewa¨hlt werden und
sollte an die Anforderungen der Applikation angepasst sein.





Tratschen“) und kann daher in der Automatisierung, welche harte Echt-
zeit beno¨tigt, eingesetzt werden.
10. HaRTKad kann praktisch eingesetzt werden, da die praktischen Ergebnisse bereits
die Anforderungen an verschiedene Echtzeitklassen wie z.B. eine Zykluszeit von
10 ms (Prozesssteuerung) mit bis zu 621 Knoten erfu¨llt. Dies wird durch parallele
Kommunikation ermo¨glicht, bei der aber in der daru¨ber liegenden Applikation
sichergestellt werden muss, dass kein Knoten in zwei parallele Prozesse eingebunden
ist.
11. HaRTKad kann auch als Middleware fu¨r andere Applikationen dienen. HaRTKad
realisiert dabei die deterministische Datenu¨bertragung und somit die Echtzeitkom-
munikation. Die Echtzeitfa¨higkeit des Systems wird mittels des verwendeten Echt-
zeitbetriebssystems (z.B. FreeRTOS) realisiert.
12. Als ein Beispiel wurde WS-Eventing verwendet, das HaRTKad als Middleware
nutzt. Somit ist es mo¨glich, den bestehenden WS-Eventing-Benachrichtigungs-
alrogithmus hochskalierbar und echtzeitfa¨hig zu machen.
13. Ein Standard WS-Eventing ist fu¨r eine geringe Anzahl an Knoten dem optimierten
Ansatz auf Grund seiner Komplexita¨t in der zeitlichen Performance u¨berlegen. Mit
steigender Anzahl jedoch skaliert der optimierte Ansatz deutlich besser und ist dem
Standard u¨berlegen. Bei einem zuverla¨ssigen (mit Acknowledgement) WS-Eventing
ist der optimierte WS-Eventing-Ansatz von Anfang an u¨berlegen.
14. Es ist sinnvoll, die Benachrichtigung der Knoten derart zu gestalten, dass zuerst
die Knoten mit der geringsten Ausfallwahrscheinlichkeit informiert werden, da so
nachfolgende Knoten mit ho¨herer Wahrscheinlichkeit nicht durch einen Ausfall des
benachrichtigenden Knotens betroffen sind.
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15. Ein weiteres entwickeltes System namens CoHaRT ist ein Beispiel, bei dem HaRT-
Kad ebenfalls als Middleware dient. CoAP sitzt oberhalb von HaRTKad und er-
mo¨glicht die U¨bertragung und Interpretierung von großen Datenmengen. Somit
sind deterministische Datenstro¨me im Umfeld der industriellen Automatisierung
mo¨glich.
16. Durch die Verwendung von den sogenannten CoAP-Blockoptionen kann eine Ef-
fizienzsteigerung erreicht werden, sodass diese Option bei gro¨ßeren Datenmengen
eingesetzt werden sollte.
17. Es ha¨ngt von der Anwendung und dessen Anforderungen ab, inwieweit HaRTKad
einsetzbar ist. Dies wird z.B. durch den Vergleich mit einer eigens entwickelten
proprieta¨ren Lo¨sung gezeigt. Die proprieta¨re Lo¨sung ist in Zeitauflo¨sung und Syn-
chronisation HaRTKad u¨berlegen, jedoch auf Kosten der Proprita¨rita¨t und Kom-
plexita¨t, da bei der proprieta¨ren Lo¨sung andere Probleme in den Vordergrund
ru¨cken.
18. HaRTKad und die aufbauenden Applikationen ko¨nnen durch zuku¨nftige Weiter-
entwicklung in der Anzahl der unterstu¨tzten Knoten noch weiter optimiert werden.
Einen wesentlicher Punkt stellen dabei die Software Defined Networks (SDNs) dar,
welche durch ihr Netzwerk-Topologiewissen eine potentielle Vervielfachung der un-






Peer-to-Peer (P2P)-Technologie hat sich seit ihrem urspru¨nglichen Einsatz fu¨r das File-
sharing weiterentwickelt und Einzug in neue Einsatzgebiete, wie z.B. das Videostrea-
ming, erhalten. Ein Szenario ist die Anwendung fu¨r das verteilte Speichern von Daten,
welche fu¨r das Umfeld der Automatisierung angepasst wurde. Das System nutzt die po-
sitiven Eigenschaften der P2P-Technologie, wie die hohe Flexibilita¨t, Skalierbarkeit und
Ausfallsicherheit. Ob P2P-basierte Anwendungen auch fu¨r den Einsatz im Umfeld der
industriellen Automatisierung sinnvoll sind, wurde in dieser Arbeit untersucht. Erho¨hte
Anforderungen, wie z.B. harte Echtzeit des Systems und der Kommunikation, gilt es mit
Hilfe des alternativen Netzwerkparadigma der P2P-Netze zu realisieren. Gerade in Be-
zug auf die Zukunftsfa¨higkeit weisen etablierte Lo¨sungen im industriellen Umfeld Ma¨ngel
auf, die durch die intrinsischen Eigenschaften von P2P beseitigt werden ko¨nnten.
Das im Laufe dieser Arbeit entstandene Verfahren HaRTKad mit seinem fu¨r das Umfeld
neue Netzwerkparadigma erfu¨llt diese Anforderungen, womit es sich in diesem Umfeld
einsetzen la¨sst. Ein anschließender Vergleich mit einer proprieta¨ren Lo¨sung zeigt, dass es
je nach Anforderungen durch gegebenen Anwendungen bestimmt werden muss, was zu
bevorzugen ist. Generell ist ein nicht proprieta¨rer Ansatz zu bevorzugen, da sich dieser
nahtlos in bestehende Strukturen einbinden la¨sst; insbesondere hinsichtlich der Inter-
operabilita¨t. Zusa¨tzlich entwickelte Applikationen, die HaRTKad nutzen, zeigen, dass
HaRTKad auch als Middleware genutzt werden kann. Applikationen aus dem Umfeld
der SOAP-basierten Web Services und des RESTful Protokolls CoAP wurden gewa¨hlt,
um die positiven Eigenschaften von HaRTKad zu demonstrieren. HaRTKad erweitert die
genannten Beispiele um harte Echtzeitfa¨higkeit, wobei der Funktionsumfang der Appli-
kationen nicht eingeschra¨nkt wird. Alle entwickelten Lo¨sungen konnten als Prototypen
realisiert werden, was die Machbarkeit der Konzepte basierend auf P2P-Technologie be-





Beyond the original use of Peer-to-Peer (P2P) technology for file sharing, it has been
further developed for other use cases, e.g., video streaming. First, a self-developed appli-
cation for P2P-based distributed storage has been developed, which has been additionally
modified for the field of automation. The system utilizes the positive properties of P2P
technology like the high flexibility, high scalability, and high resilience. In this thesis,
the operation of P2P technology in the industrial automation with higher requirements
in real-time bhavior has been investigated as well. Established solutions in the field of
industrial automation lack sustainability, which could be solved by the intrinsic features
of P2P technology. Therefore, this thesis clarifies if and how P2P technology can be used
in the field of automation with hard real-time requirements.
The resulting developed system HaRTKad with its new network paradigm for the domain
of automation fulfills the mentioned requirements. In conclusion, a comparison with a
proprietary solution shows that depending on the application the user has to decide,
which solution has to be preferred. Generally, a non proprietary approach should be
preferred as it can be integrated into existing structures without high effort also in terms
of interoperability. Additional applications, which use HaRTKad as a middleware, have
been developed. Two applications from the domain of SOAP-based Web Services and
the RESTful protocol CoAP have been chosen to demonstrate the positive properties
of HaRTKad. HaRTKad extends the mentioned examples by hard real-time capability
without limiting the functionality of the applications.
All results are proven by prototypes, which show the feasibility of such a P2P-based
system in practice. Additionally, it substantiates the theoretical assumptions.
