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ABSTRACT
The Internet and more specifically Web 2.0 is a promoter and enhancer of collective intelli-
gence as it allows people to easily generate, store and retrieve information that can be shared
without difficulty. Thus both the expression and exploitation of the wisdom of the crowds
are facilitated by applications relying on collective and collaborative intelligence. The con-
tribution of this thesis in leveraging the wisdom of the crowds effect is twofold. First, we
propose methods for extracting event-related information from the collectively contributed
Wikipedia, thus helping those who are interested in having a comprehensive overview of a
happening to address their doubts about the reported facts. Second, we provide ways of
exploiting on-demand requested wisdom of the crowds, by involving crowdsourcing in super-
vised machine learning. Thus, machines can call the crowd and ask for assistance whenever
there are doubts about the tasks that need to be solved.
We first focus on how collaborative intelligence in Wikipedia is manifested in the process
of information actualization as a reaction to the new events. Real-world events directly
influence the collaborative editing of Wikipedia articles about related entities. Consequently,
as new events take place all over the world, Wikipedia users update the articles corresponding
to the entities involved in these events, or influenced by them, causing an avalanche of
edits on several articles, as more information regarding the event becomes available. The
interactions of contributors with the articles give us clues on whether certain updates are
event-related or not, or whether concurrent updates are a sign of participation in a common
event. We identify and leverage these patterns in order to identify those updates that are
a consequence of events and summarize them in a comprehensive way that presents all
relevant information, even if intentionally forgotten. Moreover, as events can be defined
as relationships between entities at a certain time point caused by a common happening,
we investigate how concurrent edits can be used as indicators for entities being involved in
common events.
We then concentrate on how machine learning can benefit from crowdsourcing. We first
propose methods to aggregate multiple crowd labels in order to produce reliable annotated
content that can be used for supervised machine learning. The proposed methods take
advantage of the workers’ history of already solved tasks in order to simultaneously assess
worker expertise and find the underlying hidden labels. Then, we go a step further, and
propose to couple active learning with crowdsourcing in an integrated framework. Thus,
machines and humans can work together towards improving their performance at a specific
task. An automatic algorithm can learn from the crowd how to do its task in an active
learning manner. When the algorithm has a doubt about a label, or needs to reduce the
doubts over the task at hand, it can directly ask the crowd, and get the reliable labels that
it needs in order for it to become better. The proposed integrated framework accounts for
different worker expertise, instance selection strategies, as well as various levels of resource
allocation.
Keywords: Collective Intelligence, Event Detection, Crowdsourcing, Active Learning
ZUSAMMENFASSUNG
Das Internet und insbesondere Web 2.0 fördert und verstärkt kollektive Intelligenz,
weil es Menschen erlaubt Informationen einfacher zu erzeugen, zu speichern und abzurufen,
die ohne Schwierigkeiten mitgeteilt werden können. Somit wird sowohl der Ausdruck als
auch die Verwertung der Weisheit der Massen, mittels Anwendungen die auf kollektiver und
kollaborativer Intelligenz basieren, erleichtert. Der Beitrag dieser Arbeit zu dem wirksamen
Einsatz des ”Weisheit der Massen”-Effekts ist zweifach. Erstens, wir schlagen Methoden
zur Extraktion von ereignisbezogenen Informationen aus der kollektiv erstellten Wikipedia
vor. Dadurch helfen wir denen, die daran interessiert sind einen umfassenden Überblick
über ein Geschehen zu bekommen, um ihre Zweifel an den berichteten Fakten auszurumen.
Zweitens, wir zeigen Wege zur bedarfsweisen Nutzung der Weisheit der Massen, indem wir
Crowdsourcing für überwachtes maschinelles Lernen einsetzen. Auf diese Weise können
Maschinen die Masse aufrufen und um Hilfe bitten, wenn es Zweifel über die Aufgaben, die
gelöst werden müssen, gibt.
Wir konzentrieren uns zuerst darauf, wie sich kollaborative Intelligenz in Wikipedia
im Vorgang der Informationsaktualisierung als Reaktion auf neue Ereignisse manifestiert.
Ereignisse in der realen Welt beeinflussen direkt die kollaborative Bearbeitung von Wikipedia-
Artikeln der beteiligten Entitäten. Dies führt zu einer Kette von Änderungen an mehreren
Artikeln, sobald neue Informationen über das Geschehen zur Verfügung stehen. Die In-
teraktionen der Beitragenden mit den Artikeln geben uns Hinweise darauf, ob bestimmte
Aktualisierungen ereignisbezogen sind und ob gleichzeitige Aktualisierungen von verschiede-
nen Artikeln ein Zeichen für die Teilnahme der Entitäten an einem gemeinsamen Ereignis
sind. Wir identifizieren und nutzen diese Muster, um die Aktualisierungen, die eine Folge
von Ereignissen sind, zu finden und dann so zusammenzufassen, dass alle relevanten Informa-
tionen präsentiert werden, selbst dann, wenn sie absichtlich ausgelassen wurden. Außerdem,
weil Ereignisse als Beziehungen zwischen Entitäten zu einem bestimmten Zeitpunkt, die von
einem gemeinsamen Geschehnis verursacht wurden, definiert werden können, untersuchen
wir, wie die Nutzung gleichzeitiger Aktualisierungen als Indikatoren dafür, dass Entitäten
an gemeinsamen Ereignissen beteiligt sind, genutzt werden können.
Danach konzentrieren wir uns darauf, wie maschinelles Lernen von Crowdsourcing prof-
itieren kann. Zuerst schlagen wir Methoden vor, um mehrere durch die Masse erstellte
Labels zu aggregieren, um zuverlässig markierte Inhalte zu erhalten, die für überwachtes
maschinelles Lernen verwendet werden können. Die vorgeschlagenen Methoden nutzen die
Chronik bereits gelöster Aufgaben, um gleichzeitig die Kompetenz der Arbeiter zu bew-
erten und die zugrunde liegenden verborgenen Labels zu finden. Dann gehen wir einen
Schritt weiter und schlagen vor, aktives Lernen mit Crowdsourcing in einem integrierten
Framework zu koppeln. Auf diese Weise können Maschinen und Menschen zusammen an
der gegenseitigen Verbesserung ihrer Leistung bei einer bestimmten Aufgabe arbeiten. Ein
automatischer Algorithmus kann aktiv von der Masse lernen, wie er seine Aufgabe lösen
soll. Wenn der Algorithmus Zweifel an einem Label hat oder Unsicherheit in Bezug auf
die Aufgabe reduzieren muss, kann er direkt die Masse fragen, um zuverlässige Labels zu
erhalten, die er benötigt, um seine Leistung zu verbessern. Das vorgeschlagene integrierte
Framework berücksichtigt Unterschiede in der Kompetenz der Arbeiter, unterschiedliche
Auswahlstrategien für Instanzen sowie verschiedene Levels der Ressourcenallokation.
Schlagwörter: Kollektive Intelligenz, Ereignisdetektion, Crowdsourcing, Actives Lernen
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Introduction
The Web 2.0 revolution introduced new ways of generating, storing, sharing and
retrieving information, stimulating collective intelligence and bringing forward new
ways of collaboration. Collaborative platforms such as Wikipedia, Yahoo! answers,
or Delicious, released the potential of the wisdom of the crowds, by enabling large
groups to collaborate in the creation of knowledge that is universally available. Col-
laborative intelligence thus leads to collective intelligence, whose beneficiaries are
not only its contributors but all those that have access and means of interpretation
for the knowledge generated in the process. The advent of human computation,
spurned by the high connectivity offered by the Internet and the Web, has unleashed
another previously unexplored facet of the wisdom of the crowds, namely crowdsourc-
ing. Crowdsourcing uses small financial incentives to motivate large groups of people,
with different levels of expertise, into solving tasks that are too hard for machines,
but nearly trivial for humans. With the help of crowdsourcing the undertaking of
tasks that would have previously been too costly, or would have taken a high amount
of time to accomplish, is substantially eased.
When in doubt about certain facts, or needing assistance when solving a particular
task, the power of the crowd and its wisdom is an important resource, bringing
considerable advantages when correctly used. Wikipedia is already one of the most-
up-to-date and accurate encyclopedias available, and it is based on the power of
collaborative editing supported by a large community. It is an important source
of information for most of us, clearing our doubts whenever we are interested in
a certain subject. The knowledge created by the crowd can be not only be used
directly by humans, but it can also be leveraged for machine learning. When needing
to train a supervised machine learning algorithm, labeled data is always necessary.
Crowdsourcing makes this task easier, reducing the costs or alleviating the need of
hiring experts. Moreover, labeled data can be gathered in an incremental way, in an
active learning manner. Thus, the crowd will help the machines to clear their doubts
about how to solve their tasks, by asking humans for assistance whenever needed.
Therefore, the wisdom of the crowds, either in its freely manifested form as collective
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or collaborative intelligence, or requested and paid for through crowdsourcing, can
help alleviate doubts and give new insights into various problems, making humans as
well as machines more efficient, by making their access to information and knowledge
easier.
In our work we propose methods of exploiting the wisdom of the crowds, and
leveraging collective intelligence for solving the specific problems of event detection
and gathering of high quality annotated instances for machine learning. We exploit
the success of Wikipedia, to investigate individual contributions, and identify infor-
mation that is related to events. We propose a framework for using crowdsourcing for
active learning, and in the same time we tackle the issues that arise from the quality
and unknown provenance of crowd workers. We will detail the problems that we solve
and the proposed solutions in the following.
1.1 Thesis Framing
In this section we give an overview of the general background and introduce some
of the key notions that are addressed in this thesis. More specific background and
the respective state-of-the art surveys are given in the specific Related Work sections
in each chapter. We start by presenting what the wisdom of the crowds is and give
examples of where it is manifested. We continue by describing what collective and
collaborative intelligence are and how they can be used to facilitate the exploitation
of the wisdom of the crowds. As an example of collaborative intelligence we give
a short description of Wikipedia, and introduce our approach that uses the update
patterns for event detection. Finally, we give a short introduction into the concepts
of human computation and crowdsourcing as another dimension of the wisdom of the
crowds, and present our approach for leveraging crowdsourcing for improving machine
learning.
Wisdom of the Crowds
The wisdom of the crowds is the theory that when it comes to answering a question,
the aggregated decisions of a larger group of diverse people can be better, therefore
more intelligent, than that of most individuals and even that of any smaller collection
of experts.
One of the first studies [Gal07] into the process, and this also has become the
classical example of the wisdom of the crowds, is related to the point estimation of a
continuous quantity. The statistician Francis Galton conducted an experiment at a
county fair in 1906, by asking the crowd (800 fair participants) to estimate the weight
of an ox. When the individual guesses were averaged, it could be observed that the
average was accurate within 1% of the true weight of the animal, and closer than the
estimates of most crowd members, and also closer than estimates made by experts.
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The process underlying the wisdom of the crowds effect is discussed in detail by
James Surowiecki in his book The Wisdom of Crowds [Sur05]. The central thesis
of the book is that a diverse collection of independently deciding individuals can
often make certain types of decisions and predictions better than individuals, or
even experts. According to the author, there are 4 criteria that separate a wise
crowd, from an irrational one: diversity of opinion (each member should have private
information, no matter how different from the other’s), independence (the opinions
of the members should not be determined by others around them), decentralization
(members should be able to specialize and draw on local knowledge) and aggregation
(the presence of a mechanism that can turn private judgements into a collective
decision). Extending these principles, [OK08] captures the wisdom of the crowds
approach in eight conjectures: “(i) it is possible to describe how people in a group
think as a whole, (ii) in some cases, groups are remarkably intelligent and are often
smarter than the smartest people in them, (iii) the three conditions for a group to be
intelligent are diversity, independence, and decentralization, (iv) the best decisions
are a product of disagreement and contest, (v) too much communication can make the
group as a whole less intelligent, (vi) information aggregation functionality is needed,
(vii) the right information needs to be delivered to the right people in the right place,
at the right time, and in the right way, (viii) there is no need to chase the expert.”
The Internet facilitates large groups of independent individuals of various exper-
tise and skills to work together in a decentralized way. Whether having a specific goal
in mind or not, large groups of people, coordinate themselves to create knowledge that
none of the composing individuals would completely hold. In specialized systems the
generated information is democratically coordinated, through complex mechanisms
of contests and conflict resolution, and its aggregation leads to the creation of knowl-
edge that sometimes exceeds the capabilities of domain experts. One example of such
a system is Wikipedia, where volunteers contribute motivated by the goal of creating
the most up-to-date, accurate and neutral encyclopedia. Other examples of wisdom
of the crowds manifested through collaboration include: systems centered around get-
ting feedback such as question answering portals (Yahoo! Answers1, Stackoverflow2),
posting boards (Reddit3 or Slashdot4), list composition websites (Ranker5), or online
forums. Moreover, the collaboration generated by the open source movement helped
introduce collective and collaborative intelligence into software development and other
domains. An example where the greater goal is kept out of sight is crowdsourcing,
where random workers of various expertise are contributing to solving tasks for a
small financial incentive. The call for answers to a specific question can be simulated
by doing a targeted crawl of the resources shared in social networks or social media.
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or unconsciously by a large number of people, can be gathered or inferred. In this
way, the wisdom of the crowds can be exploited without the members of the crowd
being aware that they are participating in the process. Therefore, the wisdom of the
crowds can also be exploited by aggregating data gathered from systems dedicated
to sharing of resources, such as photo and video sharing portals (Flickr6, Youtube7),
or bookmarking services (Delicious8, Bibsonomy9), portals developed for keeping in
touch with peers such as social networks(Facebook10, Lastfm11), portals for sharing
a person’s thoughts and experiences with everybody else such as blogging platforms
or microblogging (Twitter12). Moreover, the ability to learn and infer meaningful
knowledge from big data, either generated by a large number of users, by the crowd,
or by pervasive computing, is becoming a crucial asset for software companies today.
This is by no means an exhaustive list of showcases for the wisdom of the crowds,
we only intended to show the diversity of applications leveraging it directly or indi-
rectly, and of platforms that can be exploited for extracting it; many other success
stories being supported by it. The aggregation of the information produced by the
individuals contributing to these systems, either consciously participating in a group
having a precise goal in mind, or just expressing their own opinions about something,
creates knowledge that can be referred to as wisdom of the crowds.
Collective and Collaborative Intelligence
Collective intelligence builds upon the wisdom of the crowds, but shifts the focus from
individual isolated inputs and their aggregation, towards the process of knowledge
production through collaboration. The shared intelligence of the group emerges from
the collective efforts and collaboration, sometimes motivated by competition, of many
diverse individuals. Collective intelligence relies on the involvement of a large group
of individuals that generate knowledge by means of communication, and a certain
degree of coordination. This is not contrary to the wisdom of the crowds as long as
the individuals are diverse enough, and the knowledge generated by the aggregation of
their inputs is a product of disagreement and contest, guided by democratic principles.
In his book Collective intelligence: Mankind’s emerging world in cyberspace [LB99],
Pierre Levy defines collective intelligence as:
“It is a form of universally distributed intelligence, constantly enhanced,
coordinated in real time, and resulting in the effective mobilization of
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The basis and goal of collective intelligence is mutual recognition and
enrichment of individuals rather than the cult of fetishized or hypostatized
communities.”
In his book New media: An introduction [Fle05], Terry Flew argues that through
interaction with new media, knowledge easily passes between sources resulting in a
form of collective intelligence. The use of interactive new media, particularly the
Internet, promotes online interaction and knowledge distribution between users by
allowing them to to easily create, store and retrieve information that can be shared
without difficulty. Thus, through new media, the Internet is facilitating and promot-
ing collective intelligence.
Collaborative intelligence is that facet of collective intelligence that acknowledges
identity. Zan Gill argues on her website dedicated to surveying theoretical work
relevant to developing a theory of collaborative intelligence13 that:
“Collaborative intelligence shifts from the anonymity of collective intelli-
gence to acknowledged identity, as when individuals participate in social
networks. Collaborative intelligence offers a method to transform next
generation social networks into problem-solving systems. Diverse, gener-
ally non-anonymous, credited, time-stamped input into an interactive sys-
tem is tagged, preserving a database of the unique knowledge, expertise,
and priorities of participants, while offering diverse methods of clustering,
searching, and accessing their input. ”
The collective intelligence of a large group of diverse individuals fulfils all the
criteria of a wise crowd producing useful information. It consists of a distributed
group mind solving creative problems, based on the dynamics resulting from the
collaboration of people with various knowledge levels and diverse skills, to produce
outcomes that are viewed by the community as more effective than what independent
action could have produced. The Internet, as a rich, but noisy platform, enables the
emergence and evolution of complex collaborative intelligence ecosystems, that can
leverage judgments made by millions of people to generate collective knowledge that
can be used to produce intelligent answers to a wide variety of questions.
Collective intelligence can be harnessed today by means of crowdsourcing, rec-
ommender systems, evolutionary computation, wikis, community question answering
systems, the open source movement, and many others. Various data mining algo-
rithms rely on the aggregation of data mined from the social web in order to produce
valuable knowledge. For example, collaborative filtering [BHK98], a successful algo-
rithm for recommender systems, is based on collecting and analyzing a large amount
of information on users’ behaviors, activities or preferences and predicting what users
will like based on their similarity to other users. Collaborative intelligence, lever-
ages identity and social networks to further motivate participants. Wikipedia has
13http://collaborative-intelligence.org
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successfully applied the wiki paradigm to the creation of one of the most appre-
ciated encyclopedias. Stackoverflow14, a community answering system focused on
programming, is one of the main sources of information for programmers needing
assistance. The open source movement enables the collaboration of a large number
of programmers and has helped introduce diversity in the operating systems world
through Linux. Many other success stories exist, where knowledge being generated
through collaboration by a large diverse group can be of use to the general public.
Wikipedia as Collaborative Intelligence
Wikipedia, one of the most popular websites on the Internet, in October 2014 ranked
sixth in the world by traffic according to Alexa15, is one of the foremost showcases
for collaborative intelligence. In Wikipedia, contributors from all around the world
collectively created and are continuously maintaining the world’s largest and most
up-to-date encyclopedia, with articles of high quality in terms of content, accuracy,
and neutrality. It has been shown that the quality of Wikipedia articles is comparable
to that of the Encyclopedia Brittanica [Gil05]. Wikipedia has been developed with
almost no centralized control, without any financial motivation, by volunteers. It is
a showcase for collaborative intelligence as contributors with different perspectives,
expertise, and skills voluntarily collaborate to create knowledge about a wide variety
of topics.
The dimensions of contribution in Wikipedia can be grasped by looking at its
Statistics page16. In October 2014, only the English Wikipedia numbered 33,9 million
pages, 4,6 million articles being contributed to by 22,7 million users over 738,3 million
edits. Of the 129,628 active registered users, only 1,186 have administrative privileges,
showing that the bulk of contributions come from the general crowd, although control
is in the hands of a few users.
We are interested in exploiting the collaborative behavior that drives Wikipedia.
In [KCP+07] the authors evaluate how the provenance of Wikipedia contributors
evolved over time. They conclude that unlike in the beginnings, where a core of
dedicated, specialized elite users were contributing, nowadays, Wikipedia is mostly
contributed by the common users, thus making it a perfect example for what the
“wisdom of the crowds” is capable of, and how the power of collaborative intelligence
can create value. The wisdom of the crowds effect has been shown to be manifested in
Wikipedia in [AMP06]. The process of coordinating this huge crowd of contributors
is discussed in more detail in [KK08], by studying how the number of editors and
the types of coordination (explicit or implicit) affects the quality of the articles.
Moreover, contributing to Wikipedia can be seen as a process of collective memory
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Arab Spring events of 2011 and how the Wikipedia community reacts in order to create
and preserve knowledge about this particular event so that it can be remembered in
the future. In Section 2.2 we provide more details on research based on Wikipedia.
Contribution
In this thesis we investigate how the reaction of Wikipedia contributors can be ex-
ploited in order to identify events. Is the Wikipedia community acting like an in-
telligent crowd in coordinating itself to update the article pages of entities involved
in events? Can we identify patterns in the update behavior of the Wikipedia con-
tributors in the proximity of events? If so, can these patterns be used to extract
event-related information? Due to the encyclopedic nature of Wikipedia, which in-
volves a process of consolidation, some of the information and interactions caused
by the increased activity in time of events will be lost. Can the recovery of this
information bring further insights into the underlying events? We analyze how the
community of contributors behind Wikipedia mobilizes itself and acts as an intelligent
crowd when events happen. This leads to the update of the articles of the involved
entities. Leveraging the behaviour spurned by the outbreak of events, we propose
methods for identifying the updates that were caused as an effect of the event, and
furthermore summarize them, providing an event-detection algorithm that leverages
Wikipedia editing activities. Not only can we detect events in retrospect, that might
have been forgotten, but we also discover information that at the time was considered
to be important by the crowd, but later on was removed or overly summarized, for the
sake of brevity or to maintain the encyclopedic standards of Wikipedia. Moreover,
we introduce an online application that, given an entity reports information about
the events where it was involved, based on the proposed methods.
Considering the fact that events can be defined based on the entities that interact
with each other as either a cause or a consequence of the event, we also investigate
how the crowd wisdom can be used to detect events following this definition. To this
effect we examine the concurrent updates that affect entities. The intuition behind
this approach is that entities involved in the same event should be updated with
similar content, or even more specific, mentions of the other entities participating in
the considered event have a higher probability to appear in the articles of entities that
are also involved in the event. Therefore the crowd would give an indication of which
entities have been affected or involved in common events. Wikipedia also provides
a dedicated portal where its contributors can insert and curate information about
events, organized in a chronological order. We compare our automatic approach of
detecting events with this other example of crowd intelligence, and find that they
complement each other.
In summary, propose methods for event-detection to shed more light on past
events, or to detect and track events as they happen, by leveraging the collabora-
tive editing behavior of Wikipedia contributors, and we show that the task of event
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detection can be based on the exploitation of crowd intelligence.
Crowdsourcing
Human computation, when involving large numbers of humans can be seen as a man-
ifestation of collective intelligence, thus a way of exploiting the wisdom of the crowds.
A concise definition for it is “a paradigm for utilizing human processing power to solve
problems that computers can not yet solve” [VA09a]. A survey and a taxonomy of
the field has been given in [QB11]. The authors classify human computation systems
based on six distinguishing factors: motivation, human skill, aggregation, quality con-
trol, process order, and task request cardinality. Also in [QB11], the authors compile
a list of definitions for human computation, of which we reproduce here the ones that
fit best to our work:
“the idea of using human effort to perform tasks that computers cannot
yet perform, usually in an enjoyable manner” [LVA09]
“systems of computers and large numbers of humans that work together
in order to solve problems that could not be solved by either computers
or humans alone” [QB09]
From all human computation systems, in this thesis we are most interested in
crowdsourcing. Crowdsourcing is a term first coined by Jeff Howe in an article in the
Wired Magazine [How06]. Howe’s website17 defines crowdsourcing as:
“Crowdsourcing is the act of taking a job traditionally performed by a
designated agent (usually an employee) and outsourcing it to an undefined,
generally large group of people in the form of an open call.”
After studying multiple definitions of crowdsourcing, [EAGLdG12] comes up with
an integrated definition:
“Crowdsourcing is a type of participative online activity in which an indi-
vidual, an institution, a non-profit organization, or company proposes to a
group of individuals of varying knowledge, heterogeneity, and number, via
a flexible open call, the voluntary undertaking of a task. The undertaking
of the task, of variable complexity and modularity, and in which the crowd
should participate bringing their work, money, knowledge and/or experi-
ence, always entails mutual benefit. The user will receive the satisfaction
of a given type of need, be it economic, social recognition, self-esteem,
or the development of individual skills, while the crowdsourcer will ob-
tain and utilize to their advantage that what the user has brought to the
venture, whose form will depend on the type of activity undertaken.”
17http://crowdsourcing.typepad.com/
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Crowdsourcing can be seen as general model for problem solving that can be ex-
plained through the crowd wisdom theory, an exercise of collective intelligence [Bra08].
Crowdsourcing can be seen as collective intelligence, because a large group of indi-
viduals is mobilized to solve a specific problem. The diversity of the individuals,
motivated in various ways, assures that the wisdom of the crowds will come into
play. Viewed at the low level of an individual in the crowd, it is only outsourcing of
tasks towards unknown less paid workers, but usually each task is a part of a more
complex system, and all the inputs from the crowd are aggregated to create superior
knowledge. Similar small tasks and their aggregation are equivalent to the classical
example of wisdom of the crowds, where participants of a fair were asked to estimate
the weight of a bull. To understand that collective intelligence is at work here, we
have to take the role of employer of the crowd, and having an overview of the ensemble
of small tasks, the higher goal will come into view.
A survey of the available crowdsourcing systems in the world-wide web is given
in [DRH11]. The survey identifies the key challenges of crowdsourcing systems: how
to recruit contributors, what they can do, how to combine their contributions and
how to manage abuse. They classify the existing crowdsourcing systems based on the
nature of collaboration and the type of target problem to be solved; further distinction
can be made based on dimensions of the key challenges. In Section 5.2 we provide
more details about research on crowdsourcing that is related to this thesis.
Contribution
In this thesis we focus on what has become the traditional way of using crowdsourc-
ing, through a microtask marketplace. In such marketplaces, the party that needs
work being done is called a requester, and those that fulfil it are called workers. The
requester posts a microtask that can be solved in a short time, for a monetary reward,
usually small. Workers access the marketplace, and according to their skill or prefer-
ences they choose the microtasks to solve. The requesters get their work done for a
fraction of the money they would need if hiring experts, the workers get financially
rewarded, and sometimes also entertained.
Crowdsourcing can be used for a large variety of tasks, ranging from labeling if
objects appear in images, to more complex tasks such as translations of text. Crowd-
sourcing has net advantages over employing experts for solving tasks. On the one
hand, from a financial point of view, it can be much more cost-efficient. On the other
hand ,due to the large availability of crowd-workers, it can be much faster. Never-
theless, this comes at the cost of quality. The more you pay the workers, the higher
the quality of the work produced by them is, but this will lower the advantage of
cost-effectiveness, and leave only the time advantage. Even so, methods have been
developed to keep the costs low while at the same time keeping the quality standards
high.
One application of crowdsourcing is the gathering of labels to be used for super-
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vised learning. Thus, machines can learn from humans at a very low cost. Supervised
machine learning is of course sensitive to the quality of the labels. This problem is
accentuated when the labels are produced by the crowd. One of the most common
strategies for addressing these problems is to involve redundancy, and get more than
one label for each item, and then use an aggregation mechanism to find the true
underlying label. To this end, we propose methods for aggregating multiple crowd
produced labels, in order have high quality labels that can be used for machine learn-
ing, or even for active learning. Active learning is a special case of semi-supervised
machine learning in which a learning algorithm is able to interactively query an in-
formation source to obtain the desired outputs at new data points [Set10]. If the
information source for gathering labels is crowdsourcing, machines and humans can
work together towards reciprocally improving their performances on a specific task.
We propose methods to employ crowdsourcing for active learning, in a system where
humans and an automatic supervised machine learning algorithm work together in
a symbiotic way. Thus, the machines will ask the humans for help, when they are
in doubt, or in trouble, for new examples that when labeled would lead to a better
performance. In this thesis we address the following questions. Can machine learning
be assisted by crowdsourcing? Can we provide an algorithm for the aggregation of
multiple crowd-provided labels that is better than the simple majority voting? How
can we efficiently couple active learning with crowdsourcing, such that a machine can
autonomously learn by requesting labeled items on demand? What are the challenges
raised by such a system and how can we overcome them?
In summary,we investigate how crowdsourcing, when done correctly with provi-
sions for tackling the quality problem, can benefit machine learning. We propose
methods for quality assurance and worker reliability assessments, and a framework
for employing crowdsourcing for active learning.
1.2 Thesis Structure
In the first part of the thesis we exploit the wisdom of the crowds and its manifesta-
tion on the collaborative platform Wikipedia, by leveraging the collaboration patterns
that make Wikipedia so successfull, for event detection. In Chapter 2 we motivate
our approaches for the exploitation of collaborative intelligence from Wikipedia edit
activities, and survey the related work. We analyze the behavior of the crowd that
supports Wikipedia and the process of updating articles when their corresponding
entities are involved in, or affected by events. We present two approaches that go be-
yond the state-of the art by exploiting the Wikipedia Edit History for event detection.
In Chapter 3, we propose algorithms to identify those updates that are consequences
of events and summarize them in a comprehensive way that identifies all relevant
information, even if intentionally forgotten. Thus, we are able to recover the individ-
ual contributions from the process of mutual agreement towards a neutral and brief
description of an event. Therefore, we are able to offer a comprehensive view over the
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event, that encompasses diverse opinions and points of view. In Chapter 4 we pro-
pose algorithms to identify events as relationships between entities by leveraging the
concurrent editing behaviour for entities that are related because of an event. This
enables us to track the evolution of entities and their relationships as they evolve
through involvement in events. Finally, we compare the proposed event-extraction
methods with a crowd managed event portal, showing their complementarity.
In the second part of the thesis we investigate a more direct way of exploiting the
wisdom of the crowds, namely crowdsourcing. Crowdsourcing by the means of micro-
task platforms such as Amazon’s Mechanical Turk18 or Crowdflower19 has become the
standard in recent years. Chapter 5 starts by introducing some of the problems that
arise when employing on-demand requested collective intelligence as crowdsourcing,
and surveys the related work. We study how crowdsourcing can be used for generat-
ing a high quality ground truth to be used in supervised machine learning algorithms,
and how crowdsourcing can be integrated in an active learning framework where hu-
mans and machines collaborate. In Chapter 6 we propose a general framework for
the aggregation of multiple crowd provided labels, while tackling their noisy nature.
The proposed methods simultaneously evaluate worker expertise and reliability, and
find the underlying ground truth labels for a set of items. We evaluate our methods
on various datasets proving their effectiveness. In Chapter 7, we propose methods
for employing crowdsourcing for active learning, as an efficient way to gather labeled
instances. We explore the challenges created by employing the proposed methods,
such as the crowd label quality issue and the various resource allocation schemes and
selection strategies. In order to prove the effectiveness of the proposed methods of
combining active learning with crowdsourcing we apply them to the task of dedupli-
cation of scientific publications. Furthermore, we integrate and test our methods in
a live publication search system.
Finally, Chapter 8 concludes the thesis with an enumeration of the contributions,
while also discussing possible future research directions and open challenges.
18www.mturk.com
19www.crowdflower.com
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1.3 Contributions of this Thesis
Our various contributions to the exploitation of the wisdom of the crowds can be
summarized as follows:
• we analyze the behavior of the crowd that supports Wikipedia, in its collabo-
ration on updating articles when their corresponding entities are involved in or
affected by events
• we develop algorithms to identify those updates that are a consequence of events
and summarize them in a comprehensive way that identifies all relevant infor-
mation, even if intentionally forgotten
• we develop algorithms to identify events as relationships between entities by
leveraging the concurrent editing behaviour for entities that are related because
of events
• we propose a general framework for the aggregation of multiple crowd provided
labels to be used in machine learning. The proposed methods simultaneously
evaluate worker expertise and reliability, and find the underlying ground truth
labels for a set of items.
• we introduce methods for employing crowdsourcing for active learning, and
explore challenges arisen by employing such a system, taking into consideration
the crowd label quality issue and experimenting on diverse resource allocation
schemes and selection strategies.
• we apply the proposed methods for active learning with crowdsourcing for the
task of entity deduplication in a live publication search system
2
Leveraging Manifested Collaborative Intelligence for
Event Detection
2.1 Motivation
Wikipedia is a free multilingual online encyclopedia covering a wide range of general
and specific knowledge in about 33.1 million articles (∼4.7 million in the English
version). It is continuously kept up-to-date and extended by a community of over
1.9 million contributors, with an average of 10.4 million edits per month observed in
2014.1. The dimensions of collaboration exhibited in Wikipedia make it one of the
foremost examples of a social network manifesting distributed collaborative intelli-
gence.
One of the reasons that drives editing and updating in Wikipedia is the occurrence
of new events in the real world such as elections, accidents, political conflicts, or sport
events. In the context of a political argument between the US president Obama and
the republican Joe Wilson, which immediately lead to a burst of edits and discussions
in Wikipedia, the New York Times wrote: “If journalism is the first draft of history,
what is a Wikipedia entry when it is updated within minutes of an event to reflect
changes in a person’s biography?”2.
An event is something that happens at a certain time in a specific place. Tradi-
tional event detection methods use collections of web articles as a data source, and
either cluster articles based on semantics and timestamps, or exploit the distribution
of entities over articles in time, in order to identify events. We tackle this problem
by using Wikipedia as a collaboratively contributed source of versioned documents,
and exploit the apparent update patterns. Contrary to using web documents as a
datasource, in Wikipedia knowledge about events and their evolution as well as of the
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Figure 2.1 On November 8, 2006, the resignation from the U.S. Secretary of
Defense of Donald Rumsfeld, caused a burst of updates. Two event-related updates
are shown, and contributors, timestamps, comments, and the differences of two
revisions highlighted.
of documents, Wikipedia allows us to investigate the evolution of entities as they are
affected by, or directly involved in events, and how this is reflected in the behavior of
the community. Compared to other social media, like Twitter or Youtube, Wikipedia
has some advantages such as: (i) it provides information with higher reliability and
quality, because of its goal of being the most accurate and neutral encyclopedia, (ii)
the produced information is organized naturally around entities, (iii) all the interac-
tions are stored in an Edit History. The interaction of contributors with the articles,
give us clues on whether certain updates are event-related or not, or whether concur-
rent updates are a sign of participation in a common event. We identify and leverage
these patterns in order to detect events.
Wikipedia is widely regarded as the most up-to-date encyclopedia available for
free. As an encyclopedia, Wikipedia covers much of what is of importance for a
general reader. As it does not have periodical releases, and is a live encyclopedia,
Wikipedia has to be constantly updated when events happen. Real-world events di-
rectly influence the collaborative editing of Wikipedia articles about entities involved
in the events. Consequently, as new events take place all over the world, Wikipedia
users will update the articles corresponding to the entities involved in these events,
or influenced by them, causing an avalanche of edits on several articles, as more in-
formation regarding the event becomes available. Real-life events like new scientific
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findings, resignations, deaths, or catastrophes serve as triggers for collaborative edit-
ing of articles about affected entities such as persons or countries. As an example
of the reaction to a real event, that can be observed in Wikipedia, Figure 2.1 shows
typical updates as well as a plot depicting the burst of edits triggered by Donald
Rumsfeld’s resignation in November 8, 2006. Because Wikipedia has well defined
standards for the quality of its articles, and it strives to provide a point of view as
neutral as possible, in the course of the event, through a mutual agreement process
the different points of view converge to a view accepted by the community of contrib-
utors. The large community of users is always mobilized and takes care of keeping
the accuracy and actuality of the information. To make sense of all the collaborative
editing involved, all revisions of an article are kept, in a publicly available Edit His-
tory. We propose to leverage this resource as a news source and extract meaningful
events from it.
The enormous volume and the fairly reliable quality of information makes Wikipedia
a popular source in several research topics. Research utilizing Wikipedia has attracted
a large spectrum of interest over the past decade, including knowledge discovery and
management, natural language processing, social behaviour study, information re-
trieval, etc. Much of existing work considers Wikipedia as a static collection, i.e.
information once stored is stable or rarely changed over time. However, in practice,
Wikipedia grows very rapidly (from 17 millions articles in 250 languages in 2011 to
30 millions articles in 2013 3), with new articles published and edited everyday by a
large community of active contributors worldwide. This calls for an effective way to
analyze and extract information from Wikipedia, taking into account the temporal
dynamics.
How many updates in Wikipedia are related to events? Is there a connection
between bursts of edits and real-life events? Are there indicators for event-related
updates in the textual content and meta annotations of the Wikipedia edits? Can
we automatically detect event-related updates? Can we extract relationships that
are generated by these events? Can we observe the evolution of such relationships as
consequences of events? These are some of the questions we investigate in this thesis
by analyzing Wikipedia’s publicly available Edit History.
We propose and discuss at length two methods of detecting events based on the
Wikipedia Edit History. In Chapter 3 we present a method based on firstly identifying
event-related updates by employing a classifier and then summarizing these updates
by clustering them. In Chapter 4 we introduce another method of identifying events as
dynamic relationships between entities. Hereafter we motivate and briefly introduce
the proposed methods for event identification from Wikipedia article updates.
In Chapter 3 we propose to extract event-related information from Wikipedia ed-
its for a given entity and its corresponding article, by first identifying event-related
updates and then by clustering these updates in order to map them to their corre-
3http://en.wikipedia.org/wiki/Wikipedia
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sponding events and to generate summaries. For detecting event-related updates we
make use of a combination of filters and classifiers based on burst detection, tem-
poral information, and textual content. The stream of thus detected event-related
updates serves as a starting point for identifying the events themselves and creating
a meaningful summarization. Our experiments on event extraction, clustering, and
summarization show promising results towards generating entity-specific news tickers
and timelines. Based on the proposed methods for event-related update identifica-
tion we present the Wikipedia Edit Reporter, a system that supports the exploration
of event-related information in Wikipedia over time. For a given entity, our sys-
tem automatically identifies event-related updates by analyzing the Edit History of
the corresponding Wikipedia article. The system generates a meaningful temporal
summarization from event-related updates and automatically annotates events in a
timeline. Wikipedia Edit Reporter, provides the user with the ability to visualize all
the historical information, giving the user a comprehensive view over the evolution
of the event, and not only the socially accepted final interpretation of the event.
In Chapter 4 we propose to extract from Wikipedia complex event structures, con-
sisting of a set of entities that are connected at a given time period. The approach
copes with the temporal evolution of information, as new events are reported or exist-
ing events evolve from time to time. Most current approaches in information extrac-
tion assume the static nature of relationships on fixed collections and knowledge bases.
Recent attempts have tried to extract structured information from different sources in
Wikipedia articles (categories and infoboxes [TEPW11], free texts [KW12a], etc.), but
ignored the temporal dynamics of articles in Wikipedia. They assume a predefined
or limited schema of the events detected. Other works exploited timely features of
articles such as view counts over time [CN10] or edit history [GKK+13]. However, in
collaborative environments such as Wikipedia, information and structures are highly
dynamic over time. Therefore, we introduce a new method to extract complex event
structures from Wikipedia. We propose a new model to represent events by engaging
multiple entities correlating in the time dimension. We exploit the Edit History in
Wikipedia, which covers a full evolution of articles’ content over a long time period.
Our method is agnostic to any language constraints, therefore it can be applied to
an arbitrary language, and it does not depend on the number of entities to be known
a-priori. In principle, our method can detect events from simple schema (such as the
release of new movies) to complex ones (such as a revolution). Our method works
naturally with the dynamics of information in Wikipedia; thus, it is able to detect sev-
eral events pertaining to a number of articles, as soon as the articles’ contents change
over time. The evolution of an event is captured effectively based on analyzing the
user edits history in Wikipedia. Our work provides a foundation for a novel class of
evolution-aware entity-based enrichment algorithms, and considerably increases the
quality of entity accessibility and temporal retrieval for Wikipedia. We formalize this
problem and introduce an efficient end-to-end workflow as a solution.
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Temporal Retrieval and Event Detection
Information retrieval models and algorithms have been extremely successful during
the last 20 years, providing easy access to all information available on the Web. Only
lately more work has been spent on issues related to temporal retrieval, exploration,
and analysis of large temporal collection like Web Archives [ASBYG11]. In the
area of temporal retrieval, previous works [EG11, KN12] have shown that leveraging
the time dimension in ranking can improve the retrieval effectiveness for temporal
queries. However, existing work in temporal search does not focus on entities and
events. In our investigation, we circumvent the need for Web Archives by using
Wikipedia. Its link structure has been shown to be a good indicator for the historical
influence of people [TOY+11], considering that all versions of Wikipedia are stored in
an Edit History easily accessible. Thus, we can exploit the time dimension to identify
historical events in the collaboratively edited version content of Wikipedia.
Event detection has been applied in many contexts including topic detection and
tracking [APL98, HCL07, LWLM05], tracking of natural disasters [SOM10], and
event-based epidemic intelligence [AMM11, FSDN10].
An event is defined as something that happens at a particular time and space.
This a very abstract, yet powerful definition, that is leveraged by most event-detection
methods in various ways. The event-detection problem as recognized in the literature
can be defined as follows: “considering a set of documents where each document is
associated to an (unknown) event, the goal is to partition this set of documents into
clusters such that each cluster corresponds to all documents associated to an event”.
Therefore, the something is characterized by the set(cluster) of documents associated
to the event. The holy grail in this body of work has been to automatically acquire a
landscape view of a web collection, which answers in a compact manner the questions
of: “What Happened?” and “What is New?”.
Event detection has been applied so far to text streams such as broadcast news
streams or email or conference titles, to click-through data or to social media such
as twitter or other resources that benefit from tags. From the point of view of the
time relation between the detected events and the detection time, the approaches
can be divided into : Retrospective Event Detection (RED): the discovery of previ-
ously unidentified events in an accumulated collection and On Line Event Detection:
the identification of the onset of new events from live feeds in real-time. For Ret-
rospective Event Detection we can distinguish between: document-pivot approaches,
where the detection of events is done by clustering documents based on semantics and
timestamps, and feature-pivot approaches, where firstly the temporal and document
distributions of words are studied and events of words are discovered.
TDT (topic detection and tracking) was an initiative started in 1998 and intended
to develop core technologies for a news understanding systems. A book, “Topic
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Detection and Tracking - Event based organization of documents” [All02], containing
all the findings was published by James Allan in 2002. This line of research tries to
solve 2 problems: new event detection, focusing on identifying those news stories that
discuss an event that has not been reported earlier, and event tracking, where starting
from a few sample stories that discuss an event the task is to find all subsequent stories
that discuss the same event. One of the proposed solutions for TDT, [APL98], is a
single pass clustering algorithm, that clusters stories, and creates new clusters if the
content similarity threshold is not met. These clusters of stories represent events.
Also using a document-pivot approach, [YPC98] is taking advantage of the temporal
distribution of document clusters. Noticing that events are associated with news
bursts they do retrospective and on-line event detection either using a modified Group
Average Clustering algorithm, or an improved incremental single pass clustering.
[Kle02] identifies a fundamental problem in text data mining: extraction of mean-
ingful structure from document streams that arrive continually over time. The ap-
pearance of a topic in a document stream is signaled by a ”burst” of activity in certain
features rising sharply in frequency as the topic emerges. The stream is modelled as
an infinite state automaton, and from the sequence of inter-arrival times an optimal
state sequence, that reveals a latent hierarchical structure, is discovered. The bursts
are associated with state transitions, and the hierarchy helps at identifying bursts in
bursts. [LWLM05] propose a probabilistic model for event detection that incorpo-
rates both content and time information. In the model, events are latent variables and
articles are observations. The article content in terms of persons, locations, keywords
is modeled as bag of words following a multinomial distribution, and time is modeled
by a Gaussian Mixture model. Then a generative model is used to identify the events.
[FSDN10] employs a similar method for identifying medical events. Using partially
supervised text classification, [FYYL05] identifies hot bursty events as a minimal set
of bursty features that occur together in certain time windows with strong support
of documents in the text stream. Leveraging click-through data, [ZLBM06] identify
events as clusters of (query, page) pairs, using a normalized graph cut algorithm. By
representing word occurrences as signals and appling signal processing techniques,
[HCL07], proposed to analyze feature trajectories in order to identify events. While
most of the previous approaches deal with text streams, algorithms that detect events
in social media such as Flickr photos, can benefit from metadata such as of tags, or
the time and space dimensions (as photos make it readily available via GPS coordi-
nates). Considering events as a single segment of time over which a single activity was
taking place, providing a coherent, unifying context, [RGN07] first identify event and
place tags, and then use a scale-structure identification for events detection. Using a
wavelet transform, [CR09], identifies events in Flickr, by detecting event-related tags,
clustering them, and then presenting the photos associated to the tags and events.
Leveraging the behavior of Flickr groups related to events, [FGNP10], propose meth-
ods for organizing photos naturally, by detecting the events where they were taken.
A large body of work is dedicated detecting events by using the Twitter platform,
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where users contribute in real-time short messages that are timestamped and some-
times have a location associated to them. In one of the most notable works [SOM10]
develop an application for earthquake detection, using tweets as sensors.
Previous work has focused on detecting events from unstructured text like news,
using features such as key words or named entities. In Chapter 3, we employ Wikipedia
article updates for event detection instead of using traditional news streams. We
show that crowd behavior of editing provides strong indicators for events, and en-
ables focused detection of events connected to a particular entity by analyzing the
corresponding Wikipedia article.
In Chapter 4 we propose to identify events by discovering and verifying dynamic
connections among entities that are coupled at a given time period. We formalize
this problem and introduce an end-to-end pipeline as a solution. The problem of
discovering dynamic relationships and events has been investigated in [DSJY11].
Given a time period and a set of entities, the authors introduce a two-phased ap-
proach to identify entity relationships and events. The first phase, named implicit
relationships identification, is related to the detection of entity pairs that are tempo-
rally connected. Query logs are used to estimate how much a given entity is queried
over time, as well as to detect those entity pairs that present a peak of queries at
the same time. In practice, if two entities have a peak at the same time, then this
could be a signal that these two entities have good semantic connection strength,
i.e. a strong implicit relationship. False positive pairs, i.e. those sharing a peak
without being connected, are then reduced by computing their implicit relatedness
using an entity semantic similarity, i.e. point-wise mutual information (PMI). The
second phase deals with the identification of dynamic events from the pairs of related
entities. Dynamic relationships between entities are represented as a graph and event
identification algorithms are then applied. Our work differs from the aforesaid ap-
proach in the way that: (i) our work leverages Wikipedia, its edits history, and its
temporal dimension; (ii) we describe entities in terms of users’ edits over time, con-
sidering the corresponding Wikipedia article instead of queries they are involved in;
(iii) we propose several classes of entity similarity measures to estimate the confidence
of each implicit relationship, in addition to the adapted PMI for our domain; (iv) we
introduce the Explicit Relationships Identification approach; (v) finally, our entity set
is not restricted to a specific class, but comprehends several classes, i.e. according to
YAGO2 ontology, and is flexible for future extension.
Mining the Wikipedia Edit History
There has been a large amount of research done on Wikipedia. A survey [MMLW09]
categorizes and presents the different areas of research to which Wikipedia is rele-
vant, depending on what perspective we see Wikipedia in: an encyclopedia, a corpus,
a thesaurus, a database, an ontology, or a network structure. Furthermore, the sur-
vey categorizes the different areas that mine meaning from Wikipedia into: solving
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natural processing tasks, information retrieval, information extraction, and ontology
creation.To this large body of research we add work that mines events from Wikipedia,
by exploiting the patterns manifested in the Edit History as a result of events.
Wikipedia is backed by a large number of contributors, that use the wiki paradigm
to collaborate towards achieving the declared goals of being the most accurate and
up-to-date encyclopedia. The availability of the whole Edit History has enabled re-
searchers to study the community and the way its members interact. The componence
of the Wikipedia contributors and its evolution has been studied in [KCP+07], con-
cluding that the success of Wikipedia is coming from a wisdom of the crowds type
of effect instead of a core group of users with administrative privileges. After an
initial period in which contributions usually were coming from registered users with a
high level of participation, in recent years Wikipedia receives most contributions from
users with low level of participation. Not only the main contributions come from a
different category of contributors, but also the user activities have switched focus as
Wikipedia evolved. In [KSPC07] the authors show that conflicts and administrative
actions have an increased percentage of the entire activity in Wikipedia. [OGB07]
also analyzes the Wikipedia community, confirming the findings of [KCP+07], and
extending their methodology, provide the WikiXray tool, to identify which fraction
of authors are producing most of the changes in Wikipedia’s articles, and how the
behaviour of these authors evolves over time. From a sociological point of view,
in [Mas11] the authors analyzed conversations happening on user talk pages of wikis
from a Social Network Analysis perspective. They find that employing the Edit His-
tory of these pages is a more accurate way of encoding communication, and extracting
social networks. The following assumption from social science is studied in Wikipedia
in [CCH+08]. People tend to have attributes that are similar to those of their friend
and neighbors because of two distinct reasons: the process of social influence (leading
people to adopt behaviors exhibited by those they interact with) and the process of
selection (leading people to form relationships whit others who are already similar
to them). The findings in Wikipedia pointed to the fact that similarity between
two users can serve as an indicator of future interaction, and after this interaction
mediated by the increasing similarity, the similarity between the users continues to
increase steadily, but at a slower rate, for long periods after initial interactions. In
our work, we analyze the Wikipedia community and identify patterns of activity in
the editing behavior related to the occurrence of events. We leverage these patterns
in order to identify and extract event-related information.
Regarding the behavior of the contributors, a large body of work has been dedi-
cated to studying the patterns of conflict resolution and cooperation. [LL09] shows
that a significant number of Wikipedia contributors exhibits selectivity and geo-
graphic locality in the pages they edit. By representing Wikipedia’s revision his-
tory as a temporal, bipartite network with multiple node and edge types for users
and revisions, [JL12c] identifies author interactions as network motifs and show how
the motif types capture important, diverse editing behaviors. The discovered motifs
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are employed for classifying pages as combative or cooperative page or for analyzing
trends in the dynamics of editor behavior to explain Wikipedia’s content growth.
A well established way of studying the Wikipedia community is to first construct-
ing an edit graph that encodes the user interactions, and then to use it to investigate
different aspects. Following this methodology there are several lines of work with
different focuses: identifying conflict and controversy [VLS+08, SRMRB12, LDS12,
KSPC07, BKLvR09, JSL09], network analysis [Mas11, CCH+08] , trust [AdA07,
ACdA+08, FBA10] and contribution quality [WP09, SH07, KK08].
[VLS+08] build a graph from the Edit History where the vertices represent users
and edges represent interactions with weights quantifying the dispute, as number of
words deleted from each other. Using this graph, the authors identify articles that
attract disputes between the contributors, by employing a mutual reinforcement prin-
ciple to compute iteratively the article controversy and contributor controversy. The
controversy in an article is measured by the amount of disputes occurring in articles
and the degree of controversy in each dispute. The models are designed based on
the premise that an article is more controversial if more disputes are from the less
controversial contributors while a contributor is more controversial if he invites more
disputes in less controversial articles. Such a model implicitly assumes that the source
of controversial articles is inherently the nature of the individual contributors, rather
than the subject matter of the articles. Using the proposed models they compute
controversy values of the articles and rank them and then they compare the rank-
ing, to a ground truth obtained from the article’s dispute tags. [KSPC07] defines a
controversy score (controversy revision count) and use a regression model to predict
its value. The authors examine conflict expressed by means of reciprocal reverts,
using a graph of reverts and identifying clusters of users. A case study is provided
where they manually find the affiliation of the identified groups, uncovering poles of
opinion. The authors also investigated a set of page metrics including revisions, the
length of content, number of contributors etc. as the features of Wikipedia articles
to train a support vector machine classifier. The experiments showed that the learnt
classifier was able to rank the controversial articles consistent with their actual de-
gree of controversy. Also, they demonstrated the use of visualization in making sense
of disputes between users. [SRMRB12] proposes a method to predict the attitude
(positive or negative) between two editors based on the Edit History of their inter-
actions, by building a signed network of all editors of an article that also allows to
infer whether or not the said article contains controversial material. [BL08] developed
a visualization tool which reveals the dominant authors that are most involved in a
controversy and who plays what role in the article building process. Subsequently, in
[BKLvR09] the same authors employed an edit network derived from the Edit History
to illustrate the collaborative work of contributors in Wikipedia. They analyzed the
interaction of the contributors in an article to characterize the role each individual
user plays during article writing by focusing on one article and computing network
indicators that reveal some information about the article itself. The edit network of a
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page is defined with weights for nodes(contributors) and edges(interactions between
contributors). Then a partition of the graph that has the highest weight between
the 2 groups is computed, for which indicators such as bipolarity are proposed as a
characteristic of controversy. A visualization for the discovered groups contributes to
the better understanding of the article’s nature. Along the same line of identifying
conflicting groups, [JSL09] investigates a subset of Wikipedia formed from 3 levels
into the Physics and Philosophy categories. By identifying adjacent bicliques in the
bipartite graph formed by authors and articles, the authors find related controver-
sial topics. Also investigating controversy in Wikipedia, in [LDS12] by analyzing the
logs of Edit History, the authors observed that individual contributors only edit a
relatively small number of articles, showing that people have only focused expertise
and/or interest areas with respect to the areas covered by the entire Wikipedia. Based
on this observation, the expert-based similarity is proposed, to evaluate the relevance
of articles among each other, and use it together with other standard similarity mea-
sures, to discern the influence and impact of several factors which are believed to
generate controversies in Wikipedia articles, concluding that controversies arise from
specific content typically confined to individual articles themselves, and not to social
interaction.
Another use for the Wikipedia Edit History is for assessing the trust of its content
and of the contributors. In [AdA07] a content-driven reputation system for Wikipedia
authors is introduced, based on the Edit History of one article. Therefore, the quality
of a contribution can be predicted just based on the author’s computed reputation,
measured in terms of text life and edit life. The reputation thus computed is useful as
a guide to the value of fresh contributions, which have not yet been vetted by other
users. Building up on the previous work, in [ACdA+08] the same authors developed
the WikiTrust system, to assign a trust value to each word in an article considering
the edit-history of the article and the reputation of the original author of the word
and of the authors who edited text near the word. The proposed algorithm takes
every revision of an article and does two steps: computes the trust of the edited text,
and adjusts the trust of the un-edited text depending on the reputation of the author
and the attention paid to it. To validate the algorithm the authors show that text
labeled as low trust has a much higher probability of being edited as text with high
trust, showing a correlation between trust and future text stability in the hypothesis
that correct text is less likely to be revised. In [FBA10] the authors propose a method
for categorizing and presenting edits with a measure of significance of each individual
editor’s contributions. This is done by means of a pipeline consisting of a lexical
analyzer, a text difference engine, an action categorizer, and a history summarizer.
Trust is directly related to article quality. Similar methods leveraging the Edit
History of an article have been employed in order to asses its quality. [WP09] use an
editing distance based on the Edit History of a Wikipedia article to define the transient
and persistent contribution. Based on lifecycles the authors define aggregated metrics
that serve as features in classifying the articles as high or low quality. The authors
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conclude that high quality articles are generally more intensively edited and pass
through a stage of extremely high editing before they go through evaluation and
become good or featured articles. [SH07] investigate the German Wikipedia and find
out that even though there are no contributors specialized in writing high quality
articles, the reputation of the contributors is more important than the number of
contributors in regard to the quality of articles. The process of coordination that
leads to high quality articles is studied in [KK08]. A distinction is made between
explicit coordination, in which editors plan the article through communication, and
implicit coordination, in which a subset of editors set direction by doing the majority
of the work. The authors observed that adding more editors to an article improved
article quality only when they used appropriate coordination techniques and was
harmful when they did not, demonstrating the critical importance of coordination
in effectively harnessing the wisdom of the crowd in online production environments
such as Wikipedia.
Collaboration patterns become apparent also through the use dedicated visual-
ization tools. We present some of the visualzations that have been proposed in the
literature for exposing the inner workings of the collaboration process of Wikipedia.
Some of the most notable visualization tools are HistoryFlow [VWD04], Revert-
Graph [SCPK07], WikinetViz [LDLD08], WikiDashboard [SCKP08], and
WikiChanges [NRD08].
HistoryFlow [VWD04] enables the visualization of how article contents evolve
through edit histories highlighting patterns of contributors’ edit behaviors. This
technique reveals some of the patterns that have emerged within Wikipedia: its sur-
prisingly effective self-healing capabilities, the variety of negotiation processes used
in reaching consensus; the diversity of authorship, the bursty rhythms of page edit-
ing, and the constant change in page contents. In turn, these facts point to some
of the key social mechanisms of the community: the importance of having forums
for resolving conflicts and the value of fast, efficient notification of changes to aid
surveillance. Complementary to HistoryFlow, [Sab07] proposed an adoption coeffi-
cient, which indicates the similarity between two corresponding article revisions, to
build a tree structure which reflects the evolution of the article, together with the
editing activities among contributors. The tree structure reflects actual evolution of
page content, revealing reverts, vandalism, and edit wars, which is demonstrated on
Wikipedia examples. Orthogonal to the HistoryFlow approach which focuses on con-
tent evolution, [KSPC07] built a revert graph to discover conflicts among contributors.
They also proposed a supervised classification method to automatically identify con-
troversial articles. [BL08] offers a more general approach to analyze disagreements
among Wikipedia contributors by constructing the revision network, since reverts are
not the only and the best indicators of conflicts. They also proposed a spectral lay-
out method to visualize conflicts among contributors. WikinetViz [LDLD08] helps
visualize and analyze disputes among users in a dispute-induced social network. Each
user (and article) are also assigned a controversy score proportional to the amount
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of disputes between the user (article) and other users in articles of varying degrees of
controversy. On the constructed social network, WikiNetViz can perform clustering
so as to visualize the dynamics of disputes at the user group level. [SCPK07] proposes
a model for identifying patterns of conflicts in Wikipedia articles, that relies on users’
editing history and the relationships between user edits, especially revisions that void
previous edits, reverts. Based on this model, they introduce Revert Graph, a tool
that visualizes the overall conflict patterns between groups of users. It enables visual
analysis of opinion groups and rapid interactive exploration of those relationships via
detailed drilldowns. Motivated by the fact that social transparency and the attribu-
tion of ideas and facts to individual researchers is a crucial part of scientific progress,
WikiDashboard [SCKP08] aggregates and surfaces “under the hood” information in
Wikipedia.
We base our event detection methods on observing the behavior of the community
that supports Wikipedia. We investigate how it is mobilized in the presence of events,
and leverage the observed patterns to detect event-related information and dynamic
relationships between entities. To this end we also leverage the Edit History as a
repository for all the interactions between contributors and articles.
Wikipedia and Events Detection
In the earliest work that proposes to exploit the link between Wikipedia and news
events, [Lih04], the authors notice that after being exposed through press citation,
an article gets a lot of traffic and leads users to improve its quality.
The work of Ferron and Massa [FM11c, FM11b, FM11a, FM12, Fer12, FM13] pro-
vides support to the claim that by leveraging Wikipedia’s Edit History and talk pages
scholars can unobtrusively observe the various psychological processes are represented
in the immediate aftermath of an upheaval, and how they may vary in time. Thus,
the study of how collective memories of traumatic events are formed in Wikipedia
through debates and discussions, and finally represented in shared narratives can
provide a high-level perspective on the process of remembrance. [Pen09] proposes
to interpret the web-based encyclopedia Wikipedia as a global memory place where
memorable elements are negotiated. The complex processes of discussion and arti-
cle creation are viewed as a model of the discursive fabrication of memory, therefore
they can be can be interpreted as the transition, the “floating gap” between com-
municative and collective frames of memory. Following this interpretation, [FM11c]
lays the foundations for the empirical study of collective memories about traumatic
events in Wikipedia. By considering the final article as the representation of the
crystallized collective memories, which are socially built through direct edits to the
article and discussions in the associated talk page by Wikipedia users, it is argued
that Wikipedia is a perfect playground for the study of memory building activities,
allowing the empirical study on a large scale of collective memory processes. As a
first step, the authors show that during anniversaries, edit activity increases signifi-
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cantly for both articles and talk pages related to traumatic events. Focusing mainly
on the Egyptian revolution, in [FM11b], the same authors provide evidence of the
intense edit activity occurred during the uprisings on the related Wikipedia pages.
The process in which a lot of people provided their contribution on the content pages
and discussed improvements and disagreements on the associated talk pages as the
traumatic events unfolded, is interpreted this as a process of collective memory build-
ing. By providing a qualitative analysis, the authors argue that on Wikipedia this
process can be studied empirically and quantitatively in real time. Building up on
the previous work, in [FM11a], extend their interpretation of the patterns of collab-
oration in Wikipedia as collective memory building, a continuous, active process of
sense-making and negotiation between past and present. The authors provide further
evidence that Wikipedia enables researchers to study how people build our cultural
representations of the past, by leveraging the Edit History and talk pages to empir-
ically and automatically analyze this phenomenon in real-time and on a large scale.
Continuing on the same line of thought, in [FM12], by interpreting Wikipedia as a
collective memory place, the authors compare articles about natural and humanmade
disasters employing automated natural language techniques, in order to highlight the
different psychological processes underlying users’ sensemaking activities. In [FM13]
it is shown that the relative amount of edits during anniversaries can significantly
distinguish between pages related to traumatic events and other pages. Moreover,
the editing activity of articles about traumatic events can be interpreted as a sign of
active participation in remembrance, by composing a unique representation through
sharing and compiling of various pieces of information.
[WJA14] provides an overview of the characteristics and related work which
support Wikipedia for time aware information retrieval research. The study empha-
sizes Wikipedia’s temporal characteristics that make it a promising source for event
detection: freshness, timeliness, a high topic coverage, and quality and correctness.
Moreover it points out the temporal signals that can be noticed in the Wikipedia Edit
History: temporal expressions, temporal link graph, the page edit and view streams
as well as the Current Events Portal. The characteristics that make Wikipedia a
valuable source for time-aware research are: the availability of both historical and
real-time data, its high topical coverage, its multilinguality, the speed of reaction of
their contributors when new events happen, and the multiple levels of structure that
constantly evolve. Case studies [KGC11, KGC12] have shown that an increasing level
of activity is often triggered by users reporting on ongoing events, as they happen
or very soon after. Moreover, in [OPM+12], based on statistics on page views the
authors argue that Wikipedia lags between Twitter by about two hours. However,
using edit statistics, in [SVHS13] the lag is estimated to be within 30 minutes.
Keegan et al. [KGC11, KGC12] have argued that breaking news articles on Wikipedia
offer a compelling case to examine how online communities balance the competing
interests to support openness, flexibility, and autonomy against institutional needs
for structure, norms, and socialization over very different time scales. In [KGC11]
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the authors analyze the patterns of activity on Wikipedia following the 2011 Tōhoku
earthquake and tsunami to uncover the dynamics of editor attention and participa-
tion, the practices employed to collaborate, and the resulting emerging coauthorship
structures between editors and articles. By analysing Wikipedia’s coverage of a break-
ing news event interesting parallels between the goals of Wikipedia and traditional
journalism can be observed. Using the revision histories of Wikipedia articles about
commercial airline disasters, in [KGC12] the authors construct “article trajectories”
that capture the structure and temporal dynamics emerging from the relationships
among editors modifying other editors’ contributions within an article. Thus, it could
be observed that article revision patterns immediately following unexpected, catas-
trophic incidents differ from the revision patterns of similar articles about historical
events. Therefore, breaking news and events trigger patterns of activity that can be
observed, and these patterns are different from those exhibited for other types of edit
activities.
There have been many approaches for the extraction of events and temporal facts
from Wikipedia proposed in the literature. The majority of them focus only on the
current version of the Wikipedia articles and ignore their evolution, recorded in the
Edit History.
[BFGM07] presents an approach to mining information relating people, places,
organizations and events extracted from Wikipedia and linking them on a time scale.
The approach consists of two phases: identifying relevant pages containing people,
places or organizations and generating timelines by linking named entities and ex-
tracting events and their time frame. The result is a collection of pages belonging to
the predefined categories and a dynamic graph showing named entities (people, places
and organizations) and relations between them. This method is nevertheless based
only on the current version of Wikipedia and cannot capture fast dynamics. Starting
from the deep parsing of a set of English Wikipedia articles, [ARM+11] produced a
semantic annotation compliant with the Knowledge Annotation Format (KAF), that
are then structured as a set of RDF triples linked to both DBpedia and WordNet. Also
investigating the relationships between entities, [TOY+11] proposes a method to eval-
uate the significance of historical entities (how they affected other historical entities).
The impact of a historical entity varies according to time and location. Assuming
that a Wikipedia link between historical entities represents an impact propagation,
an iteration algorithm propagates initial tempo-spatial information through links, so
that the tempo-spatial impact scores of all the historical entities can be calculated.
HistoryViz [SBF+09] is a web application allowing user to explore events (extracted
from the current version Wikipedia) connected with selected persons presented on
a timeline and to browse the network consisting of persons described on Wikipedia.
Although we follow the same goal in our work, to reveal the dynamic relationships
that occur during events, the methods we employ rely on the edit history, and not on
the current snapshot.
The crowd that contributes to Wikipedia also recognized the need of exposing
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and curating events. Therefore, specific methods are employed in order to preserve
and document important happenings, and their outcome in Wikipedia pages can be
leveraged as sources for event detection and tracking. As Wikipedia collects historical
events of different granularity in lists for centuries, years, months and on a daily basis,
that are user-maintained with a high actuality and correctness, [HL12] proposes to
extract events from articles the for years, leveraging their availability in different
languages and the compromise between number and abstractness of events. Another
source of events in Wikipedia is the Current Events Portal. This is analyzed in [TA14]
showing that it has reached a stable state in terms of the volume of contributions as
well as the size of its crowd, thus becoming an important source of news summaries
for the public and the research community. Moreover, the authors introduce the
WikiTimes project to provide structured access to the Current Events Portal.
The great success of Wikipedia and algorithmic advances in information extrac-
tion have lead to an increased interest in large-scale knowledge bases, to which re-
cently attention was diverted towards adding a time dimension. Notable efforts on
automatic ontology construction include DBpedia [ABK+07], KnowItAll [ECD+05,
BCS+07], WikiTaxonomy [PN09, PS11], Intelligence in Wikipedia [WWA+08], and
YAGO [SKW07, SKW08], and meanwhile there are also commercial services such as
freebase.com, trueknowledge.com, or wolframalpha.com. These contain many millions
of individual entities, their mappings into semantic classes, and relationships between
entities. The two most notable initiatives are YAGO and DBpedia. DBpedia has
harvested facts from Wikipedia infoboxes at large scale, and also interlinks its enti-
ties to other sources in the Linked Data Cloud, while YAGO has paid attention to
inferring class memberships from Wikipedia category names, and has integrated this
information with the taxonomic backbone of WordNet. While YAGO reuses Word-
Net and enriches it with the leaf categories from Wikipedia, the DBpedia project
has manually developed its own taxonomy. Building up on YAGO, the work on
Timely-YAGO [WZQ+10] focused on extracting relevant timepoints and intervals
from semistructured data in Wikipedia: dates in category names, lists, tables, and
infoboxes. It is the first attempt at automatically constructing ontologies with spe-
cific consideration of temporal facts and does not aim at the exhaustive anchoring of
an ontology in time and space. It uses regular expressions to extract temporal facts
from Wikipedia infoboxes and category names, with a focus on the football domain.
YAGO2 [HSBW12], is an extension of the YAGO knowledge base, in which entities,
facts, and events are anchored in both time and space. YAGO2 is built automatically
from Wikipedia, GeoNames, and WordNet. We are interested in the time dimension
of YAGO2, that is considering temporal information for both entities and facts. Enti-
ties are assigned a time span to denote their existence in time, while facts are assigned
a time point if they are instantaneous events, or a time span if they have an extended
duration with known begin and end, based on flexible extraction rules. Both YAGO2
and T-YAGO have extracted temporal facts from Wikipedia, with focus on infobox
attributes [HSBW12], on one hand, and a broader range of semistructured elements
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but with thematic customization and restriction to the football domain, on the other
hand [WZQ+10]. Building up on them, [KW12b] proposes a complete information
extraction framework that harvests temporal facts and events from semi-structured
data and free text of Wikipedia articles to create a temporal ontology. The temporal
knowledge base is built using a information extraction method which harvests tem-
poral facts and events from Wikipedia infoboxes, categories, lists, and article titles.
Temporal facts are extracted from structured and unstructured text with the help of
patterns for given relations. While this line of work focuses on adding a temporal di-
mension to knowledge bases based on Wikipedia, either by extracting temporal facts
or events, it is limited to the current version of Wikipedia and does not take into
consideration the rich dynamics encoded in the Edit History. We on the contrary
leverage just the patterns observed in the edit behavior in order to detect events,
without having in mind the higher goal of creating or extending a knowledge base.
Event detection can also be done by leveraging the page view history of Wikipedia
articles, and a few methods have been proposed in the literature. [CN10] presents
a recommender system for new and popular articles, based on favorited Wikipedia
articles and page views. Concepts with increased popularity for a given time period
are identified by analyzing the trends in page view statistics. The Wikipedia link
graph and the Spreading Activation algorithm are leveraged in order to identify top-
ics related to a context. In [OPM+12], the authors explore to which extent event
detection, in particular first story detection, based on Twitter can be improved using
Wikipedia (when viewed as a stream of page views). By parallely tracking events in
Twitter and Wikipedia pages that exhibit abnormally large spikes in page views the
authors compare the resultant tweets and Wikipedia pages over textual and time di-
mensions and identify the common information that is leveraged for filtering spurious
events. Moreover they suggest that events within Wikipedia tend to lag for about 2
hours behind Twitter. Also leveraging the page view history, [PMdR] introduces an
interface that captures insights into the zeitgeist of Wikipedia users by clustering and
comparing concepts based on the time series of the number of views of their Wikipedia
pages. Three examples of time-aware information access scenarios in which such a
need arises naturally are presented: data mining expert, brand analyst and Wikipedia
moderator. In [AVDCB11] the authors show how the page view statistics, along with
other features like article text and inter-page hyperlinks, can be used to identify and
explain popular trends in Wikipedia. A pipeline for article selection, clustering, and
textualization is used in order to identify and describe significant current events as
according to Wikipedia content, and metadata. In contrast to this line of work, we are
employing the Edit History for event detection. Nevertheless, we similarly leverage
spikes in the activity as signals for the occurrence of events.
The Edit History is a rich source of information that can be leveraged for event
detection. The methods proposed in this thesis make use of it in order to extract
event-related information and explore the dynamic relationships between entities that
occur because of events. Observing that news events trigger edit volume variations
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in Wikipedia pages, [BL07] investigates if pages that show parallel behaviour in their
edit variance are similar or have a co-revision link connecting them. A drawback of the
presented approach is that the covariance of two pages is defined based on the entire
lifetime of two pages and the number of weekly edits. Based on the edit correlation
and revision correlation, the authors try to find similar pages. In our work we evaluate
how the similar edit behavior in the same limited time period points to involvement in
a common event. Wikipedia Live Monitor [SVHS13] is an application that monitors
article edits on different language versions of Wikipedia as they happen in realtime,
in order to detect concurrent edit spikes that may be the source of breaking news
events. When a concurrent edit spike has been detected, cross-language full-text
searches on social networks are used as plausibility checks to filter out false-positive
alerts. [SVHS13] also counters the claim of [OPM+12] that Wikipedia lags about
two hours behind Twitter, providing an “educated guesstimation” that the lag time
for breaking news is of about 30 minutes, and for global breaking news in the range
of five minutes and less.
Toolkits
Various tools have been developed for working with Wikipedia. A recently intro-
duced toolkit is Wikipedia Miner [MW13], an opensource software system that al-
lows researchers and developers to integrate Wikipedia’s rich semantics into their
own applications. The toolkit creates databases that contain summarized versions
of Wikipedia’s content and structure, and includes a Java API to provide access to
them. Wikipedia’s articles, categories and redirects are represented as classes, and
can be efficiently searched, browsed, and iterated over. Advanced features include
parallelized processing of Wikipedia dumps, machine-learned semantic relatedness
measures and annotation features, and XML-based web services. If one requires a
thesaurus or ontology derived from Wikipedia rather than direct access to the original
structure, there are several options, such as Dbpedia [ABK+07], Freebase [BCT07],
YAGO [SKW08], BabelNet [NP12], or Menta [dMW10].
In our work we make use of the Java Wikipedia Library(JWPL) [ZMG08], in par-
ticular of the Wikipedia Revision Toolkit [FZG11a], which is an open-source toolkit
that allows to reconstruct past states of Wikipedia, and to efficiently access the Edit
History of Wikipedia articles. By using a dedicated storage format, this toolkit mas-
sively decreases the data volume to less than 2% of the original size, and at the same
time provides an easy-to-use interface to access the revision data. Basically, instead of
storing each revision of an article, only the differences between consecutive revisions
are stored, in order to save space.
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3
Extraction and Summarization of Event-Related
Wikipedia Updates
Wikipedia articles and associated edits constitute a potentially interesting data source
to mine for obtaining knowledge about real-world events. In this chapter, we conduct
a study on this information with several complementary goals. On the one hand,
we study the viability of using the Edit History of Wikipedia for extracting event-
related updates. This has direct applications to building annotated timelines and
news tickers for specific entities featured in Wikipedia articles such as persons and
countries. On the other hand, we perform an in-depth analysis of event-related up-
dates in Wikipedia, including qualitative and quantitative studies for sets of samples
gathered using different filtering mechanisms.
We first conduct an in-depth analysis of event-related updates in Wikipedia by
examining different indicators for events including language, meta annotations, and
update bursts. We then study how these indicators can be employed for automatically
detecting event-related updates. In order to extract event-related information from
Wikipedia edits for a given entity and its corresponding article, we first identify event-
related updates and then, in a second step we cluster these updates in order to map
the updates to their corresponding events and to generate summaries (cf. Figure 3.1).
Moreover, we present Wikipedia Edit Reporter, an application based on the proposed
methods.
In order to identify event-related updates we employ different filters and extraction
methods. First, we apply burst detection because events of interest tend to trigger
peaks of attention for affected entities. Date detection helps to identify event-related
updates that contain dates in the proximity of the update creation time. Finally, we
build classification models based on the textual content of the updates as well as meta
annotations. To summarize event-related information, we perform clustering of edits
by exploiting different types of information such as update time, textual similarity,
and the position of edits within an article.
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Figure 3.1 Pipeline for identifying and presenting the events related to an entity.
3.1 Event Extraction Methods
An update in Wikipedia represents the modifications present in one revision when
compared to the previous revision of an article. It is accompanied by its creation
time (timestamp), its author, and, possibly, comments provided by the updater. For
a given update, we further consider the blocks of text added and removed, the title of
the section where the modification occurred, and the relative and absolute positions
of the blocks in their sections and in the article.
In order to extract event-related information from Wikipedia edits for a given en-
tity and its corresponding article, we first identify event-related updates; in a second
step we cluster these updates in order to map the updates to their corresponding
events and to generate summaries. The pipeline for this process is depicted in Fig-
ure 3.1. In the following sections we describe the methods we employ for event-related
update detection and summarization.
3.1.1 Detection of Event-Related Updates
For detecting event-related updates we make use of a combination of filters and clas-
sifiers based on burst detection, temporal information, and textual content.
Burst Detection Filter: Bursts of updates (peaks in the update activity) in
a Wikipedia article are indicators for periods with an increased level of attention
from the community of contributors. As we will discover later in our analysis in
Section 3.2, bursts often co-occur with real-life events, making burst detection a
promising filter for gathering event-related updates. In order to detect bursts, we
apply a simplified version of the burst detection algorithm presented in [ZS03] on the
temporal development of the update frequency of an article. The algorithm employs a
sliding time window for which the number of updates is counted. The corresponding
time intervals for which the update rate exceeds a certain threshold are considered
bursty; our burst detection filter extracts the updates within those bursty periods.
The parameters of the algorithm are ω - the size of the sliding window (e.g., day,
week, or month), and θ - a threshold for the number of standard deviations above the
average update number over the whole lifetime of the article for a time interval to be
considered as bursty. All the updates contained in the identified bursty windows will
pass the filter to go to the next step in the pipeline.
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Date Extraction Filter: This filter makes use of the following heuristic: If the
textual content of the update contains a date which is in close temporal proximity
to the timestamp of the update, then this is an indicator that the update might be
connected to an event. More specifically, our filter identifies temporal expressions
in updates matching the format recommended by Wikipedia1, and checks if these
expressions fall into the interval within one month before or after the update was
done.
Text Classification: Language and terms used in the update text can serve
as an indicator whether an update is related to an event. For instance, we ob-
served that terms like death, announce, and outburst are typical for event-related
updates. In addition, Wikipedia updates are often accompanied with meta annota-
tions such as “{current}” (explicitly marking current events) or “rvv” in comments
(indicating vandalism rather than events) which can provide additional clues on the
event-relatedness of updates. In order to exploit that type of information we trained
Support Vectors Machine classifiers [CV95] on manually labeled samples to distin-
guish between “event-related” and “not event-related” updates. We tested different
bag-of-words based feature vector representations of updates, which will be described
in more detail in Section 3.3.
3.1.2 Clustering and Summarization of Event-related Up-
dates
The stream of event-related updates determined in the previous step serves as a start-
ing point for identifying the events themselves and creating a meaningful summariza-
tion. In order to present event-related information in a understandable way, instead
of using the detected event-related updates for summarization, we use the sentences
that were modified by them. To this end, we start by identifying the sentences where
the event-related updates were done, and assign to them a Weight, corresponding to
the number of times they were updated, and a list of positions at which the sentences
appeared within the Wikipedia articles.
Temporal Clustering: As already observed in Section 3.1.1 events are signaled
in Wikipedia by a burst of updates. Therefore, in order to identify the distinct
events, we first resort to a temporal clustering by identifying the bursts among the
event-related updates. Each burst of event-related updates corresponds to a distinct
event.
Text-Based Clustering: Within a burst of updates, in order to eliminate the
duplicate sentences and group together the sentences that treat the same topic we
employ an incremental clustering based on the Jaccard similarity as a distance mea-
sure. Each Sentence cluster is characterized by the Aggregated weight of member
sentences, and represented by the longest member sentence, that serves as a candi-
1http://en.wikipedia.org/wiki/Wikipedia:Manual of Style/Dates and numbers
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date for summarization.
Position-Based Clustering: Assuming that sentences treating the same topic
are located in spatial proximity of each other on the article page, by investigating
the positions of all sentences modified in a burst we can identify Position clusters.
A cluster of positions is a contiguous succession of positions with no more than 10
positions gap in between. Each sentence cluster belongs to the position cluster that
has the maximum overlap of positions with member sentences.
Summarizing Detected Events: Each identified event, corresponding to a
burst of updates is summarized using a ranked list of sentences. We rank the po-
sition clusters by how many sentence clusters are assigned to them, ignoring the
position clusters that are not well represented and we rank the sentence clusters by
the aggregated weight of their member sentences. The proposed summarization for
an individual event consists of displaying for each of the top-N identified position
clusters, the representative sentences for the top-M clusters of sentences.
3.1.3 Datasets
We downloaded the dump of the whole Wikipedia history (version from 30 January
2010). The history dump contains more than 300 million updates with the size
of approximately 5.8 TB covering the time period between 21 January 2001 and
30 January 2010. We discarded updates made by anonymous users, resulting in a
dataset containing 237 million updates belonging to 19 million articles. We studied
our proposed method for extracting event-related information using different datasets
created by randomly selecting Wikipedia updates for: 1) articles from all categories,
and 2) only those belonging to the people category. Note that, we discarded all the
articles that had less than 1,000 updates.
By considering articles from all categories, we can investigate the domains on
which our proposed methods can be applied without any limitation on some particular
article type. In this case, we sampled updates in three ways:
• ALL-Random was collected by randomly sampling from all available updates
in our history dump collection.
• ALL-Burst was collected taking into account the time dimension by sampling
updates coming from bursts, where bursts were identified by using the detection
algorithm described in Section 3.1.1 with the empirically chosen parameters
ω = 2 days and θ = 4.
• ALL-Date was gathered using a constraint in which article updates contain at
least one date mention in the proximity of their timestamps. More precisely,
we checked whether the month and year of timestamps occurred inside the text
added, removed or inside the comments. This dataset was also selected from
burst periods determined using ω = 2 days and a higher θ = 32 in order to
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filter just the updates done in highly salient bursts and to increase the chances
of finding event-related updates.
In addition to the selection methods described above, we investigated updates of
Wikipedia articles from the category people in particular because the updating of
personal information is highly relevant to some events, e.g., professional achievement,
changing of civil status, or health issues. We randomly selected 185 Wikipedia articles,
whose categories start with “peopl” and contain at least a burst of updates. In detail,
we sampled updates in three ways:
• PPL-Burst was created by randomly selecting 10 updates for each article
coming from the identified bursts using ω = 2 days and θ = 12. The parameters
of the burst detection algorithm were chosen in order to offer a reasonable
number of candidates to sample from.
• PPL-Date was collected by randomly choosing 10 updates for each article
with dates in the vicinity of their timestamps, i.e., in the window of one month
before/after timestamps. Date mentions were identified by looking for date
mentions in the standard formats provided by Wikipedia. Note that, we filtered
out date mentions found in an administrative context because they might not
be related to events.
• PPL-Random was created by randomly selecting 10 updates for each article
without considering bursts or containing date mentions close to their creation
timestamps.
Our last dataset, denoted DETAIL, was created by selecting four particular en-
tities: Jerry Fallwell, Donald Rumsfeld, Alexandr Solzhenitsyn and Kosovo. Each
of those entities is associated to one or more important events, and we aimed at
performing a detailed analysis of bursts. For each article, we used all updates from
bursts identified using the narrower parameter choice, ω = 2 days and θ = 32, in
order to perform further investigation of update dynamics.
3.2 Data Analysis
In this section, we perform an in-depth analysis of event-related updates in Wikipedia
gathered using the different filtering mechanisms as explained in the previous section.
3.2.1 Data Labeling
There exists no ground truth dataset for evaluating the task of event extraction from
Wikipedia updates. In order to identify which of the updates are related to events
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we therefore manually labeled the updates in the datasets described in the previous
section. More precisely, for each article update we provided a human assessor with
the differences (i.e., text added or removed) between the revision before and after the
update using Wikipedia’s diff tool 2. In addition, we provided the comment made
by the editor of an update as additional context. The human assessor was asked
to assign one of the following labels to each update: “event-related” or “not event-
related”. The updates on which the assessor was unsure about, were discarded in the
experiments and analysis. Vandalizing updates were regarded as not event-related.
For the event-related updates, we also determined whether they were controversial
or not. An update was considered as controversial if it: 1) contained a point of
view, 2) was repeatedly added and removed, and 3) exhibited a dispute between the
contributors. These annotations help to understand the effect of controversy in the
process of updating an article in the case of an event, and show how many of the event
related updates are likely to be disputed. In order to gain further insight into the
types of edits that occur during bursty periods, we performed a detailed investigation
by categorizing them into the following classes:
• fact: the update modified the facts presented in the article,
• link: the update was made by adding/removing links within or outside Wikipedia,
• markup: the update only changed the cosmetic appearance or Wikipedia markup,
• vandalism: the update consisted of vandalism or the reaction to vandalism,
• spelling: the update consisted of edits done to the punctuation, spelling or
formulation of text without modification of the underlying facts
• category: the update consisted of changes done to the the category of a Wikipedia
article.
Finally, there were approximately 10,000 article updates labeled and the dataset is
publicly available for download3.
3.2.2 Data Statistics
Table 3.1 shows statistics of our datasets including the total number of labeled up-
dates, the number of event-related updates (number of controversial updates in paren-
theses), and the number of non event-related updates (number of vandalism updates
in parentheses). We observe that filtering by bursts increases the number of event-
related updates found. The percentage of event-related updates for ALL-Burst
increases up to 10% compared to just 1% for ALL-Random. The burst detection
2http://en.wikipedia.org/w/index.php?diff=prev&oldid=[REVISION NO]
3http://www.l3s.de/wiki-events/wiki-dataset.zip.
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Table 3.1 Statistics of the datasets in terms of total number of updates, and




ALL-Random 961 13(0) 948(63)
ALL-Burst 1331 133(21) 1198(141)
ALL-Date 1626 1037(256) 589(51)
total 3918 1183(277) 2735(255)
PPL-Random 1850 62 1788(329)
PPL-Burst 1850 199 1651(159)
PPL-Date 1448 604 844(310)
total 5148 865 4283(798)










fact link markup vandalism spelling category 
ALL-Random 
ALL-Burst 
Figure 3.2 Classes of updates.
increases the number of event-related updates from 3% in PPL-Random to 11%
in PPL-Burst, amplified to 41% in PPL-Date. We further observe a substantial
increase in the number of event-related updates when filtering by date mentions. For
the ALL-Date dataset, 66% of the updates are related to events, and 30% of those
are controversial. More event-related updates took place during bursty periods show-
ing that burst detection helps increasing the percentage of event-related updates while
reducing the overall number of updates to choose from. This effect can be further
amplified by using date filtering. The number of vandalism updates is steady across
our samples with a slight increase in the case of the ALL-Date and PPL-Date
samples.
Figure 3.2 illustrates the percentage of updates labeled into different classes for
ALL-Random and ALL-Burst. We can observe differences between updates made
in general and updates made during bursty periods. The samples taken from the de-
tected bursts contain substantially more updates related to facts rather than changing
the cosmetic appearance and style of the articles.
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Jerry Fallwell 454 127(37) 327(35)
Donald Rumsfeld 338 126(59) 212(41)
Alexandr Solzhenitsyn 130 36(1) 94(5)
Kosovo 692 279(183) 413(24)
3.2.3 Investigating Bursts of Updates
We investigated the updates made on the four articles in the DETAIL dataset in
order to better understand the process of event-triggered updating. Statistics on
the componence of this dataset are presented in Table 3.2. Figure 3.3 shows the
distribution over time of the number of updates for the Wikipedia articles on Donald
Rumsfeld, Kosovo, Jerry Falwell and Alexander Solzhenitsyn. For every hour of the
day since the beginning of the burst, we plot the number of updates composed of the
event-related and not event-related updates. We observe that not all of the updates
done during a burst period are related to an event. After a burst, the updates are no
longer related to the events; instead, the attention is rather directed towards making
the article more accurate, giving raise to correction of unrelated facts, punctuation
and cosmetic changes. For the resignation of Donald Rumsfeld, we notice that the
burst of updates contains a small number of peaks, which are bigger at the beginning
of the event and then become smaller as the overall number of updates and the
number of event-related updates decrease towards the end of the burst. This might
be a characteristic of the type of event or entity. If the event is not controversial, or
no other information becomes available, the interest in editing the article drops. In
contrast, if the entity or the event is controversial or the event develops over a longer
period of time, as in the case of Kosovo’s independence declaration, the interest
decreases much slower.
3.2.4 Discriminative Term Analysis
In order to assess the feasibility of building a term-based classifier, we studied the
differences between the terms used in event-related updates and non event-related
updates by conducting a discriminative term analysis . For computing ranked lists of
stemmed terms from the set of event-related updates, and the updates unrelated to
events, we used the information-theoretic Mutual Information (MI) measure [MS99].
It can be interpreted as a measure of how much the joint distribution of features (terms
in our case) deviates from a hypothetical distribution in which features and categories
(“event-related” and “not event-related”) are independent of each other. Table 3.3
shows the top-20 stemmed terms computed from the datasets containing a sufficient
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(d) Alexander Solzhenitsyn and the corresponding event death.
Figure 3.3 Distribution over time (in hours) of updates for selected Wikipedia
articles: Donald Rumsfeld, Kosovo, Jerry Falwell and Alexander Solzhenitsyn.
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Table 3.3 Top (stemmed) terms ranked by MI values for two types of updates.
Dataset Event-related Terms Not Event-related Terms
PPL-Date 2006 second state schedul date add
championship announc time releas
presid report current year publish
contract news titl sport web
2007 2004 sysop delet excess 18 use
15 juli protect expir march level
wp:vandal decemb expiri autocon-
firmed:mov 22 edit utc
ALL-Date reaction stori 2009 2006 2007 state
bhutto 12 report die presidenti wil-
son decemb obama www.cnn.com 08
news death outburst septemb
squar common tavistock street use
wikifi pancra king bma network de-
stroy life page fix name woburn
power edgwar terrorist russel april
number of event-related updates. For all of the updates we considered words added
and removed, as well as words from comments and meta annotations denoting the type
of the update. We observe that time-related terms (date, time, current), sports-event
related terms (championship, sport, schedul), news-related terms (news, announc,
publish, releas, stori, report) or status change terms (die, death, outburst) characterize
the event-related updates as opposed to Wikipedia administrative terms (sysop, delet,
wikifi, page) or general terms (common, street, king, power) that characterize updates
that are unrelated to events. These differences provide a good indication that the
terms are good features for representing the updates in a classification task.
3.2.5 Further Insights into the Wikipedia Update Process
There are different causes for a burst, an event being just one particular case. We
present some of the patterns for the update bursts causes observed in our datasets.
An article can be the featured article for the day, triggering a lot of updates that
will contribute to an improvement of its quality. An anniversary of an entity, and
the celebration will cause extra interest. Articles sometimes go through a major
expansion or restructuring. Vandalism also causes update bursts. Periodical events
such as Halloween, cause interest that trigger bursts, without having anything to to
with the event itself.
In the case of event triggered bursts we observed further patterns. In all the cases
that involve a change of status: from alive to dead, from in office to resigned, there
will be a lot of activity, between people inserting information without having good
references, and it being removed by other users requiring authoritative references.
Sometimes comments are added to prevent people altering the information until a
safe source is found. Updates that change the tense of verbs from present to past
can also be noticed. Usually deaths are signaled by the template announcing a recent
death, removal from the living people category, addition to deaths in current year
category. Some other past events, not related to the event taking place may resurface
in the updates. Time related adverbs and dates are a clear sign of event-related
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updates.
There are cases when two entities involved in the same event simultaneously get
a burst of updates, one observed example consisting of the entities “Steve Irwin” and
“Stingray”. The TV star Steve Irwin died while filming a documentary, because a
stingray barb pierced his chest. Besides the updates to the article dedicated to Steve,
the Stingray article was also updated with this information, which got repeatedly
removed because it was not regarded as a good encyclopedic practice. This supports
the investigation we perform in Chapter 4.
One special case of event-related updates to an entity is the case of movies and
books, which after their release will have their summaries posted on Wikipedia. We
may consider this as an event about which information is gradually becoming available
with the passing of time. Unfortunately, other users were removing these updates,
regarding them as spoilers. This behavior can be regarded as active censorship.
Sometimes Wikipedia is used as a source of information regarding recent events
as is the case of the “7th July 2005 London bombings”. During the event and in
the near time, the article had no photos, and a request not to add any in order
to minimize the download time could be read on the articles’ page. We have also
observed users that are complaining that sometimes Wikipedia behaves as a news
portal, contrary to their expectations, and thus explicitly request other users to keep
their contributions between the lines of an encyclopedia, in their updates making
comments like “This is Wikipedia, not fox News” or “Removed ’Breaking News’
entry: This is an Encyclopedia, not a News blog”.
3.3 Evaluation of Event-Related Information Ex-
traction
In this section, we investigate closer the components of the pipeline described in
Section 3.1, by evaluating methods for event-based classification as the final step in
the detection of event-related updates and presenting some examples of extracted and
summarized events.
3.3.1 Event Classification
For text-based classification of updates into categories “event-related” and “not event-
related” we used the LIBSVM [CL11] implementation of linear support vector ma-
chines (SVMs) with the default parameters.
We conducted our evaluation on ALL-Burst, ALL-Date, PPL-Burst, and
PPL-Date as these datasets contain a sufficient number of event-related updates for
experiments (cf. Section 3.2). We experiment with different feature representations
of the updates. If some of these feature representations generate empty documents,
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they are excluded from the experiments. To avoid an imbalance towards one cate-
gory or the other, we randomly chose a number of instances from the larger category
equal to the number of instances contained in the smaller category. For testing the
classification performance on the thus generated balanced datasets we used 5-fold
cross-validation. We repeated this procedure 100 times and averaged over the results.
The quality measures we use are precision, recall as well as the break-even points
(BEPs) for precision-recall curves (i.e. precision/recall at the point where precision
equals recall, which is also equal to the F1 measure, the harmonic mean of precision
and recall in that case). We also computed the area under the ROC curve values
(AUC) [Faw06]. ROC (Receiver Operating Characteristics) curves depict the true
positive with respect to the false positive rate of classifiers.
We compared the following update representations for constructing bag-of-word
based tf*idf feature vectors (using stemming and stop word elimination for each of
the options):
• wordsAdd - terms added in an update
• wordsRmv - terms removed in an update
• All - terms added in an update, terms removed, and terms from comments
• P.text - terms from text added and removed treating added and removed terms
as different dimensions in the feature vector
• P.all - terms added in an update, terms removed, and terms from comments
treating added, removed, and comment terms as different dimensions in the
feature vector
• P.T.all - P.all with the titles of the updated sections as additional context
Table 3.4 shows the results of our experiments. We achieve the best performance
for the feature representation using a combination of terms added in an update, terms
removed, and terms from comments (All), with an AUC value of 0.87 and a BEP value
of 0.79.
We notice that using just the words added or the words removed alone is perform-
ing worse than using all the data available. Taking into consideration the provenance
of the words or the section title does not provide a significant increase in perfor-
mance. The addition of the comment gives just a small boost in the setting where
the provenance is taken into account. Using a simple model that puts all the words
in the update together, provides a good balance between classification performance
and model complexity.
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Table 3.4 Classification performance using different textual representations.
Features
ALL-Burst ALL-Date
AUC BEP P R AUC BEP P R
wordsAdd .75 .69 .77 .53 .76 .70 .72 .58
wordsRmv .78 .72 .82 .53 .70 .66 .69 .56
All .80 .73 .80 .54 .80 .74 .78 .61
P.text .75 .68 .78 .51 .75 .69 .72 .58
P.all .76 .69 .77 .51 .77 .71 .74 .58
P.T.all .73 .67 .74 .47 .72 .68 .71 .52
Features
PPL-Burst PPL-Date
AUC BEP P R AUC BEP P R
wordsAdd .75 .69 .77 .53 .77 .71 .77 .57
wordsRmv .78 .72 .82 .53 .73 .67 .70 .62
All .80 .73 .80 .54 .87 .79 .81 .78
P.text .75 .68 .78 .51 .77 .71 .76 .60
P.all .76 .69 .77 .51 .86 .79 .78 .82
P.T.all .73 .67 .74 .47 .81 .74 .70 .89
3.3.2 Clustering and Summarization of Event-Related Up-
dates
Table 3.5 shows some example outputs of the clustering and summarization step
described in Section 3.1.2. For each event we show its date and the top-2 sentence
cluster representatives along with the cluster weight. For Paul Newman the event
detected is his death. Most of the edits occurred in the introduction of his Wikipedia
entry, where contributors added his death date. The high number of edits is due
to the sentence having been added and removed several times until a trusted source
confirmed the information. The second sentence provides more details about his
death. For Donald Rumsfeld the most frequently edited sentence is the announcement
of his planned resignation, and the second most frequently edited one is related to the
nomination of a successor and includes a link to the mainstream media. For Charlie
Sheen the summarized event that drew the attention of the Wikipedia community is
his provocative comment on the 9/11 attacks.
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Table 3.5 Examples of extracted and summarized events.
Entity Event date Weight Representative Sentence
Charlie Sheen 12 September 2009 26 Days before the eight anniversary of the 9/11
attacks, Sheen publicly requested a meeting
with President Obama to discuss a list of 20
questions he had about the September 11th at-
tacks which he says remain unanswered and is
demanding an investigation into the attacks be
reopened
Charlie Sheen 12 September 2009 19 On September 8, 2009, Sheen released an open
letter to President Barack Obama outlining his
concerns and questions relating to a possible
new investigation into the WTC attack.
Steve Irwin Sep 4, 2006 36 He was best known for the television program
” The Crocodile Hunter ”, an unconventional
nature documentary wildlife documentary se-
ries broadcasted worldwide and hosted with
his wife Terri Irwin Terri ; the program gave
him his sobriquet.
Steve Irwin Sep 4, 2006 20 After he was stung, his crew called for medi-
cal help and the Queensland Rescue Helicopter
responded. However, Irwin was immediately
pronounced dead at the scene.
Paul Newman 27 September 2008 9 ”’Paul Leonard Newman”’ (January 26, 1925
- September 26, 2008)
Paul Newman 27 September 2008 5 On September 26, 2008, Newman died at his
long-time home in Westport, Connecticut, of
complications arising from cancer
Donald Rumsfeld 8 November 2008 13 On November 8th, 2006, the GOP announced
that Rumsfeld plan to resign from his position
as Defense Secretary.
Donald Rumsfeld 8 November 2008 11 President Bush has nominated Robert Gates,
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Figure 3.4 Wikipedia Edit Reporter pipeline for temporal summarization of
event- related information from the Wikipedia article updates for an entity.
3.4 A System for Temporal Summarization of Event-
Related Information from Wikipedia Updates
In this section we propose an application of the previously presented methods for
temporal summarization of event-related information extracted from the stream of
updates done to Wikipedia.
As an event happens, the Wikipedia community mobilizes itself to update the en-
cyclopedia. Some of the information generated in this time will no longer be available
in a future version of the articles of the entities involved in the event. That is the
reason why our system, Wikipedia Edit Reporter, provides the user with the ability
to visualize all the historical information, giving the user a comprehensive view of the
event, and not only the socially accepted final interpretation of the event. In order
to detect, extract and summarize event-specific information from Wikipedia updates,
we use the methods presented in Section 3.1 and Section 3.1.2.
Wikipedia Edit Reporter uses the Edit History of Wikipedia for extracting event-
related related information. For extracting event-related information from Wikipedia
edits, we first identify event-related updates; then we cluster these updates in order
map the updates to their corresponding events and to generate (cf. Figure 3.4).
First, we apply burst detection because events of interest tend to trigger peaks of
attention for affected entities, and then employ a classifier to detect the event-related
updates. To summarize event-related information, we perform clustering of updates
by exploiting different types of information such as update time, textual similarity,
and the position of edits within an article.
3.4.1 Event Extraction Methods
As a data source we use the dump of the whole Wikipedia history (version from 30
January 2010). To store the revisions in a way that they are easily accessible for pro-
cessing and information extraction we used the Wikipedia Revision Toolkit [FZG11b].
As previously introduced in Section 3.1, an update in Wikipedia represents the
modifications present in one revision when compared to the previous revision of an
article. The metadata associated to the update consists of its creation time (times-
tamp), its author, and, possibly, comments provided by the updater.
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Figure 3.5 Conceptual depiction
of the Wikipedia updates filtering
component.
Figure 3.6 Conceptual depiction
of the summarization of event-
related updates component.
In order to extract event-related information from Wikipedia edits for a given en-
tity and its corresponding article, we employ the methods described in Section 3.1.1.
We first identify event-related updates; in a second step we do a temporal summa-
rization of the updates in order to map the updates to their corresponding events and
to generate summaries.
The pipeline for this process is depicted in Figure 3.4. The Event-Related Updates
Detection step is based on a Burst Detection Filter followed by a text Classification
step as depicted in Figure 3.5. We decided to omit the Date Extraction component.
To represent an update we constructed bag-of-word based tf*idf feature vectors (us-
ing stemming and stop word elimination) using the terms added in an update, terms
removed, and terms from comments (the All feature as described in Section 3.3).
As training data we used 10,680 article updates labeled, of which 2,616 as “event-
related” and 8,064 as “not event-related”. The Temporal Summarization of events
step, depicted in Figure 3.6, is based on different clustering methods applied in order.
We start temporal clustering in order to identify further bursts in the event-related
updates. We then extract the sentences that are a result of the updates and employ
a text-based clustering based on text similarity, and then a position-based clustering
based on spatial similarity. We finalize by presenting the Events and Summaries by
displaying for each event, each of the top-N position clusters along with the represen-
tative sentences for the top-M clusters of sentences.
3.4.2 System Interface
The information that we present about a specific entity consists of a timeline of the
updates, annotated with the detected events, a histogram depicting the positions of
the edited sentences, and a list of sentences that characterize the event.
In Figure 3.7 we present an example for the timeline of the number of edits per
day. Each of the peaks might be a candidate for an event, therefore we employ a
classifier to detect the event-related edits, and highlight only those peaks that are
actually related to events. The detected events are marked on the timeline with the
letter assigned to them, and are accompanied by a tag cloud description.
When clicking on the event from the timeline, the corresponding summary can
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Figure 3.7 Annotated Timeline for Charlie Sheen zoomed in around the
detected events.
be displayed for different time granularities: the Whole Event History and for each
individual day that is a part of the event. All updates that were detected as being
event related that belong to a common burst, characterize the same event. We cannot
offer an intelligible description by using the updates themselves, because they are often
just words or parts of sentence. Therefore, we use the sentences that were modified
by the updates for summarization.
The histogram called Positions Histogram presented in Figure 3.8 represents the
positions of all the sentences that were edited that belong to the same event. The
histogram is annotated using different colors for the identified positions clusters.
Because there most of the sentences are similar, they are clustered together in
Sentence Clusters. As it can be seen in Figure 3.9, we rank the clusters based on
their Weight, and display the top 10 clusters presenting: the weight of the cluster,
the representative sentence, the section name where most of the edits were made,
and the positions cluster assignment. The color and number of the Positions Cluster
assignment match to the Positions Histogram displayed above. When hovering over
the positions cluster assignment, the user can see a histogram of all the positions of
the sentences that are a part of the cluster. The positions clusters colors are easily
identifiable to facilitate the understanding of the positions cluster assignment.
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Figure 3.8 Histogram illustrating the positions where the event-related edits
occured.
Figure 3.9 Temporal summarization of detected events for a given entity.
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3.4.3 System Demonstration
To demonstrate the capabilities of our proposed system we proceed as follows. We
show how to use the system in order to visualize and generate temporal summarization
for the events about Charlie Sheen’s life and career. First, we enter Charlie Sheen as
an input query for the system. In this example, the system will display the timeline
annotated with the events A and B on date September 12, 2009 and December 29,
2009 respectively as illustrated in Figure 3.7.
By checking the date of the detected Event A we find that it matches the following
text in the current Wikipedia article of Charlie Sheen: On September 8, 2009, he
appealed to President Barack Obama to set up a new investigation into the attacks.
Presenting his views as a transcript of a fictional encounter with Obama, he was
characterized by the press as believing the 9/11 Commission was a whitewash and that
the administration of former President George W. Bush may have been responsible
for the attacks. Figure 3.9 represents the temporal summary for Event A provided by
the system, and Figure 3.8 depicts the corresponding positions histogram. It can be
noticed that the generated summary that the system provides matches the current
Wikipedia article. In addition our system presents links and content that are no longer
available in the current version because as an encyclopedia,Wikipedia has to keep just
the relevant, high quality content. This allows the user to discover details that were
removed for the sake of brevity in the current version of Wikipedia such as: Days
before the eight anniversary of the 9/11 attacks, Sheen publicly requested a meeting
with President Obama to discuss a list of 20 questions he had about the September
11th attacks which he says remain unanswered and is demanding an investigation into
the attacks be reopened.
In Event B, that is about a domestic dispute, On December 25, 2009, Sheen
was arrested for assaulting his wife, Brooke Mueller in Aspen, Colorado, most of the
information we display is no longer available in Wikipedia: Law enforcement sources
cited by TMZ.com said Mueller initially told 911 dispatchers Sheen had assaulted her,
alleging Sheen put a knife to her throat and made threats to kill. Mueller had a blood
alcohol level of 0.13 that night (over the legal limit for driving), Sheen’s BAC was
0.04 (well under the limit). None of the links to the articles describing the incident
are available in the current Wikipedia version but are discovered by our system. In
this case the system uncovers details about an event that were not deemed as worthy
of being kept in Wikipedia, but might be of interest to someone studying the entity
in detail, that is not satisfied just with what is provided by the last version of the
article, or does not want to spend to much effort searching the Web.
An online system and a video tutorial have been made available at http://www.
l3s.de/wiki-events. More instructions on all the available summarization tools are
available in the Man page and a short description of the processes that take place in
the background and the tools used can be found in the Behind the Scenes page of the
online system.
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3.5 Conclusions
We conducted an in-depth analysis of Wikipedia to shed some light on how real-world
events such as political conflicts, natural catastrophes, and new scientific findings are
mirrored by article updates in Wikipedia. To this end, we gathered and annotated
random samples from Wikipedia updates as well as samples obtained using various
filters, in order to investigate different characteristics of the Wikipedia Edit History.
We found that events are correlated with bursts of edits, identified connections be-
tween events and language as well as meta annotations of updates, and showed that
temporal information in edit content and from timestamps can provide clues on the
event-relatedness of updates. The results of our experiments on automatic extraction
and summarization of events from Wikipedia updates are promising, with possible ap-
plications including the construction of entity-specific, annotated timelines and news
tickers.
We presented Wikipedia Edit Reporter, a Web-based system for generating tem-
poral summarization of real-world events such as political conflicts, natural catastro-
phes, and new scientific findings that are mirrored by article updates in Wikipedia.
Our system helps users explore the temporal development of events for entities of in-
terest, by presenting an annotated timeline and a concise summarization. Moreover,
it is able to find historical information about events that are no longer available in
the current version of Wikipedia, giving the user a comprehensive view of the event,
and not only the socially accepted final interpretation of the event and its implica-
tions. We presented demonstrated that our system is capable of automatic extracting
and generating temporal summarization of events from Wikipedia updates enhancing
real-world applications, such as, entity-specific, annotated timelines and news tickers.
Regarding future work, we plan to study opinions and controversies that occur in
the context of event-related updates in Wikipedia. We think that this can be useful
for providing users with more comprehensive overviews covering different schools of
thought and points of view. More advanced linguistic and stylistic features of updates
might be leveraged to improve classification and clustering. Finally, updates and dis-
cussions can lead to further insights on social relationships between users (friendship,
rivalry, etc.), and provide clues about the provenance of event-related information
contributed by different users.
4
Extraction of Dynamic Event Structures from
Wikipedia
Detecting dynamic relationships and associated events poses multiple interesting tech-
nical challenges. First, these relationships do not conform to any pre-existing schema
and therefore can not be discovered by leveraging language patterns as in previous
works on static relationship extraction. Second, the underlying events often have a
flexible timeline that is hard to know a priori, e.g., one event can last for a short time
over a week, while another could last over several weeks. Third, the entities display a
great deal of flexibility in their participation in the underlying events, mainly reflected
in the number of participants (some events can involve two entities while others are
among several entities [DSJY11]). Fourth, as a real-life event happens, the Web com-
munity mobilizes itself to report that. Some information generated in a particular
time period will no longer be available in a future version of the articles of the entities
involved in the event. Thus, it is important to provide users the possibility to access
historical information, giving a comprehensive evolution-aware entity-based view.
A dynamic and complex event structure extracted from Wikipedia can be valuable
in many applications. For example, it can be used in recommendation scenarios, where
users interested in specific entities get suggested with related entities involved in
common events. It can also be used to facilitate knowledge management research (for
instance, ontology construction and alignment) by introducing the dynamic structure
of entities in temporal dimension. Understanding the evolution of entity involvement
during the course of an event can also help to gain insights into collective attention
to the entities, which benefits several analytic applications such as advertisements.
In this chapter we introduce a general model which is agnostic to linguistic con-
straints. Furthermore, we establish a new methodology for detecting events based
on explicit relationships identification. To this end we adapt, formalize, and improve
the dynamic relationship and event mining problem to the Wikipedia domain. We
introduce the temporal aspect as a fundamental dimension to enrich content with
semantic information via historical user edits.
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We conduct comprehensive experiments on a dataset of 1.8 million Wikipedia
articles to show the effectiveness of our proposed solution. Our results demonstrate
that we are able to achieve a precision of 70% when evaluated using manually an-
notated data. Moreover, we compare with the well established Wikipedia’s Current
Event Portal and find that our proposed methods are complementary.
4.1 Approach
Keeping in mind the goal of detecting events from Wikipedia users’ Edit History,
we model an event through its participating entities: one event consists of a set of
entities that are connected at a given time period. For example, the event “83rd
Academy Best Actor Awards” on Jan 25, 2011, can be described by its nominees and
winners “Colin Firth”, “Jeff Bridges”, “James Franco”, etc. This way of representing
events has the benefit of being agnostic to linguistic constraints of a certain language.
Following previous work, we represent an entity by a Wikipedia article using its unique
identifier.
4.1.1 Problem Formalization
In this section, we present a formal model which constitutes the basis of our work.
Data Model. In our model, time is represented as an infinite series of time points
τ := {τi : τi = nP, n ∈ N+}, where P is a time interval unit (e.g., second, day, week).
For brevity, we just use the index i to refer to a given time point τi. We also consider
an entity collection E derived from Wikipedia, where each entity is associated to a
Wikipedia article. Entity e ∈ E at a given time point i is represented as a textual
document d
(i)
e , which is the revision of the Wikipedia article at a latest timestamp t





e − d(i−1)e , the differences betweeon the document at the current time
point ant the previous one, and the edit volume as the number of revisions between
two time points, v
(i)
e := |{t : τi−1 ≤ t < τi}|.
Dynamic Relationships. A dynamic relationship is a tuple r := (e1, e2, i),
where e1, e2 ∈ E are the entities for which r holds, and i ∈ τ is the time when r is
valid. Dynamic relationships can be of two types: explicit and implicit. They are can
be identified according to different strategies.
Events. We define an event v as a tuple v := (Ev, τ v), where Ev ⊂ E is
the representative entity set, i.e. those entities that participated to v and τ v :=
{i : i ∈ τ , istart ≤ i ≤ iend} is the time period when v occurred.
Problem statement. Given an entity set E, a time window W ⊆ τ , detect
any event v = (Ev, τ v) such that Ev ⊂ E and τ v ⊂ τ .
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Figure 4.1 WikipEvent architecture for identifying events and relationships
between involved entities.
4.1.2 Workflow
The detailed workflow of our system is described in Figure 4.1. In short, our sys-
tem consists of two steps: Dynamic Relationship Identification and Event Detection.
Given a set of entities and a time period as input, our system provides as output a set
of events in which the entities were involved, together with the relationships between
them. Such relationships, together with the specified time period, will enable users
to fully interpret the detected events (e.g., causes and effects).
The first phase computes the dynamic relationships between entities, using one
of the two strategies: Explicit Relationships Identification (Section 4.2.1 ) or Implicit
Relationships Identification(Section 4.2.2). The former strategy uses explicit links in
the articles to establish the relationship between two entities. In a revision, each new
or updated link referring to another article indicates explicitly a bind between the
source and destination articles, and their corresponding entities. The later strategy
is based on two steps. First, Burst Detection detects salient bursts of activity in the
Edit History, producing a set of pairs of entities that have bursts in the same time.
Then Entity Similarity step employs a variety of methods to measure similarity of
their edits, that are then used to aggregate the pairs of entities to build the co-burst
graph for each individual time point. The second phase, generates events described
by representative entities and time intervals of involvement. It first builds a sequence
of graphs, each one capturing the entity relationships at an individual time point,
and then it incrementally builds the connected components grouping entities that are
highly related in consecutive time points.
4.2 Relationship Identification
In this section, we present two strategies to create dynamic relationships, correspond-
ing to the first step in our proposed workflow. As we aim to identify events consisting
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of a set of entities that are connected at a given time period, it is crucial to define
the notion of entity relationships based on an event. Furthermore, such relationships
must capture well the temporal dynamics of entities in Wikipedia, where information
are constantly added or updated over time. We adopt two strategies to identify entity
relationships: (i) we establish a strategy based on Explicit Relationships Identifica-
tion; (ii) we adjust to our domain the Implicit Relationship Identification strategy
described in [DSJY11], where we adapt the proposed point-wise mutual information
(PMI), as well as propose several classes of similarity measures to estimate the con-
fidence of each implicit relationship.
4.2.1 Explicit Relationships Identification
This strategy uses links between Wikipedia articles to establish the relationship be-
tween their corresponding entities. The intuition behind is that each link newly added
or updated in each article revision indicates explicitly a tie between the source and
destination entities. For example, during the Egypt Revolution 2011, the Wikipedia
article “Hosni Mubarak” admits many revisions published. In many of them, the link
to the article “Tahrir Square” is added or refined several times. This reveals a strong
relationship between the two corresponding entities with respect to the revolution.
We will further refer to our established strategy as Co-References. The dynamic
relationships in this case are defined as follows. For each entity e and an edit m
(i)
e at
time i, if e2 ∈ m(i)e then this implies that there exists a link to the Wikipedia article
of the entity e2 in the content of m
(i)
e . A relationship between e1 and e2 is established
if we have links in both directions (from e1’s edit to e2 and vice versa).
Definition 1. Given two entities e1, e2 and a time interval I = [i, i + δ], an explicit
dynamic relationship between e1 and e2 at time point i is a tuple rexp ∈ E × E × τ
such that rexp(e1, e2, i) iff ∃j, k ∈ [i, i+ δ], e1 ∈ m(j)e2 and e2 ∈ m
(k)
e1 .
Intuitively, an explicit dynamic relationship captures the mutual references be-
tween two entity edits that are made at close time points. The parameter δ accounts
for the possible time delay when adding links between two entities. As an example,
while the entities “Cairo” and “Hosni Mubarak” are explicitly related during the
Egypt revolution in 2011, the two mutual references can be added at different (close)
time points; for instance the link from the article of “Hosni Mubarak” to “Cairo” can
be added first, and the inverse link can be added one day after.
4.2.2 Implicit Relationships Identification
This strategy infers the relationship between entities through indirect signals, namely
burst patterns. Existing work suggests that Wikipedia article view or article edit
statistics follow bursty patterns, with spikes driven by real-world events of the enti-
ties [CN10, GKK+13]. The intuition behind is that two entities are highly correlated
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with respect to an event if their social activities (view and edit) burst around the same
time period (co-burst). To avoid the coincidence of two independent entities which
burst around the same time period by chance, we further impose that the entities
must share sufficient textual or structure similarities during time period of study.
We adapted to the Wikipedia domain the strategy proposed in [DSJY11]; in this
adapted approach, we identify a relationship between two entities when their edit
histories exhibit bursts in the same or overlapped time intervals (co-burst). The
bursts are detected through the Burst Detection component. A burst of an entity is
the time interval in which the edit volume of the entity is significantly higher than
the preceding and following volumes.
4.2.3 Burst Detection
We define a burst of an entity as follows: given an entity e and a time window W , we
construct a time series ve := [v
(i0)
e , . . . , v
(if )
e ] containing the edit volume of entity e at
every time point i ∈ τ . A burst be is a sequence of time points be := [i, i+1, . . . , i+k]
for which the edit volumes of e are significantly higher than the edit volumes observed
in neighbouring time points: v
(i−1)
e  v(j)e and v(j)e  v(i+k+1)e ∀j = i, i + 1, . . . , i + k.
We say two entities e1 and e2 co-burst at time i iff i ∈ be1 and i ∈ be2 .
For the burst detection, we employ the Kleinberg model [Kle02], a generative
method to detect bursts based on finite automata simulations where each automaton
corresponds to a state of emitting information at a certain speed. The model identifies
bursts as the transitions from one slow speed state to one high speed state.
4.2.4 Entity Similarity
A co-burst merely identifies entities that admit high volume of edits at the same time.
In practice, two entities can have bursts in the same time interval, even if they are
of little relevance. To remedy this, we further assume that the edits of two entities
must share sufficient resemblance, for their relationship to be confirmed. As already
mentioned, we adapted the proposed entity semantic similarity of [DSJY11], i.e. PMI,
and defined three further metrics. Let us denote the similarity of two entities e1 and
e2 at time i as Smethod(e1, e2, i), then we have the following similarities:
1. Textual : This measures how close two entities are in a given time by comparing
the plain text content of their corresponding edits. We construct the bags
of words bw(i)e1 and bw
(i)
e2
, and use Jaccard index to measure the similarity:




2. Entity : This is similar to textual similarity, but with the bag of entities be(i)e
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3. Ancestor : This measures how close two entities are in terms of their semantic
types. For each entity, we use an ontological knowledge base where the entity
is registered, and extract all ancestors of the entity (entities that are connected
to through a subsumption relation). Given be(i)e , a bag of ancestors ba
(i)
e is
filled with the ancestors of every entity in be(i)e . We then measure the similarity
SA(e1, e2, i) by Jaccard index accordingly.
4. PMI : This measures how likely two entities co-occur in the edits in all other
entities. Given i ∈ τ and e1, e2 ∈ E, we construct the graph involving all
entities linking to e1 and e2 from all edits at i. Let IN(e)
(i) denote the number of




, withN (i) being the total number of incoming links in the graph at





Having defined entity relationships, we detect events by building groups of highly
related entities, each one representing a unique event. We cast this problem as the
subgraph constructing problem, where the graph is built from Wikipedia entities with
edges corresponding to entity relationships. It is not trivial to find such connected
components, since the graph is highly dynamic, i.e. the edges change as entity re-
lationships evolve over time, new relationships can be established in a given time
and dissipate later, when the tie of the two entities get weaker within its respective
revisions. For instance, two entities “Barack Obama” and “Mitt Romney” are highly
related during the US presidential election 2012, but they rarely correlate long before
and after the event. This demands for an algorithm that can handle the temporal
dimension in finding graph connected components.
We detect events by identifying their representative entity sets and the corre-
sponding time period, in an incremental approach. For each individual time point
i ∈ τ , we first build a graph that reflects the entity dynamic relationships at i, which
we call temporal graph. Then, we cluster entities from individual temporal graphs
depending on the type of dynamic relationships (explicit or implicit), as discussed in
Section 4.3.4. To find the event time period as well as to identify the event’s repre-
sentative entity set, we compare entity clusters of two adjacent temporal graphs, and
incrementally merge two clusters if a certain criterion is met.
4.3.1 Temporal Graph and Entity Clustering
Definition 2. A temporal graph G(i) at time i ∈ τ is an undirected graph (E,P ),
where E is an entity set and P = {(e1, e2)|r(e1, e2, j)} is the set of edges defined by
dynamic relationships at a time point j ∈ I = [i, i+ δ].
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In the above definition, the value δ reflects the lag of edit activities between
different Wikipedia articles in response to one real-world event. Note that depending
on the type of the dynamic relationships, we have two different types of explicit and
implicit temporal graph respectively.
4.3.2 Explicit Temporal Graph Clustering
In an explicit temporal graph, an edge is defined by the relationship rexp(e1, e2, j) and
it reflects the mutual linking structure of two Wikipedia entities within interval I.
From the temporal graph, we identify the set of maximum cliques C to form clusters
of entities that are mutually comentioned from i to i + δ. Each maximum clique
c ∈ C represents an event that occurs at i. The choice of cliques in favor of connected
components in this case ensures the high coherence of the underlying events encoded
in the group of entities. For example, considering three entities “Anne Hathaway”,
“James Franco” and and “Minute To Win It” during January 2011. The first two
entities are connected by the fact that the two actors co-hosted the ceremony of the
83rd Academy Awards, while the second and third entities are connected because
James Franco was at that time a co-performer in the show. This forms a connected
component, but putting the three entities together reveals no obvious event.
4.3.3 Implicit Temporal Graph Clustering
In an implicit temporal graph, a candidate edge will be established from two entities
which co-burst at a time point j ∈ I = [i, i+δ]. To mitigate the “co-burst by chance”
(Section 4.2.4), we define a maximum similarity function:
Smax(e1, e2, I) = max
j∈[i,i+δ]
{S(e1, e2, j)}
and create an edge (e1, e2) iff Smax(e1, e2, I) ≥ θ. Intuitively θ is the threshold
value used to perform a selective pruning preserving only entity pairs with maximum
similarities exceeding it. Unlike in an explicit temporal graph, here we relax the entity
clustering requirements by representing the events occuring at i as the connected
components.This is due to the nature of the implicit dynamic relationships, where
two entities e1 and e2 that are not directly connected can still co-burst, through an
intermediate entity e′ during the interval I, by following one path in the graph.
4.3.4 Event Identification
To identify an event, we need to form a representative entity set from a number
of temporal graphs, as well as to specify the time interval in which the entity set
lies in. This entails aggregating entity clusters of temporal graphs at consecutive
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time points. For this task we employ a modified version of the algorithm named
Local Temporal Constraint (LTC), proposed in [DSJY11], that detects events in the
dynamic programming fashion.
4.4 Experiments and Evaluation
In order to analyze the performances of the proposed methods, we ran experiments
on the quantitative (Section 4.4.3) and qualitative (Section 4.4.4) characteristics of
our extracted events. For the specific task of detecting event structures in Wikipedia,
to the best of our knowledge, there are no existing resources for a comprehensive list
of real-world events. So far several and promising attempts for building collections
of real-world events have been conducted: one example is Wikipedia Current Event
Portal (called WikiPortal hereafter) which tries to collect human generated event de-
scriptions; another example is the YAGO2 Knowledge Base [HSBW12], where every
event consists in a relationship over an entity pair. However, these approaches are
limited in term of number of events, complexity, and granularity. Moreover, since
a comprehensive event repository does not exist, fairly computing recall for event
detection methods is infeasible. Thus, we performed a manual evaluation. Detected
events were manually assessed by five evaluators who had to decide if they were cor-
responding to real events. In detail, for each detected event, the annotators were
requested to look at all the involved entities and identify a real-world event by ex-
amining various web-based sources (e.g., Wikipedia, official home pages, news search,
and web search), that best explained the co-occurrence of these entities in the event
during the specified time period. For each set of entities, a label was assigned in
order to represent a true or false event. These assessments contributed to measure
the accuracy of our methods.
Finally, we conducted an extensive comparative analysis of our work with the well
established WikiPortal by analyzing the events described manually by Wikipedia
users versus the events detected by our best performing method (Section 4.5).
4.4.1 Dataset
To build our dataset, we chose to use the English Wikipedia. Since Wikipedia also
contains articles that do not describe entities (e.g., “List of mathematicians” main-
tains a list of references to other article, and is not considered as an entity article),
we selected Wikipedia articles corresponding to entities registered in YAGO2 and be-
longing to one of the following classes: person, location, artifact, or group. In total we
used for our study 1, 843, 665 articles, each corresponding to one entity. Furthermore,
for our study we chose a time period ranging from the 18th January 2011 until the
9th February 2011. This period covers important real-world events such as the Egypt
Revolution, the Academy Awards, the Australian Open, etc. The choice of a rela-
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tively short time span simplifies the manual evaluation of the detected events. Since
using days as time units has been shown to effectively capture the news-related events
in both social media and newswire platforms [BAH12], we used the day granularity
when sampling the time. We name the whole dataset, containing all the articles, as
Dataset A. Furthermore, we created a sample set, called Dataset B, by selecting enti-
ties that were actively edited (more than 50 times) in our time period. The intuition
behind this selection is that a large number of edits is more likely to be caused by an
event. Consequently, this sample contains just 3, 837 Wikipedia articles.
4.4.2 Implementation Details
To store the whole Wikipedia Edit History dump and to identify the edits, we made
use of the JWPL Wikipedia Revision Toolkit [FZG11b]. JWPL solves the problem
of storing the entire Edit History of Wikipedia by computing and storing differences
between two revisions.
To resolve the ancestors of a given entity, we employed the YAGO2 knowledge
base [HSBW12], an ontology that was built from Wikipedia infoboxes and combined
with Wordnet and GeoNames to obtain 10 million entities and 120 million facts. We
followed facts with subClassOf and typeOf predicates to extract ancestors of entities.
We limited the extraction to three levels, since we observed that going to a higher level
included several extremely abstract classes (such as “Living people”). This lowered
the discriminating performance of the similarity measurement.
For burst detection we implemented Kleinberg’s algorithm using the modified ver-
sion of CShell toolkit 1. We set the density scaling to 1.5, the transition cost to 1.0,
and the default number of burst states to 3 (for more details, refer to [Kle02]). We
observed that changing parameters of the burst detection did not affect the order of
performance between different event detection methods. For the dynamic relation-
ships, we set the time lag parameter δ to 7 days and γ to 0.8, as these values yielded
the most intuitive results in our experiments.
4.4.3 Quantitative Analysis
The goal of this section is to numerically evaluate our approach under different met-
rics: (i) total number of detected events, and (ii) the precision, i.e. the percentage
of true events. For the parameter selection, note that the graph created based on
the explicit strategy does not have any weights on its edges. On the contrary, the
implicit strategy creates a weighted graph based on the similarities, and the temporal
graph clustering depends on the threshold θ to filter out entity pairs of low maximum
similarity. We varied the value of θ and noticed that lowering it resulted in a larger
number of entity pairs that coalesced into a low number of large events. These events
1http://wiki.cns.iu.edu/display/CISHELL/Burst+Detection
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Table 4.1 Performance on Dataset A.
Strategy Method Events Precision






Table 4.2 Performance on Dataset B.
Strategy Method Events Precision






containing a large number of various entities could not have been identified as real
events. Therefore, for the following experiments we used θ = 1.
We evaluate approaches for the implicit relationship identification strategies as de-
fined in Section 4.2.2, referred to as the following methods : Textual, Entities, Ances-
tors, and PMI, as well as for the explicit strategy as defined in Section 4.2.1, referred
to as the Co-References method. The results are presented in Table 4.1 and Table
4.2. The number of events detected for the different similarity setups is presented in
the third column of the tables. As expected, we detect more events in Dataset A as in
Dataset B, due to the higher number of entities taken into consideration. The biggest
number of detected events is provided by Co-references in both datasets. This is
attributed to the parameter-free nature of the explicit strategy, while for the implicit
strategy, a portion of events are removed by a threshold. Comparing the methods
used by the implicit strategy, PMI detects more events than any other method. This
is caused by the difference in computing the entity similarity S (e1, e2, t). PMI con-
siders the sets of incoming links, that account for relevant feedback to our e1 and e2
from all the other entities in Wikipedia. This results in more entity pairs, and more
clearly defined and coherent events, while the other implicit strategy methods tend
to conglomerate most of the entities in larger but fewer events. Textual, Entities,
and Ancestors compute S (e1, e2, t) starting from the edited contents of two entities
at a given time. A large amount of content concerning entities that are not explicitly
referring to e1 and e2 will be taken in consideration as well, making the value of
S (e1, e2, t) lower. Therefore, using the same value for θ as for the PMI, produces a
lower number of entity pairs, and consequently of detected events.
The precision of every setup, i.e. the percentage of true detected events, is sum-
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Figure 4.2 Example I: Relationships identified for the event known as “The
Friday of Anger” in the context of the 2011 Egyptian Revolution.
marized in the fourth column of Table 4.1 and Table 4.2. Among the implicit strategy
methods, we notice clear a benefit of using similarities that take semantics into ac-
count (Entities, Ancestors, and PMI ) over the string similarity (Textual). Ancestors
performs worse than Entities in both datasets, showing that the addition of the an-
cestor entities introduces more noise instead of clarifying the relationships between
the edited entities. Entities achieves similar performances on both datasets. PMI
achieves better performance in Dataset B than the other implicit similarities since
it is leveraging the structure of incoming-outgoing links between Wikipedia articles.
However, PMI performs worse on Dataset A due to the higher number of inactive
entities considered, introducing noisy links.
Finally, Co-References outperforms all the implicit strategy methods on both
datasets, showing that a clear and direct reciprocal mention is stronger than similar-
ities inferred from the text of the edit. Generally, all methods performed better or
comparable on Dataset B in comparison to Dataset A. This shows that selecting only
the entities that are edited more often improves the quality of our methods. Although
less events are detected in Dataset B, more of them correspond to real life events.
4.4.4 Qualitative Analysis
In this section, we do a qualitative evaluation of the events identified in Dataset A.
First, we focus on and describe some of the events detected by our best method Co-
References (highlighted in Section 4.4.3). Second, we analyze some cases where our
methods failed, proposing the causes.
In Table 4.4 we present and discuss some events identified by our best method
Co-References matching real-world events. For each detected event, we report the
entities involved, the time when the event occurred, and a human description of the
event extracted from web-based sources.
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Figure 4.3 Example II: The entities and the relationships identified for the
83rd Academy Awards Nominations.
Moreover, we show the graph structure of two good examples of identified events:
Example I. We depict the relationships associated to the real-world event
known as the Friday of Anger, in the context of the Egyptian Revolution in
Figure 4.2. On January 28, 2011, tens of thousands filled the streets across
Egypt, to protest against the government. One of the major demonstrations
took place in Cairo. The organization of the protests was done with the help of
internet and smartphones, and some of the organizers were the April 6 Youth
Movement and the National Democratic Party. Protesters held portraits of
former president Gamal Abdel Nasser. The aviation minister and former chief of
Air Staff Ahmed Shafiq, as well as Gamal Mubarak, were seen by the government
as probable successors of Hosni Mubarak.
Example II. The graph structure of another outstanding detected real world:
the announcement of the nominees for the 83rd Academy Awards, on January
25, 2011, is shown in Figure 4.3. We can see as a the biggest central node
the 83rd Academy Awards, and as a secondary node the Academy Award for
Best Actor, having as connecting nodes True Grit and Biutiful, which were
nominated for more categories.
Finally, in Table 4.3, we report some failures of our methods to identify real-world
events, together with the causes that lead to such erroneous output. Depending on
the method, we can notice different patterns that cause false positives. The entity-
based similarity usually fails because of updates containing a large number of common
entities that are not involved in any common event. Using the ancestor-based simi-
larity can provide false events because some entities that are very similar, and share
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a large number of ancestors, have coincidentally concurrent edit peaks in the same
period. The PMI fails because of similar causes: entities that share a lot of common
incoming links to the entities contained in the edits done on the same day. Finally,
the Co-References method seems to fail when the reciprocal mentions originate in
relationships that are independent of any event.
4.5 Comparative Analysis
Finally, we compare events detected by our approach with events present in WikiPor-
tal in the same time period. Users in WikiPortal publish a short description of an
event in response to the occurrence of a real-world happening and annotate the entity
mentions with the corresponding Wikipedia articles. The event descriptions can also
be grouped into bigger “stories” (such as Egypt revolution), or can be organized in
different categories such as sports, disasters, etc.
We conducted the comparison by considering the 130 (70% of 186) true events
detected with the Co-References method on Dataset A, since this is the setup that
gave the largest set of true events.
Then, we collected 561 events from WikiPortal within the period of interest by
considering all event descriptions inside the same story as representing a single event.
We further considered only those event descriptions annotated with at least an entity
contained within Dataset A, getting in total 505 events. In principle, these events
can be detected by our method.
In order to assess the overlap between the two event sets, we classify events ac-
cording to the following categories:
1. Green: The event in one set, with all its participating entities, is present in the
other event set either as a single event or as multiple events.
2. Yellow: The event is partially present in the other event set, i.e. only a subset
of its participating entities appears in one or more events in the other set.
3. Red: The event is not reported in the other event set.
We provide explanatory examples for each category in Table 4.4, along with ex-
planations of each classification choice. We can observe 2 patterns for the events in
our set belonging to the green category: (i) one event in Co-References is spread over
different events in WikiPortal; for instance, the event regarding the candidacies for
the Fianna Fail party is reported in WikiPortal through different events, each one
focusing on a single candidacy; (ii) one event in Co-References corresponds to one
event in WikiPortal. The yellow category generally covers the case where an event
represents a non mentioned aspect of an event in WikiPortal. For instance, for the
Australian Open tennis tournament only the men’s semi-final and final matches are
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Table 4.3 False positive events, along with the probable reason why our
methods failed.
Entities Method Cause




Bob Brunning was a member of the Fleetwood Mac a
British-American rock band , and Alexis Korner wrote a
book about them. They were not involved in any common
events in our period.
Alexa Nikolas, Ariana Grande PMI Two different persons, that just look alike, share some of
their own incoming links, but not much more. They were
not involved in a common event in our period, but their
articles might have experienced unrelated edit peaks simul-
taneously.
Saudi Arabia national football
team, Ghana national football
team, Canada men’s national soc-
cer team
Ancestors The entities have a lot of common ancestors, coming from
the Sports domain, and all of them had peaks of activity in
the same time. However, they were not involved in common
events during the studied period.
Tura Satana, Barack Obama Entities Tura Satana died, but Barack Obama did not have any con-
nection to her in the period under investigation, although
both entities experienced edit peaks and the entities con-
tained in the edits were similar.
reported in WikiPortal, without mentioning the other matches, which are reported
in Co-References. Similarly, the Friday of Anger (in the context of the Egyptian rev-
olution) and the Academy Awards nominations are present in WikiPortal, but our
detected events are endowed with more entities that do not appear in the portal.
Finally, the red category collects those events that are not reported in WikiPortal at
all, like the Royal Rumble wrestling match.
We noticed that 60% of the events detected by Co-References are present fully or
partially in the WikiPortal. For the sake of clarity, in Table 4.5 we present some of
the events that are present in WikiPortal but our method was unable to detect, along
with an explanation. The main patterns are: (i) the events involve just one entity;
(ii) the events involve entities that are highly unlikely to reference each other because
of their different roles in the common events.
In conclusion, WikiPortal and Co-References can be seen as complementary meth-
ods for event detection, each with its own advantages and disadvantages. While
WikiPortal is user-contributed and requires human effort to curate events, our method
is fully unsupervised, and it can detect additional events minimizing the human in-
tervention.
4.6 Conclusions
In this chapter, we introduced the temporal aspect as a fundamental dimension for
enriching content with semantic information, and provided a model which can capture
dynamic event structures. Focusing on Wikipedia, we are able to find historical
information, events.
Because of the specific task we consider, no annotated collections were available,
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Table 4.4 Co-References extracted events matching real-life events, along
with their date and a human description.
Entities Date
(2011)
Human Description Category Explanation
Category: Green
Brian Cowen, Michel Mar-







The Irish PM Brian Cowen announced
his stepping down as leader of the rul-
ing Fianna Fail party, and different can-
didacies for the leadership follow his de-
cision.
The event is globally reported
in WikiPortal through different
daily events.
Saad Hariri, Najib Mikati Jan 25 Supporters of Lebanese caretaker
Prime Minister Saad Hariri call for a
day of protests following Hezbollah’s
support for Najib Mikati as Prime
Minister
The entities participating to the









Jan 28 In the context of the Egyptian Revolu-
tion, the Friday of Anger takes place:
tens of thousands filled the streets
across Egypt, to protest against the
government.
Most of the entities appear
in WikiPortal within different
events. The entities Gamal
Mubarak and Gamal Abdel
Nasser do not appear.
Li Na, Kim Clijsters Jan 19 Australian Open 2011 women’s final: Li
Na vs Kim Clijsters.
The Australian Open is men-
tioned two times, but always fo-
cusing on men’s matches. The
women’s final is not reported.
Andy Murray, Illya
Marchenko
Jan 20 Andy Murray secured a place in the
third round of the Australian Open af-
ter a routine victory over Ukrainian
Illya Marchenko.
The event is not present in
WikiPortal. However, it is re-
ported that Andy Murray was de-




Feb 6 Green Bay Packers won the Super Bowl
XLV in Dallas, although the players
Charles Woodson and Donald Driver
suffered injuries.
The Super Bowl XLV is men-
tioned in WikiPortal, but there
are no references to the injuries
of the two players.
James Franco, Colin Firth,
Academy Award for Best
Actor, Biutiful, True Grit,
83rd Academy Awards,
. . . (Figure 4.3)
Jan 25 Announcement of the nominees for the
83rd Academy Awards
The event is reported in WikiPor-








Jan 30 The 2011 Royal Rumble organized by
WWE takes place, involving a lot of
wrestlers.
The event and no one of its enti-






Liverpool Football team planned im-
proved offers for Ashley Young and
Charlie Adam.
The event and no one of its enti-
ties are reported in WikiPortal.
Silent Witness, Bruce
Forsyth, Loose Women
Jan 26 In the context of the 16th National
Television Awards, presented by Bruce
Forsyth, Loose Women and Silent wit-
ness are nominated.
The event and no one of its enti-
ties are reported in WikiPortal.
Catwoman, The Dark
Knight, Bane
Jan 19 Warner Bros. Pictures announced that
Anne Hathaway has been cast as Cat-
woman and Tom Hardy as Bane in
”The Dark Knight Rises”.
The event and no one of its enti-
ties are reported in WikiPortal.
Laura Schlessinger, Michele
Bachmann
Jan 19 On the Sean Hannity Show, Dr.
Laura Schlessinger and Michele Bach-
mann discuss the left misconstrued
and attacked comments of Conservative
women.
The event and no one of its enti-
ties are reported in WikiPortal.
Sean Parker, Eduardo
Saverin
Feb 1 Sean Parker and Eduardo Saverin sell
some of their Facebook Stocks after the
company’s public listing
The event and no one of its enti-
ties are reported in WikiPortal.
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Table 4.5 Examples of events from WikiPortal that were not detected by
our method, Co-References.
Event Description Date(2011) Explanation
Apple records record profits of $6 billion as consumers con-
sumed more of its products than was thought (BBC)
Jan 18 The event involves just one entity
Chinese President Hu Jintao begins a four-day state visit
to the United States.
Jan 18 It is highly unlikely that the promi-
nent entities have mentioned each
other
Exotic birds are found to have been driven into Britain’s
back gardens by the extreme cold, as more than half a
million people participate in the largest wildlife survey in
the world
Jan 29 It is highly unlikely that the
event attracted the attention of the
Wikipedia community
Russia starts a search for a missing military satellite
launched into the wrong orbit.
Feb 1 The event involves just one entity
Researchers report that fishing rates in the Arctic are 75
times higher than those reported by the U.N., suggesting
future increased exploitation is less possible than previously
thought.
Feb 4 It is highly unlikely that the promi-
nent entities have mentioned each
other
thus we manually assessed the performance of our methods using a data set of 1.8
million articles. Over an extensive set of experiments we established the effectiveness
of out proposed approach and investigated different strategies and methods. We have
shown that an explicit relationship identification strategy performs better than an
implicit one, achieving a maximum precision of 70%. We observed a further increase
to 80% in precision when using only actively edited articles. We demonstrated the
effectiveness of our approach in exploiting Wikipedia edits in order to detect relevant
events.
We further conducted a comparison between events detected by our methods,
using the Co-References approach, with events present in WikiPortal in the same time
period, highlighting that they can be seen as complementary sources of events. The
former is user-contributed and requires human effort to curate events, the latter is fully
unsupervised, and it can detect additional events without any human intervention.
The events that encompass the dynamic relationships discovered with our meth-
ods are currently summarized only using the time period and the entities involved, a
straightforward extension to our work is to provide a textual description to the event,
that would offer the user a comprehensive view on the dynamics of the event and the
involved entities. Based on the current approach for detecting dynamic relationships,
we will develop in the future a probabilistic model for temporal retrieval and rank-
ing, which takes into account the temporal dimension, entity/event mappings, user
involvement, as well as the dynamic multi-relational graphs from social networks.
5
Soliciting Crowd Wisdom via Crowdsourcing
5.1 Motivation
Supervised machine learning needs annotated data to learn from. Traditionally, these
annotations are done by experts, at a high cost. Lately, a rising trend for obtaining
the annotations by means of crowdsourcing can be observed in the literature. Crowd-
sourced annotations, although having advantages, also pose new problems, such as
their questionable reliability and quality. Usually the crowd workers are paid sym-
bolic amounts, and the tasks they solve fail to provide additional motivation such
as entertainment. Therefore, usually the crowd workers do not provide high quality
labels, because of low motivation or lack of skill. To tackle the annotation quality
assurance problem, we propose to employ an EM-based algorithm to simultaneously
find the hidden underlying labels and evaluate the workers. An efficient way to gather
annotated data is by using active learning, by specifically requesting annotations that
would improve the algorithm. Active learning can also benefit from crowdsourcing,
nevertheless this poses new challenges compared with traditional machine learning.
We identify and tackle these challenges by proposing an integrated framework and try
to answer questions such as: what kind of new instances selection strategies could be
used, what kind of algorithms are more suitable for actively learning from the crowd,
what is the optimal allocation of resources for a round of active learning? Thus, we
identify and address some of the challenges raised by employing crowdsourcing in
order to gather annotated data to be used in machine learning.
Using crowdsourcing for gathering labels can be beneficial for supervised machine
learning, if done in the right way. Crowdsourcing is more cost-effective and faster
than employing experts for labeling the items needed as training examples. Unfortu-
nately, the crowd produced labels are not always of a comparable quality. Therefore,
different methods could be employed in order to assure label quality. One of them is
redundancy, by gathering more than one label per item, from different assessors. In
our work we introduce a novel method for aggregating multiple crowdsourced binary
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labels, taking into account the worker’s history and how well the worker agrees with
the aggregated label. According to previously solved tasks, the worker expertise, or
the confidence we have in his labels can be assessed. The computation of the aggre-
gated crowd label is mutually reinforced by the assessment of the worker confidence.
Besides a method for computing a hard nominal aggregated label, we also propose a
soft label as an indicator of how much the labelers agree and how strong their labels
are. Furthermore, we investigate whether worker confidence should depend on the
provided label, whether discriminating between positive and negative answer quality
can be beneficial. We evaluate our method on multiple datasets, covering different
domains and label gathering strategies. Moreover, we compare against other state of
the art methods, showing the effectiveness of our proposed approach.
In Chapter 6 we introduce our novel method for aggregation of different crowd-
sourced labels, by taking into account the worker expertise, expressed as the confi-
dence we have in the provided labels. Furthermore, we assess of different ways of
computing the worker confidence, as well as various ways of incorporating them in
the computation of the final aggregated label. Moreover, we do a comprehensive eval-
uation of the effectiveness of our method on different datasets and comparison with
other state-of-the art methods.
As crowdsourcing has lately become ubiquitous in machine learning as a cost effec-
tive method to gather training labels, in the second part of this chapter, we examine
the challenges that appear when employing crowdsourcing for active learning, in an
integrated environment where an automatic method and human labelers collaborate.
Computers are adept at solving complex computational tasks, however there are a
wide range of tasks at which humans are better. Tasks requiring subjective, percep-
tual, emotional or intellectual discretion capacities are some examples. The paradigm
of social computation was developed specifically for solving these types of tasks. We
tackle the problems that arise in building an integrated system where humans and
computers work together towards improving their performance on the task at hand
and show that crowdsourcing coupled with machine learning can be a cost effective
solution to alleviate specific problems where machines alone would fail, and employing
only humans would prove to be too expensive. By using active learning techniques
on crowd-labeled data, we optimize the performance of the automatic method, while
keeping the costs low by gathering data on demand. In order to verify our proposed
methods, we apply them to the task of deduplication of publications in a digital li-
brary by examining metadata. We investigate the problems created by noisy labels
produced by the crowd and explore methods to aggregate them. We analyze how
different automatic methods are affected by the quantity and quality of the allocated
resources as well as the instance selection strategies for each active learning round,
aiming towards attaining a balance between cost and performance.
In Chapter 7 we propose a novel integrated framework for active learning using
crowd assigned labels, and we identify the major challenges that can arise when
deploying such a framework. Furthermore, we provide extensive experiments using
5.2 Related Work 69
various automatic methods that learn to perform a well-defined task by exploiting the
the wisdom of the crowds. Finally, we envision further extensions that would make
the proposed approach more robust.
5.2 Related Work
Human computation [vA09b, YCKK09] is a computer science technique in which
a machine outsources certain steps to humans aiming towards a symbiotic human-
computer interaction. One of the most popular means for facilitating human compu-
tation is crowdsourcing. Crowdsourcing either motivates participation with rewards
or it relies on the altruism of the participants by bringing the larger purpose to light.
For example, [BBC12] proposes to use existing social applications instead of using
a payed workforce to post microtasks that the friends of the user can solve. Also
without a financial motivation, Games with a Purpose [VA06] motivate participation
by providing entertainment and hide the larger purpose of the system users.
In our work we focus on paid Crowdsourcing, and we leverage Amazon’s Me-
chanical Turk micro task marketplace(MTurk1), one of the most well known and
used crowdsourcing platforms, for label gathering of multiple labels to be used for
supervised learning. The marketplace is named after an 18th century automatic
chess-playing machine, which was handily beating humans in chess games. Of course,
the robot was not using any artificial intelligence algorithms back then. The secret
of the Mechanical Turk machine was a human operator, hidden inside the machine,
who was the real intelligence source. An analysis of the Amazon Mechanical Turk
Marketplace is provided in [Ipe10]. Some of the insights gained after crawling and
analyzing all the available hits for a period of time include: most of the tasks have
tiny rewards, the rate of task completion is slightly higher than the rate of arrival,
the completion time follows a power law, and the market is heavy-tailed market, in
terms of both requester and worker activity, following a log-normal distribution.
The tutorial [IP11] attempts to provide a holistic view of the area of crowdsourced
human computation, the main methods and key issues of employing crowdsourcing
are outlined. Covering the literature in computer science that focuses on the topic
of crowdsourcing, and also areas of research in statistics, control theory, economics,
psychology, and epidemiology the tutorial addressed topics such as such as managing
quality, task design and workflow design, incentives, game design, and behavioral
issues, market design issues, constraints on general purpose infrastructures for human
computation, and social and economic impact. Quality control when dealing with
noisy crowds is identified one of the main issues of crowdsourcing.
An increasing interest in crowdsourcing can be noticed in a variety of research
areas such as in the database community [FKK+11, FFK+11], in the IR commu-
nity [ABYBY11, KKK+11], or in developing general crowdsourcing algorithms [VGMH+12,
1http://www.mturk.com
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MWK+11a]. Crowdsourced marketplaces have made it easy to recruit a crowd of
people for performing tasks that are difficult for computers( such as performing en-
tity resolution [WKFF12, BIPR12]) that can be thought of as database problems,
where each item is a row in a table with some missing attributes (labels) that need
to be supplied by crowd workers, giving rise to a new generation of database sys-
tems, known as crowd-sourced databases [FKK+11, FFK+11, MWK+11a, KSKK11,
PGMP+12]. Research in this area either focuses on integrating crowdsourcing func-
tionality efficiently into database management systems, or on algorithms suitable for
this kind of environment. Systems such as CrowdDB [FKK+11], Qurk [MWK+11b],
and Deco [PGMP+12] connect traditional data storage systems with crowdsourc-
ing platforms such as Amazon Mechanical Turk to gain additional information on
queries. To provide the same functionality as traditional relational database man-
agement systems, research has further focused on optimizing crowd accesses, fo-
cusing either on reducing the budget while assuming that the crowd answers per-
fectly [WKFF12], observing the quality of the answers by the crowd workers as an
orthogonal problem, or on addressing fault-tolerance by handling noisy answers from
the crowd [GPGM12, MWK+11a, MKM+12]. For example, using two sorting al-
gorithms, QuickSort and BubbleSort as examples, [GK13] illustrate how algorithms
handle noise, which measures can be taken to make them more robust, and how these
changes to the algorithms modify the budget and quality estimates of the respective
algorithm.
By drawing on theory from organizational behavior and distributed comput-
ing, [KNB+13] foresees a framework for a complex, collaborative and sustainable
future crowd workplace. Research challenges for such an edeavour are outlined in
areas such as: workflow, task assignment, hierarchy, real-time response, synchronous
collaboration, quality control, crowds guiding AIs, AIs guiding crowds, platforms, job
design, reputation and motivation.
We are leveraging the wisdom of the crowd by employing human computation
in it’s crowdsourcing form in order to gather labels for items that will be used for
machine learning.
Crowdsourcing and Quality of Work
Crowdsourcing taps into the wisdom of crowds. It involves posing a hard question
to a set of workers and aggregating their individual responses in order to deduce
the answer to the question. Rather than aggregating the answers for each question
in isolation, state-of-the-art methods investigate the global matrix of user provided
answers to all the questions in order to simultaneously elicit both the user reliabilities
and the true answers.
Crowdsourcing can be used for machine learning, therefore enabling automatic
methods to learn directly form crowds. Unfortunately, distributing labeling work to
crowdsourcing platforms, such as Amazon Mechanical Turk, exposes the requester to
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quality risks. Verifying the quality each label is an expensive operation that discards
many of the advantages of crowdsourcing. A common solution to this challenge is to
rely on redundancy and repeated labeling: the same task is completed by multiple
workers. Then an aggregation method is used to infer the labels that will be used
for learning. Due to the high variance in annotation accuracy exhibited by individual
crowd workers, often multiple crowd workers are asked to label each example, in order
to infer a single consensus label. While simple majority vote computes consensus
by equally weighting each worker’s vote, weighted voting assigns greater weight to
more accurate workers, where accuracy is estimated by inter-annotator agreement or
agreement with known expert labels.
Most of the challenges of controlling quality when employing crowdsourcing for
machine learning are outlined in [Lea11]. The challenges stem from issues such as
the human factors, automation of the quality control process, annotation process
and guidelines, the worker and task organization, or the minority voice giving rare
insights but hidden in spurious noise. The combination of machine learning and
crowdsourcing brings advantages such as: more labeled data is available, more hybrid
systems appear, the gathered data that is more uncertain, diverse, specific, ongoing
and more rapid, and on-demand evaluations are easier to do; one disadvantage might
be that the re-use of data is limited.
It has been shown that acquiring multiple, albeit noisy labels can significantly
improve the data quality, and that getting more noisy labels per item and then ag-
gregating them is more accurate than getting more expensive, and hence assumably
more accurate, labels [SPI08]. Therefore, selective repetition of some micro tasks can
improve data quality. [SPI08] uses only majority voting to aggregate labels from
multiple users, and is primarily concerned with identifying the items that will benefit
from more labels. However they made a strong assumption that all of the workers
were of the same ability, and the proposed strategy requests a relatively large num-
ber of repeated labels for each sample. Moreover, not all samples need redundant
overlapping labels; it is more effective to use overlapping labels for samples whose
overlapping labels show low agreement, and for samples whose overlapping labels
bring high uncertainty to a learned model. Their method requires repeatedly labeling
of each sample to determine whether to use those overlapping labels for a sample in
the training process. Despite their insightful analysis, the practical value of repeated
labeling varies greatly with different cost models and with different labeler accuracies.
Nevertheless, unknown differing qualities require more sophisticated strategies
to deal with noisy labelers in general. Expanding the investigation of [SPI08] of
how labeling effort can be best used to maximize learner accuracy, [KL11] integrates
knowledge of annotator accuracy obtained using methods from [SOJN08]. By using
simulated experiments they show that labels can be thus aggregated more effectively
and thereby the learning rate of a supervised model can be improved. Strategies to
collect high quality labels at a low cost for training retrieval models have also been
proposed in [YMSM10]. Based on the observation that urls are more often judged
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as not relevant, and rarely as perfectly relevant to a query, the authors employ the
following heuristic if a labeler thinks a url is relevant to a given query, it is worth-
while to verify others’ opinions, but if a labeler thinks a url is bad, his opinion should
be trusted. [BGC10] discusses the trade-off between determining consensus anno-
tations and maximizing coverage on the training data, providing two main insights.
Firstly, the amount of annotations per example should depend on the level of agree-
ment between annotators. Secondly, although annotator disagreement and classifier
uncertainty may be easily confused, classifier uncertainty can be useful to guide anno-
tation, while annotator disagreement can serve as an indicator of poor training data.
Because crowdsourced data usually does not fit well with the model used in [SPI08]
as the noise is not constant across examples, the trade-off between consensus and
coverage should depend on the level of agreement between annotators.
The aggregation of crowd opinons, using majority voting, as well as a machine
learning algorithm, was studied using samples of individual responses to IQ tests
in [BGMG12]. The authors notice that the aggregated crowd IQ grows quickly with
its size but then saturates, indicating diminishing returns from each additional mem-
ber; the decisions based on the aggregated opinions of homogeneous crowds are better
than the decisions based on the crowds’ best performing members, whereas the best
approach for a heterogeneous population is to identify the best performing individual
and base the decision on her opinions. Moreover, an individual contribution to the
Crowd IQ is not solely related to the participant’s IQ but also depends on the unique-
ness of her contribution in the context of a given crowd. Using a similar methodology
to examine the crowd on Mechanical Turk, [KBK+12] show that crowds composed of
workers of high reputation achieve higher performance than low reputation crowds,
the effect of the amount of payment is non-monotone (both paying too much and too
little affects performance), and when when the task is designed such that incorrect
responses can decrease workers’ reputation scores, higher performance is achieved.
If we define the problem of learning from crowds as: given a set of user ratings,
collectively determine the reliability of each user and the true quality of each item,
we can divide the approaches into two categories: machine-learning based and linear-
algebraic based. The machine-learning approaches are based on variants of EM, but
provide no guarantees as to how well they perform. Algebraic approaches, on the other
hand, can provide theoretical guarantees on the error in estimating item qualities, but
so far have been limited to either complete assignment graphs (when each user rates
all items) or to random graphs (when the assignment of users to items is random).
We mention some of the proposed algebraic approaches, such as [GKM11] relying
on a spectral algorithm that provably learns the true item qualities, with bounded
error, [KOS11] using belief propagation to derive both a set of user reliabilities and
an estimate for item qualities for a sparse random graph, and [DDKR13] proposing
an eigenvector-based technique to estimate both the user reliabilities and the item
qualities.
Learning from crowds can be further categorized based on the aspect of the infer-
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ence target into two groups: one aiming to infer the true labels and the other aiming
to infer mainly predictive models. Most of the existing methods are categorized into
the former group, while the methods such as [RYZ+10], [YFRD11] and [KTK12] are
categorized into the latter group. While [RYZ+10] and [YFRD11] model a classifier
as a parameter and the unobserved true labels as latent variables and infer them
using the EM algorithm, [KTK12] infers only the models without estimating the true
labels. Instead of introducing latent variables to estimate the true labels, in [KTK12]
a personal classifier for each of the workers is employed, and a base classifier is es-
timated by relating it to the personal models. This model takes account into the
ability of each worker and the instance difficulty for each worker, and this idea leads
to a convex optimization problem.
One well established method to tackle the quality of items subjected to anno-
tations by labelers of various expertise is to employ an EM algorithm to estimate
error-rate of labelers as well as the hidden labels can be evaluated [DS79b]. Dawid
and Skene (DS) [DS79b] propose an EM approach to estimating the error rates of
patients with respect to yes-no classification of medical symptoms. For a given a list
of symptoms, the patients (who are known to have a certain disease) identify and
mark the symptoms they have. Based on the true symptoms of the disease, the EM
algorithm can estimate error rates of the patients. Adapting the original work to
the crowdsourcing domain, their method assumes that each worker is associated with
an unknown confusion matrix. Each off-diagonal element represents misclassification
rate from one class to the other, while the diagonal elements represent the accuracy in
each class. According to the observed labels by the workers, the maximum likelihood
principle is applied to jointly estimate unobserved true labels and worker confusion
matrices. The likelihood function is non-convex, but a local optimum can be obtained
by using an Expectation Maximization (EM) algorithm that can be naturally initial-
ized by using majority voting. The algorithm iterates until convergence, following two
steps: (1) estimates the correct answer for each task, using labels assigned by multiple
workers, accounting for the quality of each worker; and (2) estimates the quality of
the workers by comparing the submitted answers to the inferred correct answers. The
final output of the DS algorithm is the set of (estimated) correct answers for each
task and the confusion matrix for each worker, listing the error probabilities for each
worker. From the confusion matrix we can directly measure the overall error rate for
each worker as the sum of the non-diagonal elements of the confusion matrix (prop-
erly weighted by the priors): this results in a single, scalar value as the quality score
for each worker. [LYZ13] provides finite-sample exponential bounds on the error rate
(in probability and in expectation) of hyperplane binary labeling rules for the DS.
[HCMF+12], applies the DS method for crowdsourcing relevance judgements for IR,
in the context of the INEX 2010 Book Search track. In the presence of systematic
bias, the measurement of error rate results as in [DS79b] underestimates of the true
quality of the worker and in potential incorrect rejections and blocks of legitimate
workers. To address this issue, in [IPW10] introduces an algorithm that separates the
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unrecoverable error rate from bias. Using the confusion matrix of each worker, every
assigned hard label from the worker is transformed into a soft label, which reflects
the error rate of the worker. Thus, the uncertainty and cost associated with each soft
label can be evaluated, enabling the computation of a quality score for each worker,
potentially adjusted for the different costs of the misclassification errors, separating
the intrinsic error rate from the bias of the worker, allowing for more reliable quality
estimation.
Also by employing an EM algorithm, Raykar et. al [RYZ+10] estimate the error-
rates and the underlying hidden labels in the absence of a golden standard, by em-
ploying a Bayesian approach and worker priors for each class. Two key assumptions
are made: the performance of each annotator does not depend on the feature vec-
tor for a given instance, and conditional on the truth the experts are independent.
Raykar [RYZ+10] employs Expectation Maximization in an unsupervised algorithm
that iteratively establishes a particular gold standard, measures the performance of
the annotators given that gold standard, and then refines the gold standard based
on the performance measures. The performance of each annotator is measured in
terms of the sensitivity (bias toward the positive class) and specificity (bias toward
the negative class) with respect to the unknown gold standard. The algorithm auto-
matically discovers the best experts and assigns a higher weight to them. In order
to incorporate prior knowledge about each annotator, a beta prior on the sensitivity
and specificity is used to derive the maximum-a-posteriori estimate.
ZenCrowd [DDCM12] is a hybrid platform that combines algorithmic matching
techniques and human intelligence to link entities using a probabilistic framework
for the decision process and quality control. ZenCrowd attempts to improve the
automatic results of algorithmic matching techniques by involving crowd workers.
The system employs a probabilistic reasoning framework to dynamically assess crowd
workers, and to combine their outputs taking into account the results of the algo-
rithmic matching, uniqueness constraints, and identity links from the linked open
data cloud. Instead of using heuristics or arbitrary rules, ZenCrowd systematizes the
use of probabilistic networks to make sensible decisions about the potential instance
matches and entity links. All evidences gathered from both the algorithmic methods
and the crowd are fed into a scalable probabilistic store and used to process all en-
tities accordingly. The probabilistic model assumes workers acting independently of
the difficulty of the labeling task, and of each other. In [DDCM13] the ZenCrowd
system is adapted for large scale linked data integration by leveraging a three-stage
blocking technique for obtaining the best possible instance matches while minimizing
both computational complexity and latency, in order to identifies entities from natu-
ral language text using state-of-the-art techniques to automatically connect them to
the linked open data cloud.
GLAD [WWB+09] (Generative model of Labels, Abilities, and Difficulties) also
formulates a probabilistic model of the crowd labeling process. It leverages inference
methods to simultaneously infer the expertise of each labeler, the difficulty of each
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item, and the most probable label for each item. It models worker expertise, as a
function of the difficulty of labeling the items. While both annotator competence and
example difficulty are modelled, annotator bias is not considered.
To evaluate crowd annotations for natural language tasks, such as textual entail-
ment and word sense disambiguation, [SOJN08] acts in a similar way to [DS79b] and
estimates worker confusion matrices by implementing a fully-supervised Näıve Bayes
estimation with Laplacian smoothing, to construct a weighted ensemble for consensus
labeling in which labels are weighted proportionally to the accuracy of the annota-
tor they come from. The authors compare inter-agreement between annotators for
crowds and experts, and propose an approach that uses a small amount of expert-
labeled training data in order to correct the individual biases of different non-expert
annotators. They recalibrate the worker responses to more closely match expert be-
havior, and then weigh each workers vote by their log likelihood ratio for their given
response. However, full supervision can be costly in expert annotation, and defeat
the purpose of crowdsourcing.
Most state-of-the-art models propose a probablistic model and use an unsuper-
vised EM algorithm to jointly estimate worker accuracies and labels. We have taken
a similar approach to the methods employing an EM algorithm, although we do
not present our models in a probabilistic way, by proposing a mutually reinforced
computation of worker confidences and aggregated labels, which is flexible and can
incorporate various information. Furthermore, we provide provisions for using soft or
hard labels, and discriminating or not between the quality of positive and negative
labels when assessing the worker and label qualitiy.
A number of methods that do not leverage an EM approach for evaluating worker
expertise and finding the hidden labels have also been proposed in the literature.
Most of them rely on generative probablisitical models and Bayesian inference. We
shortly review some of the proposed methods hereafter.
[WBPB10] proposes a Bayesian generative probabilistic model for the annota-
tion process. The model infers not only the underlying class of the item, but also
parameters such as item difficulty and annotator competence and bias. Furthermore,
the model represents both the items and the annotators as multidimensional entities,
with different high level attributes and weights. Each item has different characteristics
that are represented in an abstract Euclidean space. Each annotator is modeled as a
multidimensional entity with variables representing competence, expertise and bias.
This allows the model to discover and represent groups of annotators that have dif-
ferent sets of skills and knowledge, as well as groups of items that differ qualitatively.
The probability of label assignments is maximized by unsupervised MAP estimation
on the parameters, performing alternating optimization on the item and worker-
specific parameters using gradient ascent. The model generalizes GLAD [WWB+09]
by introducing a high-dimensional concept of item difficulty and combining it with a
broader definition of annotator competence. Modeling the labeling process to include
label uncertainty, as well a multi-dimensional measure of the annotators’ ability, as
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in [WBPB10], [WP10] derives an online algorithm that estimates the most likely value
of the labels and the annotator abilities. The factorized form of the general model
allows for an online implementation of the EM-algorithm. Instead of asking for a
fixed number of labels per item, the online algorithm actively asks for labels only for
items where the target value is still uncertain.
Extending the work from [KVGHG10], which presents a family of Bayesian models
for jointly learning the trustworthiness of users and truth values for statements in the
presence of disagreeing user opinions and logical deduction rules, CoBayes [KGSG11]
exploits user feedback and logical deduction rules in a Bayesian corroboration process.
The joint inference mechanism learns the latent affinity between worker expertise and
statements by taking worker and statement features into account, and mapping them
into a common latent knowledge space, where the inner product between worker
and statement vectors determines the probability that the worker assessment for
a statement will be correct. Then, Bayesian inference is performed using mixed
variational and expectation propagation message passing, and logical deduction rules
are employed to interconnect assessed statements and propagate the truth values, thus
mitigating feedback sparsity. Also employing a joint corroboration process [GAMS10]
presents three probabilistic fix-point algorithms for aggregating disagreeing views
about statements and learning their truth values as well as the trust in the views.
DARE(Difficulty-Ability-REsponse estimation model) [BGMG12] is a probabilis-
tic graphical model that jointly models the difficulties of questions, the abilities of par-
ticipants and the correct answers to questions in aptitude testing and crowdsourcing
settings. By dynamically choosing the next question to be asked based on the previ-
ous responses, an active learning scheme based on a greedy minimization of expected
model entropy allows for efficient resource allocation. In CrowdSynth [KHH12], a
set of Bayesian models are trained for predicting the correct labels and modeling the
workers and predicting their votes. These models allow the system to maintain a cost-
accuracy trade-off under budget constraints by deciding whether to hire a new worker
or not. [ZBMP12] considered a separate probabilistic distribution for each worker-
item pair and proposed a minimax entropy principle to jointly infer the worker quality
and the true labels. They argued that labels are generated by a probability distri-
bution over workers and by maximising the entropy of this distribution the workers’
quality can be naturally inferred.
A common issue when dealing with multiple, redundant judgments from workers
is to aggregate them via methods like majority voting or Expectation Maximization
to produce consensus labels. Unfortunately, the collected judgments are typically
sparse and imbalanced, for two reasons: the average crowd worker judges few exam-
ples, and few labels are typically collected per example to reduce cost. Therefore,
the consensus judgment for each example determined by only a handful of workers.
While Majority Voting is completely susceptible to this problem, EM addresses this
indirectly; while only workers labeling an example vote on it, global judgments are
used to infer class priors and worker confusion matrices. To address this missing data
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problem, [JL12a] proposes the use of probabilistic matrix factorization, to induce a
latent feature vector for each person and example in order to infer unobserved judg-
ments for all examples. Inference yields a complete matrix, which can then be used
use for label aggregation. This complete matrix contains relevance judgments from
all workers corresponding to all examples, and thereby reduces the bias of output con-
sensus labels. [JL12b] further develops this approach, pointing out that once complete
worker judgments are inferred, they might be used for a variety of other purposes,
such as better routing or recommending appropriate tasks to workers. Following the
same line of research, [Jun14] propose methods based on matrix factorization to eval-
uate workers and to route crowdsourced tasks to the most appropriate worker. Also
addressing this issue, [VGK+14] proposes community-based Bayesian label aggrega-
tion model, which assumes that crowd workers conform to a few different types, where
each type represents a group of workers with similar confusion matrices. Assuming
that each worker belongs to a certain community, where the worker’s confusion ma-
trix is similar to (a perturbation of) the community’s confusion matrix, they define
a probabilistic Bayesian model that jointly learns latent community profiles of crowd
workers, together with the individual workers’ and communities’ reliability profiles
and the items’ true labels. In a setting without repeated labels, therefore without the
possibility of generating aggregate labels, [DS09] propose to simulate aggregate labels
by training a hypothesis on the entire unfiltered dataset and regarding the predictions
of this hypothesis as the approximate ground-truth. Intuitively, fitting a hypothesis
to the entire dataset is similar to aggregating multiple labels per example. Thus, the
labeler quality is estimated from the handful of provided labels, in order to prune
away the low quality workers.
In a system where workers perform object comparison tasks, [VGM12] compares
two quality assurance strategies: error masking and detection of bad workers using
different scoring functions, and evaluate the impact on task accuracy, the number of
completed microtasks, and on the cost/benefit ratio. With masking, the same task
is performed by multiple workers, and some type of voting is used to select the fi-
nal output. With detection, the system tries to identify bad workers and somehow
discount their results. For detection, two common approaches were employed using
gold standard tasks, versus plurality agreement. Also, by considering item ordering
tasks, [MBKK13] proposes a statistical quality control method based on a probabilis-
tic generative model of crowd answers by extending a distance-based order model to
incorporate worker ability.
With an application to cell tower localisation, [VRJ13] addresses the problem of
fusing untrustworthy reports provided from a crowd of observers, while simultane-
ously learning the trustworthiness of individuals. The authors construct a likelihood
model of the users’s trustworthiness by scaling the uncertainty of its multiple esti-
mates with trustworthiness parameters. Then, the trust model is incorporated into a
fusion method that merges estimates based on the trust parameters and an inference
algorithm jointly computes the fused output and the individual trustworthiness of
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the users based on a maximum likelihood framework.
[BK13] proposed an unsupervised statistical method to estimate the quality of
the artifacts for a general crowdsourcing tasks with unstructured response formats.
The proposed method leverages a two-stage generative model, consisting of a creation
stage followed by a review stage. The creation stage models a generative process of
the true artifact quality, where both the ability and the task-dependent performance
of an author affect the quality of an artifact. The review stage models the generative
process of the grade labels given by reviewers, where each reviewer first determines a
latent quality score for a given artifact based on their bias and contextual preference,
and then the observed grade label is generated through the graded response model
used in the item response theory. [TL11] investigate the annotation cost vs. consen-
sus accuracy benefit from increasing the amount of expert supervision. To maximize
benefit from supervision, a semi-supervised Näıve Bayes approach which infers con-
sensus labels using both labeled and unlabeled examples is proposed, showing that
a very modest amount of supervision can provide significant benefit. To incentivize
high quality outcomes in crowdsourcing, mechanisms where workers are modeled as
strategic agents have also been proposed, where the participation in the task [GM12]
or the proficiency of workers [DG13] are endogenous. Relying on the crowd, [ZCB11]
get high quality translations in aggregate by soliciting multiple translations, redun-
dantly editing them, and then selecting the best of them, by using a machine learning
approach that assigns a score to each translation based on a set of features for both
translators and translations. In an effort to control the quality of crowdsourced la-
beling tasks, [AMN13] shows that the reliability of workers when solving a hard task
can not be assessed by combining it with a control task (that is easier to solve).
SQUARE(Statistical QUality Assurance Robustness Evaluation) [SL13a, SL13b]
is an open source shared task framework including benchmark datasets, defined tasks,
standard metrics, and reference implementations with empirical results for several
popular methods for statistical consensus methods, based purely on the worker be-
haviors and latent example properties. The methods included in the benchmark are :
MV (majority voting), ZC [DDCM12], DS [DS79b], GLAD [WWB+09], RY [RYZ+10]
and CUBAM [WBPB10]. In addition to measuring performance on a variety of public,
real crowd datasets, the benchmark also varies supervision and noise by manipulat-
ing training size and labeling error. Comparing the included methods on a diverse
selection of datasets and different degrees of supervision, the authors conclude that
the results vary according to the task. In our investigation we have drawn similar
conclusions, that the performance of various methods depend on the task at hand.
We are proposing to use the crowd for improving machine learning, when collecting
ground truth for training a supervised model, either by simply requesting labels, or by
using an active learning methodology for the label gathering. We tackle the problems
that are caused by the noisy nature and the questionable reliability of crowd generated
answers, and in the absence of a ground truth we propose an unsupervised model to
assess worker reliability and identify the hidden labels by aggregating the multiple
5.2 Related Work 79
crowd provided labels.
Active Learning
Active Learning [CAL94] focuses on the costly acquisition of labels the instances to
be used for training in machine learning. [Set10] presents a survey of Active Learning
and its applications. The key idea behind active learning is that a machine learning
algorithm can achieve greater accuracy with fewer training labels if it is allowed
to choose the data from which it learns. An active learner may pose queries of
unlabeled data instances to be labeled by an oracle. Active learning algorithms
are generally evaluated by constructing learning curves, which plot the evaluation
measure of interest as a function of the number of new instance queries that are labeled
and added to the labeled dataset used for training. [Set10] identifies main scenarios
for active learning categorized by how the learner is able to ask queries: membership
query synthesis, stream-based selective sampling, and pool based sampling. Based
on how they evaluate the informativeness of unlabeled instances [Set10] categorizes
query strategies into: uncertainty sampling, query-by-committee, expected model
change, expected error reduction, variance reduction, and density-weighted methods.
Query selection strategies have been recently surveyed in [FZL13]. As the theme
of active learning is to select the most informative instances for the current model, a
query strategy is employed in order to calculate instance utility based on the model
prediction result represented by output probability distributions over all possible class
labels. Therefore, an active labeler utilizes evaluation metrics to measure instance
utility and further selects instances with maximal utility values for labeling. There
are two important concepts used in utility metrics: uncertainty and correlation. By
uncovering the pairwise correlation in the instance set, two instances with a large
correlation value are considered similar to each other, while the two with a small
value are different. Therefore, the most representative instances in a set have the
largest correlations. The selected instances should form an optimal candidate set
by balancing the uncertainty and diversity. On the one hand considering too much
uncertainty, redundant instances might be selected. On the other hand when consid-
ering too much diversity, many uncertain instances critical for forming the boundary
might be lost.
Using active learning for multimedia annotation was surveyed in in [WH11], and
for natural language processing in [Ols09]. [AP11] identifies and outlines the difficul-
ties that usually occur when employing active learning in practice.
The survey [Set10] also identifies key problems when active learning is based done
with noisy oracles, such as we are employing via crowdsourcing. Some of the questions
raised are: how can active learners deal with noisy oracles whose quality varies over
time, how might the effect of payment influence annotation quality, and what if some
instances are inherently noisy regardless of which oracle is used and repeated labeling
is not likely to improve matters.
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Active Learning and Crowdsourcing
Active learning traditionally considers experts as the label providers for the queried
instances. Therefore the expert is assumed to be accurate, indefatigable , unique,
and insensitive to costs. However, employing experts for training a model, even in an
active learning setting is still costly and expensive in many cases. To reduce labeling
cost, crowdsourcing the acquisition of labels, by delegating the task of labeling to
inexpensive but noisy labelers, has been lately considered as a cost-effective way for
active learning. Thus, by combining active learning with crowdsourcing, machine
learning algorithms can be adaptively trained at a reduced cost.
Unfortunately, a direct application of crowdsourced label acquisition on active
learning poses new problems. The two main plights of crowdsourcing active learning
can are summarized in [FZL13]: (1) Since only a small subset of critical instances
are selected for labeling, the labeling quality in active learning is more sensitive to
the model’s performance. (2) Since active learning is consisted of multiple learning
iterations, the errors induced in each round will be passed onto the following rounds
and will be amplified. Thus, asking crowdsourcing labelers to directly provide noisy
class labels may not be appropriate in active learning. Therefore the main challenge of
combining active learning and crowdsourcing is getting an optimal trade-off between
the labeling noise and labeling cost.
To address the question about how to use noisy oracles in active learning, the
learner could decide whether to query for the label of a new unlabeled instance,
versus querying for repeated labels to reduce the noise of an existing training in-
stance. [SPI08] study this problem using several heuristics that take into account
estimates of both oracle and model uncertainty, and show that data can be improved
by selective repeated labeling. However, their analysis assumes that all oracles are
equally and consistently noisy, and annotation is a noisy process over some under-
lying true label. As an alternative to getting more labels for the instances, [AP10]
suggests that in extreme class imbalance the labelers would be more useful if they
would search for the instances of the missing class. The authors show that under
extreme skew, even basic techniques for guided learning completely dominate active
strategies for applying human resources to select cases for labeling, demonstrating
that in such scenarios it is critical to consider the relative cost of search versus label-
ing. Analogous to guided learning [AP10], guided feature labeling [AMP10] provides
an alternative strategy for taking advantage of human resources for improving improv-
ing supervised learning: in combination with a dual-supervision system, which allows
class-polarity information about features to be taken as input, guided feature labeling
allows humans quickly to prime the modeling procedure based on their background
knowledge of the domain. Building on [SPI08], [ZSS11] proposes a modified active
learning paradigm that considers the distribution and local consistency of labels, and
aims to automatically identify those unlabeled instances that are most valuable to the
learner, but also those samples that might benefit from relabeling because their initial
labels seem suspect. The problematic samples are then withheld from the training
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set, and thus, through the judicious use of inconsistency detection and incremental
relabeling, the ability of active learning to exploit crowdsourced data is increased.
Moreover, [FLZZ11] proposes an active learning paradigm, in which a nonexpert la-
beler is only asked whether a pair of instances belong to the same class; a MinCut
algorithm is used as the base classifier and the unlabeled edge weights are repeatedly
updated on the max-flow paths in the graph, in order to select those nodes with the
highest prediction confidence for label acquisition. Considering the problem of clas-
sifying sentiment in political blog snippets, [HMS09] conduct an empirical study to
examine the effect of noisy annotations on the performance of sentiment classification
models, and evaluate the utility of annotation selection on accuracy and efficiency.
They studied three dimensions: the different noise levels of annotators, the inherent
ambiguity of some instances, and the informativeness of an example for the current
model, concluding that good active learning or online learning schemes should take
all of them into consideration.
Besides the relabeling strategy, labeling costs could also be taken into considera-
tion. Integrating a cost budget into instance-selection metrics, guarantees the selected
optimal subset subject to budget constraint. A budgeted selection task is formulated
as a continuous optimization problem in [VJG10] where the optimal selected subset
maximizes the improvement to the classifier’s objective, with a labeling cost budget
constraint. Proactive learning [DC08] focuses on selecting an optimal oracle as well
as an optimal instance at the same time using a decision theoretic approach, and
casting the problem as a utility optimization problem subject to a budget constraint.
Emphasizing the importance of selecting both the optimal instances to be queried
and the optimal oracle, the authors focus on three scenarios: oracles reluctant to
give answers, oracles that charge non-uniform costs, and fallible oracles. By allowing
annotators to have different noise levels, [DCS09] show that both true instance la-
bels and individual oracle qualities can be estimated (so long as they do not change
over time). They take advantage of these estimates by querying only the more re-
liable annotators in subsequent iterations active learning. While [DC08] provides a
decision-theoretic framework to make the optimal instance-expert selection, [DCS09]
generalizes from two to multiple experts, eliminating the need that one expert be
a perfect oracle, and eliminating the need for explicit and reliable self-reporting of
labeling confidence levels, by employing a thresholding mechanism to eliminate less
reliable labelers as early as possible and boost performance. Based on the expected
accuracy of labelers at each time step [DCS10] decides which annotators should be
queried for a label at the next time step. Active learning with annotation time re-
garded as a cost is studied in [SCF08] by analysing the variability and predictability
of annotation times depending on the task at hand. Tackling the multiple expert
active learning scenario, [WSBT11] develop an algorithm for instance allocation that
exploits the meta-cognitive abilities of novice (cheap) experts in order to make the
best use of the experienced (expensive) annotators. The difficult label is introduced,
and when an annotator employs it, it means the instance should be passed on to
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someone with more expertise, assuming that novices would restrain from giving a
label when they have low confidence in their ability to provide a correct label.
Active learning and crowdsourcing have been shown to be effective when used
together for to enable automatic translation for low-resource language pairs in the
Active Crowd Translation [AVC10] framework. Noticing that random query selection
baselines are strong, as they tend to simulate the underlying data distribution when
sampled in large numbers, the authors also employ a representativeness strategy for
the selection of instances to be labeled. To ensure quality of translation output, each
translation is requested from multiple workers, and inter-annotator agreement is used
as a metric to compute translation reliability. [AHVC11] proposes active learning
with multiple annotations for building comparable corpora in low-resource scenarios
by requesting two kinds of annotations: class labels (for identifying comparable vs.
non-parallel data) and clean parallel segments within the comparable sentences, and
propose a joint selection strategy that selects a single instance beneficial for both
annotations.
Besides identifying the general problems of using noisy oracles for active learning,
in the literature there are also concrete solutions for coupling active learning with
corwdsourcing.
In one of the first works recognizing the complementarity of active learning and
crowdsourcing in lowering the costs of training sets creation, [LSS11] evaluates the
trade-off between asking for more labels and labeling more examples in active learning
using Amazon Mechanical Turk. Bearing a fixed amount of monetary allocations, an
adaptive voting scheme is used to decide if more labels are needed for an item, or
new items should be labeled. By employing only the crowd and an algorithm for
posing questions efficiently [TLB+11] builds a similarity matrix between objects, by
adaptively learning their embedding into an Euclidean space, referred to as the crowd
kernel. The algorithm for label acquisition samples responses to adaptively chosen
triplet-based relative-similarity queries, in order to maximize the information gain
given previous responses. [YFRD11] addresses the question of what data to label and
which crowd annotator to use at the same time, by employing a probabilistic model
for learning from multiple annotators that can also learn the annotator expertise even
when their expertise may not be consistently accurate across the task domain. The
proposed optimization formulation allows them to select the most uncertain sample
and the best worker to query the labels from for active learning. Unfortunately in
systems like MTurk, worker selection mechanisms are not yet available.
An an active learning approach in which worker performance, task difficulty, and
annotation reliability are jointly estimated and used to compute the risk function
guiding the sample selection procedure is presented in [ZZS14]. The authors base
their work on GLAD [WWB+09], which uses a probabilistic model to simultaneously
estimate the labels, the labeler expertise, and the task difficulty which are represented
as latent variables in the Bayesian network. The model can estimate the label of a
new task with a weighted combination of labels from different labelers based on their
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expertise inferred in the training phase. The proposed sampling strategy iteratively
selects the combination of worker and task which offers the greatest risk reduction
between the current labeling risk and the expected posterior risk, focusing on sampling
reliable labelers and uncertain tasks to train a Bayesian network. Also implementing
active learning in Bayesian networks with a simple structure, [TK01] use Kullback-
Leibler divergence as the loss function to measure the distance between distributions.
The algorithm iteratively computes the expected change in risk and makes the sample
query with the greatest expected change. This strategy is guaranteed to request the
label of the sample that reduces the expected risk the most, but does not account for
worker performance.
Crowdsourced databases can also benefit from active learning, as shown in [MSF+12].
The authors combine the current learner performance evaluation with an unbiased
estimate of its uncertainty in order to select instances for label acquisition. The
selection strategies are based on bootstrap, which they use to estimate the benefit
of having the crowd label an unlabeled data point. When acquiring multiple crowd
labels, instead of applying the same degree of redundancy to all items, they employ a
partitioning-based allocation algorithm, which partitions the unlabeled items based
on their degree of difficulty for the crowd.
In the domain of computer vision, [VG14] combines active learning with crowd-
sourcing to train object detectors. The proposed active learning loop consists of using
the current classifier to generate candidate jumping windows, storing all candidates
in a hash table, querying the hash table using the hyperplane classifier, giving the
actively selected examples to online annotators, taking their responses as new ground
truth labeled data, and updating the classifier. By replacing the human oracle with
the user tagged images obtained from social networks in [CNKK14] propose a sample
selection strategy that maximizes not only the informativeness of the selected samples
but also the oracle’s confidence about their actual content by quantifying the samples’
informativeness as the distance from the separating hyperplane of the visual model,
while the oracle’s confidence is measured based on the prediction of a textual classifier
trained on a set of descriptors extracted using a typical bag of words approach.
We propose a framework for employing active learning and delegate the task of
labeling to Crowdsourcing, motivated by the cost efficiency. Furthermore, we examine
how the quality of the multiple noisy labels and different selection strategies for new
instances, affect the performance of the learner.
Duplicate Detection, Crowdsourcing and Active Learning
As we test our proposed framework of actively learning from the crowd with respect
to the task of finding duplicate records in a publications database, we promulgate
some related work about duplicate detection. Duplicate detection has been referred
to with different sobriquets: entity linkage [INN08] merge-purge [HS98], data match-
ing [BMC+03, DLLH03], deduplication [SB02], entity identification [MVB08], refer-
84 Chapter 5 Soliciting Crowd Wisdom via Crowdsourcing
ence reconciliation [HDM+05], or resolution [BGMM+09]. It describes the process of
finding similar records - entity descriptions - and deciding if two descriptions refer to
the same real world entity. When training a classifier for entity matching one com-
mon problem is that the data is highly skewed because the number of duplicates is
much smaller than the number of non-duplicates. To address this problem [AGK10]
and [BIPR12] provide active learning algorithms to maximize recall under a precision
constraint.
ALIAS [SB02, SBKM02] is one of the first systems that considered leveraging
active learning for deduplication. The system starts with small subsets of pairs of
records designed for training a preliminary classifier. This classifier is then used
for predicting the status of unlabeled pairs of records. Based on the predictions,
the system iteratively seeks in the unlabeled data pool those instances which, when
labeled, will improve the accuracy of the classifier at the fastest rate. ALIAS is also
tested on the task of deduplication of scientific publications. [HGH+12] investigates
methods for generating large-scale ground truth datasets for the deduplication of
bibliographic records. The authors found that selecting duplicates and non duplicates
from documents with similar titles produced more challenging datasets. Moreover,
they introduce a large scale deduplication ground truth dataset based on Mendeley2
and a Solr3-based technique relying on title searches.
CrowdER [WKFF12] is a system employing a hybrid human-machine approach,
that uses machine-based techniques to weed out obvious non-duplicates, while using
precious human resources to examine just those cases where human insight is needed.
In order to get human input, the cost effective solution of using crowdsourcing is
employed together methods to generate the minimum amount of HITS for a given
dataset for which duplicates are to be identified. ZenCrowd [DDCM12, DDCM13] is
a system for entity linking, based on a probabilistic framework leveraging both au-
tomatic techniques and human intelligence, for automatic entity extraction, ranking,
and matching. ZenCrowd basically employs algorithmic matching techniques to link
entities, but attempts to improve the automatic results by involving crowd workers.
It resorts to human computation by dynamically generating crowdsourcing tasks in
case the algorithmic components fail to come up with convincing results. Results
from inverted indices, a graph database and from the crowd are using a probabilis-
tic framework in order to make sensible decisions about candidate matches and to
identify unreliable human workers.
Our framework combines active learning with crowdsourcing for training an au-
tomatic method to perform a task. We tackle the challenges that appear when em-
ploying the crowd for label acquisition in order to maintain high levels of quality, and
efficiently train the automatic method. To showcase the capability of the framework
through an analogous task, we demonstrate that it be applied the particular task of




Aggregation of Crowdsourced Labels Based on
Worker History
Crowdsourcing has recently gained ground as a method for gathering training data
for supervised machine learning methods. As already emphasised in Chapter 5, even
though crowdsourcing is more cost-effective and faster than employing experts, these
advantages come at the cost of a lower label quality. While this is not pivotal in rel-
atively simple tasks, this can be critical when dealing with complex tasks, where the
labeling process requires special skills or high qualification. Different strategies have
been proposed in the literature for dealing with the quality issue for crowdsourced
data. One of them is to employ redundancy [SPI08], by asking different assessors to
label the same item. In order to find the final label that will be used in training the
machine learning algorithm, the multiple labels are aggregated according to various
strategies. Majority Voting is the simplest and most widely used method for aggre-
gating multiple crowdsourced labels, providing a satisfactory performance in most
cases. This strategy assumes that workers of equal expertise cast each a vote for one
label of an item. The label with most votes will finally be used. Nevertheless, this
strategy has some drawbacks that can be improved upon, such as the assumption
that all workers are equal and that all tasks have the same difficulty. Another main
disadvantage is the unknown outcome when the voting leads to a tie. Moreover, it
is not always the case that all workers have a similar level of expertise, or that that
expertise level is constant during the labeling activity.
We introduce a novel yet simple model for the aggregation of multiple labels pro-
vided by the crowd. The model involves the expertise of the labeler (called worker in
crowdsourcing scenarios) in the aggregation of the votes, by assigning a proportional
weight to the votes provided for a certain item label. Hereafter, we will refer to the
worker expertise as worker confidence. The confidence shows how much we should
trust the labels provided by the worker, and what weight his labels should have in the
aggregated final label. The integration of worker confidence in the aggregated label,
can be done in various ways, to put more or less weight on the votes depending on
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the confidence. The aggregated label can be a hard nominal binary label, or a soft
numerical(e.g. real value) label indicating how confident and experienced the workers
that contributed to it are, and how much they agree. We do not only model workers
as having different expertise, therefore leading to us confide in them more or less, but
we also have an indication of how strong the aggregated crowd label is, by means of
the soft label. In assessing the worker confidence we can directly use the hard label,
or we can consider the soft value, thus taking into account the strength of the aggre-
gation process. We also investigate if considering that positive and negative answers
have a different quality affects our method. Furthermore, our proposed method has
special provisions for the case where self reported worker familiarity with the task at
hand is available.
Our approach infers labels from multiple and possibly noisy crowdsourced labels,
by applying an EM method to estimate both the workers’ expertise and the actual
labels. Similarly with [DS79b], the error-rate of workers, here expressed as worker
confidence, is used as the weight of a worker contribution in the aggregated label
computation. We propose a flexible method of computing the worker confidence,
by using various ways of including additional information as well as proposing novel
ways of computing the aggregated crowd label. Moreover, we introduce the soft
evaluation of the worker confidence, where the soft aggregated crowd label is taken
into account instead of the hard aggregated label. We provide an in-depth analysis
of the proposed methods, backed by comprehensive experiments to support their
efficiency. Furthermore, we also evaluate our method against state-of-the-art methods
on different datasets, proving its effectiveness.
6.1 Approach
In this section we describe our flexible model for simultaneously evaluating worker
confidence and crowd aggregated labels. The computation of the aggregated decision
of the crowd for the label of an instance and of the evaluation of worker confidence
are mutually reinforcing and will undergo a series of EM iterations until convergence
or until a certain number of iterations is reached. Thus, the aggregated label depends
on the confidences of the workers that contribute a label to the item, and the worker
confidence depends on how the worker agrees with the aggregated labels of those
items.
Let us refer to the items for which we use the crowd to get labels as i. A worker w
can contribute a binary nominal label Liw ∈ {Y es,No} to the item i. The aggregated
crowd label, computed by aggregating the individual worker labels Liw for item i will
be denoted as Licrowd ∈ {Y es,No}. Furthermore, let us use the boolean function I(x)
I(x) =
{
0, x = false
1, x = true
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Each worker’s expertise is characterized by his respective worker confidence, Cw ∈
[0, 1]. A confidence Cw = 1 would characterize a worker with perfect expertise that
always gives the correct label, while a confidence of Cw = 0 would characterize a
worker that always gives the wrong answer, thus having no usable expertise. We
distinguish between two types of worker confidence depending on whether we make a
discrimination between the quality of the positive and negative answers or not. The
discrimination implies that a worker might manifest a different expertise when as-
signing positive labels than when assigning negative labels. On the contrary, without
this discrimination we consider that a worker performs equally well in recognizing
negative and positive examples. In the case of such a discrimination each worker is
characterized by a positive confidence C+w and a negative confidence C
−
w , otherwise
we use a single value for the worker confidence C∗w. Majority Voting corresponds to
treating all the workers as being equally competent; in this case all the workers will
be considered as being equal and having a perfect expertise, Cw = 1.
The process of computing the mutually reinforced Lcrowd and Cw consists of two
EM steps. In the E step we compute the aggregated crowd labels, and in the M step
we update the worker confidences.
6.1.1 Aggregated Crowd Labels
The computation of the aggregated label depends on the expertise of the workers
that provided labels for it. Each vote will be weighted by the confidence we have
in the worker that provided it. Let us introduce the notion of crowd aggregated
soft label for an item, l+i ∈ [0, 1] and l−i ∈ [0, 1], representing the positive soft label,
and the negative one respectively. The crowd aggregated soft labels, positive and
negative, are an indicator of the stregth of the crowd label. When the agreement
between labelers is high, or when workers with high confidence values contribute to
the label, the soft label will also have a high value. The negative crowd soft label,
and the strength of a negative label depends on the stregth of the positive label, and
can be defined similarly to probabilities: l−i = 1− l+i .
The crowd aggregated hard label assigned as the final binary nominal crowd
label is given by comparing the positive soft aggregated crowd label, indicating how
likely it is that the crowd thinks that the item should have a positive label (l+i ) and
the negative one (l−i ). Basically if the soft positive label exceeds the value of the soft
negative label, then the hard aggregated label will be positive, and vice-versa.
Licrowd =
{
Y es, l+i − l−i ≥ 0
No, l+i − l−i < 0
Depending on whether we are discriminating between positive and negative answer
quality, the crowd aggregated soft positive label can be computed as follows:
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w · I(Liw = No)
(6.1)
Each worker contributes to the computation of the crowd aggregated soft label
with his vote weighted by his worker confidence.
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w · I(Liw = No)
(6.2)
Each worker contributes to the computation of the crowd aggregated soft label
with his vote weighted by his positive confidence if he gave a positive label vote,
and with a vote weighted by his negative confidence if he gave a negative label
vote.
6.1.2 Worker Confidence Computation
The worker confidence is an indicator of the worker expertise and shows us how well
he agrees with the labels that are assigned by the crowd as a whole. Therefore, its
computation is dependent on the computation of the aggregated labels. Here too
we can employ different ways for computing the worker confidence, depending on
whether or not we think that the quality of negative answers differs from the quality
of the positive answers. Therefore we compute the different worker confidences as
follows:
• No discrimination between the positive and negative label quality
C∗w =
tpw + tnw
tpw + tnw + fpw + fnw
(6.3)
The worker confidence is practically his accuracy, when compared to the aggre-
gated crowd labels.









The worker confidence consists of a positive confidence and a negative confi-
dence. The positive confidence is the accuracy of the positive labels provided
by the worker when compared to the crowd. Similarly, the negative confidence
is the accuracy of the negative labels provided by the worker when compared
to the aggregated crowd label.
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Therefore, the worker confidence depends on how we compute for each worker its rate
of true positives (tpw), false positives (fpw), true negatives (tnw) and false negatives
(fnw) when comparing to the aggregated crowd labels. Consequently, the evaluation
worker confidence can be done in two ways, depending on which type of aggregated
crowd labels we use, namely:
• hard evaluation, where we use only the final, crowd aggregated hard labels,
• soft evaluation, where we use the crowd aggregated soft labels
In case of a hard evaluation of the performance of a user we use the following to
















I(Liw = No) · I(Licrowd = Y es)
This is the classical way of computing the tpw, fpw, tnw, and fnw, by examining all
the items for which the worker provided a label and assessing if the label coincides
with the aggregated hard label provided by the crowd, depending on the type of label.
In the case of a soft evaluation of the worker confidence we use the following to
















I(Liw = No) · l+i
This involves using the crowd soft labels coupled with the answers provided by the
worker, when assessing the workers confidence over all the items he provided labels for.
For the true positives rate, in case the worker provided a positive answer, the positive
crowd aggregated soft label of the item is taken into account. For the false positives
rate, in case the worker provided a negative vote, the negative crowd aggregated soft
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label of the item is taken into account. A similar reasoning holds for the true negatives
rate, and the false negatives rate, respectively. This approach enables us to account
for the strength of the labels, not only for their nominal assignment. Therefore, crowd
aggregated labels for which the agreement is higher and the workers confidences are
higher will weigh more in the evaluation of worker confidences, when compared to
aggregated labels that indicate an unsure crowd decision.
The worker confidence integration in the aggregated crowd label is designed to be
flexible. Thus, we can boost the confidence of the different workers when aggregating
the multiple votes by using Ĉw = boost(Cw). The boosting function boost(x) can be
ex or xp; p ∈ R. If other indicators of the worker expertise in relation to the task
that he is solving are available, they can also be involved in the worker confidence, as
well as in the aggregated crowd label computation. For example, the worker might
provide a self-assessment of his familiarity to the task, or how good he thinks he is at
solving the particular task. We also experiment with involving such a self-reported
familiarity in Section 6.3.2.
6.1.3 Computation of worker confidence and crowd aggre-
gated labels
The computation of the crowd aggregated labels as well as of the worker confidences
depend on the following settings:
• how the evaluation of worker confidences is done, by using either soft or hard
crowd aggregated labels (eval)
• the employment of positive/negative answer quality discrimination when com-
puting the aggregated crowd label (PN )
• the type of boosting function applied to the worker confidence in the aggregated
crowd label (boost)
The computation of the aggregated labels and the worker confidence are mutually
reinforced. Therefore, in order to evaluate the confidence we have in the workers we
can use an Expectation Maximization algorithm similarly to [DS79b]. We describe
the computation in Algorithm 3. We initialize Cw , e.g. we consider all workers
as equally good, with Cw = 1. The algorithm repeats two steps until it reaches
convergence or for a certain number of iterations: (1) compute the aggregated crowd
labels as decisions weighted with the worker confidences for all the items available
based on the worker confidence, and (2) update the worker confidences as measures
of how much the individual workers agree with the aggregated crowd label.
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Algorithm 1: Worker Confidence Computation
Input: The labels of all the workers W for all the items I
Input: Method settings: Confidence Evaluation Type (soft or hard),
Positive/Negative answer quality discrimination (PN), Boosting Type




1: Initialize worker confidences with Cw = 1 (e.g., assume each worker is perfect)
2: repeat
3: Compute the aggregated soft labels Licrowd for all items using Eq. 6.2 or
Eq. 6.1
4: Update all Cw using Eq. 6.3 or Eq. 6.4 and Eq. 6.5.
5: until confidences for all workers converged, a certain number of iterations is
reached
6: return Workers’ confidences and crowd aggregated labels for all the items
6.2 Datasets
In this section we describe the datasets which we use in the following experiments.
These datasets were created for different purposes, and some of them are also recom-
mended in the SQUARE [SL13a] benchmark for evaluating crowd consensus. They
cover labeling tasks of various difficulty, gathered for diverse application domains by
employing different numbers of workers and items. In Table 6.1 we present some
statistics of these datasets, used to asses the performance of our proposed methods.
Hereafter we give some details of the datasets.
• HCB [JL12a, JL11] is built from a larger dataset [TL11], containing MTurk
ordinal graded relevance judgments for pairs of search queries and Web pages
(i.e. not relevant, relevant, and highly-relevant), by conflating relevant classes
to produce only binary labels .
• WB [WBPB10] contains MTurk binary judgments indicating whether images
depicting 4 types of waterbirds or no bird at all, show a duck (2 of the waterbird
types represent ducks) or not. Each image was annotated by 40 workers. This
dataset was used to assess the author’s Bayesian generative probabilistic model
that performed at 75.4% accuracy, while compared with 68.3% for Majority
Vote and 60.4% for GLAD.
• WVSCM [WWB+09] includes MTurk binary judgments distinguishing whether
or not images contain smiles as either Duchenne (“enjoyment” smile) or Non-
Duchenne (“social” smile). The distinction consists of the different activation
of the Orbicularis Oculi muscle around the eyes. This dataset was used to
show the superiority of the GLAD algorithm reporting 78.12% accuracy when
compared to Majority Vote labels at 71.88%.
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Table 6.1 Dataset Statistics.
Dataset Items Workers Labels GT Items
HCB 19033 762 88385 2275
WB 240 53 9600 240
WVSCM 2134 64 17729 159
RTE-RTE 800 164 8000 800
RTE-TEMP 462 76 4620 462
MEval-Label1 31076 1429 89449 5750
MEval-Label2 31039 1426 87840 5986
MMSys-Label1 4711 202 13727 13727
MMSys-Label2 4710 208 13474 13474
• RTE [SOJN08] includes binary judgments for textual entailment (i.e., whether
one statement implies another). RTE-TEMP consists binary judgments for
temporal ordering; the annotators assessed if one event follows another. In this
dataset each example has 10 annotations. The datasets were collected with
the intention of investigating how textual entailment tasks could benefit from
crowdsourcing.
• MEval [LLBG13, LCR+14] consists of fashion-focused Creative Commons im-
ages associated with two different labels. The first label, corresponding to the
MEval-Label1 dataset, indicates whether an image is fashion-related ot not.
The second label, corresponding to the MEval-Label2, indicates whether the
fashion category of the image, represented by a clothing item, correctly char-
acterizes the content depicted in the image. Additionally, for the second label,
the workers were asked to provide their self-estimated familiarity to the fashion
category. Each image is labeled by 3 different workers. A part of the images are
also associated to high-fidelity labels, that can be used as a ground truth. This
dataset was used in the MediaEval 2013 Crowdsourcing for Social Multimedia
Task, where the complete dataset could be used for training, and the labels
provided by different methods could be evaluated on the small test set having
high-fidelity labels.
• MMSys [LMG+13] also consists of fashion-focused images collected in a similar
manner to the MEval dataset. Therefore the MMSys-Label1 dataset, contains
labels of whether an image is fashion-related or not, and the MMSys-Label2
contains labels of whether or not a fashion category is depicted in the image,
along with the workers’ self-reported familiarity to that category. Altough the
dataset is similar to MEval, it is much smaller, but expert labels are available




In this section we report the efficiency of our proposed method, first by comparing it
to the Majority Voting strategy for each of the datasets, and second, by comparing
the best setting for our model to other state-of-the art methods. Furthermore, we
also test whether including worker self reported familiarity in the computations is
providing an improvement or not. When using Majority Voting, which also coincides
to the first iteration of our method (when all workers are considered to be equal), we
follow the unbiased random tie-breaking strategy, without taking into consideration
any class-priors. Across all experiments the stopping criterion for the EM algorithm
was set to 100 iterations or convergence.
6.3.1 Performance under Different Settings
We start by investigating how our method performs with different settings on each
of the available datasets. We choose the F1 measure as a performance indicator, and
we compare with the Majority Voting as a baseline. In Figure 6.1 we show the F1
measure when using the different settings for our method. For the boosting function
type we choose to experiment with the following 7 functions: ex, x0.5, x1, x2, x3, x10
and x20. In total, in our experiments there are 28 possible settings for our methods.
For all the datasets we can notice that the increase of the boosting factor to
more than x10 is damaging the performance. For the MEval and MMSys datasets,
the boosting factor does not appear to play a deciding role, all settings providing
comparable performance. This might be due to the fact that all the items are labeled
just by 3 workers, and introducing a boosting factor does not affect the computation
of the aggregated crowd label that much. For RTE-RTE we see that a boosting factor
of x3 provides the best performance, while applying our method on RTE-TEMP, WB
and WVSCM seems not to be sensitive to this parameter. The performance on HCB
seems to be affected by the choice of boosting factor, but in no clearly distinguishable
way.
Whether employing a hard or soft worker confidence evaluation or the discrim-
ination of positive and negative answer quality or not provides any benefits when
compared to other settings is not clear across all the datasets. The differences in
performance produced by the different settings cannot lead us to strong conclusions.
Overall, most settings lead to a performance improvement when comparing to the
Majority Voting strategy. For the fashion-domain datasets and for RTE-RTE, it
seems that the hard and soft evaluations provide the same performance, and gener-
ally the inclusion of a discrimination between positive and negative labels hurts the
performance. For RTE-TEMP, a hard worker evaluation is always better than a soft
one, and the inclusion of the positive and negative label discrimination is beneficial.
In Table 6.2 we report the performance measures for the Majority Voting strategy.
This constitutes the baseline for comparing the performance of the different settings















































































































































Figure 6.1 F1 Measure on the different Datasets
6.3 Experiments 95











as well as of other methods. We will evaluate the effectiveness of the different methods
by comparing how much they improve over using the simple yet powerful Majority
Voting strategy. The performance of this strategy is dependent on the employed
dataset as we can see from the Table. Nevertheless, depending on the dataset and
the method used, this strategy can be a very strong baseline to beat.
In Table 6.3 we report the settings that achieved the best performance in terms of
accuracy on each of the datasets. In terms of F1 we report the settings achieving best
performance in Table 6.4. There is no setting that clearly provides the best results
across all datasets. We can observe that while for the fashion datasets employing the
soft worker evaluation provides the best results, for the other datasets, employing the
classical hard worker evaluation provides better results. Compared to the performance
of Majority Voting, reported in Table 6.2 we can notice that in terms of accuracy, our
method is better than Majority Voting across most datasets. For HCB which contains
labels that were conflated from relevance judgements, our method is not providing
a higher accuracy than employing Majority Voting. In terms of F1, our method is
always providing a performance increase. We are more interested in the F1 measure
because we are interested in having high quality in both the positive and negative
labels. Similarly to the Majority Voting, the performance of our methods oscillates
depending on which dataset we apply it to.
6.3.2 Incorporating Self-Reported Familiarity
As already mentioned in Section 6.2, the requester of crowdsourced work can ask the
workers to provide a self-reported familiarity to the task. In this section we propose
methods for integrating the familiarity in the worker confidence, and investigate how
this affects the overall performance of the proposed methods.
We test the involvement of the worker self-reported familiarity on MEval-Label2
and MMSys-Label2, as they are the only datasets where it is available. The worker is
here requested to indicate how familiar he is with a certain fashion item or category,
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Table 6.3 Accuracy for the best settings of our method.
Dataset Evaluation PN Boost Acc
HCB soft X x10 0.6462
WB hard X x10 0.7958
WVSCM hard - x3 0.7925
RTE-RTE hard - x2 0.9288
RTE-TEMP hard - ex 0.9437
MEval-Label1 soft X x10 0.8869
MEval-Label2 soft - ex 0.8685
MMSys-Label1 hard - x10 0.8957
MMSys-Label2 soft X x2 0.9123
Table 6.4 F1 for the best settings of our method.
Dataset Evaluation PN Boost F1
HCB soft - x2 0.7410
WB hard X x3 0.7577
WVSCM hard - x3 0.6857
RTE-RTE hard - x2 0.9295
RTE-TEMP hard X x1 0.9511
MEval-Label1 soft X x10 0.9142
MEval-Label2 soft - x0.5 0.8400
MMSys-Label1 soft X x3 0.8950
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Figure 6.3 Correlation between answer accuracy and reported familiarity
for MEval-Label2
by giving an integer in the range from 1 to 7, with higher values indicating a higher
self-assessed familiarity. We integrate the worker self-reported familiarity to the cat-
egory for which the label is assigned to the image (famiw) in the computation of the
confidence by using Čw = Cw · norm(famiw). The transformation of familiarity from
an integer within 1 and 7 or missing to a real subunitary positive number, is done by
the norm(x) function. norm(x) = (x− 1)/6 if x ∈ N and 0.5 if missing.
In Figure 6.2 and Figure 6.3 we plot the positive answer accuracy rate (tp/(tp+fp))
and the negative answer accuracy rate(tn/(tn + fn)) for each level of self-reported
familiarity for the MMSys and MEval datasets respectively. We can observe a higher
accuracy on giving negative answers when the self-reported familiarity is low. As the
self-reported familiarity grows, the accuracy for both labels seems to stabilize and
be of equal dimension. Based this observation on the correlation of the familiarity
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Table 6.5 The number of cases where the performance was increased(F+,
FC+) or decreased (F-, FC-), as well as the maximum performance
achieved(Max F, Max FC), and the the maximum performance increase(Max-
I F, Max-I FC) in terms of F1 when involving the self-reported familiarity
in the worker confidence computation(F), respectively using the familiarity
correction deduced from our observations(FC).
Dataset Eval F+ F- Max F Max-I F FC+ FC- Max FC Max-I FC
MMEval-L2 H 6 8 0.8393 0.0336 8 6 0.8393 0.0328
MMEval-L2 S 9 5 0.8405 0.0747 10 4 0.8404 0.0749
MMSys-L2 H 3 11 0.9094 0.0193 4 10 0.9111 0.0337
MMSys-L2 S 9 5 0.9093 0.0419 10 4 0.9104 0.0521
and the type of answers and their accuracy, we can also use a familiarity correction
strategy in the computation of the worker confidence.
Ĉw =

0.6 famiw < 3, L
i
w = Y es
0.9 famiw < 3, L
i
w = No
0.8 famiw ≥ 3, Liw = Y es
0.8 famiw ≥ 3, Liw = No
Therefore, if we involve the self-reported familiarity in the computation of the worker
confidence, the method will have two more settings:
• the involvement of familiarity in the computation of the worker confidence (F )
• the use of the familiarity to correct the worker confidence based on the obser-
vation of the correlation of the familarity with answer quality(FC )
We evaluate in how many of the possible settings for our method the addition of the
familiarity to the computation provides an increase in the F1 measure. Considering
all the possible settings for the method: evaluation of worker confidence(soft/hard),
discrimination between positive and negative answer quality, and the boosting factor,
in each setting we involve the familiarity. This amounts to 14 different settings for
each choice of evaluation of worker confidence. We evaluate if the addition of one of
the modalities of involving the familiarity provides a performance increase or decrease
when compared to the same setting without, by counting in how many of the cases,
the performance increases or decreases. We discriminate between the soft and hard
evaluation and we present the results together with the the highest performance
achieved and the highest increase for each general setting in Table 6.5.
We can notice that the involvement of the familiarity in the computation is more
successful when employing a soft evaluation of the worker confidence. This provides an
increase for most of the method settings and also provides a much higher maximum
increase than in the case of a hard evaluation. Moreover, applying the familiarity
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correction directly provides a higher increase than just involving the familiarity. Nev-
ertheless, in a real life scenario, the familiarity correction has to be based on a close
understanding of the worker behavior, and how the self-reported familiarity correc-
tion translates into actual work quality. In our experiments we take advantage of the
fact that a ground truth is available and investigate how the correction should be
made depending on the familiarity. This ground truth might not always be available,
and other methods should be employed to investigate how the self-reported famil-
iarity correlates with their expertise and performance. We can notice a performance
increase in less cases when employing the hard evaluation of worker confidence, and
the maximum performance increase is lower than in the case of a soft evaluation. In
terms of the highest performance obtained, the differences amount to an improvement
of around 0.5% over the Majority Voting for both MEval and for MMSys. Therefore,
we can say that the involvement of familiarity is mostly beneficial when coupled with
a soft evaluation of the worker confidences, providing a serious performance increase,
on both the examined datasets.
6.3.3 Comparison to Other Methods
We compare the method settings that provided the best results for the cases where
familiarity was not involved, presented in Table 6.4 and Table 6.3, to EM-based state-
of the art methods in terms of both F1 and accuracy. Although we believe that the F1
measure offers more insights into the performance of such methods, we also considered
accuracy because this is the measure used in the papers that introduced the state-of-
the-art methods we are comparing against. We have chosen only methods that are
based on a similar EM simultaneous estimation of worker reliability and item labels.
Hereafter we briefly describe these methods.
1. ZenCrowd (ZC) [DDCM12] weights the votes of the workers according to their
corresponding reliability, and employs an Expectation Maximization algorithm
to simultaneously estimate the hidden labels and the worker reliability. ZC
probabilistically models workers as acting independently, their behaviour being
also independent of each item’s true class assignment. The model tackles sparse
data well, because of its reduced complexity.
2. Dawid-Skene(DS) [DS79a] has become the classical approach alongside Majority
Voting. It models a confusion matrix for each worker and a class prior, by
simultaneously estimating labels, confusion matrices and the class priors using
Expectation Maximization. The confusion matrices enable modeling worker
reliability as depending on each item’s true class. The weakness of this algorithm
is that it is easily affected by sparsity.
3. Raykar(RY) [RYZ+10] estimates the error-rates and the underlying hidden la-
bels in the absence of a golden standard, by employing a Bayesian approach













Figure 6.4 F1 difference in comparing to Majority Voting compared with
other methods on the datasets on the non-fashion domain datasets
and worker priors for each class. Each worker is modeled as having a bias to-
wards sensitivity (bias towards the positive class) or specificity (bias towards
the negative class). This is similar to the discrimination we propose between
positive and negative answer quality for a worker.
For DS we use the implementation provided in [IPW10], while for ZC and RY we use
the SQUARE [SL13a] toolkit.
In Figure 6.4 and Figure 6.5 we present the performance difference when compared
to the MV strategy in terms of the F1-Measure. For the sake of completeness we also
report the accuracy difference in Figure 6.6.
Investigating Figure 6.4, containing an evaluation done on diverse datasets, close
to the usual employment of crowdsourcing we can notice our method always leads
to an increase in performance when compared to the Majority Voting, as already
mentioned in Section 6.3.1. HCB is the only dataset where our method is not the
best performer, being surpassed by Raykar. For WB and WVSCM our method is
the only one that produces an increase, while on RTE-RTE our method provides
the highest increase. On RTE-TEMP it also provides an increase, while Raykar and
ZenCrowd produce a slight decrease in performance when compared to the Majority
Voting strategy. Our method also provides better performance on WB and WCSCM,
and worse on HCB.
In Figure 6.5, focused on evaluating on the fashion-specific domain datasets, we
can notice that our method is outperformed by Raykar for the first label on both
datasets, while our method provides the highest F1 increase for the second label.
Furthermore the increase is much bigger for the smaller MMSys dataset. For the first
label, whether or not an image is fashion related, which is an interpretation sensitive
question, the improvement of all methods is low. On the second label, which was















Figure 6.5 F1 difference in comparing to Majority Voting on the MEval and
MMSys datasets
but requires more expertise, the performances of all the methods are close together
for the larger MEval dataset, while for the MMSys dataset, our method provides the
highest increase.
The non-fashion domain datasets produce higher performance differences when
compared to Majority Voting and among the methods themselves. In the fashion do-
main datasets, the fact that the items have a number of labels limited to 3 hinders the
performance of all the methods. On the contrary the other datasets , have more labels
available per each item, making the modeling of the workers and the computation of
the aggregated crowd label more reliable.
In terms of accuracy, as we can see from Figure 6.6, for the fashion-domain datasets
there is no major difference between the performance of all the methods when com-
pared to the Majority Voting. The same holds for the RTE-TEMP dataset. For WB
and WVSCM our method has the best improvement, while most other methods lead
to a decrease in performance. On RTE-RTE the all the methods lead to a similar
increase in performance with no clear best performer. For HCB, our method leads to
a decrease in performance, while the only method that leads to an increase is Raykar.
6.4 Conclusions
We have introduced a novel method for the aggregation of crowd labels in order
to find the underlying hidden labels, while at the same time estimating the worker
quality. Our model is based on an EM technique where the computation of the
aggregated worker labels is reinforced by the computation of worker confidences. The
model is flexible and can account for different ways of assessing the worker reliability.
Our method can incorporate the hard nominal binary crowd aggregated labels in












Figure 6.6 Accuracy difference to majority voting compared with other
methods on all datasets
the evaluation of worker confidence, or take the soft labels, that indicate the label
strength. We investigate the effect of discriminating between positive and negative
answer quality, as well as different ways of boosting individual worker confidences in
the aggregated label.
Through extensive experimentation on diverse datasets we have demonstrated the
efficiency of our methods. When compared to state-of-the art methods, the advantage
of using our method depends on the chosen dataset. While on some datasets it is
showing a clear improvement over its contenders, this is the opposite on other datasets.
This shows that the efficiency of any method highly depends on the environment where
it is deployed, and the underlying labeling task is very important.
Future directions for this work include testing the proposed methods on synthetic
data, and testing the noise resistance. Similar to other methods we can try to in-
troduce different levels of supervision into the algorithms. Further extensions can
be done to the computation of the worker confidence, by incorporating a part of the
ground truth, or by simulating the behaviour of good users, based on the features of
the tasks where they performed well. An automatic mechanism that refuses labels
from workers that were identified as being unreliable might benefit the requester of
crowdsourced work, by keeping the costs low, and gathering just higher quality labels.
7
Active Learning with Crowdsourcing
In this chapter we propose a framework for an automatic method to incrementally
learn from the crowd how to perform a certain task. As emphasised in Chapter 5,
the combination of active learning and crowdsourcing can be a cost-efficient way of
trainig a machine learning algorithm. In our proposed framework, the labels are
provided by the crowd, on demand, for instances selected according to an active
learning methodology. In each round the acquired labeled instances must maximize
the information gain of the learner. We have included special provisions to take
into consideration the noisy nature of crowd labels, and the diversity of workers. To
this end, our methods can employ crowd label aggregation schemes that consider
worker expertise. Furthermore, for instances with inconclusive aggregated labels,
more labels should be collected from the workers, in order to build a reliable training
set for the automatic method. Each round of active learning has a corresponding
cost that can be controlled with respect to the resources allocated to it. Only an
optimal combination of selection strategy for new instances, allocation of resources,
and crowd label aggregation will lead to a balance between cost and performance.
We identify and tackle some of the challenges raised by actively learning from
the crowd. We experiment with different automatic methods, each learning from
the crowd in its own distinct manner. For each round of active learning, resources
are allocated to gather labels for new examples or for examples that persist with
inconclusive aggregated labels. We carry out experiments to determine the optimal
balance between the allocated resources and the performance increase of the trained
automatic algorithm. Moreover, the instances for which new labels are gathered in
each active learning round can be selected according to different strategies. We ex-
periment with uncertainty, representativeness as well as a random selection strategy,
confirming previous findings that a strategy which chooses instances that are repre-
sentative of the entire pool of unlabeled data performs best. Despite the fact that
the reliability of crowdsourced work is questionable, with respect to its concomitatnt
low costs when compared to employing experts, it can have net advantages.
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Although the proposed methods can be applied to any domain, we focus on the
special case of duplicate detection. Futhermore, we focus on the particular case where
the entities are scientific publications. By duplicates we mean metadata documents
that refer to the same real-world publication. As an example, consider an entity
described by the following metadata: title=“As We May Think”, author=“Vannevar
Bush”, year=“1945”, book=“The Atlantic”. In different sources the fields might be
represented differently, or in a source relying on OCR there might be parsing errors
or spelling errors, or some publications are present multiple times, each time with
small differences in attribute values. For instance another representation of the same
publication can be: title=“As we may think”, author=“V. Bush”, journal=“Atlantic
Magazine”. A publication search system needs to identify entities that match this
criteria, in order simplify results lists, by grouping them at query time.
Various automatic methods can be used for computing labels for a pair of en-
tities, using features learned by our proposed method from training data gathered
from Amazon’s Mechanical Turk1 in an active learning manner. In each round we
extend the available training set in order to improve the performance of the automatic
method, guided by the training set or the settings learned in the previous rounds.
7.1 Framework for Active Learning from the Crowd
7.1.1 Active Learning from the Crowd
We are employing an active learning technique to improve an Automatic Method so
that its behavior fits better to how the crowd solves a particular task. Unlike an
ordinary learner that is trained using a static training set, an active learner actively
picks subsets of instances from the unlabeled data which, when labeled, will provide
the highest information gain to the learner.
The general steps taken by our method are described in in Algorithm 2. We
start with an empty list of instances that need to be labeled (Candidates), an empty
training set (Train) and an empty set of workers that need to be excluded from
the crowd label assignment process (BadWorkers). We use a Selection Strategy for
guiding the active learning process, and a Label Aggregation Strategy to aggregate the
crowd labels (CSL) and in the same time assess the worker performance (WQ). Two
thresholds are used in the algorithm: the worker confidence threshold WQThreshold
and the aggregated crowd label confidence threshold CSLThreshold. As an output of
every active learning round the algorithm provides a training set for the Automatic
Algorithm, Train, that will get better and better with each iteration, the workers
that were identified to provide labels of unsatisfactory quality, BadWorkers, and the
instances for which we need to get more labels in order to have a conclusive and
confident aggregated crowd label, Candidates.
1http://www.mturk.com
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Algorithm 2: Active Learning from the Crowd.





Output: Train: Training set for the AutomaticMethod
BadWorkers: Low quality workers
Candidates: Instances to label
1: Candidates = ∅
2: Train = ∅
3: BadWorkers = ∅
4: Use default or common sense parameters for the AutomaticMethod
5: loop
6: Add to Candidates a set of instances of size s chosen by the
SelectionStrategy
7: Prepare a batch of micro tasks containing instances in Candidates
8: Post micro tasks on the crowdscourcing marketplace excluding workers from
BadWorkers
9: Retrieve labels from the crowdsourcing marketplace
10: Compute the aggregated crowd labels CL and CSL and assess the worker
confidences WQ using the desired LabelAggregationStrategy
11: Add workers with WQ < WQThreshold to BadWorkers
12: Add instances with CSL ≥ CSLThreshold to HighConfidence
13: Candidates = Candidates−HighConfidence (Keep the instances for which
the confidence in the aggregated label is not strong enough for the next
iteration in order to get more crowd labels)
14: Train = Train+HighConfidence (Add the high confidence instances and
their aggregated labels to the training set for the Automatic Method)
15: Retrain the Automatic Method with the new Train
16: return Train, BadWorkers, Candidates
17: end loop
In consecutive rounds we repeat the same learning process: To the instances that
still have an uncertain status, Candidates, we add a sample of instances provided
by a candidate instances Selection Strategy. We prepare a batch of micro tasks to
be solved by the crowd, blocking first the workers that were identified to be unreli-
able, BadWorkers. After the microtasks are solved by the crowd, we compute the
aggregated crowd labels and the worker confidences using the desired Label Aggre-
gation Strategy. We monitor the worker confidence, and the workers that fall below
a certain accountability threshold can be blocked so that they do not continue to
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introduce errors to our system. We identify the High Confidence set, the instances
for which the confidence and agreement between workers indicate a clear label. We
use this set to improve the performance of our Automatic Method. If we do not have
a high agreement between the workers, or if the confidence in the aggregated crowd
label is not high enough, then we need to get more opinions on these instances, by
extending the number of assignments of the corresponding microtasks, and keeping
them in the Candidates set. At the end of each round we extend the training set by
acquiring labels that would increase the performance of the automatic method, and
we identify workers that are not reliable and instances for which we need to get more
labels from the crowd. We can stop the active learning process and the loop once
we get a satisfactory performance using the training set built over the consecutive
rounds, or we reach the limits of the specified budget.
7.1.2 Gathering Labels from the Crowd
In order to optimize the Automatic Method such that it provides results as close to
reality, we use a crowdsourcing marketplace like Amazon’s Mechanical Turk (MTurk),
since it can provide labeled data for machine learning rapidly and at a low cost.
Consequently, we delegate the task of assigning labels to MTurk workers. On MTurk
a unit of work is called a HIT, Human Intelligence Task, and it can be done in five
minutes or less, for a monetary reward. Each HIT has an extendable maximum
number of assignments, indicating how many distinct workers should solve the same
task, for quality assurance through redundancy. The data is sent to MTurk in batches.
With each solved batch, the automatic method learns from the crowd how to do the
task better. The automatic method thus improves; although there will always be
some instances on which the label assignment is uncertain, this number will decrease,
together with the need for input from the crowd.
7.1.3 Aggregation of Crowd Labels
Various Label Aggregation Strategies can be used for aggregating the crowd labels. The
aggregation of different labels provided by the crowd workers can take into account
features of the instances to be labeled, as well as worker features. Let us refer to the
aggregated Crowd Label of an instance i as CL(i) ∈ {1,−1}. For the task of duplicates
detection 1 stands for duplicates and −1 for non-duplicates. It can have an associated
score, that is an indicator of the confidence we have in it being the true label, called
aggregated label confidence or aggregated Crowd Soft Label, CSL(i) ∈ [0, 1]. The
confidence we have in the label tells us if we need to get more labels for the instance,
in order to strengthen the aggregated label. If the confidence surpasses a chosen
threshold, CSLThreshold, then we do not need any more labels and we can use the
aggregated label as it is in the training of the automatic algorithm. A simple measure
can be the agreement between the workers providing the labels. Furthermore, the
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confidence of the aggregated label can allow more advanced automatic methods to
take label uncertainty into account when training.
To compute an aggregated crowd label, the difference in quality of labels provided
by different workers has to be taken into account. Therefore, we have to assess the
quality of the labels provided by each worker; we will further refer to this measure as
worker confidence, WQ. Some workers perform better than others depending on their
understanding of the task and their background and experience. The weight that a
label has in the aggregation should be proportional to how good the worker providing
it is. We want to penalize the labels coming from workers that do not provide good
quality answers, and boost the weight of the answers of those workers that are good.
Eventually, we build a database of underachieving workers, the BadWorkers, and
block them from participating in our tasks. These are the workers with an evaluated
WQ over one or multiple consecutive rounds that falls under the acceptable worker
confidence threshold, WQThreshold. Eliminating the workers that are consistently
providing low quality answers would reduce the noise and lead to better labels.
7.1.4 Computing the Aggregated Crowd Label
As already mentioned, although the methods proposed can be applied to any domain,
we focus on the special case of duplicate entity detection, tackling the particular case
where the entities are scientific publications.
Let us use the following notations:








,where Fk denotes the field name and V
i
Fk
its value for entity ei. The field name Fk
belongs to a fixed set of possible field names, FieldNames
pi,j denotes a pair of entities (ei, ej) that can be duplicates or not.
wk represents a worker that can provide a label for a pair of entities
Wi,j = {wk|wk assigned a label for pi,j)} is the set that contains all workers that
labeled the pi,j pair.
WLk(pi,j) the label that worker wk assigned to the entities pair
WLk(pi,j) =
{
1, worker wk assigned to pi,j a duplicates label
−1, worker wk assigned to pi,j a non-duplicates label
Pk is a set containing all entity pairs for which wk provided labels.
P is the set containing all entity pairs labeled by the crowd.
From Mechanical Turk we get tuples of the form (pi,j, wk,WLk(pi,j)) and we want
to aggregate the labels from individual workers in order to get an assignment that is
as close as possible to the real case.
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Let us use CL(pi,j) as the aggregated Crowd Label, computed for the pi,j by using
all the WLk(pi,j) of the workers in Wi,j
CL(pi,j) =
{
1, the crowd assigned a duplicates label to pi,j
−1, the crowd assigned a non-duplicates label to pi,j
We also define an aggregated Crowd Soft Label CSL(pi,j) that aggregates the crowd
labels into a number in the [0, 1] interval. The CSL(pi,j) also gives an indicator as to
how much the worker agree, and how strong they feel about the pi,j pair.
Each worker wk has an associated confidence ck, indicating how good he is in
solving the tasks, ck ∈ [0, 1]
weightk(pi,j) represents the weight that the label of worker wk has in the compu-
tation of the aggregated crowd label over the pi,j pair





Each worker that gave a judgment about the pair will have a different weight in the
decision. This weight is computed based on his confidence value. For a pair of entities
the weights add up to 1.





We can boost the weight of the workers having high confidence over that of the






The aggregated crowd label can therefore be computed as
CL(pi,j) =
{
1, CD(pi,j) ≥ 0
−1, CD(pi,j) < 0
Because CD(pi,j) can vary between -1 and 1, order to make CSL comparable to ASL







Using the aggregated crowd soft label, we can assign a hard label the pi,j pair
CL(pi,j) =
{
1, CSL(pi,j) ≥ 0.5
−1, CSL(pi,j) < 0.5
7.1 Framework for Active Learning from the Crowd 109
7.1.5 Quality Control for the Crowdsourced Work
Because not all workers have the same expertise or motivation, we need to identify
the good workers and rely on them, and to ignore the the bad workers, and even not
allow them to participate in solving new batches, in order to reduce noise.
Testing Workers Before They Are Allowed to Solve HITs
In order to protect requesters from low quality workers Mechanical Turk offers the
possibility to assign qualifications to workers. This can be done manually, but it can
also be automated, via a qualification test. A qualification test consists of a number
of pairs on which we know the answers. The workers are evaluated if they understood
the task and if they are able to solve it. After taking the qualification test, the
workers are assigned a score for the particular qualification. The requester can put
a constraint on the workers, allowing only those having a qualification score greater
than a specified threshold to solve the HITs. We posted a batch of 60 HITs with 3
assignments, each consisting of 5 pairs to be deduplicated, for which the workers were
required to take a qualification test we devised. This proved not to be a very fruitful
approach, as not many workers took our HITs. It might be that the extra work that
faced them when they encountered the test, drove them away, or they did not pass it
with a satisfying score. To complete this batch of tasks the workers needed more than
a month. In comparison, in a comparable setting where there was no prerequisite of
having passed the test, the batch was finished in a matter of 1-2 days.
Worker Confidence
A simple metric for evaluating the worker confidence can be the proportion of correctly
assigned labels, when compared to the crowd aggregated labels.
ck =
‖{pi,j|pi,j ∈ Pk and WLk(pi,j) = CL(pi,j)}‖
‖Pk‖
(7.4)
In order to evaluate the confidence we have in the workers we can use a Expecta-
tion Maximization algorithm as proposed in [DS79b], described in Algorithm 3. We
initialize ck with an initial values, e.g. all workers are considered equally good, with
ck = 1. The algorithm repeats two steps until it reaches convergence or for a certain
number of iterations: (1) compute aggregated labels for all available pairs based on
the worker confidence, and (2) update the worker confidences.
Improving the Quality of Workers
Running the learning algorithm on the output of a certain worker we could learn which
are the fields that have more importance when she is doing the classification task.
We could learn how workers identify duplicates, see where they do wrong and why,
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Algorithm 3: Worker Confidence Computation.
Input: The labels assigned by the workers WLk(pi,j) for all pairs
Output: The worker confidences wk and a final label for all pairs
1: Initialize worker confidences with ck = 1 (e.g., assume each worker is perfect)
2: repeat
3: Compute CSL(pi,j) for all pi,j pairs using Equation 7.3
4: Update all ck using Equation 7.4
5: until all worker confidences converged
6: return Workers’ confidences and aggregated crowd labels for all the pairs
and then recommend them ways to improve the quality of their work by indicating
that they do not pay enough importance to certain fields, or that they ignore some
fields that should also be considered. We could identify the most common mistakes
and also improve the description of the micro tasks, or provide better examples that
match the pairs that are most often badly classified. Therefore, returning to the
original computational paradigm where the machine helps the human, the automatic
algorithm can tell the human workers where they are doing mistakes, and suggest
them some fixes that will improve the quality of their work. A mechanism that can
offer workers a feedback from the automatic algorithm, would be beneficial for both
parts, and the quality of the overall system would increase.
7.1.6 Candidate Instances Selection Strategies
In each round the instances that will get new labels from the crowd workers are se-
lected using a Selection Strategy. The way these instances are selected influences how
fast the Automatic Method learns. The selection strategy guides the active learner
as it uses the existing model to actively pick subsets of instances from unlabeled data
which, when labeled, will provide the highest information gain. The strategy should
select the instances such that the learning process is sped up when compared to a
random selection. We propose two different strategies for selecting instances to be
labeled by the crowd:
• Uncertainty Selection We choose those instances for which our Automatic
Method is most uncertain about the label assignment, depending on how this
is computed.
• Representative Selection We choose instances such that they cover the entire
spectrum of certainty in the assigned labels, depending on how the labels are
computed by the Automatic Method.
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7.1.7 Improving an Automatic Method
The automatic method produces an Automatic Label, AL(pi,j) which in the case of
deduplication corresponds to 1 for a duplicates pair and −1 for non-duplicates pair.
Furthermore the automatic methods can produce an Automatic Soft Label, ASL(pi,j),
which can also serve as an indicator of the confidence the automatic algorithm has in
his label assignment. This soft label assignment is used by the Selection Strategy to
find those instances that will provide the highest information gain to the automatic
method when added to the training set.
We propose two types of automatic methods that can learn from the crowd labeled
data obtained through the active learning acquisition process.
Duplicates Scorer
The entity matcher, called DuplicatesScorer, is introduced in [MBB+10]. For a
given pair of entities pi,j, the algorithm computes an Automatic Soft LabelASL(pi,j) ∈
[0, 1] as a variant of ε-adjusted geometric mean of field value similarities based on
DSParams = {(Fk,WFk)|Fk ∈ FieldNames}
,where WFk ∈ [0, 1] denotes the weight of the Fk field in the computation. The final
label assignment is computed by comparing the soft label with a chosen threshold.
The label provided by the automatic algorithm is
AL(pi,j) =
{
1, ASL(pi,j) ≥ threshold ; duplicates
−1, ASL(pi,j) < threshold ; not duplicates
When using it as an automatic method in the active learning framework we start
with a common sense parameter choice to identify the initial items for which we get
labels according to the selection strategy. In the subsequent rounds we learn new
parameters for the DuplicatesScorer using knowledge of the parameter choice iden-
tified in the previous round. Training this method is done by using an optimization
algorithm that finds the parameter choice that maximizes the accuracy on the testing
set. The measure of label uncertainty used by the Selection Strategy is the distance
between the ASL(pi,j) and the threshold. For this automatic method training is
equivalent to optimizing the DSParams and the threshold such that the labels pro-
vided by it match to those provided by the crowd. We will use the work done by
humans to maximize the accuracy of the automatic method. Using the reputation
system to put a lower weight on the contribution of the bad workers, we will get as
close as possible to a real ground truth, that will be used to compute the accuracy.
For a given pair of entities pi,j, the DuplicatesScorer produces a score ASL(pi,j).
Based on the crowd labels we aim at learning the parametersDSParams and threshold
that fit best to how humans solve the deduplication task.
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In order to optimize the parameters we use a multi-objective Evolutionary Al-
gorithm (that includes SPEA2 and NSGA2) as implemented in OPT4J [LGRT11]
library. We also implemented a Hill Climbing algorithm for optimization, but the
results were worse than the ones we obtained using the Evolutionary Algorithm.
We can optimize for several objective functions:
1. Accuracy when comparing the final label assignments for the crowd, CL, with
the automatic labels, AL
2. The correlation between the soft aggregated crowd labels, CSL, and the soft
automatic labels , ASL
(a) Mean Absolute Error
(b) Sum of the log of errors
(c) Pearson correlation of the two series
If optimizing with respect to Accuracy, we will find both the DSParams and the
threshold that maximize the objective function
Accuracy =
‖{pi,j|pi,j ∈ P and CL(pi,j) = AL(pi,j)}‖
‖P‖
(7.5)
If we optimize with respect to the correlation between the the crowd’s soft label and
the Duplicate Scorer soft label, we need to compare CSL(pi,j) with ASL(pi,j), and
find those DSParams that yield the best correlation between the two. After that we
seek the threshold that gives the highest Accuracy as defined in Equation 7.5 .
For the Mean Absolute Error we want to minimize∑
pi,j∈P ‖CSL(pi,j)− ASL(pi,j)‖
‖P‖
For the sum of the log of errors we want to maximize∑
pi,j∈P
log(‖CSL(pi,j)− ASL(pi,j)‖)
For the Pearson Correlation we want to maximize the Pearson Correlation coefficient
when comparing the CSL(pi,j) and ASL(pi,j) for all pi,j ∈ P
With consecutive batches of work done by the Amazon Mechanical Turk workers,
the performance of the automatic algorithm will improve, as the choice of DSParams
and threshold will fit better to the way the crowd does the deduplication.
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Classifiers
We can employ a classifier using various features for assigning the labels AL(pi,j) to
the instances. For a given pair of entities pi,j the feature set used consists of the
similarities between the values of the different fields that characterize each entity.
Features(pi,j) =
{





For the similarity employed we propose to use either the Jaccard or the Needleman-
Wunch similarity.
When using a classifier in the active learning framework, we start by choosing a
random sample of instances for training. In the subsequent consecutive rounds we take
into consideration the certainty of labels being assigned to instances in accordance
with the selection strategy and the already existing training set, in order to select new
instances and improve the performance of the classifier by building a better training
set.
7.2 Dataset
Without restricting the generality of our methods, we focus on the domain of digital
libraries and present examples of scientific publications. We use pairs of publications
labeled either as “duplicate” or “non-duplicate” pairs. The complete list of fields
that a publication can have is FieldNames={ Title, Subtitle, By, In, Type, Publisher,
Organization, Abstract }.
The By field is composed of person-related data like Author, Editor, Contributor.
The In is composed of venue related data like Book, Journal, Conference, Venue
and Series. The most discriminative field is of course the Abstract because this is
distinct for each publication, but not all the publications in our dataset contain it.
If all publications would contain the Abstract field (which is not usually the case),
the task of identifying duplicates would be trivial, being reduced to comparing just
this field for the publications in a pair. We have not used the publication year in our
experiments since we found this to be mostly unreliable, considering that entries of
the same publication could be associated with dates differing by as much as 2 years.
The dataset is composed of publication pairs, that can be labeled as duplicate
or non-duplicate pairs. The publications come from 4 different sources: DBLP2,
CiteSeer3, BibSonomy4 and TIBKat5, as presented in the scientific publications search
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[Show Diff] [Full Text] 
Title: Comparing Heuristic, Evolutionary and Local Search Approaches to Scheduling 
 
Authors: Soraya Rana, Adele E. Howe, L. Darrell, Whitley Keith Mathias 
Venue: Proceedings of the Third International Conference on Artificial Intelligence 
Planning Systems, Menlo Park, CA  
Publisher: The AAAI Press 
Year: 1996 
Language: English 
Type: conference  
 
Abstract: The choice of search algorithm can play a vital role in the success of a 
scheduling application. In this paper, we investigate the contribution of search 
algorithms in solving a real-world warehouse scheduling problem. We compare 
performance of three types of scheduling algorithms: heuristic, genetic algorithms and 
local search. 
[Show Diff] 
Title: Comparing Heuristic, Evolutionary and Local Search Approaches to Scheduling. 
Authors: Soraya B. Rana, Adele E. Howe, L. Darrell Whitley, Keith E. Mathias 
Book: AIPS Pg. 174-181 [Contents] 
Year: 1996  
Language: English  
Type: conference (inproceedings)  
After carefully reviewing the publications metadata presented to you, how 
would you classify the 2 publications referred: 
 
Judgment for publications pair: 
o Duplicates 
o Not Duplicates 
Figure 7.1 Example of a Mechanical Turk Task
sources, with various data quality leads to duplicates, between sources, or even within
the same noisy source, to be identified using the proposed methods.
7.2.1 Data Gathering
Focusing on the domain of digital libraries, we create HITs consisting of 5 publication
pairs for which the workers have to assign the “duplicate” or “non-duplicate” labels.
Detailed instructions are provided, and in addition examples help the workers to
understand and solve the task better. Moreover, the worker can see the differences
between the two publications, highlighted in different colors. Each HIT pays 5ct. to
the worker that solves it. We start with 3 assignments, and if we need to get a more
categorical decision from the workers for a pair we extend the HIT that contains it
by adding more assignments. We present an example of how a publication pair was
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shown to the crowd workers in Figure 7.1.
The Ground Truth was manually labeled by 3 experts and is composed of 363
pairs, of which 101 are considered duplicates and 262 non-duplicates. These pairs were
selected such that they cover all the workers, in order to also use them to manually
asses the worker confidence. The Crowd Data was labeled using Amazon Mechanical
Turk, and it is used for improving the automatic methods by using the active learning
label gathering strategy. It consists of 2070 pairs with at least 3 corresponding labels
each, out of which 570 pairs have 7 labels each. According to the majority vote the
2070 pairs are split into 804 duplicate pairs and 1262 non-duplicate pairs.
We have gathered the data in two steps. The first step was driven by doing an ini-
tial check [GPF+12] for the feasibility of using our method with the Duplicates Scorer,
and in the second step extended the dataset for a more in-depth analysis [GPF+14]
of our proposed methods.
Initial Dataset. We use Amazon’s Mechanical Turk as a crowdsourcing platform.
Each HIT consists of 5 pairs of publications. We start by posting a batch of 60 HITs
having a qualification test as prerequisite, and a batch containing 60 HITs and one
containing 119 HITs without the qualification test. The pairs sent were selected on the
following criteria: ASL(pi,j) ∈ {0.7, 0.8} obtained with the DuplicatsScorer using as
parameters DSParams={(Abstract, 0.5), (Title,1.0), (Organization, 0.5), (By, 1.0),
(Type, 0.5), (In, 1.0), (Publisher,0.5)} and threshold = 0.75. This serves as our
initial parameter choice, that will generate the first candidates.
In this first step of data gathering we retrieved a total number of 1,132 assignments
from Amazon Mechanical Turk, corresponding to 239 HITs, for 1,195 pairs.
The HITs were solved by 78 unique Mechanical Turk workers. The average time
per HIT was 90 seconds. The average time for solving a HIT for a worker was of 145
seconds. The average number of HITs solved by a single worker was 72. To compare,
our experts, assigned labels to 150 pairs in 60 minutes, equivalent to an average of 2
minutes per HIT.
After computing the user confidence against the 363 pairs that compose our ground
truth, the average worker confidence was 0.85 with a standard deviation of 0.14. We
wanted to see if the confidence in the worker correlates with the average time he invests
in solving the HIT. The Pearson Correlation Coefficient between the average time per
HIT and the worker confidence is 0.177, which indicates a very low correlation. The
worker confidence also does not correlate with the number of HITs a worker solved,
the Pearson Correlation being -0.19. Finally we investigate the correlation between
the average time for solving a HIT and the number of HITs solved, and the value of
-0.25, shows that there is a low negative correlation. That indicates that there is no
correlation between the average time a worker dedicates to solving a HIT, the number
of HITs he solves, or the confidence we have in him.
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Table 7.1 Accuracy, number of pairs used for optimization, threshold and
weights for DuplicatesScorer learned in consecutive Active Learning rounds
in the data gathering process.
Rnd. Accuracy Pairs Thresh. Abstract Title Subtitle In By Type Org. Publ.
0 0.77027 - 0.75 0.5 1 0.5 1 1 0.5 0.5 0.5
1 0.78815 570 0.72 0.17 0.98 0.2 0.05 0.3 0.19 0.01 0.26
2 0.78981 500 0.73 0.55 0.97 0.1 0.27 0.37 0.21 0.0 0.01
3 0.79504 500 0.75 0.7 0.98 0.1 0.47 0.54 0.13 0.0 0.04
Extended Dataset. In order to perform experiments on the resource allocation
and selection strategies, we extended the previously presented dataset. The data was
gathered in 3 rounds, guided by a deployment of our algorithm with the Duplicates
Scorer as an automatic method, and the uncertainty selection strategy. To test the
hypothesis that with each round of active learning, our algorithm will exhibit an
improvement and need less and less input from the crowd, our algorithm is run for 3
rounds. The accuracy of each run is presented in Table 7.1, along with the number
of pairs included in the sample used for training. The different weights for the fields
reported by each run are also presented. For Round 0, the starting point of the active
learning process, we used a common-sense parameter choice, in order to be able to
compute initial scores and select a sample of pairs with an uncertain assignment.
This coincides with the choice made for the initial dataset. Of the 1,195 pairs from
the initial dataset, after excluding the 363 pairs that compose the ground truth and
the pairs for which only the year differed, we are left with 570 pairs that are used for
optimization in Round 1. In the following rounds we always start optimizing from the
parameters we learned in the previous round. The pairs for the forthcoming round
are selected so that their score computed using the current weights is around the
threshold of the current round.
The weights change between rounds, but remain close to the ones computed in
the previous rounds. The learned threshold remains in the proximity of the common-
sense threshold that we started with. The accuracy slightly increases, validating
our hypothesis, that the parameters learned in consecutive rounds provide better
performance.
For the experiments on the optimal number of tasks to be solved in a round, we
used the same parameters as in round 1 to get 500 more pairs, in order to ensure
pairs are selected in the same way. For the experiments on the optimal number of
assignments, we extend the 570 pairs having 3 labels from the cleaned initial dataset,
by gathering 4 more labels for each of them. Therefore, we extended the initial
dataset by requesting 4 more labels to the original 570 pairs, then, based on the
same parameter choice, we collected 500 more pairs with 3 labels and finally in 2
consecutive active learning rounds 1000 more pairs with just 3 labels.
To investigate any link between the importance of the attributes and their dis-
tribution in the dataset, in Figure 7.2 and Figure 7.3 we present a histogram of the































Figure 7.3 Analysis of attribute distribution in the Crowd data
only one field name, in the ground truth as well as in the crowdsourced data.
The distribution for the Ground Truth is similar to that of the Crowd Data.
Furthermore, we can see that all of the pairs have the Title field present. The other
fields that appear in both publications of most pairs are In , By and Type. The
Subtitle and Organization fields are in most cases empty for both publications in the
pair. Publisher and Abstract are well distributed among the classes. Only a small
proportion of pairs have the most discriminative field, the Abstract.
7.2.2 Agreement between Labelers
In this section we present statistics regarding the agreement between annotators in
terms of Fleiss’ Kappa and Krippendorf’s Alpha. In Section 7.5.1 we will discuss
further about the correlation between the annotator agreement and the performance
of our methods. In Table 7.2 we can see the number of instances that have as many
assigned crowd labels, as well as the two indicators for measuring the agreement
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Table 7.2 According to the number of labels available(Labels), the number
of instances in the dataset having at least that number of labels (Instances),
and two agreement indicators between the labelers: Fleiss’ κ (κ) and Krip-
pendorf’s α (α).
Labels Instances κ α
Experts Agreement on GT
3 362 0.827 0.827
Crowd Agreement on GT
3 358 0.526 0.526
4 358 0.526 0.526
5 358 0.503 0.511
6 337 0.478 0.499
7 285 0.47 0.492
Crowd Agreement on all data
3 2064 0.282 0.282
4 570 0.506 0.303
5 570 0.499 0.319
6 570 0.495 0.331
7 570 0.477 0.338
between annotators. We can clearly notice that the agreement between the expert
assessors for the ground truth is the highest. On evaluating the agreement between
crowd labelers on the ground truth, we notice that contrary to our expectations, in-
troducing more labelers actually decreases their agreement. We do not have the same
number of instances for each choice of number of labelers, but 3 assessors are clearly
in more agreement than 5. In contrast, on evaluating the agreement of the crowd
on all the data, we see that introducing more than 3 labelers actually increases the
agreement, 5 workers resulting in more mutual agreement than just 3. Nevertheless,
in this setting introducing more than 5 workers also has a detrimental effect on the
agreement. The agreement of the crowd on the ground truth data is comparable to
the agreement on the whole data, except in the case where we employ 3 workers.
When comparing the labels where the crowd labelers did not agree with one
another and the ground truth we notice several patterns. Most significantly the
crowd labelers assign the duplicate label to non-duplicate pairs, by investigating only
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Figure 7.4 Accuracy of the different methods on various settings.
7.3 Experiments
7.3.1 Accuracy for Various Automatic Methods
As a first experiment we assess the performance of the different Automatic Methods:
classifiers and Duplicates Scorer. We used Majority Voting as a label aggregation
strategy.
The chosen classifiers are Näıve Bayes(NB), SVM(SVM ) and Tree(DT ). We used
their respective Weka [HFH+09] implementations: Näıve Bayes, SMO and C4.5 (J48)




where Fk ∈ {Title, Subtitle, By, In, Type, Publisher, Organization, Abstract} and
sim can be either the Jaccard similarity based on tokens or the Needleman-Wunch
similarity at character level.
The parameters of the Duplicates Scorer (DS ) are the weights of the fields describ-
ing the publications Title, Subtitle, By, In, Type, Publisher, Organization, Abstract.
They are used to compute ASL(pi,j) and the threshold for deciding if the pair is a
duplicate or non-duplicate pair. As a learning process for the Duplicates Scorer we
used the accuracy maximization optimization strategy.
In Figure 7.4 we report the accuracy for different settings: training on the crowd
data and testing on the ground truth(c-gt), 10-fold cross-validation when training and
testing on the ground truth (gt-gt) and 10-fold cross-validation training and testing
on the crowd data (c-c).
We notice that in all the settings the Duplicates Scorer is surpassed by the clas-
sifiers, and among the classifiers, the decision tree seems to provide the best results.
We also observe that the different settings for the training and testing data have
different accuracies. We do not observe any remarkable differences between using
the Needleman-Wunch or Jaccard as a similarity measure. The highest accuracy is
obtained when training and testing on the ground truth data. This might be due to
the high quality data, which is also reflected in the agreement statistics presented in
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Table 7.3 Attribute selection.
Field Leave-1-out Chi-squared Info gain
Title 0.737 671.510 0.352
Subtitle 0.790 0 0
Abstract 0.796 156.448 0.076
By 0.782 163.730 0.081
In 0.788 89.198 0.042
Type 0.781 0 0
Organization 0.793 2.665 0.001
Publisher 0.792 29.074 0.013
Section 7.1.3. Training on the crowd data and evaluating on the ground truth also
results in a good performance. The lowest performance is reported when training and
testing on the crowd data. The lower performance obtained when using crowd data
for testing might be due to its inherent noisy nature or lower quality.
7.3.1.1 Attribute Selection
In order to determine which fields are more important for different automatic methods
we used 3 attribute selection methods. The results are presented in Table 7.3. For the
Duplicates Scorer we ran ‘Leave one field out’ experiments and reported the accuracy
achieved; the lower the accuracy is, the more important the field is. We can see that
in this case the most important fields are: Title, Type and By. For assessing the
importance of the fields when using classifiers we conducted a chi-squared test and
evaluated the information gain; the higher the score, the more important the field is.
For both tests Title, By and Abstract were identified as the most important fields.
For all the different automatic methods the Title is the most discriminative field,
but the next fields of secondary importance depend on the method. The Duplicate
Scorer considers Type more important then By, while the classifiers consider the Type
information as being unimportant. The classifiers also consider the Abstract (which
is actually the most discriminative field) as important, although it is not present in
many of the publication pairs.
7.3.1.2 Peculiarities of Automatic Methods
The maximum optimized accuracy for the Duplicates Scorer that we can achieve on
the ground truth is 0.83. This corresponds to the following learned weights: Ab-
stract=0.1, Title=0.9, Organization=0.1, Subtitle=0.1, By=0.3, Type=0.8, In=0.3,
Publisher=0.0 and Threshold=0.76. This is consistent with the results obtained using
the ‘leave one field out’ experiments in Section 7.3.1.1. The fields with the highest
weights are the Title, Type and By.
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The rules learned by the best performing classifier confirm the importance of the
attributes that we examined in Section 7.3.1.1. When using the Jaccard similarity for
both c-gt and c-c the learned tree first compares the Title similarity, then the Type,
Publisher and finally the By similarities. For the gt-gt setting the classifier compares
just first the and then the Publisher. When using the Needleman-Wunch similarity
for both c-gt and c-c, the learned tree first compares the Title similarity, and then
either the Abstract or In similarities. In the gt-gt setting the only rule is to compare
the Title similarity.
7.3.2 Resource Allocation
The resources to be allocated for a round of active learning from the crowd, are the
number of pairs from which we build the HITs to be posted on MTurk (indicated
by the sample size s), and the number of assignments per HIT (corresponding to
the number of workers that provided labels for an instance). In this section we
explore the effects of different levels of resource allocation on the performance of the
automatic method, the Duplicates Scorer after learning the optimal parameters, and
the classifiers after retraining respectively.
7.3.2.1 Number of Assignments per Task
We use the majority voting as a label aggregation strategy. This is similar to consider-
ing that all the workers have the same confidence. To determine the optimal number
of labels we need for a pair to be accurately adjudged on MTurk, we experiment on a
batch of 570 pairs having 7 labels and we compute the accuracy obtained by taking
into consideration only the first workers that assigned labels on each pair. We plot
the accuracy obtained by using different Automatic Methods for different number of
assignments in Figure 7.5.
In the case of using the Duplicates Scorer, the performance we gain by introducing
more than 3 workers is of only 1% for 7 workers and negligible when using 5 workers.
Although the difference in accuracy between the setting where we use 1 worker and
the setting with 3 workers is of 2%, we cannot use just 1 worker since on doing so we
risk relying on only one opinion, which might be biased.
In the case of using classifiers we notice a drop in performance when using 5
workers when compared to using just 3 workers, that is recovered when using 7 workers
for Näıve Bayes and Decision Trees. For SVM the best performance is obtained when
using just 1 worker, and using 3 causes a drop that is slowly recovered by adding
additional workers.
For almost all the considered automatic methods considered, the additional cost of
adding 2 or 4 more labels when we already have 3, is not justified by the performance
increase. Therefore, 3 is optimal number of workers for the task of gathering labels
for deduplication scientific publications.















Figure 7.5 Number of assignments per task vs. accuracy of the automatic
methods.
7.3.2.2 Number of Instances per Active Learning Round
To determine the optimal size of the sample that has to be labeled by the crowd in
an active learning round, we experiment with 1070 pairs of training data obtained by
using just 3 workers. We regard these workers to be equally competent, and thereby
the crowd label is based on majority voting. According to this label aggregation
strategy 408 pair are duplicates and 662 are non-duplicates. We select samples of
pairs of different sizes containing a number of duplicate or non-duplicate pairs pro-
portional to the number of overall available pairs. We present the average accuracy
obtained from 20 rounds of randomly sampling the pairs and retraining. We plot the
accuracy obtained on optimizing for different number of pairs in Figure 7.6. For all
the automatic methods we notice a considerable increase in performance for up to
500 examples per round; going over this number of examples does not result in an
improvement that would justify the extra cost.
7.3.3 Eliminating Unreliable Workers
We investigate the effect of eliminating the workers that do not provide reliable assign-
ments, on the accuracy of the Automatic Method. Instead of considering all workers
as being equally good at deduplication, we compute the worker confidences using
Algorithm 3. Thus, the labels of different workers will be weighted by the confidence
we have in him. We experiment with eliminating the workers whose computed con-
fidence is under the reliability threshold, WQThreshold. The dataset used for this
experiment is composed of 570 pairs, each having 7 labels from workers with different
confidences. We optimize the parameters of the DuplicatesScorer using the pairs and
















Figure 7.6 Number of tasks for each round vs. accuracy of the automatic
methods.
using different thresholds on the accuracy, obtained by comparing the labels provided
by the crowd to labels assigned by experts contained in our ground truth. For each
threshold we compute the accuracy, show how many pairs are consequently left for
optimization, and how many workers exhibit a confidence greater than the threshold,
as presented in Table 7.5. We present the distribution of the number of labels for the
available pairs in Table 7.4.
On examining Table 7.5 we notice that the maximum accuracy for the Duplicates
Scorer is obtained when eliminating all the workers having a confidence under 0.9.
This retains a reasonable number of pairs, based on which the optimization of the
DuplicatesScorer can be carried out, while filtering out half of the workers. Although
the number of pairs is consistent, by looking at Table 7.4 we see that most of these
pairs have only 3 labels assigned to them. Comparing to the setting where we use
just 3 labels, and do not eliminate any of the workers the gain in accuracy is of
only 1%, but the costs are much higher, for obtaining the extra labels that will be
discarded. Thus, in this setting using just 3 labels per pair without eliminating the
poorly performing workers, can be recommended. The workers identified as unreliable
should only be prevented from participating in the next rounds.
For the classifiers, the best thresholds for eliminating workers WQThreshold is
quite low, 0.7 for Näıve Bayes and the Support Vector Machine classifiers, while for the
Decision Trees a threshold of 0.65 or even 0.6 seems to provide a good performance.
The low threshold allows more workers to participate in the decision process for the
aggregated crowd label. This is not considered by the classifiers as contributing noise,
but as a means to improve their performance. The classifiers are more robust and
relatively independent of the worker quality threshold, and at the same time they
show superior performance when compared to the Duplicates Scorer.
124 Chapter 7 Active Learning with Crowdsourcing
Table 7.4 The distribution of the number available labels according to each
selected worker quality threshold.
QT
Number of available labels
1 2 3 4 5 6 7
0.6 0 0 4 47 64 113 342
0.65 0 0 4 47 64 119 336
0.7 0 0 4 67 208 224 67
0.75 0 65 220 181 95 8 1
0.8 13 90 233 151 78 4 1
0.85 145 185 96 77 43 1 0
0.9 172 236 100 34 1 0 0
0.95 158 15 0 0 0 0 0
1 113 9 0 0 0 0 0
Table 7.5 Statistics on the pairs samples after eliminating unreliable work-
ers. The Accuracies obtained by different methods: Näıve Bayes (NB), Sup-
port Vector Machines(SVM), Decision Tree(DT) classifiers and the Dupli-
cates Scorer(DS), along with the Number of available pairs for training (P)
and the numebr of workers(Wrk) contributing labels to those pairs, according
to the selected worker quality threshold(QT).
QT NB SVM DT DS P Wrk
60 89.81 89.81 90.08 79.66 570 88
65 90.08 89.81 91.18 79.64 570 84
70 90.08 90.08 89.53 79.35 570 81
75 89.26 89.81 90.63 80.47 570 77
80 88.43 89.81 90.36 80.26 570 73
85 89.26 89.81 88.98 80.48 547 52
90 89.26 89.81 88.98 80.99 543 42
95 84.30 87.33 87.60 79.30 173 28
100 84.30 85.40 90.63 80.00 122 24
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7.3.4 Candidate Selection Strategies
In this section we experiment with the entire dataset that was labeled by the crowd by
simulating the process of acquiring the labels from the crowd. The label aggregation
method employed is also Majority Voting. In each step we procure labels from the
crowd for corresponding s ∈ {10, 20, 50} instances and we apply our method. We have
chosen to use three types of automatic methods that we want to improve: Duplicates
Scorer and Näıve Bayes using the Jaccard similarity or the Needleman-Wunch simi-
larity. We plot the Accuracy obtained at each step, using different sampling strategies
for the instances that are to be labeled. The different candidate selection strategies
we use in our experiments are Uncertain, Random, and Representative.
The Representative strategy divides the pool of unlabeled instances into bins ac-
cording to the uncertainty of their labels. Bin Bu contains instances with an uncer-
tainty in the [0.1 · u, 0.1 · (u + 1)] interval, with u ∈ {0, 1, .., 9}, covering in this way
the whole uncertainty interval [0, 1]. Thereafter, in each round of candidate selection
it selects a number of random instances from each bin that is proportional to the
binsize. In this way we do not choose the most uncertain instances, but instances
with representative uncertainty.
If we use the Näıve Bayes classifier as the automatic machine learning algorithm:
Uncertain refers to getting the s pairs that have a probability to belong to one class
closest to the uncertainty threshold (0.5). Random chooses s pairs randomly from
the entire dataset. For the Representative strategy the measure of uncertainty is
computed as the difference between the probability of belonging to the negative class
and the probability of belonging to the positive class. We experiment with both
similarity metrics for computing the features: Jaccard and Needleman-Wunch.
In the case of the Duplicates Scorer as the automatic algorithm that we propose
to use in our method, Uncertain refers to getting the s pairs that have a ASL that
is closest to the learned threshold for that step. Random chooses s pairs randomly
from the entire dataset, independent of the ASL. For the Representative strategy,
the ASL is the used measure of uncertainty.
We report the accuracy of the automatic method after retraining for each round
of active learning in terms of learning curves in Figure 7.7. For the classifier Random
performs better than the Uncertain strategy, pointing to the fact that a strategy that
takes into account the representativeness of the instances would yield better results.
Using the Uncertain strategy, the crucial example that improves the performance
significantly is discovered later than in the Random case. Of course we notice an
improvement of the performance as more instances become available with each round
of label gathering. As expected, this example is found early by the Representative
selection strategy. The Representative strategy performs better than the Uncertaint
strategy, but it is not clearly better than the Random sampling.
In the case of using the Duplicates Scorer as the automatic algorithm that learns
from the crowd, we see that using 10 or 20 pairs is not efficient for both Random






































































































(i) NB N-W 50 pairs per round
Figure 7.7 Learning curves for active learning on crowd data collected us-
ing different automatic methods, candidate instance selection strategies and
number of instances for each active learning round
and Uncertain. We do not see an increase in performance with each round as we
would expect. This is different for 50 examples per round, we see the increase in
performance, and also the Uncertain strategy beats the Random sampling. We can
conclude that 10 and 20 are a small quantity of new labels for our method to exhibit
improvement. This effect can only be seen from upwards of 50 instances. In the
resource allocation experiments presented in Section 7.3.2, we observed that a good
number of instances per round is around 500.
7.3.5 Employing the Duplicates Scorer
In the case of majority voting the all workers have the same confidence, equal to one.
We can use other strategies by employing the worker confidences directly to compute
the aggregated label, or by boosting them so that workers with a higher confidence
have a bigger importance in the aggregation process for a pair.
We use the following notations: CSLMV represents the soft label in the case
of majority voting, when wk = 1, ∀k, specifically CSLi,j = (1 +
∑
k∈Wi,j Wk(pi,j))/2;
CSLiter represents the soft label computed by using the worker confidences outputted
by the Algorithm 3; CSLboostiter appears when we use the boosted weight in computing
the soft labels using the same Algorithm 3. We also have the possibility to manually
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Table 7.6 Duplicate detection performance with respect to the optimization
method, and the strategy for reaching the .
Optimization
Strategies
3 workers 5 workers
CSLMV CSLMV CLheur CSLiter CSL
boost
iter CSLmanual
A P R A P R A P R A P R A P R A P R
Accuracy 0.79 0.66 0.56 0.80 0.68 0.55 0.80 0.67 0.56 0.80 0.67 0.56 0.80 0.65 0.57 0.80 0.67 0.58
MAE 0.76 0.56 0.75 0.79 0.64 0.62 0.79 0.63 0.64 0.79 0.64 0.62 0.79 0.64 0.62 0.79 0.64 0.62
Sum− log − err 0.72 0.50 0.60 0.78 0.63 0.54 0.77 0.60 0.55 0.78 0.64 0.53 0.80 0.70 0.53 0.79 0.65 0.55
Pearson 0.73 0.52 0.82 0.79 0.62 0.70 0.81 0.69 0.61 0.79 0.62 0.70 0.79 0.62 0.70 0.81 0.67 0.61
asses the worker confidences, on a sample of pairs for which we know the ground
truth. We will name this CSLmanual. Each of these aggregated crowd soft labels
correspond to a hard label : CLMV , CLiter, CS
boost
iter and CSLboost.
Apart from computing the crowd label as formalized above, we can use heuristics
to compute the final crowd label. For example, the pair will be regarded as a duplicate
if all the initial three workers agreed on that. Otherwise, we request two more labels
and take a decision if at least four out of five workers agree. Otherwise the pairs are
not regarded as duplicates. We will name this heuristic hard label CLheur
On the initial dataset we experiment on using various ways of obtaining the final
crowd labels, combined with different optimization strategies, in order to determine
the scenario that offers the best results. We present these results in terms of accuracy
(A), precision (P) and recall (R) in Table 7.6. We compare the case where 3 workers
were used for each pair, or 5 workers. Differences in accuracy varying more than 0.01
are statistically significant by means of a one-tail paired t-test with p < 0.05.
Comparing the different crowd label aggregation strategies we find that CSLboostiter
works best. Highest results are obtained in the case of optimization for methods pe-
nalizing high differences between crowd labels and algorithm output, like Pearson or
Sum− log − err. CLheuri,j uses the best data in terms of agreement between workers
and achieves very good results. Nevertheless the results are very close to the simple
CSLMV strategy using 3 instead of 5 workers when optimizing for Accuracy. Simi-
larly, optimizing for Accuracy yields very good results consistent across the different
aggregation strategies.
Strategies like CSLMV , CSLiter, and CSL
boost
iter approximate the worker’s real con-
fidence. By computing the confidence based on our own assessed ground truth, i.e.
CSLmanual, we find that although the exact numbers are not completely identical, in
our optimization setting this makes little to no difference for the end results.
Compared with the original preliminary parameters choice, the CSLheur strategy,
optimizing for Accuracy are DSParams ={(Abstract,0.17), (Title=0.98), (Organiza-
tion,0.01), (By,0.3), (Type,0.19), (In,0.05), Publisher=0.26} and threshold = 0.72.
It is surprisingly to see that the In and By fields have a very low weight, although
one would expect the opposite.
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Figure 7.8 Query solving.
7.4 Application to Publication Search
We integrated the proposed approach with the DuplicatesScorer in the Freesearch7
online search system for publications, that aggregates data from different sources:
DBLP8, CiteSeer9, BibSonomy10 and TIBKat11.
In order to offer the user a cleaner view of the results to a search query, the common
practice is to group the duplicates together and show just one version. The other
versions are available via a link to “all versions”. The task of detecting the duplicates
and grouping them together is based on signatures, and the version displayed is
the one with the highest rank with regard to the used query. Document signatures
are Bibliographic Hash Keys12: hashes of aggregated normalized basic metadata like
author, title, year, venue.
In Figure 7.8 we describe the work flow for resolving a query in our system. The
query is forwarded to the Search Engine component and the results pass through the
Duplicates Detection and Grouping component to produces a list of results where
duplicates appear in the same group. This component takes into consideration user
feedback and the DuplicatesScorer scores obtained by using the parameters learned
through crowdsourcing.
The way our deduplication methods are integrated in the system are presented in
Figure 7.9. A periodical job selects the duplicates that are uncertain and prepares
a task for crowdsourcing. After the task is solved, the user feedback and the labels
assigned by the crowd are used to learn better parameters for the DuplicatesScorer.
The learned parameters are used to recompute all the scores in the database.
In the user interaction with the system, the duplicates detection component comes
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Figure 7.9 Learning how to deduplicate.
documents queries. In the latter cases, the user can also correct the assignments,
by directly giving feedback. The users are motivated to use the feedback mechanism
when they inspect their own publications and notice that the duplicates assignments
are not correct. This feedback is used to improve the particular users’ own display of
the search results, but can also help other users. In addition to the feedback received
through our own interface, we also take advantage of other ways of involving humans
in the process. We resort to crowdsourcing in order to clarify the situations where an
assignment as duplicates is not reliable. The crowdsourced work is used directly, to
disambiguate results on which we are not certain, and it is also used to improve our
automatic component, by learning of better parameters.
We present the following use-cases for using deduplication in query solving:
User Query The user issues a query q. A list of groups RG = Gi, containing
publications grouped based on signatures is received from the index. If Gi
contains just one publication pi then we add this to the result list to be served
to the interface R. For the groups Gi containing more than one publication
we split it into Si and Di, documents that are duplicates or just similar with
the first publication of the group pi. We make Gi = Di. The first publication
in the group pi is added to the result list R, and a link with a query for the
different versions contained in Gi is presented in the interface. Finally all the
publications in Si will be added to the results list R.
Other Versions Query The user queries for other versions of document with du-
plicates. A query for the publications that have the same signature as the result
pi is issued. We split the R set in a set D of publications that are duplicates of
the initiator pi, and a set S of publications that are only similar and we display
the two sets, with the feedback mechanism in place.
Similar Documents Query The user issues a query for publications that are sim-
ilar to the selected result pi. The results R = {pr} are computed and retrieved
by the search engine managing the index. R is split into D and S, and displayed
correspondingly, with the option to give feedback.
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Figure 7.10 Performance of various duplicate detection strategies.
To split a result set R into a set D of publications that are duplicates of the query
initiator pi, and a set S of publications that are only similar, but not duplicates we
proceed in the following manner. We examine the status of each pair formed by the
query initiator document pi and the other results pr. For all pi,r if the scores ADSi,r
are not already computed, we compute and insert them into a database, otherwise
we retrieve them from the database. If the current user gave feedback with respect
to pi,r then that is taken as the decision to be used in the interface. If the other users
gave feedback on the pair, then the majority vote counts. In the case that there is no
user feedback, the Duplicate Score of pi,r, will be taken into consideration, and the
signatures will be updated as to coincide. For each result pr, the user of the system
has the possibility to give a feedback on pi,r, confirming or infirming the output of
our algorithm.
Instead of pre-computing the scores for all possible pairs of duplicates we do it
just for the ones that come close to the user interaction with our system. As you
might have noticed in the use cases presented in the previous section, the duplicates
scores are computed just when they are needed. To compute the scores for all the
publications would be computationaly expensive, and it will also be infeasible, as the
parameters of the scorer can change after receiving feedback from our own users or
from the crowd.
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7.4.1 Duplicates Scorer in the Integrated System
We implemented different duplicate detection strategies in the Freesearch online sci-
entific publication search system. Figure 7.10 shows how the different methods per-
form in terms of accuracy (A), precision (P), and recall (R). sign detects duplicates
based only on the publication signature ; DS/m uses the default manual weights and
threshold for the DuplicateScorer while DS/o uses the optimized, learned weights
using the simplest, most cost-effective strategy, CSLMV with 3 workers optimized for
Accuracy. sign + DS/m and sign + DS/o are very computationally efficient com-
bined methods: first they group duplicate candidates by signature (for efficiency) and
then base the duplicate detection on DS/m or DS/o respectively (for best accuracy).
CL−MV is simply the crowd decision out of 3 workers using majority voting – this
is the performance of humans given this task.
We have shown how automatically learning features for a general purpose duplicate
detection algorithm using a very simple and cost-effective approach increases accuracy
from 0.70 (DS/m) to 0.79 (DS/o). Taking a look at CL −MV we see that even
humans perform only 4% better, with an accuracy of 0.83.
While integrated in the overall system, sign+DS/o shows a perfect precision at
the cost of recall. Still the improvement between sign + DS/m and sign + DS/o is
of 5% in precision with no loss in recall or accuracy. Thus, the system presents the
user with clean, non-duplicate results, while not showing all possible duplicates of a
result – which for most users will not make any difference.
7.5 Lessons Learned
7.5.1 Agreement Influence
As noticed in Section 7.3.1 the performance of the automatic method is dependent on
the training and testing data. We assume this has something to do with the difference
in quality that can also be noticed in the agreement between the labelers as reported
in Section 7.2.2. In the c-c setting, we observe that when the training and testing on
the aggregated crowd labels, the performance is much lower than in the other cases.
The agreement on the crowd data when using 3 labels in the experiment in terms
of Fleiss’ κ and in terms of Krippendorfs’s α are portrayed in Table 7.2. This is
much lower than the agreement of the experts on the ground truth data that is used,
respectively. By comparing the agreement of the experts with the agreement of the
crowd labelers, we observe that the crowd labelers agree less, maybe because of their
lack of domain knowledge.
One other concern that is raised regarding the agreement between labelers, is re-
lated to the instances that are retained in the loop until the aggregated label surpasses
a desired level of confidence. There might be some instances for which assigning a la-
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bel is a hard task, on which the different assessors cannot reach an agreement. These
instances would remain in the loop for a long time and waste resources in vain. Our
method would benefit from a way to identify hard to label instances. These kind of
instances could be directed towards expert labelers instead of the crowd.
7.5.2 Comparison of Automatic Methods
We can notice a clear inferiority of the Duplicates Scorer when compared to employing
classifiers. The Duplicate Scorer was developed for a setting where the attributes are
unknown a priori. It was intended to be deployed in case neither the type of entity nor
the attribute labels to be used in order to describe the entities are known. In such sce-
narios, machine learning methods cannot be used, because the features are unknown.
The threshold can however be learned from the crowd, as shown in [GPF+12]. For
the scenario in the current chapter, where the attributes (features) are known and
fixed, the best approach seems to be employing classifiers. The advantage of the Du-
plicates Scorer is that it is applicable to unknown entities, at the cost of a decrease
in accuracy.
Selecting an appropriate method that learns from the crowd is very important,
because it influences the candidates selection strategy. We cannot use a selection
strategy based on one method to train another method. As each new label has an
associated cost, the right method and the right selection strategy both play a key role
in achieving the desired performance within the required budget and time.
7.5.3 Crowd vs. Experts
The results of crowdsourcing are strongly influenced by the difficulty and complexity
of the task. Although the task we want to solve is easy at first glance, being reduced
to comparing different fields, it is not a trivial task and even the experts had dis-
agreements. We have discovered that it is not as trivial for crowd workers as it is
for people with domain knowledge. This is evident when we look into the agreement
between the crowd workers and compare it to the agreement between experts.
Examining Table 7.2 we notice that the agreement between the crowd workers
is much lower than the agreement between experts. We have also investigated the
most common reasons why the crowd workers assign the wrong labels, or where they
disagree the most. We conclude that crowd workers, not possessing enough domain
knowledge, oversimplify the task, and only compare the titles of the publications.
They completely ignore the other fields, and they superficially compare the titles.
Domain knowledge such as recognizing the abbreviations of conference titles, or the
patience the experts have proven to exhibit are crucial in assigning the correct labels.
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7.5.4 Data Distribution
If we examine the label distribution in the ground truth we can notice a high unbalance
towards pairs that are not duplicates. Thus just by assigning the non-duplicate
label, we could achieve an accuracy of about 70%. If we consider majority voting as
the label aggregation strategy, the crowd data is also unbalanced consisting of 61%
non-duplicate pairs and 39% duplicate pairs. In this particular scenario, detecting
duplicates in a publication database, this is not unusual, reflecting the real situation
where the number of duplicates depends on the number of sources and their quality.
The field distribution presented in Section 7.2 could also offer some insight into
the importance of the attributes. The fields that appear in both publications of most
pairs are: Title, By, In and Type. The other fields are either both empty or one of
them is empty. As expected, those fields that are mostly empty for both publications
of a pair are identified as the least important in the attribute selection experiments
and also have the lowest weight for the learned Duplicate Scorer. These fields are not
mentioned at all in the rules for the trained Decision Trees. The Title is identified by
all the methods as being the most discriminative field, but that is only because the
Abstract is not present in all the pairs.
7.5.5 Crowdsourcing Deduplication
When using crowdsourcing platforms, the most important part is a very solid task
description. Workers do not have the same background and can have very different
understandings if they do not understand the task description perfectly. Only after
having several versions and iterations of the task description, discussed with persons
from different backgrounds we could gather better results.
Using qualification tests is only useful for some type of tasks. For us, for a rela-
tively simple task, it drove most workers away. We imagine it makes more sense for
tasks where workers have to exhibit specific skills – then the qualification test should
be different than the actual HIT and test only these skills.
By comparing cases where all workers disagreed with our own judgment (this
happened in 4% of the cases) we found out that most problems arise from workers
being too quick and not paying enough attention to the task. Workers seem to take
a quick look only at the beginning of metadata fields and not pay attention to the
entire content. Such examples had even titles like: “Proceedings of the 2003 ACM
SIGPLAN Symposium on Principles and Practice of Parallel Programming (PPoPP
’03): San Diego, California, USA, June 11 - 13, 2003” and “Proceedings of the
2003 ACM SIGPLAN Workshop on Partial Evaluation and Semantics-Based Program
Manipulation (PEPM ’03): San Diego, California, USA, June 7th, 2003” where
all workers classified the publications as duplicates. In some other cases we could
decide better only because our background and experience, e.g. two almost identical
publications, one being a technical report and another one the phd thesis.
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7.6 Conclusions
In this chapter we investigated a methodology for employing crowdsourcing in active
learning, and identified some of the challenges that arise. We underline the importance
of choosing an appropriate automatic method that learns from the crowd as this choice
directly influences the selection of candidate instances.
In our investigations regarding the allocation of resources we have discovered evi-
dence that there exists a certain threshold over which spending more money either in
terms of the number of workers or the number of tasks per active learning round does
not give a proportional increase in quality. The quality seems to rise as we allocate
more resources, but after a certain point in seems to plateau. This is task-related
and we do not claim that the limits we discovered in our experiments are universal.
Carrying out such experiments when employing methods like this in order to deter-
mine the right level of resource allocation, therefore helping in keeping within the
budget constraint are recommended. The selection strategy plays an important role
in how fast the automatic method learns from the crowd. In our experiments we have
noticed that a representative strategy is superior to the uncertain strategy.
By learning to approximate human decisions, we increase the duplicate detection
accuracy up to 14%. In comparison, human assessors perform only 4% better than
our automatic system. We show how to include such a duplicate detection module in a
fully functional online publication search system where the focus is both on precision
and on throughput.
The proposed framework for performing active learning with crowdsourcing is
complex and has many components that rely on each other to function well. We have
experimentally tested some of the components and their interplay in a well defined
scenario, and we believe that the proposed methods can be successfully applied in
other domains for other tasks similarly.
For future work we consider experiments using other types of tasks and data, using
and comparing different label aggregation strategies. We intend to delve further into
the influence of agreement on the quality of the labels and of the trained methods.
We plan to look more closely into advanced worker quality assessments, taking into
account the temporal dimension, and trying to recover those workers that consistently
introduce errors. As a continuation to the task on which we experimentally apply our
methods we could enhance the duplicates identification pipeline by to learning from
the crowd how to create a unified representation of all the detected duplicates to be
displayed in a search engine, in order not to clutter the results list.
A feedback mechanism for workers could be employed such that the automatic
method can support the worker when he commits a mistake and attempt to correct
him so that the humans and machines truly work together learning from one another.
For this we would need worker authentication, in order to control the assignment
process. The controlled assignment will allow us to use only the best workers or the
workers that seem to learn and improve over time.
8
Conclusions and Outlook
This thesis investigates exploiting the wisdom of the crowds, and leveraging collective
intelligence for well defined purposes. In particular, in the first part of the thesis we
proposed to exploit the success of Wikipedia, to investigate individual contributions,
and therefore identify information that is related to events. In the second part of the
thesis we proposed methods for using crowdsourcing to improve machine learning,
by tackling the issues that arise from the quality and unknown provenance of crowd-
workers, and proposing a framework for active learning from the crowd.
8.1 Summary of Contributions
In the first part of thesis we investigated how collaborative intelligence, expressed as
the reaction of Wikipedia contributors, can be exploited in order to identify events.
In Chapter 2 we motivated our intuition for supporting the task of event detection
on the exploitation of crowd intelligence as manifested in Wikipedia, and provided
a review of the related literature. In Chapter 3 we analyzed how the community of
contributors behind Wikipedia mobilizes itself and acts as an intelligent crowd when
events happen that lead to the update of the articles of the involved entities. Based
on these observations, we proposed methods for identifying the updates that were
caused as an effect of the event, and furthermore for summarizing them. The proposed
approach offers a comprehensive view over the event, discovering all the information
that at the time was considered to be important by the crowd, but later on might
have been removed or overly summarized, for the sake of brevity or to maintain the
encyclopedic standards of Wikipedia. Moreover, we presented an online application
that reports information about events where an entity was involved based on the
proposed methods. In Chapter 4, we regard events as the interaction of entities with
each other as either a cause or a consequence of a happening, and we present methods
that leverage crowd wisdom can to detect events following this definition. Following
the intuition that entities involved in the same event should be updated with similar
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content, or even more specific, mentions of the other entities participating in one
event we examined the concurrent updates that affect entities. Finally, we outlined
the complementarity of our automatic approach of detecting events with a dedicated
crowd contributed and curated Wikipedia portal about current events.
In the second part of the thesis we investigated a more direct way of exploiting
the wisdom of the crowds, namely crowdsourcing. In Chapter 5 we introduced and
motivated our approach for using crowdsourcing to improve machine learning, par-
ticularly for generating a high quality ground truth to be used in supervised machine
learning algorithms, or by integrating crowdsourcing in an active learning framework
where humans and machines collaborate, and provided a review of the related lit-
erature. In Chapter 6 we presented methods for the aggregation of multiple crowd
provided labels to be used in machine learning, while tackling their noisy nature. The
proposed methods simultaneously evaluate worker expertise and reliability, and find
the underlying ground truth labels for a set of items. We evaluate our methods on
various datasets proving their efficiency. In Chapter 7 we presented a framework for
employing crowdsourcing for active learning, as an efficient way to gather of labeled
instances. We investigated and tackled the challenges arisen by employing such a sys-
tem such as the crowd label quality issue and the diverse resource allocation schemes
and selection strategies. Furthermore, we integrated our proposed methods in a live
publication search system.
8.2 Open Directions
In this thesis we presented ways of exploiting collective intelligence in order to tap into
the wisdom of the crowds for improving event detection and machine learning. The
methods proposed and the investigations conducted pave the way for future research
directions.
Future extensions for exploiting the collaboration patterns in Wikipedia for event
detection include studying opinions and controversies that occur in the context of
event-related updates in Wikipedia. Uncovering this kind of information can be use-
ful for providing users such as journalists and historians with more comprehensive
overviews covering different schools of thought and points of view. More advanced
linguistic and stylistic features of updates might be leveraged to improve classifica-
tion and clustering. Moreover, updates and discussions can lead to further insights on
social relationships between users, and provide clues about the provenance of event-
related information contributed by different users. We can investigate who is running
the discussions and what are the relationships between users working on the same
articles, how to automatically extract a social network, or take into account the rep-
utation of users. Another direction would be to evaluate the impact of the event.
This can studied by examining the number of edits, views, links or citations, or of
contributors. Impact can also be assessed by considering entries written in different
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languages. This can shed more light on whether events are only of local importance
or they have an international impact, and if different views or opinions may be no-
ticed in different countries. Besides the general impact of the event, we can study
the roles played by the participating entities, and their degree of involvement and im-
portance and to which extent they were affected by the happening. The events that
encompass the dynamic relationships discovered with our methods should be further
summarized with a textual description to the event, to give a comprehensive view on
the dynamics of the event and the involved entities. Another future extension can be
the development of a probabilistic model for temporal retrieval and ranking, taking
into account the temporal dimension, entity to event mappings, user involvement, as
well as the dynamic multi-relational graphs from social networks.
Future directions for leveraging crowdsourcing towards improving machine learn-
ing can be envisioned both for the aggregation of crowd labels as well as for the
extension of the active learning from crowds framework. The methods for aggrega-
tion of crowd labels can be extended by introducing different levels of supervision into
the algorithms, or by simulating the behaviour of good users, based on the features of
the tasks where they performed well. Therefore, even if workers that were considered
to perform well do not participate in a task, we can replace them with an classifier
that learned from the worker behavior how to perform the task in a similar way. In
order to increase the quality of the crowd labels, we could aggregate only the labels
from workers with experitse exceeding a threshold. Conversely, when evaluating the
worker expertise we could only consider those instances for which the aggregated soft
label exceeds a certain threshold. By updating the worker confidences online, an
automatic mechanism that refuses labels from workers that were identified as being
unreliable might benefit the requester of crowdsourced work, by keeping the costs
low, and gathering just higher quality labels. As for active learning from the crowd,
further experiments can be conducted by using other types of tasks and data, employ-
ing and comparing different label aggregation strategies. We intend to delve further
into the influence of agreement on the quality of the labels and of the trained meth-
ods, and into advanced worker quality assessments, taking into account the temporal
dimension, and trying to recover those workers that consistently introduce errors.
The fatigue factor can also be considered, and when we notice that workers begin to
underperform, we can suggest them to take a break for recovery. A truly symbiotic
coupling of machine and human learning could be further facilitated by a feedback
mechanism where the automatic method can support the worker when he commits
a mistake and suggests a correction. Moreover, using worker profiles and controlled
assignments would allow us to use only workers that perform well or those that seem
to learn and improve over time. Furthermore, machine learning algorithms that take
label uncertainty into acount could take advantage of the aggregated soft crowd label.
Instance selection stragegies for label acquisition could be developed that take into
account correlation between instances, agreement of the crowd on similar instances,
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