Our data has been made available at: <https://doi.org/10.6084/m9.figshare.6934058.v2>.

Introduction {#sec001}
============

Overconfidence has been described as "one of the most consistent, powerful and widespread (psychological biases)" \[[@pone.0202288.ref001]\], with "no problem... more prevalent and more potentially catastrophic" \[[@pone.0202288.ref002]\]. Overconfident CEOs make poorer investment and merger decisions \[[@pone.0202288.ref003], [@pone.0202288.ref004]\], overconfident traders increase trade volume and lead markets to underreact to relevant information and overreact to anecdotal information \[[@pone.0202288.ref005]\], overconfident leaders are more likely to go to war even when the odds are stacked against them \[[@pone.0202288.ref006]\], and overconfident people are more likely to start a business, even though most businesses fail \[[@pone.0202288.ref007]\]. On the other hand, overconfident people take on more ambitious projects, persist in the face of adversity \[[@pone.0202288.ref008]\], and have better mental and physical health \[[@pone.0202288.ref009], [@pone.0202288.ref010]\]. Regardless of whether overconfidence has a net benefit or cost, the common assumption underlying all these claims is that although there exist individual differences and perhaps differences by domain, overconfidence, at least on average, is universal.

Illustrating this assumption, Johnson and Fowler \[[@pone.0202288.ref001]\] published a model of the evolution of overconfidence. Despite the fact that two equilibria emerged under most conditions in the model---for either underconfidence or overconfidence, depending on the ratio of benefits to costs---Johnson and Fowler speculated that humans may have faced a sufficiently high benefit to cost ratio over the course of human history, such that overconfidence has become a genetic predisposition.

Researchers in the psychological and the economic sciences have been studying overconfidence somewhat independently, often not citing work in the others' discipline. In psychology, research on the cognitive biases underlying overconfidence goes back to at least the early 1960s \[[@pone.0202288.ref011]\], continuing through the work of researchers such as Frank Yates and George Wright \[[@pone.0202288.ref012]--[@pone.0202288.ref015]\]. A separate but overlapping body of psychological research focused on the motivational aspects of overconfidence. This motivational bias, referred to as *self-enhancement*--the bias toward viewing the self positively--has its roots in early research on the self and self-esteem \[[@pone.0202288.ref010], [@pone.0202288.ref016], [@pone.0202288.ref017]\]. More recently, economists have been drawing on and extending the early psychological work on the cognitive biases underlying overconfidence, but have largely ignored this parallel research on self-enhancement and motivational biases underlying overconfidence.

Rather than universal, the broad body of research on this topic suggests that overconfidence is highly variable, varying by age \[[@pone.0202288.ref018]\], sex \[[@pone.0202288.ref018]--[@pone.0202288.ref023]\], population \[[@pone.0202288.ref012]--[@pone.0202288.ref015], [@pone.0202288.ref017], [@pone.0202288.ref024]--[@pone.0202288.ref026]\], domain content \[[@pone.0202288.ref020], [@pone.0202288.ref023], [@pone.0202288.ref027], [@pone.0202288.ref028]\], and domain context \[[@pone.0202288.ref021], [@pone.0202288.ref029]\], sometimes disappearing altogether or being replaced by underconfidence \[[@pone.0202288.ref024], [@pone.0202288.ref030], [@pone.0202288.ref031]\] and with interactions across several of these predictors.

For population differences, much research has suggested that East Asian populations are far less overconfident than Westerners, and sometimes even demonstrate striking underconfidence or self-criticism as opposed to self-enhancement \[[@pone.0202288.ref032], [@pone.0202288.ref033]\]. Moreover, these population differences have also been identified using measures that have employed hidden behavioral measures, or measure the overly positive assessments indirectly, indicating that the population difference is not merely the product of self-presentation motives \[[@pone.0202288.ref033], [@pone.0202288.ref034]\]. In sum, the universality of overconfidence is difficult to assess, given that its magnitude appears so differently across studies.

Part of the difficulty in interpreting these results is that although researchers regularly use the term "overconfidence", they often mean very different things. Moore and Healy \[[@pone.0202288.ref035]\] provide a useful set of definitions for different overconfidence concepts:

1.  *Overestimation* is the belief that you are better than you really are compared to an objective standard (e.g., believing you can consistently perform a flawless parallel park, when in reality you get it right 3 times out of 10).

2.  *Overplacement* is the belief that you are better than more people than you really are (e.g., believing you are in the 90^th^ percentile of drivers, when in reality you are in the 10^th^ percentile).

3.  Finally, *overprecision* is having more confidence in your beliefs than is justified (e.g., being 90% certain that you're a better driver than average when you don't have enough data to ascribe that level of certainty).

Each of these forms of overconfidence may be driven by both motivational factors (such as wanting to view yourself positively; e.g. \[[@pone.0202288.ref010], [@pone.0202288.ref036]\]) and cognitive factors (such as the availability bias or an inability to represent distributions; e.g. \[[@pone.0202288.ref037], [@pone.0202288.ref038]\]). The term *self-enhancement*, which generally refers to the motivation to view oneself positively rather than negatively, particularly compared to other people \[[@pone.0202288.ref017]\], may underlie overestimation and overplacement. The relationship between overprecision and self-enhancement is less clear. The self-enhancement literature has largely focused on how positively people compare themselves to others and not on the confidence that they have in the precision of their evaluations. In principle, viewing oneself as better than most other people *and* being confident in this belief may increase self-enhancement, but overplacement and overprecision are mutually separable concepts. That is, you may view yourself as better than other people and be confident in this belief, but equally you may view yourself as much worse than other people and be confident in this belief. In both cases, overprecision is high, but the latter case is unlikely to increase self-enhancement.

Although different definitions, and sometimes equivocation, may help explain some of the diverse results found in the literature, a related and equally challenging issue is that the same concepts may be operationalized in very different ways. Measuring overconfidence can be difficult and many researchers choose to use aggregate comparisons to judge overconfidence. For example, in the classic *Better than Average effect*, researchers claim high overconfidence when "93% of drivers claim to be above average". But of course, many of those who claim to be better than average may actually be better than average (this may even be true of most of the population given a skewed distribution, see \[[@pone.0202288.ref039]\]), and conversely these results may hide some underconfidence, where those who are truly better than average claim less confidence than those who are worse than average \[[@pone.0202288.ref040]\]. Further, people don't really seem to be able to conjure up what "average" means in the first place \[[@pone.0202288.ref037]\].

Despite these difficulties, the broader literature presents the intriguing possibility that overconfidence may vary across populations, perhaps due to the differential costs and benefits created by the specific physical and social environments \[[@pone.0202288.ref001]\]. Many factors can create psychological differences between populations \[[@pone.0202288.ref041]--[@pone.0202288.ref043]\] and these factors may moderate many of the predictors of overconfidence. For example, in competition, a fomenter of overconfidence, sex differences in choosing to compete were opposite between patrilineal and matrilineal social structures (women in matrilineal societies were more competitive than men, see \[[@pone.0202288.ref044]\]). If populations do systematically vary in overconfidence, this may help explain differences in innovation rates \[[@pone.0202288.ref045], [@pone.0202288.ref046]\]. From a different angle, even when overconfidence is costly for the individual, whose business is likely to fail, it may be beneficial for the society, since the businesses that do succeed give the society a competitive advantage against other societies, allowing overconfidence (or underconfidence) to evolve via cultural evolution driven by intergroup competition.

In the present set of studies, we developed a special case of the *Subjective Probability Interval Estimates* (SPIES) method \[[@pone.0202288.ref047], [@pone.0202288.ref048]\] and used it to test several theoretical and empirical claims and bring some order to the literature using specific and precise operationalizations of overconfidence. The SPIES method involves presenting participants with the range of possible outcomes separated into intervals. Participants then assign a probability estimate to each interval where estimates sum to 100%. The method allows the researcher to capture overprecision using some measure of the spread, such as a confidence interval. In the present study, we develop a special case of SPIES to capture both estimated placement and estimated precision with a concrete method of creating the probability distribution that can be used to incentivize for accuracy. This *Elicitation of Genuine Overconfidence* (EGO) method involves giving participants tokens or currency (e.g. ten \$1 coins) which they can distribute in placement deciles (e.g. 0-9^th^ percentiles, 10-19^th^ percentile, 20-29^th^ percentiles, and so on.) By allowing participants to keep the currency in the correct decile, we incentivize them to give a genuine estimate of both their estimate placement and their precision in that placement without having to think about percentages or distributions. Overprecision is captured using a measure of spread, as in SPIES (e.g. standard deviation) and overplacement is captured by a measure of central tendency (e.g. mean) greater than actual placement based on performance. We ran large, cross-cultural studies in Japan, Hong Kong, and Canada, using the EGO method and also measured several variables which have been previously found to predict overconfidence. The EGO method allowed us to compare people's self-assessments to their actual performance under conditions where they were or were not incentivized for accuracy---by using tokens or currency. The EGO method was used in both concrete (math test using questions from the Graduate Record Examinations; GRE) and ambiguous (empathy using the "Revised Reading the Mind in the Eyes" test which involved identifying the emotions expressed in images of only eyes from Western and East Asian individuals) tasks, and we measured judgments both before and after participants completed the tasks. We will distinguish *Overplacement* as traditionally measured---predicted placement above the population mean, from *True Overplacement*---predicted placement above actual placement. We will operationalize overprecision as the standard deviation in the token/coin distribution. It is worth noting that we have no way of measuring what accurate precision would be without going through the procedure multiple times--e.g. would a 90% confidence interval capture the performance mean 90% of the time? However, we will refer to a smaller standard deviation as greater overprecision. These concepts and their corresponding operationalizations are summarized in [Table 1](#pone.0202288.t001){ref-type="table"}.

10.1371/journal.pone.0202288.t001

###### Key overconfidence definitions for concepts and their corresponding operationalizations.
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  --------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Concept                                                                           Operationalization
  --------------------------------------------------------------------------------- ----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Overplacement: Belief that you are better than more people than you really are.   True Overplacement: Predicted placement minus actual placement. This is both an intuitive and correct operationalization of overplacement, but is rarely measured because it requires measuring actual performance.\
                                                                                    Overplacement: Predicted placement minus 50%. This is the common operationalization of overconfidence, but hides individual differences in ability and performance, which may vary independently.

  Overprecision: More confidence in your beliefs than is justified by evidence.     The standard deviation of placement estimates, with smaller values indicating more overprecision.
  --------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

The EGO method allowed us to test for population-level variation in these concepts, as well as study the effects of: (1) financial incentives (money vs. tokens), (2) type of task (math vs. empathy) and (3) updating based on perceived performance (before vs. after tasks) across all our populations. Our approach is also motivated by the Johnson-Fowler model. An individual's decision to compete with others (e.g., by starting a business) is motivated by both their belief in placement and precision about this belief. For example, someone with high overplacement and high precision is more likely to start a business (an entrepreneur) than someone high in overplacement, but low in precision (a "wantrepreneur"), who may not risk as much. On the other hand, someone low in overplacement and high in precision would almost certainly not start a business (salaried worker), but someone low in both overplacement and precision may seek out more information to reduce their uncertainty before making the decision, or may not risk as much.

Our operationalizations are arguably closer to their underlying concepts than previous work. However, we have included the more commonly used operationalizations so as to compare our findings to this previous research. To the degree that our operationalizations concord with the operationalizations used in earlier work, we can use previous findings to guide our expectations. These hypotheses based on previous work are as follows:

1.  Earlier work suggests that European Canadians/Americans would show higher overplacement compared to our Japanese sample and Hong Kong Chinese sample \[[@pone.0202288.ref024]\], but lower overprecision than the Hong Hong Chinese sample \[[@pone.0202288.ref013]\], which we expected to replicate here. Although there may be differences between Hong Kong Chinese, Taiwanese (as in Yates et al. 1998), and mainland Chinese samples, or indeed within China (e.g. \[[@pone.0202288.ref049]\]), Heine and Hamamura's \[[@pone.0202288.ref024]\] meta-analysis reveals that these results have been found in Hong Kong Chinese samples, as used in our study.

2.  We expected that participants would show less overplacement after taking the test \[[@pone.0202288.ref021]\] with the increase in knowledge of their performance.

3.  We expected that participants would show more overplacement for the more uncertain and ambiguous task (empathy) compared to the more concrete task (math) \[[@pone.0202288.ref050]\].

4.  We expected that incentives would increase the motivation for accuracy at the expense of motivations to feel positive about the self, motivations for self-presentation, or motivations for self-improvement. The few incentivized past results have suggested that Chinese were unaffected by incentives and Americans became more overconfident \[[@pone.0202288.ref014]\] or were unaffected \[[@pone.0202288.ref051]\] and that Japanese men and both Japanese and American women became overconfident, but American men were unaffected \[[@pone.0202288.ref029]\]. However, these were single studies with very different operationalizations, and in the case of Yamagishi et al. \[[@pone.0202288.ref029]\], population-level aggregates were used in one study, and in the other study the incentivized measurements were taken 8 months later, making it difficult to disentangle temporal changes from the effect of incentives and compare it to the present study. Past research with behavioral and indirect measures of overplacement largely replicates the population differences found in explicit self-report measures (for a review, see \[[@pone.0202288.ref034]\]).

5.  Finally, based on past work, we expected that males \[[@pone.0202288.ref018]--[@pone.0202288.ref023]\] would show more overplacement, as would older people \[[@pone.0202288.ref018]\].

6.  We had fewer expectations about overprecision, since it is less commonly measured, although recent work suggests it increases with age, consistent with increased self-knowledge over the lifespan \[[@pone.0202288.ref052], [@pone.0202288.ref053]\].

Our findings reveal that, rather than universal, levels of overplacement and overprecision vary considerably by task, population, feedback from taking the test, incentives, age, and sex, with interactions between these variables. In some cases, results differ depending on whether Overplacement or True Overplacement is measured, highlighting the importance of not using aggregate-level measures.

Method {#sec002}
======

Ethical approval was granted specifically for this study by the University of British Columbia Behavioural Research Ethics Board under the title "Overconfidence Study" (ID: H12-02259). Informed consent was ensured by participants reading and signing a written consent form prior to beginning the study. A copy of this consent form has been included in [S1 File](#pone.0202288.s001){ref-type="supplementary-material"}.

Undergraduate students at the University of Hokkaido, Japan; the Chinese University of Hong Kong; and the University of British Columbia in Canada predicted their performance relative to other participants at their university. We compared these predictions to their actual performance (as well as to the 50th percentile, to compare with past research). Participants took two tests: a math test, which past research indicates higher self-knowledge and where performance should be less ambiguous due to familiarity and feedback through the educational system \[[@pone.0202288.ref054]\], and an empathy test, for which they should have less self-knowledge and where performance should be more ambiguous. Participants made predictions for their relative performance before and after taking the tests. In addition, participants were also randomly assigned to either be incentivized (using coins) or not incentivized (using tokens) for the accuracy of placement estimates. Participants estimated their relative placement using the Elicitation of Genuine Overconfidence (EGO) procedure. The EGO procedure involved distributing 10 coins or 10 tokens over 10 deciles; a more implicit method of eliciting placement than simply asking for a percentile judgment, which is less concrete and intuitive. In the incentivized condition, participants kept coins that were in the true performance decile. These methods allowed us to measure Overplacement (based on the coin/token central tendency or point estimates compared to the average performance), True Overplacement (based on the coin/token central tendency or point estimates compared to actual performance) and overprecision (based on the coin/token spread).

The EGO procedure can be performed with pen and paper, but we have made EGO software available on MM's website: <http://muth.io/ego-soft>. The experimental protocol is available in [S1 File](#pone.0202288.s001){ref-type="supplementary-material"}. If you require assistance using or modifying the software, please contact MM.

Procedure {#sec003}
---------

All instructions were provided using a standardized script to ensure that all participants received the same information in the same way (the script is available in [S1 File](#pone.0202288.s001){ref-type="supplementary-material"}). We translated the Chinese and Japanese scripts from the English scripts using a back-translation method \[[@pone.0202288.ref055]\].

For each population, we began by collecting 20 pilot participants in the unincentivized (token) condition. These participants were not used in our analyses, but were used as a baseline to calculate payments for subsequent real participants. We split our Canadian sample into those of European and East Asian origin, however, these participants were told that they were competing against other participants in the experiment, which included Canadians of both ethnic backgrounds. Accordingly, we calculated performance relative to all Canadians rather than within their ethnic group, although results did not differ when performance was measured relative to co-ethnics. Our Canadian sample was prescreened for these two ethnic backgrounds to exclude other ethnicities.

All non-pilot participants were randomly assigned to either the incentivized (money) or unincentivized (token) condition. The order in which the two tests were administered (math first vs. empathy first) was also randomized, as were the questions within these computerized tests.

Participants in all conditions were informed that they would get an entry into a lottery for every answer they got correct in both tests. The winner of the lottery was paid CAD100/HKD1000/JPY10,000. Participants in the money condition were further incentivized for accuracy in their relative performance on the tests. Participants in each country were given 10 coins of roughly comparable value (i.e. 10 CAD1/HKD10/JPY100 coins). To win this money, participants could place their 10 coins in any way they wanted across the 10 deciles (see [Fig 1](#pone.0202288.g001){ref-type="fig"}). They performed this task with 10 coins both before and after each test and were told that they would be paid the money in the decile that matched their relative performance for only 1 of these 4 occasions (before vs after for math vs empathy). By randomly paying for only 1 of these 4 occasions, participants were incentivized to maximize payoffs on all occasions, without "wealth effects", where participants behaved differently later in the experiment based on their estimates of how much they had already won, reducing incentives. At the end of the study, participants drew a number from a box, which corresponded to 1 of these 4 times a placement estimate was made. So in the case of the example in [Fig 1](#pone.0202288.g001){ref-type="fig"}, this participant would win \$4 if their performance was actually in the 60--69 decile, \$2 if it was in either the 50--59 or 70--79 deciles, \$1 if it was in either the 40--49 or 80--89 deciles, and zero if their performance was less than the 40--49 decile or in the 90--99 decile. This incentive for accuracy in placement was in addition to the incentive for performing well on the tests. For the purposes of paying participants, relative performance was calculated using the data from all prior participants, including the pilot group. For the purposes of analysis, relative performance was calculated on the complete sample of non-pilot data after exclusions. Participants were thus incentivized to perform as well as possible in the two tests in both the money and token conditions, and were incentivized to give an accurate estimate of their relative performance in the money condition. In the token condition, coins were replaced with 10 tokens and no mention was made about winning money in this way. The EGO method allowed us to measure both (1) how participants believed they compared to their peers (an index of overplacement) and (2) how confident they were in this belief (an index of overprecision), by looking at the mean and standard deviation of the decile distribution, respectively.

![Screenshot from the EGO method money condition in Canada before the math test.\
Participants could choose how to distribute their coins across the 10 deciles. This particular participant indicates a belief that their performance will be around the 65^th^ percentile, with a tapering range that extends to just below average (40--49) to one of much above average (80--89), with a mean of 60--69.](pone.0202288.g001){#pone.0202288.g001}

Since the decile measure was novel, participants were trained using a cardboard decile grid and 10 real coins or tokens. After training participants were asked questions, which they had to get correct to continue. These included: (1) who are you competing with? (2) What is a decile? And (3) How can you win money? If the participant got any of these questions wrong, the relevant part of the script was re-read and the questions were asked again. The full script is available in [S1 File](#pone.0202288.s001){ref-type="supplementary-material"}.

When participants began the experiment, the instructions were re-iterated and then a further training test was administered to check that participants knew how much they could win in the money condition in different situations. In both the explanation by the experimenter and this additional training, examples were balanced (i.e., both an example of a high mean and an example of a low mean; both an example of low uncertainty and an example of high uncertainty), to ensure that the instructions did not influence participant behavior in any particular direction. Participants then indicated their placement using the EGO method before taking the first test.

The math test consisted of 30 multiple choice word problems taken from the quantitative section of practice Graduate Record Examinations (GREs), presented in a random order. Participants were given 20 minutes to complete this task. The empathy test consisted of the 72 questions comprised of the 36 question "Revised Reading the Mind in the Eyes" test \[[@pone.0202288.ref056]\], which had European eyes, and the 36 question Asian (Japanese) eyes version of this test \[[@pone.0202288.ref057]\]. Questions were presented in random order. Thus, all participants judged the eyes of both their own-race and the other race (at least at the coarse level of European vs. Asian eyes). The empathy test was untimed.

After the first test and corresponding placement estimates, participants were given several measures. They were given two measures that have reliably distinguished East Asian and Western samples in past research in terms of their self-enhancement: the Rosenberg Self-Esteem scale \[[@pone.0202288.ref058]\], which assesses overall positivity of the self-concept, and the False Uniqueness Task \[[@pone.0202288.ref059]\], which assesses how people evaluate their placement compared to their same-sex peers from their university, in terms of 10 abstract traits. These two tasks will allow us to compare how the present samples compare with those used in previous studies. Participants also completed the Big 5 Personality Inventory \[[@pone.0202288.ref060], [@pone.0202288.ref061]\] and the Prestige and Dominance scale \[[@pone.0202288.ref062]\]. Participants then took the second test with corresponding placement measurements, after which they completed further measures: the Self-Construal scale \[[@pone.0202288.ref063]\], and several demographic questions. In the Canadian sample, made up of two subsamples, the demographic questions included measures of length of time in Canada and acculturation (Identity Fusion Scale \[[@pone.0202288.ref064]\]; Vancouver Index of Acculturation \[[@pone.0202288.ref065]\]).

Participants were then debriefed and those in the money condition were paid. The winners of the CAD100, HKD1000, and JPY10,000 were paid after data collection was completed.

Participants {#sec004}
------------

The sample consists of undergraduate students at the University of Hokkaido, the Chinese University of Hong Kong, and the University of British Columbia. The Canadian sample was further divided into those who were of European or East Asian ancestry. All data herein refers to non-pilot data (i.e. those collected after the first 20 from each university). Participants were excluded for one of three reasons: (1) Technical errors, when data wasn't saved or the participant accidentally started the tests without receiving instructions; (2) Failed vigilance checks, when participants failed to correctly answer a vigilance check question such as "Please click 'Not at all'"; and (3) Exploiting the system, defined as putting all their money in the lowest decile and then performing at levels significantly below chance. Incentivizing performance on the two tests (independent of accurate performance predictions) was expected to prevent participants from exploiting the game in this way and this was true for all but 4 participants. [Table 2](#pone.0202288.t002){ref-type="table"} reports the total data collected, all exclusions, and age and sex information. Canadian exclusions are reported together as technical issues prevented us from determining ethnicity in some cases.

10.1371/journal.pone.0202288.t002

###### Demographic details for all non-pilot participants.
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                                 European Canadian   East Asian Canadian   Hong Kong Chinese   Japanese
  -------------- --------------- ------------------- --------------------- ------------------- ----------
  **Total**      **Collected**   145                 128                   100                 
  **Excluded**   **Technical**   6                   5                     6                   
  **Excluded**   **Vigilance**   10                  13                    10                  
  **Excluded**   **Exploit**     0                   1                     3                   
  **Total**      **Analyzed**    66                  63                    109                 81
  **Age**        **Mean**        20.52               20.43                 20.55               19.10
                 **SD**          2.69                4.13                  1.83                0.93
  **Sex**        **Female**      34                  33                    59                  28
                 **Male**        32                  30                    50                  53

Results {#sec005}
=======

Comparability of present samples to past samples of self-enhancement measures {#sec006}
-----------------------------------------------------------------------------

First, we note how our samples compared with those used in past research on self-enhancement, to discern whether our samples are unusual on relevant variables. The Rosenberg Self-Esteem scale and the False Uniqueness Task are routinely used in the self-enhancement literature and so we included these to give us a basis to compare our samples (insofar as exposure to our measures don't change behavior). A meta-analysis of past research has found that Western and East Asian samples differ on these two measures with effect sizes of *d* = .94 and *d* = 1.2 (whereas Westerners differ from East Asian *Americans* with effect sizes of *d* = .32 and *d* = .53), for the Rosenberg and False Uniqueness Tasks, respectively \[[@pone.0202288.ref024]\]. For comparison, we regress these same measures on the dummy codes of each sample with European Canadians set as the reference group. We report the beta coefficients in [Table 3](#pone.0202288.t003){ref-type="table"} below.

10.1371/journal.pone.0202288.t003

###### Standardized differences between Western population (European Canadians in our experiment) and other populations.

![](pone.0202288.t003){#pone.0202288.t003g}

  -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  Self-enhancement Measure    East Asian--Western\   East Asian Americans--Western (Meta-analysis)   East Asian Canadians--Euro- Canadians   Hong Kong Chinese--Euro- Canadians   Japanese--Euro-Canadians
                              (Meta-analysis)                                                                                                                                     
  --------------------------- ---------------------- ----------------------------------------------- --------------------------------------- ------------------------------------ -----------------------------
  **Rosenberg Self-Esteem**   -0.94                  -.32                                            -0.19\                                  -0.56\                               -1.21\
                                                                                                     \[-0.50, 0.12\], p = .231               \[-0.83, -0.27\],\                   \[-1.51, -0.92\], p \< .001
                                                                                                                                             p \< .001                            

  **False Uniqueness Task**   -1.16                  -.53                                            0.21\                                   0.50\                                -0.64\
                                                                                                     \[-0.11, 0.52\], p = .194               \[0.23, 0.78\], p \< .001            \[-0.93, -0.34\], p \< .001
  -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------

*Note*. Based on a meta-analysis and in our sample. Self-esteem results are largely in the same direction as the meta-analysis, although East Asian Canadians are not significantly different to European Canadians. False Uniqueness results are in the opposite direction to past results for East Asian Canadians and Hong Kong Chinese, significantly so in the latter, but comparable to past results for the Japanese.

Our East Asian Canadian population are more self-enhancing than is typically measured and are mostly indistinguishable from the European Canadians. The Hong Kong Chinese are somewhere in-between typical self-esteem measures for East Asian Americans and East Asians compared to Westerners, but in the same direction, but are higher on False Uniqueness, a reversal of past results. The Japanese have self-esteem and false uniqueness results in the same direction, and of roughly the same magnitude. These results make it difficult to compare our East Asian Canadian and Hong Kong Chinese sample to previous self-enhancement results, but our Japanese sample is quite similar to past samples, increasing our confidence in the generalizability of those findings. In the next section, we correlate all of our different measures of self-enhancement, overplacement, and overprecision.

Correlation between self-enhancement, overplacement, and overprecision {#sec007}
----------------------------------------------------------------------

Here we correlate self-esteem, false uniqueness, Overplacement, True Overplacement, and Overprecision. We use the mean values for each participant to avoid inflating power. These correlations are reported in [Table 4](#pone.0202288.t004){ref-type="table"} below and are reported separately for each sample in the supplementary ([S1](#pone.0202288.s002){ref-type="supplementary-material"}--[S4](#pone.0202288.s005){ref-type="supplementary-material"} Tables).

10.1371/journal.pone.0202288.t004

###### Correlation between overplacement, overprecision, and self-enhancement measures.
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          1: Self-esteem                              2: False Uniqueness   3: Overplacement                               4: True Overplacement   5: Overprecision
  ------- ------------------------------------------- --------------------- ---------------------------------------------- ----------------------- ------------------
  **1**   1                                                                                                                                        
  **2**   0.26\*\*\*                                  1                                                                                            
  **3**   0.13[\*](#t004fn003){ref-type="table-fn"}   0.31\*\*\*            1                                                                      
  **4**   -0.01                                       0.20\*\*\*            0.33\*\*\*                                     1                       
  **5**   0.03                                        0.00                  -0.15[\*\*](#t004fn002){ref-type="table-fn"}   0.00                    1

*Note*. N = 319; p \< .001

\*\* p \< .01

\* p \< .05. Lower values of overprecision suggest greater precision.

These results reveal small correlations between false uniqueness and self-esteem, between self-esteem and Overplacement, and between false uniqueness and Overplacement and to a slightly lesser extent, false uniqueness and True Overplacement. Overplacement and True Overplacement are moderately correlated with Overplacement showing a small negative correlation with overprecision (i.e. lower values are associated with higher precision). This indicates two important things. First, our measures of overplacement and overprecision reveal only a weak relationship with standard measures used for self-enhancement. Our measures of overprecision and overplacement are theoretically distinguishable constructs and show no correlation here. Though theoretically, overprecision and overplacement may be independent, more work is required to statistically demonstrate this (see \[[@pone.0202288.ref066]\]). In the next section we discuss our main approach to analyzing these data.

Analysis of primary measures {#sec008}
----------------------------

Here we present our strategy for analyzing how our key predictors---task type (math vs. empathy), incentives (money vs. tokens), feedback (before vs. after), and population (European Canadian, East Asian Canadian, Hong Kong Chinese, and Japanese)---affect Overplacement, True Overplacement, and overprecision. We also calculated a "reward for accuracy"---which assesses how effective the combinations of True Overplacement and overprecision were in generating payoffs.

Predicted placement was defined as the mean of the distribution of coins or tokens in deciles. Overplacement, consistent with past operationalizations, is 50% subtracted from this mean placement estimate. In contrast, True Overplacement, is the actual individual relative performance placement, subtracted from this mean placement estimate. That is: $$Overplacement = Mean\left\lbrack {Decile\ Distribution} \right\rbrack - 0.5$$ $$True\ Overplacement = Mean\left\lbrack {Decile\ Distribution} \right\rbrack - Actual\ Placement$$

By these measures 0 would indicate no bias, a negative value indicates an underplacement bias, and a positive value an overplacement bias. We operationalize overprecision as the standard deviation of the decile spread. Lower values of the decile spread indicate more overprecision. That is: $$Overprecision = SD\left\lbrack {Decile\ Distribution} \right\rbrack.$$

To analyze the effect of our manipulations, we regressed Overplacement, True Overplacement and overprecision on our key predictors--task type (math vs. empathy), incentives (money vs. tokens), and feedback (before vs. after) using a multilevel regression model, looking at each population separately. We used random intercepts to control for the common variance associated with each participant providing us with 4 data points (before and after the two tasks). Note that differences between treatments for a given outcome variable are not multiple tests; they come from the coefficients of a single regression model for each outcome variable: $$Overplacement = \beta_{0} + \beta_{1} \bullet Math + \beta_{2} \bullet After + \beta_{3} \bullet Incentives + \epsilon$$ $$True\ Overplacement = \beta_{0} + \beta_{1} \bullet Math + \beta_{2} \bullet After + \beta_{3} \bullet Incentives + \epsilon$$ $$Overprecision = \beta_{0} + \beta_{1} \bullet Math + \beta_{2} \bullet After + \beta_{3} \bullet Incentives + \epsilon$$

Since our condition predictors (task, feedback, and incentives) and populations are factors, the intercepts of our regression are the confidence and uncertainty of the reference group (the predictor set to 0). For example, in our default coding, the reference group is unincentivized empathy test before feedback. In this condition, for example, *Overplacement* = *β*~0~ (all other coefficients are multiplied by 0. The regression coefficient of each predictor tells us how the predictor increases or decreases overplacement compared to this baseline condition. For example, *β*~1~ is the increase in overplacement among those in the math condition compared to the empathy condition before taking the test and without incentives. *β*~0~ + *β*~1~ is the Overplacement value for this math, before the test, unincentivized group. In this way, we can use the same three regression models and simply switch the reference group and look at the value and significance of the intercept *β*~0~ to know the Overplacement, True Overplacement, and Overprecision of that condition where 0 is accuracy in placement or maximum overprecision.

Note that this analytic strategy of changing the reference group and looking at the intercept to look for overplacement would not work if you added controls, since now the intercept would represent overplacement when these controls were also equal to 0. However, this is what we want in looking at the effect of each sex within each condition. As with other conditions, we can look at the intercept coefficient and significance when we change the reference sex. These are not running separate tests to compare conditions--each has one regression model. By using a single regression model for each outcome, we avoid inflating our Type I error.

We report these regression models in [Table 5](#pone.0202288.t005){ref-type="table"} (Overplacement), [Table 6](#pone.0202288.t006){ref-type="table"} (True Overplacement), [Table 7](#pone.0202288.t007){ref-type="table"} (overprecision), and [Table 8](#pone.0202288.t008){ref-type="table"} (Reward for Accuracy). Rather than report multiple versions of the same model with reference groups changed, we instead plot the raw means and raw confidence intervals and then discuss the results by gradually unfolding the complexity. The statistics reported are statistical tests from the regression models reports in Tables [5](#pone.0202288.t005){ref-type="table"}, [6](#pone.0202288.t006){ref-type="table"}, [7](#pone.0202288.t007){ref-type="table"} and [8](#pone.0202288.t008){ref-type="table"}.

10.1371/journal.pone.0202288.t005

###### Multilevel model regression of Overplacement on the binary variables for task type (math), updating (after) and incentives (incentive).

The intercept here is meaningful and tells us the level of True Overplacement when all other variables are 0, i.e. True Overplacement in empathy, before taking the test, without incentives for accuracy. We control for common variance from repeated measures using random intercepts for participants.

![](pone.0202288.t005){#pone.0202288.t005g}

                     European Canadians                                               East Asian Canadians                                             Hong Kong Chinese                                             Japanese              All Populations
  ------------------ ---------------------------------------------------------------- ---------------------------------------------------------------- ------------------------------------------------------------- --------------------- ----------------------------------------------------------------
  Intercept          11.14[\*\*\*](#t005fn004){ref-type="table-fn"} (6.01, 16.26)     10.33[\*\*\*](#t005fn004){ref-type="table-fn"} (4.20, 16.46)     9.00[\*\*\*](#t005fn004){ref-type="table-fn"} (5.17, 12.84)   2.24 (-2.47, 6.94)    11.14[\*\*\*](#t005fn004){ref-type="table-fn"} (5.50, 16.77)
  Math               -9.36[\*\*\*](#t005fn004){ref-type="table-fn"} (-13.31, -5.41)   -4.04[\*](#t005fn002){ref-type="table-fn"} (-7.47, -0.61)        -0.74 (-3.82, 2.33)                                           1.52 (-1.48, 4.51)    -9.36[\*\*\*](#t005fn004){ref-type="table-fn"} (-13.04, -5.67)
  After              -6.78[\*\*\*](#t005fn004){ref-type="table-fn"} (-10.73, -2.83)   -8.07[\*\*\*](#t005fn004){ref-type="table-fn"} (-11.50, -4.64)   -4.28[\*\*](#t005fn003){ref-type="table-fn"} (-7.36, -1.21)   -1.98 (-4.97, 1.02)   -6.78[\*\*\*](#t005fn004){ref-type="table-fn"} (-10.47, -3.10)
  Incentive          1.86 (-3.66, 7.38)                                               2.92 (-5.23, 11.07)                                              -1.23 (-5.81, 3.35)                                           3.71 (-1.75, 9.16)    1.86 (-4.55, 8.27)
  EA Can                                                                                                                                                                                                                                   -0.81 (-8.45, 6.84)
  HK                                                                                                                                                                                                                                       -2.13 (-9.00, 4.74)
  JP                                                                                                                                                                                                                                       -8.90[\*](#t005fn002){ref-type="table-fn"} (-16.44, -1.36)
  EA Can:Math                                                                                                                                                                                                                              5.32\* (0.04, 10.59)
  HK:Math                                                                                                                                                                                                                                  8.61[\*\*\*](#t005fn004){ref-type="table-fn"} (3.94, 13.28)
  JP:Math                                                                                                                                                                                                                                  10.87[\*\*\*](#t005fn004){ref-type="table-fn"} (5.91, 15.84)
  EA Can:After                                                                                                                                                                                                                             -1.29 (-6.56, 3.98)
  HK:After                                                                                                                                                                                                                                 2.50 (-2.17, 7.17)
  JP:After                                                                                                                                                                                                                                 4.80[+](#t005fn001){ref-type="table-fn"} (-0.16, 9.77)
  EA Can:Incent                                                                                                                                                                                                                            1.06 (-8.01, 10.14)
  HK:Incent                                                                                                                                                                                                                                -3.09 (-11.15, 4.97)
  JP Incent                                                                                                                                                                                                                                1.85 (-6.77, 10.47)
  *N*                264 (66 Clusters)                                                252 (63 Clusters)                                                436 (109 Clusters)                                            324 (81 Clusters)     1276 (319 clusters)
  *R*^*2*^ *Fixed*   .095                                                             .051                                                             .014                                                          .016                  .042
  *R*^*2*^ *Total*   .256                                                             .560                                                             .244                                                          .366                  .350

^+^ *p* \< .10

\* *p* \< .05

\*\* *p* \< .01

\*\*\* *p* \< .001

10.1371/journal.pone.0202288.t006

###### Multilevel model regression of True Overplacement on the binary variables for task type (Math), updating (After) and incentives (Incentive).

The intercept here is meaningful and tells us the level of True Overplacement when all other variables are 0, i.e. True Overplacement in empathy, before taking the test, without incentives for accuracy. We control for common variance from repeated measures using random intercepts for participants.

![](pone.0202288.t006){#pone.0202288.t006g}

                     European Canadians                                             East Asian Canadians                                           Hong Kong Chinese                                           Japanese                                                   All Populations
  ------------------ -------------------------------------------------------------- -------------------------------------------------------------- ----------------------------------------------------------- ---------------------------------------------------------- --------------------------------------------------------------
  Intercept          10.49[\*](#t006fn002){ref-type="table-fn"} (1.40, 19.59)       11.09[\*\*](#t006fn003){ref-type="table-fn"} (3.27, 18.92)     6.28[\*](#t006fn002){ref-type="table-fn"} (0.71, 11.85)     -2.52 (-10.25, 5.20)                                       10.49[\*](#t006fn002){ref-type="table-fn"} (1.98, 19.01)
  Math               -7.69[\*\*](#t006fn003){ref-type="table-fn"} (-13.46, -1.92)   -4.36[+](#t006fn001){ref-type="table-fn"} (-9.47, 0.75)        -0.56 (-4.46, 3.34)                                         1.64 (-3.31, 6.60)                                         -7.69[\*\*](#t006fn003){ref-type="table-fn"} (-12.98, -2.40)
  After              -6.78[\*](#t006fn002){ref-type="table-fn"} (-12.55, -1.01)     -8.07[\*\*](#t006fn003){ref-type="table-fn"} (-13.18, -2.96)   -4.28[\*](#t006fn002){ref-type="table-fn"} (-8.18, -0.39)   -1.98 (-6.93, 2.98)                                        -6.78[\*](#t006fn002){ref-type="table-fn"} (-12.07, -1.49)
  Incentive          3.17 (-7.28, 13.61)                                            -0.19 (-10.25, 9.87)                                           3.80 (-3.20, 10.81)                                         11.42[\*](#t006fn002){ref-type="table-fn"} (2.48, 20.37)   3.17 (-6.66, 12.99)
  EA Can                                                                                                                                                                                                                                                                  0.60 (-10.95, 12.15)
  HK                                                                                                                                                                                                                                                                      -4.21 (-14.59, 6.17)
  JP                                                                                                                                                                                                                                                                      -13.02[\*](#t006fn002){ref-type="table-fn"} (-24.42, -1.61)
  EA Can:Math                                                                                                                                                                                                                                                             3.33 (-4.24, 10.91)
  HK:Math                                                                                                                                                                                                                                                                 7.13[\*](#t006fn002){ref-type="table-fn"} (0.42, 13.84)
  JP:Math                                                                                                                                                                                                                                                                 9.33[\*](#t006fn002){ref-type="table-fn"} (2.20, 16.46)
  EA Can:After                                                                                                                                                                                                                                                            -1.29 (-8.87, 6.28)
  HK:After                                                                                                                                                                                                                                                                2.50 (-4.21, 9.20)
  JP:After                                                                                                                                                                                                                                                                4.80 (-2.33, 11.94)
  EA Can:Incent                                                                                                                                                                                                                                                           -3.35 (-17.26, 10.56)
  HK:Incent                                                                                                                                                                                                                                                               0.64 (-11.71, 12.99)
  JP Incent                                                                                                                                                                                                                                                               8.26 (-4.95, 21.47)
  *N*                264 (66 Clusters)                                              252 (63 Clusters)                                              436 (109 Clusters)                                          324 (81 Clusters)                                          1276 (319 clusters)
  *R*^*2*^ *Fixed*   .032                                                           .028                                                           .012                                                        .040                                                       .028
  *R*^*2*^ *Total*   .369                                                           .434                                                           .365                                                        .375                                                       .382

^+^ *p* \< .10

\* *p* \< .05

\*\* *p* \< .01

\*\*\* *p* \< .001

10.1371/journal.pone.0202288.t007

###### Multilevel model regression of overprecision (standardized standard deviation) on the binary variables for task type (Math), updating (After) and incentives (Incentive).

We control for common variance from repeated measures using random intercepts for participants.

![](pone.0202288.t007){#pone.0202288.t007g}

                     European Canadians    East Asian Canadians                                        Hong Kong Chinese                                               Japanese                                                        All Populations
  ------------------ --------------------- ----------------------------------------------------------- --------------------------------------------------------------- --------------------------------------------------------------- -------------------------------------------------------------
  Intercept          -0.22 (-0.50, 0.07)   -0.33[\*](#t007fn002){ref-type="table-fn"} (-0.64, -0.03)   0.28[\*](#t007fn002){ref-type="table-fn"} (0.05, 0.52)          -0.06 (-0.34, 0.21)                                             -0.22 (-0.54, 0.11)
  Math               -0.05 (-0.20, 0.10)   -0.17[\*](#t007fn002){ref-type="table-fn"} (-0.30, -0.04)   -0.35[\*\*\*](#t007fn004){ref-type="table-fn"} (-0.46, -0.24)   -0.24[\*\*\*](#t007fn004){ref-type="table-fn"} (-0.38, -0.10)   -0.05 (-0.19, 0.09)
  After              -0.02 (-0.17, 0.13)   -0.04 (-0.17, 0.09)                                         -0.12[\*](#t007fn002){ref-type="table-fn"} (-0.23, -0.01)       -0.04 (-0.18, 0.10)                                             -0.02 (-0.16, 0.13)
  Incentive          0.12 (-0.22, 0.46)    0.22 (-0.20, 0.65)                                          0.54[\*\*\*](#t007fn004){ref-type="table-fn"} (0.22, 0.86)      0.33[+](#t007fn001){ref-type="table-fn"} (-0.004, 0.66)         0.12 (-0.27, 0.51)
  EA Can                                                                                                                                                                                                                               -0.12 (-0.55, 0.32)
  HK                                                                                                                                                                                                                                   0.50[\*](#t007fn002){ref-type="table-fn"} (0.11, 0.89)
  JP                                                                                                                                                                                                                                   0.16 (-0.28, 0.59)
  EA Can:Math                                                                                                                                                                                                                          -0.12 (-0.33, 0.09)
  HK:Math                                                                                                                                                                                                                              -0.30[\*\*](#t007fn003){ref-type="table-fn"} (-0.48, -0.12)
  JP:Math                                                                                                                                                                                                                              -0.19+ (-0.38, 0.01)
  EA Can:After                                                                                                                                                                                                                         -0.02 (-0.23, 0.19)
  HK:After                                                                                                                                                                                                                             -0.10 (-0.29, 0.08)
  JP:After                                                                                                                                                                                                                             -0.02 (-0.22, 0.17)
  EA Can:Incent                                                                                                                                                                                                                        0.10 (-0.46, 0.66)
  HK:Incent                                                                                                                                                                                                                            0.42+ (-0.08, 0.91)
  JP Incent                                                                                                                                                                                                                            0.21 (-0.32, 0.74)
  *N*                264 (66 Clusters)     252 (63 Clusters)                                           436 (109 Clusters)                                              324 (81 Clusters)                                               1276 (319 clusters)
  *R*^*2*^ *Fixed*   .001                  .021                                                        .099                                                            .044                                                            .111
  *R*^*2*^ *Total*   .487                  .706                                                        .696                                                            .540                                                            .647

^+^ *p* \< .10

\* *p* \< .05

\*\* *p* \< .01

\*\*\* *p* \< .001

10.1371/journal.pone.0202288.t008

###### Multilevel model regression of Reward for Accuracy on the binary variables for task type (Math), updating (After) and incentives (Incentive).

We control for common variance from repeated measures using random intercepts for participants.

![](pone.0202288.t008){#pone.0202288.t008g}

                     European Canadians                                           East Asian Canadians                                         Hong Kong Chinese                                            Japanese                                                     All Populations
  ------------------ ------------------------------------------------------------ ------------------------------------------------------------ ------------------------------------------------------------ ------------------------------------------------------------ ---------------------------------------------------------------
  Intercept          0.67[\*](#t008fn002){ref-type="table-fn"} (0.09, 1.25)       1.04[\*\*\*](#t008fn004){ref-type="table-fn"} (0.44, 1.64)   1.10[\*\*\*](#t008fn004){ref-type="table-fn"} (0.73, 1.46)   0.89[\*\*\*](#t008fn004){ref-type="table-fn"} (0.44, 1.33)   0.67[\*](#t008fn002){ref-type="table-fn"} (0.12, 1.22)
  Math               1.32[\*\*\*](#t008fn004){ref-type="table-fn"} (0.86, 1.78)   0.94[\*\*\*](#t008fn004){ref-type="table-fn"} (0.45, 1.44)   0.38[\*](#t008fn002){ref-type="table-fn"} (0.07, 0.69)       0.50[\*\*](#t008fn003){ref-type="table-fn"} (0.15, 0.85)     1.32[\*\*\*](#t008fn004){ref-type="table-fn"} (0.89, 1.75)
  After              0.15 (-0.31, 0.61)                                           0.40 (-0.09, 0.90)                                           0.14 (-0.17, 0.45)                                           0.29 (-0.06, 0.64)                                           0.15 (-0.28, 0.58)
  Incentive          -0.19 (-0.81, 0.43)                                          -0.29 (-1.00, 0.42)                                          -0.07 (-0.49, 0.35)                                          -0.05 (-0.52, 0.42)                                          -0.19 (-0.79, 0.40)
  EA Can                                                                                                                                                                                                                                                                 0.43 (-0.25, 1.11)
  HK                                                                                                                                                                                                                                                                     0.37 (-0.39, 1.12)
  JP                                                                                                                                                                                                                                                                     0.22 (-0.52, 0.96)
  EA Can:Math                                                                                                                                                                                                                                                            -0.94[\*\*\*](#t008fn004){ref-type="table-fn"} (-1.48, -0.40)
  HK:Math                                                                                                                                                                                                                                                                -0.37 (-0.99, 0.24)
  JP:Math                                                                                                                                                                                                                                                                -0.82[\*\*](#t008fn003){ref-type="table-fn"} (-1.39, -0.24)
  EA Can:After                                                                                                                                                                                                                                                           -0.01 (-0.56, 0.53)
  HK:After                                                                                                                                                                                                                                                               0.25 (-0.36, 0.87)
  JP:After                                                                                                                                                                                                                                                               0.14 (-0.44, 0.71)
  EA Can:Incent                                                                                                                                                                                                                                                          0.12 (-0.63, 0.87)
  HK:Incent                                                                                                                                                                                                                                                              -0.10 (-0.94, 0.75)
  JP Incent                                                                                                                                                                                                                                                              0.14 (-0.66, 0.94)
  *N*                264 (66 Clusters)                                            252 (63 Clusters)                                            436 (109 Clusters)                                           324 (81 Clusters)                                            1276 (319 clusters)
  *R*^*2*^ *Fixed*   .032                                                         .028                                                         .012                                                         .040                                                         .028
  *R*^*2*^ *Total*   .369                                                         .434                                                         .365                                                         .375                                                         .382

^+^ *p* \< .10

\* *p* \< .05

\*\* *p* \< .01

\*\*\* *p* \< .001

Tables [5](#pone.0202288.t005){ref-type="table"}, [6](#pone.0202288.t006){ref-type="table"}, [7](#pone.0202288.t007){ref-type="table"} and [8](#pone.0202288.t008){ref-type="table"} use unincentivized empathy before feedback as the baseline since this most closely resembles the conditions in which overplacement or self-enhancement has been measured in the past---an ambiguous task, without incentives for accuracy, and without immediate feedback. From this starting point, we will then gradually add layers of complexity as we examine the effect of feedback, task type, and incentives in four different populations. After going through these main results, we calculate "reward for accuracy"---how the strategies found in each population affected payoffs. Finally, we discuss age and sex effects by adding these to the regression models.

This strategy of changing the reference group and focusing on the intercept allows us to look for patterns of overplacement and overprecision within each population and see if these statistically differ from the 0 point of accuracy. We can employ the same strategy to test if populations differ from each other within each condition by adding dummy coded population variables. We report this regression with all populations included in the final column of Tables [5](#pone.0202288.t005){ref-type="table"}, [6](#pone.0202288.t006){ref-type="table"}, [7](#pone.0202288.t007){ref-type="table"} and [8](#pone.0202288.t008){ref-type="table"}.

Note: Immediately after participants made their decile estimates, we asked them what percentile they thought they would score in, how certain they were that this was the percentile that they would score in, and, then for a comparable decile measure, how certain they were that they would score 5% on either side of this percentile. We used the percentile estimate (which was not incentivized) to calculate a True Percentile Overplacement by subtracting the participant's percentile based on performance. The correlation between True Overplacement and True Percentile Overplacement was large and significant (range from .94 to .97 within each sample). The correlation between overprecision and the point estimate equivalent were in the right direction, but much smaller (range from -.03 to -.25; it was a significant correlation for all groups except the East Asian Canadians). This suggests that people may find it difficult to assign a probability to their overprecision. For the East Asian Canadians it was effectively uncorrelated. Since the point estimate and decile estimate of True Overplacement were so highly correlated, and because the percentile estimate was not incentivized and is thus harder to interpret, we focus our analyses on the richer and less explicit measure of both overplacement and overprecision given by the decile measures.

Multiple regression analysis {#sec009}
----------------------------

We used a multilevel regression model to understand the effects of each of our key variables of interest, regressing Overplacement, True Overplacement, overprecision, and Reward for Accuracy on each variable for each population separately. Since we get 4 data points from every participant, we use random intercepts for participant to account for the common variance. The intercept of the regression reveals the level of True Overplacement when all other variables are 0, i.e., True Overplacement in the empathy test, before taking the test and without incentives. All other variables are compared to this base condition. To avoid difficult to interpret interactions between the samples and our key predictors, we instead report regressions for each sample separately, but also present the regression with all populations in the same model.

The regression on True Overplacement in [Table 6](#pone.0202288.t006){ref-type="table"} reveals that in this base condition (empathy, before the test, unincentized), all but the Japanese are significantly overconfident in placement, with the two Canadian samples the most overplaced. The Japanese, if anything, are accurate or slightly underplaced--their placement is statistically indistinguishable from zero (accurate). Moreover, the Japanese are significantly less overplaced than the Euro Canadians (-13.02%, *p* = .026) and East Asian Canadians (-13.62%, *p* = .015), and marginally significantly less overconfident than Hong Kong Chinese (-8.80%, *p* = .074). See Jupyter file in [S1 File](#pone.0202288.s001){ref-type="supplementary-material"} for more details on this analysis and all analyses to follow.

All groups become more accurate after taking the empathy test unincentivized and become similar in overplacement. Indeed, they all become statistically indistinguishable from zero (accurate) and similar in value (though the Japanese err on the side of underplacement).

The math test varies by population, with both Canadians becoming significantly and marginally less overplaced, respectively, and Hong Kong Chinese and Japanese staying largely the same. Incentives seem to *increase* overplacement in the Japanese, who become significantly more overplaced and reach levels of overplacement comparable to all other groups. True Overcplacement is maximized by being a Euro-Canadian under incentives before the empathy test, whereas it's minimized by being Japanese, not incentivized after the empathy test.

These results are complicated and we have yet to discuss overprecision and reward for accuracy. Instead of describing all key results with words alone, it's perhaps easier to show all results by unpacking them slowly by graphing the raw values. When discussing the key findings, we'll refer back to the regressions above to discuss the size of the results and whether they're significant.

Overplacement and true overplacement {#sec010}
------------------------------------

We begin by looking at how Overplacement and True Overplacement differ by task and incentives, before and after performing the task. We plot the raw means for each sample, for each cell of our design with 95% confidence intervals to allow for visual comparisons between means. Let's start with our baseline condition---empathy with incentives for accurate predicted placement.

### Unincentivized empathy {#sec011}

In [Fig 2](#pone.0202288.g002){ref-type="fig"} below, we plot Overplacement---predicted performance minus 50%---and True Overplacement---predicted performance minus true performance---for each sample before and after taking the empathy test with no incentives for accuracy in placement. By both measures of overplacement, we find that all samples update their predictions after taking the tests, with almost identical slopes towards less confidence. By the traditional overplacement measure ([Fig 2A](#pone.0202288.g002){ref-type="fig"}), all but the Japanese appear to be significantly overplaced. The Japanese also appear slightly overplaced, but are statistically indistinguishable from unbiased estimates (0%). After taking the test, all groups update towards less confidence, statistically indistinguishable from accurate, though the Euro Canadians (4.36%, *p* = .098) and the Hong Kong (4.72%, *p* = 0.017) participants are still significantly or marginally overplaced. However, these interpretations are misleading and reveal the danger in using population-level estimates. When we consider actual performance in the True Overplacement measure via the EGO method, the order of the samples is the same, but the measures are different. Here, as mentioned before, the Japanese are indistinguishable from accurate and erring on the side of slightly *underplaced* (though not significantly so; -4.50%, *p* = .256 after taking the empathy test) and are significantly less overplaced than the Euro Canadians (-13.02%, *p* = .026) and East Asian Canadians (-13.62%, *p* = .015), and marginally significantly less overplaced than Hong Kong Chinese (-8.80%, *p* = .074).

![Empathy (a) Overplacement and (b) True Overplacement without incentives for placement accuracy. Error bars are 95% confidence intervals on the raw values. Note that the y-axis range is different to visually maximize the differences between lines.](pone.0202288.g002){#pone.0202288.g002}

To summarize, [Fig 2](#pone.0202288.g002){ref-type="fig"} shows that by the traditional measure, all samples appear to be overplaced before taking the test, except for the Japanese, who are statistically indistinguishable from accuracy. After taking the test, all samples become less overconfident, with all but the Hong Kong Chinese and perhaps the Euro Canadians, statistically indistinguishable from accurate. The True Overplacement measure tells a slightly different story--all samples are initially overplaced, except the the Japanese sample who are indistinguishable from accurate, erring on the side of underconfidence, and significantly less confident than all other samples. After taking the test, all populations are statistically indistinguishable from accurate, though the Japanese are even more underconfident (though still not statistically distinguishable from accurate).

We next look at how the results compare for the task that participants should have more self-knowledge about: math ability.

### Does unincentivized math differ from unincentivized empathy? {#sec012}

In [Fig 3](#pone.0202288.g003){ref-type="fig"} below, we plot the same two graphs, without incentives for placement accuracy, but this time for the math test, an ability for which people should have more self-knowledge. [Fig 3](#pone.0202288.g003){ref-type="fig"} shows several key differences in confidence on the math test compared to the empathy test. The most obvious difference is that by both Overplacement and True Overplacement, the two Canadian samples and the Hong Kong Chinese have much steeper updating, going from overplaced to accurate or even slightly underconfident and significantly less than their pre-test estimates. By the traditional Overplacement, Euro Canadians and East Asian Canadians appear to go from 1.78%, p = .497 to -5.00%, *p* = .058 (this difference is a significant decrease; -6.78%, *p* \< .001) and 6.29%, *p* = .047 to 1.78%, *p* = .570 (this is a significant decrease as well; -4.04%, *p* = .022) respectively. Hong Kong Chinese go from 8.26, *p* \< .001 to 3.98%, *p* = .044 (this is a significant decrease, -4.28%, p = .007). The Japanese appear to be more accurate and become slightly more accurate, though this decrease is not significant: 3.75%, *p* = .120 to 1.78%, *p* = .460 (the decrease is -1.98%, *p* = .198).

![Math (a) Overplacement and (b) True Overplacement without incentives for placement accuracy. Error bars are 95% confidence intervals.](pone.0202288.g003){#pone.0202288.g003}

However, taking placement into consideration with True Overplacement, we see steeper updating among the two Canadian samples (though the difference between these slopes and the slopes of the other two populations is not statistically significant). All samples end up indistinguishable from accurate after taking the math test (as might be expected for a task with more self-knowledge). Euro Canadians go from 2.81%, *p* = .547 to -3.98%, *p* = .394 (decrease is -6.78%, *p* = .022);; East Asian Canadians go from 6.74%, *p* = .096 to -1.34%, *p* = .739 (decrease is -8.07%, *p* = .002), Hong Kong Chinese go from 5.72%, *p* = .046 to 1.44%, *p* = .614 (decrease is -4.28%, *p* = .032); and Japanese go from -0.88%, *p* = .824 to 2.86%, *p* = .470 (decrease is -1.98%, *p* = .435). Though the slope differences may suggest population-level differences in updating, these slopes are not significantly different from one another.

To summarize, [Fig 3](#pone.0202288.g003){ref-type="fig"} shows that compared to the empathy results, before taking the tests, the four populations are much closer to each other in the size of overconfidence. Before and after taking the test, the Japanese are accurate by both measures, but all groups are indistinguishable from accurate after taking the test. We see a substantial drop in confidence by both measures among both Canadian groups to underconfidence and true underconfidence, though these are not statistically distinguishable from accurate.

Under no incentives for accurate placement estimates, the pattern of results in the math test compared to the empathy test are largely similar, except that the Euro Canadians are significantly more accurate about their math placement, *p* = .010 and more so than the Hong Kong Chinese and Japanese (*p* = 0.37 and *p* = .010). Without incentives, the Japanese are more accurate about both tests before and after. We next look at whether incentives for accuracy affect these results in both tests.

### Do incentives affect overconfidence? {#sec013}

In [Fig 4](#pone.0202288.g004){ref-type="fig"}, we plot both the empathy and math test when participants were incentivized for accurate placement estimates. For a side-by-side comparison with the unincentivized condition, see [S1 Fig](#pone.0202288.s008){ref-type="supplementary-material"}. Under incentives, [Fig 4](#pone.0202288.g004){ref-type="fig"} reveals quite different patterns. To begin with, all groups are significantly *more* overplaced by True Overplacement when incentivized before taking the empathy test, not less as some expect (Euro Canadians at 13.66%, *p* \< .001; East Asian Canadians at 10.91%, *p* = .010; Hong Kong Chinese at 10.09%, *p* \< .001; Japanese at 8.90%, *p* = .010). These results are exaggerated by the traditional Overplacement metric ranging from 5.94% to 13.25%, *p* \< .01.

![Empathy (a) Overplacement and (b) True Overplacement and Math (c) Overplacement and (d) True Overplacement. All with incentives for placement accuracy. Error bars are 95% confidence intervals. Note that the y-axis range for empathy is different so as to visually maximize differences between lines.](pone.0202288.g004){#pone.0202288.g004}

After taking the test, by True Overplacement, all but the Japanese significantly decrease their estimates (-6.78%, *p* = .022; -8.07%, *p* = .002; -4.28%, *p* = .032; and 1.98%, *p* = .435, respectively), but all remain overplaced, significantly so for the Hong Kong Chinese (5.80%, *p* = .050) and Japanese (6.93%, *p* = .045) and marginally significant for the European Canadians (6.88%, *p* = .083). The East Asian Canadians are indistinguishable from accurate (2.83%, *p* = .496).

Note the difference between Overplacement as traditionally measured and True Overplacement by considering performance: after taking the empathy test, the Japanese appear to be the least overconfident of the four groups by the Overplacement measure, but the most overconfident by the True Overplacement measure. This reversal highlights the need to consider performance and operationalize True Overplacement and not just population-level Overplacement. These results occur because the Japanese perform worse under incentives (see [S2 Fig](#pone.0202288.s009){ref-type="supplementary-material"} for performance differences).

In the math test, while the combination of incentives and feedback seems to reduce bias among the Canadians (by True Overplacement, Euro Canadians go from 5.97%, *p* = .132 to -0.81%, *p* = .837, decrease of -6.78%, *p* = .022, difference with empathy of 7.69%, *p* = .010; East Asian Canadians go from 6.55%, *p* = .118 to -1.52%, *p* = .714, decrease of -8.07%, *p* = .002, difference with empathy of 4.36%, *p* = .096), the Hong Kong and Japanese participants are fairly similar to the empathy test, remaining overplaced (Hong Kong Chinese go from 9.53%, *p* = .001 to 5.24%, *p* = .077, decrease of -4.28%, *p* = .032, difference with empathy of 0.56%, *p* = .779; Japanese go from 10.54%, *p* = .002 to 8.57%, *p* = .013, decrease of -1.98%, *p* = .435, difference with empathy of 1.64%, *p* = .517; see [S5](#pone.0202288.s006){ref-type="supplementary-material"} and [S6](#pone.0202288.s007){ref-type="supplementary-material"} Tables for supporting group comparisons). The combination of money and feedback in math actually makes the Japanese *more* overconfident, (11.42%, *p* = .014 higher than without incentives), perhaps because the Japanese found the math test easier than they expected---Japanese performance was better than every other group and significantly so under incentives (see [S2 Fig](#pone.0202288.s009){ref-type="supplementary-material"}).

To summarize, [Fig 4](#pone.0202288.g004){ref-type="fig"} reveals that the pattern we see under incentives is quite different to the pattern with no incentives. Thus far, updating toward less overplacement after taking the test has seemed to be universal, but here we find that when it comes to math, the Japanese sample go from overconfident to even more overconfident. The importance of using True Overplacement is underscored by the empathy results where the Japanese go from the least overconfident group to the most overconfident group. This reversal occurs due to poorer performance under incentives. For the math test, both Overplacement and True Overplacement largely tell the same story, although Overplacement suggests that European Canadians are underconfident after taking the test, which is not true when you consider actual performance. European Canadians are nonetheless the least overconfident in math when incentivized for accuracy.

Overprecision {#sec014}
-------------

Overprecision, captured as the standardized standard deviation of the decile spread, aims to measure how much confidence participants had in their placement estimates. In [Fig 5](#pone.0202288.g005){ref-type="fig"}, we plot this standard deviation as we did for Overplacement and True Overplacement (a smaller value indicates more overprecision). [Fig 5](#pone.0202288.g005){ref-type="fig"} suggests that East Asian Canadians are more overprecise than Euro Canadian participants who are more overprecise than the Japanese, who are in turn more overprecise than the Hong Kong Chinese. Compared to the Hong Kong Chinese, the Japanese are more overprecise by -0.35, *p* = .062, the Euro Canadians are more overprecise by -0.50, *p* = .013, and the East Asian Canadians are more overprecise by -0.62, *p* \< .001. When money is on the line, all groups become less overprecise, though this difference is only significant for the Hong Kong Chinese (0.54, *p* = .001) and marginally significant for the Japanese (0.33, *p* = .056). All groups are also more overprecise for the concrete task (math) compared to the ambiguous task (empathy) and this difference is significant for the East Asian Canadians (-0.17, *p* = .012), Hong Kong Chinese (-0.35, *p* \< .001), and Japanese (-0.24, *p* = .001), but not the Euro Canadians (-0.05, *p* = .519). Thus we again see a difference in reaction to incentives.

![Uncertainty in Placement for Empathy (a) without incentives and (b) with incentives and for Math (c) without incentives and (d) with incentives. Overall, the Hong Kong Chinese and Japanese show more uncertainty than the Canadians (controlling for demographics) and we find more uncertainty in general when incentivized. Incentives increase uncertainty and uncertainty is greater for the more uncertain task, empathy. Error bars are 95% confidence intervals.](pone.0202288.g005){#pone.0202288.g005}

These results are supported by a regression analysis ([Table 7](#pone.0202288.t007){ref-type="table"}). In the True Overplacement analysis, we were able to meaningfully interpret coefficients as percentages and use our intercept to indicate the presence of overconfidence (positive) compared to accuracy (zero) or underconfidence (negative). Here, our outcome variable is less meaningful.

These results indicate that populations are employing different strategies under different conditions along two dimensions---placement and precision. Both Canadian samples took more of a "go big or go home" strategy, putting more coins or tokens in fewer deciles, while the Hong Kong Chinese and Japanese took a more risk averse strategy, and the Hong Kong Chinese particularly so when real money was on the line. In terms of effect size, the influence of monetary incentives was comparable to being from Hong Kong. Being an East Asian Canadian (relative to Japanese) is comparable to being male. In the next section we measure how these strategies translate to payoffs in terms of how much money participants could have potentially taken home.

Reward for accuracy {#sec015}
-------------------

Here we consider how potential payoffs, that is how much money participants would have taken home if or when they were paid for that condition. In reality, participants were not paid for accuracy when using tokens (unincentivized) and were paid for one of the four stages of reporting placement (before and after each task) in the incentivized condition. We refer to this potential payoff as the "reward for accuracy".

[Fig 6](#pone.0202288.g006){ref-type="fig"} and [Table 8](#pone.0202288.t008){ref-type="table"} reveals that despite the distinct strategies employed by different populations (e.g. "go big or go home" vs risk averse) little difference emerged in terms of payoffs. Furthermore, these payoffs were close to chance performance, indicating that participants had little in the way of accurate self-knowledge about these tasks. Perhaps surprisingly, using real money was not substantively different to using tokens, and if anything resulted in slightly lower payoffs. Unsurprisingly, participants had significantly higher payoffs in the task in which they had more knowledge---math and were generally able to update their estimates and increase their payoffs after taking the math test (though this increase was not significantly higher). Feedback from having taken the empathy test did very little to increase payoffs. Although these differences were not significant when money was on the line. The Canadian strategy of "go big or go home" paid off significantly better for the task for which they had more knowledge---math.

![The mean number of (a) tokens or (b) money in the correct decile. Overall people did quite poorly getting close to chance (\$1) in how much money they made. The mean was not substantially higher for real money compared to tokens and was in fact generally lower when using real money. The mean was higher in the task for which participants had more self-knowledge--math and in this task, taking the math test increased returns. The European Canadians mean was particularly low for empathy in with real money. Error bars are 95% confidence intervals.](pone.0202288.g006){#pone.0202288.g006}

Overprecision differs by sex and age, with older individuals (-0.10, p = .028) and males (-.30, p \< .001) showing more overprecision. Though sexes differed in precision, they did not differ in placement. Did this precision pay off? For Reward for Accuracy, males had slightly higher payoffs (27 cents, *p* = .047; see [S5](#pone.0202288.s006){ref-type="supplementary-material"} and [S6](#pone.0202288.s007){ref-type="supplementary-material"} Tables) controlling for other main effects, but also significantly higher variance (*ΔSD* = .38, *p* \< .001; i.e., more winners and losers). In the next section, we discuss sex and age differences more broadly.

Sex and age {#sec016}
-----------

Sex predicts both placement, precision, and performance. In general our results suggest that in contexts when males are more overplaced, the difference is much larger than in cases when females are more overplaced. However, females are often as overplaced or slightly more placed than males. So rather than males being consistently more overplaced than females, as is sometimes suggested by the literature, overplacement and performance differences between the sexes varies by incentives, task, and population. These results do not change the overall pattern of results so far reported.

Here we look at the difference between males and females in performance, Overplacement, True Overplacement, and overprecision within each sample for each test, with and without incentives, and for the estimates of performance, before and after each test. These patterns are complex, so we regress each outcome on sex and plot the coefficient of sex as a color ranging from red (females higher, shown by negative) to blue (males higher, shown by positive), where white indicates neither is higher. Significant differences are bolded and outlined in a darker black. Marginally significant are just bolded. We begin by looking at performance.

### Performance {#sec017}

These results in [Fig 7](#pone.0202288.g007){ref-type="fig"} indicate that men and women perform differently on the different tests between populations and under incentives. On the empathy test without incentives, European Canadian women and Hong Kong Chinese women did better, but under incentives there was only a small difference with men performing a bit better. The pattern was the opposite, but not significant among East Asian Canadians and Japanese.

![Performance as a percentage difference in raw score on test between males and females.\
Positive values (blue) indicate that males performed better. Negative values (red) indicate that females performed better. The color ranges from -20% to 20%. Statistically significant values are bolded and surrounded by a darker border. Marginally significant values are bold.](pone.0202288.g007){#pone.0202288.g007}

Men in general performed better on the math test. European Canadian men performed significantly better under incentives, but there was no sex difference without incentives. Japanese men were consistently better at math, whereas East Asian Canadians were part way between these groups--men performing better overall, but more so under incentives.

In assessing overplacement, it is critical to take these performance differences into consideration, but first we'll look at what you would find if you didn't take these performance differences into account.

### Overplacement {#sec018}

The results in [Fig 8](#pone.0202288.g008){ref-type="fig"} highlight that men and women behave differently, but this is mostly based on test type. Without considering performance differences, men in all populations and conditions, except East Asian Canadians before taking the math test, show more overplacement (values above the mean) than women. For empathy, the predictions are more balanced, with Japanese women under incentives showing more overplacement. However, since we know that performance differs, these results are only meaningful in so far as they replicate past research.

![Traditional overplacement difference between males and females.\
Positive values and blue indicate that males had higher overplacement. Negative values and red indicate that females had higher overplacement. The color ranges from -30% to 30%. Statistically significant values are bolded and surrounded by a darker border. Marginally significant values are bold.](pone.0202288.g008){#pone.0202288.g008}

At least for math, these results replicate past research, suggesting that men are more overplacement than women. But these results don't take into consideration the performance difference previously discussed. Do the results change when we consider performance?

### True overplacement {#sec019}

When True Overplacement is measured, as shown in [Fig 9](#pone.0202288.g009){ref-type="fig"}, the strong sex differences disappear. In fact, only among European Canadians are they somewhat consistent, with unincentivized men showing more overplacement for both empathy and math. When incentivized, European Canadian women show more overplacement. East Asian Canadian women show more overplacement in math than East Asian Canadian men. This bias is driven by them not predicting their poorer performance. On empathy, both sexes are roughly the same, but East Asian Canadian men seem to be a bit more overconfident compared to women when incentivized. Results are mixed among the Hong Kong Chinese and Japanese with only marginally or not significant results.

![True Overplacement difference between males and females.\
Positive values (blue) indicate that males had higher true overplacement. Negative values (red) indicate that females had higher overplacement. The color ranges from -30% to 30%. Statistically significant values are bolded and surrounded by a darker border. Marginally significant values are bold.](pone.0202288.g009){#pone.0202288.g009}

Next, we consider sex differences in overprecision.

### Overprecision {#sec020}

The results in [Fig 10](#pone.0202288.g010){ref-type="fig"}, coded so that more blue suggests males have more certainty suggest that the overall, East Asian Canadian and Hong Kong Chinese men show the most certainty. For the Japanese and European Canadians, the sexes act more similarly, with a slight trend towards higher female certainty among European Canadians for the empathy test.

![Overprecision difference between males and females as measured by differences in standardized standard deviations in the decile distribution.\
Positive values (red) indicate that males had higher uncertainty. Negative values (blue) indicate that females had higher uncertainty. The color ranges from -5 to 5. Statistically significant values are bolded and surrounded by a darker border. Marginally significant values are bold.](pone.0202288.g010){#pone.0202288.g010}

The overprecision results suggest that men are generally more certain of their beliefs, but not universally so. And of course, we have no way of knowing if this certainty is warranted. Men do have slightly higher Reward for Accuracy payoffs, suggesting that this certainty may be warranted or at least pay off.

Discussion {#sec021}
==========

Here we introduce the EGO procedure for eliciting overconfidence through participant's distributions rather than point estimates. This method allows us to concurrently capture both estimated placement and confidence or uncertainty in that placement (overprecision). It also lends itself to incentivizing the honesty of these distributions. Using the EGO, we show that overconfidence in placement and precision is inconsistent, sometimes weak, and cross-culturally variable, rather than "consistent, powerful, and widespread" \[[@pone.0202288.ref001]\]. These results challenge the idea that we can make broad and general claims about overconfidence. They make clear that overconfidence is highly dependent on incentives, context, available information, sex, and population. Nonetheless, the data offers some critical lessons and key findings:

1.  It is crucial to distinguish between placement and precision in overconfidence. For example, though men and women can both be overconfident by placement estimates (overplacement), men do appear to generally be more certain about those estimates (overprecision). Similarly, though all groups appear to be overconfident by placement (at least when incentivized and prior to feedback), Hong Kong Chinese (and perhaps Japanese) show less certainty. The EGO method allows the simultaneous and implicit measurement of both placement and precision, and could easily be adapted to measure overestimation rather than overplacement. Indeed, EGO is a special case of the SPIES method, which has been successfully used in the context of overestimation \[[@pone.0202288.ref047], [@pone.0202288.ref048]\]. Overestimation is usually measured by individual estimates compared to actual performance (rather than population means), but is also often a point estimate that does not capture confidence or uncertainty in this estimate.

2.  It is crucial to consider individual performance measures when comparing overplacement between groups. For example, Canadians and Hong Kong Chinese appear to be overconfident and Japanese accurate on the empathy task without incentives. However, when we consider individual performance, all populations are actually accurate and the Japanese tend towards underplacement (though not significant in our sample) and are significantly less confident than other populations. Under incentives, the Japanese seem like the least confident group when you compare estimates to mean performance, but are the most confident group when you compare estimates to individual performance! This discrepancy occurs because performance also varies between conditions.

3.  Overplacement is prevalent, but not universal. In fact, by the True Overplacement measure, of our 32 cells (Task x Incentives x Feedback x Population), 22% were *underconfident*.

4.  Feedback through taking the test generally results in more accurate estimates. The size of the update is similar between populations, with two exceptions in the math test. Under no incentives, both Canadian samples went from overconfident to accurate tending toward underconfident after taking the test, perhaps because they found the test particularly difficult--they performed more poorly than the East Asian populations. Conversely, under incentives, the Japanese actually *increased* in overplacement, perhaps because they found the test particularly easy---Japanese performed significantly better than all other populations.

5.  Consistent with the idea that more information leads to more accurate estimates, individuals are more accurate in the task for which they should have more self-knowledge: math. We found that participants were more accurate in placement for math than empathy and more certain about this belief.

6.  The effect of incentives is culturally specific. For True Overplacement, all but the Japanese were largely unaffected by incentives and in all cases, rather than making people more accurate, incentives resulted in higher True Overplacement.

7.  The effect of incentives varies between placement and precision. When incentivized, most groups increased placement estimates, but *decreased* certainty about those estimates.

8.  Populations differed in placement and precision, but payoffs from these distinct strategies was similar. Canadians used more of a "go big or go home" strategy, compared to the risk averse strategy employed by the Japanese and Chinese, particularly when money was involved (this finding appears to contradict the "cushion hypothesis," which claims that East Asians are financially risk-seeking because they perceive a greater support network to rely on if they fail \[[@pone.0202288.ref067]\]). Payoffs (or potential payoffs) were largely the same between real money and tokens, and were remarkably small---rarely deviating from chance---indicating overall poor self-knowledge. However, payoffs did vary by task--participants generally made more money for math--and more so after taking the math test. Taking the empathy test had no effect on payoffs. The different population strategies made almost no difference to payoffs, although when real money was involved, the "go big or go home" strategy was marginally better for math, the higher self-knowledge task, and the more risk averse strategy, marginally better for empathy, the lower self-knowledge task. Of course, although they are roughly the same on-average, the "go big or go home" strategy will generate more variation in winning across those populations.

Our findings on culture, age, and sex are consistent with some and contrast to other prior research. The overprecision increase with age is consistent with past work and the idea that we improve self-knowledge as we mature \[[@pone.0202288.ref052], [@pone.0202288.ref053]\]. That the East Asian samples showed overplacement in the face of incentives similar to that of the European Canadian samples may seem at odds with past research finding pronounced population differences in self-enhancement using hidden behavioral and indirect measures (although we remind readers that the self-esteem and false uniqueness measures indicated that the East Asian-Canadian and Hong Kong Chinese samples were unusually self-enhancing; for reviews see \[[@pone.0202288.ref034], [@pone.0202288.ref036]\]). One reason for the different pattern of results may be that the measures used in this study tapped into somewhat distinct processes compared with those measures used in previous studies; this notion is supported by the modest correlations between the different measures of overplacement and self-enhancement presented in [Table 4](#pone.0202288.t004){ref-type="table"}. An alternative account is that perhaps these conflicting findings indicate that East Asians adopt underconfident assessments of themselves as a strategy to motivate themselves for self-improvement, even if they are able to recognize, when incentivized to scrutinize their performance more closely, that they are being overly self-critical when doing so. People can have different motivations for assessing themselves, either to feel good about themselves, to attend to areas in need of improvement, or to accurately assess their standing (cf., \[[@pone.0202288.ref068]\]). That the Japanese and Hong Kong Chinese samples had overall greater uncertainty in placement suggests that they have weaker commitments to any single view of self. This may indicate that their various self-views are more in conflict with each other, and more dependent on circumstances, than they are for Westerners (see \[[@pone.0202288.ref068], [@pone.0202288.ref069]\]).

It is commonly claimed that men are more overconfident than women (although this is not reliably found in self-enhancement studies). We argue that this conclusion may be a result of measuring overplacement without considering performance differences. In the stereotypically male domain of math, males appear overconfident, but only when compared to the mean (males make higher placement estimates). When True Overplacement is calculated by subtracting actual performance, male overplacement evaporates, because males actually perform better on-average in stereotypically male domains. Instead, both men and women are overconfident in different contexts. However, men are more *certain* than women. It is difficult to say whether this is "overprecision". One indication is how this certainty translates to payoffs. Men have slightly higher payoffs than women suggesting that the certainty may not be "over" what is adaptive, but males also have greater variance in payoffs in every population, suggesting that although this certainty pays off for males overall, the spread of winners and losers is larger than for females.

There are two key directions for future work. First, our motivation for this study was our interest in differences in overplacement and overprecision and how they may motivate decisions to become entrepreneurs. As discussed earlier, entrepreneurs are likely to be high in overplacement and overprecision, whereas high overplacement, but not overprecision maybe the classic "wantrepreneur", who aspires to become an entrepreneur, but never makes the leap. To this end, we paid participants only for the coins placed in the correct decile---similar to a positive skew on the success of a new business. In this situation, expected value would be maximized by placing all coins in the highest probability decile. An alternative incentive structure would be to use a proper scoring rule (such as a Brier, logarithmic, or spherical score; for discussion see \[[@pone.0202288.ref070]\]). Using a proper scoring rule would incentivize a more honest distribution and account for the possibility that any increases in overprecision we see are a result of realizing what would maximize expected payoffs, regardless of overprecision.

The second direction is using different tasks to determine whether better self-knowledge is what is driving the results we see between tasks. We cannot exclude the possibility that other differences between the tasks drove the differences between tasks we see in our results. For example, we used the standard way in which these tests are administered, which meant that the math test had a time limit and fewer questions than the empathy test. This and other features may have led participants to believe that one test was easier than the other or that they would somehow perform better. Of course all participants experienced the same conditions for each test, we may be inadvertently tapping into some other aspect of overconfidence psychology beyond task knowledge. Running this protocol with different tasks would help answer this question.

We present EGO as a procedure and provide data from four populations, two distinct tasks, before and after feedback, and experimental manipulation of incentives. From these data, we argue that assumptions of universal overconfidence, even on average, do not stand up to the incredible variation in both placement and precision by domain, knowledge of the task, incentives, population, age, and sex. Instead, overconfidence appears to be a highly-context dependent strategy, suggesting caution against broad generalizations about overconfidence.

Supporting information {#sec022}
======================

###### Supplementary files including analytic script, copy of consent form, experimental protocol and additional analyses.

Contains Analytic Script for Overconfidence.html; Analytic Script for Overconfidence.ipynb; Overconfidence ConsentForm.pdf; Overconfidence_Supplementary.pdf.
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###### Correlation between overconfidence and self-enhancement measures for Euro Canadians.
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###### Correlation between overconfidence and self-enhancement measures for East Asian Canadians.
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###### Correlation between overconfidence and self-enhancement measures for Hong Kong Chinese.
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###### Correlation between overconfidence and self-enhancement measures for Japanese.
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###### Multilevel regression models without interactions.

Multilevel regression models on the binary variables for task type (Math), updating (After) and incentives (Incentive), with population, age, and sex. We control for common variance from repeated measures using random intercepts for participants.

(PDF)
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Click here for additional data file.

###### Multilevel regression models with interactions.

Multilevel regression models on the binary variables for task type (Math), updating (After) and incentives (Incentive), with population, age, and sex. This table includes interactions. We control for common variance from repeated measures using random intercepts for participants.

(PDF)
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###### Side by side comparisons of True Overconfidence for empathy and math with and without incentives.

Error bars are 95% confidence intervals. Note that the y-axis range is different so as to better visualize the differences between lines.

(TIF)
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###### Actual raw performance (i.e. not relative to rest of population) for each population.

For the Empathy under (a) no incentives and (b) incentives and the Math test under (c) no incentives and (d) incentives. Error bars are 95% confidence intervals.

(TIF)
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