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ABSTRACT 
The work in this thesis examines the structural-acoustic interaction problem within 
enclosures using both analytical and numerical solutions. The analytical solutions for 
the noise generated within a uniform linear duct and a three-dimensional rectangular 
cavity are given. It is shown how the acoustic field inside the linear duct could be 
controlled by altering the boundary conditions. This gives a basic understanding of the 
interaction problem and of the measures available in the much more complex case of 
vehicle noise control to reduce or avoid boom problems. 
An analytical solution for the acoustic pressure within a closed rectangular cavity with 
one flexible simply supported panel is given. The results of this analysis are used to 
find the effect, in terms of acoustic stiffness, of such a bacldng cavity on panel 
vibration. Both the acoustic field and the structure are analysed. It is shown that using 
mobility measurements as input data to the acoustic analysis gives better results than 
using structural analysis. 
Numerical modelling of interior noise problems, with application to the interior of 
vehicles, is presented. An efficient and accurate computer program has been developed 
and tested on a variety of enclosures. The code is written in FORTRAN and uses the 
Boundary Element Method as the analysis tool to calculate the interior sound level in 
a volume surrounded by boundaries of arbitrary shape. The input data required for the 
numerical model are a surface mesh of boundary elements and the vibrational data on 
the surface. The vibrational data in this thesis are obtained from mobility 
measurements. The acoustic field is then modelled by the Boundary Element Method. 
The numerical technique is applied initially to simple geometries, such as a uniform 
linear duct and a three-dimensional rectangular cavity, and later the technique is applied 
to a scale-model of a vehicle. Predicted results are compared with the measured 
pressure response in the interior of these cavities. 
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SYMBOLS" 
I 
A, B, C, a,, b, Constants 
a, b Length and width of the panel and the rectangular cavity 
c Height of the rectangular cavity in Chapter 3 
co Speed of sound in air 
Cn Generalised damping of the panel 
CS) C11 C2 Mechanical resistance of the system (damping factor) 
D Constant in Chapter 2 
e Total number of elements 
E Modulus of elasticity 
F, F1, F2 Forces amplitude of the piston 
fj Approximating functions 
Frs Generalised. force of the panel 
[G], [H] Influence matrices 
hit, git, hit, kit Coefficients of influence matrices 
h = Thickness of the panel in Chapter 3 
= Jacobian matrix 
= Magnitude of the normal vector 
k = Wavenumber 
KV Cross acoustic stiffness 
Y". Generalised stiffness of the panel 
K,, KI, K2 Stiffness of the drivers at the duct ends 
L Length of duct in Chapter 2 
Length of acoustic medium, 11, in Chapter 5 
Total number of interior nodes in Chapter 7 
MI M11 M2 Masses of the drivers at the duct ends 
M Total mass of the panel 
Mn9 Generalised mass of the panel 
n, A Normal and unit vector normal 
n, m, f Cavity modes in Chapter 3 
iv 
N Total number of nodes in Chapters 4 and 7 
N, Shape functions 
PC Cavity pressure acting on the panel 
PE Exterfial pressure acting on the panel 
P, p Acoustic pressure 
q Gradient pressure 
IQ] Influence matrix 
Q. a Net acoustic volume velocity 
qp Total number of Gaussian quadrature, points on an element 
q. Generalised coordinate of the panel 
r Distance from source point oti to any point on the boundary a 
f Position vector 
r, s, r, s' Panel modes in Chapier"3 
R, = Largest distance between two nodes 
Rm (X, Y) Polynomial of degree n+rn 
S, S Distance and displacement vector from the arbitrary origin of 
coordinate in Chapter 5 
S Cross-sectional area of the d ulct 
Approximating functions 
09 u Acceleration and displacement of the piston 
fl, -ý, * Velocities in the (x, y, z) directions 
V, V1, U Particle velocity 
va Non-dimensional particle velocity 
V, Structural velocity 
Wi Fundamental solution 
wp, *P Transverse displacement and velocity of the panel 
WP Gaussian weighting coefficients 
wn Eigenfunction of the simply supported panel 
X, Y, z Cartesian coordinate system 
X Displacement amplitude of the driver in section 2.7 
XOV YO Excitation point on the panel 
Y Non-dimensional coordinate in Chapter 5, acoustic admittance 
v 
YO Acoustic admittance 
z Non-dimensional coordinate in Chapter 5 
Z11 zi Real and imaginary parts of the mechanical impedances 
Z. Generalised mechanical impedances 
Ciro, Ctr's wn nm Coupling coefficient between room modes (n, m) and panel 
modes (r, s) or (r', s') 
(X, Cli Boundary and source points in Chapters'4,5 and 7 
CII 1 C12, Ratio of masses in Chapter 2 
0,01,02 = Ratio of stiffnesses in Chapter 2 
= DRM collocation point 
r Boundary surface of the acoustic medium 
ro Complex propagation constant 
rt Surface of the ith e lement 
6, A Dirac delta function 
Ail Kronecker delta notation 
6V = 'Volume displacement 
= Wavelength 
= Local coordinate in Chapter 4 
P, A = Density of air and panel 
pin Density of the medium 
Poisson's ratio 
Non-dimensional acoustic potential 
Acoustic potential 
Rectangular cavity mode shapes 
Circular frequency 
Volume of the acoustic medium 
Eigen-angular frequency for the simply supported panel 
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CHAPTER I 
LVMODUCTION 
1.1 Problem Definition 
Among the many problems which the motor industry has to deal with, noise and 
vibration is one of the most important, both because of the nuisance which noise creates 
externally to the vehicle, and because of its tiring effect on drivers and passengers in 
the interior of the vehicle. Vehicle external noise is produced by several sources. 
Their relative importance differs, however, due to variation in the design, construction, 
operation and duty of the vehicle. The most significant source is undoubtedly the power 
plant, together with its associated intake and exhaust systems. Other main sources 
include the cooling fan, the transmission system and the tyres. Interior noise is 
fundamentally due to these same sources and in addition one may have significant 
aerodynamically generated noise especially if the windows or sunroof are open. 
The prime sources can cause vibration of the car structure through both structure-borne 
and air-borne transmission of energy. The sound in the car cavity, with windows and 
sunroof shut, is due primarily to the vibration of the surrounding panels and it is this 
aspect of noise generation which is addressed in this thesis. Engine vibrations are 
transmitted into the car body through a number of paths, such as engine mounts and 
drive shafts [1]. These in turn vibrate boundary panels which then drive and interact 
with the acoustic characteristics of the enclosed cavity. 
The noise produced inside vehicles when running on a particular type of road surface 
has been aptly described as 'road rumble or 'body rumble'. The level of this noise 
increases with excitation level from the road and can be unpleasant at any speed. The 
large and sudden increase in noise which can occur at any particular speed is known as 
a vehicle 'boom'. The initial excitation for 'boom' generally comes from one of the 
unbalanced engine harmonics [1]. When this excitation coincides with a resonance, or 
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resonances, inside the car, the resulting noise is heard as an almost pure tone. 
The motor car is a complex engineering, structure and the interior sound field depends 
critically upon even the smallest details of manufacture as well as design. In the past, 
the manufacture of vehicles was not held to close tolerances, such that there was 
significant build-to-build variation of the same model of car. Tlius one car might 
exhibit a serious cavity boom problem and yet the next car off the production line might 
be perfectly acceptable. The cause of the variability was due in the main to the position 
and quality of welds. The effect -was to make 
investigation and treatment of cavity 
boom problems extremely difficult and largely ineffective. 
In, recent years, the precision of manufacture -has improved dramatically by use of 
robotics such that build-to-build variation have been reduced to a minimum. This in 
turn has given greater impetus to the investigation, and treatment of cavity boom 
problems. Furthermore, the use of analytical techniques to investigate these problems 
has become feasible. zI 'ý ,-I 
Most of the energy in the noise spectrum, for the vehicle boom problem, is contained 
within the frequency range of 20-250 Hz, - where sound pressure levels are typically of 
the order of 90 dBA. In this frequency range, the sound pressure field inside the 
vehicle cabin is determined by the acoustic characteristics of the cavity, the dynamic 
behaviour of the structure and the interaction of these two phenomena. - - In recent years, 
as the need to conserve fuel has led to the reduction of the weight of the vehicle and to 
thinner structural walls, the coupling effect has become more important., ý 
At frequencies below -10 Hz, the, body behaves as a lumped mass possessing 
considerable rotary inertia [1]. At higher frequencies, the body behaves as a complex, 
distributed spring-mass -system, excited at many points simultaneously by linear and 
rotary forces in many directions from various mechanical, inputs e. g., engine, road 
surface etc., and by direct acoustic radiation through the air from a variety of sources, 
such as the engine. - 
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If the'surface of a structure is in contact'with a fluid, then'Vibration of the'structure 
causes sound to be radiated through the fluid, and hence creates a radiation loading on 
the structure. The form of the radiation loading is dependent upon the nature of the 
acoustic wave motion within the-'fluid and alters the vibrational characteristics of the 
structure, which in turn alters the sound transmission into the fluid, etc., and hence a 
feedback coupling between the fluid and the structure'exists and the'structural and the 
acoustic problem must be solved simultaneously. 
The structural analysis is mathematically more demanding'and complicated than that of 
the acoustic analysis. The physical'Understanding of the struciural-acOustic interaction 
behaviour can easily be lost through these mathematical complexities. Accurate results 
using the structural analysis are almost impossible to achieve by the most sophisticated 
finite element modelling. 'It was remarked earlier how sensitive boom problems were 
to the slightest variation in manufacture, such as weld position and quality. Thus 
structural methods must be advanced enough to model this level of detail if they are to 
be used to investigate cavity boom problems. One way to avoid this problem is to 
measure the dynamic bI ehaviour of the structure, by mobility measurements for instance, 
and to use these measurements as boundary conditions'to the theoretical acoustic 
analysis. This approach is adopted in this thesis. 
The object of this research is to study structural-acoustic interaction and to develop 
efficient numerical t: 6chniques to predict the level of low frequency noise inside motor 
cars, especially where the noise level is of such a magnitude that it may become 
objectionable and annoying to the occupants of the car. The numerical analysis could 
then help in deciding upon design modifications' which' would reduce and control the 
sound level in the interior of a vehicle. 
There are many factors which affect the sound pressure level in the interior of a vehicle 
[1,2,3], such as structural wall characteristics, particularly mass, stiffness and damping, 
cavity absorption and cavity geometry. Stiffness and'damping of structural walls are 
more important parameters than mass for response in the range of the lower structural 
f resonant frequencies, when the* external pressure ield leads to resonant structural 
4 
response. For external pure tones at off-resonant structural wall conditions, mass may 
be more important [3]. 
Absorption on cavity walls is not very important for structural resonances below 
acoustic resonances; however it may- become, significant lif external excitation 
frequencies are near cavity acoustic resonances. Finally cavity geometry has a major 
influence upon the sound pressure level in the passenger compartment. 
The main obstacle in investigating the structural-acoustic interaction is the large amount 
and hence cost of the required computing effort. This thesis presents analytical 
techniques for developing a cost-effective computer model to assist the engineer in 
understanding the structural-acoustic behaviour of an automotive body cavity,. and the 
effect of the various parameters upon that, behaviour. I 
1.2 Analytical Methods 
Many authors have studied wave propagation -within simple geometries such as 
linear 
ducts and other regular cavities which have analytical solutions. Generally the purpose 
of such study, was to gain an understanding of the principle of structural-acoustic 
interaction with reference to the simplest practical situations. The great advantage of 
analytical solutions is that they often display the dependence of the model behaviour on 
its non-dimensional parameters in an explicit fashion, so that the physical interpretation 
of the solutions may readily be achieved. 
In this thesis, a linear duct and a three dimensional rectangular cavity with a simply 
supported panel are analysed analytically. For uniform linear ducts, low frequency 
sound propagates with wavelength larger than the duct cross-sectional dimensions, hence, 
the acoustic motion is essentially planar. Rayleigh [4], Kinsler [5], Munjal [6], Kleppe 
[7], and many others presented substantial contributions on plane wave propagation in 
ducts. Recently,, Craggs [8] has studied and dealt with the formulation and analysis of 
an acoustic plane wave field in a finite duct with one end rigid and a dynamic or open 
termination at the other end of the duct. Craggs indicated in -his results that, 
if the 
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structural and acoustic systems are being considered separately, ' as they often are in the 
design stage, then the structural natural frequencies should be arranged so that they 
avoid the acoustic natural frequencies. 
Chapter 2 gives the solution to the linear one-dimensional wave equation for a variety 
of boundary conditions at the two ends of the duct. The chapter extends the work of 
Craggs to deal with a duct with two dynamic terminations which are coupled to the 
acoustic motion within the duct. Further, experimental results are compared with 
predicted values. 
The linear duct analysis has important applications in the laboratory for the 
measurement of acoustic impedances and th e absorptive properties of materials. It is 
also useful in source characterization and system modelling, including source-load 
interaction, and is also important in some areas of application in the field of active noise 
control [10]. 
Other regular geometries for which the interaction between structural vibrations and the 
radiation loading exerted by an ambient acoustic fluid is analytically tractable are 
rectangular cavities backed by flexible panels, elastic spheres and cylinders. The 
analysis of the rectangular cavity, backed by a flexible panel, is the one which is 
considered in this thesis. The main aim of this analysis is to provide some 
understanding of the response of cavity-backed panels and to enable one to determine 
the pressure response produced in the cavity which is coupled with the panel. For a 
rectangular cavity which has similar linear dimensions in each co-ordinate direction, 
then the two-or three-dimensional wave equation must be used as appropriate. 
Lyon [11] worked on the noise attenuation of a cavity-panel system for which the 'in 
vacuol panel natural frequency was much lower than the natural frequency of the first 
cavity mode. Hence the panel modes and frequencies were little affected by the cavity. 
In many practical cases this situation does not exist and panel modes are grossly 
affected by the cavity. Further investigation by Dowell and Voss [12], Pretlove 
[13,14,16,17] and Kihlman [15] have progressively improved theoretical solutions to 
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the problem and hence physical insight. Preflove [13] gave an exact steady-state 
solution to the problem. The acoustic potential inside the cavity-panel system was 
found in terms of an infinite Fourier series, for the case of free vibration and zero 
damping. Similar work has-been carried out by Kihlman [15]. 
Pretlove [14] extended his theory to deal with forced vibrations and non-zero damping. 
The transmission of sound through the cavity-panel system was determined, but the 
transient part of the solution was ignored by Pretlove. However, the transient response 
is of great importance in -many cavity-panel coupling problems, - for example, sonic 
boom excitation of windows and free oscillation of coupled cavity-panel systems. 
Bhattacharya and Crocker [18] devised a general solution of the wave equation with 
inhomogoneous boundary conditions where both steady state and transient solutions for 
low and high frequencies were, given. A similar analysis was followed by Guy and 
Bhattacharya [ 19]. 
Dowell [20] derived a comprehensive theoretical model for the interior sound field of 
a cavity-panel system. The sound pressure was expanded in terms of the normal modes 
of a rigid-walled cavity. The result was given in the form of a set of linear, ordinary 
differential equations for the response of each acoustic mode. The equations of motion 
of the flexible wall were derived in terms of In vacuo' structural normal, modes. The 
complete coupled, fluid-structural equations of motion were then obtained. Since the 
investigations of Dowell, there have been continuous efforts by many authors [21-23] 
directed towards improving the understanding of the fluid-structural interaction and also 
improving the accuracy of the prediction. 
If the cavity and the panel are coupled then the mode shapes and the natural frequencies 
of the uncoupled panel and cavity are disturbed. If the density of the fluid is low and 
the panel is highly stiff then the radiation loading generally has little effect upon the 
panel vibration and the actual motion of the panel normal to its surface is so small that 
the mode shapes of the sound-field in f the cavity will ý not be strongly affected [ 131. 
However, if the cavity in contact with the panel is very shallow and the panel is 
relatively light or the density of the surrounding, medium is more dense than air, such 
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as water, the coupling may turn out to be strong, and large deformation of the resulting 
modes from the uncoupled panel and cavity modes may be expected [13]. 
Chapter 3 of this thesis considers the analysis of a rectangular cavity backed by a 
simply-supported panel. The response of a forced, simply-supported panel without the 
cavity is considered [24,25]. The chapter then progresses by analysing the coupled 
cavity-panel system. Three cases are presented. Firstly, the 'in vacuo' panel velocities 
are used to find the response within the cavity without any coupling effect. Secondly, 
the structure is analysed together with the fluid loading, as a coupled system, by using 
a similar analysis to that of Pretlove [13,14]. Finally, mobility measurements are used 
as vibrational input data to determine analytically the interior pressure response. This 
final case avoids rigorous theoretical analysis. Measured interior sound pressure levels 
of the cavity-panel system are compared with predicted results. 
1.3 Statistical and Numerical Methods 
It is often not possible to obtain analytical solutions to the model equations because of 
the geometric, dynamic and/or kinematic complexity of the system modelled. The 
prime example of this problem is that of fluid-structural interaction in the interior of a 
vehicle; the governing equation is well known, but, a general analytical solution can not 
be found. The vibrational behaviour of bounded fluid and solid systems may generally 
be expressed in terms of series solutions to the governing equations; however, it is 
generally not possible to derive analytic expressions for the terms in the series, unless 
the system and their boundaries are particularly simple. Therefore, since analytical 
solutions of these problems are practically impossible to obtain, a resort has to be made 
either to statistical solutions, such as statistical energy analysis (SEA), or to numerical 
methods such as Finite Element Methods (FEM), Finite Difference Methods (FDM) or 
Boundary Element Methods (BEM). 
Modem theoretical structural-acoustic analysis of complex systems depends heavily on 
large and fast computational facilities, which can deal with mathematical models 
representing very detailed idealisations of the physical system. The computational 
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demands increase with geometric and material complexity, and with increasing 
frequency range of analysis. Even today, when computational models are highly 
developed and optimised, it is not generally practicable to predict the detailed 
vibrational or acoustical behaviour of iuch systems at frequencies beyond a few hundred 
Hertz. It is, in principle, possible to extend analysis to higher frequencies, at the 
expense of rapidly increasing demands in terms of the size of the model, and consequent 
analysis time and cost. However, as frequencies increase, the results become more and 
more unreliable because the vibrational behaviour becomes increasingly dependent upon 
fine structural details, including structural connections, which cannot be mathematically 
represented with sufficient accuracy. 
There is no clear dividing line between problems appropriate to deterministic forms of 
analysis such as FEM, BEM or FDM and those best treated by statistical analysis. It 
is common practice to analyse the 'low' frequency behaviour of the system by the 
former means and the 'high' frequency behaviour by the latt - er for reasons I whi I ch will 
become clearer following the description of each of the methods. 
1.3.1 Statistical Energy Analysis (SEA) 
The SEA for structural-acoustic systems is based on the time-average energy flow 
between the fluid and the structure. The SEA method is well-suited to the prediction 
of sound power level or vibration levels of structures, such as plates, enclosures and 
combinations of these, under certain restrictions on frequency. Transmission of sound 
and vibrations through panels, walls and multiple partitions are main application areas 
of SEA. 
In SEA, the system being studied is presumed to be'drawn from a statistical population 
having known distributions of their dynamical parameters, where energy is the primary 
variable of interest [26-29]. Other dynamical variables such as displacement, pressure, 
etc. are found from the energy of vibration. The term 'analysis' is used to emphasize 
that SEA is a framework of study rather than a particular technique. The SEA bypasses 
the difficulties of structural and acoustic models by using averages of large numbers of 
structural and low-order acoustic modes. This avoids the determination of natural 
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modes, which is one of the classical modal structural and acoustic response theories. 
The method is mostly used for cases of broad-band excitation over a band-width 
encompassing many uncoupled-system natural frequencies. The reasons for this 
restriction [28] are, firstly that the basic relationship between power flow and energy 
difference between modes takes a very simple form provided that the excitation 
spectrum extends over a frequency range encompassing the resonant frequencies of the 
uncoupled modes involved; secondly, a statistical description of the parameter of the 
coupled system is only sensible and useful if a reasonably large population of modes is 
involved. 
The complex system is divided into energy storage elements, where the energy storage 
elements are groups of 'similar modes'. External sources input energy to each element, 
and this energy is dissipated by mechanical damping in the system and transferred 
between the storage elements. 'Similar modes' are modes of the same type that exist 
in some section of the system, which is then called a'sub-system', (e. g. a beam, an 
acoustic volume etc. ). 'Similarity' means that modes of one group have nearly equal 
excitation by the sources, that the coupling to modes of other sub-systems is almost 
similar, and that the damping values for different modes are comparable [29]. 
The dissipated power represents the energy truly lost to the mechanical vibration and 
will depend only on the amount of energy stored in that sub-system. The transmitted 
power represents the rate of energy exchange between two sub-systems and depends on 
the strength of the coupling between the two sub-systems and the difference in modal 
energy of them. 1 11,1 1ý 
'Energy storage' and 'energy transfer' are the parameters of interest in SEA. Energy 
storage is determined by the number of available modes, while energy transfer 
parameters include the input impedance to the system for the determination of the input 
power, the loss factor, which relates the sub-system energy to the dissipated power, and 
the coupling loss factor relating the transmitted power to the sub-system model energy. 
After all these parameters are found, the response can be calculated by evaluation of the 
vibrational energy in the various energy storage elements. This leads to a set of linear 
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algebraic equations, one for each sub-system, from the solution of which'the average 
energies are obtained. IIIi -1 1- '-11 1ý 
A particular advantage of SEA in the* early stages of a design is that it employs rather 
simple, idealised representations of the sub-systems which are basic to the SEA 
modelling procedure, and the solution takes a relatively simple explicit, form [28]. 
Consequently, the number of parameters is relatively small, and the sensitivity of the 
solutions to the parameters variation is easy to evaluate in physical terms. This is in 
contrast to the form of output from large computational analyses, which are difficult to 
interpret in'terms of-parametric sensitivity. , Another"factor favouring SEA'is the 
presence of numerous physical transmission paths between sub-systems. However, the 
penalty of the SEA approach is that the uncertainty of the resulting estimates does vary. 
Results [26] show that the reliability of SEA predictions increases with the diversity and 
extent of the total physical system represented by the model., One reason is that, the 
global modal density, and hence the modal population, increases with, size,. i. e. the 
number of modes contributing significantly to the response. The modal density of a 
structural or acoustical component is the number of resonant, frequencies within a unit 
frequency band. The coupling together of the sub-systems and the energy balance 
equations rely strongly on the value of the modal density at the sub-system, as 
mentioned above, with each sub-system sharing its energy amongst the number of 
modes in the frequency band of interest. 
The SEA is based on the assumption that the vibration of the structure or the'sound 
field within an enclosure is determined by the resonant vibration of many modes. This 
requirement obviously is fulfilled only if the excitation is of broad-band type containing 
all frequencies, and if the structure or the enclosure has enough resonating modes within 
the'frequency band of interest. Since the number of modes generally increases with 
frequency, SEA is better suited for high frequencies than for low ones. A case where 
SEA would definitely be the wrong method would be a structure with only a few modes 
when it is excited by a narrow band source [10]. 
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When a structure is excited by a broad-band source, it acts as a sort of filter 
emphasizing the resonant frequencies. Therefore, the sound which is transmitted to the 
second (coupled) structure is already heavily filtered. If the resonant frequencies of the 
second structure were the same as those of the first, the transmission would be rather 
strong; if, however, the resonances would always be "in between", the transmission 
would be weak [10]. SEA does not give reliable results in these two extreme cases, 
because it assumes that the resonant frequencies are spaced randomly. , Generally in 
SEA, all modes that do not have a resonant frequency in the frequency band of interest 
are neglected. This can lead to serious errors when the damping is so high that the 
resonating modes are no longer dominant. The neglect of the non-resonating modes can 
also lead to errors when the spatial distribution of. the exciting field is such that non- 
resonating modes are well coupled to the excitation, whereas the resonating modes are 
not well coupled [10]. 
In SEA, all responses are spatially averaged, therefore it is virtually impossible. to 
describe the sound pattern in or around the structure, nor is it possible to estimate mode 
shapes or vibration patterns of the structure. Therefore, for all the above disadvantages, 
SEA is, not a very good technique for the prediction of low frequency response and 
hence it was decided not to use it on the problems addressed in this thesis. 
1.3.2 General Numerical Methods 
In the days of Bernoulli, Euler, Rayleigh and other great scientists, - acoustics was 
always in the forefront of new mathematical developments. - New ý mathematical 
techniques were sometimes initiated and most often applied in acoustics for the first 
time. When the widespread application of high-speed computers opened a new area of 
numerical mathematics, sound and vibration problems were among the first ones where 
the new methods were used. At present there are a large number,, of numerical 
techniques and programme packages which are applied in acoustics. 
The most widely known and used numerical methods, of solution are the finite 
Difference Method (FDM) and the finite Element Method (FEM), both of-the 
differential type. The FDM replaces the differential equation by algebraic ones, valid 
12 
at a set of nodes within the domain, through the approximation of derivatives by finite 
differences, while the FEM replaces the domain itself by a set of finite sub-domains or 
elements connected through their nodes. The FEM presents some very distinct 
advantages over the FDM such as a better conformity to the domain geometry, much 
easier handling of boundary conditions and easier construction of variable-size meshes. 
Even the FEM, however, presents some disadvantages such as high costs for the 
preparation and input of data and time-consuming solutions of the three-dimensional 
problems, especially those with 'distant' boundaries. 
The Boundary Element Method (BEM), which is based on an integral formulation of 
the problem, has emerged during the last 20 years as a new powerful computational 
tool. This method usually requires only a surface discretization and not a discretization 
of both the interior and the surface of the domain of interest, as in the case with 
'domain-type' methods, such as the FEM. This fact makes the BEM more efficient 
than the FEM for quite a number of classes of problems, especially those with distant 
boundaries. For some problems, the BEM 'might be equally good or even inferior to 
the FEM, while in certain cases a combination of the two methods usually creates the 
optimum numerical scheme. 
The BEM is a general numerical method with a wide range of applications. It enjoys 
a firm mathematical basis and constitutes a practical and efficient computational tool. 
Since only a surface discretization is required, the reduction of spatial dimensions of the 
problem by one generally facilitates the task of data preparation and subsequent mesh 
refinement. At the conceptual design stage, a designer may want to optimise his design 
by making small changes to the model and looking at the effect this has upon the results 
from the analysis. It is vital for the designer to be able to modify and analyse the 
model rapidly to get the results back quickly. The fact that the approximations involved 
in the BEM are confined to the surface of the domain and that the influence matrices 
associated with the BEM consist of dominant elements on or near their main diagonal, 
due to the singular nature of the employed Green's functions, are some of the reasons 
for obtaining results of higher accuracy than FEM, especially in problems involving 
sharp gradients of the unknown functions (30]. The use of Green's functions in the 
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BEM has the disadvantage that some of the boundary integrals are singular and need 
careful treatment in order that the method should maintain its accuracy. Another reason 
for the good accuracy of the BEM is that the governing equation is satisfied exactly 
throughout the domain and only the boundary conditions are approximated. In contrast 
the FEM gives an approximation to the governing equation throughout the domain and 
to at least some of the boundary conditions. 
The employment of the Green's function, or fundamental singular solution, associated 
with the problem of interest for the BEM makes possible the easy treatment of the 
infinite or semi-infinite domains without the need for artificial 'box-type' discretization, 
as the case with the FEM. Hence the BEM is well-suited for radiation or scattering 
problems. Furthermore, the BEM method is capable of providing values of the 
unknowns in the interior of the domain in a pointwise fashion so that no inter-4lement 
continuity problems arise, as they do in the FEM. In addition the computation is 
restricted to points of interest and does not involve all the mesh points as in the FEM. 
However, if solutions are required for the entire field of an enclosure then FEM would 
be a better choice for the analysis. 
As with any approximate method, the BEM is characterized by a number of 
disadvantages. It is associated with non-symmetric and fully populated influence 
matrices, in contrast to the FEM which usually involves symmetric and sparse matrices 
that require less computational effort for their inversion. The order of the 'BEM' 
matrices will, however, be much lower than that of the TEM' matrices for a given 
problem. It is very difficult or practically impossible to obtain the fundamental 
solutions for some types of problems, especially for those involving inhomogeneities, 
while sometimes the expressions for these solutions are too complicated or known only 
in discrete forms, leading to inefficient schemes. Of course, approximate fundamental 
solutions in conjunction with an iterative approach can be employed at increased 
computational cost. Further, using the BEM for some problems creates volume 
integrals which require an internal discretisation of the domain. However, many 
different techniques have been developed to overcome discretisation of the volume 
[31,67,68,64]. One of such techniques is to use the Dual Reciprocity Method (DRM) 
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which is explained in Chapter 7. The basic idea behind this technique is to employ a 
fundamental solution corresponding to a simpler equation and to treat the remaining 
terms, as well as other 
' 
non-homogeneous terms, through a procedure which involves 
a series expansion using global approximating functions. This technique extends the 
application of the BEM to a wider range of linear and non-linear problems. 
The numerical analysis of this thesis concentrates on the sound field of the vehicle's 
interior rather than the vibrational fields of the solid structure, since the latter is 
determined from measurements for most of the applications of this thesis. For interior 
sound field analysis, either the FEM or the BEM can be used. The choice depends 
mainly on the nature of the solution required. If one needs to determine the mode 
shapes or pressure response for the entire field then FEM would be a better choice. 
However, in this thesis the aim is to build an efficient and cost effective computer 
model where data preparation and mesh refinement are simple. Also, the response is 
only required at a few interior positions, namely the passengers and drivers ears 
positions. Finally, the fundamental solution of the governing wave equation is known, 
which makes the BEM best suited for the type of application of this thesis. 
1.3.3 Finite Element Methods in Acoustics 
The FEM, which are increasingly dominant in all forms of structural modelling, are 
becoming prevalent in modelling of acoustics, fluid mechanics, and structural-acoustics 
interaction problems. Interior acoustic analysis is one of the many applications of FEM 
in the automotive industry, whereby the medium inside an enclosure is modelled. The 
FEM approach consists in the sub-division of material space into a finite set of 
contiguous elements defined by a gridwork of lines (mesh), which may be straight or 
curved. At discrete points (nodes) on this grid, certain field variables, plus their spatial 
derivatives, which are pertinent to the problem under consideration, are selected as the 
nodal degrees of freedom. The distribution of the variables between the nodes are 
usually assumed to take simple forms, given as a set of element-based shape functions, 
that satisfy certain continuity conditions at the element boundaries; the actual continuity 
conditions depend upon the nature of the shape functions and the degrees of freedom 
used. 
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The FEM formulation can be achieved by a variety of approaches [32]. * The most 
familiar of these are the variational approach and the weighted residual approach. The 
variational approach relies on the calculus of variations and involves the extremisation 
of a functional. In solid mechanics problems, the functional may be the total potential 
energy of the structure. For the weighted residual approach, the element matrices and 
vectors are derived directly from the governing differential equation. This is the most 
general approach for deriving the finite element equations and is useful for problems 
where a functional does not exist. The weighted residual approach consists of several 
methods such as point collocation, zero mean error, least squares, Galerkin and 
'modified' Galerldn. Details of these methods are given by Zienidewicz [321. 
Previous FEM work on interior acoustic analysis dates from 1965 when Gladwell [33] 
described the vibrational formulation of a one-dimensional model of an enclosure, and 
the sound pressure level was predicted at interior points. Mason [34] extended the 
method to two-dimensions using rectangular elements. 
Mason's results show reasonable accuracy but the number of degrees of freedom were 
very large even for quite regular enclosures. Gladwell [91] extended his previous 
theory, the variational formulation, to cover problems in which the vibration was 
subject to both mechanical and acoustic damping. 
Three-dimensional acoustic finite elements 'were first used by Craggs [351, who 
employed tetrahedron and cuboid elements to determine the natural modes and 
frequencies of complex enclosures. Shuku [36] gave some experimental results on the 
affect of flexible boundaries and absorbing panels on the frequencies obtained with rigid 
boundaries. The absorbing panels reduced the frequencies while the flexible panels 
increased them. No explanation was given for these results. Craggs [37] described 
boundary flexibility and sound transmission between irregular enclosures. The 
governing equations for coupled structure - acoustic systems were expressed in matrix 
form. This was achieved by first finding a suitable functional for the exact differential 
equations and boundary conditions, and this functional was used as a basis for 
establishing the approximate equations. The theory was applied to sound transmission 
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problems between the engine and passenger enclosure of a car. The analysis was for 
undamped systems. The modes and natural frequencies were calculated for a complete 
coupled system with different boundary properties. 
Further work followed by Petyt and Koopmann [38], who developed a twenty-node, 
isoparametric, acoustic finite element model for the analysis of acoustic modes in 
irregular-shaped cavities. Initially a rectangular cavity was analysed in order to study 
the convergence of the results. The isoparametric elements were then used to analyse 
a light-weight van enclosure. Such elements led to highly accurate results. 
Unruh [92] presented an acoustic sub-volume analysis technique which reduces the 
degrees of freedom of the interior volume. The finite element structural and the finite 
element acoustic analysis were presented. The structural equations of motion were 
reduced to modal form by expansion of the nodal displacement in terms of the 
eigenvectors of the structure's normal modes. This modal expansion substantially 
reduces the number of structural equations since only those modal degrees of freedom 
whose normal mode frequencies lie within the analysis range of interest need to be 
retained. The interior acoustic modal equations were reduced to nodal form via an 
acoustic sub-volume technique. Schroder and Everstine [39,40] and Jha [93] introduced 
simple finite element formulations for a coupled structural-acoustic Problem. Sung [411 
used NASTRAN finite element software to solve acoustic eigenvalue problems and 
obtained resonant frequencies for a passenger compartment. 
The FEM was first employed to develop a fully-coupled structural-acoustic model of an 
automotive vehicle for interior noise prediction by Nefske et al [42]. In his paper, the 
analysis of the acoustic cavity was considered and the application of the finite element 
method for computing acoustic modes and interior noise levels, when the structural 
characteristics and the exciting forces are known, was described. The methods 
described have application to vehicles in the design stage and to production or prototype 
vehicles, for which noise reduction is desirable. In the design stage, Nefske's finite 
element analysis can be used to compute cavity resonances from design data, to develop 
acoustic transfer functions for determining critical panels and to compute the interior 
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noise when structural vibrations are known from structural analysis. For production or 
prototype vehicles, the analysis can be used to determine whether a cavity resonance is 
strongly excited, and to compute individual panel contributions to the interior noise. 
Nefske and Sung [43,62] expressed the governing equations of the coupled system in 
modal form and solved for the forced frequency response, using the capabilities of the 
Msc/NASTRAN code, to predict the interior acoustic response in the passenger 
compartment for forced harmonic excitation applied to the vehicle body structure. The 
accuracy for the predicted S. P. L. response was limited, due to the predictive accuracy 
of the structural model. 
For complicated physical systems, even with current and projected : computer 
technology, the requisite number of finite elements may saturate available computer 
storage. Hence, component mode synthesis [44] has become an effective technique for 
overcoming this problem. Complete structures are frequently very complex. Thus, it 
may be difficult to assemble a finite element model of the entire structure in a timely 
manner. 
In addition, the finite element model of the entire structure might contain so many 
degrees of freedom that it would be infeasible to perform a dynamic analysis based on 
the finite element equations for the complete system. For these reasons, methods have 
been developed which permit the structure to be sub-divided into components, or 
substructures, with much of the analysis being done on the smaller components in order 
to develop an approximate mathematical model of the full structural system [44]. These 
methods have come to be called methods of component mode synthesis, or methods of 
substructure for dynamic analysis. 11 ý ý' "IIýI 
As a conclusion for the finite element method, it is an appropriate method for 
enclosures in the lower frequency domain. The fluid-structural interaction can be easily 
modelled by FEM to give accurate results. FEM acoustic analysis has been widely used 
to obtain acoustic modal parameters of cabins which have been coupled with structural 
modal parameters. The greatest -potential of the acoustic finite element analysis is 
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achieved when it is consolidated with structural'analysis methods so that estimates of 
structurally generated noise can be made before prototype development. By employing 
such a capability, it is possible to predict vehicle interior noise at the design stage and 
to analytically investigate the effect, of the structural modifications on noise before 
prototype development. The accuracy of FEM acoustic analysis is largely governed by 
the ratio of the'element size to the acoustic wavelength. This characteristic is a'major 
drawback of FEM acoustic analysis since a large number of elements are required at 
high frequencies. 
1.3.4 Boundary Element Methods in Acoustics 
BEM can be sub-divided into two separate techniques, the 'indirect' 'method and the 
more versatile 'direct' method Both techniques will be explained in more detail in 
Chapter Four. 
The BEM is a useful technique for fluid-structural interaction studies in which boundary 
vibration data is used to calculate the interior sound pressure level. " The input data to 
the BEM programme may be either experimental modal analysis data, finite element 
data or BEM structural analysis data. The vibrational data may be used in the form of 
natural frequencies and mode shapes or absolute velocity amplitude. If mode shapes 
are used, the sound pressure level calculated by the BEM will be relative, i. e. without 
an absolute scale. In this case the sound pressure of two modes May be compared but 
the actual sound radiated by a mode is not known absolutely. If absolute' velocity 
amplitudes are known, the BEM will calculate the absolute sound pressure level at any 
given point. 
BEM formulations for both interior and exterior problems have been given by many 
authors. Chen and Schweibert [45] used the BEM to obtain radiation patterns from a 
vibrating piston set in a rigid sphere, which, was approximated by triangular surface 
elements. Chertock [46] calculated the surface and the far-field pressure due to rigid- 
body vibration of a perfect sphere. The BEM has been used extensively in the past, and 
recently with improvements to solve infinite domain problems such as studies of 
acoustic radiation or acoustic scattering [45-53] [63] [66] [73]. Full details of the 
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numerical technique for acoustic radiation problems are given in (77]. 
The exterior boundary integral formulation has a well-known problem of non-uniqueness 
of solution at certain characteristic frequencies [48]. The resulting set of the linear 
equations becomes singular when the frequency coincides with one of the resonant 
frequencies of the volume enclosed by the surface of the radiator. The theory behind 
this problem is quite complicated. Detailed discussion of the mathematical aspects of 
this problem can be found in the article of Kleinman and Roach [86]. 
To circumvent this deficiency, several modified integral formulations have been 
proposed by many authors. The most popular one is the Combined Helmholtz Integral 
Equation Formulation (CHIEF) proposed by Schenck [48]. The basic idea is to form 
an over-determined system of equations. The formulation by Schenck uses the 
Helmholtz integral equation with points inside the body as constraints that must be 
satisfied along with usual Helmholtz integral equation on the surface. The resulting 
over-determined system may then be solved by a least squares procedure. This method 
yields unique results even at the characteristic frequencies, provided the interior points 
do not lie on a nodal line of the interior standing wave. 
Another method for avoiding non-uniqueness is proposed by Burton and Miller [74]. 
This approach consists of a linear combination of the Helmholtz integral equation and 
its normal derivative equation. However, the major difficulty in this formulation is that 
the normal derivative of the Helmholtz integral equation involves hyper-singular 
integrals that are difficult to solve numerically. Several more available methods to 
overcome non-uniqueness are mentioned in [78]. 
The interior boundary element formulation does not suffer from the non-uniqueness 
problem described above; all eigenfrequencies for the interior problems have a physical 
interpretation. 
Tanake [54] used the BEM for two-dimensional interior acoustic problems. The 
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accuracy achieved seemed to depend on the number of modes considered. Sestieri [55] 
considered structural-acoustic coupling in complex cavities. He,, considered 
interconnected cavities, vibrating panels, internal barriers and absorbing materials. 
Comparisons with experimental results as well as with other methods'showed good 
agreement. However, he assumed that the harmonic parts of the integral do not change 
appreciably on each element, extracted the harmonic part from the integral, and solved 
the integral analytically. This approach demands very fine element discretisation. - 
The indirect BEM was used by Kipp [56], who noted inaccuracies at very low 
frequencies. The work of [57-60] presented an approach which includes the capability 
to represent the geometry of irregular enclosures which have edges, comers and other 
complicated boundary conditions. 
Suzuki [59] developed a computer code 'ACOUST/BOOM' to analyse the sound 
pressure field radiated by a vibrating structure and to calculate the acoustic resonances 
of the field. The code, based on the BEM, uses simplified input data which reduces 
computation time and cost. Suzuki's results'were highly accurate except at very low 
frequencies. Further work by Suzuki [60] dealt with complicated boundary conditions, 
such as the effect of absorption and leakage, upon the interior response. Tanaka and 
Masuda [76] used the BEM for both the acoustic and the structural analysis for a cuboid 
acoustic cavity with one side bounded by an elastic panel. However, using the BEM 
for structural analysis is not the most efficient choice. Tanaka [81] studied a full-size 
three-dimensional automobile cabin by using the BEM. The accuracy of the calculation 
was assessed by comparison with an experimental cabin model made of plaster. 
Further, a cabin partially lined with absorbing materials is also discussed in his paper. 
Seybert [61,88] gave several examples where the BEM is used in the automotive 
industry for acoustical modelling and prediction for noise control. Succi [85] discussed 
the calculation of the eigenvalues of an arbitrary shaped volume with arbitrary surface 
impedance. The solution is based on the exact solution to a truncated eigenfunction 
expansion and is not a perturbation solution. 
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The BEM acoustic analysis can be coupled to the structural analysis by different 
methods [65,55,66]. Suzuld [59] presented several coupling methods, these are: 
The direct approach [65], id which the equations of structural motion are 
directly coupled with the BEM acoustic equations. 
2. The modal method [55], where the dynamic characteristic of the structures are 
represented by modal parameters. Ile unknowns of the coupled equations 
comprise the generalized co-ordinates and the sound pressure at each element. 
3. The mobility method [66], for which the pressure loading is expressed by using 
the mobility matrix of the structure. This gives the smallest system of 
equations. Mobility is the vibration response of a single point excitation. The 
mobility matrix can either be calculated or measured. 
In this thesis the third approach, that of mobility measurements, has been adopted. The 
integral equation for the 'conventional' BEM for the interior problem is derived in 
Chapter 4. The term 'conventional' is used for standard application of the direct BEM 
to the Helmholtz equation, as used by Suzuld [60] and most previous authors. The 
various types of boundary elements, the matrix formulation, the numerical evaluation 
of the integral over an element and the solution of the resultant system of equations are 
also discussed in that chapter. The conventional BEM is then applied to a simple 
example of a linear duct. 
1.3.5 Development of the Boundary Element Method 
There is a problem with the use of the BEM for interior acoustic analysis which has 
received little attention. Bernhard et al [58] demonstrated that there are inaccuracies 
at very low frequencies, which can be reduced by the use of very high order 
quadrature. However, such quadrature schemes are necessary for all integrals, not just 
for integrals which contain singularities. The computational effort required by high- 
order quadrature schemes is such that much of the BEM advantage over the FEM is 
lost. 
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In Chapter 5 it is shown, by the use of the conventional BEM on a one-dimensional 
duct problem, that the reason for the low frequency error is due to ill-conditioning in 
the system matrix. Further, a new BEM formulation for I-D and 3-D problems is also 
given in Chapter 5, from which theý first few terms of a series solution to the low 
frequency problem can be generated, and in this new formulation the system matrix is 
not ill-conditioned. In addition to removing the problem of ill-conditioning, the new 
formulation has a further benefit in that only one matrix assembly and solution is 
needed to cover the entire low frequency region, whereas these must be repeated for 
each frequency value using the conventional BEM formulation. The new formulation 
is applied to several examples, namely a linear duct, a vibrating sphere and a three- 
dimensional cavity of arbitrary shape. 
In order to demonstrate the practicality and accuracy of the proposed analysis techniques 
of using the direct BEM acoustic method for vehicle interior noise problems, it is 
necessary to compare predicted and experimental results for some test cases. In 
Chapter 6, measurement techniques and experimental results for two test configurations 
are given. Firstly a rigid rectangular cavity with one flexible clamped panel is 
considered, and secondly, the experimental analysis of a scale-model of an idealised 
vehicle interior is presented. Further, the concept of mobility measurements and 
transfer functions are also discussed. 
There is a general problem with the conventional BEM method in that the matrix 
formulation as well as equation solution has to be repeated for each frequency, since the 
integrand of the boundary integrals are frequency dependent. Therefore matrix 
assembly and solution is necessary for each frequency of analysis which is very 
inefficient. Furthermore, it is virtually impossible to use the conventional BEM for 
eigenvalue and eigenmode analysis for the same reason. However, recent work by 
Brebbia and Nardini [64] on free structural vibrational analysis has shown the possibility 
of extracting the frequency parameters from the integral to form matrices independent 
of the frequency. Further work by Baneýee [67], Coyette [68] and Brebbia [781 
extended the application of the method to the evaluation of eigenvalues and eigenmodes 
of coupled structural-acoustic problems in two and three dimensions. Bai [891 
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developed an eigen-analysis technique based on the boundary element method for 
extracting eigenmodes of a sound field in an enclosure. A method of singular value 
search, in conjunction with a golden section optimization algorithm, was utilized by Bai 
for efficient calculation of eigenmodes. 
Jeans and Mathews [87] work was concerned with the numerical modelling of elasto- 
acoustic problems applied to thin shell and specifically curved plates. A finite element 
formulation of the elastic problem is coupled to a variational boundary element solution 
of the acoustic problem. Similar work was carried out by Coyette and Fyfe [90]. The 
advantages in using a variational formulation are firstly, the manner in which a highly 
singular integral operator is made amenable to numerical approximation, secondly, its 
application to non-closed thin shells, and thirdly, its numerical implementation leads to 
the formulation of a symmetrical fluid matrix. 
In Chapter 7a similar idea to that of Brebbia [78], Banedee [76] and Coyette [68] was 
used for forced response analysis, where the frequencies are extracted from the 
integrals. Derivation of the integral equation and details of the matrix formulation are 
presented. The concept of consistent and non-consistent formulation is discussed, in the 
context of this frequency extraction technique. The forced response analysis is further 
developed to give a fully consistent formulation. This 'improved' BEM technique, Leý- 
with frequency extractions, is applied to examples of a linear duct, a rectangular rigid 
cavity with clamped vibrating panel, and a scale-model of a vehicle interior. 
Finally, conclusions and suggestions for further work are given in Chapter 8. 
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CHAPTER 2 
'Plane Wave Analysis, of Ducts 
2.1 Introduction 
Although the general problem associated with coupled structural-acoustic systems, as 
related to a passenger vehicle, is a complex one, the essential features can be identified 
by considering the simpler case of plane acoustic wave propagation. For plane waves, 
any disturbance in the fluid medium results in motion of the fluid along the longitudinal 
axis of the enclosure, causing small variations in pressure and density which fluctuate 
about the equilibrium state. These phenomena are described by the one-dimensional 
wave equation. The analysis of one-dimensional standing waves in duct systems is well 
known [9-10]. 
In this chapter, solutions to the linear, one-dimensional, homogeneous wave equation 
are studied for a variety of ýboundary conditions at the two terminations of a duct. It 
is assumed that the duct, of length L, has a uniform cross sectional area. The chapter 
begins with the simplest of cases, that of passive terminations such as rigid or open, and 
proceeds to more complex situations, where the motion of the end walls is coupled to 
the acoustic motion within the duct. The purpose is to give understanding of the 
principle of structural-acoustic interaction with reference to the simplest practical 
situations. Comparisons of experimental results with predicted values are given for 
some of the cases which are analysed in this chapter. 
2.2 Experimental One-Dimensional Duct Measurements 
The experimental work was conducted inside an anechoic chamber. A wooden duct of 
depth 398 mm and cross-sectional area 115 x 115 mm2was constructed. The duct 
consists of a box made from a double layer of Medium Density Fibre-board (MDF), 
with sand between the two layers to provide a surface with high impedance. The duct 
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was mounted on a sand-filled metal frame work stand, with adjustable spikes on both 
the top and the bottom of the frame. The vibrator was positioned on the floor 
surrounded by the frame. The adjustable spikes enabled the duct, piston and vibrator 
to be correctly aligned with each other. The experimental set up is shown in Figure 
(2.1). Three termination conditions for the duct were considered. Firstly, for a rigid 
termination, a rigid plate at the top of the duct was securely attached to the duct. 
Secondly, for a porous termination, a foam material with a rigid backing plate was 
used. The absorption and impedance characteristics of the foam were measured by an 
impedance tube. Finally, an open termination was considered. 
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Figure 2.1 Experimental Setup of a Linear Duct 
For the open termination, the microphone was suspended from a holding device above 
the duct, while for the rigid and the porous terminations, the microphone and the 
accelerometer cable were passed through a small hole in the rigid plate termination. 
Any gaps were sealed with plasticine to avoid leakage of energy. 
A Genrad analyzer was used to provide the noise to drive the shaker and to acquire the 
data. The data was acquired from the microphone via a measuring amplifier and the 
accelerometer via a charge amplifier. The microphone was positioned at different 
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points as shown in Figure (2.1). 
The accelerometer on the piston measures the input acceleration to the system. For 
each position, the pressure/acceleratipn transfer functions were obtained. These were 
later integrated to determine the pressure/velocity transfer functions. 
2.3 Solution of One-Dimensional Wave Equation 
Consider plane-wave sound propagation in a duct, for which the governing equation is 
2p d 2p 
ý&2 c22 0 
(2.3.1) 
where P is the acoustic pressure and c. is the speed of sound in the medium. For a 
harmonic disturbance of frequency w, 
P(x, t) P(x)ei"t (2.3.2) 
Substitution of equation (2.3.2) into the wave equation (2.3.1) leads to the Helmholtz 
equation 
dp+ k2P. = 0 (2.3.3) dx 2 
where k= co/c. = 21r/X is the wavenumber and X is the wavelength. The general 
solution of equation (2.3.3) is given as 
P(x) = AeJA' + Be-* (2.3.4) 
where the constants A and B can be determined from given boundary conditions at x=0 
and x=L. The particle velocity V(x)eý-' is related to the acoustic pressure through the 
momentum equation 
dP 
= -J(a pv (2.3.5) dx 
where p is the density of the fluid. Hence, from equations (2.3.4) and (2.3.5), the 
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velOdtý is given as 
V(x) = (-Ilpc) (Aejk' - Be -jk"] . (2.3.6) 
Several cases are analysed in this chapter -to determine the behaviour of the system 
using passive and dynamic boundary conditions. 
2.4 Case One (Closed-Closed Terminations) 
The simplest case is to assume that the two ends of the duct are rigid, such that V(O) 
= V(L) = 0. The solution for the wave equation using these conditions will determine 
the acoustic eigenvalues and eigenvectors. Solution of equation (2.3.6), using the rigid 
ends condition, gives 
P(x) = 2A cos(kx) (2.4.1) 
and 
V(x) = (2Ajlc. p) sin(kx) . 
(2.4.2) 
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Figure 2.2 Linear Duct With Closed-Closed Terminations 
a) Pressure, b) Velocity 
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The velocity V(x) vanishes whenever sin (kx) = 0; that is, that besides the origin, there 
are nodes at the points x= Xn/2 where n is an integer. Midway between each pair of 
consecutive nodes there is a point of zero acoustic pressure as shown in Figure (2.2). 
At these points the velocity magnitude is maximum, and at the nodes of velocities the 
pressure magnitude is maximum. At intervals of X/2 everything is exactly repeated. 
More details of this case are explained in [4]. 
2.5 Case Two (Closed-Rigid Piston Terminations) 
Let the fluid in the duct be driven by a rigid piston, at x=0, vibrating harmonically at 
frequency w with an amplitude of U m/s. The remaining sides of the duct are assumed 
to be rigid and stationary, the configuration of the model is shown in Figure (2-3). 
0.115m RIGID 
BOUNDARIES 
X=0.398 
0.39 8m 
0.1; 9m 
MICROPHONE I 
POSITION X0 
A 
ACCELEROMETER 
Figure 2.3 Linear Duct With Closed-Rigid Piston Terminations 
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The constants A and B of equations (2.3.4) and (2.3.6) can be determined by the 
condition that when x=L, dP/dx=O and when x=O, dP/dx=-jwpU. Substitution of 
these conditions into equations (2.3.4) and (2.3.6) yields 
P(X) = 
-jc. pU cos (k(L-x)) (2.5.1) 
and 
sin (U) 
V(X) =U sin 
(k(L -x)) 
, sin (U) 
(2.5.2) 
From equations (2.5.1) and (2.5.2), there are several features to consider for both the 
pressure and the velocity. Consider firstly the pressure: 
The interior pressure is maximum when cos (kL-kx) 4: 0 and sin (kL) =0, that is 
when L is a multiple of V2 ie when kL = nir where n is an integer. 
Zero pressure occurs when cos (kL-kx)=0 and sin (kL) 4: 0, this occurs when 
k(L-x) = mr/2 where n is an odd integer. 
Non-zero minimum pressure occurs either when cos (kL-kx) : ýO and I sin 
(kL) I =I for which L is an odd multiple of V4 or when cos (kL-kx) =0 and 
sin (kL)=0. 
Similar features can be obtained from the velocity such that: 
Maximum velocity occurs when sin (kL-kx) *0 and sin (kL) = 0, that is when L 
is a multiple of V2. 
Zero velocity occurs when sin (kL-kx)=O and sin (kL): A: O, that is when (kL- 
kx)=nir where n is an integer. 
Non-zero minimum velocity occurs when sin (kL-kx): ý: 0 and I sin (kL) 
this occurs when L is an odd multiple of V4. 
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Figures (2.4a-c) show a comparison of experimental versus predicted pressure/velocity, 
P/U, for the three microphone positions shown in Figure (2.3). The solid line 
represents the experimental result while the dashed line represents the exact solution. 
The pressure Lvelocity is represented in dB (re 2x 10-1 g). The resonances are . 
La 
'41S 
predicted correctly. The extra resonance which appears in the measurement in Figure 
(2.4b) is due to the microphone being slightly off-centre. 
At x=O or x=L, the pressure is maximum when kL=nir where n is an integer and 
minimum pressure occurs when kL=nir/2 while at x=L/2, the pressure is maximum 
when kL=nir, where n is an even integer, and minimum when kL=nir for odd integer 
n. 
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Figure 2.4 Frequency Response of, P/U at,, -,, 
a) x=O, x/L=O b) x=0.199, x/L=lh c) x=0.398, x/L=I. 
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An extension to this case is to attach a porous material to the inside of the rigid 
wxmination. Here, the boundary condition at the rigid termination can be assumed to 
be of the form 
PTL) =Y P(L) (2.5.3) 
surface 
where Y is the acousti4admittance of the porous material, which can be obtained from 
measurement using an impedance tube. 
Substitution of equations (61.3.4) and ('61.. 3.6) into equation (2.5.3) gives 
A [Y p c,, + 11 eýu =B 11 -Ypc,, je -, kL (2.5-4) 
Now at x=O, equation (2.3.6) becomes 
-PcO U. (2.5-5) 
Simultaneous solution of equations (2.5.4) and (2.5.5) gives the values of the constants 
A and B. Substitution of these values of A and B into equation (2.3.4) determines the 
sound pressure level at any point within the duct. 
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Figure 2.5 Linear Duct With Closed-Rigid Terminanons. A 40 mm 
Thick Foam Attached to the Closed End 
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One example of this case, for 40 mm thick porous material attached to the rigid wall, 
was tested as shown in Figure (2.5). 
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Thekadmittance of the porous material was measured using an impedance tube. The 
admittance was then used in the calculation to predict the interior pressure response. 
Comparisons of measured versus predicted sound pressure at three positions inside the 
duct are sho%yn in Figure (2.6a-c). The solid line represents the experimental results 
while the dashed line represents the analytical solutions. P/U values are 
represented in dB (re 2x 10' 'Pa/m/s). 
The graphs show reasonable results of predicted versus experimental interior sound 
pressure level. However, there is a shift in frequency between the experimental and the 
predicted results. Also, the predicted sound pressure levels are generally lower than 
those of the experiments. These discrepancies are due to the assumption made about 
the effect of the porous material in the analysis, where it was assumed that the porous 
material acts at a point rather than having a bulk effect. To account for the bulk effect, 
it is necessary to consider the wave propagation within the two media, air and porous 
material, separately. Firstly consider the wave motion in medium 1, the air. Here the 
solution of the wave equation is given by equations (2.3.4) and (2.3.6). Application of 
the boundary conditions at x=O and x=1. gives 
(0) =U= -Y. (A-B) (2.5.6) V 
v -jkl (2.5.7) PQ = Ael 0+ Be *, 
and 
VQ = -Y. (Ae 
jkf ' -Be -jkf 0) , 
(2.5.8) 
where Y. = llpc,, . 
Secondly, the wave motion in medium 2 is given by 
d2 p(X) 2=0 (2.5.9) 
dx 2 
r. Pw 
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where r. is the complex propagation constant of the absorptive material. According to 
Delany and Bazley [95] and Cummings [96], P, may be written as k (a, + jbj) where 
a, = 0.15701" and b, = 0.1850""1 and 0= pwl 10860ir. The general formulae are 
due to Delany and Bazley, whilst - the specific numbers are those measured by 
Cummings for a foam similar to that used in this experiment. 
Now, solution of equation (2.5.9) gives 
P(x) = Ce r, " + De -rz 
(2.5.10) 
where C and D are constants. The particle velocity is related to the acoustic pressure 
through the momentum equation 
dP(x) 
_ -jc. )P. Kx) dx 
(2.5.11) 
where p. is the density of the medium. The value of p. for the porous material is 
given in [95] as 
pm = r. Z. lio (2.5.12) 
where 
Z. = pc [(l + 0.1968-0-39) +j (-0.1120-0-55)] . 
(2.5.13) 
From equations (2.5.10) and (2.5.11), the velocity is given as 
-r Kx) .ý0- 
(C. rO - D. -rj (2.5.14) icap, 
Application of the boundary conditions at x=1. and x=L gives 
V(L) = 
_r0 (C, r *L - D. -r *L) =0. (2.5.15) jwpm 
Hence 
2r. L (2.5.16) 
36 
V(Q -ro (Ce rA - De -r 14) (2.5.17) i(a P. 
and 
P(l) Ce r14 + De -rA (2.5.18) 
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Figure 2.7 Frequency Response of P/U at 
a) x=0.199, b) x=0.358, c) x=0.398. 
Using Bulk-Reacting Method 
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The valu6s of A, B, C and D follow from equitions (2.5.6), (2.5.7), (2.5.8), (2.5.16)o 
(2.5.17) and (2.5.18). Hence, the pressure response can be determined at any point 
inside the duct by using equation (2.3.4) for propagation in medium I and equation 
(2.5.10) for propagation in medium 2. 
Applying the above analysis on the same example considered previously, that of 40 mm 
thick porous material, gives the results shown in Figure (2.7a-c). It is clear that, in this 
case, taking account of the bulk-reacting effect of the foam liner gives much more 
accurate results than assuming the liner to be point-reacting. It should be noted that the 
thickness of foam in this example is approximately 10% of the overall duct length. In 
a vehicle, the lining material on, say, the roof of the cavity is typically of the order of 
a few millimetres, with respect to cavity dimensions of the order of several metres. 
Hence, the point-reacting analysis should be acceptable in such cases. However, the 
thickness of foam seats is such that their effect, if included, would best be accounted 
for by a bulk-reacting analysis. 
2.6 Case Three (Open-Rigid Piston Terminations) 
In this case, the termination at x=O is similar to that of case two. The other 
termination of the duct was assumed to have an open boundary as shown in Figure 
(2.1). In a vehicle, this could be thought of as an open sunroof or an open window. 
The boundary condition at x=L for this case is given by equation (2.5.3) where Y is 
the acoustic admittance at the open end of the duct. Again, simultaneous solution of 
equations (2.5.4) and (2.5.5) determines the values of the constants A and B, and then 
substitution of these values of A and B into equation (2.3.4) gives the sound pressure 
level at any point inside the duct. 
The form of the radiation admittance, Y, was taken to be that for radiation from a 
circular cross-section duct [6] of an equivalent open area. 
Figures (2.8a-c) show comparisons of measured versus predicted sound 
pressure/velocity for the configuration given in Figure (2.1), at the three positions. 
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The resonances and the pressure amplitudes are predicted correctly. Note that, using 
an approximated radiation admittance, as mentioned above, gives accurate predictions. 
Therefore, a similar approach could be taken to obtain an approximate radiation 
admittance for any shape of opening. 
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For Open-Rigid Piston Duct Terminations 
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2.7 Case Four (Closed-Dynamic Terminations) 
A more meaningful investigation than that of case two would account for the properties 
of the mechanical driver. Consider the driver shown in Figure (2.9), where m is the 
mass of the driver, C. is the mechanical resistance of the system, K, is the stiffness and 
f is the applied force. 
Ks 
f, (t 
cs 
Figure 2.9 Dynamic Driver 
The equation of motion of the system is given as 
ma + Cii + Ku =f (t) - 
For harmonic motion this reduces to 
(-w2m + jwC, + K) X=F (2.7.2) 
where u(t) = Xeý' and f(t) = Fd" 
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From equation (2.7.2), the displacement, X, is given as 
x=F (2.7.3) 
jw[Cs + j(wm -K, /w)] 
Differentiation gives the complex speed 
F 
(2.7.4) 
+ j(cam -K, /w) 
The natural frequency of the driver is given by w---v"K--, /m. 
X=o x=L Ks 
-VAAr- 
L 
Figure 2.10 Schematic Representation of a Dynamic-Closed 
Termination Duct System 
If the driver is now connected to the duct as shown in Figure (2.10), one has a coupled 
system. Studies on such a system were considered by Craggs [8] and Kinsler [5]. The 
mechanical resonances of the combined system involve the mechanical behaviour of the 
driver as well as that of the duct. Thus, the equation of motion of the mass becomes 
ma +C ji +Ku= (t) -S P(O, t) (2.7.5) 3sf 
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which for harmonic motion, gives, 
v= -F -SP 
(0) (2.7.6) 
C. 
v +j 
(wm-K, Ica) 
At x=O, equations (2.3.4) and (2.3.6) become 
P(O) =A+B (2.7.7) 
and 
V(O) = -: 
L (A - B) (2.7.8) 
PCO 
At x=L, equation (2.3.6) becomes 
V(L) = -1 (AeJkL - Be -jkL) (2.7.9) 
PCO 
and the hard wall conditions, V(L)=0, gives 
B=A e%! kL . 
(2.7.10) 
Substitution of equations (2.7.7) and (2.7.8) into equations (2.3.4) and (2.3.6) and using 
equation (2.7.10) gives 
F-AS (1 + eý*') _ -A. [I _ e: 
UkL ]. 
Cs +'j (cam - K, /c. )) PCO 
(2.7.11) 
The natural frequencies of the combined system can be obtained by letting the force, 
F be zero in equation (2.7.11) which then reduces to 
cot (U) =a (U) -p/ (U) (2.7.12) 
where the damping, C, has been assumed to be zero. 
In equation (2.7.12), a =m/(pSL) is the ratio of the mass of the moving element of the 
driver to the mass of the fluid in the duct, and fl=YjJ(pSc,, 2) is the ratio of the 
stiffness of the suspension of the moving mass to the stiffness of the fluid filling the 
duct. 
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Figure (2.11) shows a plot of the left hand side of equation (2-7.12) together with the 
right hand side of the equation for different a and 0 values. The intercepts of the 
curves on their own with the kL-axis represent the natural frequencies of the closed- 
open duct kL=(2n-1), r/2, and the single natural frequency of the spring-mass oscillator 
which is given by (kL)(,. = (L/C, ) V(K, lm) . 
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Figure 2.11 Graphical Solution of Equation (2.7.12) 
The intercepts of the two curves give the coupled natural frequencies of the combined 
duct-driver system. 
Some features can be identified for different ot and 0 values. 
a) For cy = 3.82 and 0=2.29, a light piston and flexible suspension, the right hand 
side of equation (2.7.12) is then represented by 'Curve P in Figure (2.11). 
Here, all intersections of 'Curve P with the acoustic curve, cot (kL), are above 
the kL- axis. The first intersection of the two curves lies between (kL). and 
kL=ir/2, and represents the first natural frequency of the coupled system. The 
higher natural frequencies of the coupled system are close to those of a closed- 
closed duct, namely kL=nx for integer n. 
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For a=3.82 and fl=9.45, a similarly light piston but stiffer suspension, the 
right hand side of equation (2.7.12) is represented by 'Curve 2'. The 'in vacuo' 
mass-spring oscillator has a natural frequency which is. coincidentl with that of 
the first acoustic natural frequency of a closed-open duct, kL=, r/2. This will iI 
be the first natural frequency, of the coupled system. . 
In addition, the coupled 
system has further natural frequencies which lies close to the natural frequencies 
of a closed-closed duct, namely kL=nir for integer n. 
C) Finally, for a= 3.82 and fl = 37.79, a light piston and very stiff suspension, the 
right hand side of equation (2.7.12) is represented by 'Curve 3'. The 'in vacuol 
structural natural frequency coincides with the first non-zero closed-closed 
acoustic natural frequency. The intercepts of 'Curve 3' with the acoustic curve 
are above and below the kL-axis which gives two natural frequencies of the 
coupled system which are close to each other. The rest of, the coupled natural 
frequencies are close to those of the natural frequencies of a closed-closed duct, 
which are given by kL=nir for integer n. 
In the above analysis the a values were chosen to be constant while the 0 values were 
varying. A similar analysis can, be carried out for constant 0 and varying ot or both 
varying. 
Consider next the case where the force, at x=O, is no longer equal to zero. The 
interior pressure response can now be obtained from equation (2.3.4), where the 
constants A and B can be determined from the solution of equations (2.7.10) and 
(2.7.11), and is given by'the transfer function 
P(X) cos(kL - Ax) 
(FIS) sin(kL) -N sin(kL) 
(2.7.13) 
Here, N=a(kL) - P/(kL), where ci=m/pSL and fl=KL/pScj, and zero damping has 
been assumed. 
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Figure (2.12a) shows a plot of pressure response at x=O, for a=3.82 and different 
values. The fl value for 'Curve V is 2.29, for 'Curve 2', fl=9.45 and fl=37.79 for 
'Curve 3'. The peaks of high pressure response represent the natural frequencies of the 
combined system as predicted earlier. Tor fl = 9.45, the structural resonance at kL = ir/2 
has been masked by the 'zero pressure' acoustic effect, to leave a featureless curve at 
this frequency. 
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Figure 2.12 Forced Response at x=O of a Dynamic-Closed Duct 
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For =ý37.79, a broad band of high pressure occurs between 2< kL <4 where there are 
two resonances close to each other. This always occurs when a structural resonance 
coincides with an acoustic resonance. Note that. for kL<2 the pressure response is 
lower for increased 0, or in particular for increased stiffness of the piston. In contrast, 
as seen in Figure (2.12b), there is very little effect due to increased a, or in particular 
for increased mass of the piston, over this low frequency region of kL<2. Note that, 
in Figure (2.12b) 'Curve 1' corresponds to the case where ot =0.1. For 'Curve 2', and 
'Curve Y, the a values are 1 and 10 respectively. The value of 0 for the three curves 
was chosen to be 37.79. 
2.8 Case Five (Dynamic-Dynamic Terminations) 
The object in this case is to add further complexity to the duct boundary conditions by 
using dynamic terminations at both ends of the duct. A damped spring mass oscillator 
with mass m,, stiffness K, and a damper with damping C1, was positioned at x=O. 
Another oscillator was positioned at x=L with mass m2, stiffness K2and damping C2, 
as shown in Figure (2.13). The cross-sectional area for both ends is assumed to be S. 
x=O x=L KZ 6\ 
z MAN- ý mov 
ci L ce 
Figure 2.13 Schematic Representation of a Dynamic-Dynamic 
Terminations Duct System 
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Let the oscillators, at x=O and x=L, be driven by harmonic forces Flel' and F2eýl 
respectively. Then application of Newton's law, of motion for each oscillator gives the 
velocities at the two ends, 
F, - P(O) S V(O) =, (2.8.1) C, + j(mlcü - K, Ica) 
and 
-F V(L) =2+ 
P(L) S 
(2.8.2) 
C2 + AM2 co - K2 /w) 
Further, the pressures at x=O and x=L are given by 
P(O) =A+B (2.8.3) 
and 
P(L) = AeJ*L + Be -JkL (2.8.4) 
where A and B are constants. 
However, from equation (2.3.6) the particle velocities are 
V(O) = (-Ilpc) [A - B] (2.8.5) 
and 
V(L) = (-Ilpc) [AeikL - Be-JkL] . 
(2.8.6) 
Equating the velocities of equations (2.8.5) and (2.8.6) with those of equations (2.8.1) 
and (2.8.2), and using equations (2.8.3) and (2.8.4), gives 
B-A = pc. 
F, (A + B) S- (2.8.7) 
C, +j (m, 6) - K, /i)-1 
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and 
F"+ Be -jkL) S 
Be -jkL - AejkL = PCO 
2+ 
(Ae jk 
K 
(2.8.8) 
C2 +i (M26) 2/(a) 
1 
Simultaneous solution of equations (2.8.7) and (2.8.8) determines the values of the 
constants A and B, which can then be substituted into equation (2.3.4) to give the sound 
pressure level inside the duct. 
If the forces F, and F2 are equal to zero, then the solution to equations (2.8.7) and 
(2.8.8) gives the natural frequencies of the system, which are determined from the 
equation 
cot(kL) = 
[a, U- Pll(kL) 1 [CC2 U- Pd(kL)l -1 (2.8.9) 
(al + a2) kL - (PI + P2)1(kL) 
where 
ofl : -- ml/(PSL) I 
01 = KIIJ(pScb 
C12 -2 M2/(PSL) I 
and 
02 "2 k2IAPSCD * 
The dampings C, and C2 have been assumed to be zero. The values of C11 and a2 are 
the ratios of the masses of the moving element of the drivers to the mass of the fluid 
in the duct, and ft, and fl7 are the ratios of the stiffnesses of the suspensions of the 
moving masses to the stiffness of the fluid filling the duct. Note that equation (2.8.9) 
has similar features to that of equation (2.7.12) of case four and hence a similar analysis 
can be carried out. 
Figure (2.14) shows a plot, similar to that of case four, of the left hand side of equation 
(2.8.9) together with the right hand side, for different a,, 01,012andfl2values. 
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Ile solid-line curve represents the left hand side of equation (2.8.9), cot (kL), for 
0 _-5 kL: 5 10. The intercepts of this curve with the kL-axis give the acoustic eigen- 
values of a closed-open duct. The rest of the curves represent the right hand side of the 
equation for constant oil andC12, namely al=of2=3.82. Different 01 and 02were used, 
For 'Curve 1% fll=02=2.29, for 'Curve 2', 01 =02=9.49 and for 'Curve Y, 
91 =02=37.79. The intercept of these curves with the cot (kL) curve give the coupled 
natural frequencies of the drivers together with the acoustics. 'Curve 1' intersects the 
cot (kL) curve, for kL < 2, at two points close to each other. These are mainly due to 
the structural effect. Similar features are noticed for 'Curve 2', while 'Curve 3' 
intersects the cot (kL) curve at three points, hence three resonances occur close to each 
other. 
Forced response plots are shown in Figure (2.15) for the case F, =I and F2=0 and for 
zero damping of the two oscillators. The curves represent the pressure response at x=O 
for the same a 1, C12, 
fl, andfl2which were used previously to determine the eigenvalues 
of the coupled drivers-duct system. The pressure response is represented in dB (re 2 
x 10-5 Pa). Here again, as in case four, in the low frequency region kL < 2, an increase 
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of the stiffnesses of the drivers causes the pressure response to decrease. 'Coupled' 
frequencies for all the curves are observed clearly for kL<5. Above this range the 
acoustic resonances are little affected by the structural effect. 
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Fligure 2.15 Forced Response at x=0 of a Dynamic-Dynamic 
Terminations Duct System. F, =I and F2=0 
Figure (2.16) shows plots for a similar case, the only difference being that now F2= 1. 
Here, the drivers are taken to be out of phase. Some of the resonances which were 
observed in Figure (2.15) have now disappeared completely. This illustrates the 
principle of active noise control in the interior of a duct, as well as the interference 
effects possible from vibrations over different parts of the boundary. 
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Fligure 2.16 Forced Response at x=O of a Dynamic-Dynamic 
Terminations Duct System. Fj=l and F2=1 
Figure (2.17) corresponds to 011"'m"2=0.04 and. 01=02=32, the effect of which is to 
give structural resonances only at very high frequencies. The curves given, therefore, 
illustrate acoustic resonances only and illustrate the effect of changing the relative 
magnitude and phase of the two vibrational inputs. Note that, 'Curve V corresponds 
to the case F, =1 and F2 I 'Curve 2' corresponds to the case of F, =I and F2 =0 and 
'Curve 3' indicates the caw where F, = F2 = 1. 
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Figure2.17 Forced Response atx=O. Fj=landF2=-Ifbr'Curvell, 
F, =I and F2 =0 for 'Curve 2' and F, = F2 =I for ' Curve 3' 
A similar analysis could be undertaken for more complicated enclosures to reduce the 
noise level at an interior point by changing the relative magnitude and phase of the 
structural vibrations over the boundary of the cavity. In practice one could then alter 
the structure to change the relative magnitude and phase of surface vibration, or use an 
active noise control approach. 
After the work in this chapter was completed, Kim and Prasad [9] published similar 
work for a rigid uniform duct with plane wave sources of given impedance at each end. 
Their work is not as general as that discussed here for the two oscillators, but it 
illustrates similar effects to those deduced here. 
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CHAPTER 3 
Mathematical Analysis of 3D Rectangular Cavity 
3.1 Introduction 
This chapter is concerned with three-dimensional wave propagation inside a rectangular 
cavity with five stationary rigid walls and a simply supported panel on top. The 
analysis aims to provide some understanding of the response of cavity-backed panels 
and enables one to determine the pressure response produced in the cavity which is 
coupled with the panel. Previous investigations of this problem have been motivated 
by the need to understand the effect of the vibrating panel on the fluid response and a 
need to understand the acoustical loading by the cavity on the panel. It is necessary to 
consider not only the acoustic wave propagation but also the response of the structural 
elements that form the boundaries of the acoustic medium. The transmission of acoustic 
energy from the open space to the cavity, or vice versa, takes place by means of 
vibrations produced in the panel, which acts as a coupling element between the cavity 
and the open space. 
The response of cavity-backed panels was first investigated by Dowell and Voss [121. 
Further investigations by Pretlove [ 13] have progressively improved theoretical methods 
and physical insight. Since then there have been continuous efforts by Pretlove 
[14,16,17], Kihlman [15], Bhattacharya et al [18], Dowell et al [20], Guy [21,23] Pan 
and Bies [23] and others, directed towards improving the understanding of the fluid- 
structural interaction and also improving the accuracy of predictions. 
The work in this chapter uses some of Pretlove's analysis [13,14] to predict the sound 
pressure level inside the cavity which is caused by the structural vibration of the panel. 
The first- part of the chapter considers the response of a forced, simply-supported 
rectangular panel without the cavity [24,25]. Secondly, the cavity is included by means 
of a steady state solution for the wave equation as an infinite Fourier series. The 'in 
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vacuol panel velocities are then used to find the pressure response within the cavity 
without coupling. Thirdly, the structure is analysed together with the fluid loading as 
a coupled system and then the modified, calculated velocities of the panel are used to 
flnd the interior pressure response. * Finally, mobility measurements are used as 
vibrational input data to determine analytically the interior pressure response. All the 
results of the analysis are compared against experimental results. The comparison 
between predicted and measured sound pressure level using mobility measurements is 
shown to give the most accurate results of the three cases. 
3.2 Flexural Vibration Of A Thin Elastic Panel 
Different waveforms may exist in a panel, but only flexural waves have motion 
perpendicular to the surface that can cause radiation of sound into an adjacent medium 
[25]. The analysis of a simply-supported flexural panel vibration is considered in this 
section, while the general theory is given in reference [24]. 
The behaviour of the panel flexural motion is determined by the differential equation 
of motion, the boundary condition along the panel edges and the forces acting on the 
panel surface. For a thin panel, the equation of flexural vibration is: 
2W 
,p -P DV4 WP +C 
±LP 
+ psh 2 
(Xvy, 
where D is the bending stiffness given by D= Ehl/12(1-a), wp is the displacement, C 
is the damping ratio and P" (x, y, t) is the applied pressure acting on the panel. For 
harmonic time variation of frequency w, equation (3.2.1) reduces to 
DV 4W + jC( - ph(A)2W =- pE(X ). p 
)Wp 
p 2y 
(3.2.2) 
Equation (3.2.2) will be solved for the case of a thin rectangular panel of dimensions 
a and b, simply supported at all edges. 
54 
The edges of the panel are located at x=0, x=a, y=0 and y=b. The boundary 
conditions of a simply supported panel require that the displacement w,, and the second 
derivatives must vanish on these edges. The boundary conditions therefore become: 
a 2w (X ) WP(X, Y) p 'y 0 at x= oa &2 
and 
2 wv(xy) 
WP(X, Y) =---=0 at y o, b 
oy 2 
One may easily verify that týe functions 
w, w., sin( rux 
) 
sin 
iny 
r =. 1,2 &s 
.0a(b 
)l 
(3.2.3) 
(3.2.4) 
(3.2.5) 
have the required properties and satisfy the boundary conditions (3.2.3) and (3.2.4). 
For undamped free vibration of a panel, equation (3.2.2) reduces to 
D V4w, - ph (a'w, =0- (3.2.6) 
'Thdfdnction wý-satisfies'eq-uation (3.2.6)'Or&vided-t 
ca 
D+( s7c (3.2.7) 
h 
(Ialý 
, bý ps 
) 
The functions w,, are called the eigenfunctions and (o,, are called eigenfrequencies or 
natural frequencies. 2x 
For a concentrated load acting on the panel at the location (x., y. ), equation (3.2.2) 
becomes 
D V4 w+ jC(a w-p, ýc. )2w =F 8(x-x) 8(y-y) (3.2.8) ppp 
where the force acts in the same direction as the positive displacement. 
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In order to solve equation (3.2.8), the displacement w. (x, y), is considered to be a 
superposition of the eigenfunctions found from the free-vibration analysis: 
w 'Y"Y) 
, P(x, 
y) wrs sin 
( "x) sin 
( 
S- Iab 
where the w, are as yet unknown. Each of the eigenfunctions satisfies the boundary 
conditions. Substitution of equation (3.2.9) into equation (3.2.8) gives 
++ jCC, ) - psh C, )2 W rs Sin 
(Mx- ) 
sin 
abab 
= Fö(x - xý 8(y - y. ) . 
Multiplication of both sides of equation (3.2.10) by, sin(mrx/a)sin(miry/b), then 
integration over the intervals (o, a), (o, b) and utilization of the following orthogonality 
condition, 
sin(Mx-) sin(-! -"x aa 
(3.2.9) 
(3.2.10) 
(3.2.11) 
gives 
W rs 
4F sin(rnxja) sin(snyjb) (3.2.12) 
abp, h (6)2 + j(Cwlph) - 02) PS 
Ibus, from equation (3.2.9), the displacement is given by 
WP(X, Y) = 
4F 
ýj 
j sin(rnxja) sin(sxyjb) sin(rzx/a) sin(sny/b) (3.2.13) 
m ? -I S-1 2- (02 ors + j(Colph) 
where M= phab is the total mass of the panel. 
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Equation (3.2.13) can be put into the form of transfer mobility, 
jww (XY) 
Vý(X, Y) P [Re (ii, P 
(xy))] + j[ Im (iiý P 
(xy))] (3.2.14) 
F 
where 
4w (Cw/p., h)*R 
_ (3.2.15) Re(, W. (xj) =Mr1x1' (w 2_0 2)2 + (Cwlp, h)2 rs 
and 
»-'- (w 2_w 2) *R 
im ('w>, (Xy» = `) E r', 2_" 2)2 )2 - 
(3.2.16) 
m r-1 s-i (Wrs G) + (Cwlp., h 
In equation (3.2.15) and (3.2.16), the vanable R is given as 
sin(rnxja) sin(s7ryjb) sin(rnx/a) sin(snyla). (3.2.17) 
Figure (3.1) show a plot of transfer mobility, in dB, versus frequency, for two different 
excitation and observation points for a panel for which (7r/a')(D/M)' = 10 and a/b 
V3. 
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Figure 3.1 Velocity of a Simply Supported Plate as a Function of 
Frequency 
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The "AT CENTRE" curve refers to the case where the excitation and observation points 
are both located at the centre of the panel while the "OFF CENTRE" curve refers to 
the case where the excitation and observation points are located at position (a/3, b/4). 
The damping factor is assumbd to be 0.01 %. The peaks represent the eigenfrequencies 
of the panel and their sharpness depends upon the damping ratio. One may observe by 
comparing the two curves, that some eigenfrequencies are excited at one location and 
not at the other. This phenomenon occurs because a mode can not be excited by a force 
that acts at any nodal line of the mode [24]. This effect is encountered most often for 
excitation that acts in the middle, as in the illustrated example. It can also happen that 
several eigenfunctions have the same eigenfrequency. This fact may be observed by 
calculating the eigenfrequencies for the example at hand. 
Here, equation (3.2.7) reduces to 
2 2) 
eigenftequencies = 5(r + 3s 2n 
(3.2.18) 
The values in Table (3.1) are the eigenfrequencies in Hz obtained using equation 
(3.2.18). 
Table 3.1 Eigenfrequencies in Hz 
r 
1 2 3 4 5 6 
1 20 35 60 95 140 195 
2 65 80 ý 105 140 185 
240 
3 140 155 180 215 260 315 
4 245 260 285 320 365 420 
5 380 395 420 455 500 555 
6 545 560 585 620 665 720 
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To the eigenfrequencies of 140 Hz there corresponds the eigenfunctions 
sin 
5nx ) 
sin(ILY), sin 
4nx 
sin(ýHy), sin( _7H) sin( 
37ty) (ab(a)bab 
and similar conditions occur for 260 Hz. Therefore, in determining from mobility 
measurements the number of natural modes of a particular structure, one always obtains 
a number that is too small because of the coincidence of eigen frequencies as well as 
possible non-excitation of certain modes. 
3.3 The Acoustical Problem 
In this section the wave equation will be solved for the coupled rectangular cavity-panel 
system. In Figure (3.2), the wall at z=c is a flexible panel having simply supported 
edges. All walls other than the flexible panel are considered as acoustically hard so that 
the fluid particle velocity on these walls can be assumed to be zero. 
tigure 3.2 Kectangular cavity l3acKea ny a ýiimpiy ý)upporteu ranei 
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The sound field in the cavity is governed by a wave equation and its boundary 
condition. In terms of an acoustical velocity potential 4ý, the wave equation is 
-2 
V2(D (X YZ, t) 
a 4D (X YZ, t) 
2&2 
co 
(3.3.1) 
The potential is related to the pressure and the vibration velocities by the following 
relationships 
ao li a4b 04 P= -pU=0= ýL and *aý (3.3.2) -5P oly az 
where ii, ýr, * are velocities in the (x, y, z) directions and p is the density of the fluid. 
The boundary conditions can be summarized as follows-, 
f, =0 at x=0 or x=a, 
=0 at y=0 or x=b 
iii) =0 at z=0 
iv) = *p (X, Y, t) at z=c (3.3.3) 
The eigenvalues and the eigenfunctions for a rigid closed rectangular cavity are given 
by 
0= 
CO (3.3.4) n'n) + 
(2! ") '+( ') 
1m 
2 
(*a 
bc 
and 
Cos( nmx) Cos( m,, y) Co, 
(jjz) (3.3.5) 
abc 
ZIC 
These are found through the solution of equation (3.3.1) using zero velocities along all 
the six walls of the cavity. However solution of equation (3.3.1) for the acoustic 
potential -1), using condition (i - iii) yield 
Cos 7cy) L,, cosh (p,, z) ej(o'-Yo*) (3.3.6) nx) Cos 
( Mb 
R-0 n-o 
(na 
where 
2+( M) 21 
_( 
CO) 
2. 
Itnn = 79 
a co 
(3.3.7) 
All variables in equation (3.3.6) are known except for the L,.. e+r.,, which are 
determined by applying the remaining boundary conditions (iv). 
Differentiation of equation (3.3.6) with respect to z gives 
c 
ýLO 1 (. 2- Cos 
(MRY) i,, t (3.3.8) *P(X, Y, t) A., cos 'MX) 
M-0 M-0 ab 
where 
An, 
x = limm 
Lam 'e -Jyý sinh (p. c). (3.3.9) 
If one assumes that the velocity, *p, is harmonic in time, then equation (3.3.8) reduces 
to 
, ý, (x, y) =rF, A. cos 
(2- 
- (3.3.10) 
ft 
") Cos ( Mxy, A-0 M-0 ab 
Fourier analysis of equation (3.3.10) yields A., and thence 
ba 
f. f. ffii, 
LAne -JYM 00 
P(xy) cos(n7cx/a) cos(mxy/b) 
drdy (3.3.11) 
abp. sinh(p. c) 
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where 
2 for n, m>o andf., f. for n, m=o (3.3.12) 
Substitution of this equation into equation (3.3.6) and using relationship (3.3.2) gives 
the pressure at any point inside the cavity by 
p= (_jpc, )) 
IL. 
e jy. cos(nicx) cos(m7cy 
) 
cosh(p., z) 
1 
(3.3.13) 
A-0 M-0 ab 
All variables in equation (3.3.13) are known except the velocities of the panel, *p . 
These velocities can be determined by different methods. In this chapter three cases are 
considered. Firstly, the uncoupled velocities found in the previous section are used 
where the acoustic loading on the panel is assumed to be zero. In this case the pressure 
response is found by ignoring the interaction between the fluid and the structure. For 
the second case, an analytical -approach 
for determining *, is considered. Here, the 
panel equation motion is solved with an added term, representing the acoustical loading, 
to obtain the modified velocities of the panel. These velocities are used to find the 
pressure response inside the cavity. Both of the above cases involve analysing the 
structure in'order to obtain the velocities of the panel. The final case of this section is 
that for which the velocities are obtained from mobility measurements. The coupling 
factor in this case is embedded in the measurements. The measured vibrational 
velocities are then used in equation (3.3.13) to find the sound pressure level within the 
cavity. It will be shown that this case involves the least mathematical complexity and 
is the most accurate, provided that the vibrational measurements are accurate. 
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A test case was chosen to compare experimental results of sound pressure level against 
predicted values for the three above cases. 
SIMPLY 
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ANEL 
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7--EDRIVING P INT 
MICRCPHDNE 
POSITICN 
air 
1 (01010) 0,29m 
0.35m 
0.54m 
0.15m 
Figure 3.3 Dimensions of the Rectangular Cavity 
The experimental rig consists of a rectangular cavity of size (0.9 m, 0.54 m, 0.63 m), 
with five sides made of 5 cm thick concrete slabs and the remaining side being a simply 
supported aluminium panel of effective dimensions (0.95 m, 0.6 m, 0.003 m). Note 
that the dimensions of the flexible panel are larger than the corresponding dimensions 
of the cavity, since the knife-edge supports of the panel were positioned in the middle 
of the concrete edges rather than flush with the interior face of the cavity. 
Furthermore, the cavity height of 0.63 m includes the extra effective height due to the 
knife-edge supports, which position the panel 0.03 m above the top of the concrete 
sides. The panel was forced into harmonic motion at a point (0.19 m, 0.18 m) distant 
from one comer. The sound pressure level was measured at a point (0.15 m, 0.35 m, 
0.29 m) as shown in Figure (3.3). A damping material was attached to the bottom of 
the flexible surface of the panel, facing the cavity, to reduce the sharpness of the 
resonances and to give a clearer response. Full details of experimental set up and 
measurement technique are given in Chapter 6. 
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3.4 Panel Motion Without Acoustical Loading 
In this case the panel vibrates due to an external harmonic force. The acoustical 
loading from the cavity onto the panel is assumed to be zero. If the coupling is not 
very strong, then the results of this analysis are reasonably accurate. This is true when 
the panel is very stiff and the cavity behind it is deep. For shallow cavities and thin 
panels the couplings become stronger and the predictions become inaccurate, as noted 
by Preflove [13] and Guy [21]. 
Substitution of the velocities for the uncoupled system, which are given by equation 
(3.2.14), into equation (3.3.13) followed by numerical integration, gives the sound 
pressure level at any point inside the cavity. 
EXP. (dB) CASEI (0.90m. O. Sim. 0.003,1i) 
CASEI ------- CASE2 (0.95m. 0.60m. 0.003m) 
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Figure 3.4 Frequency Response of Sound Pressure Level at an Interior 
Point of a Cavity Panel System, Without Acoustical 
Loading 
Figure (3.4) shows a comparison of experimental versus predicted sound pressure level 
for the rectangular cavity described in the previous section. The pressure magnitude 
is represented in dB (re 2x 10' Pa). The 'Case V curve was obtained by analysing a 
cavity of dimension (0.9 m, 0.54 m, 0.63 m) and a panel of dimensions (0.9 m, 
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0.54 m, 0.003 m), which are smaller than the 'effective ' dimensions of the panel. This 
gives inaccurate panel resonances compared with using the 'effective' panel dimensions. 
The 'Case 2' curve was obtained using the 'effective' panel dimensions (0.95 m, 0.60 
m, 0.003 m) and a cavity of dimensions (0.95 m, 0.60 m, 0.63 m). Using a larger 
cavity here produces inaccuracy of cavity resonances which can be overcome by 
increasing the speed of sound to 359 m/s. The predicted response of 'Case 2' is more 
accurate than that of 'CaseV when compared with the experimental results. It can be 
seen that the frequencies of some of the resonances are predicted correctly. Their 
magnitude depends upon the damping on the panel and a constant damping ratio has 
been selected to 'best fit' the experimental results. The discrepancies between the 
prediction and measurement could be due to the fact that the coupling has been ignored, 
or due to some leakage of energy out of the cavity, or due to an inappropriate assumed 
damping ratio, which may be frequency dependent. Another likely source of 
discrepancy is that the edges of the panel are not truly 'simply' supported, since this 
condition is almost impossible to achieve experimentally. 
3.5 Panel Motion With Acoustical Loading 
In this section the acoustical loading from the cavity onto the panel is added to the 
equation of motion of the panel which, for harmonic time variation, becomes 
D V4 w+ jcj w- CI)2ph Wp = pc _ plý ,pp 
(3.5.1) 
On the right hand side one has two pressure loadings, the first, IY-, due to the cavity 
acoustics and the second, P, due to some 'external' harmonic force. Let the 
displacement wP to be a superposition of eigenfunctions given by 
, P(x, 
y) q,, (3.5.2) w 
where 
=-- e 
-JY -, (3.5.2a) 
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and 
*rs = sin M- sin( b 
(3.5.2b) (a) 31, Y) - 
Substitution of equation (3.5.2) into equation (3.5.1) gives 
(C2' 
ý 
:ý) 
PS + 
jcw - w2 pA) q * = Pll - P, ý (3.5.3) 
r-1 3-1 
Multiplication of both sides of equation (3.5.3) by 0. followed by integration over the 
panel gives 
(a2 + jC0 - 4)2p3h) qrs *rs *am dXdy ý :ý'' rs r-1 2-1 ýý 
ba 
ff (P' P'), *. dxdy (3.5.4) 
00 
where @2 2 CO =Phco r's S rs Using the orthogonality conditions this reduces to 
baba 
ff (i52 + jCW - W2p3h) qrs 4f2 £Lt4 u. 
ff (pe - Pjr) gr.. dXdy. (3.5.5a) PS rs 
0000 
Let 
ba 
2 M,. s =ff ph *,, 
dxdy 
00 
ba 
C =ffC *2 Ady PS 
00 
and 
ba 
K=ff z2 ý2 dXdy (3.5.5b) 
FS rs ps 
00 
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where M,.,, C. and K, are the generalized mass, generalized damping and generalized 
stiffness respectively. Equation (3.5.5) then becomes 
ba 
(K,, + jCOC rs - 
(A)2Mrs) q,,, =ff- (P c-P dxdy (3.5.6) 
00 
t 
Solution of equation (3.5.6) gives the q. values from which * values can be 
determined, thence the pressure response. 
Consider first the motion in the rs th panel mode, so that 
*p = jc. )q,. sin(Ln-x) sin("Y) (3.5.7) 
ab 
The double sine mode is expressed as a double cosine Fourier series, 
aftm Cos( nux) M71Y (3.5.8) "X) sin(SIly) Cos sin 
( 
where 
rs 
I 
aoo 
rsIc 2 
COS(r7C)] COS(S79)], 
rs 2s [I - cos(m)] [ cos(mic) cos(s7c) 
792r [m 2-s 
, rs - 
2r [1 - cos(sn)] [cos(nn) cos(m) 
,w X2S [n 2-rI 
and 
rs 4rs [cos(mn) cos(sn) [cos(n7c) cos(ru) am -- (3.5.9) 
W2 [M2 - S2] [n2 -r 
21 
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Substitution of equation (3.5.8) into equation (3.5.7) gives 
j(jE E q,, cc. cos -2-,, 
X) Cos( M,, Y) - 
R-0 mlo 
(ab 
Substitution of equation (3.5.10) into equation (3.3.10) gives 
jca 
jj 
qrs am cos( nnx) cos( miry) 
M-0 M-0 
nm a 
( nnx) ( M71y) " -Jyrs (3.5.11) Cos Cos gnm sinh (g. c) L,,. e 
R-0 1". 0 ab 
Equating coefficients of both sides gives the values of Iae*. when the flexible 
panel is vibrating in this single rsth mode, such that 
ps 
L rs -JY 
jc. ) cc. q,, 
l; e p.. sinh (tL.. c) 
(3.5.12) 
Substitution of equation (3.5.12) into equation (3.3.6) gives the potential velocity D, at 
any point inside the velocity in terms of the rsth mode of panel vibration, that is 
a FS cosh(pz), (nnx) 
cos jwq,. MT . Cos 
(m7cy 
x-o im, li. sinh (tL.. c) ab 
The variable a" is called the coupling coefficient between the panel modes (r, s) and M 
the cavity modes (n, m). This coefficient is a measure of the spatial match between 
panel and cavity modes. As noted by Pretlove [13], Kihlman [15] and Battacharya [181, 
the coupling of the cavity modes and the panel modes are selective. For certain values 
of n, m, r and s the coupling coefficient a" is maximum while for others it is zero. M 
Table (3.2) shows the combination of n, m, r and s for which the values of a" are not M 
equal to zero. 
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Table 3.2 Combinations of n, m, r and s for which the Coupling Coefficient Does 
Not Equal Zero 
Room Modes Panel Modes 
m n s r 
Odd Odd Even Even 
Even Odd Odd Even 
Odd Even Even Odd 
Even 
IL-ý 
I Even 
.- 
Odd 
L- --- 
I Odd 
I 
In fact, when n=s or m=r then a' I becomes zero and when m=s±1 and r=n M 
the coupling coefficient become maximum, ie'when the panel modes are closest to the 
room modes. It is also worth noting that the net volume displacement, 6V, due to the 
panel deflection, is given by 
ba 
8Vff. wp dvdy 
00 
ba. 
ffEEq., sin(r7cx) sin(L-t-y dzdy 
00 r-I S-1 ab) 
=jj cos(ru) cos(sn) 
r-I S-1 
(3.5.14) 
For r or s even, the net volume displacement will be equal to zero. 
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Equation (3.5.6) gives the motion of the panel in the rsth mode. If the panel is also 
vibrating in the r's' mode, then the potential function corresponds to equation (3.5.13) 
and, due to panel motion in the r's'th mode, will be 
a 
rS' cosh(p,,,. z) cos(nnxla) cos(mny/b) jcjq, 1,, mm - (3.5.15) R-0 M-0 V,,. sinh(V RM c) 
Due to this acoustic potential function, there will be a pressure acting on the flexible 
panel given by 
pp 04 
)z (3.5.16) 
&c 
Combination of equations (3.5.15) and (3.5.16) gives 
pý cc 
r's, cosh(g. z) cos(nicx/a) cos(m7ty/b) (3.5.17) 
p C. )2 q,,, l RM -- , n-0 g., sinh (g. c) 
This pressure, due to the motion in the r's'th mode, will contribute a generalized force 
to the motion of the rsth mode which is given by 
ba 
ffT,, dvdy 
00 
»m-1 
pw2 q, EE ferrs a', ', cotli(14. C) nilt nm n-o in-o 
CCýS2(27rX)d 
b 
COSý( 
M71Y)d 
xfy (3.5.18) 
When this contribution is substituted into equation (3.5.6) one obtains 
ba 
M's (02 + jcaC,. s + 
K,,, ) q4 Krs q,,,, P dxdy (3.5.19) 
F=l 91, 00 
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Where 
arg ar's, th(ii. c) 'a nir2ý' Co nm po 2f COO 
9-0 M-0 
b 
COS2( 
M'AY (3.5.20) 
b 
The quantity Kr's is called the cross acoustic stiffness [131. 
3.6 ' Free Vibration of the Panel Including Cavity Effect 
If one assumes that the right hand side of equation (3.5.19) is equal to zero, then the 
solution for the principle modes of vibration of the panel, including the cavity effect, 
is given in terms of the 'in vacuo' normal modes of the panel. It is assumed, in this 
section, that the panel is vibrating freely in a mode consisting of a limited sum of 'in 
vacuol panel modes and that there is no damping. This will allow the problem to be 
stated as an eigenvalue problem, with finite matrices and real numbers only. 
Equations (3.5.2) and (3.5.19) reduces to 
7i 
)=EEq,., sin 
(m 
W. (X, y s) sin("Y) 
r-1 Ar-1 ab 
and 
Fi11 
[- M w2 + Kj q +EF, 4P3 q = 0. (3.6.2) 
r, -i 31-1 
In matrix form, this equation becomes 
[K- M(A)2 ] (qj =0v 
(3.6.3) 
"It I 
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which can be expressed as 
[ M-1 K- w2I ] {qj = 0. 
The solution of this equation involves finding the eigenvalues and eigenvectors of the 
matrix WK. This task is complicated by the fact that K" is a function of frequency. 
However, its magnitude is sufficiently small to allow, the use of an iterative eigenvalue 
extraction technique, as noted by Pretlove [13]. -Table 
(3.3) shows a test case for the 
theory above, corresponding to the rectangular cavity given previously. The natural 
frequencies of the panel are compared with the frequencies of the coupled system. The 
first two columns give modal order. The third column shows the corresponding natural 
frequencies of a simply-supported panel 'in vacuo'. The fourth column gives the 
coupled frequencies, but only takes account of the diagonal terms of matrix K and 
assumes all off-diagonal terms to be zero. The last column shows the frequencies for 
the. fully-coupled acoustic effect, where all the contributions of the K matrix are 
considered. 
Table 3.3 Natural Frequencies of Vibration of Panel-Cavity System 
Panel of 'effective' dimensions (0.95 m, 0.6 m, 0.003 m) 
rs No acoustic effect Direct acoustic effect Full acoustic 
effect 
11 
-28.72 
35.03 35.98 
21 53.28 53.28 53.28 
12 90.30 90.30 90.30 
31 94.22 93.67 93.68 
22 114.86 114.86 114.86 
41 151.54 151.54 151.54 
32 155.80 155.80 155.80 
42 213.12 213.12 213.12 
51 225.23 224.19 224.19 
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For many panel-cavity systems of interest the cavity is relatively deep and the plate is 
quite stiff, so that in the K matrix the off-diagonal terms are small compared with the 
diagonal terms. The fundamental mode of the panel is nearly always significantly 
affected by the cavity. Forrelatively light panels covering a shallow cavity, the off- 
diagonal terms in the K matrix become large and hence large changes may occur in all 
of the natural frequencies of the panels. An example of this case was given by Pretlove 
[13]. The size of the cavity was (0.4572 m, 0.254 m, 0.05207 m) and the size of the 
panel was (0.4572 m, 0.254 m, 0.4572 mm). The values obtained here, which are 
given in Table (3.4), are within 2% of those given by Pretlove [13]. 
Table 3.4 , Natural Frequencies'of Vibration for a Thin Panel with a Shallow Cavity 
System 
rs 'No acoustic effect Direct acoustic Full acoustic effect 
(Hz) effect (Hz) (Hz) 
11 22.20 187.54 223.76 
31 64.08 86.98 58.50 
1 147.85 149.93 135.67 
13 157.90 167.22 148.78 
An explanation of these results has been offered by Pretlove, who noted that for these 
conditions, insufficient panel modes were considered; the solution here is to use more 
panel modes for accurate results. 
3.7 Forced Vibration of Panel Including Cavity Effect 
In the previous section, approximate solutions were obtained for the problem of 
undamped free vibrations putting F. = C,. = 0, and by reducing the infinite set of 
equations (3.5.19) for all r and s to a limited set by choosing only relevant modes at a 
particular frequency. In this section, a solution is obtained to the problem of the forced 
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response of a flexible panel covering a cavity. When the panel is excited by a point 
hannonic load then 
ba 
f =ff -P-v 1# dxdy =ffF. 8(x - xý öCy - yý sin(LK-x- sin(S'ny) dxdy 
0000a)b 
F sin 
rnx 2 sin 
ab 
( S"YO) 
where F is the magnitude of the force. 
Tberefore, equation (3.5.19) becomes 
M (a2 + jC (a +, K + PSI rs rs a) qrs Ký q, fr, (3.7.2) aU r's' 
Expressing equation (3.7.2) in matrix form gives 
r, Z, q, +r4"q, F, (3.7.3) 
au A, 
where Z, is the mechanical impedance given by 
Z= (-M (02 iC, )C 
's +K (3.7.4) rs rs 
If the infinite set of equations (3.7.3) is now truncated to a finite set, then equation 
(3.7.3) becomes 
[Z] fql = (Fj . (3.7.5) 
If the matrices are now split into their real and imaginary parts such that 
Z =Zr +i Z, 
and 
ri q,, = q,, + q,, (3.7.6) 
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then equation (3.7.5) becomes the two simultaneous equations 
Z q" - Z. q 1. =F r rs I rs rs 
and 
i (3.7.7) Z, q, + Zi q` rs rs 
Solution of equation (3.7.7) gives 
qr = [zi-' Z, + Z, -, zi]-' [Zi]-' F, rs 
and 
1 (3.7.8) q,, =- 
[Zj- 1 Z, + Z,. -1 ZJ-1 [Z, ]-l F,, . 
Now, substitution of q, values into equation (3.5.2) and differentiation with respect to 
t gives the velocities *P. Substitution of wp values into equation (3.3.13) gives the 
sound pressure level. Alternatively, substitution of %, values into equation (3.5.13) and 
using equation (3.5.16) will also give the pressure response at any point inside the 
cavity. 
EXP. WB) CASE 1 (0.90m. 0.54m. 0.003m) 
CASE I ------- CASE 2 (0.95m. 0.60m. 0.003m) 
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Figure 3.5 Frequency Response of Sound Pressure Level (re "x 10' 
Pa) at an Interior Point of a Cavity-Panel system, with 
Acoustical Loading. 
Predicted results are for modes I !ýr: 5 5, I !ýs! ý 2 
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Using the above analysis, the sound pressure level was predicted at point (0.15 m, 
0.35 m, 0.29 m) for the cavity described in section (3.4). The'Prediction is compared 
with the measured result, as shown in Figure (3.5). The 'Case V and 'Case 2' have 
the same meaning as described in section (3.4). Again, the 'Case 2' curve gives better 
accuracy than 'Case V, when compared with measurements. Note that the damping 
ratio was again chosen to 'best fit' the experimental results. The inaccuracies at 
higher frequencies could be due to an over-simplistic form for the assumed damping 
ratio or due to the incorrect assumption of a truly 'simply' supported panel. 
The noticeable difference between the 'Case 2' curve of this section and that of section 
(3.4) for the uncoupled analysis, is the shift in the fundamental panel mode. This shift 
is clearly due to the coupling effect, which was ignored in section (3.4). The first 
resonance has been increased from 28 Hz for the uncoupled analysis to 36 Hz when the 
coupling effect is added to the analysis, which now agrees with measurements. 
3.8 Sound Pressure Level Prediction Using Mobility Measurements 
One can notice from the previous sections that the structural analysis of the panel 
motion is mathematically more demanding and complicated than that of the acoustic 
analysis. Ile physical understanding of the structural acoustic interaction behaviour of 
the coupled system can easily be lost through the mathematical complexities. The 
assumptions about the structural behaviour, which were made to ease some of the 
mathematical difficulties, produced inaccuracies in the prediction. For example, it was 
assumed that the panel was simply supported, which is very difficult to achieve 
experimentally, which therefore produced some errors in the prediction. Also, the 
effect of the panel on the cavity response and vice versa depends upon the damping on 
the panel, which again is difficult to obtain experimentally. Indeed, in the previous 
analysis, a damping coefficient was selected to 'best fit' the experimental results. 
Changing the boundary condition on the panel from simply supported to clamped edges 
involves a new and more complicated analysis, for which the previous analysis loses its 
generality. In practical situations, panels are neither simply supported nor clamped, nor 
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do they have simple geometry, and the structural analysis becomes so complex that 
accurate results are almost impossible to achieve, even by the most sophisticated finite 
element modelling. 
In this section, mobility measurements are used to avoid the necessity for structural 
analysis and its inherent complexities. The mobility measurements represent the true 
response of the structure regardless of how complicated are the edge conditions and 
shapes of panels, and without the need to deter-mine the damping ratio of the material. 
Furthermore, the coupling factor is also embedded in the measurements. 
The measured values, which represent the Vv, values, are substituted into equation 
(3.3.11) to find the pressure response inside the cavity. The panel is divided into cells 
and the measured vibration velocity is assumed to be acting at the centre of the cell and 
it is constant inside the cell. Integration of equation (3.3.11) is done numerically within 
each cell and then summed up for all the cells. 
EXP. (clB) CASE 2 (0.95m. 0.80m. 0.003m) 
CASE 2 
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Frennenev Resnonse of Sound Pressure Level (re 2x 10-5 
Pa) at an Interior Point of a Cavity-Panel System. Using 
Mobility Measurements 
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As a test case, the same panel used in the previous sections was divided into 54 cells 
and mobility measurements were made at the centre of each cell. The integration of 
equation (3.3.11) was then evaluated using these velocities to find the pressure response 
at point (0.15 m, 0.35 m, 0.29 m). Figure (3.6) shows a comparison of experimental 
versus predicted sound pressure level. The predicted resonances are in the correct 
position and are of the correct magnitude. The accuracy is better for all the range of 
frequencies than that described previously. 
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CHAPTER 4 
Conventional, Boundary Element 
Method in'Acoustics 
4.1 Introduction 
Despite the fact that the governing differential equation in linear acoustics is relatively 
simple, the number of exact analytical solutions is quite small. The difficulty lies in 
satisfying the boundary conditions. 
Since exact solutions are scarce, the differential equation with given boundary 
conditions is solved numerically. Among the numerical techniques that have been 
traditionally used to predict the response of coupled fluid-structural systems are the 
Finite Element Method (FEM) and the Finite Difference Method (FDM). Most recently 
the Boundary Element Method (BEM) has been successfully applied to solve the same 
kind of problems. The BEM offers some advantages over the FEM, as mentioned in 
Chapter 1, since only the boundary of the region being studied needs to be discretized 
for most applications. Consequently, the dimensionality of the problem is reduced by 
one. Furthermore, the input data required for the BEM is simpler than that required 
by the FEM. Finally, and importantly for acoustic applications, the BEM is capable 
of analysing regions tending to infinity, a task not easily accomplished with the FEM. 
The BEM is based on the reduction of the differential equation to an integral equation 
over the surface of the body under consideration. Once this is achieved, the next stage 
is to solve the resulting boundary integral equations by a set of linear algebraic 
equations. 
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To allow arbitrary bodies to be considered, it is therefore natural to require the body 
surface to be specified by a set of points distributed over the surface, in such a way that 
the best representation of the body is obtained with the fewest possible points. Once 
the body has been approximated by elements, a known variation of the variables is 
assumed over each of these elements. The integrals over each of the boundary elements 
are evaluated using numerical quadrature and thus a set of simultaneous linear equations 
is obtained which can be solved by Gaussian elimination. 
There are two kinds of BEM, the Direct Boundary Element Method (DBEM) and the 
Indirect Boundary Element Method (IBEM). Both are applicable to the interior noise 
problem. In the DBEM, the problem unknowns are the same as the physical variables, 
for instance pressures and velocities. In the acoustical IBEM, it is assumed that the 
boundary can be replaced by a fictitious source distribution which will reproduce an 
identical sound field in the medium [56,58,72,98]. Here, the pressure at any point 
is the integral of the fictitious source distribution multiplied by the fundamental solution 
of the Helmholtz equation. Ile direct formulation is somewhat more general, elegant 
and computationally simpler, hence it has been adopted in this thesis. Furthermore, it 
is easy to deduce the indirect approach from the direct approach if desired (see Ref 
[74]). In this chapter, the derivation of the integral equation for the DBEM in acoustics 
is presented. A description of element types and the concept of shape functions is then 
given, followed by the formulation and discretization processes. Finally, it is shown 
how to generate the system of equations which are then solved by Gaussian elimination. 
4.2 Derivation of the Integral Equation 
7be propagation of small amplitude waves within any enclosure is governed by the 
linear wave equation 
V2p -I 
a2p 
C02 &2 
(4.2.1) 
where P is the pressure and co is the speed of sound in the medium. The pressure is 
a function of time and position. If one assumes that P can be expanded as a time 
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harmonic function P(x, t), = P(x)ej', where w is the angular frequency, then equation 
(4.2.1) reduces to the Helmholtz equation 
V2p + k2p =0 
where k= co/c is the wavenumber. 
(4.2.2) 
Consider some finite volume, 0, within which equation (4.2.2) is valid. Let the 
boundary surface of 0 be r, with unit outward normal n at any point as shown in 
Figure (4.1). Assume that the normal component of fluid velocity, V. eJA, is known on 
r. Then the boundary condition for equation (4.2.2) is 
q -jpcav,. on r. (4.2.3) 
n 
- /L 
Figure 4.1 Acoustic Medium (Q) and Boundary Surface (r) 
A weighted residual form of equation (4.2.2) is used, 
fW (V2 p+k2 P) dia =0 (4.2.4) 
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where Wi are a complete set of linearly independent weighting functions. Integration 
of equation (4.2.4) twice by Green's theorem gives 
f (V2 Wi +k2 Wi) P dQ = 
fP (V Wi. fi) dr -f Wi q dr. (4.2.5) 
arr 
This is an important equation as it is the starting point for the application of the 
boundary element method. The aim is now to transform equation (4.2.5) into a 
boundary integral equation. This is achieved by using a special type of weighting 
function Wi which is the fundamental solution [98]. The fundamental solution Wi 
represents the field generated by a concentrated unit source acting at a point i. The 
effect of this source is propagated from i to infinity without any consideration of 
boundary conditions. Because of this, it satisfies the following equation 
V2 W + k2W (a, a) (4.2.6) 11 
where A(a, a) represents a Dirac delta function which goes to infinity at the point ct=aj 
and is equal to zero elsewhere. 
The integral of A(a, a) over the domain, however, is equal to one, and the integral of 
a Dirac delta function multiplied by any other function is equal to the value of the latter 
at point aj. Hence 
f (V2 W + k2W )P dQ f- &(a, a)P dQ CA (4.2.7) 
where Ci depends upon the location of ai and is given by [98] 
0 for a, outside 0 
C, SH C(CC) 1/2 for oci at a smooth point on r (4.2.8) 
LI for aj indde Q 
Therefore, equation (4.2.5) can now be written as 
Ci Pi +fP (V W,.. i) dr f Wj q aT. (4.2.9) 
rr 
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It n6eds- to be remembered that equation (4.2.9) applies for the case of a concentrated 
source at point ai and consequently the values of Wj and VWj. ft are those that 
correspond to that particular position of the source. For each other Cti position, one will 
obtain a new integral equation. 
For a three-dimensional medium, the fundamental solution of equation (4.2.6) is 
e -jAr 
41cr 
(4.2.10) 
where r is the distance from point ai of application of the concentrated source to any 
other point under consideration, a. 
4.3 Boundary Element Formulation 
Equation (4.2.9) can not usually be solved analytically and recourse is made to 
numerical methods. Since this equation involves integrals to be evaluated at the surface 
of the body under consideration, the surface is divided into simple elements. 
0 
11 
Li 
() 
LI U 
"[ 
Li 
1 (b) 
(c) 
U 
Figure 4.2 Element Types 
a) constant, b) linear, c) quadratic 
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For two-dimensional problems these are normally lines and curves, while for three- 
dimensional problems there are triangular and quadrilateral elements. The integrals 
over the surface are then replaced by the sums of the integrals taken over all elements. 
The boundary integral equation thus reduces to a set of simultaneous linear algebraic 
equations, which can be solved by simple numerical methods. 
This section outlines the various procedures which can be followed for element 
discretization, matrix formulation, integration over an element and solution of the 
resultant set of equations. A quadrilateral element will be chosen for the analysis 
throughout this thesis. 
The element topology is defined by the nodal points on the element boundaries. The 
variation of pressure within each element is a function of nodal pressure values. The 
higher the order of interpolation function, the more nodes that are required on the 
boundary. The function variations are termed constant if the node is taken to be the 
mid-point of the quadrilateral, linear if the nodes are taken to be the four comers of the 
quadrilateral, or quadratic if the nodes are taken to be the four comers and the mid-side 
nodes as shown in Figure (4.2). 
Higher-order elements can follow the pressure distribution more accurately, therefore 
it is sometimes better to use a few higher-order elements rather than many lower-order 
ones. This is especially important when higher modes are required and the pressure is 
varying rapidly. The interpolation or shape functions represent the variation of the 
pressure within the element. For a linear element, the shape functions in terms of the 
local coordinates E and n is 
1/4 (1 + 11TI), (4.3.1) 
where Q,, i7j are the coordinate of the rth node. Similarly, for the quadratic element 
the shape functions for the comer nodes are given by [69], 
N,, (t, q) ý 1/4 (1 + tt) (1 + TIT1, C) 
(ýtr + T)IJc - 1), (4.3.2) 
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and for the mid-side nodes 
(E, TI) 1/2 (1 E2) (1 - 112) (1 + rj + (4.3.3) 
Assume that the surface r is divided into e quadrilateral elements, then equation (4.2.9) 
can be written in the discretized form as 
00 f W, q dr. (4.3.4) Ci Pi +fP (VWj. A) dr =F 
For the constant element case, the values of P and Man are assumed to be constant on 
each element and equal to the values at the centr6id of the element. The number of 
nodes in this case is the same as the number of elements, e. As P and Man are 
constant on each element they can be taken out of the integrals, then equation (4.3.4) 
becomes 
C, P, + (VW, - fi) P, W, ql. (4.3.5) 4ri lul 
ýrl 
This can be written in matrix form as 
[H] (PI = -jp(a [G] IV. ), (4.3.6) 
where IVJ is given by equation (4.2.3). The vectors (P) and IV. ) are the pressure and 
the normal particle velocity respectively. [H] and [G] are the influence matrices whose 
components are given by 
hu = Au Ci +f (VWj . fi) dr and gu =f Wi dr (4.3.7) 
r, r, 
respectively. 
The integrals of equation (4.3.7) must be performed with the care required for singular 
integrals, as shown later. 
For a given V. as a boundary condition on each element of r. multiplication of (V. ) 
by the matrix [G] yields a known vector on the right hand side of equation (4.3.6). The 
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system of e linear equations in e unknowns can then be solved, using standard methods. 
The solution yields the sound pressures at every point on the boundary. These values 
could then be used to determine the sound pressure anywhere in the domain, 0, using 
equation (4.2.9) with Ci defined within the fluid. 
Thus far the matrix formulation has been restricted to the simple case for which P and 
q are constant over each element. It is possible to use higher-order elements to improve 
accuracy; ie linear, quadratic or cubic shape functions could be used to represent the 
variation in either the field variables or the geometry of the boundary or both. For 
these higher-order elements the total number of nodes N on the surface will generally 
be more than the number of elements. Using the functions N,, then P can be written 
M 
P N, P, and q (t, tj) N, q, (4.3.8) 
where m is the number of nodes on each element. 
The integral over element I on the left hand side of equation (4.3.4) can be re-written 
as 
fP (v w,. A) tir f N, Pj (vw, . A) dr 
r, r, 
t 
f [NI ...... N. ] (VFOI . A) dr 
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Raw] 
where 
=f N, (V W, . A) dr, r =1, """"", m. 
(4.3.9) 
(4.3.10) 
The fij, are influence coefficients defininj the interaction between the node i (ie the node 
at which a= a) and a particular r node on an element f. 
Similarly, the integral on the right hand side of equation (3.3.4) can be written 
I 
f Wi q dr = [gil 
where 
qu f N, W, dr, rl, 
(4.3.11) 
(4.3.12) 
To write equation* (4.3.4) corresponding to the node i, the contributions from all of the 
elements associated with the node i are to be added into one term, defining the nodal 
coefficients. This gives the following equation. 
IIII pi q, 
= [Gil Ga ...... G 
(4.3.13) 
CA + KI 
fli2, 
***** iN] ,:, 
ýN] ,: 9 
fNj FNJ 
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A 
where each H and G term is the sum of the contributions from all the adjoining 
elements of the node i. Hence equation (4.3.13) represents the assembled equation for 
node i and can be written as 
N 
Hil P, E Gil q, (4.3.14) 
where 
flu for 1*1 
Hil =. (4.3.15) 
a+C, for i=l 
When all the N nodes are taken into consideration, equation (4.3.14) produces a NxN 
system of equations which can be written in matrix form as 
[, H] (P) = -jc, ) p [G] fvý (4.3.16) 
where V. is given by equation (4.2.3). This is the same expression as that for the 
constant case, equation (4.3.6) and can be solved similarly. 
4.4 Evaluation of the Integrals 
In most cases, the integrals of equations (4.3.10) and (4.3.12) are difficult to calculate 
analytically. However, their evaluation can be obtained using numerical integration 
formulae, such as Gauss quadrature rules. First, the integral must be transformed from 
global (x, y, z) coordinate system to a local Q, q, 1) coordinate system [32]. An element 
is taken to be isoparametric [32], such that its geometry is represented by the same 
interpolation as used for the variables, namely 
mmm 
x=E Nx,, y=E Nyandz=r, Nz,. 
-C-1 't-I T-1 
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Now for a function u, following Brebbia [98], 
, 
ýN , ax ay az, au, 
at 
au - 
at , ag ag 
ax ay az 
ax 
au 
au 
'111 all 811 
ar ay az 
ay 
au 
ac x ac ac aei az 
or 
ax 
au - au j (4.4.2) 
CIT, ay 
OW 
ac, az 
where is the Jacobian matrix of the transformation. The inverse relation can be found 
as 
I&, I&, 
ax 
clu J-11 au (4.4.3) c3y all 
0 -u 
I&J lac, 
Replacing u by R for instance, the differential of area (such as dr) can be defined as 
aR 8R 
4 j; 
I dt dil dr = IT x- 
= IJI dýdij . 
(4.4.4) 
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Since R =xi +yi+zk and 
x= X(t , q, 0 
y= YR , '1,0 
(4.4.5) 
z= Z(t, ? 1,0 
therefore 
aR M+aR O'y + 
LR 
-t (4.4.6) & 0-Y a az 5& 
ax -, z (4.4.6) ++0, k 
CIX ay 
, 
0^% (4.4.6) 
KKN 
Similarly 
aR & cly & (4.4.7) 
an an 
and 
ax 0-Y az Ella (4.4.8) 
Note that IjI is the magnitude of the normal vector, 
aR aR aR 
-=-x an 
vl Ij 
(4.4.9) 
211 
J) 
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where 
ay az ar ay 
- 
1 
arg i5; 84 all 
f& ax ax az j2 «2 [ at i5; at all 
A ay ay ax j3 = ý at all at all 
and 
Fj 2+ -2+ j2 I j! 3 (4.4.10) 
Using these relationships, the integral in equations (4.3.10) and (4.3.12) over linear 
quadrilateral elements become 
11 
ffN, (V Wi. fi) IJI dýdij 
and 
qd ff N, W, IJI dýdij, 
-1 -1 
for r=1, - m. -, 
(4.4.11) 
(4.4.12) 
The integrals in equations (4.4.11) and (4.4.12) are now on the standard element -1 :5 
t :51, -1 :5q :91, and can be evaluated using two-dimensional Gaussian quadrature, 
which approximates a definite integral by summation over a finite number of points. 
Thus one can write 
II qp (4.4.13) ff f (L-n) dtdil =F, Wp f (CPTl) 
-1-1 P. 1 
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where W, are the weighting coefficients and Q,, q, ) are the coordinates of the 
associated qp Gaussian points. Therefore, using equation (4.4.13), equations (4.4.11) 
and (4.4.12) can be written as' 
4P (4.4.14) W P [N, (V W, A) IJ I 
and 
9P 
qu E WP [N, W, JJJý (4.4.15) 
P. 1 Cr 
The integrals of equation (4.3.5), for a constant element, can be evaluated in a similar 
manner to that of linear_, or quadratic elements. The geometry is assumed to be 
represented by the four comer 'node' values, and hence linear shape functions, and thus 
the elements are not isoparametric since the unknowns are assumed to be constant on 
an element. The net result is an integral expression of the form given by equations 
(4.4.14) and (4.4.15) with N, = 1. 
The Gaussian quadrature technique gives accurate results when node i does not lie on 
the element of integration. In the case where node i is on the element of integration, 
the normal Gaussian quadrature technique becomes less accurate due to the singularity. 
It is of course possible to ignore the singularity, but convergence to the true value is 
slow and thousands of quadrature points are required to ensure suitable estimates [97]. 
Taking such an approach slows the calculation and the BEM loses its advantage when 
compared with the FEM. It is, 'therefore, better not to ignore singularities. Methods 
for their inclusion in the evaluation of the Aa and Gii coefficients of equations (4.4.11) 
and (4.4.12) are given below. 
For a planar element, the Hi term is identically zero, since the normal and the element 
plane are perpendicular to each other. Evaluation of the q. integral of equation (4.4.11) 
can be determined by different methods. Three of these methods are described in this 
section: 
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a) Firstly, the evaluation of qi can be obtained through a polar coordinate 
transformation [58]. In polar form the radial dependence can be integrated 
analytically. The remaining angular dependence of the integrand is well behaved 
and can be evaluated'accurately using simple Gaussian quadrature procedures. 
b) Element subdivision can be employed to isolate the singularity. There are 
several ways in which an element can be divided [971. In this thesis, the octal 
singular subdivision is employed. Here, the singular element is first transformed 
to ý and 17 coordinate and then subdivided to nine subelements as shown in 
Figure (4.3) where ai is the singular point. 
ai 
Figure 4.3 The octal subdivision 
The q. can be calculated for each of the eight subelements, surrounding the 
central shaded element by normal Gaussian quadrature. The contributions of the 
eight subelements are summed and denoted by wl. The central shaded region 
is now further subdivided into another octal subregion as before and the qij 
contributions due to this subregion calculated and added to the previous 
contribution w,. This new singular contribution is now denoted by w2. This 
procedure may be repeated continuously, producing a sequence of contributions 
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wm. To accelerate the convergence of the integrals, AITKEN's extrapolation 
formula [97] can be applied on the set (wi :i=1,2,3) that is 
I W3 - W2 
w W3 3 
w3 - 2w2 + w, 
(4.4.16) 
C) Using a modified Gaussian quadrature. In [99], modified integration points and 
weights 
-in 
the xy coordinate system have been calculated over the standard 
elements shown in Figure (4.4a-b). 
2J2 
y 
2 
---------- x 
+ T2- -1 0 +1 
(b) 
y 
+1 
0+x 
(C) 
Figure 4.4 a) Singularity at a Comer of an Element, 
b) Singularity at a Mid-Side of an Element and 
c) Singularity at the Centre of an Element 
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In Figure (4.4a) the singularity is at the comer node of the element while in Figure 
(4.4b) the singularity is at the mid-side node of an element. In this section a similar 
approach is carried out to overcome the (1/r) singularities where the singular point lie 
in the middle of the element, as shown in Figure (4.4c). 
In a Gauss-quadrature rule which integrates exactly a polynomial of degree 2n-1, the 
Gaussian points are the roots of the Legendre polynomial of degree n. To find the 
modified integration points for a formula which integrates exactly a polynomial of 
degree 2n-I divided by /(xý+y), the orthogonal polynomial of degree n will be 
calculated. In [99], the polynomial R. (x, y) is defined as a polynomial of degree n+m 
with xOyln as the highest degree term. 
R. (x, v) =x ly ^+ lower order terms . 
(4.4.17) 
For the four modified integration points the coefficients of R20(x, y) and R02(x, y) need 
to be calculated. From equation (4.4.17), R20(X, y) and R20(X)Y) can be written as 
R20(X 
yy) =X2+ 
R200 + R201 X+ R202y 
and 
R02(X )= y2 + R020 + R02 X+p sy I . 022y. 
(4.4.19) 
The polynomial R. (x, y) must be orthogonal to all polynomials of degree less than 
n+m. These conditions give exactly (n+m)(n+m+l)/2 equations from which the 
coefficients R. (x, y) can be calculated. 
If one use the notation 
II 
ffX "y- dxdy, 
-1-11(7177 
(4.4.20) 
then the fact that R20 and R02must be orthogonal to lower order polynomials gives the 
following systems of equations 
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IOD 110 
01 20' 
, 
10 
120 111 Jý01 130 (4.4.21) 
[101 111 I02J 
: 
P1202.121. 
and 
110 101 . '4ý "102' 
, 
10 
120 111 R021 112 (4.4.22) 
_, 
01 
111 102J [RM2 
03 
The elements of the matrices and the r. h. s vectors in equations (4.4.21) and (4.4.22) 
can be found from equation (4.4.20) giving different values to n and m. Therefore 
II 
, 
00 
f dxdy (4.4.23) 
rX2 
+ y2 
which in polar coordinates becomes 
14 m=O igt2 cosme 
4ff drd0 +ff drd8 (4.4.24) 
.0-0ý 
x14 01 
-" 8 ln(vr2 + 1) 
(4.4.24) 
Also 
x2dxdy = 
2ý2 (4.4.25) -I ln(ý2 + 1) - ln(ý2 - 1) 20 
ff 
3, ý3 _1_1 
JX y2 
From symmetry, 120 = 1ý2and 10, = 110 "-= III = 112 ý-- 130 = 121 = 103 = 0* 
With these values of Im . ..... 130, the unknowns in the systems of equations (4.4.2 1) and 
(4.4.22), which are respectively the coefficients in the polynomials R02and R20, can be 
calculated and are given by 
R" -120 / I00 = R020 (4.4.26) 2W x 
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and 
R201 = R2M = R021 = R022 =0- (4.4.27) 
Having found the unknowns of the systems of equations (4.4.21) and (4.4.22), the four 
integration points are the roots of equations (4.4.18) and (4.4.19) ie 
2+ R200 0 (4.4.28) 
and 
y2+ R020 =0 (4.4.29) 
The solutions of equations (4.4.28) and (4.4.29) are then used to find the four weights 
from the following equation 
W1 100 
XI X2 X3 X4 W2 110 
(4.4.30) 2 
X X32 
2 
X4 W, 2 0 
XI 
34 
X3 X43J 
3 W4. 
[1 
3 01 
where xi, i=l, 4, are the modified integration points, and wi are the unknown 
modified weights. Solution of equation (4.4.30) gives the modified weights. Theabove 
theory can be extended to higher order quadrature formulae. 
Methods (b) and (c) can be used for the Hi and Gii integral for elements of linear or 4 
higher-order [97], [99]. In this chapter, method (a) is used while in Chapter 5 and 7, 
both methods (b) and (c) have been used. 
4.5 Complicated Boundary Conditions 
If the boundary is acoustically hard then the normal particle velocity is equal to the 
normal structural vibrational velocity. In many problems this is not the case because 
there might be an absorbent material mounted on the boundary. In this case the 
acoustic particle velocity V, is no longer equal to the vibrational velocity. 
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From Suzuld [60], the relative particle velocity V, with reference to the structural 
surface is written as 
V= V-V 
pa3 
where V. is the structural vibration which can be determined either from mobility 
measurement or structural analysis (FEM). The relation between sound pressure P and 
V, can be represented as 
V= ypt (4.5.2) 
r 
where Y is the acoustic admittance which can be obtained from measurement of the 
absorbent material in an impedance tube. Therefore', the particle velocity can be written 
as 
V, +YP (4.5.3) 
Substitution of equation (4.5.3) into equation (4.3.16) gives 
([H] + jpco[GI[II) LP) = -jp(a[GI(V) . 
(4.5.4) 
The solution of equation (4.5.4) gives the pressure response. 
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4.6 Test Case For the Conventional BEM 
A linear duct of length 0.34 m and square cross section (0.08 mx0.08 m), as used by 
Suzuki et al. [60], was considered, as shown in Figure (4.5). The left-hand side wall 
assumed to vibrate harmonically with an amplitude of I mm/s. 
10, 
. 00 
00, 
008 000 
00 A 
00 
z 
Surface of duct divided into 304 elements. 
vs s 
[A I 
Figure 4.5 Boundary Element Mesh for the Linear Duct 
The surface of the duct was divided into 304 constant elements, again in the manner 
used by Suzuki et al. Comparison between the conventional BEM and the analytical 
solution is shown in Figure (4.6). The pressure magnitude is represented in dB (re 2 
x 10-' Pa). It is seen that above 250 Hz, the BEM prediction is very accurate. Indeed 
Suzuki et al [601 gave results in the frequency range 250 Hz -4 KHz and showed that 
good accuracy is maintained throughout this range. However, below 250 Hz, the 
accuracy deteriorates and, below 100 Hz, the results are very poor. 
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EXACT 
CONV. BEM 0 
120- 
00 100- 
0 
80-11 
60- 
40 
0 250 Soo 750 1000 
FREQUENCY (Hz) 
Figure 4.6 Sound Field Inside Straight Duct as Frequency Response at 
Point A 
There is a more general problem with the conventional BEM as used in this example, 
in that the integrands of the boundary integrals are frequency dependent. Thus the 
numerical integration and matrix formulation stages, as well as the solution of 
equations, must be repeated for every frequency considered, which is very inefficient. 
It may be noted that the element integration and the matrix formulation stages typically 
take ten times the computer time required to solve the set of equations. 
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CHAPTER 5 
Errors in the BEM at Low Frequencies 
5.1 Introduction 
The low frequency errors were noticed in the results of the conventional BEM and are 
shown in Figure (4.6) of chapter four. The problem is also highlighted by Bernhard 
et al [58]. Bernhard noted that these errors at low frequencies are due to inaccuracy 
in the quadrature technique and the'errors, could be reduced by using quadrature 
schemes of higher order than that necessary at high frequencies. However, the 
computational advantage that BEM have over FEM begins to disappear if the BEM 
formulation demands high order quadrature. Furthermore, it appears fundamentally 
wrong that at low frequencies, when the function within the boundary element 
integrands are almost constant over an element, one should need a quadrature scheme 
of higher order than that required at high frequencies, when the functional variation 
within an element is much greater. Indeed, this chapter proves that the basic cause of 
the problem is that the system matrix is ill-conditioned at low frequencies. Hence, very 
small errors in the integral evaluation at low frequencies lead to large errors in the 
overall solution. 
This chapter investigates the cause of the error and presents a different solution to the 
problem of accurate low frequency BEM analysis of acoustic cavities. A series solution 
in terms of the wavenumber is sought, which removes the ill-conditioning problem from 
the system matrix, and thereby reduces the accuracy requirement of the numerical 
integration. 
Accurate results are obtained using only low order, generally single point, quadrature 
schemes. Furthermore, the boundary integrals no longer involve the wavenumber, thus 
only one matrix assembly is needed for the whole low frequency region. 
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5.2 Conventional BEM Formulation for I-D Problem 
Consider the case of plane-wave sound propagation in a uniform duct of length L, for 
which the governing wave equation is 
d2p 
+ k2p =0 
dx 2 
(5.2.1) 
The fundamental solution to equation (5.2.1) is p= sin kr, where rx- xi xi 
being some chosen observation point. Thus, following the direct formulation [981, one 
forms the weighted residual expression 
(5.2.2) sin kr k1p) dý 0. fOL dx 2 
Equation (5.2.2) is integrated twice by parts to give 
ký (ZaLdri) cos Arl = 
[ýLP 
ý sin krl. (5.2.3) dx 
This expression is evaluated with xi =0 and xi =L in turn, to give 
k_U -1 (P)OI 
. 
-(dpldx)o' (5.2.4) 
sin UI Cos Ul (P)L (dPldX)L 
where the suffices 0 and L denote the x=0 and x=L locations respectively. Given 
the boundary velocity values (VJ0 and (VJL9 then since dp/dx = -jpc,, W., equation 
(5.2.4) can be written as [H] (P) = (B) with known coefficients of [H] and (B) for a 
given problem, such that solution for (P) follows. Note, however, that 
H k2 (cos2 U- 1) = 42. 
siný kL 
(5.2.5) 
Thus, when k is small, IHI is very small and the equation system (5.2.5) becomes 
ill-conditioned. Small effors in the determination of the coefficients of [H] will 
therefore lead to large errors in the solution for (P). 
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For ihe-duct which was considered in Chapter 4, with 
'the 
boundary values of (VJ0 = 
U and (VOL = 0, the exact solution of equation (5.2.4) is 
(P)o 
ou 
cot (5.2.6) 
c cou 
17his is the same duct problem as considered by Suzuki et al (601 and the exact solution 
at low frequencies is shown in Figure (5.1). Further curves are given in Figure (5.1) 
for the pressure at the vibrating end of the duct, assuming a percentage error in the off- 
diagonal coefficients of matrix M in equation, (5.2.4) of 1% and 0.01%. A similar 
result occurs for the same error in the diagonal coefficients or for absolute errors in the 
coefficients of 0.01 and 0.0001.7bus it is clearly illustrated that, at low frequencies, 
small errors in the numerical integration lead to large errors in results when using the 
conventional boundary element formulation, even for the simplest of problems. 
COT (kL) 
ERR 0-01% ------- 
ERR 1% 
100. 
75- 
50. 
CL 
25- % 
0 0.1 0.2 0.3 0.4 0.5 
FRED-MY (kL) 
Figure 5.1 Pressure on the Vibrating End Wall of a Closed Duct. 
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5.3 Low Frequency BEM Formulation for I-D Problem 
It is more convenient in this case to make the dependent variable the acoustic potential 
4ý, where 4ý = Pljpw, and to non-dimensionalise all variables. Then 
A2 
+ (kL)2 lb 0 
d42 
(5.3.1) 
where E= x/L, L being the duct length. Consider only low frequency problems such 
that (kL) <I and let (kL) = c. Introduce non-dimensional forms of the particle 
velocity and the acoustic potential as v, = V. /(e 2 co and 0= V(cOL). Thus equation 
(5.3.1) and the associated boundary conditions become 
+ F2 0,0 = -C2V with ýL 4, 
(5.3.1 a, b) 
d& dn 
where n is the outward normal to the boundary. 
Consider a series expansion of the acoustic potential of the fom 
0+ 62,01 + e4402 + 
(5.3.2) 
Substitute this series expansion into equations (5.3. la, b) and equate terms of similar 
order in c, to give 
d 24 0 0,211 + eo=(), 
d42 de2 
2 
2 (5.3.3a, b, c, d 2 
±2 
+ 42 =0 + 41 09 
2 
ý23 
d4 2 d4 2 
together with the associated boundary conditions 
600 
= 0, 
ýLj 
= VIP 
602 
=0... (5.3.4a, b, c) 
dn dn dn 
at both boundaries. 
Clearly, the solution for 00 is simply 
4ý0 = constant. (5.3.5) 
An expression for the actual value of the constant 00 in terms only of boundary values 
follows from integration of equation (5.3.3b) over the domain, since 
1 + 40ORIO 0 (5.3.6) dt 
Hence- -. - 
Qxd (5.3.7) 
loo - 
(±d! 
&I)l 
0- 
I(va)l + (va)ol= 
(±dt-l)ol 
=- 
where Q.,, is the net acoustic volume velocity outflow to the duct and 11 is the duct 
volume., Themext step is to solve the Poisson equation (5.3.3b) by the boundary 
element method. The fundamental solution of Laplace's equation, namely r=Iý- 
tj I, is used to form the weighted residual statement 
1rd 241 dt +41r dt =0. (5.3.8) f. ', ý, 7 of. ' 
This equation is integrated twice by parts to give 
I "I (Olt r 
±0-1 .1+ 
4t d-AI! 
t 
(5.3.9) 
at dE 
.0 
dý 2 
and is evaluated with tj =I and tj =0 in turn, to give 
104 
ýj 
4)d2 «vý, 
(5.3.10) 
ed2 
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Equation (5.3.7) makes it clear that this is a redundant set of equations, thus one can 
solve for the 01 values only to within some arbitrary constant, say ý1. Let 
10, =C 4012 (101 = 0. (5.3.1 la, b) 
Then 
(401)0 40J2 + (v. )O. (5.3.12) 
The constant, 01 can be found from the integration of equation (5.3.3c) over the domain, 
since 
242 
(5.3.13) f1 de' 9 dt ' 0, 
dt 0 dt 
and therefore, using the equations (5.3.3b) and (5.3.4b), 
oof I 
L2 L2 
dý 0 (5.3.14) [o --0 1 ýý dt 22 
Thus ,ý 
(5.3.15) 
an Id the right-hand side contains'exprissions on the boundary which are either known, 
or can be calculated., Hence 
(y), + Q6 
Higher-order terms of the series can be found in a similar manner, with the 
simplification that the v. terms are now zero. Thus the weighted residual form of 
equation (5.3.3c) is integrated several times by parts, with the use of equation (5.3.3b) 
to give 
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42 d ý2 r ý2 + 
dt dt dt 2 
dr dý, - t3 
+ 
dr t4 r130 (5.3.17) 
dt T4 3 ol dt 86 
This expression is evaluated with tj =1 and tj =0 in turn, to give 
4ý2)0 -(v), /3 - 4td8 + %)1/2 1 
%)I. (v. )1/3, - Q8 -, %)1/2 1 
Once again, one can solve for02only to within some arbitrary constant, say02, With 
02 ý-- 0,2 + 
ý452, 
and 1 0. Then 
4/ )0 (y. ), 13 Q8 + ý1/2 (5.3.19) 2 
The constant value 402 from the integration of equation (5.3.3d) over the domain, with 
the use of equations (5.3.3b), (5.3.3c), (5.3.4b) and (5.3.4c), gives 
02 = 01/6 - (v. ), /24 - god120 (5.3.20) 
One can evaluate further higher-order terms in a similar fashion. Note in particular that 
the matrix [H] in equations (5.3.10) and (5.3.18) is identical. Thus when considering 
higher-order terms it is only necessary to evaluate the right-hand sides and to 
manipulate the right-hand sides for equation solutions. This is equally true, and 
particularly relevant, to solutions of two- or three-dimensional problems, although in 
these cases it is necessary to integrate known functions over the boundary of the domain 
in order to determine the right-hand sides. 
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Application of the above formulation to the same duct problem as considered in Section 
(5.2) gives, from equations (5.3.2), (5.3.7), (5.3.11), (5.3.12), ý (5.3.16), (5.3.19) and 
(5.3.20) 
24 
MO = (-U) + or, 
3 45 
Mo 
= -i 
Iee3) 
PCOU 
(c 
-i- T5 + (5.3.21a, 
b) 
Figure (5.2) illustrates the form of solution for an increasing number of terms of the 
series. It is seen that the low frequency solution requires very few terms of the series 
expansion, thus the solution technique is practical. Furthermore, an error of even I% 
in the coefficients of matrix [H] now has a negligible, effect upon the solution. 
EXACT 
I TERM ------ 
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3 TEWS 
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6- 
cn 
2- 
000.4 
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FREGLENCY (kU 
Figure 5.2 Pressure on the Vibrating End Wall of a Closed Duct of 
Length L. 
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It is seen from equation (5.2.6) and (5.3.21) that the analytical series solution for 0 in 
this case is in fact 
Cos e c cot c (-U) 
e2/21 + c4141 ... ) (I ++ p2_ +p< 
(5.3.22) 
where e2 /3! - e"15! Thus 
e2 , e4 "I. + (5.3.23) 40 (-U) 3 45 945 
and is convergent for 
mn e, <-2, hence e< 7c 
The truncated serie's can only be expected to give an accurate solution for e << I but, 
since the coefficients in equation (5.3.23) are seen to decrease quickly in magnitude, 
the range of accuracy is greater than this, as seen in Figure (5.2). 
5.4 3D 14-vy Frequency BEM Formulation 
Again, it is convenient in this case to make the dependent variable the acoustic potential 
4ý,, where 4ý Pljpw, and to non-dimensionalise all variables. All linear variables are 
made non-dimensional with respect to L, a representative length scale for the problem, 
ie X= x/L, Y y/L, Z z/L, n= N/L and r= R/L. Thus the Helmholtz equation 
becomes 
V20 + (kL)24D 0 (5.4.1) 
where VI is the non4imensional Laplace operator, ie 
V2 I, 0-21aX2 + 0-a/ay2 + a2/dZ2 . 
(5.4.2) 
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Figure 5.3 Geometry of the Cavity 
Analysis is restricted to low frequency problems such that e= (kL) < 1. Non- 
2 dimensional forms of the particle velocity and the acoustic potential, v, = V. /( f co) 
and 0= V(cOL), are introduced. Thus the Helmholtz equation together with the 
boundary condition become 
v 24o + Ao = 
and 
(5.4.3) 
c2 v. 'on r (5.4.4) an 
A series expansion of the acoustic potential of the form 
+++ (5.4.5) 
is substituted into equations (5.4.3) and (5.4.4) and terms of similar order in e are 
equated, to give 
V 210 
0=0, 
'V2, ý 
I+ 400 = 
0, V 42 +C= 0- (5.4.6a, b, c) 
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together with the associated boundary conditions 
40 
V 
±2 
0 
C" 8n at an n 
5.4.1 Zeroth order solution 
Clearly the solution for 00 is simply 
4ýO = C, constant. 
Hence equation (5.4.6b) becomes Poisson's equation 
V2401 +C=0. 
(5.4.7a, b, c) 
(5.4.8) 
(5.4.9) 
An expression for the actual value of the constant c follows from integration of equation 
(5.4.9) over the domain 0 and the use of the divergence theorem, since 
cf dQ f V2 4ildO fdr (5.4.10) 
aar cIn 
Co =, - dr --fv. ir -- 2n (5.4.11) 
where Q.., is the net acoustic volume velocity of the entire surface and is assumed to 
be known from the boundary conditions. Hence, 
-QdlQ - (5.4.12) 
5.4.2 First order perturbation 
In order to solve for 01 from equation (5.4.9) subject to boundary condition (5.4.7b), 
it is advantageous to introduce a new variable u, where 
u=ý, + cs216 (5.4.13) 
and s =, (XI + Yl + Z) ', the distance from the arbitrary origin of coordinates. The 
purpose of the substitution is that it reduces the Poisson equation (5.4.9) in 01 to 
Laplace's equation in u, 
V2U =0 (5.4.14) 
which can then bi trinsfornled into an integral equation over the surface r by use of 
Green's theorem to give [98] 
C(a ). u(a +IfýuaI aT ýu 
r an 
(r(a, 
cc)) - 
1fI clu dr . (5.4.15) 4n r 
5;; 
In contrast, direct use of Green's theorem on equation (5.4.9) would have resulted in 
an equation for 01 which would ha ve involved a domain integral. In equation (5.4.15), 
r (ai, ct) is the non-dimensional distance between an arbitrary point ai and a point a on 
the surface r, see Figure (5.3). Tlius,, fiom equations (5.4.6b) and (5.4.12). 
CA + 
1, 
fu -2. 
( ,) 
4n r an r 
-L 
f (S2 
4n 
f d. P +c) aT (5.4.16) 
r 
(r 
247c r cln 
The integrals on the right hand side involve only known functions and hence this 
equation can be solved for the variation of u over r. However, since there are no 
essential boundary conditions given, u can only be determined to within an arbitrary 
constant. Use of equation (5.4.13) now enables one to evaluate 01 again to within an 
arbitrary constant, say ý1. Hence the variation of over the surface r can 
be regarded as determinable at this stage. 
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5.4.3 First order constant 
In order to find consider equation (5.4.6c) which, when integrated over 0, becomes 
f (V 2 ý2) dQ + f, ý, dQ :w0 (5.4.17) 
aa 
Use of the divergence theorem and equation (5.4.7c) gives 
f (V 2ý 
2) di'l =f V-V'ý2 dQ =f 702m dr =0 (5.4.18) 
aar 
Thus from equation (5.4.17),, and using the fact. that V I(s`16) = 1, 
f 
401V ýS2 16) dQ =0 (5.4.19) 
a 
Repeated use of Green's theorem on this equation gives 
2 
+f ýL V20 (5.4.20) f4ol '12 
). 
nl dr -fE ((V; O,. n) dr 1 dQ =0. 6r6 
Thus from equations (5.4.6b) and (5.4.12) 
f (sn) Jr -f dr + 
Q"" f dil 0 (5.4.21) 
36 o-I n6 rrIar 
where s is the position vector xi + yj + zk. 
Substitution of q5I = 01 + ý, and use of equation (5.4.7b) 
ý, Sn jir = 
2- ' 
dr -f 
'ýI' (sn) aT - -ýL' 
f L2 d0 (5.4.22) 
6 ya r3 12 g61- 
From the divergence theorem 
-n aT f V. (s) dQ 0 (5.4.23) 33a 
- 
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and 
2 
s drl =fV 
(S2S) 
dil =f 
2 
, 
L(sn) dr . 
(5.4.24) 
5 5 
Hence equation (5.4.22) reduces to 
il = 
S2 v. dr f -'f 
1 tl(s. n) dr - 
Qlet f S2(S. n) drl (5.4.25) /a . 6 r 3 300 r 
The functions within all of these integrands may be regarded as known at this stage of 
the solution and hence ýj is now determined. Finally, from equations (5.4.5) and 
(5.4.12)9 
QRd 
+ 62(ý, ++ O[f4] (5.4.26) 
Q 
5.5 3D Low Frequency BEM Analysis 
Whilst the low frequency BEM formulation is clearly much more complicated than the 
standard Helmholtz BEM formulation, the actual analysis required is relatively 
straightforward and in some ways simpler. The first step, as usual, is to discrefise the 
surface r into a finite number of elements. The known variation of v, over the surface 
now allows one to calculate numerically Q,,,, from equation (5.4.11). Knowledge of 
the volume 11 of the cavity then enables one to evaluate 00 =c from equation (5.4.12). 
For a cavity of arbitrary shape, for which 0 is not known, it can be calculated from 
numerical integration over the discretised'surface, from equation (5.4.23). 
The main BEM part of the solution now comes through equation (5.4.16). The 
equation is cast in matrix form as 
[HIlu) = [Glfv. 1 +c (5.4.27) 
and, for known (y. ), reduces to a set of m simultaneous linear equations in m unknown 
values of u. Note that, in this formulation, the integrands do not involve the 
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wavenumber. As mentioned earlier, the potential u can only be evaluated from equation 
(5.4.27) to within an arbitrary constant, and thus one can only find from equation 
(5.4.13). However, equation (5.4.25) can be used to determine All, of the 
integrands in equation (5.4.25) involve only known'functions and, can be evaluated 
numerically by summing over the boundary element mesh. For simple geometries the 
third integral can be evaluated analytically from its domain integral equivalent, given 
in equation (5.4.25), and this approach has been adopted for the results presented in this 
thesis. 
Finally, once the single boundary element solution has been obtained such that 0, and 
j6I are known, then oo can be found for all frequencies by variation of e in equation 
(5.4.26) subject to the restriction kL =e<1. Thus one only needs to evaluate the 
coefficients of matrices [M and [G] and solve the resulting large set of simultaneous 
linear equations once. In the conventional BEM formulation, these steps have to be 
repeated for every frequency considered and are very demanding on computing time. 
5.6 Results 
Results are given for two cases of simple geo'metry'for which analytical results are 
available for comparison. A third, more complicated case, is also considered and finite 
element results with a high mesh density are used for comparative purposes in this case. 
5.6.1 Linear Duct 
The first case considered was that of a linear duct of length 0.34 m and square cross- 
section 0.08m x 0.08m, as used by, Suzuki et al [60]. The surface of the duct was 
divided into 304 constant elements, again in the manner used by Suzuki et al. 
Comparison between the conventional BEM solution and the analytical solution is shown 
in Figure (5.4). It is seen that, above 250 Hz the conventional BEM solution is very 
accurate. Indeed Suzuki et al [60] gave results in the frequency range 250 Hz to 4 kHz 
and showed that good accuracy is maintained throughout this range. However, below 
250 Hz, the accuracy deteriorates and, below 100 Hz, the results are very poor. In 
contrast, the low frequency BEM solution is accurate in this region and remains more 
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accurate than the conventional solution even up to 190 Hz, despite the fact that kL = 
I at a frequency of 159 Hz for this case. Results are shown using only the first term 
in the expansion, 00, which is seen to be sufficient at the lowest end of the frequency 
spectrum. Inclusion of the second term in the expansion clearly extends the region of 
application of the series solution, as expected. In principal, one could use the boundary 
element formulation to explicitly determine further terms of the expansion and so extend 
the range of validity of the results, but the effort involved soon becomes prohibitive. 
As remarked previously, the series solution truncated after two terms remains accurate 
beyond the theoretical limit of kL =I in this case. The reason for this is due to the 
dominance of the low-order terms for the solution in an enclosure of such simple 
geometry as that considered here. A complete explanation is given in the Appendix. 
EXACT 
CCW. BEN 0 
BEN I-TER" A 
SEN 2-TERG a 
120- 
0 
QO 
00 
00 0 0 
-j 80.0 
cý 0aa 13 Go 
&"AA& 
401 
0 100 200 300 4w Soo 
FREMENCY (Hz) 
Figure 5.4 
. 
Sound Pressure Level at the Centre of an End Piston of a 
Rectangular Cavity (0.34 mx0.08 mx0.08 in) 
In both the conventional and low frequency BEM formulations, integration over an 
element which contained a singularity was done analytically in the manner mentioned 
by Bernhard et al [58]. On all other elements, four-point Gauss quadrature was used 
for the conventional BEM results but only one-point Gauss quadrature for the new, low 
frequency BEM results. Hence the entire set of low frequency BEM solutions shown 
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in Figure (5.4) were obtained with less computational effort than that required for each 
and every value of the conventional BEM solution. 
5.6.2 VibmtIng Sphere 
Bernhard et al [58] obtained a sequence of BEM solutions of a vibrating sphere in order 
to investigate the problem of errors at low frequencies. , They, considered uniform 
surface vibration of a sphere of radius Im and compared BEM results for the pressure 
at a radius of 0.5 m with the. analytical result. , They found that, an increase in the 
accuracy of the numerical integration, obtained by an, increase of order of the 
quadrature scheme, led to a consequent increase in accuracy-of the overall resultj as 
shown in Figure (5-5). 
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It has been shown in Section 5.2 that for a one-dimensional duct problem the 
conventional BEM requires high accuracy, at low frequencies, for all integrals and not 
just singular integrals. Further studies have shown this to be true for the problem of 
the vibrating sphere, as cohsidered by Bernhard et al [58], and indeed it remains 
generally the case. For a given quadrature scheme, the accuracy of integration is better 
at low frequencies than at high frequencies, as expected. However, the small errors of 
integration at low frequencies upset the solution far more than the moderate errors of 
integration at high frequencies. Thus one solution to the problem as proposed by 
Bernhard et al [58], is to use higher order quadrature schemes at low frequencies. The 
alternative formulation presented here effectively factors out the dominant constant of 
the low frequency result and leaves the BEM analysis to look after the variation, 
thereby removing the problem of ill-conditioning and diminishing the accuracy 
requirements of the quadrature scheme. Ibis can be clearly seen in Figure (5.5), where 
the low frequency BEM analysis is seen to be exceptionally accurate even though only 
one point quadrature was generally used. Integration over an element which contained 
a singularity was done by the use of special four-point modified quadrature formulae 
[69,99] adapted to the singularity. The results are compared with the analytical 
solutions and results of Bernhard et al [58] for various quadrature schemes. Results for 
the new formulation were obtained from a mesh of 24 linear quadrilateral elements over 
the surface of the sphere, whereas Bernhard et al [58] used a mesh of 96 linear 
triangular elements. From the curve denoted by '0 in Figure (5.5), it is seen that the 
new BEM formulation results with one point integration denoted by 101 in the figure, 
are better than the conventional BEM formulation results with 13 point integration at 
very low frequencies, and equally accurate at low frequencies. Furthermore, it takes 
far less computational effort to produce the entire set of low frequency BEM results 
than to produce one result from the conventional BEM scheme using 13 point 
quadrature. 
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Figure 15.6) compares analytical results with 'low frequency BEMI results on a dB 
scale, using realistic fluid properties, to study the error at high frequencies. In this case 
L can be taken to be the diameter of the sphere, 2m in which case kL =I corresponds 
to a frequency of 27 Hz. Once again, the results remain quite accurate beyond the limit 
kL = 1, and it is, seen that the second term in the expansion has very little influence 
at low frequencies, 00 being the dominant term. Tbi explanation for this is the same 
as that detailed for the previous case, with the coefficients of the series solution 
decreasing even more rapidly. 
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5.6.3 Arbitmry Cavity 
A final test case of slightly more complicated geometry was used, as shown in 
Figure (5.7a). Vibration of only one small region of the boundary was assumed, with 
the remainder of the boundary taken to be rigid. The 'low frequency BEM' solution 
was calculated for the full three-dimensional problem, using constant quadrilateral 
elements over the entire surface. Since there is no variation in the third dimension, a 
two-dimensional finite element analysis of the cross-sectional region, Figure (5.7b), was 
used as a standard for comparison. Eight-noded isoparametric quadrilateral elements 
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were uied for the FEM solution, with meshes of 16 and 64 elements. The results 
shown are for the latter case, but the two sets differed by only I% even at the highest 
frequencies considered. 
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Figure 5.7 a) BEM Mesh of the 3D Cavity 0.5m x 0.4m x 0.2m 
b) FEM Mesh of the Equivalent 2D Problem 
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The comparison between the 'low frequency BEM ' solution and. the FEM results is 
shown in Figure (5.8a) and (5.8b), for the two positions marked on Figure 5.7. 
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It is observed that the range of accuracy of the 'low frequency BEM, results is now 
much more restricted, to within the expected limit e= kL < 1, since kL =I 
corresponds to a frequency of 108 Hz for this problem. This in turn implies that the 
truncated terms of the series solution have coefficients of similar magnitude to the low 
order terms, for cavities of arbitrary shape. 
5.7 Conclusions 
The low frequency boundary element formulation presented in this chapter has been 
shown to have significant advantages over the conventional boundary element 
formulation in terms of both accuracy and computational effort. With regard to the 
latter, the solution over an entire frequency range can be found in less computer time 
than that required for a single frequency from the conventional method. This is due to 
the fact that only a single boundary element solution is required to cover the entire low 
frequency region, and only a very simple quadrature scheme is necessary for this single 
solution. The chapter gives results for two simple geometries, for which analytical 
solutions are available for comparison, and a third case of slightly greater complication, 
for which finite element results are used for comparison. The method is completely 
general and can be applied to cavities of arbitrary shape. The method is only applicable 
over a very low range or frequencies, however, and does not extend to the lowest 
resonant frequency of the cavity. 
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CHAPTER 6 
Experimental Results From 3D Enclosures 
6.1 Introduction 
This chapter is concerned with the measurement techniques for both vibration and sound 
pressure response. The vibrational data are used in the numerical model as boundary 
conditions, while the sound pressure measurements are used to compare numerical 
predictions against experimental results. All comparisons are given in Chapter 7. This 
chapter introduces the concept of mobility measurements and transfer functions. The 
experimental set-up and data acquisition of two enclosures are presented. 
In general, there are two types of vibration measurements, [94], those in which just one 
parameter is measured, usually a response level, and those in which both input and the 
response output are measured. This chapter is concerned with the latter, where both 
excitation and response are measured simultaneously. Furthermore, there are a number 
of approaches which can be adopted to excite the structure. The work in this thesis is 
focused on the more straightforward approach where the excitation is applied at a single 
point. This type of measurement, the vibration response from a single point excitation, 
is often referred to as a 'mobility measurement'. 
A typical vibration analysis progresses in three phases [94]. Generally one starts with 
a description of the structure's physical characteristics, usually in terms of its mass, 
stiffness and damping properties, and this is referred to as the SPATIAL MODEL. If 
one now performs analytical modal analysis of the spatial model, it will lead to a 
description of the structure's behaviour as a set of vibration modes, or a MODAL 
MODEL. This model is defined as a set of natural frequencies with corresponding 
vibration mode shapes and modal damping factors. This describes the various ways in 
which the structure is capable of vibrating naturally, ie without any external forcing or 
excitation, and these are called 'normal' or 'natural' modes of the structure. 
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The third phase is generally that in which one has the greatest interest, namely the 
analysis of exactly how the structure will vibrate under given excitation conditions, and 
especially with what amplitude. Clearly, this will depend not only upon the structure's 
inherent properties, but also on the nature and the magnitude of the imposed excitation, 
and so there will be innumerable solutions of this type. However, it is convenient to 
present an analysis of the structure's response to a 'standard' excitation from which the 
solution for any particular case can be constructed. This is described as the 
RESPONSE MODEL. The standard excitation chosen fýr most of this work is a unit 
amplitude harmonic force, thus the response model consists of a set of frequency 
responses which must be defined over the applicable range of frequency. 
The frequency response function, sometimes referred to as the transfer function, is 
unique to the structure being studied and, for a linear system, is theoretically 
independent of the force used to excite the system. There are many industrial 
applications where the frequency response function is of extreme value, for example: 
dynamic modelling of full structures or components; weakness of structures; quality 
assurance; product improvement; machine condition monitoring and many others. 
The frequency response can be determined either by using the structural finite element 
method or from measurements. The latter provide a minimum system of equations. 
Furthermore, the frequency response function of a structure can be described in terms 
of acceleration, velocity or displacement. The following are the terminologies in 
common use to describe the above: 
Inertance, accelerance 
Mobility 
and receptance, compliance 
acceleration / Force, 
Velocity / Force, 
displacement / Force. 
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6.2, , Transducers for Pressure and Vibration Measurement 
I 
The physical characteristics of noise can be described by many different parameters, for 
example sound power or particle velocity, but the most practical quantity to measure, 
especially under field conditions, is the sound pressure level. A wide range of 
microphones have been developed to accurately measure this parameter. The 
microphone chosen for a particular noise measurement will in general have to fulfil two 
rather different sets of conditions [94]. Firstly, it must operate satisfactorily over a 
range of environmental conditions such as humidity, temperature, air pollution and 
wind. Secondly, it must also meet the technical constraints, eg frequency response, 
dynamic range, directivity and stability, necessary for accurate and repeatable 
measurements. Full details of types of microphones are given in [94]. 
For vibration measurements, there are two main transducers which can be used, namely 
an accelerometer and a laser interferometer. The accelerometer is accurate, easy to use, 
relatively cheap to purchase and not prone to many environmental influences. 
However, if the structure is light and flexible then the accelerometer's additional mass 
modifies the structures response and in particular the resonant behaviour will change. 
Further, it is often difficult to mount the accelerometer on a structure with uneven or 
unclean surfaces. 
The laser overcomes the disadvantages of the accelerometer, since it does not add mass 
to the structure, it is well suited for hot structures such as exhaust systems and it is even 
suitable for measurements on rotating machinery. The main disadvantages of the laser 
are the cost and size. For example, if one tries to measure the vibration of the interior 
of a vehicle using a laser positioned inside the vehicle, this will modify the acoustic 
characteristics of the interior of the vehicle. A combination of laser and accelerometer 
methods enable measurement data to be acquired in most environmental conditions and 
for almost all structures. 
Both a laser and an accelerometer give point measurements. A fundamental problem 
with the use of point measurements is that there is no clear criterion on which to base 
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the point spacing interval to define the surface vibration adequately, without 'a priori' 
knowledge of the modal density of the structure under investigation. Insufficient data 
points will produce effors in the prediction of the interior sound pressure level. In [80], 
this problem has been overcome by devising a transducer which spatially integrates the 
instantaneous vibrational motion over a finite area. The device is a non-contacting 
transducer of space-averaged surface vibrational velocity (volume velocity), which is 
based upon the very simple principle of an acoustic waveguide for which the open end 
is placed in close proximity to the vibrating surface under investigation. The work on 
this transducer is in its early stages and more developments are yet to be achieved. 
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Figure 6.1a Clamped Panel 
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'Figure 6.2 Scale-model of Simplified Vehicle Interior 
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6.3 Diperimental Arrangement and Results 
Experimental results for two configurations are presented in this section. Firstly, a 
rectangular cavity with clamped panel, as shown in Figure (6.1), is considered. 
Secondly, the experimental analysis of a scale-model of a vehicle's passenger cavity is 
presented. The scale-model is shown in Figure (6.2). It should be noted that, since this 
photograph of the scale-model was taken, there has been some enhancement to the set- 
up, as will be described later. Both of the experiments were conducted in an anechoic 
chamber at MIRA. 
6.3.1 Rectangular Cavity With Clamped Panel 
The experiment was conducted using a rectangular concrete box of interior dimensions 
(0.9 rn x 0.54 rn x 0.61 m) as shown in Figure (6.3), with one side open. The box is 
constructed from 0.05 m thick concrete slabs to provide walls with high impedance. 
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Figure 6.3 Dimensions of the Rectangular Cavity 
129 
The edges were sealed with silicon beading and the structure was supported by a steel 
frame. A flexible panel was clamped over the open surface of the box. The panel, cut 
from aluminium sheet of 0.005 m nominal thickness and with nominal dimensions of 
I rn x 0.64 m, was clamped around its periphery by two steel frames, which are shown 
in Figure (6.4). The lower frame was fixed rigidly to the top of the box. The panel 
was clamped to the frame by using 18 bolts. The dimension of the panel within the 
clamped boundary was 0.9 rn x 0.54 m. 
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Figure 6.4 Steel Frames Used for Simulating Clamped Boundary 
Conditions 
The panel was excited by broad-band white noise in the frequency range 0-500 Hz via 
an electromagnetic shaker at a point of high modal density. The vibrator was suspended 
on a compliant spring from a rigid frame attached to the comer of the box. Distribution 
of vibration across the panel was measured in the range 0-500 Hz with I Hz resolution. 
A piezo-electric accelerometer was used to measure the vibration at 126 points. It was 
mounted on the panel using a thin layer of plasticine, which was found to be adequate 
during preliminary tests and allowed the accelerometer to be moved quickly. 
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The vibrational data was in the form of a transfer function of acceleration per unit force 
using the driving point as the reference. This data was then integrated to give the 
complex mobility, which forms the necessary input data to the numerical model. A 
typical plot of the vibrational frequency response measurement at the point on the panel 
is shown in Figure (6.5). 
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Figure 6.5 Example of Measured Vibrational Data on the Plate 
The noise at an interior point of the cavity was measured as the transfer function of 
sound pressure level divided by the force at the driving point. A high-pass filter was 
applied to the noise signal at 22.4 Hz to reduce low pressure fluctuation. A plot of 
sound pressure level -at a point (0.61 m, 0.16 in, 0.3 1 in) from one comer of the cavity 
is-shown in Figure (6.6). 
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6.3.2' Scale Model of a Vehicle 
An idealised scale-model of approximately (1/3 - 1/2) the size of a vehicle cavity was 
built. The model was constructed from an angle-iron steel frame and 3 mm steel 
panels. Two of the panels were bolted to the frame and the rest were spot-welded to 
the frame. The dimensions of the model are shown in Figure (6.7). 
The model was suspended well above the'floor by nylon ropes running from the top 
comers of the model to a scaffolding rig surrounding the model, which was fixed to the 
floor of the anechoic chamber. A shaker was attached to a stud tapped into the side of 
the model onto the frame. The shaker force acted across the scale model. A number 
of -positions "and orientations of the shaker were considered during preliminary 
investigations. The final position and orientation was chosen because it excited all of 
the significant acoustic and structural -modes of interest. 
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Figure 6.7 Dimensions of a Scale Model 
Since the scaffolding rig, the laser and the shaker all rested on the floor and the scale- 
model was supported by the fairly rigid ropes, there could have been a feedback from 
the box to the floor or vice versa, resulting in a loss or a gain of energy and therefore 
an incorrect response. To examine this a cross-correlation measurement was carried 
out between the force gauge on the scale-model and the laser, which was measuring the 
velocity response at an arbitrary point on a side panel. 77his gave a small, though 
definite feedback signal of 130 Hz. It was found that isolating the shaker from the floor 
alleviated this problem. It was also found that the scaffolding rig had a resonance of 
115 Hz which is well below the range of frequency of interest, namely 70-170 Hz. 
Some of the resonances in the response plot were very sharp, hence a high resolution 
(1/8 Hz) was needed to accurately define the peaks. A good test to determine the 
required resolution is to look at the measured data on a polar plot, in that smoother 
curves indicate that better accuracy has been obtained. 
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Figure 6.8 Equipment Setup for Vibration Measurement 
The model was excited through the shaker by a random noise source which was band- 
limited to a measurement span of 70-170 Hz by the analyser. The gain on the power 
amplifier was increased until a reasonable sound level was radiating from the scale- 
model structure. The integrity of the source signal was examined using a swept sine 
excitation from 70-170 Hz, and the output of the force gauge was examined on the 
oscilloscope to ascertain if there was any distortion present. The source was then 
returned to random noise. The equipment set up for vibration measurement is shown 
in Figure (6.8), while for the pressure measurement, it is shown in Figure (6.9). 
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As it was difficult to acquire vibrational data from the top and the bottom panels of the 
scale-model with the laser, an accelerometer was used for the measurement to avoid 
moving the heavy scale-model. It has been found that, the accelerometer data is as 
accurate as data from the laser. The accelerometer was mounted on the structure using 
a thin layer of plasticine. The measurement sequence on the analyser entailed taldng 
10 averages of the transfer function. 
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Figure 6.9 Equipment Setup for Pressure Measurements 
The analyser displays both the averaged transfer function and the coherence. The 
coherence is a normalized function which gives an indication of how much of the 
response is due to the input and the extent to which the system under test satisfies the 
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assumptions of the method of analysis. A value of one corresponds to perfect data. 
The accelerometer was used to measure the vibration at 458 points on the scale-model. 
For the pressure measurement taken within the scale-model, the charge amplifier and 
the accelerometer was replaced with a measuring amplifier and microphone as shown 
in Figure (6.9). The measurement method followed was exactly the same as that for 
the vibration. The microphone was supported at different points within the scale-model 
by a set of wires. The transfer function of sound pressure level divided by the force 
at the driving point for six microphone positions was measured. The transfer function 
plots for the six microphone locations are shown in Figure (7.8)., 
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--CHAPTER7 
Wavenumber Extraction for the, BEM 
7.1 Introduction 
The main drawback of the conventional BEM for frequency domain response problems 
in acoustics is that the calculation has to be repeated for each frequency, because the 
frequency parameter is non-linearly embedded in the integrals of equations (4.4.11) and 
(4.4.12). Therefore, matrix assembly and solution is necessary for each frequency of 
analysis, which makes the method slow and expensive for forced response problems. 
For similar reasons, the method is virtually impossible to use for eigenvalue and 
eigenvector analysis. 
Recent work [64] on free vibration analysis has shown the possibility of extracting the 
frequency parameter from the integrals in order, to form the influence matrices which 
are independent of the frequency. The same idea has been used by Banedee et al [67] 
for the evaluation of eigenmodes and eigenvalues of coupled structural-acoustic 
problems in two- and three-dimensions. 
This chapter extends the above idea to problems of forced vibration analysis. The 
frequency terms are extracted from the integrals such that the influence matrices are 
then independent of the frequency, thus only one matrix assembly is needed for the 
entire range of frequencies. 
Numerical results obtained by using the method are presented. The sound field inside 
a linear duct is calculated for comparison with analytically determined solutions. As 
an example of coupling analysis, a rectangular cavity-backed panel is considered. 
Finally, the sound field inside a scale-model of a vehicle was predicted in order to 
examine the applicability of the method to vehicle interior noise problems. 
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7.2 Derivation of the Integral Equation 
In order to extract the wavenumber from the integrals, the fundamental solution to the 
Laplace equation is used instead of that of the Helmholtz equation. Thus the Wi in 
equattion (4.2.5) is 
47cr 
which is independent of the wavenumber and is real and satisfies 
V, W, = -A(a, a) 
where A (a, Q is the Dirac delta function. 
Substitution of equation (7.2.2) into equation (4.2.5) gives 
(7.2.1) 
(7.2.2) 
2f W CtP, +fP (V W,. fi) dr -fW, q dr =k NO (7.2.3) 
rr 
where Ci follows from equation (4.2.8). The integral on the right hand side of equation 
(7.2.3) is a domain integral. Such integrals were originally handled in boundary 
element analysis using the cell integration method [98]. This involves discretization of 
the interior of the domain which destroys some of the attraction of the method, in terms 
of the data required to, run the problem and the complexity of the extra operations 
involved [98]. 
Since then, different approaches have been made to deal with these domain integrals in 
the BEM and several methods have been proposed by different authors. The most 
important of these are the Multiple Reciprocity Method [100,101] and the Dual 
Reciprocity Method (DRM). The latter is the more general and better established. The 
DRM in acoustics is the subject of this chapter. 
The DRM was introduced by Nardini and Brebbia [64] for elastodynamic problems and 
extended by Wrobel and Brebbia [102] to time dependent diffusion problems. The 
method was further extended to more general problems by Brebbia [31]. The method 
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is essentially a generalized way of constructing particular solutions that can be used to 
solve non-linear and time-dependent problems as well as to represent any internal source 
distribution. 
The DRM in acoustics starts by representing the pressure as [31] 
N+L N+L 
P .0Ef (Pi I CO 10i E 4411 
(7.2.4) 
J-1 J-1 
where N is the number of boundary nodes and L is the number of interior nodes. Me 
fj -are approximating functions. Let the function t(6j , ix) satisfy the following relation 
2t (pj 
, a) = -f 
(pj 
, a) . (7.2.5) 
Substitution of equation (7.2.5) into equation (7.2.3) gives 
N+L 
c, p, +f P(vw,, i) dr -fWj q dr = -klfWjF (7.2.6) , 
ýj (V It) dQ 
rra 
Using Green's theorem, equation (7.2.6) becomes 
Ctf, + fP(VWi . A) dr -fW, q, dr 
k' o, [c,, j + 
ftpw, 4) dr -fw, 4] dr (7.2.8) 
J-1 r 
where a Van. 
Equation (7.2.8) is the integral equation for acoustic wavenumber extraction for the 
boundary element method. 
7.3 Discretization of the Integral Equation' 
Having found the integral equation (7.2.8), the next step, as explained in Chapter 4, is 
to write equation (7.2.8) in a discretized form. 
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Following the analysis of Chapter 4, for a source node i equation (7.2.8) becomes 
x tir 
C, P, +E fP(VW, . ii) aT + 
r, 
N*L 'o 
k2 E 10i citu + J-1 
fW, q dr 
5 
N 
f tj(VWI n) dr -f Wi 4, drl (7.3.1) 
The index I is used for the boundary nodes which are the field points. If the variations 
of t. and k. are assumed to be given in terms of the same element shape function as used 
for the variation of P and q, then it is seen that the same matrices (H] and [G], as 
defined in Chapter 4, may be used on both sides of equation (7.3.1). This procedure 
introduces an approximation in the evaluation of the integral terms on the right hand 
side of equation (7.3.1). Note that the variation of pressure over an element is different 
for integrals on the right and left hand side of equation (7.3.1), thus the formulation is 
said to be inconsistent. This matter is discussed further in a later section of this 
chapter. 
After introducing the interpolation functions and integrating over each boundary element 
in a similar manner to that of Chapter 4, equation (7.3.1) can then be written in terms 
of nodal values as 
N N+L NN 
C, 
rp, + H. P, -E Gig, = k' 
F, Iýj Citii +E HjjtV (7.3.2) 
1-1 J-1 1-1 1.1 
After application to all boundary nodes using a collocation technique, equation (7.3.2) 
can then be expressed in matrix form as 
N+L 
2F [R] {P) - [GI(q) =k, j ([H]Uý 
(7.3.3) 
J-1 
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If each of the vectors (;. ) and (k. ) is considered to be one column of the matrices M 
and [Q] respectively, then equation (7.3.3) may be written without the summation to 
produce 
[H]{P) - [G]fq) =k2 
([R] [71 - [G] [Ql)fý) . 
(7.3.4) 
Since (0) and (P) are related by equation (7.2.4), one can substitute for either {0) or 
(P) into equation, (7.3.4). Substitution for (0) involves the inversion of a matrix in 
order to find (P), detailed in [31], thus substitution for (P) is to be preferred [68] and 
gives 
([HI [F] -k2 p] [71 - [G] [Q]» «b) = -jop[GI (V. ). (7.3.5) 
For a given (V. ), the vector (0) can be obtained from the solution of equation (7.3.5) 
and the pressure can then be found using equation (7.2.4). 
It should be noted that the particular solution t, its nomal derivatives 4 and the 
corresponding approximating functions f used in the analysis, are not limited by the 
formulation. In fact, Nardini and Brebbia [64] have proposed a variety of functions. 
The approximating functions chosen for this work are the same as those used by Coyette 
[90], namely 
f=Rmu -r 
and 
(7.3.6), 
Ir3 
'1 
r R. (7.3.7) 12 6 
where R. is the largest distance between two nodes and r is the distance between point 
Oj and a. 
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7.4 Results and Discussions 
Results are given for three cases. Firstly, a simple linear duct as used by Suzuki et al 
[60] is considered, for which analytical results are available. Secondly, the results of 
a rigid rectangular cavity with a clamped panel on one side are compared with 
experimental results. Finally, results are given for a scale-model of a vehicle. Full 
details of the experimental set-up and measurement techniques for the rectangular cavity 
and the scale-model are given in Chapter 6. 
7.4.1 Linear Duct 
The accuracy of the above formulation was, tested by comparison with analytical 
solutions for a simple linear duct. The duct was of size (0.34 mx0.08 mx0.08 m), 
as used by Suzuld et al [60]. 
Ile surface of the duct was divided into 304 constant elements as shown in Figure 
(4.5). Simple boundary conditions were imposed, in that one end of the duct was a 
rigid piston vibrating harmonically, while the rest of the boundary was rigid and 
stationary. 
Figure (7.1) shows predicted sound pressure level versus analytical results at the piston 
end. The solid line denotes the analytical solution obtained by using one-dimensional 
wave theory, and the dashed line indicates the'numerical prediction obtained using 304 
boundary elements. No interior nodes have been used in this discretization. In general, 
the agreement between the wavenumber extraction BEM predictions and the analytical 
results is good. The predicted results become inaccurate above 1250 Hz. Intuitively 
one would think that the errors at high frequencies are due to the mesh density, and that 
more elements would restore accuracy. A sensitivity test for the numerical technique 
to the number of boundary elements and also to the number of internal nodes was 
carried out. 
142 
EXACT 
NUM. (+0 IND -------- 
USING 304 ELEWINTS AND 
NO INTERIoR poINTS. 
140. 
120- 
loo- 
80, 
60. 
CL 
Ao 
201 
0 1000 2000 3ObO 
FREQUENCY (Hz) 
Figure 7.1 Pressure Response at the Piston End of a Closed Duct. 
Using 304 Boundary Elements and No Interior Points 
The results are given for the frequency range 1250 Hz - 1750 Hz in Figure (7.2). 
Here, the surface mesh was increased to 550 constant elements. Two cases are 
considered for the discretization. The first discretization does not include any internal 
nodes, while the second includes 90 interior nodes. The BEM solutions are compared 
with analytical results and shown in Figure (7.2). 
The solid line, represents the analytical, results. The 'o' shows numerical I predicti , on 
without interior nodes while '0' represents numerica prediction with 90 interior nodes. 
Comparison with Figure (7.1) shows that the results for the 550 element mesh are no 
more accurate than those predicted Using 304 elements. Therefore, in this case, 
increasing the boundary mesh does not improve the results for this range of frequencies. 
However, including interior nodes in the discretization gave good results as shown by 
'0'. The accuracy here depends upon the number of internal nodes used I and I the 
position of these internal nodes. It is certainly an area which requires more study to 
adaptively choose the number of interior points and their position. 
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Figure 7.2 Pressure Response at the Piston End of a Closed Duct. 
Using 550 Boundary Element 
7.4.2 Rectangular Cavity with Clamped Panel 
The second test case is that of a rectangular box, whose dimensions are given in Figure 
(6.3), with five rigid walls and a clamped panel mounted on top of the box. 
Structural modelling, using the finite element software ABAQUS, was used to find the 
eigenvalues, of the 'in vacuo' clamped plate in order to identifyl by comparison with 
experimental data which modes, if any, are affected by structural-acoustic coupling. 
Figure (7.3.1) shows the first four mode shapes of the rectangular clamped plate. It 
was found that the effective dimensions of the vibrating plate were bigger than that 
initially assumed. ne clampings were found to be effective at the bolts and not at the 
interior edges of the steel frame as shown in Figure (6.4). If the larger, 'effective' 
dimensions, (0.95 m, 0.59 m), are used in the finite element analysis, the 'in vacuo, 
eigenvalues are shown in the third column of Table (7.1). These values are extremely 
close to the measured natural frequencies, indicating that there is very little structural- 
acoustic coupling. 
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"late Mode Shapes 
Figure 7-3-1 
rREQUENCY ZW HZ 
FREQUENCY 214 Hz 
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Table 7.1 Comparison of FEM and Measured Eigenvalues of the Clamped Plate 
Mode Eigenvalues (Hz) 
Measured FE-In Vacuo Effective 
Dimensions 
1 90 88 
2 130 128 
3 204 200 
4 220 214 
5 260 254. 
6 305 300 
7 330 324 
It was concluded that care must be taken with the clamped boundary conditions in 
physical systems. However, the clamping arrangement will not affect the comparison 
of experimental and numerical results in this chapter, since the measured vibrational 
data are input to the numerical model. 
Figure 7.3.2 High Density BEM Mesh 
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The surface of the cavity-panel system was divided into 252 elements, 72 of which were 
on the plate, as shown in Figure (7.3.2). Constant elements were used for the whole 
boundary of the cavity. 
The vibration measurements were at the centre of elements. The normal velocity on 
the concrete walls was assumed to be zero. The measured data was used as an input 
to the numerical model. The sound pressure level at point 606 mm x 160 mm x 310 
mm, as shown in Figure (6.3), was predicted and compared with the corresponding 
measured value. This comparison is shown in Figure (7.4), and is generally very good. 
Most of the low frequency resonances which are observed correspond to the 'in vacuo, 
resonant frequencies of the 'effective' clamped plate, see Table (7.1). In addition, there 
are a few resonant features which correspond closely to the theoretical acoustic 
resonances of a rigid cavity of this size, namely the resonances at 189 Hz, 280 Hz and 
311 Hz. These features are all distinguishable from both the experimental and 
theoretical results, and indicate that there is very little structuýal-acousfic coupling effect 
in this particular example. 
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The wavenumber extraction BEM solution is seen to be accurate and is quick to obtain. 
In fact the numerical results are given for 2 Hz resolution (over the range 50-500 Hz) 
and were achieved in a fraction of the time required for solution by the conventional 
BEM. There are inaccuracies for higher modes in the prediction as shown in Figure 
(7.4). 
A sensitivity analysis was performed, using the numerical analysis to determine the 
effect of possible error in the location of the microphone position inside the cavity. 
Figure (7.5) shows the expected change in sound pressure level, which occurs with a 
I cm movement from the assumed microphone location in each of the three mutually 
perpendicular directions. The changes are seen to be very small, thus errors due to 
imprecision in the location of the microphone can be ignored. 
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Figure 7.5 Effect of Error in the Location of the Microphone 
The technique of using mobility measurements as input data would be impractical if the 
required density of measurement points was very high. Two different meshes on the 
plate were considered, one of which has 18 elements and 18 measurement points and 
the other mesh uses 72 elements and 72 measurement points. 
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Figure 7.6 Effect of the Density of Measured Points on the Pressure 
Response. Using 72 and 18 Vibrational Measured Data 
Points. 
Figure (7.6) shows the results for both meshes and clearly the 18 points mesh is 
sufficient for accurate results, which is very encouraging with regard to the practical 
implementation of the technique. 
7.4.3 Scale-model of a Vehicle 
The sound field inside a scale-model of a vehicle was predicted in order to examine the 
applicability of the method to vehicle interior noise problems. The model and the 
experimental set-up are given in Chapter 6. The surface of the body was discretized 
into 458 constant boundary elements and six interior nodes. The interior nodes chosen 
here are those of the microphone positions. The boundary element mesh of the model 
is shown in Figure (7.7). 
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The measured vibrational data, at the centre of each element, were obtained using 
accelerometers for the frequency range 70 - 170 Hz with 1/8 Hz resolution. The 
vibrational data are stored as the transfer functions related to the applied force. These 
data are used in the analysis as boundary conditions for the numerical technique. Note 
that the structural-acoustic coupling effect is embedded in the measurements. 
In Figure (7.8), the solid line indicates measured sound pressure level and the dashed 
line indicates the predicted results, at each of the six microphone positions, for the 
above range of frequencies. The results show good accuracy of the numerical model. 
This accuracy was maintained throughout the frequency range. Therefore, in this case, 
using only six interior nodes is sufficient for good accuracy. 
Acoustic modelling, using the Finite Element Software ABAQUS, was used to find the 
acoustic resonances of a rigid cavity of the same size as that of the above scale-model. 
The first four uncoupled acoustic resonances were 146 Hz, 225 Hz, 234 Hz and 268 Hz 
as shown in Figure (7.9). Hence the resonants feature of Figure (7.8) are mostly 
structural. The uncoupled acoustic resonances could have been shifted to either a higher 
or a lower value due to the interaction effect. 
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A noticeable feature of the measured resonances as shown in Figure (7.8) is the shift 
in their values between the six microphone locations, while in the numerical pfed'ct'on 
C the resonances are the same for all the six locations as expected. These rrors 
in 
measurements are due to insufficient resolution of the analyser. 
rigure /. y rour Acousuc moae Nnapes oi tne Ncaie mooel 
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7.5 Consistent BEM Formulation 
In the previous section the formulation of the integral equation was non-consistent, in 
that the pressure representation on the left hand side of equation (7.2.6) was different 
from that of the right hand side. This section extends previous work to consider a 
consistent formulation, for which identical representations for the pressure variation are 
used on both sides of equation (7.2.6). 
7.5.1 The consistent Integral equation approximation nuhfLln 
The domain integral of equation (7.2.3) was transformed to boundary integrals by using 
the pressure representation of equation (7.2.4). In order to form a consistent 
formulation, substitute equation (7.2.4) for the pressure into both sides of equation 
(7.2.3). Then 
N+L N+L 
E jC1, V +f fj (V Wi. A) dr] -f qW, 
dr =k2E Oj f fj Wi d(I . (7.5.1) J-1 rr J-1 a 
Substitution of equation (7.2.5) into the domain integral of equation (7.5.1) and 
integration twice by use of Green's theorem gives 
N+L 
2 (Cl tj ýýj (Ci fu +f (V Wi . A) dr -kv J-1 r 
f tj (V W, . ii) dr -f 4j W, d[ý) mfqW, aT (7.5.2) 
where k. = at-Ian. 
approximadon 
Ibis 
lis 
then a consistent integral equationýfbr the wavenumber extraction in BEM. 
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Following the analysis of Chapter 4 for overall matrix formulation using local element 
approximation, equation (7.5.2) becomes 
N*L N 
Ci 2(C a +E ff j (V W J-1 r, 
fi) dr -k IV 
f tj (V W1. fi) dr - f 41 Wi dl) 
f qWj dr (7.5.3) 
r, 
The index f is used for the boundary nodes which are field points. 
If fj, %. and k. are assumed to be constant over an element, then it is seen that the same 
matrixes [M and [G], as defined in Chapter 4, may be used. Therefore, after 
introducing the interpolation functions and integrating over each boundary element in 
a similar manner to that of Chapter 4, equation (7.5.3) can be written 
N*L N 
2 (C; 
i G. 4d 
,E 4ýj 
Cilli + H4- kj+ HJU 
Gig, (7.5.4) 
If aU of the boundary nodes are considered, then equation (7.5.4) can be written in the 
matrix form as 
N+L 
E Jý J-1 I 
[[R] k2 ([, H] [G] (q) (7.5.5) 
If each of the vectors (fj), JQ and (k. ) is considered to be one column of matrixes [F], 
M and [Q] respectively, then equation (7.5.5) becomes 
k2 ([H] [71 - [G] [Q])] (ýl = [G] (q) 
(7.5.6) 
Note that equation (7.5.6) is the same as that of the non-consistent matrix formulation 
given by equation (7.3.4). However, since fj, ;. and 4, are functions of distance, they 
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vary . over an element and therefore cannot properly be taken to be constant on an 
element, as assumed above. Therefore, matrixes [H] and [G] can no longer be used, 
since the integrands of the integrals which form matrices (H] and [G] consist of W, or 
VWI . fi, while the integrands of the consistent formulation integrals, which are given 
in equation (. 7.5.3), consists of Wj or VWj . ft multiplied by cl., or ;- respectively. 
Nevertheless, equation (7.5.3) can be written in a matrix form, after the integration with 
the correct variation of f,, t. and ý- is carried out, and would give, say, 
2' (p] (7.5.7) 
Solution of equation (7.5.7) will give the values of hence one can determine the 
sound pressure from equation (7.2.4). Note, however, that the matrix formulation 
process now involves integration over all elements, 1, for all DRM collocation nodes, 
j, and for all the source nodes, i. 
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Figure 7.10 Sound Pressure Level (re 2x 10-1 Pa) at the Piston End of 
the Duct 
The above analysis was applied to the same duct given in section (7.4.1). Comparison 
of measured sound pressure level versus predicted results for both consistent and the 
I. 
non-consistent formulation at the piston end is shown in Figure (7.10). The 
discretization for both formulations was 550 elements and 10 interior nodes. The 
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consistent formulation had similar accuracy to the non-consistent formulation for this 
particular case. However, the computer time was increased by approximately 12 times 
of that of the non-consistent formulation. 
7.6 Conclusion 
The wavenumber extraction for the boundary element formulation presented in this 
chapter has been shown to have significant advantages over the conventional BEM in 
terms of computational effort. The solution over an entire frequency range can be 
found with little overhead to that required for a single frequency of analysis from the 
conventional method. The mobility measurements were used as input data to the 
numerical model. 
The accuracy of the numerical technique was verified from the results of a linear duct, 
a rectangular cavity and a scale-model of a vehicle. Furthermore, the numerical 
technique was shown to be completely general, in that it can be applied to arbitrary 
shapes and is suitable for both free and forced response analysis. 
The numerical investigation was extended to deal with a consistent matrix formulation. 
This has been shown to have similar accuracy for similar meshing to the non-consistent 
formulation for the linear duct example, whereas one would have expected the accuracy 
to increase. Furthermore, the computer time was very much greater than that required 
for the consistent formulation. 
It was concluded from this test case that there was no point in using the consistent 
formulation, since there was no gain in accuracy as a return on the considerable extra 
cost in terms of computational effort. Hence the consistent formulation was not used 
for the other test applications. 
However, it is possibly unwise to draw firm conclusions of the relative merits of non- 
consistent versus consistent modelling from application to only one, simple, problem. 
It is quite possible that in some applications the consistent model would give increased 
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accuracy and even justify the extra "computational cost. This is an area which merits 
further study, for instance Kanarachos [82] has shown that in some cases the non- 
consistent formulation does produce errors which are attributable to the non-consistency. 
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I CHAPTER 8, ý 
Conclusions and- Suggestions For 
Further Work 
The, structural-acoustic interaction problem has been studied using both analytical and 
numerical solutions. An efficient numerical technique using the Boundary Element 
Method was developed to predict the low frequency noise inside motor cars. Since 
structural analysis is mathematically 
- 
and/or computationally, demanding and 
complicated, mobility measurements were chosen to provide the boundary input data for 
the BEM acoustic analysis. This choice gave accurate interior noise predictions. 
However, if required, the BEM technique developed in this thesis can easily be linked 
with a finite element structural analysis, to predict noise levels at, the design stage of 
products. However, the accuracy requirements of such a structural analysis are very 
demanding, if accurate acoustic predictions are to result. 
Chapter 2 was devoted to the analysis of wave propagation within uniform linear ducts. 
The chapter dealt with dynamic and passive terminations at the two ends. It was shown 
how the acoustic field inside the duct could be controlled by changing the mass and 
stiffness of the dynamic. drivers, or changing the magnitude or phase of the excitation 
forces., 17his gives basic understanding ofthe problems and measures available in the 
much more complex case of vehicle noise control, to reduce or avoid boom problems. 
Further study of linear duct analysis could improve the understanding of the general 
structural acoustic interaction. For example, one could add further complexity to the 
analysis by-, having vibrating elements on one or more sides of the duct, as well as at 
the two terminations. 
Chapter 3 was concerned with three-dimensional wave propagation inside a rectangular 
cavity with five rigid walls and a simply supported panel on top. The analysis provided 
substantial, understanding of the response of the cavity-backed panels and determined 
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the interior sound pressure level analytically. Both the acoustic field and the structure 
were analysed. The structural analysis was far more complicated than the acoustic 
analysis. However, using mobility measurements as input data to the acoustic analysis 
gave better results than using the structural analysis, as was verified by comparison with 
interior noise measurements. I 
It was shown that there are two extreme situations which can occur in the vibration of 
panels covering closed cavities, both of which were observed by Pretlove [13]. Firstly, 
there is the situation in which the panel vibrations are negligibly affected by the cavity. 
For this situation the acoustic field inside the cavity can be calculated directly from the 
'in vacuo' vibrations of the panel. This conclusion is important in the calculation of the 
noise field inside rooms, for which the walls are much stiffer than the room cavity. 
The second extreme situation which can occur with panel-cavity systems is that the 
cavity is much stiffer than the panel, such that the panel behaves almost as though it 
were simply'amass attached to the spring-like cavity [13]. It was shown that, for 
systems for which the panel stiffness is of the same order as, or less than, the cavity 
stiffness (calculated on a static basis), accurate values for any of the response quantities 
may be obtained only by including many of ý the 'in vacuo' panel modes. Several 
extensions of this work can be suggested. Firstly, the model can be made more 
representative of many real situations by including acoustic absorption. Secondly, some 
attempt can be made to extend the theory for a rectangular cavity with one flexible wall 
to cope with several flexible walls. This is likely to be an extremely difficult problem 
to solve analytically, especially if structural coupling between adjacent panels is to be 
taken into account. Thirdly, one could carry out experimental or analytical studies to 
determine which modes are strongly coupled, by using the decay rate for each of the 
vibration and pressure responses. Finally, the analysis of a cavity-panel system for 
which the panel is clamped is an interesting challenge for further investigation. To the 
author's knowledge, this problem has only been solved by an approximate numerical 
method and has never been done analytically. Further, use of the mobility measurement 
technique for this case would be an interesting area for investigation. 
In Chapter 4, the conventional direct boundary element formulation was given. The 
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method was applied to a simple linear duct. The accuracy of the method was shown 
to be very good for kL > 1. However, the accuracy deteriorates at very low 
frequencies, namely for kL< 1. The Conventional BEM can deal with complicated 
boundary conditions and thus can be used to predict the sound pressure field in a vehicle 
cabin. The formulation makes it possible to consider the structural-acoustic effect, the 
acoustic absorption properties of lining surfaces, the effect of leakage through an 
opening and their combination. The formulation could easily be extended to deal with 
sound radiation problems. However, attention must be paid to the problem of the non- 
uniqueness occurring in the exterior radiation problems. The main drawbacks of the 
conventional BEM'formulation are firstly, the errors at very low frequencies, and 
secondly, that the formulation and solution has to be repeated for each frequency of 
analysis, which is very inefficient and costly. 
It was proven in Chapter 5 that the errors at low frequencies which arise from the use 
of the conventional BEM are due to ill-conditioning in the system matrix. It was shown 
that it is possible to remove the ill-conditioning problem by the use of a series solution 
BEM formulation. The series solution described in the chapter requires only one 
analysis for the entire low frequency region and thus gives significant time saving as 
compared to the conventional BEM formulation, in addition to the gain in accuracy. 
The new formulation was applied on a linear duct, a vibrating sphere and an arbitrary 
cavity geometry. It is found that the new formulation, even with a single-point 
quadrature scheme, has significant accuracy gains over the conventional formulation. 
For further work, it would be possible to extend the series solution for the three- 
dimensional analysis beyond the first two terms of the series. This should extend the 
frequency range over which the series solution remains accurate. However, on the basis 
of the one-dimensional results given in this thesis, it is doubtful whether the benefits 
available would be worth the extra effort. Another area of interest would be to 
investigate the extension of this technique to cater for - various types of boundary 
conditions, as has been done for the conventional BEM. 
Chapter 6 was concerned with the measurement techniques for both vibration and sound 
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pressure response. The concept of mobility measurements and transfer functions were 
presented and it was shown that accurate, repeatable measurements could be achieved. 
Surface vibration measurements have been made with two different types of transducer, 
an accelerometer and. a laser.., The - accuracy. of the measurements from each was 
comparable despite the mass addition of, an accelerometer to a panel. However, it 
should be, noted that, the panels used were relatively thick and the accuracy of the 
accelerometer, might well deteriorate for thinner panels. The laser could be made to 
auto-scan, giving significant time saving over the accelerometer, which had to be 
manually repositioned for each measurement location. Clearly this facility would have 
even greater appeal for the large number of mobility measurements necessary when 
analysing a vehicle interior. However, many of the inner panels of a vehicle interior 
could not be measured by an externally placed laser and the accelerometer would 
therefore be necessary in such conditions. 
It is known that a new vibrational measurement method, namely a surface integrator 
[80] is currently under development and could be of significant future interest for this 
particular application. 
In Chapter 7, an improved BEM formulation was presented. The frequency parameter 
was extracted from the integrals to form influence matrices independent of frequency, 
thus only one matrix assembly was needed for the entire range of frequencies. The 
method has been shown to have significant advantages over the conventional BEM in 
terms of computational effort and cost. The method has been applied to examples of 
a linear duct, a rectangular cavity backed by a clamped panel and a scale-model of a 
vehicle. Ile predicted results were good, in comparison with experimental data, and 
were obtained in less computer time than that required by the conventional BEM. 
In some cases, interior points were required to improve the accuracy of the new 
formulation. The appropriate positions of these interior points are still not very well 
understood. Further study could improve the understanding and, in particular, an 
adaptive choice of interior points is suggested for further work. The numerical 
investigation in Chapter 7 was extended to deal with a consistent matrix formulation to 
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further improve the accuracy. This consistent formulation was applied to a linear duct. 
The accuracy was similar to that of the non-consistent, improved formulation. 
Furthermore, the computer time was very much greater than that required for the non- 
consistent formulation. However, it is unwise to form a general conclusion on the 
consistent formulation drawn from one specific example, especially that of a linear duct. 
A useful area of further work would be to apply the consistent formulation to cases of 
more complicated geometry, and in particular to apply it to the geometry chosen by 
Kanaraches [82], for which he has shown that in some cases the non-consistent 
formulation does produce errors for higher modes. 
This thesis has been concerned primarily with prediction techniques. However, a 
method for efficient post-processing of the results is needed in order to perform design 
analysis. The design analysis generally requires evaluation of design objective 
functions. One example of a design objective function is the total power radiated by 
a structure at specified frequencies. A second example is the minimisation of acoustic 
pressure level at a specified field location. However, most design, objectives are 
functions of the surface and field acoustic pressures. Thus, pressure, sensitivity 
information is generally needed to compute design sensitivity. This is an area of 
application of the techniques presented in this thesis which merits further investigation. 
It is finally concluded that the thesis introduces significant advances to the analysis of 
the interior noise problems of cavities and, in particular, to the numerical prediction 
using the BEM. The Boundary Element acoustic analysis, together with the use of 
mobility measurements, offers some distinct advantages. The input data is easy to 
prepare, because only the surface mesh data is necessary, and the method gives accurate 
results even in the higher frequency region, with relatively high modal density. These 
advantages were confirmed in the study by comparison with analytical and experimental 
results. Further, the improved BEM formulation has increased the efficiency of the 
technique, such that the application of the developed technique to a vehicle is feasible. 
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APPENDIX 
The linear duct case considered in Section 5.6.1 is a simple one-dimensional acoustical 
problem for which the analytical solution gives 
=- 
Qmet 
(c cot 6) (all c) 
_Qiw' C 
COS IE 
r2 e4 
+ 
31 51 
Q'I 
--COS e a 
.1- 4) 
. 
where 
C2 e4 
31 51 
Hence 
OX-0 
Q- ±2 F-4 + 10 + ý2 + a 21 41) 
Qmd 24 t: 
_L + 
2e6 
+0C< 7C 
3 45 945 
since 10 1<I can be shown to imply that 0 :5e<r. 
This corresponds precisely to the results of the low frequency BEM series solutions, for 
which only the first two terms were evaluated. Clearly, whilst use of the entire series 
solution would give accurate results up to the limit e= kL < ir, truncation of the 
series will generally limit the range of accurate results to e= kL < 1. However, in 
this particular case, the coefficients of the higher order terms are found to decrease in 
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magnitude so quickly that truncation to second order terms yields results of acceptable 
accuracy some way beyond e= kL = 1. 
