This paper investigates the problem of an optimal control for linear systems with time delay and its solution by means of Hopfield neural networks. First, we discrete the system and make it like a system without disturbance then design a disturbance compensator for the system. Second, the dynamic optimization problem is transformed into a static optimization problem via linear state space analysis methods. The parameters of the Hopfield neural network are adjusted such that the network solves the static quadratic optimization problem yielding the optimal control sequence. The outputs of the neurons of the network represent the values of the optimal control signal in each time step.
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Proceedings of the 6 th ICEENG Conference, 27-29 May, 2008 EE093 -3 In these equations we assume that time delay proportional to sampling time. By following transformation: is a positive definite matrix. However, this approach may not be able to yield a zero steady state error in some cases. To reach a zero steady state error, we make use of the internal model principle [20] to design a 'disturbance compensator'.
3.Analytical Solution of the Optimal Disturbance Rejection Problem:
Here, we design a disturbance compensator for the problem to ensure that the states tend to zero eventually. Assume that:
Therefore, there exists a unique non-singular matrix
Then we have: 
From (5) we have:
Since the disturbance is assumed to be known, its dynamics could be assumed to obey the following difference equation:
From (6) we have:
We are ready to transform the state equations into a new augmented form by defining:
By (4), (6) , and (9), we can obtain an (n+r) dimensional augmented system:
In which:
We select the following quadratic cost function to solve the problem: (12) According to the results from optimal control theory, the optimal control sequence is: 
with the boundary condition:
Obtaining k υ yields the optimal control sequence for the original system (2).
Assume that:
. From (9), (11), we have:
Equation (9) then yields:
Therefore, the optimal control law for the original system could be derived by the following difference equations:
It is obvious that the optimization problem reduces down to finding the vector of optimal control efforts
. This is performed analytically via solving the Riccati equation. In the present work, the neural network is made to find the optimal control sequence. In order to translate the problem to one which the neural network is capable of solving, we solve the system (1) in terms of the initial state vector and the vector of optimal control efforts: 
Hopfield Neural Networks:
Hopfield neural network is a recurrent neural network driven by the following equations:
where n(t) is the synaptic signal and a(t) is the output of the network. W is the weight matrix, b is the threshold vector of the neurons and is an important time-constant of the network. f(n) is a sigmoid function and acts component wise. For simulation purposes, an Euler approximation of the derivative is used:
The network is proved to minimize the following energy function, provided that f is selected to be a steep sigmoid function:
Proceedings of the 6 th ICEENG Conference, 27-29 May, 2008 EE093 -7
From the above discussion, it is clear that in order to find the optimal control sequence, the connection weight matrix and the threshold terms should be determined such that E(t) corresponds to the performance index to be minimized, and the stabilized output of the network is the optimal control sequence.
As we mentioned, we should find W and b such that minimization of the energy function of the network is equal to finding the optimal control sequence. Utilizing the solution of the discrete system of (1) which is described in (19) , the objective function is written: 
The aforementioned terms could be expanded, but it is clear that some terms like
which are independent of i U should be neglected, because they have no impact on the optimization procedure. Thus we introduce the modified version of i J as i J :
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The weight matrix of the network is symmetric, leading us to conclude that the network is stable [21] :
Remark1. The previous discussion on applying the network to solve the optimization problem in the interval [-1,1] is extendable to any interval [
]. This could be achieved by modifying the gain of the amplifiers of the Hopfield circuit [21] . In case of the difficulties arisen in the hardware implementation, provided that a bound on the elements of the system's input vector is known, the problem could be translated to a normalized version by manipulating the matrix B. The aforementioned condition, however, is a mild condition.
Remark2. It is frequently mentioned in the literature that optimization via Hopfieldlike networks suffers from the problem of local minima [21] . It is not, however, serious for our optimization problem. To clarify this, note that optimal control is a well-defined problem due to the restrictions on the weighting matrices Q and R. On the other hand, it is known that the abovementioned selections of the network parameters (proper W, b, , and a high gain amplifier with <<1) forces the network to solve the same optimization problem as the well-defined optimal control problem.
Remark3. This result is interesting from another aspect. It is promising in the complete on-line solution of the optimal time delay problem, provided that the total elapsed time for identification of the plant, measurement of the initial conditions and adjusting the parameters of the Hopfield circuit is less than the sampling period of the system. It is not an unachievable condition with the current speeds of microprocessors. However, precise mathematical analysis, based on the convergence speed of the Hopfield network might be helpful.
Simulation Results:
In this section, we present a simple numerical example to validate our approach in using the neural network to solve the dynamic optimization problem for time delay systems. Consider the following single state system with an additive step disturbance: In this paper, we presented a Hopfield neural network for solving the optimal time delay problem. First we discredited the system and then designed a disturbance compensator based on the Internal Model Principle. After that we made the network to solve the problem. The network is able to solve the optimal control problem and might be suitable for online implementation. In the future, deviation of the control inputs calculated by the neural network from the optimal control signal should be calculated and the robustness of the system to such errors should be investigated. Furthermore, based on the convergence analysis of the Hopfield network, and the technological restrictions of implementation of the related circuitry, a theoretical bound on the calculation time of the control signal may be found. The results will be helpful in online implementation of such a controller. References:
