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In this paper we show how to use the knowledge of the Hilbert{Poincar¶e series of an
ideal I to speed up the Buchberger algorithm for the computation of a Gro˜bner basis.
The algorithm is useful in the change of ordering and in the validation of modular
computations, also with tangent cone orderings; speeds the direct computation of a
Gro˜bner basis if the ideal is a complete intersection, e.g. in the computation of cartesian
from parametric equations, can validate or disprove a conjecture that an ideal is a
complete intersection, and is marginally useful also when the conjecture is false.
A large set of experiments is reported.
c° 1996 Academic Press Limited
1. Introduction
In the computation of Gro˜bner bases of zero-dimensional ideals, linear algebra has been
proved to be an useful tool, provided that the zero-dimensionality is explicitly known,
(Faugµere et al., 1993; Marinari et al., 1993). For most of the related algorithms the vector
space dimension of the quotient ring has to be known.
In higher dimensional cases the Hilbert function can be used instead of the vector-space
dimension to obtain results of the same type. In this paper we show how the knowledge
of the Hilbert function can be used in the computation of a Gro˜bner basis.
The algorithm described here gives as an application an algorithm for the change of or-
dering in Gro˜bner basis computation; this is often (but not always) more convenient than
the algorithm of Faugµere et al. (1993) in the zero-dimensional case; it is expected to be
much faster than the other proposed algorithms in the higher dimensional case, (Licciardi
and Mora, 1994; Collart et al., 1996; Niermann, 1992). Recently, Faugµere (1994) has pro-
posed a new algorithm for the change of ordering; the correctness and termination of his
algorithm is only conjectural if the dimension is positive, and it has been experimentally
implemented in dimension at most one. The algorithm is very fast, but not substantially
faster than the present algorithm. A combination of the two appears possible.
For Buchberger algorithm we refer to the standard literature, e.g. Becker and Weispfen-
ning (1993), and in particular to Buchberger (1979) and Gebauer and Mo˜ller (1988) for
the useless pair elimination criteria.
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For the computation of the Hilbert function we refer to the paper (Bigatti et al.,
1992), that apparently, with the flne tuning of Bigatti (1996), is by far the most e–cient
algorithm, with computing times that are always negligible. Other related papers are
Bigatti et al. (1991), Bayer and Stillman (1992), Hollman (1992), Mo˜ller and Mora (1983).
The paper is organized as follows. In Section 2 basic facts about homogenizing ideals,
computing Hilbert functions and Macaulay bases are recalled. It is shown how to use
these facts to speed up the Buchberger algorithm (see Theorem 2.4 and Corollary 2.5).
Section 3 is the kernel of the paper and describes how the algorithm for the computation
of a Gro˜bner basis of an ideal I is changed by the knowledge of the Poincar¶e series of I.
An explicit computation is described at the end of the section to illustrate the procedure.
Many applications are considered in the subsequent Section 4. Among them we treat
the non-homogeneous case and the modular algorithms. Section 5 extends the result to
the tangent cone algorithm.
Then, Section 6 considers the very important case of complete intersections. This
is a typical case when the Poincar¶e series is known, hence our algorithm can perform
at its top level of e–ciency. Among the application of this relevant case we describe
the computation of cartesian from parametric equations and the determination of the
deflning equations of Rees rings.
In Section 7 some generalizations are discussed: multi-homogeneous ideals, resolutions,
computing Gro˜bner bases from approximate data. These generalizations are developed,
or will be developed, in independent papers.
The algorithm has been initially implemented in Traverso and Donati (1989), AlPi
(1988{96), and this allowed to support the claims for e–ciency of the algorithm. Later
the algorithm has been implemented in the PoSSo library, (Posso, 1992{95). The im-
plementation of the Hilbert{Poincar¶e series used was made by J. Hollman, with the
algorithm of Hollman (1992).
The last section is devoted to the report of a series of experiments from the PoSSo
implementation, with some conclusions. The appendix reports the equations used in the
experiments.
The algorithm has also been included in CoCoA (CoCoA3, 1995), Singular (1995), and
Macaulay-2 (1996), as part of the standard distribution.
A preliminary version of the results of this paper has appeared in Traverso (1993).
2. Basic Facts
In this section we recall (or reprove) some basic well known results that will be used
in the rest of the paper.
2.1. homogenizing an ideal
Let k[X] be a polynomial ring over a fleld k, and assume that every variable has a
non-negative integer weight. The degree is always computed relative to this weight.
A term-ordering is noetherian if the power product 1 is the minimum of all power
products. Whenever we compute a Gro˜bner basis the term-ordering is always assumed
to be noetherian, the case of non-noetherian term orderings is discussed in a separate
subsection; in that case we speak of standard basis, and the tangent cone algorithm is
used instead of the Buchberger algorithm. We’ll discuss this situation in a later section.
A term-ordering is called degree-compatible if a power product of smaller degree is
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smaller, it is degree-anticompatible if a power product of larger degree is smaller. A
degree-compatible term-ordering is always noetherian, a degree-anticompatible is never
noetherian.
Let g 2 k[X] := k[x1; : : : ; xn] be a non-zero polynomial. The homogenization of g is
the unique homogeneous polynomial hg 2 k[ „X] := k[x0; : : : ; xn] of the same degree, such
that hg(1; x1; : : : ; xn) = g, and it is obtained by multiplying every monomial m in the
support of g by xdeg g¡degm0 (the additional variable x0 is implicitly assumed to have
weight 1).
Let I be an ideal of k[X]; we deflne hI to be the homogeneous ideal of k[ „X] generated
by the homogenization with the variable x0 of all the non-zero polynomials in I. It can
be computed as follows: If G = fg1; : : : ; gmg is a set of non-zero generators of I, the
ideal generated by hg1; : : : ; hgm is contained in hI, and hI is obtained saturating it with
respect to x0.
If k[X] has a term-ordering ¾, a degree-compatible term-ordering h¾ is deflned natu-
rally on k[ „X]. It compares via ¾ two terms of the same degree, after putting x0 = 1. With
respect to h¾ the homogenization of a polynomial does not afiect the order of the power
products in its support. If ¾ is degree-compatible and f 2 k[X] is a non-zero polynomial,
then Lth¾(hf) is not divisible by x0. The term-ordering h¾ is called the homogenization
of ¾.
There are three algorithms for computing a set of generators of hI:
1. compute a Gro˜bner basis G of I w.r.t. a degree-compatible term-ordering ¾, and
let hG be obtained homogenizing the elements of G. It is immediate to prove that
the result is a Gro˜bner basis of hI with respect to h¾;
2. homogenize a set of generators, compute a Gro˜bner basis, and divide every polyno-
mial by the highest possible power of x0. The result is a redundant Gro˜bner basis
of hI with respect to h¾;
3. homogenize a set of generators, compute a Gro˜bner basis, dividing every polynomial
by x0 whenever possible during the algorithm.
(Remark that homogenizing a Gro˜bner basis with respect to an ordering that is not
degree-compatible might not be su–cient; consider (x ¡ t2; y ¡ t3) with lexicographic
ordering, x > y > t.)
If the term-ordering is degree-compatible and x0 is the smallest variable, the flrst and
third algorithm coincide: comparing two monomials of difierent degrees or comparing
them after multiplying the one of smaller degree by a suitable power of x0 yields the
same result. Hence every correctly sorted polynomial remains correctly sorted after ho-
mogenizing it, and a polynomial is divisible by x0 ifi x0 divides its leading term. Hence
the Buchberger algorithm is exactly the same in both cases, apart from some completely
useless x0 in the trailing terms.
2.2. Hilbert functions and Poincar¶e series
Let R be an homogeneous ring (resp. M an homogeneous R-module). Then Rm (resp.
Mm) for an integer m ‚ 0 denotes the set of homogeneous elements of degree m (including
0). Then R (resp. M) is by deflnition the direct sum of the Rm (resp. Mm).
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If I is a homogeneous ideal in k[X], X = x0; : : : ; xn then
k[X]=I »=
1X
0
(k[X]=I)m »=
1X
0
(k[X]m=Im):
The numerical function Hk[X]=I , which associates to every integer m the dimension of
the k-vector space k[X]m=Im of forms of degree m modulo the forms of degree m in I is
called the Hilbert function of R=I. Remark that if I is a monomial ideal, then Hk[X]=I(m)
is the number of monomials of degree m not contained in I.
Moreover, we can associate to Hk[X]=I its generating power series
Pk[X]=I :=
1X
m=0
Hk[X]=I(m)Tm
the so called Hilbert{Poincar¶e series. It is well known that any such a series is a rational
function with the shape hIi(1¡T )n , where n is the number of indeterminates and hIi is a
polynomial with integral coe–cients.
Now suppose that hIi = P–0 aiT i. Then it is well known and easy to deduce that
HR=I(m) =
minfm;–gX
i=0
ai
µ
m¡ i+ n¡ 1
n¡ 1
¶
:
Therefore the goal of computing the Hilbert function of k[X]=I is that of computing hIi,
(Bigatti et al., 1991; Bigatti et al., 1992; Bayer and Stillman, 1992). Another important
remark is that a test of equality for Hilbert functions of ideals I and J is achieved through
the comparison of hIi and hJi.
One can also speak of Hilbert functions of inhomogeneous ideals. In the homogeneous
case Hk[X]=I(m) measures the co-dimension of the vector space Im of all homogeneous
polynomials in I of degree m as a subspace of the vector space k[X]m of all homogeneous
polynomials of degree m; for an inhomogeneous ideal I ‰ k[X] one considers the vector
space k[X](•m) of all polynomials of degree at most m and its subspace I(•m) consisting of
all polynomials in I of degree at most m and deflnesHk[X]=I(m) := dimk k[X](•m)=I(•m).
It is easy to see that if I is an ideal of k[x1; : : : ; xn], x0 is another indeterminate and
hI denotes as usual the homogenization of I with respect to x0, then Hk[x1;:::;xn]=I =
Hk[x0;x1;:::;xn]=hI . This last sentence contains a clear abuse of notation. For the sake of
simplicity we prefer to keep the same notation for the two above mentioned notions of
Hilbert function.
Assume now that we have on k[X] a term-ordering ¾; let f 2 k[X]. Lt¾(f), or Lt(f)
if ¾ can omitted without confusion, denotes the leading power product of f . If G is a set
of polynomials, Lt(G) denotes the ideal generated by fLt(g) j g 2 Gg.
By deflnition, if I is an ideal and G a subset of I, G is a Gro˜bner basis if and only if
Lt(G) = Lt(I).
A key fact that we use is the following:
Theorem 2.1. Let I µ k[X] be an ideal, and let ¾ be a degree-compatible term-ordering.
Let G = (g1; : : : ; gs) be a set of elements of I.
Let Hk[X]=Lt¾(I), Hk[X]=Lt¾(G) be the corresponding Hilbert functions. Then:
(a) Hk[X]=Lt¾(I)(m) • Hk[X]=Lt¾(G)(m) for every m;
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(b) if Hk[X]=Lt¾(I) = Hk[X]=Lt¾(G) then G is a Gro˜bner basis.
Proof. We have Lt¾(G) µ Lt¾(I), and this proves (a). Having Lt¾(G) µ Lt¾(I), the
equality of the Hilbert functions is equivalent to the equality Lt¾(G) = Lt¾(I). But this
means that G is a Gro˜bner basis. 2
We will use the following consequence of Theorem 2.1:
Theorem 2.2. Let ¾; ¿ be two degree compatible term-orderings and let I be an ideal.
Then, if I is homogeneous, Hk[X]=Lt¾(I) = Hk[X]=I = Hk[X]=Lt¿ (I); if I is not homoge-
neous, Hk[X]=Lt¾(I) = ¢Hk[X]=I = Hk[X]=Lt¿ (I), where ¢H is the flrst difierence of H,
i.e. ¢Hk[X]=I(m) = Hk[X]=I(m)¡Hk[X]=I(m¡ 1).
Proof. If ¾ is a degree compatible term-ordering, k[X](•m) is the direct sum of I(•m)
and of the vector space generated by all monomials of degree at most m not in Lt¾(I).
We observe that Hk[X]=Lt¾(I)(m) is the number of monomials not in Lt¾(I) of degree
exactly m and that if I is homogeneous, then Im = I(•m)=I(•m¡1)
Now the conclusion follows easily. 2
2.3. Macaulay bases
For a non-zero polynomial f 2 k[X] we denote byH(f) the non-zero homogeneous form
of maximal degree in f and for an ideal I ‰ k[X] we denote by H(I) the homogeneous
ideal in k[X] generated by fH(f) : f 2 I; f 6= 0g. A Macaulay basis of an ideal I is a
basis fh1; : : : ; hmg s.t. fH(h1); : : : ; H(hm)g generates H(I).
If ¾ is a degree compatible term-ordering, then for every g 2 I we have Lt¾(g) =
Lt¾(H(g)), hence a basis fg1; : : : ; gmg of I is a Gro˜bner basis of I with respect to ¾ if
and only if fH(g1); : : : ; H(gm)g is a Gro˜bner basis of H(I) with respect to ¾. In particular
a Gro˜bner basis of I with respect to ¾ is a Macaulay basis of I and by homogenizing a
Macaulay basis of an ideal one gets a basis of the homogenization of the ideal.
Next we recall the following facts by Mo˜ller and Mora (1984), of which we produce
here a much easier proof. In what follows by \degree of a pair" we will mean the degree
of the least common multiple of the two leading terms of a pair of polynomials.
Lemma 2.3. Let I be an ideal of k[X], H := fh1; : : : ; hmg a Macaulay basis of I. Assume
that for each pair (hi; hj) of degree less than d, the corresponding S-polynomial reduces
to zero. Then each polynomial f 2 I of degree less than d reduces to 0.
Proof. Let (i; j) be a critical pair of degree less than d; the assumption states that
S(hi; hj) is reduced to zero by H and it implies that S(H(hi); H(hj)) is reduced to zero
by fH(h1); : : : ; H(hm)g. Therefore, H(I) being homogeneous, fH(h1); : : : ; H(hm)g is a
truncated Gro˜bner basis of H(I) up to degree d¡ 1. Therefore for each f 2 I of degree
less than d, Lt(f) = Lt(H(f)) is in Lt(H), hence the conclusion follows. 2
Theorem 2.4. Let I be an ideal of k[X], H := fh1; : : : ; hmg a Macaulay basis of I.
Let a Gro˜bner basis of I be computed from H by an algorithm which treats critical pairs
by increasing degrees (e.g. the normal selection strategy). If during the algorithm, an
360 C. Traverso
S-polynomial has degree less or is reduced to a polynomial of degree less than the corre-
sponding critical pair, then it eventually reduces to 0. As a consequence:
1. whenever during a reduction-loop the degree is decreased, the reduction can be in-
terrupted since it will eventually end with 0;
2. new basis elements appear in increasing degrees.
Proof. When a pair (i; j) is treated, all pairs of degree less than deg(Lt(i; j)) have
been treated, so all the corresponding S-polynomials reduce to zero by the current basis
elements. Therefore every polynomial in I of degree less than deg(Lt(i; j)) reduces to 0
by Lemma 2.3. 2
Corollary 2.5. Let I be an ideal of k[X], ¾ and ¿ two degree-compatible term-orderings,
G a Gro˜bner basis of I with respect to ¾. Starting from G, let us run the Buchberger al-
gorithm to compute the Gro˜bner basis H with respect to ¿ , using a strategy which treats
pairs by increasing degrees. Then:
1. whenever during a reduction-loop the degree is decreased, the reduction can be in-
terrupted since it will eventually end with 0;
2. new basis elements appear in increasing degrees.
Proof. G is a Macaulay basis of I. 2
2.4. the case of degree-anticompatible orderings
In the case that we have a degree-anticompatible ordering, H(f) denotes the non-
zero homogeneous form of minimal (instead of maximal) degree. A Macaulay basis of an
ideal I is deflned in the same way as above, as fh1; : : : ; hmg µ I s.t. fH(h1); : : : ; H(hm)g
generates H(I). Now, however, a Macaulay basis does not generate I as k[X] ideal, but
only the extension of I to the localization k[X](X).
A standard basis of an ideal I is a set of elements (f1; : : : ; fn) of I such that Lt(fi)
generates Lt(I); this is the same deflnition of Gro˜bner basis, with the difierence that a
standard basis of a given ideal I need not generate the ideal I. If the ordering is degree-
anticompatible a standard basis is a special case of a Macaulay basis. For generalities
on standard bases and tangent cone algorithm refer to Mora et al. (1991) or Greuel and
Pflster (1996).
The Buchberger algorithm is not guaranteed to converge if the ordering is not noethe-
rian; in general one can use the tangent cone algorithm, that is a variant of Buchberger
algorithm that has the following additional features:
1. an element can be added to the set of simpliflers after having been simplifled (sim-
plifler addition);
2. a special strategy can be used for choosing a simplifler between all the possible ones
(¶ecart strategy);
3. a simpliflcation may be temporarily suspended to allow the performing of other
simpliflcations (lazy strategy).
Remark that the tangent cone can be used always instead of the Buchberger algorithm,
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but under the usual strategies the difierences are not signiflcant; and the choice of the
¶ecart strategy is necessary only to ensure the termination, since the correctness is true
with any choice of the strategy, if one can guarantee the convergence otherwise. The ¶ecart
strategy and the simplifler addition are needed to ensure termination of the procedure.
The results 2.3, 2.4, 2.5 are no longer valid, but we’ll show that their use in the
applications can be taken by a special choice of the strategies. See Section 5 for the details.
3. The Algorithms
In this section we describe several forms of Buchberger algorithm, in which the knowl-
edge of the Hilbert{Poincar¶e series is used to discard pairs. We refer to these algorithms
as Hilbert driven algorithms.
The flrst algorithm can be applied to homogeneous ideals, and in this case the orga-
nizing properties of the Hilbert function appear in its full form.
Proposition 3.1. Let I and J with J ‰ I be two homogeneous ideals of k[X] :=
k[x1; : : : ; xn] and let
hIi
(1¡‚)n ,
hJi
(1¡‚)n denote their Poincar¶e series. Let hIi := 1 + a1‚ +
a2‚
2 + ¢ ¢ ¢ and hJi := 1 + b1‚+ b2‚2 + ¢ ¢ ¢. Then the following conditions are equivalent
1(a). Hk[X]=I(r) = Hk[X]=J (r) for r = 1; : : : ;m¡ 1 and Hk[X]=I(m) < Hk[X]=J(m)
2(b). a1 = b1; : : : ; am¡1 = bm¡1 and am < bm
Moreover dim(Im)¡ dim(Jm) = bm ¡ am.
Proof. The flrst approximation of the power series expansion of 1(1¡‚)n is 1 + O(‚),
hence
P
r(Hk[X]=I(r)¡Hk[X]=J (r)) = hIi(1¡‚)n ¡ hJi(1¡‚)n = (hIi ¡ hJi)(1 +O(‚)). Look at
the lowest degree term in ‚. 2
Assume that I is a homogeneous ideal, G := fg1; : : : ; gsg a set of generators, ¾ a
term-ordering and assume that we know the Hilbert function H = Hk[X]=I (This may
happen, for instance, if we have computed the Gro˜bner basis of I with respect to another
term-ordering or with respect to another system of coordinates).
Let Lt¾(G) be the monomial ideal generated by fg1; : : : ; gsg, and compute H 0 =
Hk[X]=Lt(G).
If H = H 0, then G is a Gro˜bner basis of I, otherwise let m be such that H(j) = H 0(j)
for j < m and H 0(m) = H(m)+k. Following the above Proposition, we detect such an m
and such a k by comparing hIi with hLt(G)i.
We deduce that:
(a) G contains all the elements of degree < m of a Gro˜bner basis of I;
(b) a Gro˜bner basis of I contains k further elements in degree m.
With this information we can perform the Buchberger algorithm, but with the following
modiflcation:
(a) all critical pairs of degree < m are useless;
(b) precisely k critical pairs of degree m are useful i.e. they reduce to polynomials which
must be added to the Gro˜bner basis.
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When we have found through the Buchberger algorithm k useful critical pairs of de-
gree m, giving rise to new elements gs+1; : : : ; gs+k in the Gro˜bner basis, we recompute
the new Hilbert function H 0, and proceed in the algorithm.
The algorithm takes advantage of the fact that the useful pairs in each degree are quite
often those that are computed flrst.
More generally, if we deal with an ideal I := (g1; : : : ; gs), where the gi’s are homoge-
neous polynomials of degrees d1; : : : ; ds in k[X1; : : : ; Xn] and we know a lower bound for
the Hilbert function of k[X1; : : : ; Xn]=I, or equivalently an upper bound for the Hilbert
function of I, then we can proceed as follows. We compute a Gro˜bner basis of I assuming
that the known upper bound is the correct Hilbert function of I. If the guess is true, we
take advantage of this fact as before. If at a certain degree the guess is wrong, then we
proceed as in the ordinary Buchberger algorithm, i.e. ignoring the bound.
In particular, let I be in a family of ideals It, i.e. assume that we have polynomials
„gi(X; t) such that „gi(X; 0) = gi. Then the Hilbert function of It is upper semi-continuous
in t, in particular its value for generic t is an upper bound for the Hilbert function for
any special value of t. This is a well known fact in algebraic geometry, but here we sketch
a short elementary proof.
Consider a flxed n. Let V the flnite-dimensional vector space of all the polynomials
of degree n. Let W be the subspace generated by all the Xfigi of degree n. The Hilbert
function is the dimension of W , that can be computed as a rank of a matrix, each column
corresponding to one Xfigi. Since the rank can be computed through determinants of mi-
nors, the rank is generically maximal, and drops on subvarieties. This proves the assertion.
A very important special case is the following. Let G = (g1; : : : ; gm) generate an ideal I
of k[x1; : : : ; xn] with m • n. Let gi be homogeneous of degree di. If the gi are \su–ciently
generic", then the ideal has co-dimension m, and as a consequence (see e.g. Eisenbud
(1995), 18.2) the (g1; : : : ; gm) is a regular sequence (by deflnition, gi+1 is not a zero-
divisor in k[X]=(g1; : : : ; gi)). In that case the Hilbert{Poincar¶e series is known, and is
precisely (
Qm
1 (1 ¡ T di)=(1 ¡ T )n. This special case is known as complete intersection,
and can be used as an a priori bound for every case in which the number of equations
does not exceed the number of variables.
an explicit computation
We compute explicitly the Gro˜bner basis of G2 = (a2b¡c3; ab3¡d4) with Lex ordering
a > b > c > d; remark that the basis is Gro˜bner for the Lex ordering d > c > b > a, hence
the Hilbert{Poincar¶e series numerator H is hc3; d4i = (1¡T 3)(1¡T 4) = 1¡T 3¡T 4 +T 7.
We will denote by Gi the Gro˜bner basis incrementally computed up to i elements,
and Ki the numerator of the Hilbert{Poincar¶e series of the corresponding leading terms.
fi will be the i-th element computed, ¿i the corresponding leading term. Hence Ki =
h¿1; : : : ; ¿ii
Hence K2 = ha2b; ab3i = habi+T 2ha; b2i = 1¡T 2+T 2(1¡T )(1¡T 2) = 1¡T 3¡T 4+T 5.
It difiers from H in degree 5, hence we miss an element in degree 5.
Consider the critical pairs: we have (f1; f2) of degree 5; computing it, we get f3 =
ad4 ¡ b2c3. Then K3 = ha2b; ab3; ad4i = ha2b; ab3i ¡ T 5hab; b3i = 1 ¡ T 3 ¡ T 4 + T 5 ¡
T 5(hbi+ T ha; b2i) = 1¡ T 3 ¡ T 4 + T 7 + T 8 ¡ T 9, that difiers from H in degree 8. This
means that we do not need elements of degree 7, hence the pair (f1; f3) is useless; the
pair (f2; f3) has degree 8, hence has to be computed.
It gives f4 = b5c3 ¡ d8, and we compute K4 = ha2b; ab3; ad4; b5c3i = ha2b; ab2; ad4i ¡
T 8ha2; a; ad4i = 1¡ T 3 ¡ T 4 + T 7 + T 8 ¡ T 9 ¡ T 8(1¡ T ) = 1¡ T 3 ¡ T 4 + T 7, and this
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shows that the Gro˜bner basis is complete, without having to compute (f2; f4) ((f1; f4),
(f3; f4) would have been skipped in any case by the usual criteria).
4. Applications
4.1. non-homogeneous ideals, degree-compatible ordering
Assume that we have a non-homogeneous ideal; assume that we know the expected
Hilbert function of the result, but that the set of generators is not a Gro˜bner basis with
respect to another degree-compatible ordering. Then the algorithm can be performed as
above, but we no longer proceed degree by degree and the degree-wise organization is
lost. Hence we expect worse behavior.
4.2. non-homogeneous ideals, starting from a Gro˜bner basis
If we already know a Gro˜bner basis w.r.t. a degree-compatible term-ordering, and we
want a Gro˜bner basis w.r.t. a difierent degree-compatible term-ordering, the best thing
to do may be to perform the Buchberger algorithm starting from the existing Gro˜bner
basis; in this way, the algorithm proceeds degree-wise, as remarked in Corollary 2.5, and
we recover the degree-organization.
There are two further remarks that simplify the algorithm: from Corollary 2.5, we can
abandon a simpliflcation if the degree drops; and moreover, if the previous Gro˜bner basis
was explicitly computed, we know several syzygies, and we can use them as explained in
Mo˜ller et al. (1992) to avoid a bunch of useless pairs.
4.3. non-homogeneous term-orderings
Assume that we have a Gro˜bner basis w.r.t. a degree-compatible term-ordering, and
that we want to flnd a Gro˜bner basis w.r.t. a term-ordering that is not degree-compatible
(this is indeed the usual situation: we want to pass from DegRevLex (Degree reverse
lexicographic order) to Lex (Lexicographic order). If the ideal is homogeneous, then one
can change the term-ordering: indeed, adding the degree, the Gro˜bner basis does not
change. If it is not homogeneous, we can homogenize the generators and dehomogenize
the result.
4.4. modular algorithms
If the ground fleld k is the rational fleld, we can take advantage of modular computa-
tions as follows:
(a) Let p be a prime number; compute a Gro˜bner basis Gp mod p;
(b) compute the Hilbert function of Zp[X]=Lt(Gp); if it does not coincide with the
Hilbert function of the ideal (that is assumed to be known), then p is unlucky, and
we have to change p and repeat from (a);
(c) repeat the computation on Z, discarding the pairs that are useless mod p|a trace-
lifting algorithm in the terminology of (Traverso, 1988). If the computation on Z
diverges from the computation mod p (some leading term in Z is difierent from
what was expected) then p was unlucky, and we have to choose another prime p
and repeat from (a). Otherwise the result is a Gro˜bner basis.
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The correctness of the algorithm comes from the fact that the Hilbert function of the
result coincides with the Hilbert function mod p, (the leading terms coincide), and this
in turn coincides with the Hilbert function of the ideal. Since the result is composed
of elements of the ideal by construction, Theorem 1 can be applied, and the result is a
Gro˜bner basis.
We make an incidental remark:
Remark 4.1. A prime may be lucky for a term-ordering, unlucky for another, and this
may not be apparent in the Hilbert function.
Proof. Let fgi; i = 1; : : : ; sg be a set of polynomials in k[t1; : : : ; ts]; add new variables xi,
and consider gi¡xdii , for suitable di (that may be the degree of gi if we want homogeneous
examples). If the xi are larger variables, then this is a Gro˜bner basis, if they are smaller
then luckiness is decided by the gi’s. 2
This remark shows that we may have failures even in step (c).
5. Tangent-cone Algorithm, Degree-anticompatible Orderings
Assume that we have on k[X] an anti-compatible term-ordering; assume that we want
to compute the standard basis with respect to a degree-anticompatible ordering, starting
from the standard basis with respect to another degree-anticompatible ordering. We want
to prove that the algorithm described in 4.1 can be used also in this setting.
A polynomial (or a pair) are said to have leading degree d if the leading power product
(the lcm of the leading power products) has degree d;
Theorem 5.1. Consider the tangent cone algorithm, or the Buchberger algorithm, with
the following additional features:
1. when a polynomial during a simpliflcation changes its leading degree we can abandon
the simpliflcation;
2. when we have computed enough basis elements with of a given degree, (so that the
monomial ideal generated by the leading terms of the basis elements up to the current
degree has the correct Hilbert{Poincar¶e series up to that degree) we can discard all
the pairs with the same leading degree.
The algorithm converges and computes a standard basis independently of the strategies.
Proof. Although it is no longer true that the discarded elements would simplify to 0,
we prove that the algorithm converges and that it gives the correct result.
The convergence is clear since any simpliflcation after a flnite number of steps changes
the degree and is hence discarded.
We give a slightly difierent description of the same algorithm. We assume that instead
of discarding polynomials and pairs as described, we just delay them to the end of the
algorithm (this is just one possible realization of the \lazy" feature). Before considering
these delayed elements we check the Hilbert{Poincar¶e series of the computed basis; we
show that at this moment the Hilbert{Poincar¶e series computed from the current basis
is already correct, hence we can discard all the rest of the computation.
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Consider the set of the initial forms of the input polynomials, and perform a Hilbert-
driven Buchberger algorithm on them (the Hilbert function is the same). We can see this
algorithm as a trace for the full algorithm, in which an element is delayed if its trace
goes to 0 or is discarded. Since this trace algorithm terminates with enough elements in
every degree, the full algorithm terminates with the same leading power products, hence
with the same Hilbert{Poincar¶e series, and all the delayed polynomials can be eventually
discarded. 2
Remark that the algorithm is correct even if we use the plain Buchberger algorithm,
without the need of using the ¶ecart strategy, or of adding intermediate simpliflers. Since
both these possibilities tend to produce worse coe–cient growth, in this case we may
choose freely another strategy. The function of the simplifler addition and of the ¶ecart
strategy is now taken by the criteria 1 and 2, and the lazy strategy is just used to justify
the result, but never explicitly required.
6. Complete Intersections and Applications
Coming back to the algorithm discussed in Section 3, assume that we know a priori
that the ideal we are dealing with is a complete intersection of forms of given degree;
then we know the exact value of the Hilbert function. So for example if I := (g1; : : : ; gs)
is a homogeneous ideal of k[X], with di := deg(gi) and such that g1; : : : ; gs is a regular
sequence, then s • n and
Pk[X]=I =
Y
(1¡ T di)=(1¡ T )n:
Therefore, if we want to compute a Gro˜bner basis of I, we can take full advantage of this
fact. Now we will examine some special instances of this case.
6.1. implicitization problems
In the case of implicitization problems, the ideal under consideration is indeed a com-
plete intersection. Let
x1 = f1(t1; : : : ; tr); x2 = f2(t1; : : : ; tr); : : : ; xn = fn(t1; : : : ; tr)
be a set of parametric equations and suppose that we want to derive the Cartesian
equations. Then we have to eliminate t1; : : : ; tr from the ideal
I := (x1 ¡ f1(t1; : : : ; tr); x2 ¡ f2(t1; : : : ; tr); : : : ; xn ¡ fn(t1; : : : ; tr)):
Let us assume that the fi’s are homogeneous of degrees di, and let us give weight di
to the xi. Then the generators Fi := xi ¡ fi(t1; : : : ; tr) are homogeneous. Moreover,
the sequence F1; : : : ; Fn is clearly regular, (this can be seen e.g. choosing a degree-
compatible ordering in which the xi are larger than the tj), hence the Poincar¶e series of
k[x1; : : : ; xn; t1; : : : ; tr]=I is Y
(1¡ T di)=(1¡ T )n+r:
If the fi’s are not homogeneous, then we can homogenize them, proceed as before, and
then dehomogenize the answer.
As an application of this algorithm we quote the inversion of a polynomial map. We
remark that this improvement can be applied also to the specialized algorithm for poly-
nomial map inversion described in Audoly et al. (1991).
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6.2. representation of subrings, Rees rings
Let A be a flnitely generated subring of a polynomial ring, k[f1; : : : ; fr] µ k[x1; : : : ; xn].
It is shown by Spear (1977); Shannon and Sweedler (1988) that the problem of repre-
senting A as a quotient of a polynomial ring is reduced to an implicitization problem:
consider B = k[x1; : : : ; xn; y1; : : : ; yr] and I µ B the ideal generated by the yi ¡ fi. The
map k[y1; : : : ; yr]! B=I · k[x1; : : : ; xn+ has I \ k[y1; : : : ; yr] as kernel and A as image.
In particular this can be used for Rees rings of ideals. Let I := (f1; : : : fr) be an ideal
of a ring A. Then the corresponding Rees ring, (Matsumura, 1986) can be deflned as the
subring of A[T ] described by RA(I) := A[f1T; : : : ; frT ].
If A = k[x1; : : : xn], then
RA(I) »= k[x1; : : : ; xn; T1; : : : ; Tr]=J
where J = I \ k[x1; : : : ; xn; T1; : : : ; Tr], I = (T1 ¡ f1T; T2 ¡ f2T; : : : ; Tr ¡ frT )) ‰
k[x1; : : : ; xn; T1; : : : ; Tr; T ].
If the fi’s are homogeneous of degrees di, then the equations Ti¡fiT are homogeneous
of degrees di + s, if we give weight di + s to the indeterminates Ti, and degree s to T .
So this is a special instance of what we have described above. Difierent choices of r give
difierent gradings, hence the deflning ideal of a Rees rings is multi-graded.
7. Other Applications
In this section we discuss some research threads that develop the theme of Gro˜bner
basis computing assisted by Hilbert function considerations. These threads are developed,
or will be developed, in independent publications.
7.1. multi-homogeneous ideals
When an ideal is multi-homogeneous, one can deflne a multi-graded Hilbert{Poincar¶e
series, that is a multi-varied rational function. The knowledge of the multi-graded Hilbert{
Poincar¶e series can be exploited in roughly the same way as done here. Special techniques
are however needed to compute this generalized Hilbert{Poincar¶e series, that is compu-
tationally much heavier than the usual Hilbert{Poincar¶e series (mainly for the increased
complexity of multi-variable polynomial arithmetic). The resulting algorithm is however
very good is some special cases, notably Rees rings, allowing to discard many pairs more
than the plain algorithm described here.
Refer to Caboara et al. (1996) for a complete description.
7.2. resolutions
The computation of resolutions can be done either through the lifting of a monomial
resolution, (Mo˜ller and Mora, 1986a), through repeated syzygies, computed with Gro˜bner
basis computations, (Schreyer, 1980; Bayer, 1982; Grassman et al., 1995; Greuel and
Pflster, 1996), through suitable algorithms for complexes, (La Scala, 1994; La Scala,
1996; Capani et al., 1996; Caboara and Traverso, 1996). These last algorithms allow us
to compute directly a minimal resolution, or at least a resolution from which a minimal
resolution can be easily extracted.
A free resolution of an homogeneous module M can be seen as an exact sequence of
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graded modules, all of which except M are twists of free modules. The alternated sum of
the Hilbert{Poincar¶e series of the exact sequence is 0, hence the Hilbert{Poincar¶e series
of I can be obtained immediately since the Hilbert{Poincar¶e series of the other modules
of the resolution is known.
Conversely, knowing the Hilbert{Poincar¶e series of the module can be exploited in
the computation of the resolution. For example, the dimension bounds the length of a
minimal resolution.
In Capani et al. (1996) this relationship is exploited to discard some useless computa-
tions in the determination of the minimal resolution.
7.3. approximate Gro˜bner bases
Assume that we have to compute a Gro˜bner basis, and the initial basis is given by a
°oating point approximation. It is well known that this is slippery ground, and no really
good method is currently available that is satisfactory.
It is currently believed that a good practice is to consider the initial data as exact,
(composed of rational numbers), and to use hybrid coe–cients composed of a °oating
point approximation and one or more modular images mod p, that are used to test
equality to 0. This is strictly analogous to a modular algorithm (in which the modular
part and the lifted part|approximated|are computed together).
It may happen, however, that the input data are intrinsically incorrect if interpreted
as rational numbers, and that they have sense only as an approximation of a special
situation that is qualitatively known. As an example, consider that we want to compute
the singularities of a curve whose genus is known but whose equation is only approximate.
Using the approximate equation as exact, the singularities disappear, and the result is
wrong; using a fuzzy equality test to 0 may work sometimes, but it is easily liable to give
inconsistent results.
Assume now that the geometrical information allows us to compute the Hilbert{
Poincar¶e series of the result; in this case we can proceed with a lazy seminumerical
algorithm as follows.
Assume that we are working degree by degree, and that all the basis elements up to
degree d are settled. We proceed to compute all the pairs of degree d + 1: we compute
the S-polynomial, and reduce the polynomial with all the elements of the basis. When a
non-zero polynomial appears, we put it aside (after reducing it completely with respect to
the current basis) without adding it to the basis. This set of polynomials is a set of linear
combinations of power products that are not multiple of the leading power products of
the basis elements of degree up to d.
When all pairs of degree d+1 have been processed, by assumption we know how many
polynomials of degree d+1 we have to add; we have a set of polynomials, whose coe–cients
are approximate, but we know the exact rank of the matrix of their coe–cients; we can ex-
tract a basis of linear combinations of these polynomials in Gauss{Jordan form, computed
with the techniques of numerical linear algebra, and add these polynomials to the basis.
Note that this technique can be used in parallel with the hybrid arithmetic, provided
that the information obtained in the modular part is not considered in the linear algebra
part.
See Corless et al. (1995) for a difierent approach, that works for ideals that are zero-
dimensional at inflnity.
We thank O. Jussila, M. Seppa˜la˜ and R. Silhol for posing this problem.
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8. Implementation and Results
We have performed a series of tests with the implementation of the PoSSo library; we
report the data for a large number of them, to show the behavior of the algorithm on
sets of difierent examples that show a rather difierent behavior for difierent classes of
examples, although uniformly good.
From the experiments we have drawn the conclusion that the algorithm is very e–cient;
the time required for the computation of the Hilbert functions is always negligible.
In some cases the algorithm cannot overcome the overhead of having to homogenize
the basis, or to pass through a DegRevLex basis: the direct computation of a Gro˜bner
basis with Lex ordering is faster. This is true for a Lex computation with an e–cient
strategy; our tests have been made with the \sugar" variant of the normal selection
strategy, (Giovini et al., 1991). In some other examples we remark that homogenizing,
or passing through a preliminary DegRevLex basis, is much faster.
In some examples the algorithm fails to recognize many useless pairs. For examples of
this type indeed any help might be given by algorithms of the type described by Mo˜ller
et al. (1992). In these examples modular algorithms are not useful, since the coe–cient
growth is very limited. In the experiments reported we have always used the \normal
selection strategy with sugar", but alternatives to the normal selection strategy have
been tried without success. Even in these examples, however, the savings in time are
much higher than the savings in pairs: clearly the non-detected useless pairs were much
easier to compute than the detected pairs.
Most of these \bad" examples (M23 -r, 2M3-r, Valla, Ceva, M
2
4 , Maclane) allow a multi-
grading, and the multivariate Hilbert function method of Caboara et al. (1996) is reported
to be very successful in discovering the useless pairs in these cases.
In many cases in which most of the time is spent in integer arithmetic because of the
coe–cient growth the algorithm is not faster than a trace lifting algorithm; but sometimes
it is faster, for example in the Katsura7 DRL the time spent for the 28 useless pairs is
less than the time spent in a full preliminary computation mod p; the computation
mod p without Hilbert function took 150.87 sec, (against 6280.95 for the algorithm over
the integers, and 412.24 for the algorithm using the Hilbert{Poincar¶e series). The same
example, the homogenized Lex mod p takes 32 h, the full Lex computation over the
integers with Hilbert{Poincar¶e series takes 63.6 h. In the homogenized Katsura5 Lex the
computation mod p required 117.50 sec, while the algorithm with the Hilbert{Poincar¶e
series required only 22 sec, and the full computation over the integers took more than 1 h.
One can combine both algorithms, using the Hilbert{Poincar¶e series also for the com-
putation mod p, and at least in these cases this should be the fastest algorithm.
When the coe–cient growth is moderate the trace lifting algorithm, however, is a waste
of time, and the direct computation has to be preferred.
We have remarked that the undetected useless pairs tend to appear mainly in the early
phases of the algorithm, when the polynomials are still sparse and often the coe–cients
are moderate; and that undetected useless pairs tend to cluster. Hence the best heuristics
could be a tuning of the following:
- use always the Hilbert{Poincar¶e series;
- initially compute with integer coe–cients;
- switch to trace lifting when the coe–cient growth becomes evident and useless pairs
appear;
Hilbert Functions and the Buchberger Algorithm 369
- switch back to direct integer coe–cient computation when useless pairs do not
appear for a while, or when pairs are discarded and the degree increases.
We have tried a comparison with the FGLM algorithm of Faugµere et al. (1993); this is
di–cult, since no uniform implementation of the two algorithm exists. We consider the
data reported by Faugµere (1994), including the new conjectural algorithm deflned there.
Apparently the algorithm described in this paper is usually superior to FGLM, and also
superior to the new conjectural algorithm, in the current implementation.
the tests
Here we report tables of computing times on a series of examples with the PoSSo
implementation. We have used a SuperSPARC 40MHz, 50.2 SPECint92, with 128MB
of memory, running Sun OS 1.4.3, except on some of the longer computation, where a
SuperSPARC with 512MB of memory was used.
All the examples are examples of \real-life" problems: the performance of the algorithm
on random examples is even better, but much less signiflcant. All of them appear in
the PoSSo test suites, (Posso, 1992{95). In the appendix we describe explicitly these
examples.
In the tables with the timings, every line corresponds to a difierent computation:
DRL is the computation with DegRevLex ordering
Lex is the computation with Lex ordering. A * in the timings is added if we have used
an elimination ordering instead of pure Lex ordering.
D-L is the computation with Lex ordering starting from the Gro˜bner basis with
DegRevLex ordering
* as a preflx means that we use the homogenizing algorithm: the elements are homoge-
nized before computing the Buchberger algorithm, and dehomogenized before com-
puting the total reduction
+ as a preflx means that we use the Hilbert-driven algorithm.
After every \+" computation we include the number of useful and useless pairs com-
puted, and of pairs discarded. The implementation considers the input as special case
of pair, hence the number of useful pairs includes the number of irredundant elements
in the input. The discarded pairs reported are the pairs that had survived the usual
criteria, in particular as described by Gebauer and Mo˜ller (1988), but were discarded by
our algorithm.
The timings are in seconds of run time, (except in some long cases in which hours and
minutes are used) For some comparison computations a lower bound only is given, since
the computation has been interrupted. The results in the tables always refer to rational
coe–cients simulated with integer arithmetic.
We split the results in three tables, since the computations performed are slightly
difierent if the test system is homogeneous or non-homogeneous, complete intersection
or non-complete intersection.
The examples considered have been the following (the explicit equations and orderings
are detailed in the appendix):
Table 1: Homogeneous ideals: we compute DRL, Lex and D-L both with and without
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Table 1. Homogeneous examples.
Klein M23 -r 2M3-r Valla Pav Fat Ceva M
2
4
DRL 0.02 12.02 0.03 31.40 0.27 2.09 142.78 15.49
+DRL 0.02 7.92 0.03 8.42 0.07 0.87 140.95 15.54
useful 6 100 9 88 12 24 37 161
useless 0 381 0 137 1 6 104 1171
discarded 1 149 0 389 17 24 19 0
Lex 5.54 14.25* 151.49 495.09 12.23 4040.80 373.30 10.70
+Lex 2.10 8.84* 25.38 192.96 0.35 17.68 373.59 10.63
useful 52 100 127 421 22 114 38 134
useless 2 365 322 1806 0 0 115 918
discarded 128 165 302 1907 53 204 15 0
D-L 5.60 13.83* 151.25 486.52 15.49 3991.35 396.23 12.19
+D-L 2.24 8.75* 25.24 200.06 0.31 18.60 14.49 5.81
useful 54 100 127 421 22 114 38 134
useless 2 408 322 1836 1 3 49 504
discarded 131 213 302 1955 60 222 112 559
Hilbert function (computed assuming that the ideal is a complete intersection of the
given generators). In two cases (Ceva and M22 ) this assumption is false, however
in one this allows a (very limited) saving anyway, in the other the overhead is
insensible. Of course in these cases the Hilbert function is recomputed for the D-H+
computation.
The examples are the following:
2M3-r The Rees algebra of the ideal generated by the entries of the commutator of two
generic 3£ 3 matrices;
M24 The ideal generated by the entries of the square of a generic 4£ 4 matrix;
M23 -r The Rees algebra of the ideal generated by the entries of the square of a generic
3£ 3 matrix; instead of Lex we have used a suitable elimination ordering.
Fat Fateman’s challenge system;
Klein Klein parametric surface
Pav Pavelle system
Valla Valla system: the Rees algebra of the 3£ 3 minors of a generic symmetric 4£ 4
matrix;
Ceva The hypothesis of Ceva theorem, corresponding to a conflguration of seven points
in the plane with six alignment relations.
Table 2: Non-homogeneous complete intersections (meaning that the homogenized in-
put gives a projective complete intersection): we compute DRL, Lex and D-L
in three ways: plain, homogenizing the input, homogenizing the input and using
Hilbert function. In particular, the D-L* and D-L+ take as input the homogeniza-
tion of the result of the DRL computation.
C-5 Cyclic 5-roots;
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Table 2. Non-homogeneous complete intersections.
C-5 K-4 K-5 K-6 K-7 Morg Hofi Neural
DRL 1.10 0.37 4.11 253.81 6254.72 0.76 0.03 0.05
*DRL 1.20 0.40 4.21 255.00 6280.95 0.78 0.05 0.06
+DRL 0.43 0.11 0.67 18.61 412.24 0.20 0.03 0.03
useful 38 13 23 41 73 22 6 11
useless 4 0 0 16 28 12 0 2
discarded 71 18 49 109 261 42 5 7
Lex 1.39 0.76 > 2h 95.42 > 2h* 1.92
*Lex 2.08 4.25 > 2h 89.67 75.75* 2.22
+Lex 0.52 0.40 22.00 2643.74 63h36m 2.39 8.61* 0.28
useful 43 37 100 264 660 45 39 33
useless 10 4 7 71 181 31 1 4
discarded 84 81 333 1114 3460 121 90 59
D-L 1.03 0.75 > 2h 94.34 588.27* 2.76
*D-L 1.52 4.25 5h5m 88.50 75.65* 3.13
+D-L 0.53 0.41 22.56 2655.78 2.47 8.76* 0.36
useful 35 37 100 264 45 39 36
useless 14 4 8 72 45 1 12
discarded 75 89 349 1147 124 93 64
K-4 Katsura-4 system;
K-5 Katsura-5 system;
K-6 Katsura-6 system;
K-7 Katsura-7 system;
Mor Morgenstern system, describing the intersection of two opposite lines of a conflgu-
ration of a 4-sides articulated system;
H-2 Hofiman-2 system; in this computation the Lex computation is infeasible, we con-
sider instead the elimination ordering for the two parameters.
neural the \neural" system, corresponding to a problem of neural networks.
Table 3: Non-homogeneous non-complete intersections; we compute DRL, Lex and D-L
with and without homogenization, and D-L homogenizing the result of DRL, com-
puting the Hilbert function and using it passing to Lex.
C-N Cassou-Noguµes system;
Laz Lazard system, connected to cyclic 7-roots
Cap Caprasse system;
C-6 Cyclic 6-roots;
liu Liu system connected to Lorentz system;
Macl Maclane 83 theorem hypothesis, expressing eight alignment relations between eight
points in the plane (of which two are chosen as (0; 0) and (0; 1));
Hiet Hietarinta-1 system.
Cohn Cohn system relative to
p
2;
We have been able moreover to compute two extremely challenging examples (Table 4):
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Table 3. Non-homogeneous non-complete intersections.
C-N Laz Cap C-6 Liu Macl Hiet Cohn
DRL 3.86 0.51 0.44 27.79 0.22 40.14 147.88 9.26
*DRL 11.87 0.68 0.69 35.60 0.19 41.01 > 1h 87.44
Lex > 100 25.69 0.91 > 1h > 1h 92.43 > 1h > 100
*Lex 36.38 4.31 2.51 704.84 155.49 92.51 > 1h > 100
D-L 0.57 0.78 0.60 90.57 > 1h 101.35 5.54 > 100
*D-L 3.67 5.23 2.23 105.53 192.00 107.33 27.05 > 100
+D-L 0.17 0.81 0.94 10.63 3.18 63.59 3.13 36.71
useful 18 46 61 108 69 102 81 104
useless 0 0 28 63 11 529 180 57
discarded 43 85 140 333 220 91 356 223
Table 4. Big examples.
prel dr useful useless disc.
K-8 | 68h 134 135 532
C-7 0.28h 12.25h 443 226 1530
K-8 Homogenized Katsura8 DRL (that is a complete intersection); this computation
required more than 50 hours, and 240MB of memory.
C-7 Homogenized cyclic-7 roots DRL, with a preliminary computation with DRL with
the homogenization variable as highest variable, to precompute the Hilbert{Poincar¶e
series.
The ordering chosen makes the Gro˜bner basis computation equivalent to one in
which the last equation has been discarded.
The Hilbert function had been used to validate a partial computation already by
Backelin and Fro˜berg (1991) and Bjo˜rk and Fro˜berg (1991).
For a partial comparison with our tests, we report in table 5 some timings drawn from
Faugµere (1994), on some of the same examples, on a machine with the same processor
and clock.
In this table,
Ax is the FGLM algorithm in Axiom;
GB is the FGLM algorithm (Faugµere et al., 1993), in the GB system (1990{96);
New is the new algorithm of Faugµere (1994);
Table 5. From Faugµere’s thesis.
Cyclic-5 Cyclic-6 Katsura4 Katsura5 Liu
Ax 36.3 1331 11.2 5847 £
GB 0.7 22 3 951 £
New 2.25 22.3 1.6 185 15.2
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Appendix
Here we specify completely the equations of the examples considered. For the ordering,
the entries of a matrix are ordered row by row, in descending order. Vectors are ordered in
descending order. For the rest, the ordering is specifled. All these systems are contained
in Posso (1992{95). For those for which we know the source we report it.
2M3-r The ideal of the relations of the Rees algebra of the ideal generated by the entries
of the commutator of two generic 3 £ 3 matrices: c3i;k ¡
P
j t(ai;jbj;k ¡ bi;j ¡ aj;k),
i; j; k 2 f1; 2; 3g. The variables are ordered a > b > c > t.
M24 The ideal generated by the entries of the square of a generic 4£4 matrix;
P
j ai;jaj;k,
i; j; k 2 f1; 2; 3; 4g.
M23 -r The ideal of the relations of the Rees algebra of the ideal generated by the entries of
the square of a generic 3£ 3 matrix; c3j;k¡ t
P
j ai;jaj;k, i; j; k 2 f1; 2; 3g, a > t > c.
For Lex, the elimination ordering for a has been used.
Fat \Fateman’s challenge" system; s3 + 2r3 + 2q3 + 2p3, s5 + 2r5 + 2p5 + 2q5, ¡s5 + (r+
q+p)s4 +(r2 +(2q+2p)r+ q2 +2pq+ q2)s3 +(r3 + q3 +p3)s2 +(3r4 +(2q+2p)r3 +
(4q3 + 4p3)r+ 3q4 + 2pq3 + 4p3q+ 3p4)s+ (4q+ 4p)r4 + (2q2 + 4pq+ 2p2)r3 + (4q3 +
4p3)r2 + (6q4 + 4pq3 + 8p3q + 6p4)r + 4pq4 + 2p2q3 + 4p3q2 + 6p4q; p > q > r > s.
The problem has circulated in the usenet group sci.math.symbolic.
Klein A Klein parametric surface: (x6 +y6)+522(x5y¡xy5)¡10005(x4y2 +x2y4)¡z6,
¡(x4 + y4) + 228(x3y ¡ xy3) ¡ 494x2y2 ¡ t4, xy(x2 + 11xy ¡ y2)5 ¡ u12, x > y >
z > t > u.
P-4 The system of Pavelle (1985): x(y+ z + t)¡ a2, y(z + t+ x)¡ b2, z(t+ x+ y)¡ c2,
t(x+ y + z)¡ d 2, x > y > z > t > a > b > c > d.
V-4 Valla system: the Rees algebra of the 3 £ 3 minors of a generic symmetric 4 £ 4
matrix; ai;j ¡ aj;i, t detAi;j ¡ c4i;j , i • j, where Ai;j is the adjoint of ai;j ; a > t > c.
The origin is a personal communication.
Ceva The hypothesis of Ceva theorem, corresponding to a conflguration of seven points
in the plane with six alignment relations.
Consider points A;B;C;O;X; Y; Z, each with two coordinates; the equations ex-
press Col(A;B;X), Col(B;C; Y ), Col(A;C;Z), Col(C;O;X), Col(A;O; Y ),
Col(B;O;Z); Col(A;B;X) is collinearity, and is expressed by a quadratic equa-
tion a1b2 + b1x2 + x1a2 ¡ a2b1 ¡ b2x1 ¡ x2a1. The ordering used is A > B > C >
O > X > Y > Z.
The Ceva theorem is a theorem in euclidean geometry stating that if we trace the
straight lines connecting the vertices A;B;C of a triangle with an arbitrary point
inside the triangle, X;Y; Z are the projections on the opposite sides of C;A;B of
an interior point O, then the product of the ratios of the segments cut by X;Y; Z
on the sides is 1.
C-n Cyclic n-roots, (Bjo˜rk, 1986); 1¡Qn1 ai, Pni=1Qi+jk=i ak mod n, j = 0; : : : ; n¡ 2.
K-N Katsura-N , (Katsura et al., 1987), a problem connected to the theory of spin
glasses:
PN
I=¡N u(l)u(m¡ l) = u(m),
PN
I=¡N u(l) = 1 with m 2 f¡N +1; : : : ; N ¡
1g, u(l) = u(¡l), and u(l) = 0 for jlj > N .
Mor Morgenstern system, describing the intersection of two opposite lines of a conflg-
uration of a 4-sides articulated system; the quadrilateral (0; 0); (u; v); (z; t); (1; 0)
has sides of length a; b; c; 1; (x; y) is on the intersection of the two opposite mov-
ing sides. The problem is a variant of a classical problem of articulated systems.
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The explicit equations are uy ¡ vx, (u ¡ 1)t ¡ v(z ¡ 1), y2 + x2 ¡ a2, (z ¡ c)2 +
t2 ¡ b2, (x ¡ z)2 + (y ¡ t)2 ¡ c2, z > t > u > v > x > y > a > b > c >
d.
H-2 Hofiman-2 parametric surface, (Hofimann, 1989): ¡z3 ¡ y3 + 3xy + x3 + x, ¡t3 +
yx2 ¡ 3y + 1, ¡u3 + 2y3 ¡ 5xy + y ¡ x3, x > y > z > t > u.
neural the \neural" system, corresponding to a problem of neural networks.
zx2 + zy2 ¡ az + 1, yx2 + (z2 ¡ a)y + 1, (y2 + z2 ¡ a)x + 1, x > y > z >
a.
C-N Cassou-Noguµes system: personal communication of Pierrette Cassou-Noguµes to
D. Lazard, that difiused the problem. The numerical solution of this problem is
exceptionally hard without a preliminary symbolic computation.
15b2cd2 + 6b2c3 + 21b2c2d ¡ 144bc ¡ 8bc2e ¡ 28bcde ¡ 648bd + 36bd2e + 9b2d3 ¡
120, 30c3b2d ¡ 32de2c ¡ 720dbc ¡ 24c3be ¡ 432c2b + 576ec ¡ 576de + 16cbd2e +
16d2e2 + 16e2c2 + 9c4b2 + 5184 + 39d2b2c2 + 18d3b2c¡ 432d2b+ 24d3be¡ 16c2bde¡
240c, 216dbc ¡ 162d2b ¡ 81c2b + 5184 + 1008ec ¡ 1008de + 15c2bde ¡ 15c3be ¡
80de2c + 40d2e2 + 40e2c2, 261 + 4dbc ¡ 3d2b ¡ 4c2b + 22ec ¡ 22de, b > c > d >
e.
Laz Lazard system, connected to cyclic 7-roots, flrst circulated in early drafts of Faugµere
et al. (1993).
x2yz+xy2z+xyz2 +xyz+xy+xz+ yz, x2y2z+xy2z2 +x2yz+xyz+ yz+x+ z,
x2y2z2 + x2y2z + xy2z + xyz + xz + z + 1.
Cap Caprasse system, (Boege et al., 1986); y2z+ 2xyt¡2x¡ z, ¡x3z+ 4xy2z+ 4x2yt+
2y3t + 4x2 ¡ 10y2 + 4xz ¡ 10yt + 2, 2yzt + xt2 ¡ x ¡ 2z, ¡xz3 + 4yz2t + 4xzt2 +
2yt3 + 4xz + 4z2 ¡ 10yt¡ 10t2 + 2.
liu Liu system connected to Lorentz system, (Liu, 1987); y(z¡t)¡x+u, z(t¡x)¡y+u,
t(x¡ y)¡ z + u, x(y ¡ z)¡ t+ u.
Macl Maclane 83 theorem hypothesis; the theorem states that if A1; : : : ; A8 are points
in the plane and Ai, Ai+1 mod 8, Ai+3 mod 8 are collinear then all the eight points
are collinear. We represent Ai as (a1;j ; a2;j), A1 = (0; 0), A2 = (1; 0) and use the
variable ordering as specifled for matrices. This problem is very interesting for the
computation of the real radical. See Conti and Traverso (1995).
Hiet Hietarinta-1 system, private communication of A. Hietarinta to M. Mo˜ller. The
equations are too long to be displayed here. They appear in full in Posso (1992{
95).
Cohn Cohn system relative to
p
2, (Cohn, 1982); x3y2 + 4x2y2u ¡ x2yu2 + 288x2y2 +
207x2yu+1152xy2u+156xyu2+xu3¡3456x2y+20736xy2+19008xyu+82944y2u+
432xu2¡497664xy+62208xu+2985984x, y3v3+4y3v2¡y2uv2 +4y2v3¡48y2v2¡
5yuv2 + 108yuv+u2v+ 144uv¡1728u, ¡x2u2v+ 4xu2v2 +u3v2 +x3u+ 156x2uv+
207xu2v + 1152xuv2 + 288u2v2 + 432x2u + 19008xuv ¡ 3456u2v + 82944xv2 +
20736uv2 +62208xu¡497664uv+2985984u, y3v3¡xy2v2 +4y3v2 +4y2v3¡5xy2v¡
48y2v2 + x2y + 108xyv + 144xy ¡ 1728x, x > y > u > v.
