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Abstract. In this paper, we analyze the three-level explicit time-split MacCormack procedure in the
numerical solutions of two-dimensional viscous coupled Burgers’ equations subject to initial and boundary
conditions. The differential operators split the two-dimensional problem into two pieces so that the two-step
explicit MacCormack scheme can be easily applied to each subproblem. This reduces the computational cost
of the algorithm. For low Reynolds numbers, the proposed method is second order accurate in time and
fourth convergent in space, while it is second order convergent in both time and space for high Reynolds
numbers problems. This shows the efficiency and effectiveness of the considered method compared to a large
set of numerical schemes widely studied in the literature for solving the two-dimensional time dependent
nonlinear coupled Burgers’ equations. Numerical examples which confirm the theoretical results are pre-
sented and discussed.
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1 Introduction and motivation
A broad range of nonlinear evolutionary partial differential equations (PDEs) arise in several fields of science,
namely in physics, engineering, chemistry, biology, finance and are very important in the mathematical
formulation of continuum models. Moreover, systems of nonlinear PDEs have attracted much attention
in the study of nonlinear time dependent equations describing wave propagation. For instance, the two-
dimensional unsteady nonlinear coupled Burgers’ equations are such type of PDEs. Burgers’ equations
occur in a wide area of applied mathematics such as, heat conduction, modeling of dynamics, acoustic wave,
turbulent fluids and in continuous stochastic processes [21, 3, 35, 4]. Numerical analysis of Burgers’ equations
have attracted attention during the last decades and it represents an active filed of research to develop fast
and efficient numerical schemes in the approximate solutions of such equations. In this paper, we should
analyze the following two-dimensional evolutionary viscous coupled Burgers’ equations
ut + uux + vuy =
1
R
(uxx + uyy), vt + vvx + uvy =
1
R
(vxx + vyy), (x, y) ∈ Ω, t ∈ (0, T ], (1)
with initial condition
u(x, y, 0) = u0(x, y), v(x, y, 0) = v0(x, y), (x, y) ∈ Ω, (2)
and boundary condition
u(x, y, t) = ϕ1(x, y, t), v(x, y, t) = ϕ2(x, y, t), (x, y) ∈ ∂Ω, t ∈ (0, T ], (3)
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where u and v are the unknown velocity, R denotes the Reynolds numbers and T > 0, is the final time.
Furthermore, ut, vt, ux, vx, uy and vy denote
∂u
∂t
, ∂v
∂t
, ∂u
∂x
, ∂v
∂x
, ∂u
∂y
and ∂v
∂y
, respectively. uxx, uyy, vxx and vyy
designate ∂
2u
∂x2
, ∂
2u
∂y2
, ∂
2v
∂x2
and ∂
2v
∂y2
, respectively. Ω = (0, 1)×(0, 1) is the fluid region, ∂Ω represents the bound-
ary of Ω. The initial conditions u0 and v0, and boundary conditions ϕj (j = 1, 2) are assumed to be smooth
enough and satisfy the conditions ϕ1(x, y, 0) = u0(x, y), and ϕ2(x, y, 0) = v0(x, y), for any (x, y) ∈ ∂Ω, so
that the two-dimensional time-dependent nonlinear coupled equations (1)-(3), admits a smooth solution.
In the literature, the two-dimensional nonstationary nonlinear coupled Burgers’ equations (1)-(3) have
been solved using a large class of numerical schemes such as: spectral collocation methods, Adomain-pade
approach, Fourier pseudospectral technique, Hopf-Code transformation, basis radial functions, fully implicit
methods, multilevel ADI scheme, explicit-implicit procedure and domain decomposition method. For a sur-
vey of these methods, the readers should consult [10, 13, 6, 34, 28, 5, 12, 2, 4, 9, 11, 16, 7, 8, 14, 20, 36]
and references cited therein. For certain methods mentioned above, computations sometimes involving the
nonlinear system of parabolic equations (1)-(3) become unstable (that is, ”blow up”) because of the nu-
merical oscillations. These oscillations are the results of inadequate mesh grid in regions of large gradients
such as the shock waves and are accentuated when central differences are used for the first order spatial
derivatives. However, because of the more restrictive stability conditions of the explicit schemes and the
desire to maintain the tridiagonal matrices in the implicit methods, it is often important to modify some
previous algorithms (those that provide good resolution in regions of large gradients) for multidimensional
problems. For example, for nonlinear fluid flows, the two-step MacCormack procedure provides good reso-
lution at discontinuities (see [1], p. 187, last paragraph).
The explicit MacCormack approach is a suitable numerical scheme for solving nonlinear fluid flow equa-
tions. This technique is a predictor-corrector formulation in which the first order time derivative is approxi-
mated at the predictor and corrector stages using forward difference representations with alternate one-side
differencing for the first order space derivatives. This is particularly useful for problems involving moving
discontinuities. The best resolution of discontinuities occurs when the difference in the predictor arises in
the direction of propagation of the discontinuity [1, 33, 18, 19]. Furthermore, some previous works have
indicated that this procedure is more suitable for systems of equations with nonlinear convective jacobian
matrices using second order one-side explicit methods, such as Lax-Wendroff technique [15, 22]. For multidi-
mensional problems, MacCormack has modified his original scheme by incorporating time splitting into the
algorithm. The new method splits the explicit MacCormack into a sequence of one-dimensional operations,
thereby, achieving a good stability condition. Hence, it advances the solution in each direction with the
maximum allowable time step. For high Reynolds numbers flows where the viscous regions become very
thin, the algorithm can be applied only in the coarse grid region. To overcome this challenge, MacCormack
constructed a hybrid version of his technique, so called MacCormack rapid solver method. The rapid solver
method is a combination of explicit MacCormack and an implicit scheme [17].
Most recently, the author applied the rapid solver method of MacCormack and three-level explicit time-
split MacCormack schemes in the approximate solutions of linear/nonlinear partial differential equations.
Specifically, the hybrid version of MacCormack has been used to solve the mixed Stokes-Darcy and two-
dimensional time-dependent incompressible Navier-Stokes equations while the three-level time-split Mac-
Cormack was applied to two-dimensional time-dependent reaction-diffusion, heat conduction, convection-
diffusion equations and linear/nonlinear convection-diffusion-reaction equations with constant coefficients
(diffusive term equals 1 and convective velocity in the range: −1, 0.8 and 1). The analysis has suggested
that the three-level explicit time-split MacCormack is fast, second order convergent in time and fourth order
accurate in space [26, 25, 27, 24, 29, 28, 23, 30, 31, 32]. We recall that the three-level time-split applies to a
time dependent problem of the form: ut = A1(u) + A2(u), where Aj (j = 1, 2) are differential operators, so
that each subproblem ut = Aj(u), j = 1, 2, is solved independently using the original MacCormack approach.
In this paper, we analyze the three-level time-split MacCormack procedure for the two-dimensional
evolutionary nonlinear coupled Burgers’ equations (1) subjects to the initial and boundary conditions (2)
and (3), respectively. Specifically, this work is motivated by: (a) for low Reynolds numbers, the method
is fast, efficient (explicit, second order accurate in time and fourth order convergent in space) and easy
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to implement under the time step requirement 2k
Rh2
≤ 1, while for high Reynolds numbers and under the
time step constraint k
3
4
h
≤ 1, the algorithm is efficient (explicit and second order accurate in both time and
space); (b) the form of the time step restriction: max
{
2k
Rh2
, k
3
4
h
}
≤ 1. Indeed, equations (1)-(3) can model
nonlinear hyperbolic equations (for large Reynolds numbers R) and parabolic problem (case of low Reynolds
numbers R). For instance, the time step limitation provided by the Fourier analysis for stability of explicit
schemes when solving two-dimensional linear parabolic equations is given by 4ak
h2
≤ 1, which is well known in
the literature as the CFL condition. Regarding the two-dimensional unsteady nonlinear system of Burgers’
equations, the classical Von Neumann stability analysis is not in the standard sense, directly applicable; (c)
for low Reynolds number the corresponding time step requirement 2k
Rh2
≤ 1, indicates that the solution is
advanced in each direction with the maximum allowable time step. In order to describe this scheme, we
consider the one-dimensional difference operators Lx(∆tx) and Ly(∆ty). The Lx(∆tx) nonlinear operator
applied to the vector
(
unij
vnij
)
, (
u∗ij
v∗ij
)
= Lx(∆tx)
(
unij
vnij
)
, (4)
is by definition equivalent to the original MacCormack numerical scheme. In a like manner, the nonlinear
operator Ly(∆ty) is defined by (
u∗ij
v∗ij
)
= Ly(∆tx)
(
unij
vnij
)
. (5)
The expressions make use of a dummy time index, which is denoted by the asterisk. Putting ∆ty = ∆t and
∆tx =
∆t
2p , where p is a positive integer, a high order convergent scheme can be constructed by applying the
Lx and Ly operators to
(
unij
vnij
)
, in the following manner
(
un+1ij
vn+1ij
)
=
[
Lx
(
∆t
2p
)
Ly
(
∆t
p
)
Lx
(
∆t
2p
)]p (
unij
vnij
)
.
This formula is particularly important when solving nonlinear problems with high Reynolds numbers. In
fact, for such problems the fine-grid region becomes very thin, requiring ∆tx to be very small. This must
cause ∆tx in the Lx operator to be small and the integer p to be very large. As consequence, a substantial
amount of computation time is required in the fine-grid region.
In the remainder of this work, the 1D operations Lx(∆tx) and Ly(∆ty) are defined by equations (4) and
(5), respectively. Moreover, we set p = 1 and a second-order accurate scheme (in time) can be constructed
by applying the Lx and Ly operators to
(
unij
vnij
)
in the following way
(
un+1ij
vn+1ij
)
= Lx
(
∆t
2
)
Ly(∆t)Lx
(
∆t
2
)(
unij
vnij
)
. (6)
Setting ∆ty = k, ∆tx =
k
2 and ∆x = ∆y := h, equations (4), (5) and (6) yield(
u∗ij
v∗ij
)
= Lx(k/2)
(
unij
vnij
)
,
(
u∗∗ij
v∗∗ij
)
= Ly(k)
(
u∗ij
v∗ij
)
= Ly(k)Lx(k/2)
(
unij
vnij
)
,
(
un+1ij
vn+1ij
)
= Lx(k/2)
(
u∗∗ij
v∗∗ij
)
.
(7)
To construct the algorithm, we should find simple expressions of systems of equations
(
u∗ij
v∗ij
)
= Lx(k/2)
(
unij
vnij
)
and
(
u∗∗ij
v∗∗ij
)
= Ly(k)
(
u∗ij
v∗ij
)
. This will be an important tool to get an explicit formula of system of equations(
un+1ij
vn+1ij
)
= Lx(k/2)
(
u∗∗ij
v∗∗ij
)
, which denotes a ”one-step time-split MacCormack algorithm”. For the sake of
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simplicity, we use notations: w)nij = w
n
ij and [w + z]
n
ij = w
n
ij + z
n
ij .
In this paper, we are interested in the numerical solutions of the initial-boundary value problem (1)-(3).
Moreover, the work is focused of the following items:
1. a full description of the three-level time-split MacCormack scheme applied to the two-dimensional time
dependent nonlinear coupled Burgers’ equations (1)-(3);
2. a wide set of numerical examples which confirm the theoretical analysis are presented and critically
discussed.
The two items represent our original contributions since to our knowledge there is no available result in the
literature provided by a three-level explicit time-split MacCormack procedure in the numerical solution of
nonstationary viscous coupled Burgers’ equations (1)-(3).
The paper is organized as follows: In section 2, we describe the three-level time-split MacCormack
method for solving the initial-boundary value problem (1)-(3). Section 3 deals with a large set of numerical
experiments which confirm the theoretical analysis (stability and predicted convergence rate) of the proposed
algorithm. We present in section 4 the general conclusions and future directions of works.
2 Detailed description of the three-level time-split scheme
We develop a three-level explicit time-split MacCormack method for solving the two-dimensional unsteady
nonlinear coupled Burgers equations (1)-(3).
Consider N andM be two positive integers. Set k := ∆t = T
N
; h := ∆x = ∆y = 1
M
, be the time step and
grid spacing, respectively. Let tn = kn, t∗ = (n+ r)k, t∗∗ = (n+s)k, where 0 < r < s < 1, so t∗ ∈ (tn, tn+1),
t∗∗ ∈ (t∗, tn+1); n = 0, 1, 2, ..., N − 1; xi = ih; yj = jh; for 0 ≤ i, j ≤ M . Furthermore, we introduce the
discrete regions Ωk = {t
n, 0 ≤ n ≤ N}; Ωh = {(xi, yj), 0 ≤ i, j ≤M}; Ωh = Ωh ∩ Ω and ∂Ωh = Ωh ∩ ∂Ω.
Suppose Uh = {φ
n
ij = φ(x
i, yj , tn), n = 0, 1, ..., N ; 0 ≤ i, j ≤ M}, be the grid space of functions defined
on Ωh × Ωk. Setting
δtφ
∗
ij =
φ∗ij − φ
n
ij
k/2
, δtφ
∗∗
ij =
φ∗∗ij − φ
∗
ij
k
, δtφ
n+1
ij =
φn+1ij − φ
∗∗
ij
k/2
, δxφ
n
i+ 1
2
,j
=
φni+1,j − φ
n
ij
h
, δxφnij =
φni+1,j − φ
n
i−1,j
2h
,
δyφ
n
i,j+ 1
2
=
φni,j+1 − φ
n
ij
h
, δyφnij =
φni,j+1 − φ
n
i,j−1
2h
, δ2xφ
n
ij =
δxφ
n
i+ 1
2
,j
− δxφ
n
i− 1
2
,j
h
, δ2yφ
n
ij =
δyφ
n
i,j+ 1
2
− δyφ
n
i,j− 1
2
h
.
(8)
From the definition of the operators δx and δy, it is easy to see that δxφnij =
1
2
(
δxφ
n
i+ 1
2
,j
+ δxφ
n
i− 1
2
,j
)
and
δyφnij =
1
2
(
δyφ
n
i,j+ 1
2
+ δyφ
n
i,j− 1
2
)
. The discrete norms are defined by
‖φn‖L2 = h

M−1∑
i,j=1
|φnij |
2


1
2
, ‖δxφ
n‖L2 = h

M−1∑
j=1
M−1∑
i=0
|δxφ
n
i+ 1
2
,j
|2


1
2
,
‖δyφ
n‖L2 = h

M−1∑
j=0
M−1∑
i=1
|δyφ
n
i,j+ 1
2
|2


1
2
, ‖δ2λφ
n‖L2 = h

M−1∑
i,j=1
|δ2λφ
n
ij |
2


1
2
, (9)
where λ = x, y. Furthermore, the scalar products are defined as
(φn, vn) = h2
M−1∑
i,j=1
φnijv
n
ij , < δxφ
n, δxv
n >x= h
2
M−1∑
j=1
M−1∑
i=0
δxφ
n
i+ 1
2
,j
δxv
n
i+ 1
2
,j
,
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and
< δyφ
n, δyv
n >y= h
2
M−1∑
j=0
M−1∑
i=1
δyφ
n
i,j+ 1
2
δyv
n
i,j+ 1
2
. (10)
The sobolev space Lm
(
0, T ;L2(Ω)
)
(m = 1, 2,∞) endowed with the norms ‖| · |‖Lm(0,T ;L2(Ω)), (m = 1, 2,∞)
are defined by
‖|w|‖L1(0,T ;L2(Ω)) = k
N∑
n=0
‖wn‖L2, ‖|w|‖L2(0,T ;L2(Ω)) =
(
k
N∑
n=0
‖wn‖2L2
) 1
2
,
and
‖|w|‖L∞(0,T ;L2(Ω)) = max
0≤n≤N
‖wn‖L2 . (11)
We recall that an explicit time-split MacCormack [24, 31] splits the original explicit MacCormack scheme
into a sequence of one-dimensional operators, thereby achieving a good stability restriction. Moreover, the
primary impetus in the development of the time-split algorithm is to reduce the amount of computational
work to advance the solution one time step. For example, in the explicit methods, the splitting of the
equations so that the various operators are advanced separately allows one, in principle, to advance each
of these phases at its own stability limitation. Because the stability restriction for some of the steps can
be substantially larger than for others in a typical high Reynolds numbers flow, a savings in computational
effort can be realized ([1], page 231). In the following, we analyze the three-level explicit time-split MacCor-
mack procedure in a numerical solution of the initial-boundary value problem (1)-(3) under the time step
requirement
max
{
2R−1k
h2
,
k
3
4
h
}
≤ 1, (12)
where R denotes the Reynolds number.
Expanding the Taylor series about (xi, yj , t
n) at the predictor and corrector phases with time step k/2
in a two-step explicit MacCormack technique to get
u∗ij = u
n
ij+
k
2
ut)
n
ij+O(k
2), v∗ij = v
n
ij+
k
2
vt)
n
ij+O(k
2), u∗ij = u
n
ij+
k
2
ut)
∗
ij+O(k
2), v∗ij = v
n
ij+
k
2
vt)
∗
ij+O(k
2).
(13)
From the definition of the nonlinear operator Lx(k/2), let consider the equations
ut + uux =
1
R
uxx and vt + uvx =
1
R
vxx,
which are equivalent to
ut = −uux +
1
R
uxx and vt = −uvx +
1
R
vxx. (14)
Substituting this and (14) into equation (13) provides
u∗ij = u
n
ij +
k
2
[−uux +
1
R
uxx]
n
ij +O(k
2), v∗ij = v
n
ij +
k
2
[−uvx +
1
R
vxx]
n
ij +O(k
2), (15)
and
u∗ij = u
n
ij +
k
2
[−uux +
1
R
uxx]
∗
ij +O(k
2), v∗ij = v
n
ij +
k
2
[−uvx +
1
R
vxx]
∗
ij +O(k
2). (16)
Applying the Taylor series expansion about (xi, yj , t
n) and (xi, yj , t
∗) with mesh size h using both forward
and backward difference representations to get
unx,ij = δxu
n
i+ 1
2
,j
+O(h), vnx,ij = δxv
n
i+ 1
2
,j
+O(h), un2x,ij = δ
2
xu
n
ij +O(h
2), vn2x,ij = δ
2
xv
n
ij +O(h
2),
u∗x,ij = δxu
∗
i− 1
2
,j
+O(h), v∗x,ij = δxv
∗
i− 1
2
,j
+O(h), u∗2x,ij = δ
2
xu
∗
ij +O(h
2), v∗2x,ij = δ
2
xv
∗
ij +O(h
2). (17)
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The linear operators δx and δ
2
x are given by equation (8). Plugging equations (15), (16) and (17), direct
computations result in
u∗ij = u
n
ij +
k
2
[
−unij
uni+1,j − u
n
ij
h
+
1
R
uni+1,j − 2u
n
ij + u
n
i−1,j
h2
]
+O(k2 + kh), (18)
v∗ij = v
n
ij +
k
2
[
−unij
vni+1,j − v
n
ij
h
+
1
R
vni+1,j − 2v
n
ij + v
n
i−1,j
h2
]
+O(k2 + kh), (19)
and
u∗ij = u
n
ij +
k
2
[
−u∗ij
u∗ij − u
∗
i−1,j
h
+
1
R
u∗i+1,j − 2u
∗
ij + u
∗
i−1,j
h2
]
+O(k2 + kh), (20)
v∗ij = v
n
ij +
k
2
[
−u∗ij
v∗ij − v
∗
i−1,j
h
+
1
R
v∗i+1,j − 2v
∗
ij + v
∗
i−1,j
h2
]
+O(k2 + kh). (21)
Taking the average of u∗ij and u
∗
ij (respectively, v
∗
ij and v
∗
ij), it is easy to see that
u∗ij + u
∗
ij
2
= unij +
k
4
[
−
(
unij
uni+1,j − u
n
ij
h
+ u∗ij
u∗ij − u
∗
i−1,j
h
)
+
1
R
(
uni+1,j − 2u
n
ij + u
n
i−1,j
h2
+
u∗i+1,j − 2u
∗
ij + u
∗
i−1,j
h2
)]
+O(k2 + kh), (22)
and
v∗ij + v
∗
ij
2
= vnij +
k
4
[
−
(
unij
vni+1,j − v
n
ij
h
+ u∗ij
v∗ij − v
∗
i−1,j
h
)
+
1
R
(
vni+1,j − 2v
n
ij + v
n
i−1,j
h2
+
v∗i+1,j − 2v
∗
ij + v
∗
i−1,j
h2
)]
+O(k2 + kh). (23)
In order to provide a detailed description of the three-level explicit time-split algorithm for solving the initial-
boundary value problem (1)-(3), some intermediate results are needed. The following lemma considers such
results.
Lemma 2.1. Let unij = u(xi, yj , t
n) and vnij = v(xi, yj, t
n) be the solutions satisfying equations (22) and
(23), respectively. Thus, it holds:
u∗ijδxu
∗
i− 1
2
,j
+ unijδxu
n
i+ 1
2
,j
= 2unijδ
xunij +O(k + k
2h−1), (24)
u∗ijδxv
∗
i− 1
2
,j
+ unijδxv
n
i+ 1
2
,j
= 2unijδ
xvnij +O(k + k
2h−1), (25)
1
R
(δ2xu
∗
ij + δ
2
xu
n
ij) =
2
R
δ2xu
n
ij +O(k + k
2h−2), (26)
and
1
R
(δ2xv
∗
ij + δ
2
xv
n
ij) =
2
R
δ2xv
n
ij +O(k + k
2h−2), (27)
where the linear operators δx, δ
x and δ2x, are given by equation (8).
Proof. We must prove only equations (24) and (26). The proof for equations (25) and (27) are similar.
It comes from the definition of the linear operators δx and δ
2
x that
δxu
∗
i− 1
2
,j
=
u∗ij − u
∗
i−1,j
h
, δ2xu
∗
ij =
u∗i+1,j − 2u
∗
ij + u
∗
i−1,j
h2
, (28)
6
and
δxv
∗
i− 1
2
,j
=
v∗ij − v
∗
i−1,j
h
, δ2xv
∗
ij =
v∗i+1,j − 2v
∗
ij + v
∗
i−1,j
h2
. (29)
Combining equations (28) and (19), straightforward calculations give
u∗ijδxu
∗
i− 1
2
,j
=
1
h
(u∗ij − u
∗
i−1,j)
{
unij +
k
2
[
−unijδxu
n
i+ 1
2
,j
+
1
R
δ2xu
n
ij
]
+O(k2 + kh)
}
=
1
h
{
unij +
k
2
[
−unijδxu
n
i+ 1
2
,j
+
1
R
δ2xu
n
ij
]
− uni−1,j −
k
2
[
−uni−1,jδxu
n
i− 1
2
,j
+
1
R
δ2xu
n
i−1,j
]
+O(k2 + kh)
}
×
{
unij +
k
2
[
−unijδxu
n
i+ 1
2
,j
+
1
R
δ2xu
n
ij
]
+O(k2 + kh)
}
=
{
δxu
n
i− 1
2
,j
+
k
2h
[
−unijδxu
n
i+ 1
2
,j
+ uni−1,jδxu
n
i− 1
2
,j
+
1
R
(
δ2xu
n
ij − δ
2
xu
n
i−1,j
)]
+O(k + k2h−1)
}{
unij +
k
2
[
−unijδxu
n
i+ 1
2
,j
+
1
R
δ2xu
n
ij
]
+O(k2 + h)
}
.
Expanding this and absorbing the term of second order into the infinitesimal term O(k + k2h−1), we obtain
u∗ijδxu
∗
i− 1
2
,j
= unijδxu
2
i− 1
2
,j
+
k
2
[
−unijδxu
n
i− 1
2
,j
δxu
n
i+ 1
2
,j
+
1
R
δxu
n
i− 1
2
,j
δ2xu
n
ij −
1
h
(unij)
2δxu
n
i+ 1
2
,j
+
1
h
uniju
n
i−1,jδxu
n
i− 1
2
,j
+
1
R
unijδ
2
x(δxu
n
i− 1
2
,j
)
]
+O(k + k2h−1),
which can be rewritten as
u∗ijδxu
∗
i− 1
2
,j
= unijδxu
n
i− 1
2
,j
+O(k + k2h−1), (30)
where we have also absorbed the first order term into the error term O(k + k2h−1). Using approximation
(30), it is too simple to observe that
u∗ijδxu
∗
i− 1
2
,j
+ unijδxu
n
i+ 1
2
,j
= unij(δxu
n
i− 1
2
,j
+ δxu
n
i+ 1
2
,j
) +O(k + k2h−1). (31)
But, it comes from the definition of the linear operator δx given by equation (8) that δxunij =
1
2 (δxu
n
i− 1
2
,j
+
δxu
n
i+ 1
2
,j
). This fact, together with relation (31) yield
u∗ijδxu
∗
i− 1
2
,j
+ unijδxu
n
i+ 1
2
,j
= 2unijδ
xunij +O(k + k
2h−1). (32)
Furthermore, plugging the first equation in (15) together with the second equation in (28), direct calculations
result in
δ2xu
∗
ij =
u∗i+1,j − 2u
∗
ij + u
∗
i−1,j
h2
=
1
h2
{
uni+1,j +
k
2
[−uux +
1
R
uxx]
n
i+1,j − 2u
n
ij − k[−uux +
1
R
uxx]
n
ij
+uni−1,j +
k
2
[−uux +
1
R
uxx]
n
i−1,j
}
+O(k2h−2) = δ2xu
n
ij +
k
2h2
{
−uni+1,ju
n
x,i+1,j + 2u
n
iju
n
x,ij−
uni−1,ju
n
x,i−1,j +
1
R
(
un2x,i+1,j − 2u
n
2x,ij + u
n
2x,i−1,j
)}
+ O(k2h−2). (33)
Expanding the Taylor series about (xi, yj , t
n) with mesh size h using both forward and backward difference
representations, it is not hard to see that
uni+1,j = u
n
ij + hu
n
x,ij +O(h
2), unx,i+1,j = u
n
x,ij + hu
n
2x,ij +O(h
2), un2x,i+1,j = u
n
2x,ij + hu
n
3x,ij +O(h
2),
uni−1,j = u
n
ij − hu
n
x,ij +O(h
2), unx,i−1,j = u
n
x,ij − hu
n
2x,ij +O(h
2), un2x,i−1,j = u
n
2x,ij − hu
n
3x,ij +O(h
2). (34)
Using this, it is easy to see that
uni+1,ju
n
x,i+1,j = u
n
iju
n
x,ij + h[u
n
iju
n
x,ij + (u
n
x,ij)
2] +O(h2), (35)
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uni−1,ju
n
x,i−1,j = u
n
iju
n
x,ij − h[u
n
iju
n
x,ij + (u
n
x,ij)
2] +O(h2). (36)
Substituting equations (34), (35) and (36) into (33), and after simplification we obtain
u∗i+1,j − 2u
∗
ij + u
∗
i−1,j
h2
= δ2xu
n
ij +
k
2h2
{
O(h2) +O(h2)
}
+O(k2h−2),
which can be rewritten as
δ2xu
∗
ij = δ
2
xu
n
ij +O(k + k
2h−2).
Thus,
1
R
(
δ2xu
∗
ij + δ
2
xu
n
ij
)
=
2
R
δ2xu
n
ij +O(k + k
2h−2).
This ends the proof of Lemma 2.1.
Now, using Lemma 2.1, we are ready to give a full description of the three-level explicit time-split
MacCormack approach applied to the two-dimensional time-dependent nonlinear coupled Burgers’ equations
(1)-(3) and to provide the convergence rate of the algorithm.
Combining equations (22), (24) and (26), (respectively, (23), (25) and (27),), direct calculations give
u∗ij + u
∗
ij
2
= unij +
k
2
[
−unijδ
xunij +
1
R
δ2xu
n
ij
]
+O(k2 + k3h−1 + k3h−2), (37)
and
v∗ij + v
∗
ij
2
= vnij +
k
2
[
−unijδ
xvnij +
1
R
δ2xv
n
ij
]
+O(k2 + k3h−1 + k3h−2). (38)
For low Reynolds numbers, the time step restriction (12) is dominated by the inequality 2R−1k ≤ h2, so it
is easy to see that
k3h−1 ≤
R3
8
h5 and k3h−2 ≤
R3
8
h4.
Utilizing this, equations (37) and (38) become
u∗ij + u
∗
ij
2
= unij +
k
2
[
−unijδ
xunij +
1
R
δ2xu
n
ij
]
+O(k2 + h4), (39)
and
v∗ij + v
∗
ij
2
= vnij +
k
2
[
−unijδ
xvnij +
1
R
δ2xv
n
ij
]
+O(k2 + h4). (40)
In a like manner, for high Reynolds numbers, the time step restriction (12) is dominated by estimate k
3
4 ≤ h,
so it holds
k3h−1 ≤ h3 and k3h−2 ≤ h2.
Thus, equations (37) and (38) imply
u∗ij + u
∗
ij
2
= unij +
k
2
[
−unijδ
xunij +
1
R
δ2xu
n
ij
]
+O(k2 + h2), (41)
and
v∗ij + v
∗
ij
2
= vnij +
k
2
[
−unijδ
xvnij +
1
R
δ2xv
n
ij
]
+O(k2 + h2). (42)
Analogously, to construct the nonlinear operator Ly(k), we consider the following one-dimensional system
of equations
ut + vuy =
1
R
uyy and vt + vvx =
1
R
vyy.
8
Applying the Taylor series expansion about (xi, yi, t
∗) (where t∗ ∈ (tn, tn+1), is the starting time used at the
next phase in a time-split MacCormack scheme) with time step k and mesh size h using both forward and
backward difference representations, it is not difficult to show that
u∗∗ij + u
∗∗
ij
2
= u∗ij + k
[
−v∗ijδ
yu∗ij +
1
R
δ2yu
∗
ij
]
+O(k2 + h4), (43)
v∗∗ij + v
∗∗
ij
2
= v∗ij + k
[
−v∗ijδ
yv∗ij +
1
R
δ2yv
∗
ij
]
+O(k2 + h4), (44)
for low Reynolds numbers, and for large Reynolds numbers
u∗∗ij + u
∗∗
ij
2
= u∗ij + k
[
−v∗ijδ
yu∗ij +
1
R
δ2yu
∗
ij
]
+O(k2 + h2), (45)
v∗∗ij + v
∗∗
ij
2
= v∗ij + k
[
−v∗ijδ
yv∗ij +
1
R
δ2yv
∗
ij
]
+O(k2 + h2). (46)
Finally, considering the one-dimensional equations system
ut = −vux +
1
R
uxx and vt = −uvx +
1
R
vxx,
expanding the Taylor series about (xi, yj , t
∗∗) (where t∗∗ represents the time used at the last phase in the
time-split MacCormack procedure) at both predictor and corrector phases with time step k/2 and mesh
size h, using forward and backward difference formulations, it is not hard to show that when the Reynolds
numbers are small
un+1ij + u
n+1
ij
2
= u∗∗ij +
k
2
[
−u∗∗ij δ
xu∗∗ij +
1
R
δ2xu
∗∗
ij
]
+O(k2 + h4), (47)
vn+1ij + v
n+1
ij
2
= v∗∗ij +
k
2
[
−u∗∗ij δ
xv∗∗ij +
1
R
δ2xv
∗∗
ij
]
+O(k2 + h4), (48)
and for high Reynolds numbers
un+1ij + u
n+1
ij
2
= u∗∗ij +
k
2
[
−u∗∗ij δ
xu∗∗ij +
1
R
δ2xu
∗∗
ij
]
+O(k2 + h2), (49)
vn+1ij + v
n+1
ij
2
= v∗∗ij +
k
2
[
−u∗∗ij δ
xv∗∗ij +
1
R
δ2xv
∗∗
ij
]
+O(k2 + h2). (50)
In order to develop the three-level explicit time-split MacCormack method for solving the two-dimensional
evolutionary nonlinear coupled Burgers’ equations (1) with initial and boundary conditions (2)-(3), we must
neglect the infinitesimal terms O(k2 + h4) and O(k2 + h2) in equations (39)-(50). In addition, we introduce
the terms u∗ij , u
∗∗
ij , u
n+1
ij , v
∗
ij , v
∗∗
ij and v
n+1
ij which are defined as follows,
u∗ij =
u∗ij + u
∗
ij
2
, u∗∗ij =
u∗∗ij + u
∗∗
ij
2
and un+1ij =
un+1ij + u
n+1
ij
2
,
v∗ij =
v∗ij + v
∗
ij
2
, v∗∗ij =
v∗∗ij + v
∗∗
ij
2
and vn+1ij =
vn+1ij + v
n+1
ij
2
.
Thus, systems of equations(
u∗ij
v∗ij
)
= Lx(k/2)
(
unij
vnij
)
,
(
u∗∗ij
v∗∗ij
)
= Ly(k)
(
u∗ij
v∗ij
)
,
(
un+1ij
vn+1ij
)
= Lx(k/2)
(
u∗∗ij
v∗∗ij
)
, (51)
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are by definition equivalent to
u∗ = unij +
k
2
[
−unijδ
xunij +
1
R
δ2xu
n
ij
]
, v∗ = vnij +
k
2
[
−unijδ
xvnij +
1
R
δ2xv
n
ij
]
, (52)
u∗∗ = u∗ij + k
[
−v∗ijδ
yu∗ij +
1
R
δ2yu
∗
ij
]
, v∗∗ = v∗ij + k
[
−v∗ijδ
yv∗ij +
1
R
δ2yv
∗
ij
]
, (53)
un+1 = u∗∗ij +
k
2
[
−u∗∗ij δ
xu∗∗ij +
1
R
δ2xu
∗∗
ij
]
, vn+1 = v∗∗ij +
k
2
[
−u∗∗ij δ
xv∗∗ij +
1
R
δ2xv
∗∗
ij
]
. (54)
Using relation (51), it is easy to see that the nonlinear operator Lx(k/2)Ly(k)Lx(k/2) is symmetric and
satisfies (
un+1ij
vn+1ij
)
= Lx(k/2)Ly(k)Lx(k/2)
(
unij
vnij
)
. (55)
This fact, together with relations (39)-(50) suggest that the three-level time-split explicit MacCormack
approach applied to the parabolic system of nonlinear partial differential equations (1)-(3) is an explicit
predictor-corrector scheme, second order accurate in time and fourth order convergent in space for small
Reynolds numbers. Furthermore, for high Reynolds numbers the method is second order convergent in
both time and space. We confirm this convergence rate in section 3 by performing a large set of numerical
evidences. Finally, from the definition of the linear operators ”δx”, ”δy”, ”δ2x” and ”δ
2
y” given in relation
(8), equations (52)-(54) are equivalent to, for n = 0, 1, ..., N − 1;
u∗ij = u
n
ij +
k
2
[
−unij
uni+1,j − u
n
i−1,j
2h
+
1
R
uni+1,j − 2u
n
ij + u
n
i−1,j
h2
]
, i = 1, 2, ...,M − 1, j = 0, 1, ...,M, (56)
v∗ij = v
n
ij +
k
2
[
−unij
vni+1,j − v
n
i−1,j
2h
+
1
R
vni+1,j − 2v
n
ij + v
n
i−1,j
h2
]
, i = 1, 2, ...,M − 1, j = 0, 1, ...,M, (57)
u∗∗ij = u
∗
ij + k
[
−v∗ij
u∗i,j+1 − u
∗
i,j−1
2h
+
1
R
u∗i,j+1 − 2u
∗
ij + u
∗
i,j−1
h2
]
, i = 0, 1, ...,M, j = 1, 2, ...,M − 1, (58)
v∗∗ij = v
∗
ij + k
[
−v∗ij
v∗i,j+1 − v
∗
i,j−1
2h
+
1
R
v∗i,j+1 − 2v
∗
ij + v
∗
i,j−1
h2
]
, i = 0, 1, ...,M, j = 1, 2, ...,M − 1, (59)
un+1ij = u
∗∗
ij +
k
2
[
−u∗∗ij
u∗∗i+1,j − u
∗∗
i−1,j
2h
+
1
R
u∗∗i+1,j − 2u
∗∗
ij + u
∗∗
i−1,j
h2
]
, i = 1, 2, ...,M − 1, j = 0, 1, ...,M, (60)
vn+1ij = v
∗∗
ij +
k
2
[
−u∗∗ij
v∗∗i+1,j − v
∗∗
i−1,j
2h
+
1
R
v∗∗i+1,j − 2v
∗∗
ij + v
∗∗
i−1,j
h2
]
, i = 1, 2, ...,M − 1, j = 0, 1, ...,M, (61)
with initial and boundary conditions,
u0ij = u0(xi, yj), u
n
i0 = ϕ
n
1,i0, u
n
iM = ϕ
n
1,iM , u
n
0j = ϕ
n
1,0j , u
n
Mj = ϕ
n
1,Mj , u
∗
0j = ϕ
n+1
1,0j , u
∗
Mj = ϕ
n+1
1,Mj , u
∗
j0 = ϕ
n+1
1,j0 ,
u∗jM = ϕ
n+1
1,jM , u
∗∗
0j = ϕ
n+1
1,0j , u
∗∗
Mj = ϕ
n+1
1,Mj , u
∗∗
j0 = ϕ
n+1
1,j0 , u
∗∗
jM = ϕ
n+1
1,jM , u
N
i0 = ϕ
N
1,i0, u
N
iM = ϕ
N
1,iM ,
uN0j = ϕ
N
1,0j , u
N
Mj = ϕ
N
1,Mj , for i, j = 0, 1, ...,M. (62)
v0ij = v0(xi, yj), v
n
i0 = ϕ
n
2,i0, v
n
iM = ϕ
n
2,iM , v
n
0j = ϕ
n
2,0j , v
n
Mj = ϕ
n
2,Mj , v
∗
0j = ϕ
n+1
2,0j , v
∗
Mj = ϕ
n+1
2,Mj , v
∗
j0 = ϕ
n+1
2,j0 ,
v∗jM = ϕ
n+1
2,jM , v
∗∗
0j = ϕ
n+1
2,0j , v
∗∗
Mj = ϕ
n+1
2,Mj , v
∗∗
j0 = ϕ
n+1
2,j0 , v
∗∗
jM = ϕ
n+1
2,jM , v
N
i0 = ϕ
N
2,i0, v
N
iM = ϕ
N
2,iM ,
vN0j = ϕ
N
2,0j , v
N
Mj = ϕ
N
2,Mj , for i, j = 0, 1, ...,M. (63)
It is important to mention that equations (56)-(63) denote a detailed description of the three-level explicit
time-split MacCormack algorithm in a numerical solution of the initial-boundary value problem (1)-(3).
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3 Numerical experiments and Convergence rate
In this section we present numerical evidences for the two-dimensional time dependent nonlinear coupled
Burgers equations (1)-(3). The exact solutions used in our experiments are taken in [10]. For low Reynolds
numbers, the test suggests that the proposed scheme is second order accurate in time and fourth order
convergent in space while for low Mach numbers (i.e., high Reynolds numbers) the numerical examples
show that the algorithm is second order convergent in both time and space. These observations confirm
the theoretical analysis (see section 2, Page 7, last paragraph) and the predicted results provided in the
literature (for instance, see [1], page 632). The convergence rate is obtained by listing in Tables 1-4 the
errors between the approximate solution and the analytical ones with different values of time step k and grid
spacing h satisfying k = R2 h
2 and k ≤ h
4
3 . Furthermore, we look at the error estimates of the method for
the parameter T = 1 and the Reynolds numbers R ∈ {2, 64}.
In the numerical tests, we assume that the mesh size h ∈ { 12 ,
1
22 ,
1
23 ,
1
24 ,
1
25 ,
1
26 ,
1
27 ,
1
28 } and time step
k ∈ { 122 ,
1
23 ,
1
24 ,
1
25 ,
1
26 ,
1
27 ,
1
28 ,
1
29 ,
1
210
1
211 }. Furthermore, we compute the error estimates: ‖|E(φ)|‖L2(0,T ;L2),
‖|E(φ)|‖L∞(0,T ;L2) and ‖|E(φ)|‖L1(0,T ;L2) (for φ = u, v), associated with the three-level time-split scheme
to demonstrate the efficiency and effectiveness of our method in two-dimensional case (stable, second order
convergent in time and fourth order accurate in space). We plot the exact solution, computed solution and
errors versus n. It comes from this analysis that the three-level time-split MacCormack method is more fast
and efficient than a wide range of numerical schemes widely studied in the literature. Finally, Tables 1-4
suggest that the error terms O(kβ) + O(hθ) are dominated by the h-terms O(hθ) (k-terms O(kβ)). Thus,
the numbers θ (respectively β) can be used to estimate the corresponding convergence rate with respect to
h (respectively, k). Define the norms for the numerical solution φ, the exact one φ, and the errors E(φ), as
follows
‖|φ|‖L2(0,T ;L2) =
[
k
N∑
n=0
‖φn‖2L2
f
] 1
2
; ‖|φ|‖L2(0,T ;L2) =
[
k
N∑
n=0
‖φ
n
‖2L2
f
] 1
2
;
‖|E(φ)|‖L2(0,T ;L2) =
[
k
N∑
n=0
‖φn − φ
n
‖2L2
f
] 1
2
; ‖|E(φ)|‖L1(0,T ;L2) = k
N∑
n=0
‖φn − φ
n
‖L2
f
;
and
‖|E(φ)|‖L∞(0,T ;L2) = max
0≤n≤N
‖φn − φ
n
‖L2
f
.
• Test. Consider Ω be the unit square (0, 1)2 and T = 1, be the final time. The examples compare the
numerical solutions with the exact ones to verify whether the proposed method leads to high accuracy. We
assume that the Reynolds number R ∈ {2, 64}, such that the exact solutions u and v taken in [10] are given
by
u(x, y, t) =
1
4
[
3− (1 + exp (R(−t− 4x+ 4y)/32))
−1
]
,
v(x, y, t) =
1
4
[
3 + (1 + exp (R(−t− 4x+ 4y)/32))
−1
]
.
The initial and boundary conditions are determined by this solution. We recall that the mesh size and time
step: h ∈ { 12 ,
1
22 ,
1
23 ,
1
24 ,
1
25 ,
1
26 ,
1
27 ,
1
28 } and k ∈ {
1
22 ,
1
23 ,
1
24 ,
1
25 ,
1
26 ,
1
27 ,
1
28 ,
1
29 ,
1
210 ,
1
211 }.
Tables 1,2. Analysis of convergence rate O(hθ +∆tβ) for the three-level time-split MacCormack under
the time step restriction (12), that is, 2R
−1k
h2
≤ 1, for low Reynolds number (for example, R = 2), varying
time step k = ∆t and mesh grid h = ∆x = ∆y.
Table 1. k = R2 h
2 = h2.
h ‖|E(u)|‖L2 ‖|E(v)|‖L2 ‖|E(u)|‖L∞ ‖|E(v)|‖L∞ ‖|E(u)|‖L1 ‖|E(v)|‖L1
2−1 7.391× 10−4 7.391× 10−4 7.926× 10−4 7.926× 10−4 7.316× 10−4 7.316× 10−4
2−2 4.285× 10−4 4.285× 10−4 4.537× 10−4 4.537× 10−4 4.248× 10−4 4.248× 10−4
2−3 3.671× 10−4 3.671× 10−4 3.957× 10−4 3.957× 10−4 3.594× 10−4 3.594× 10−4
2−4 3.647× 10−4 3.647× 10−4 3.938× 10−4 3.938× 10−4 3.566× 10−4 3.566× 10−4
11
Table 2. k = h.
h ‖|E(u)|‖L2 ‖|E(v)|‖L2 ‖|E(u)|‖L∞ ‖|E(v)|‖L∞ ‖|E(u)|‖L1 ‖|E(v)|‖L1
2−1 0.0027 0.0027 0.0032 0.0032 0.0027 0.0027
2−2 18.9821 18.9821 37.9579 37.9579 9.6690 9.6690
2−3 NaN NaN Inf Inf NaN NaN
Table 1 and Figure 1 suggest that under time step restriction (12), the proposed numerical scheme is
stable, second order convergent in time and fourth order accurate in space, while Table 2 and Figures 2-3
indicate that when the time step constraint (12) is not satisfied, the considered algorithm is neither stable
nor convergent.
Tables 3,4. Convergence rate O(hθ +∆tβ) for the three-level time-split MacCormack under time step
restriction (51) (that is, k
3
4
h
≤ 1), for high Reynolds numbers (for instance, R = 64), with varying time step
k = ∆t and mesh grid h = ∆x = ∆y.
Table 3. k = 14h ≤ h
4
3 .
h ‖|E(u)|‖L2 ‖|E(v)|‖L2 ‖|E(u)|‖L∞ ‖|E(v)|‖L∞ ‖|E(u)|‖L1 ‖|E(v)|‖L1
2−3 3.9500× 10−2 3.9500× 10−2 5.8900× 10−2 5.8900× 10−2 3.5500× 10−2 3.5500× 10−2
2−4 3.3500× 10−2 3.3500× 10−2 4.6400× 10−2 4.6400× 10−2 3.0400× 10−2 3.0400× 10−2
2−5 3.2200× 10−2 3.2200× 10−2 4.3800× 10−2 4.3800× 10−2 2.9400× 10−2 2.9400× 10−2
2−6 3.1800× 10−2 3.1800× 10−2 4.3000× 10−2 4.3000× 10−2 2.9000× 10−2 2.9000× 10−2
2−7 3.1600× 10−2 3.1600× 10−2 4.2700× 10−2 4.2700× 10−2 2.8800× 10−2 2.8800× 10−2
Table 4. k = h > h
4
3 .
k ‖|E(u)|‖L2 ‖|E(v)|‖L2 ‖|E(u)|‖L∞ ‖|E(v)|‖L∞ ‖|E(u)|‖L1 ‖|E(v)|‖L1
2−3 4.9400× 10−2 4.9400× 10−2 7.6100× 10−2 7.6100× 10−2 4.4200× 10−2 4.4200× 10−2
2−4 3.8600× 10−2 3.8600× 10−2 5.3900× 10−2 5.3900× 10−2 3.5200× 10−2 3.5200× 10−2
2−5 3.4200× 10−2 3.4200× 10−2 4.6400× 10−2 4.6400× 10−2 3.1300× 10−2 3.1300× 10−2
2−6 NaN NaN Inf Inf NaN NaN
Table 3 and Figure 4 indicate that for high Reynolds numbers and under time step restriction (12), the
considered method is stable, second order convergent in both time and space, while Table 4 shows that the
scheme is neither stable nor convergent for smallest mesh size h, whenever the time step limitation (12) is
not accomplished.
4 General conclusion and future works
In this paper, we have discussed the convergence rate of the three-level explicit time-split MacCormack
algorithm for solving the two-dimensional time dependent nonlinear coupled Burgers’ equations (1) subject
to the initial and boundary conditions (2)-(3). For low Reynolds numbers, the theoretical results have shown
that the proposed algorithm is stable, second order convergent in time and fourth order accurate in space,
while for large Reynolds numbers, the analysis has demonstrated that the considered method is second
order convergent in time and space. All this analysis has been done under the time step requirement (12).
The theoretical study is confirmed by a wide set of numerical experiments (Figures 1-4 and Tables 1-4).
The numerical experiments also show that our method is: (a) more fast and efficient than a broad range
of numerical schemes for solving the initial-boundary value problem (1)-(3); (b) fast and robust tools for
the integration of general systems of hyperbolic/parabolic PDEs. Unfortunately, we have observed from
the numerical examples that the time-split MacCormack method is not too much efficient for solving high
Reynolds number flows where the viscous region is very thin. The mesh size must be highly refined in
order to accurately resolve the viscous regions. The small grid spacing leads to very small time steps and
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Figure 1: Graphs corresponding to a three-level time-split MacCormack method
subsequently long computing times. Indeed, in the coarse-grid region, the three-level explicit time-split
MacCormack approach can be applied, while in the fine-grid region, the following sequence of nonlinear
operators can be used (
un+1ij
vn+1ij
)
=
[
Lx
(
k
2m
)
Ly
(
k
m
)
Lx
(
k
2m
)]m(
unij
vnij
)
,
where m is the smallest integer satisfying inequality: max
{
2k
mRh2
, k
3
4
m
3
4 h
}
≤ 1. Our future investigations will
consider the last formula together with the three-level time-split MacCormack technique in the numerical
solutions of two-dimensional unsteady viscous coupled Burgers’ equations (1)-(3).
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