In this paper, we consider weighted fourth order nonhomogeneous elliptic problem with variable exponent. Under appropriate conditions, interval of a numerical parameter sufficiently small is derived for which the existence results are obtained. The proof relies on simple variational arguments based on Ekeland's variational principle.
Recently, Ma et al. (2011) established the existence of principal eigenvalues of the following linear indefinite weight problem u ′′′′ (x) = λg(x)u(x), x ∈ (0, 1), u(0) = u(1) = u ′′ (0) = u ′′ (1) = 0.
Motivated by the above papers, we study the following eigenvalue problem (P) △(|△u| p(x)−2 △u) = λm(x)|u| q(x)−2 u in Ω, u = △u = 0 on ∂Ω,
where Ω ⊂ R N is a bounded domain with smooth boundary ∂Ω, λ is a positive number, p, q are continuous functions on Ω and m is a sign-changing weight function. Ayoujil and El Amrouss (2009) have considered the case p(x) = q(x) and m(x) = 1. Using the Ljusternik-Schnirelmann critical point theory, they established the existence of a sequence of eigenvalues. Denoting by Λ the set of all nonnegative eigenvalues, they showed that sup Λ = +∞ and they pointed out that only under additional assumptions we have inf Λ = 0. We remark that for the p-biharmonic operator (corresponding to p(x) = p), we always have inf Λ > 0.
Inspired by the work of Kefi (2011), we study the problem (P) under the following assumptions:
for all x ∈ Ω and m > 0 in Ω 0 ⊂ Ω where |Ω 0 | > 0.
Preliminaries
Here, problem (P) is stated in the framework of the generalised Sobolev space
(Ω). In order to guarantee the integrity of the paper, we recall some facts on variable exponent spaces L p(x) (Ω) and W k,p(x) (Ω). For details, see Kováčik and Rǎkosník (1991) , and . Set
For any h ∈ C(Ω), we denote
For p ∈ C + (Ω), define the space
Equipped with the so-called Luxemburg norm
(Ω) becomes a separable, reflexive and Banach space. An important role in manipulating the generalised Lebesgue spaces is played by the mapping ρ :
We recall the following
The following statements are equivalent each other:
As in the constant exponent case, for any positive integer k, set
We can define the norm on
and W k,p(x) (Ω) also becomes a separable, reflexive and Banach space. We denote by
Remark 1: It is well known that for any
. However, in the Zang and Fu's (2008) paper, the equivalence of the norms was proved, and it was even proved that the norm |△u| p(x) is equivalent to the norm u X (see Zang and Fu, 2008, Theorem 4.4) .
Let us choose on X the norm . defined by
Note that, (X, . ) is also a separable and reflexive Banach space. Similar to Proposition 1, we have the following.
1 For u ∈ X and u = a, we have
2 If u, u n ∈ X, n = 1, 2, . . ., then the following statements are equivalent to each other:
Let us define, for every x ∈ Ω,
The following result (see Ayoujil and El Amrouss, 2009, Theorem 3 .2), which will be used later, is an embedding result between the spaces X and L q(x) (Ω).
Then, there is a continuous and compact embedding
We recall also the following proposition, which will be needed later.
Proposition 4 (Edmunds and Rákosník, 2000) :
In the sequel, we will denote by r ′ (x) the conjugate exponent of the function r(x) and put
.
Then we have
Remark 2: Under assumption (H 1 ), we have
Consequently the embeddings X ֒→ L r ′ (x)q(x) (Ω) and X ֒→ L t(x) (Ω) are compact and continuous.
Variational structure
In this paper, we seek the solution for problem (P) belonging to the space X in the sense below.
Definition 3.1: By a weak solution for problem (P), we understand a function u ∈ X such that
Moreover, in the case when the weak solution u defined above is not trivial, we say that λ ∈ R is an eigenvalue of problem (P) and u is called an associated eigenfunction.
In order to formulate the variational problem (P), let us introduce the functionals A and B : X → X ′ defined by
We have following proposition.
Proposition 5: B is completely continuous, namely
Proof: Let u n ⇀ u in X. Since t(x) < p * (x) for all x ∈ Ω, we deduce that there exists a compact embedding X into L t(x) (Ω) and consequently u n converges strongly in L t(x) (Ω).
On the other hand, for any v ∈ X by Hölder's inequality in X and continuous embedding of X into L t(x) (Ω), it follows that
q(x)−1 (Ω) is continuous, we get
Therefore, the above inequality ends the proof.
The Euler-Lagrange functional associated to (P) is defined as Φ λ : X → R,
Standard arguments imply that Φ λ ∈ C 1 (X, R) and
In view (Ayoujil and El Amrouss, 2009, Proposition 4.2) , A satisfies the condition of (S + ), namely
Noting that Φ ′ λ is still of type (S + ). Hence, any bounded (PS) sequence of Φ λ in the reflexive Banach space X has a convergent subsequence.
Main result
The main result of our paper is given by the following theorem.
Theorem 6: Under assumptions (H 1 ) and (H 2 ), there exists λ * > 0 such that any λ ∈ (0, λ * ) is an eigenvalue of the problem (P).
The proof is based on variational method, our idea is to apply Ekeland's variational principle. We start with two auxiliary results.
Lemma 7:
Under the hypotheses of Theorem 6. Then for all η ∈ (0, 1), there exist λ * > 0 and a > 0 such that for all u ∈ X with u = η,
Now, let us assume that u < min(1, 1/C), then, we have |u| r ′ (x)q(x) < 1. Using (1c), (2) and (4), we deduce that for any u ∈ X with u = η, the following inequalities hold true:
Then, for any λ ∈ (0, λ * ) and u ∈ X with u = η, there exists a > 0 such that
The proof of Lemma 7 is complete.
Lemma 8:
There exists ψ ∈ X such that ψ ≥ 0, φ = 0 and Φ λ (tψ) < 0, for t > 0 small enough.
Proof: Let us denote q − 0 = inf Ω0 q(x) and p − 0 = inf Ω0 p(x). Using (H 1 ) we have q(x) < p(x), for all x ∈ Ω 0 . Then, there exists ǫ 0 such that
On the other hand, since q ∈ C(Ω 0 ), there exists an open set Ω 1 ⊂ Ω 0 such that
First, we affirm that
Using relation, we deduce that |∆ψ| p(x) = 0 and consequently ψ = 0 in Ω, which is a contradiction.
We have
Let us choose 0 < δ < min 1,
The proof of Lemma 8 is achieved.
Proof of Theorem 6: Let λ * > 0 be defined as in (5) and λ ∈ (0, λ * ). By Lemma 7, it follows that on the boundary of the ball centered at the origin and of radius η in X, denoted by B η (0), we have
In view Lemma 8, there exists ψ ∈ X such that Φ λ (tψ) < 0, for t > 0 small enough. Moreover, using Proposition 2, we deduce
It follows that
Then, by applying Ekeland's variational principle to the functional
Bη (0) Φ λ + ε, and Φ λ (u ε ) < Φ λ (u) + ε u − u ε , for u = u ε .
Since Φ λ (u ε ) < inf It is clear that, u ε is the minimum of I λ . Therefore, we have I λ (u ε + tv) − I λ (u ε ) t ≥ 0 for t > 0 small enough and v ∈ B 1 (0), that is, Φ λ (u ε + tv) − Φ λ (u ε ) t + ε v ≥ 0 for t > 0 small enough and v ∈ B 1 (0).
As t → 0, we get Φ ′ λ (u ε ), v + ε v ≥ 0 for all v ∈ B 1 (0).
Hence,
We deduce that there exists a sequence (u n ) n ⊂ B ρ (0) such that Φ λ (u n ) → c λ and Φ ′ λ (u n ) → 0.
It is clear that (u n ) is bounded in X. By a standard arguments and the fact A is type of (S + ), for a subsequence we obtain u n → u in X as n → +∞.
Thus, by (7) we have Φ λ (u) = c λ < 0 and Φ ′ λ (u) = 0 as n → ∞.
This completes the proof of Theorem 6.
