In this paper, we give two new deterministic interpolation algorithms for black-box multivariate polynomials. For a t-sparse and n-variate polynomial f with a degree bound D and a term bound T , we show that at least half of the terms of f can be recovered from the univariate polynomials obtained from f by three types of Kronecker substitutions. We then give a criterion to check whether these terms really belong to f . Repeat the above procedure for at most log(t) times, f can be recovered. The algorithm has better complexity in D than existing deterministic algorithms when the coefficients are from Q, and has better complexities in T and D and the same complexity in n when the coefficients are from a finite field.
Introduction
Polynomial interpolation is a fundamental computational problem which dates back to the classic work of Newton, Lagrange, and Prony. For a polynomial in n variables and with degree d, when giving its values on (d + 1) n points, all the coefficients of the polynomial can be found. If the number of nonzero coefficients is relatively small, the polynomial can be treated as an exponential sum, and the task becomes that of finding the exponents and coefficients of the nonzero terms. This is the sparse interpolation problem.
In our first algorithm, we interpolate the univariate polynomials f (d,p) , d = 1, . . . , 4δ 1 + 1 obtained with base changing Kronecker substitutions and recover f from f (d,p) , where p is a fixed prime and δ 1 = (n − 1)(T − 1).
In our second algorithm, we interpolate the univariate polynomials f (D,p i ) , i = 1, . . . , N 3 obtained with modulus changing Kronecker substitutions and recover f from f (D,p i ) . N 3 be the smallest number such that q 1 q 2 · · · q N 3 ≥ D 4n(T −1) , where q i is the i-th prime.
The recover procedure for f from f (d,p) relies on three key ingredients. First, we show that if f (d 0 ,p 0 ) has the maximal number of terms, then at least half of the terms of f can be recovered from f (d 0 ,p 0 ) . Second, we interpolate n log 2 t univariate polynomials f (d 0 ,p 0 ,k) to recover these terms. Finally, we give a criterion to check whether the terms recovered in the second step are really terms of f . Finally, the new algorithms work for any coefficient ring where a univariate polynomial interpolation can be done. For instance, if Larange interpolation is used, then our algorithms work for integral domains. Table 1 : A "soft-Oh" comparison of exact and determinist interpolation algorithms over C Table 2 is a comparison with deterministic algorithms over finite fields. From the table, our algorithm has better complexity in T and D and has the same complexity in n. Probabilistic algorithms are not compared here.
bit complexity type Grigoriev-Karpinski-Singer [10] n 2 T 6 log 2 (ntq) + q 2.5 log 2 q deterministic Klivans & Spielman [20] nT 2 D max(nT 2 , D) log q deterministic This paper (Cor. 4.8) n 2 T 2 D log q deterministic Table 2 : "Soft-Oh" comparison of deterministic interpolation algorithms over finite field F q
Relation with existing work
There exist two main classes of sparse polynomial interpolation algorithms: the direct approaches and the Kronecker reduction approaches.
By direct approaches, we mean to recover the exponents of the multivariate polynomials directly. The Prony method from 1795 was a direct method, which was recently applied to sparse interpolation over the integers [5, 16] and approximate numbers [9, 19] . Ben-or & Tiwari's algorithm [5, 16] was extended to probabilistic modular form [17] . A major advantage of these methods is that they need an optimal upper bound for the terms of the polynomial. Kaltofen and Lee proposed the early termination method [18] , which needs no extra information of the polynomial at all.
By the Kronecker reduction approaches, we mean methods which use various Kronecker substitutions to reduce multivariate interpolations to univariate interpolations, like the randomized Kronecker substitutions [1] , Klivans-Spielman's algorithm [20] , Garg-Schost's algorithm [7] , Giesbrecht-Roche's algorithm [8] , the methods in [14, 13] , and the methods in this paper. Zippel's [23] also reduced multivariate interpolations to univariate interpolations, but in an incremental way.
For interpolation over finite fields, extra difficulties arise. Prony's algorithm and KlivansSpielman's algorithm are dominated by the cost of discrete logarithms in F q . Ben-or & Tiwarri's algorithm and Zippel's algorithm meet the Zero Avoidance Problem, that is, the nonvanishing for some polynomials when evaluating. Klivans-Spielman's algorithm needs to compute a factorization of the form p e 1 1 · · · p en n , and as a consequence, it only works for UFDs. Zippel [23] , Huang and Rao [11] , Javadi and Monagan [15] developed probabilistic algorithms that work over finite fields. Grigoriev-Karpinski-Singer [10] gave the first deterministic algorithm in finite field with polynomial complexity.
Our algorithms are more general comparing to existence methods in the sense that they do not need to solve the zero avoidance problem, the discrete logarithm problem, and the factorization problem, which is possible mainly due to the substitutions f (d,p) and f (d,p,k) .
In the rest of this section, we compare our algorithms with the work [7, 8, 2] . Our work builds on and is inspired by these works.
The substitution f mod (D,p j ) was introduced by Grag and Schost [7] to interpolate a straightline program polynomial f by recovering f from f mod (D,p j ) for O(T 2 log D) different primes p j . Our second method is similar to that in [7] , but has three major differences. First, we interpolate f mod (D,p j ) for O(T log D) different primes p j . Also, note that for a black-box polynomial f , f mod (D,p) cannot be computed to keep all degrees in x less than p. In order to work for black-box polynomials, we use the new substitution
, where the degrees in x is ≤ D(p − 1). Second, we use the new substitutions f (d,p) to give a criterion to check whether a term belongs to f . Finally, a new Kronecker substitution f (d,p,k) is introduced to recover the exponents.
The substitution f (d,p) was introduced by Klivans-Spielman [20] to interpolate black-box polynomials. Instead of f (d,p,k) , they used the substitution
has the following advantages: (1) The size of coefficients is not changed after our substitution, while the size of coefficients in f (KS) is increased by a factor of D. (2) Our algorithm works for general rings R, while the substitution in [20] needs a unique factorization and R should be a UFD.
In Arnold, Giesbrecht, and Roche [3] , the concept of "ok" prime is introduced. A prime p is "ok" if at least . Then a Monte Carlo algorithm is given whose complexity is linear in T . The "ok" prime in [3] is probabilistic. In this paper, we give a similar notions of "ok" integer and a determinist method to compute it. Also, the randomized Kronecker substitution is used in [2] , while our Kronecker reduction is deterministic. Finally, the algorithm in [2] is for straight line programs only.
Our second algorithm is an extension of the algorithm in [14] from straight-line programs to black-box programs. Also, a better estimation for the number of univariate interpolations is given. Our first algorithm is different from that in [14] , which uses a base changing Kronecker substitution instead of a modiolus changing Kronecker substitution.
Notations
Throughout this paper, let f = c 1 m 1 + c 2 m 2 + · · · + c t m t ∈ R[x 1 , x 2 , . . . , x n ] be a black-box multivariate polynomial with terms c i m i , where R is an integral domain, m i , i = 1, 2, . . . , t are distinct monomials. Denote #f = t to be the number of terms of f and M f = {c 1 m 1 , c 2 m 2 , . . . , c t m t } to be the set of terms of f . Let D, T ∈ N such that D > deg(f ) and T ≥ #f .
Let d ∈ N, p ∈ N >0 . Consider the univariate polynomials:
where k ∈ {1, 2, . . . , n}, (1) comes from the modified Kronecker substitutions
. . , n and (3) comes from modified Kronecker substitutions
We have the following key concept.
The following facts are obvious.
Since
We define the following key notation.
n |a i is from (4), 0 ≤ e i,j < D, and
. Since e k is the degree of x k in m, e k is a non-negative integer and T 2 is correct. Since
The lemma is proved.
The first algorithm: base changing Kronecker substitution
In this section, we give the first algorithm. The basic idea of the algorithm is to recover f from f (d,p) for a fixed prime p and a sufficiently many values for d, that is, the base d in the Kronecker substitution d i is changed.
A criterion for term testing
In this subsection, we give a criterion to check whether a given term belongs to a polynomial. The following fact is easy to verify.
, and p a prime such that p ≥ max{n, δ 1 , D}. Then for any integer δ satisfying δ 1 ≤ δ ≤ p and
Since m 1 , m s are different monomials, at least one of e 1,k − e s,k = 0, k ∈ {1, 2, . . . , n}. Since
. We prove the claim. By Lemma 3.2, there are δ − δ 1 integers in [1, δ] such that all L s (x), s = 2, 3, . . . , t are non-zero. Now we give a criterion for testing whether a term cm is in M f .
and p a prime with p ≥ max{n, δ 1 + δ 2 + 1, D}. For a term cm satisfying deg(m) < D, cm ∈ M f if and only if there exist at least
For the other direction, assume cm / ∈ M f . We show there exist at most
. Consider two cases: Case 1: m is not a monomial in f . Case 2: m is a monomial in f , but cm is not a term in f . Case 1. Since m is not a monomial in f , f − cm has at most T + 1 terms. By Lemma 3.3, there exist at least
Case 2. Since m is a monomial in f , f − cm has the same number of terms as f . Let the term of f with monomial m be c 1 m. By Lemma 3.3, there exist at least 
Find an "ok" integer
In this subsection, we show how to find an "ok" integer d such that half of terms in f are not collision in f mod (d,p) .
Lemma 3.6 Let a i , i = 1, 2, . . . , t be different elements contained in the sets B i , i = 1, 2, . . . , s and every set B i contains at least one element. Let c be the number of terms B i containing at least two elements and s 1 ∈ {t − c, t − c + 1, . . . , s}.
Proof. We call B i a single point set if B i contains only one element, and B k is called a collision set if it is not a single point set. First, we show that t − c ≤ s. Since t − c is the number of elements contained in the single point sets, there are t − c single point sets. So t − c ≤ s. Since s 1 ∈ {t − c, . . . , s}, we have s ≥ s 1 ≥ t − c. So (t − s 1 ) ≤ c. Let k 1 be the number of collision sets. We have k 1 + t − c = s. This implies that c = k 1 + t − s.
Since every collision set contains at least two elements,
to be the number of collision terms of f in f mod (d,p) . Then, we have 
We prove the lemma. 
which contradicts to the fact that the sum of the degrees of {A u,v , u, v ∈ {1, 2, . . . , t}, u < v} is at most 1 2 t(t − 1)(n − 1). We prove the claim. By Lemma 3.7, we have C
The theorem is proved.
Algorithms
Now we give the algorithms. The first algorithm is used to find the set TS Step 1:
such that for i = 1, 2, . . . , α, mod(γ i , p) = mod(β k,i , p) = d i and there exist at least two terms c 1 x s i,1 and c 2 x s i,2 in g or g k such that mod(s i,1 , p) = mod(s i,2 , p).
Step 2: Let S = {}.
Step Step 4: Return S. 
Output: The exact form of f .
Step 1:
Step 2: Choose a prime p such that p ≥ max{N, D}.
Step 3:
Step 4: Let α = max{#f mod
Step 5: while α = 0 do a: For k = 1, 2, . . . , n, interpolate the univariate polynomials
We also need the following concept of "ok" prime p, meaning that at least half of terms of f are not collisions in f mod (D,p) .
Proof. We first claim that there exists at least one . We proved the claim. By Lemma 3.7, we have C Output: The exact form of f .
. . , p N be the first N primes.
Step 2 
n . c: Return h.
Step 4: For j = 1, 2, . . . , N , compute f (D,p j ) via univariate interpolation.
Step 5: For j = 1, 2, . . . , N , let
Step 6: Let α = max{#f mod j |j = 1, 2, . . . , N } and j 0 satisfy #f mod j 0 = α. Let h = 0.
Step 7: While α = 0 do
e: For j = 1, 2, . . . , N , let 
Complexity analysis
Theorem 4.5 Algorithm 4.4 needs to interpolate O(nT log D) univariate polynomials with degrees less than O ∼ (nDT ) and terms less than T . Besides this, we still need O ∼ (n 2 T 2 log 2 D) arithmetic operations in R, which is negligible comparing to the univariate interpolations.
Proof. Due to Step 3, we can assume p k < D n for all k ≤ N . We call N univariate interpolations in Step 4 and at most n log 2 t univariate interpolations in step a of Step 7. The degree of f (D,p i ) is at most D(p i − 1) and the degree of f (D,p i ,k) is at most 2D(p i − 1). Since the i-th prime is O(i log i), from N 1 = n(T − 1) log 2 D , the first part of the theorem is proved.
In
Step 1, we need to compute B = D 4n(T −1) . Since the height of B is O(nT log D) and the arithmetic operation to compute B is O(log 2 (nT )), the bit complexity is O ∼ (nT log D).
Step 2, since N 3 is the smallest integer such that q 1 q 2 · · · q N 3 ≥ B, assume the next prime is p, then 2 N 3 ≤ q 1 q 2 · · · q N 3 p < B. So N 3 is O(nT log D). Since the height of the data is O(nT log D), the bit complexity of Step 2 is O(n 2 T 2 log 2 D).
Step 3, we interpolate one polynomial, which needs O ∼ (nT log D) operations in R. Find all the degrees in step b just need O(nT ) operations.
Step 5, we need to compute f mod j . Since computing one f mod j needs O(t) operations and we need to compute N polynomials f j . So the complexity is O ∼ (nT 2 log D).
Step 6, we need to find the polynomial f mod 
In step d, we need update N 3 , it needs O(n 2 T 2 log 2 D) bit operations. In step e, we need to update f j , f mod j , which needs n#s operations to obtain s (D,p j ) and s mod (D,p j ) . Since we need to update N polynomials, the complexity is O(n#sN ). Since in every recursion, we obtain at least half of the terms in f , at most log 2 t recursions are needed. Since the sum of #s is t, the total complexity of Step 7 is O ∼ (n 2 T 2 log 2 D). The second part is proved.
Theorem 4.5 does not give the final complexities, since we do not know which univariate interpolation to use. In the rest of this section, we will consider several cases. If use the Lagrange interpolation algorithm, we have the following result. Proof. For a univariate polynomial with degree D, the Lagrange interpolation algorithm works over any integral domain with more than D+1 elements and has arithmetic complexity O ∼ (D). The corollary follows from Theorem 4.5.
The complexity of Ben-or and Tiwarri algorithm is dominated by the root finding step [5, 16] . In Lemma 2.3 of [12] , we show that for univariate polynomials, the root can be found by factoring the coefficients of an auxiliary polynomial. As a consequence, the complexity of univariate Ben-or and Tiwarri's algorithm is O ∼ (T log 2 D). This result, combining with Theorem 4.5, gives the following result. The results are shown in Figures 1, 2, 3 . From these figures, we see that when n or T increases, the first algorithm performs better. When D increases, the second algorithm performs much better. We tried for several sets of values for n, T, D and the results are all similar to that given in Figures 1, 2, 3 . 
Conclusion
In this paper, we revisit the approach of reducing the black-box multivariate polynomial interpolation to that of the univariate polynomial by introducing a new modified Kronecker Substitution. Over the field of rational numbers, the bit complexity of the algorithm is linear in D, while all existing algorithms are quadratic in D. Over finite fields, the new algorithm has better complexities comparing to existing deterministic algorithms in T and D and has the same complexity in n.
