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We consider a nonlinear autonomous system of N ≫ 1 degrees of
freedom randomly coupled by both relaxational (’gradient’) and non-
relaxational (’solenoidal’) random interactions. We show that with
increased interaction strength such systems generically undergo an
abrupt transition from a trivial phase portrait with a single stable
equilibrium into a topologically non-trivial regime of ’absolute insta-
bility’ where equilibria are on average exponentially abundant, but
typically all of them are unstable, unless the dynamics is purely gra-
dient. When interactions increase even further the stable equilibria
eventually become on average exponentially abundant unless the in-
teraction is purely solenoidal. We further calculate the mean propor-
tion of equilibria which have a fixed fraction of unstable directions.
complex systems | stability | equilibrium | random matrices
In 1972, in his seminal paper (1) Robert May analyzed therelationship between complexity and stability of large com-
plex systems at equilibrium. Although May was motivated
by the "stability versus diversity" debate in ecology (2), his
neighborhood stability analysis applies far beyond model ecol-
ogy, e.g., to neural networks (3, 4), systemic risk in trading
(5) or modeling of large economies (6). To recap it, consider
a system of N ≫ 1 degrees of freedom x = (x1, . . . , xN)T ,
whose evolution is governed by a set of coupled non-linear
first-order ordinary differential equations. The local stability
analysis of an equilibrium, say x∗, amounts to linearizing the
system near x∗ and looking at the time evolution of the dis-
placement y = x − x∗ Assuming that each of the degrees of
freedom xi by itself, when disturbed from equilibrium, returns
back with some characteristic time independent of i, such evo-
lution is described by the equation y˙ = −µy + Jy. Here, the
parameter µ > 0 sets the characteristic relaxation time in the
absence of interactions and the matrix J = (Jij) describes the
pair-wise interactions between the degrees of freedom in the
neighborhood of x∗.
To get insights into the interplay between stability and
complexity, May simplified the problem by assuming that pos-
itive and negative values of the pair-wise interactions Jij are
equally likely to occur, a plausible assumption for large com-
plex systems. Accordingly, he chose Jij to be random vari-
ables with zero mean and standard deviation σ (‘typical’ in-
teraction strength), thus retaining the fewest possible number
of control parameters in his model. Invoking random matrix
theory, he then concluded that large complex systems exhibit
a sharp transition from stability to instability when the num-
ber of degrees of freedom or the interaction strength increase
beyond the instability threshold which is given by a remark-
ably simple equation µ = σ
√
N .
One obvious limitation of the neighborhood stability anal-
ysis is that it gives no insight into what happens outside the
immediate neighborhood of equilibrium when it becomes un-
stable. Hence, May’s analysis has only limited bearing on
the dynamics of populations operating out-of-equilibrium (2).
For example, in the context of model ecosystems, populations
may coexist thanks to limit cycles or chaotic attractors, which
typically originate from unstable equilibrium points. This nat-
urally prompts important lines of enquiry for large complex
systems about classification of equilibria by stability, studying
basins of attraction, and other features of global dynamics.
In an extension of May’s work, two of us introduced a ‘min-
imal’ nonlinear model of large complex systems equipped with
a stability feedback mechanism (7). The main finding of (7)
was that such systems exhibit a transition from a trivial phase
portrait with a single stable equilibrium to one characterized
by exponentially many equilibria. However, the important
question about stability of those exponentially many equilib-
ria remained unanswered. In the present paper we develop
a framework for a statistical description of equilibria of large
complex systems and then use it to calculate frequencies of
stable equilibria and, also, of equilibria with a fixed fraction
of stable directions.
Statistics of unstable equilibria with a large fraction of sta-
ble directions are of a particular interest in the context of
large complex systems with an underlying energy landscape.
In that case the dynamics can be visualized as a gradient de-
scent on the energy surface, and, as was argued in ref. (8) the
system is trapped near borders (ridges) of basins of attraction
of local minima because of the dominance of borders in large-
dimensional spaces. The gradient descent is then determined
mainly by nearby saddles which lie on the ridges, which may
trap dynamics for a long time due to the large number of sta-
.
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ble directions. It is natural to expect that unstable equilibria
with a large number of attracting directions may play a simi-
lar role in non-gradient dynamics, providing a motivation for
our research.
Statistics of equilibria. The model studied in (7) is described
by a system of autonomous non-linear differential equations
x˙ = −µx + f(x), x ∈ RN , [1]
coupled via a smooth random vector field f(x) which models
both the complexity and nonlinearity of interactions. Find-
ing equilibria, i.e. solutions of Eq. 1 which do not change
with time, amounts to solving the equation −µx + f(x) = 0.
Since the interaction field f(x) is random, the total number of
equilibria and their locations are not fixed in our model and
may change from one realization of f(x) to another. Thus,
in contrast to the neighborhood stability analysis of a known
equilibrium which was carried out by May, our model does
not provide insights into properties of a single given equilib-
rium. Instead it makes possible a statistical analysis of stabil-
ity properties of equilibria. Effectively, May’s question “Will
a large complex system be stable” in our model is replaced
by the question "What is the probability that an equilibrium
drawn at random from the entire population of equilibria is
stable?"
This probability, denote it by pst, can be written in terms
of counting statistics of equilibria. If Neq is the total number
of equilibria and Nst is the number of stable equilibria, then
one can argue, see below, that
pst = 〈Nst/Neq〉 , [2]
where the angle brackets stand for averaging over f(x).
Both counting functions, Neq and Nst, are examples of
linear statistics of equilibria of the form
L[Ψ] =
∑
x∗
Ψ(x∗)
where the sum is over all equilibria and Ψ is a test function.
In these notations, Neq = L[1] and Nst = L
[
Θ(µ−xmax(J))
]
,
where J is the Jacobian matrix (∂fi/∂xj) of the vector
field f(x), xmax(J) is the largest real part of the eigenval-
ues of J and Θ(x) is the Heaviside step function, so that
Θ(µ − xmax(J)) is the indicator-function of the event that
xmax(J) < µ.
The test function ΨJ = δ(J − (∂fi/∂xj)), where δ(J) is
the matrix delta-function provides another example of linear
statistics of equilibria. Its weighted average,
Peq(J) =
〈 1
Neq
∑
x∗
∏
i,j
δ
(
Jij − ∂fi
∂xj
(x∗)
)〉
,
is the sample mean of the joint probability density function for
the matrix elements Jij of the Jacobian at equilibrium. Then,
the probability for a randomly selected equilibrium point to
be stable is pst =
∫
Θ(µ−xmax(J))Peq(J) dJ . On replacing
Peq(J) here with its expression in terms of the weighted aver-
age above, one immediately obtains Eq. 2.
One can extend this statistical framework from the binary
descriptor of points of equilibria (stable or unstable) to a con-
tinuous one. Define κ(x∗) to be the dimension of the local
unstable manifold of the non-linear system [1] at equilibrium
x∗, i.e., κ(x∗) is the number of eigenvalues of the matrix
−µδij + ∂fi∂xj at x = x∗ with positive real parts. In the limit
N ≫ 1, the fraction κ(x∗)/N can be interpreted as a measure
of instability of the equilibrium at x∗. We shall call an equi-
librium α-stable if its instability index κ/N does not exceed
value α and denote by N (α)st the number of α-stable equilibria.
Then the probability that an equilibrium drawn at random
from the entire population of equilibria will have its instabil-
ity index in the interval (α1, α2) is
∫ α2
α1
ν(α) dα, where
ν(α) = dpα/dα, pα = 〈N (α)st /Neq〉 .
The counting function N (α)st can too be cast in the framework
of linear statistics of equilibria. To this end, let us order the
eigenvalues zj of the Jacobian matrix J = (∂fi/∂xj) by their
real parts xj = Re zj so that xmax = x1 ≥ x2 ≥ . . . ≥ xN∗.
Then N (α)st = L[Θ(µ− xαN+1)].
The computation of pst and ν(α) is a challenging problem.
Instead, in this paper we study their ‘annealed’ versions,
p
(a)
st =
〈Nst〉
〈Neq〉 , ν
(a)
N (α) =
1
〈Neq〉
d
dα
〈N (α)st 〉 , [3]
thus reducing the problem to calculating the expected num-
ber of stable and α-stable equilibria. The expected total num-
ber of equilibria, 〈Neq〉, was worked out in ref. (7). To jus-
tify a connection between the annealed probabilities and their
quenched counterparts, e.g, pst, the deviations of the counting
functions both in the enumerator and denominator from their
mean values ought to be small relative to the mean values
themselves. In such generality this remains an open problem,
although the progress achieved in refs (9, 10) is encouraging.
Model assumptions. To get insights into statistics of equilibria
of large complex systems, we follow the philosophy of the
’‘minimal’ model (7) and decompose the coupling field into
the sum of gradient (curl-free) and solenoidal (divergence-free)
components:
fi(x) = −∂V (x)
∂xi
+
1√
N
N∑
j=1
∂Aij(x)
∂xj
, i = 1, . . . , N,
where the matrix A(x) is antisymmetric: Aij(x) = −Aji(x)
for every x. Such a representation provides a rich, though not
most general, class of vector fields. The scalar and vector po-
tentials, V (x) and A(x) respectively, are assumed to be statis-
tically independent, zero mean Gaussian random fields, with
smooth realizations and the additional assumptions of homo-
geneity (translational invariance) and isotropy (rotational in-
variance):
〈V (x)V (y)〉 = v2ΓV
(
|x − y|2
)
, [4]
〈Aij(x)Anm(y)〉 = a2ΓA
(
|x− y|2
)
(δinδjm−δimδjn) . [5]
The covariance functions, ΓV and ΓA are normalised by the
condition d
2
ds2
ΓV,A(s) |s=0 = 1.
Our model has the fewest possible number of parameters.
These are
τ =
v2
v2 + a2
and m =
µ√
4N(v2 + a2)
. [6]
∗
The matrix J is random and, typically eigenvalues of such matrices are all distinct. Therefore, this
labelling (ordering arrangement) is consistent
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The scaled relaxation strength m is a measure of the strength
of the stability feedback mechanism relative to the interac-
tion strength and the potentiality parameter τ controls the
balance between the gradient and solenoidal components of
the interaction. If τ = 1 then the flow defined by Eq. 1 is
purely gradient: x˙ = −∇L(x), with L(x) = µ|x|2/2 − V (x)
being the associated Lyapunov function. And if τ = 0 then
the interaction field f(x) is divergence free.
Note that m is essentially the same control parameter as
one in May’s linear model. In the non-linear setting, it con-
trols the complexity of the phase portrait. As was shown in
ref. (7), for large values ofm the stability feedback mechanism
prevails and, typically, the system has a single equilibrium
which is stable. When the value of m decreases, the system
exhibits a sharp transition from this simple phase portrait to
a complex one which is characterized by exponentially grow-
ing number of equilibria. More precisely, to leading order in
the limit N ≫ 1,
〈Neq〉 =


1, if m > 1,√
2(1+τ)
1−τ
eNΣeq(m) , if 0 < m < 1 ,
[7]
where
Σeq(m) =
1
2
(m2 − 1)− lnm.
Thus, as far as the total number of equilibria is concerned,
the picture that is emerging in the limit N ≫ 1 is largely
independent of τ , although the pre-exponential factor in Eq. 7
suggests that the case of pure gradient flow τ = 1 is special †.
The role of potentiality parameter τ will be revealed by
our subsequent analysis.
Stable equilibria and stable directions of unstable equilibria.
The starting point of our analysis of stability properties of
equilibria is the Kac-Rice formula for counting solutions of si-
multaneous equations. By expressing the mean value of linear
statistics of equilibria 〈L[Ψ]〉 as a random matrix average, it
brings the original counting problem into the realms of ran-
dom matrix theory, see ref. (7). If Ψ(x∗) = ψ(J∗), where
J∗ = (∂fi/∂xj) is the Jacobian matrix of the interaction field
f(x) at x = x∗, then (see Section Materials and Methods)
〈L[Ψ]〉f = µ−N 〈ψ(J) |det(−µI + J)|〉J . [8]
Here the angle brackets on the left-hand side stand for the av-
eraging over realizations of the interaction field f(x), and the
angle brackets on the right-hand side stand for the averaging
over the distribution of the Jacobian matrix J . The latter
does not depend of x because of the homogeneity of f(x).
Eq. 8 makes it possible to draw on analytic techniques
from random matrix theory and compute counting statistics
of equilibria, such as the complexity exponent Σeq(m) associ-
ated with the total number of equilibria. In this context, pow-
erful tools of Large Deviation Theory developed for matrices
with complex eigenvalues in refs. (20, 21) become especially
useful. They allow one to compute the complexity exponents
Σst and Σ
(α)
st associated with the stable and α-stable equilib-
ria:
Σst = lim
N→∞
1
N
ln〈Nst〉, Σ(α)st = lim
N→∞
1
N
ln〈N (α)st 〉 .
†
In this case the task of counting (and classifying) equilibria is equivalent to counting saddle-points,
minima and maxima of random potentials, see discussion in (7). That counting has been done
earlier by several methods (11–16), see also (17–19). Within the confines of model [1], the pure
gradient flow can be approached in the weakly non-gradient limit τ = 1 − u2/N (7).
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Fig. 1. Phase diagram of model [1]. The curve τ = τ0(m) separates the regions
of absolute and relative instability in the ‘topologically non-trivial’ phase.
One outcome of this computation is a closed form expression
for Σst in the topologically nontrivial phase:
Σst(m; τ ) = Σeq(m)− 1 + τ
2τ
(1−m)2, 0 < m < 1. [9]
As a function of parametersm and τ , the complexity exponent
Σst is positive above the curve τ = τ0(m) in the (m, τ )-plane,
τ0(m) = −1
2
(1−m)2
1−m+ lnm, 0 ≤ m ≤ 1 , [10]
and is negative below. Thus, this curve and the vertical line
m = 1 partition the parameter space of our model into three
regions, see Fig. 1. If m > 1 the nonlinear system [1] has, on
average, exactly one equilibrium and this equilibrium is stable.
This is a region of absolute stability. Ifm < 1 then the number
of stable equilibria depends on the relative strength of curl-
free and divergence-free components of the interaction field.
If τ < τ0(m) then the complexity exponent Σst is negative
and the probability that the system has at least one stable
equilibrium is exponentially small for large N . This is a region
of absolute instability: on average, equilibria are exponentially
abundant but only very rare realizations of the interaction
field yield stable equilibria. In contrast, if τ > τ0(m) then
the complexity exponent Σst is positive, so that in this region
the stable equilibria are, on average, exponentially abundant.
However, Σst < Σeq and, hence, the stable equilibria are, on
average, exponentially rare among all equilibria. This is also
reflected in the fact that if m < 1 then the probability for
an equilibrium to be stable is, in the annealed approximation,
exponentially small for N large regardless of the value of τ :
to leading order in N ,
ln p
(a)
st = −N(1 + τ )(1−m)2/(2τ ).
One can also compute in closed form the complexity ex-
ponent associated with the α-stable equilibria. The result of
this computation is that Σ
(α)
st (m,τ ) = Σeq(m) for all α ≥ 1/2
and that for all 0 ≤ α ≤ 1/2,
Σ
(α)
st (m,τ ) =
{
Σeq(m)− 1 + τ
2τ
(mα −m)2, 0 < m ≤ mα,
Σeq(m), mα ≤ m < 1,
where mα is the solution of equation
α =
1
pi
(
arccosm−m
√
1−m2
)
[11]
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Fig. 2. The graph of τ
(α)
0 (m) as function of m for α = 0, 0.1, 0.01, 0.001 and
0.0001, τ
(0)
0 (m) = τ0(m).
for m. The zero-level line of Σ
(α)
st , τ = τ
(α)
0 (m), is given by
τ
(α)
0 (m) =
(mα −m)2
−1−m2α − 2 lnm+ 2mmα , 0 ≤ m ≤ mα .
The striking feature that emerges from our analysis is the
abundance of unstable equilibria with a large proportion of
stable directions even far inside the absolute instability re-
gion. A quick inspection of Fig. 2 leads to the conclusion that
even though below the line τ = τ0(m) the probability for the
system to have at least one stable equilibrium is exponentially
small, equilibria with a large proportion of stable directions
are in abundance in this parameter range. This surprising fea-
ture can be visualized in the following way. For every point
(m,τ ) below the line τ = τ0(m) there is a unique value of
α such that the zero-level line of Σ
(α)
st passes through this
point.This mapping (m, τ ) → α defines a function α(m, τ )
which we extend into the region above the line τ = τ0(m) by
setting α(m, τ ) ≡ 0 everywhere in this region. The heat map
of α(m,τ ), the plot on the left-hand side in Fig. 3, reveals
that there is not much difference between points above and
below the critical line τ = τ0(m) apart from a small area near
τ = 0. For example, the zero-level lines of Σ
(α)
st are barely
visible (compare Fig. 2 and the plot on the left-hand side in
Fig. 3). One only recovers zero-level lines τ = τ (α)(m) from
the heat map of lnα(m, τ ), see the plot on the right-hand side
in Fig. 3.
To clarify the last point and to get a coherent understand-
ing of the arising picture of indices associated with equilibria
in our system it is helpful to consider the relative density
ν
(a)
N (α) of α-stable equilibria, see Eq. 3. This is the proba-
bility density function of instability index α in the annealed
approximation. Namely, the probability that an equilibrium
drawn at random from the entire population of equilibria will
have its instability index in the interval (α1, α2) is given by
the integral
∫ α2
α1
ν
(a)
N (α) dα in the annealed approximation. In
the limit N ≫ 1 this density can be determined in closed
form in the entire range of α ∈ [0, 1], including the leading
pre-exponential factor, see Supplementary Information. To
leading order in N ,
ν
(a)
N (α) =
1
2
√
Npi(1 + τ )
2τ (1−m2) e
−
1+τ
2
[√
N(mα−m)√
τ
]2
, [12]
where, for any given α ∈ [0, 1], mα is the (unique) solution of
Eq. 11 for m in the interval [−1, 1]. It is apparent that in the
topologically non-trivial phase m ∈ (0, 1) only equilibria with
the instability indices α in a narrow interval of width
√
τ/N
around the value αm =
1
pi
[arccosm −m√1−m2], 0 ≤ αm ≤
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Fig. 3. The heat maps of α(m, τ) (plot on the left-hand side) and lnα(m, τ) (plot
on the right-hand side).
1/2, have finite density, see Fig. 4. The equilibria with index
α > 1/2 have, on average, always exponentially vanishing
density relative to the total number of equilibria. This can be
seen by noticing that mα is negative for such values of α.
The transition from absolute stability to instability as the
system complexity increases is very sharp for N large. Indeed,
the complexity exponent Σeq(m) vanished quadratically at
m = 1, hence the width of the transition region scales as
N−
1
2 . Although our methods give no access to the entire
transition region one can probe its left tail by setting
m = 1− δ/
√
N, 1≪ δ ≪
√
N.
in Eqs 9 – 12. For example, the probability for an equilibrium
to have the number of its unstable directions κ in the interval
(γ1N
1/4, γ2N
1/4) is given, in the annealed approximation, by∫ γ2
γ1
σ(γ) dγ where to leading order in N and δ
σ(γ)=
1
N3/4
ν(a)
(
γ
N3/4
)
=
√
pi(1 + τ )
16 τδ
e
−
1+τ
2τ
[
δ− 1
2
(
3pi
2
γ
)2/3]2
,
see Supplemental Information. In particular, this means that
in the left tail of the transition region the number of unstable
directions of a typical equilibrium scales with N as N1/4. This
leads to the natural conjecture that the number of unstable
directions of typical equilibria in the entire transition region
is proportional to N1/4. In the annealed approximation this
conjecture was verified in ref (22) for the pure gradient flow.
Discussion. In this paper we extend May’s local stability anal-
ysis of large complex systems from the neighborhood of a sin-
gle equilibrium to the entire phase space of the system. The
systems which we consider are equipped with a stability feed-
back mechanism and the interaction complexity is modeled by
a random field of zero mean value which couples the degrees
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Fig. 4. Plot of the relative density of instability index of typical equilibria ν
(a)
N
(α)
for N = 625 and m = 0.9 (dotted line), m = 0.8 (dash-dotted line), m = 0.7
(dashed line) andm = 0.6 (solid line). τ = 0.8 in the plot on the left-hand side and
τ = 0.05 in the plot on the right-hand side. Note that typical equilibria have high
proportion of stable directions even when the system complexity is relatively large.
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of freedom, see Eq. 1. Our model system is, in a certain sense,
’minimal’ as it has only two control parameters, see Eq. 6.
The following picture then emerges from our analysis. For
large values of m the stability feedback mechanism prevails
and, typically, large complex systems will have only one equi-
librium which is stable. This is the regime of absolute sta-
bility. For non-gradient systems (τ < 1), as the interaction
strength increases the system undergoes a sharp transition at
the critical point m = mC = 1 from the regime of absolute
stability to the regime of absolute instability. In latter regime
the system has multiple equilibria, but the probability for the
system to have at least one stable equilibrium is exponentially
small. However, equilibria with a large proportion of stable
directions are in abundance in this regime. With the fur-
ther increase of the interaction strength, the system transits
to the regime of relative instability which is characterized by
the abundance of stable equilibria, yet the unstable equilibria
dominate. The transition point m = mB from the absolute
to relative instability depends on the relative strength of the
stability feedback mechanism and the balance between the
gradient and solenoidal components of the coupling field, see
Eq. 10, and if the coupling is divergence-free (τ = 0) then the
relative stability regime does not exists at all. If the coupling
is curl-free (τ = 1) then, as the interaction strength increases,
the system transits from the regime of absolute stability di-
rectly to the regime of relative instability.
We expect that some qualitative features revealed in the
phase portrait of the present model may be shared by other
systems of randomly coupled autonomous ODE’s with large
number of degrees of freedom, such as e.g. a model of neural
network consisting of randomly interconnected neural units
(4), or non-relaxational version of the spherical spin-glass
model (23, 24). Earlier studies, starting from the classical pa-
per (3) suggested that autonomous dynamics in the ’topologi-
cally nontrivial’ regime should be predominantly chaotic, see
(4, 25) and references therein. The absence of stable, attract-
ing equilibria certainly corroborates this conclusion, though
presence of stable periodic orbits in the phase space can not be
excluded on those grounds either. The influence of the non-
gradient component of the vector field on system dynamics
needs further clarification as well. On one hand, as we discov-
ered above any admixture of such components very efficiently
eliminates all stable equilibria when entering the ’topologi-
cally non-trivial’ regime. On the other hand, the results of the
paper (24) suggest that the influence of such non-potentialty
on long-time ’aging’ effects in dynamics of glassy-type models
is relatively benign. This may imply that the dynamical dom-
inance of exponentially abundant, though unstable equilibria
with yet extensively many stable directions may be enough for
’trapping’ the system dynamics for a long time in the vicinity
of such equilibria, thus inducing aging phenomena similar to
the gradient descent case (8, 26).
As one of main outstanding challenges one must mention
obtaining statistical characteristics of Neq and Nst beyond
their mean values. As it is known that ”quenched” and ”an-
nealed” complexity of minima may not coincide in some mod-
els of random landscapes, see e.g. (9, 15), one may expect
that such a calculation may lead to a further refinement of
the picture of transition lines presented in our paper for cer-
tain classes of random functions V (x) and Aij(x). Recent
progress in purely gradient case is encouraging, see (9, 18)
and hopefully can be extended to the general case. Apart
from that, studying dynamical equilibria in ecological models
with species-dependent relaxation rates, or structured inter-
species interactions (27), and investigating similar questions
in other related models with non-gradient dynamics, see e.g.
(28–30) looks promising.
In the next Section we will outline our methods. Whilst
in the purely gradient case 〈N (α)st 〉, the expected value of the
number of α-stable equilibria, can be related to the probability
distribution of the (αN+1)-st top eigenvalue of the Gaussian
Orthogonal Ensemble paving way to a precise and mathemati-
cally rigorous asymptotic analysis of 〈N (α)st 〉, we are not aware
of an analogous relation for the non-gradient systems (τ < 1).
In fact, the probability distribution of the (αN +1)-st largest
real part of eigenvalues of real random matrices is unknown,
even for α = 0 and finding it presents a very challenging and
highly nontrivial mathematical problem. Our approach in the
non-gradient case utilizes theory of large deviations for eigen-
values of random matrices. Once consequence of this is that
with the exception of the density of unstable directions ν
(a)
N (α)
we can only obtain the complexity exponents but not the pre-
exponential factors (and hence cannot access the transition
region around the instability threshold at m = 1). Another
is that the probability of large deviations of the (αN + 1)-st
largest real part of eigenvalues is unknown at the required
precision level and is left conjectured. Validating this con-
jecture and giving full mathematical justification of our for-
mal asymptotic analysis remains an outstanding probabilistic
problem.
Materials and Methods
Our analysis of stability of equilibria in model [1] is based on a Kac-
Rice integral representation of the average value of linear statistics
of equilibria in terms of a random matrix average [8] and a subse-
quent use of random matrix techniques. Technical details of our
calculations can be found in Supplemental Information. Here we
focus on the main ideas and the assumptions we have used.
Suppose the test function Ψ in Eq. 8 is given by Ψ(x) = ψ(J(x))
where J(x) = (Jij) is the Jacobian of the interaction field f(x).
Then applying the Kac-Rice formula, see, e.g., refs (31) and (32),
〈L[Ψ]〉f =
∫
RN
〈
ψ(Jij)| det(Jij − µδij )|
∏
j
δ(fj (x)− µxj)
〉
f
dx .
Under our assumptions on the law of distribution of f(x), the inte-
grand factorizes into the product of 〈ψ(Jij )| det(Jij − µδij)|〉f and
〈
∏
j
δ(fj (x)−µxj)〉f , and the integral can easily be evaluated, see
ref. (7). Since the matrix-valued field J(x) is homogenous, the first
factor is independent of x, and the second factor, when integrated
over x, yields 1/µN , hence Eq. 8 which gives 〈L[Ψ]〉f in terms of a
random matrix average.
The underlying random matrix distribution can be found by
differentiating Eqs 4–5. This gives the the covariance function of
the matrix entries of J , and since J is Gaussian, also its distribution.
The result of this calculation is that to leading order in N ,
J
d
= σ
√
N(X − ξI) (N ≫ 1)
where σ = 2
√
v2 + a2 and the matrix X and scalar ξ are indepen-
dent Gaussians. The scalar ξ has mean value zero and variance
τ/N and the matrix distribution of X is given by
〈Xij 〉 = 0, 〈XijXnm〉 = N−1(δinδjm + τδjnδim) ,
The ensemble of matrices X interpolates between the Gaussian
Orthogonal Ensemble of real symmetric matrices (τ = 1) and real
Ginibre ensemble of fully asymmetric matrices (τ = 0) and is known
as the real elliptic ensemble, see refs (33, 34) for details.
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Thus, to leading order in the limit N ≫ 1,
〈L[Ψ]〉f = m−N 〈ψ(σ
√
N(X − ξI))|det(X − (ξ +m)I)|〉X,ξ , [13]
where the average on the right-hand side is over ξ and X. By
setting here ψ = Θ(µ−xmax(J)) in Eq. 13 one obtains the average
number of stable equilibria:
〈Nst〉= 1
mN
∫
∞
−∞
DN (x) e−
N(x−m)2
2τ
dx√
2piτ/N
[14]
with DN (x) =〈Θ(x − xmax) |det(X − xI)|〉X , where xmax is the
largest real part of the eigenvalues of X. The Elliptic Law, see
refs (35, 36) asserts that in the limitN ≫ 1 the eigenvalues of X are
uniformly distributed in the domain x2/(1 + τ)2+ y2/(1 − τ)2 ≤ 1
in the complex plane z = x+ iy. Correspondingly, the asymptotic
behavior of DN (x) will depend on position of x relative to this
elliptic domain.
If x > 1 + τ then typical realizations of X will have all of
its eigenvalues located left to the vertical line Re z = x and the
constraint xmax < x in the definition of DN (x) is not satisfied only
in a rare event. It can be shown, see Supplemental Information,
that the probability of such an event is exponentially small, and,
consequently, to leading order in N ,
lnDN (x) = ln〈|det (X − xI)|〉X = NΦ(x; dµeq), x > 1+ τ. [15]
Here, dµeq is the limiting elliptic eigenvalue distribution of X and
Φ(x; dµeq) its log-potential,
Φ(x; dµ) =
∫
ln |z − x| dµ(z) .
If x < 1+ τ then in this case, typical realizations of X will have
a macroscopic number of eigenvalues located right of the vertical
line Re z = x and only in very rare realizations of X the condition
xmax < x is satisfied. It follows from large deviation theory for
random matrices that in the limit N ≫ 1 all such realizations have
the same eigenvalue distribution dµx which is the minimizer of the
large deviation rate functional
Jτ [dµ] = 1
2
∫
C
[
(Re z)2
1 + τ
+
(Im z)2
1− τ
]
dµ(z) [16]
−1
2
∫
C
∫
C
log |z − w| dµ(z)dµ(w) − 3
8
on the set of all probability distributions in complex plane whose
support lies left of the vertical line Re z = x and which are sym-
metric with respect to reflection in the real line. Also, to leading
order,
lnPr(xmax < x) = −N2Kτ (x), Kτ (x) = Jτ [dµx] . [17]
Correspondingly, see Supplemental Information, DN (x) factorizes:
DN (x) = eNΦ(x;dµx)+o(N) Pr{xmax < x}, x < 1 + τ . [18]
Determining the minimizer µx of the large deviations rate func-
tional in closed form is a highly nontrivial exercise in potential
theory, which, at present, is only solved in the special case τ = 1
(37, 38), and is partly characterized for τ = 0 in (39). Fortunately,
for our purposes, the exact form of the minimizer µx is not needed,
apart from the following continuity property of the log-potential:
lim
x→1+τ−0
Φ(x; dµx) = lim
x→1+τ+0
Φ(x; dµeq) . [19]
Eqs 15 – 18 suggest that the integral in Eq. 14 can be asymp-
totically evaluated for N ≫ 1 by the Laplace method. Such an
evaluation is indeed possible, and it leads to Eq. 9, but it involves
a subtle step which we should mention here, for details see Supple-
mental Information. It can be shown that the main contribution to
this integral is coming from a small neighborhood of x = 1+τ . But
then, since Kτ (x) vanishes as x approaches 1 + τ , next-to-leading
order corrections to Eq. 17 cannot be ignored. In other words, for
our goal of evaluating the integral in Eq. 14 the precision of Eq. 17
is not sufficient. What is actually needed is a sharper large de-
viation principle which includes the next sub-leading term in the
exponential. We conjecture that this term is of order N :
Pr{xmax < x} = e−N2Kτ (x)−NTτ (x)+o(N) , x < 1 + τ. [20]
Our conjecture is based on a similar sharper large deviation princi-
ple for the largest eigenvalue of Gaussian Hermitian and real sym-
metric matrices in the framework of a powerful, albeit heuristic
version of the Large Deviation Theory for random matrices known
as the ’Coulomb gas’ method, see calculations in, e.g., ref. (40) and,
closer to our context, in Appendix C of ref. (13). Although similar
heuristic justifications for the validity of Eq. 20 can be provided
for our case as well, a rigorous verification of such sharp large devi-
ation principle is an open challenging problem, for a related work
see ref. (41).
The average number of α-stable equilibria, 〈N (α)st 〉, and the den-
sity of the number of unstable directions, ν
(a)
N
(α), is evaluated along
similar lines, for details see Supplemental Information.
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SUPPLEMENTARY INFORMATION
Counting equilibria in large complex systems by instability index.
Ge´rard Ben Arous, Yan V Fyodorov, and Boris A Khoruzhenko
1 Introduction
These notes provide details of our calculation of 〈Nst〉 and 〈N (α)st 〉, the average numbers of stable and α-stable
equilibria, in the ‘minimal’ nonlinear model for large complex systems,
x˙ = −µx+ f(x), x ∈ RN , µ > 0 , (1)
and, also, the relative density of α-stable equilibria,
ν
(a)
N (α) =
1
〈Neq〉
d
dα
〈N (α)st 〉 . (2)
The interaction field f(x) is a zero mean homogeneous isotropic Gaussian random field with smooth realisa-
tions. The ‘minimal’ nonlinear model has two control parameters: the scaled relaxation strength m,
m =
µ
2
√
N(v2 + a2)
and the non-potentiality parameter τ ∈ [0, 1],
τ =
v2
a2 + v2
,
see Section Model Assumptions for the definitions of parameters a and v. In the context of large complex
systems, the parameter m eventually reflects the complexity of the system’s phase portrait: the lower is the
value of m the more complex is the system’s phase portrait due to presence of large number of different
equilibria. As to the parameter τ , it mainly controls the balance between longitudinal and transversal
components of the interaction field. If τ = 1 then f(x) is curl free and if τ = 0 then f(x) is divergence free.
The value m = 1 is the instability threshold in the model, see ref. [1]. If m > 1 then in the limit N ≫ 1
the nonlinear system Eq. 1 has on average only one equilibrium which is stable. In contrast, if m < 1 then,
on average, the system has exponentially many equilibria and its phase space is topologically non-trivial. In
these notes, unless explicitly stated otherwise, we always assume
0 < m < 1 , 0 ≤ τ < 1 .
The boundary case of τ = 1 corresponds to purely gradient descent dynamics. In this case −µx + f(x) =
∇L(x) for some Lyapunov function L(x) and counting stable equilibria is equivalent to counting local minima
on the surface of L(x) which was performed previously using a variety of different methods. Although in
our setup the case of τ = 1 is singular, see Eq. 6, with suitable modifications our calculation goes through
in this case too and reproduces the expressions for 〈Nst〉 and 〈N (α)st 〉 obtained in [2, 3, 4, 5]. However, in
1
the interest of uniformity of the presentation we avoid here the singular case restricting ourselves to the
parameter range 0 ≤ τ < 1.
The emphasis in these notes is more on computation rather than on trying to provide full mathematical
justification for each step of our calculations. In some places, a different approach can be used to arrive at
the same result which is more mathematically rigorous but less intuitive, e.g., Eq. 44 in Section 2, in some
places tedious calculations can fill the gap, e.g., dealing with the log-singularities in Section 5 and in some
places the required results are left conjectured, e.g., finding the next-order corrections in the large deviation
principle for the empirical eigenvalue counting measure, Section 6. Validating this conjectures and giving full
mathematical justification of our formal asymptotic analysis remains an outstanding probabilistic problem.
Throughout these notes we shall use the notation xmax(J) to denote the largest real part of the eigenvalues
of matrix J and Θ(x) will stand for the Heaviside step function,
Θ(x) =
{
1, if x > 0,
0, if x < 0.
(3)
Both counting functions Nst and N (α)st are examples of linear statistics of equilibria
L[ψ] =
∑
x∗
ψ(J∗) .
Here, the sum is over all equilibria of Eq. 1 and ψ is a test function of matrix argument. The notation J∗
stands for the Jacobian matrix of the interaction field f(x) at equilibrium x∗,
J∗ =
(
∂fj
∂xk
)∣∣∣∣
x=x∗
.
Choosing the test function in the form ψst(J) = Θ(µ− xmax(J)), one obtains L[ψst] = Nst and if
ψ
(α)
st (J) = Θ
(
α−
∫ +∞
µ
dx
∫ +∞
−∞
dy ρ(x, y; J)
)
, ρ(x, y; J) =
1
N
N∑
j=1
δ(x − Re zj(J))δ(y − Im zj(J))
were zj(J) are the eigenvalues of J , then L[ψ
(α
st ] = N (α)st .
The equilibria of Eq.1 are defined as roots of the equation 0 = −µx+f(x). An application of the Kac-Rice
formula for counting zeros of random functions then yields the expected value of linear statistics of equilibria
in terms of a random matrix average:
〈L[ψ]〉f = µ−N 〈ψ(J) |det(−µI + J)|〉J . (4)
Here, the angle brackets on the left-hand side stand for averaging over realisations of the interaction field
f(x), and the angle brackets on the right-hand side stand for averaging over the distribution of the Jacobian
matrix J = (∂fj/∂xk). The latter does not depend of x because of the homogenuity of f(x). An outline
of our derivation of Eq. 4 is given in Section Materials and Methods and technical details can be found in
ref. [1].
The probability distribution of the Jacobian matrix J can be found by differentiating the covariance
function of the random field f(x). The result of this calculation is that to leading order in N ,
J
d
=σ
√
N(X − ξI) (N ≫ 1) (5)
2
where σ = 2
√
v2 + a2 and the matrix X and scalar ξ are independent Gaussians. The scalar ξ has mean
value zero and variance τ/N and the matrix entires of X have zero mean and covariance
〈XijXnm〉 = N−1(δinδjm + τδjnδim) ,
This ensemble of random matrices interpolates between the Gaussian Orthogonal Ensemble of real symmetric
matrices (τ = 1) and real Ginibre ensemble of fully asymmetric matrices (τ = 0) and is known as the real
elliptic ensemble (rGin(τ,N)), see refs [6, 7] for details. Alternatively, the real elliptic ensemble can be
defined by the probability (ensemble) distribution dP (X) = P(X)∏Ni,j=1 dXij on the space of real N × N
matrices with density
P(X) ∝ exp

− N
2(1− τ2)
N∑
j,k=1
(X2jk − τXjkXkj)

 = exp [− N
2(1− τ2) Tr(X X
T − τX2)
]
. (6)
Eqs 4 – 5 imply that to leading order
〈L[ψ]〉f = m−N 〈ψ(σ
√
N(X − ξI))| det(X − (ξ +m)I)|〉X,ξ , (7)
where the average on the right-hand side is over ξ and X . By setting here ψ = ψst one obtains, after some
straightforward manipulations, the average number of stable equilibria. To leading order in N ,
〈Nst〉 = 1
mN
∫ ∞
−∞
DN (x) e
−N(x−m)22τ√
2piτ/N
dx , where DN (x) =
〈
Θ(x− xmax(X)) |det(X − xI)|
〉
X
. (8)
Similarly, by setting ψ = ψ
(α)
st in Eq. 7 one obtains
〈N (α)st 〉 = 1mN
∫ ∞
−∞
D(α)N (x)
e−
N(x−m)2
2τ√
2piτ/N
dx ,whereD(α)N (x)=
〈
Θ
(
α−
∫ +∞
x
dt
∫ +∞
−∞
ds ρN (t, s;X)
)
|det(X − xI)|
〉
X
.
(9)
If α = 0 then a quick reflection on the expression for D(α)N above leads to the conclusion that in this case
D(α)N = DN . In fact, D(α)N can be written in such a way where this relation is apparent. To this end, let us
order the eigenvalues z1, . . . , zN of X by their real parts x1, . . . , xN so that
1
xmax = x1 ≥ x2 ≥ x3 ≥ . . . ≥ xN .
Then
D(α)N (x) =
〈
Θ(x− xαN+1(X)) | det(X − xI)|
〉
X
, (10)
and it is obvious that D(0)N (x) = DN (x). The function D(α)N (x) can be written in yet another useful form.
First, we need to introduce more notations.
Throughout these notes we will use the notation dµN (z) to denote the empirical eigenvalue distribution
of N ×N matrix X in the complex plane z = x+ iy,
dµN (z) = ρN (x, y)dxdy , ρN (x, y) =
1
N
N∑
j=1
δ(x− xj)δ(y − yj), (11)
1In the real elliptic ensemble, with probability one all eigenvalues are distinct and, therefore, this labelling (ordering)
arrangement is consistent.
3
where zj = xj + iyj, j = 1, . . . , N , are the eigenvalues of X . Then if Hx is the complex half-plane on the
right of the vertical line Re z = x,
Hx = {z ∈ C : Re z ≥ x} ,
then ∫ +∞
x
dt
∫ +∞
−∞
ds ρN (t, s) =
∫
Hx
dµN (z) = µN (Hx) .
In these notations,
D(α)N (x) =
〈
Θ(α− µN (Hx) | det(X − xI)|
〉
X
. (12)
For the purpose of our derivations, it is convenient to write the random matrix averages in Eqs 8–12 in terms
of the empirical eigenvalue distribution of X and its log-potential Φ(x; dµ),
Φ(x;µ) =
∫
C
ln |x− w|dµ(w) =
∫ +∞
−∞
∫ +∞
−∞
ln |x− (s+ it)| ρ(s, t) dsdt . (13)
We have
DN (x) =
〈
Θ
(
x− xmax(X)
)
eNΦ(x;µN )
〉
X
(14)
and
D(α)N (x) =
〈
Θ
(
α− µN (Hx)
)
eNΦ(x;µN )
〉
X
. (15)
Although the empirical eigenvalue distribution dµN (z) depends on the realization of X , the Elliptic Law,
see refs [8, 9] , asserts that dµN (z) converges to a non-random distribution dµeq(z) in the limit N ≫ 1,
dµeq(z) = ρeq(x, y)dxdy, ρeq(x, y) =
{
1
pi(1−τ2) , if
x2
(1+τ)2 +
y2
(1−τ)2 ≤ 1 ,
0, otherwise.
(16)
In other words, the Elliptic Law asserts that in the limit N ≫ 1 the empirical eigenvalue distribution dµN
in the real elliptic ensemble is, for typical realizations of X , close to dµeq and one expects that xmax is close
to 1 + τ . For the purpose of our derivations we need a handle on the probability of large deviations of xmax
from 1 + τ and µN from the Elliptic Law. This is developed in Sections 2 and 3.
2 Right tail of the probability distribution of xmax in the real el-
liptic ensemble
Consider N ×N matrices X drawn from the real elliptic ensemble [6] in the limit N ≫ 1. To leading order,
the eigenvalues of X are uniformly distributed in the elliptic domain
x2
(1 + τ)2
+
y2
(1− τ)2 ≤ 1.
Note that x = 1 + τ is the right-most point of the limiting elliptic eigenvalue distribution. Therefore, if
x > 1 + τ then the probability to find an eigenvalue of X to the right of the vertical line Re z > x must be
small for N large. In this section we quantify this statement following a method of Forrester who addressed
a similar question for Hermitian matrices in ref. [10]. This method exploits asymptotic independence of
eigenvalues on the global scale which holds generically for random matrix ensembles. One manifestation of
the asymptotic independence is the factorization of the eigenvalue correlation functions
Rk(z1, z2, . . . , zk) =
N !
(N − k)!
∫
P (z1, . . . , zN)
N∏
j=k+1
d2zj ,
4
where P (z1, . . . , zN) is the joint probability density of eigenvalues. Namely, if the values of zj, j = 1, . . . , k,
are all distinct then the eigenvalue correlation functions asymptotically factorize2:
Rk(z1, z2, . . . , zk) ∼
k∏
j=1
R1(zj) (N ≫ 1) . (17)
The one-point correlation function R1(z) is proportional to the mean density of the eigenvalue distribution
[11],
R1(z) = N 〈ρN (x, y)〉X ,
so that integrating R1(z) over a domain D in the complex plane yields the average number of eigenvalues of
X in this domain.
Denote the probability density function of xmax(X) by pN (x), so that
Pr{xmax > x} =
∫ +∞
x
pN (x)dx . (18)
Eq. 17 can be used to approximate pN (x) for every x > 1 + τ in terms of of an integral of R1(z) over Im z.
As in the real elliptic ensemble R1(z) is known in closed form for every finite N , see ref. [6], this gives a
handle on an asymptotic evaluation of Pr{xmax > x} for x > 1 + τ which is our goal in this section.
Following Forrester, consider EN (x) = Pr {xmax(X) ≤ x}. This is the probability for matrix X to have
no eigenvalues to the right of the vertical line Re z = x. Therefore,
EN (x) =
〈 N∏
j=1
Θ(x− xj)
〉
X
, (19)
where xj are the real parts of the eigenvalues of X , xj = Re zj, and Θ(x) is the step function, Eq. 3. By
making use of the identity Θ(x) = 1−Θ(−x), one can expand the product on the right-hand side in Eq. 19
in powers of Θ,
N∏
j=1
Θ(x− xj) =
N∏
i=1
(
1−Θ(xi − x)
)
= 1−
N∑
i=1
Θ(xi − x) +
N∑
i6=j
Θ(xi − x)Θ(xj − x)− . . . .
The k-th term in this expansion involves k-tuples of eigenvalues and, therefore, its average over the realiza-
tions of X is expressed in terms of the k-point eigenvalue correlation function:
EN (x) = 1−
∫
C
Θ(x1 − x) R1(z1)d2z1 + 1
2!
∫
C
∫
C
Θ(x1 − x)Θ(x2 − x)R2(z1, z2) d2z1d2z2 + . . . . (20)
We note that in the real elliptic ensemble the mean density of eigenvalues vanishes exponentially fast in the
limit N ≫ 1 outside the support of the limiting elliptic eigenvalue distribution. We will verify this fact later,
see Propositions 2.1 and 2.2. Consequently, for each x > 1 + τ ,∫
C
Θ(x1 − x) R1(z1)d2z1 ≪ 1 (N ≫ 1) .
2Nontrivial correlations between eigenvalues in the real elliptic ensemble arise on the local scale when |zi− zj | ∝ 1/
√
N , see
e.g., refs [6] and [7].
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Now, setting aside mathematical subtleties related to estimation of the next order correction terms in Eq. 17,
the factorization of the eigenvalue correlation functions implies that the terms containing higher order cor-
relation functions in Eq. 20 are significantly smaller than the term containing R1(z). Therefore,
EN (x) ∼ 1−
∫
C
Θ(x1 − x) R1(z1)d2z1 = 1−N
∫ ∞
x
∫ ∞
−∞
〈ρN (x1, y1)〉X dx1dy1 (N ≫ 1, x > 1 + τ)
and, hence,
pN (x) ∼ N
∫ ∞
−∞
〈ρN(x, y)〉X dy (N ≫ 1, x > 1 + τ). (21)
In the real elliptic ensemble, the probability for matrix to have at least one real eigenvalue is non-zero
and the mean density of eigenvalues is given by two contributions arising from the densities of complex
(non-real) and real eigenvalues:
〈ρN (x, y)〉X = 〈ρ(c)N (x, y)〉X + δ(y)〈ρ(r)N (x)〉X . (22)
Correspondingly, we define two functions:
p
(c)
N (x) = N
∫ ∞
−∞
〈ρ(c)N (x, y)〉Xdy (23)
and
p
(r)
N (x) = N〈ρ(r)N (x)〉X . (24)
The function p
(r)
N (x) is the mean density of real eigenvalues. By integrating p
(r)
N (x) over an interval of the
real line one obtains the expected number of real eigenvalues of X in this interval. And p
(c)
N (x) is the density
of real parts of complex (non-real) eigenvalues. By integrating p
(c)
N (x) over an interval of the real line one
obtains the expected number of non-real eigenvalues whose projections on the real line fall into this interval.
Eq. 21 implies that
pN (x) =
d
dx
Pr{xmax ≤ x} ∼ p(c)N (x) + p(r)N (x) (N ≫ 1, x > 1 + τ), (25)
and the problem of estimating the probability of large deviations Pr{xmax > 1 + τ} is reduced to the
asymptotic evaluation of the density of real eigenvalues and the density of real parts of complex eigenvalues
in the large deviation region x > 1 + τ . Such asymptotic evaluation is possible due to the availability of
closed form expressions for 〈ρ(c)N (x, y)〉X and 〈ρ(r)N (x)〉X in terms of Hermite polynomials, see ref. [6]. These
can be used to obtain p
(c)
N (x) and p
(r)
N (x) in the limit N ≫ 1 in the entire range of values of x: in the
bulk (inside the elliptic domain of the limiting eigenvalue distribution ), in the transition regions around the
far-left and far-right points of the elliptic domain, and in the tails of the eigenvalue distribution (outside the
elliptic domain). These results have independent interest and are summarized in Propositions 2.1 and 2.2
below.
In the bulk and in the transition region around the spectral edge the mean density of real eigenvalues
p
(r)
N (x) was obtained in ref. [6] and in the large deviation regime x > 1 + τ this density was obtained in
ref. [1]3. For completeness we summarize these results in the proposition below.
Proposition 2.1 In the limit N ≫ 1:
3Unfortunately, the corresponding expressions (24)-(25) presented in [1] contained several misprints, in particular the con-
stant term in (28) was missing and the spurious factor
√
τ appeared under the last logarithm, though the correct expressions
as presented in Eqs 27–28 here were used for actual calculations. The correct formulas Eqs 27,28 appeared in ref. [11].
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(a) For every |x| < 1 + τ ,
p
(r)
N (x) ∼
√
N
2pi(1− τ2) .
(b) For every x > 1 + τ ,
p
(r)
N (x) ∼ Q(r)N (x)e−NΨ
(r)(x) , (26)
where
Q
(r)
N (x) =
√
N
2pi(1 + τ)
1√
x2 − 4τ (x+√x2 − 4τ ) , (27)
Ψ(r)(x) = −1
2
+
x2
2(1 + τ)
− 1
8τ
(
x−
√
x2 − 4τ
)2
− ln x+
√
x2 − 4τ
2
. (28)
(c) For every fixed real δ,
p
(r)
N
(
(1 + τ)
(
1 +
δ√
N
)) ∼ 1
2
√
N
2pi(1− τ2)
(
1− erf(δτ
√
2) +
1√
2
e−δ
2
τ
(
1 + erf(δτ )
))
(29)
where erf(δ) = 2√
pi
∫ δ
0 e
−t2dt is the error function and
δτ = δ
√
1 + τ
1− τ .
One can verify that the asymptotic law of the density of real eigenvalues in the transition region inter-
polates between the flat density of real eigenvalues in the bulk and the exponentially small density in the
tail of the distribution of real eigenvalues. Indeed, in the limit δ ≪ −1 the right-hand side in Eq. 29 is
asymptotically equal to
√
N/(2pi(1− τ2)), matching the expression for p(r)N (x) in the bulk. In the opposite
limit δ ≫ 1, the right hand side of Eq. 29 is asymptotically equal to √N/(4pi(1− τ2)) e−δ2τ . This is the
same asymptotic law that one obtains on replacing x in Eqs 27–28 by (1 + τ)
(
1 + δ√
N
)
and expanding the
right-hand side of Eq. 26 in the limit δ ≪ 1.
Now, we turn our attention to the density 〈ρ(c)N (x, y)〉X of complex (non-real) eigenvalues. To the best of
our knowledge this density has not been analyzed yet in the large deviation regime x > 1 + τ . As we need
it to evaluate the integrated version of this density, Eq. (23), we provide a brief outline of such an analysis
below.
Let ψ
(τ)
k (z) = e
− z22(1+τ) h(τ)k (z) where h
(τ)
k (z), k = 0, 1, , 2 . . . , are the rescaled Hermite polynomials
h
(τ)
k (z) =
1√
pi
∫ ∞
−∞
e−t
2
(
z ± it
√
2τ
)k
dt =
(±i√N)k√
pi
√
N
2τ
∫ ∞
−∞
e−
N
2τ (u±iz)2uk du ,
and
S(c)τ (x, y) =
1
2(1 + τ)
√
2pi
N−2∑
j=0
ψ
(τ)
j+1(z)ψ
(τ)
j (z)− ψ(τ)j (z)ψ(τ)j+1(z)
j!
.
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Then, assuming N is even, (see Eq. 6.2 in ref. [6])
〈ρ(c)N (x, y)〉 = 2i sign(y) erfc
(√
2
1− τ2 |y|
√
N
)
S(c)τ (x, y).
By manipulating the integral representation for h
(τ)
k (z), one obtains
S(c)τ (x, y) = i
(
N
2pi
)3/2
1√
2 τ(1 + τ)
I
(c)
N (x, y) (30)
with
I
(c)
N (x, y) =
∫ +∞
−∞
dp p
∫ +∞
−∞
dq e−N(Ay(p)+Bx(q))
Γ
(
N − 1, N2 (p2 − q2)
)
Γ(N − 1) (31)
where
Ay(p) =
1− τ
2τ
p2 +
p
√
2
τ
y, Bx(q) =
1 + τ
2τ
q2 +
iq
√
2
τ
x ,
and Γ (N, a) is the incomplete Gamma function,
Γ(N, a) =
∫ ∞
a
e−t tN−1 dt = Γ(N) e−a
N−1∑
k=0
ak
k!
. (32)
This function is well known to have the following limiting behaviour:
lim
N→∞
Γ (N − 1, Na)
Γ(N − 1) =


1, if 0 ≤ a < 1,
1
2 , if a = 1,
0, if a > 1 ,
(33)
and, moreover, in the transition region around a = 1,
lim
N→∞
Γ(N − 1, N(1 + αN−1/2))
Γ(N − 1) =
1√
2pi
∫ ∞
α
e−
v2
2 dv . (34)
In particular, evaluating the integrals in Eq. 31 by the saddle-point method, taking Eq. 33 into account, and
using the asymptotic relation
erfc
(√
2
1− τ2 |y|
√
N
)
∼
√
1− τ2
2piN
1
|y|e
− 2
1−τ2Ny
2
(N ≫ 1) (35)
one immediately reproduces the elliptic law of Eq. 16 for the limiting density limN→∞〈ρ(c)N (x, y)〉. Finer
details of the distribution of the non-real eigenvalues of X , like the density profile in the transition region
around the elliptic boundary of the eigenvalue distribution can be obtained using Eq. 34.
Eqs 30–31 come in handy for asymptotic analysis of the integrated density of complex eigenvalues p
(c)
N (x),
Eq. 23.
Proposition 2.2 In the limit N ≫ 1:
(a) For every |x| < 1 + τ ,
p
(c)
N (x) ∼
2N
pi1 + τ
√
1− x
2
1 + τ2
. (36)
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(b) For every x > 1 + τ ,
p
(r)
N (x) ∼ Q(c)N (x)e−NΨ
(c)(x) , (37)
where Ψ(c)(x) = 2Ψ(r)(x) and
Q
(c)
N (x) =
√
N
2(1 + τ)
b2(x)
pi (1− b(x))3/2 (1− τb(x))1/2
, b(x) =
(
x−√x2 − 4τ
2τ
)2
.
(c) For every fixed real δ,
p
(c)
N
(
1 + τ
(
1 +
δ√
N
)) ∼ 21/2N3/4
pi3/2
1√
1− τ2
∫ ∞
0
e−
1
2
1+τ
1−τ (q+2δ)
2√
q dq . (38)
Proof. The integration over y in Eq. 23 can be performed by making use of the asymptotic relation
Eq. 35. This yields
p
(c)
N (x) ∼
N3/2eN
x2
τ(1+τ)
pi3/2
√
τ(1 + τ)
∫ ∞
−∞
dq e
−N
(
q2 1+τ2τ +i
√
2xq
τ
)
1
Γ(N − 1)
∫ ∞
0
dpΓ
(
N − 1, N
2
(
p2 − q2)) . (39)
On performing integration by parts in the p-integral, one transforms the right-hand side into a form suitable
for saddle point analysis,
p
(c)
N (x) ∼
2N3/2
(
N
2
)N−1
eN
x2
τ(1+τ)
pi3/2
√
τ(1 + τ)(N − 2)!
∫ ∞
−∞
dq
∫ ∞
0
dp p2
(p2 − q2)2 e
−N
(
q2
2τ+i
√
2xq
τ
)
−N
(
p2
2 −ln p
2−q2
2
)
. (40)
Expectedly, the asymptotic behavior of the integrated density p
(c)
N (x) is controlled by the ratio
|x|
1+τ . If|x| < 1 + τ then the integrals in p and q in Eq. 40 are dominated by the saddle point at
q = q∗ = −i
√
2x
1 + τ
, p = p∗ =
√
2
[
1− x
2
(1 + τ)2
]
,
and the saddle-point analysis yields Eq. 36. Not surprisingly, this semicircular density can also be obtained by
integrating the limiting elliptic eigenvalue distribution, see Eq. 16, over y, the imaginary part of eigenvalues.
If x > 1 + τ then the integral in p in Eq. (40) is dominated by the neighborhood of p = 0, the lower
boundary of the interval of integration, whereas the integral in q is dominated by the saddle-point at q = q∗ =
− i√
2
(
x+
√
x2 − 4τ). Applying the saddle-point method, one obtains, after a lengthy but straightforward
computation Eq. 37.
The asymptotic relation Eq. 38 can be obtained from Eq. 39. On changing variables of integration in the
latter to
u = N1/2
(√
1 + τ
τ
q + i
x
√
2√
τ(1 + τ)
)
, w = pN1/4 ,
one arrives at
p
(c)
N (x) ∼
√
2N3/4
pi(1 + τ)Γ(N − 1)
∫ ∞
−∞
du√
2pi
e−
u2
2
∫ ∞
0
dw Γ
(
N − 1, N
[
x2
(1 + τ)2
+
β√
N
+O(N−1)
])
,
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where β = w
2
2 + i u x
√
2τ
(1+τ)3 . Now, one can substitute here
x
1+τ = 1+
δ√
N
, x
2
(1+τ)2 = 1+
2δ√
N
+O(N−1) and
employ Eq. 34 with α = w
2
2 + 2δ + iu
√
2τ
1+τ for extracting the leading asymptotic term of the incomplete
gamma function in the limit N ≫ 1. Further, by making use of integration by parts in w, one can evaluate
the integral in u in closed form to arrive, after simple manipulations, at Eq. 38. 
We would like to note that when δ runs from −∞ to +∞ the function
p˜
(c)
N (δ) = p
(c)
N
(
1 + τ
(
1 +
δ√
N
))
provides a smooth crossover from the semicircular density in ’bulk’, Eq. 36, to the exponential decay in
the right tail of the distribution of real line projections of complex eigenvalues outside the limiting ellipse,
Eq. 37. Indeed, by rescaling q → |δ|q one can easily find the asymptotics of p˜(c)N (δ) in the limits δ → ±∞:
p˜
(c)
N (δ) ∼
N3/4(1 − τ)
4pi(1 + τ)2
δ−3/2e−2
1+τ
1−τ δ
2
, δ → +∞, (41)
p˜
(c)
N (δ) ∼
23/2N3/4
pi(1 + τ)
|δ|1/2 , δ → −∞ . (42)
It is easy to check that (42) perfectly matches the semicircular density (36). To see this, substitute x/(1+τ) =
1 − |δ|√
N
in (36) and expand. Similar, but a lengthier calculation shows that (41) perfectly matches both
exponential and pre-exponential terms in Eq. (37) on replacing x/(1 + τ) = 1 + δ√
N
and expanding.
With Eqs 26 and 37 in hand, the probability density function pN (x) of xmax now follows from Eq. 25.
Since the rate of decay for the density of real parts of complex eigenvalues is twice the one for the density
of real eigenvalues, the former gives no contribution in the leading order and
pN (x) ∼ Q(r)N (x)e−NΨ
(r)(x) (N ≫ 1, x > 1 + τ) (43)
where the pre-exponential factor Q
(r)
N (x) and the large deviation rate function Ψ
(r)(x) are given in Eqs 27–
28. Since Ψ(r)(x) is an increasing function of x, the integral in Eq. 18 will be dominated by the neighborhood
of the lower boundary of the interval of integration, and we obtain the desired large deviation principle for
xmax:
Pr{xmax > x} = e−NΨ(r)(x)+o(N) (N ≫ 1, x > 1 + τ). (44)
3 Large Deviation Principle for the eigenvalue counting measure
in the real elliptic ensemble
In this section we find the probability of large deviations of the eigenvalue counting measure µN , Eq. 11,
from the Elliptic Law µeq, Eq. 16. Although the large deviation principle for the complex elliptic ensemble
was established in [12], it is not immediately obvious to us how to extend this result to the real elliptic
ensemble. This is because the finite-N structure of the eigenvalue distribution for real matrices differs from
that in the complex case (real matrices have a non-zero density of real eigenvalues). Instead, we extend the
large deviation principle for the real Ginibre ensemble (τ = 0) of ref. [13] to the elliptic case (0 < τ < 1).
The real Ginibre ensemble is defined on the space of real N × N matrices by the probability measure
with the density
Pα(Z) = 1ZN (α)e
−αN2 TrZ ZT (α > 0) ,
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where ZN (α) is the normalization constant. The matrix entries of Z are independent identically distributed
real Gaussians with mean value zero and variance
√
αN > 0. Ben Arous and Zeitouni proved in ref. [13] that
the normalized eigenvalue counting measure µN associated with matrices Z obeys a large deviation principle
with speed N2 and rate functional
Jα[µ] = α
2
∫
C
|z|2 dµ(z)− 1
2
∫
C
∫
C
ln |z − w| dµ(z) dµ(w) − 3
8
α2 .
Loosely speaking, this means that if B is a subset of Ps(C), the set of all probability measures on C which
are symmetric with respect to the operation of reflection in the real axis, then
Pr{µN ∈ B} ≈ exp
{
−N2 inf
µ∈B
Jα[µ]
}
, (45)
where the symbol ≈ stands for asymptotic equality ignoring both the pre-exponential multiplicative terms
and sub-leading additive terms in the exponential.
The rate functional Jα[µ] is strictly convex on Ps(C) and its unique global minimizer is the Circular
Law, the uniform distribution on the disk of radius
√
α. In this context, in order to understand the likely
distribution of eigenvalues of Z conditioned by a rare event, e.g., “ all eigenvalues lie to the left of the line
Re z = x, x <
√
α”, it will be enough to find the minimizer of Jα on such an event.
The large deviation principle (45) can be extended to the elliptic case by means of the Laplace-Varadhan
theorem from large deviations theory, see ref. [14], and, also, ref. [15] for a useful informal account. This
theorem asserts that if a sequence of probability laws PN defined on the same sample space Ω obey a large
deviation principle with speed αN > 0 and good rate function 0 ≤ I(x) <∞, i.e.,
PN (B) ≈ exp
[
−αN inf
ω∈B
I[ω]
]
, B ⊆ Ω,
then the sequence of probability laws
dQN (ω) =
1
ZN e
−αNF (ω)dPN (ω), (46)
obeys the large deviation principle with speed αN and the rate functional (F + I) − infΩ(F + I). The
normalization constant in Eq. 46,
ZN =
∫
e−αNF (ω)dPN (ω)
satisfies the relation
lim
N→∞
α−1N logZN = − inf
ω∈Ω
(F (ω) + I(ω))
which explains the appearance of infΩ(F + I) in the rate function for QN . In simple cases like real-valued
random variables, the assertion of the Laplace-Varadhan theorem follows from applying the Laplace method
to the integral
QN(B) = ZN−1
∫
B
e−αN F (ω)dPN (ω) (47)
but the theorem holds true for much broader class of sample spaces (e.g., for random measures).
Now, consider the real elliptic ensemble defined by the matrix distribution with two-parameter density
(cf. Eq. 6)
Pα,κ(Z) = 1ZN (α, κ)e
−N2 Tr(αZ ZT−κZ2) . (48)
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If α = 11−τ2 and κ =
τ
1−τ2 then Pα,κ(Z) reduces to Eq. 6. The right-hand side of Eq. 48 is suggestive of
an application of the Laplace-Varadhan theorem. Indeed, denote by P
(α,κ)
N the probability law on Ps(C),
induced by the above matrix distribution (e.g., via approximation by atomic measures) and by 〈. . .〉α,κ the
operation of averaging over P
(α,κ)
N . In these notations our main object of interest, P
(α,κ)
N (B) = Pr{µ ∈ B},
can be written as
P
(α,κ)
N (B) =
1
ZN (α, κ)
∫
B
e−N
2F [µ]dP
(α,0)
N (µ),
where the functional F is defined on atomic measures by
F [µN ] = − 1
2N
κTrZ2 = −1
2
κ
∫
C
Re(z2) dµN (z) (49)
and extended to the whole of Ps(C) by continuity. Alternatively, we can write Pr{µN ∈ B} in terms of the
normalized eigenvalue counting measure associated with the ensemble of Eq. 48:
Pr{µN ∈ B} = 〈1µN∈B〉α,κ ,
where 1µN∈B is the indicator function of the event µN ∈ B, i.e., 1µN∈B = 1 if µN ∈ B and 1µN∈B = 0
otherwise. Note that
〈1µN∈B〉α,κ =
〈
e−N
2F [µN ]1µN∈B
〉
α,0〈
e−N2F [µN ]
〉
α,0
,
so that the relation between the real elliptic and real circular ensembles is exactly of the form of the Laplace-
Varadhan theorem, Eqs 46 and 47, and the large deviation principle for the two parameter real elliptic
ensemble of Eq. 48 follows with the rate functional:
Jα,κ[µ] = Jα[µ]− 1
2
κ
∫
C
Re
(
z2
)
dµ+ const .
Setting here α = 11−τ2 , κ =
τ
1−τ2 one obtains the desired large deviation rate functional for the real elliptic
ensemble of Eq 6:
Jτ [µ] = 1
2
∫
C
(
x2
1 + τ
+
y2
1− τ
)
dµ(z)− 1
2
∫
C
∫
C
ln |z − w| dµ(z) dµ(w) − 3
8
, (50)
where the value of the constant C = 3/8 turns out to be independent of τ and can be established by comparing
to the large deviation principle for the counting eigenvalue measure in the complex elliptic matrices which
was established by Petz and Hiai in ref. [12]. Indeed, in the latter paper it was shown that the global unique
minimizer for Jτ [µ] on the space of probability measures with no symmetry condition is given by the uniform
distribution on the ellipse with half-axes 1 ± τ , in full agreement with Eq. 16. Obviously, the symmetry
constraint in the case of real matrices does not change the minimizer.
4 Logarithmic potential of the Elliptic Law
In this section we obtain the logarithmic potential Φ(x;µeq) of the elliptic distribution dµeq = ρeq(z)d
2z in
closed form for every real x. To this end, we note that
Φ(x;µeq) =
∫
C
ln |x− z| dµeq(z) = 1
pi(1− τ2) Re
∫
D
ln(x− s− it)ds dt,
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where D is the elliptic domain s2/(1 + τ)2 + t2/(1 − τ)2 ≤ 1. On changing to the polar coordinates
s = (1 + τ)r cosΘ, t = (1− τ)r sinΘ in D, one obtains
Φ(x;µeq)=
1
pi
Re
∫ 1
0
r dr
∫ 2pi
0
dΘ ln
(
x− (1 + τ)r cosΘ − i(1− τ)r sinΘ) .
Differentiating over x we correspondingly get
d
dx
Φ(x;µeq) =
1
pi
Re
∫ 1
0
r dr I(x; r, τ) (51)
where we defined
I(x; r, τ) =
∫ 2pi
0
dΘ
x− (1 + τ)r cosΘ− i(1− τ)r sinΘ) (52)
To evaluate the latter integral assuming x > 0 we rewrite it as a contour integral over the unimodular
complex variable z = eiΘ, that is
I(x; r, τ) = −i
∮
|z|=1
dz/z
x− (1 + τ)r(z + z−1)/2− (1− τ)r(z − z−1)/2 =
i
r
∮
|z|=1
dz
z2 − xr z + τ
(53)
The denominator has zeroes at z± = 12
(
x
r ±
√
x2
r2 − 4τ
)
which allows us to rewrite
I(x; r, τ) =
i
r(z+ − z−)
(∮
|z|=1
dz
z − z+ −
∮
|z|=1
dz
z − z−
)
(54)
showing that to have a nonzero result one of the zeroes should be inside and the other outside of the unit
circle. The zeroes are either real or complex conjugate. In the latter case they are both simultaneously
inside the circle due to the relation z+z− = τ < 1. In the former case it is easy to check that the zeroes are
both inside the circle as long as x < r(1 + τ) whereas for x > r(1 + τ) we have |z−| < 1 but |z+| > 1. This
is the only parameter range when I(x; r, τ) has a non-vanishing value. Evaluating, we finally find:
I(x; r, τ) =
{ 2pi√
x2−4τr2 if x > r(1 + τ)
0 if 0 < x < r(1 + τ)
(55)
Note the jump discontinuity at x = r(1 + τ). Now coming back to equation (51) we notice that taking
x > 1 + τ implies that for any r < 1 we necessarily have x > r(1 + τ), so that using (51) we easily find
d
dx
Φ(x > 1 + τ ;µeq) =
1
pi
Re
∫ 1
0
r dr
2pi√
x2 − 4τr2 =
x−√x2 − 4τ
2τ
(56)
On the other hand, when taking 0 < x < 1 + τ we have instead that the integrand is nonzero only as long
as r < x/(1 + τ), implying in this range
d
dx
Φ(0 < x < 1 + τ ;µeq) =
1
pi
Re
∫ x
1+τ
0
r dr
2pi√
x2 − 4τr2 =
x
1 + τ
(57)
Note the continuity at x = (1+ τ). Finally, to restore the logarithmic potential Φ(x;µeq) from its derivative,
we notice that the right-hand side in (56) coincides with the derivative of the function
Φ1(x) =
1
8τ
(
x−
√
x2 − 4τ
)2
+ ln
x+
√
x2 − 4τ
2
. (58)
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Since these two functions are equal at x = +∞, one concludes that Φ(x;µeq) = Φ1(x) for every x ≥ 1 + τ .
In particular, Φ(x = 1 + τ ;µeq) = τ/2. On the other hand, integrating (56) and assuming the continuity of
the log-potential at x = 1 + τ immediately gives
Φ(x;µeq) =
x2
2(1 + τ)
− 1
2
, 0 ≤ x < 1 + τ . (59)
Because of the symmetry of the elliptic law, Φ(x;µeq) = Φ(−x;µeq). Thus:
Φ(x;µeq) =
∫
C
ln |x− z| dµeq(z) =


x2
2(1+τ) − 12 , if |x| ≤ 1 + τ,
1
8τ
(|x| − √x2 − 4τ)2 + ln |x|+√x2−4τ2 , if |x| ≥ 1 + τ. (60)
5 Asymptotic Analysis of DN (x) and D(α)N (x)
We start with DN (x). Here, there are two cases to analyze: x > 1+ τ and x < 1+ τ , where x = 1+ τ is the
right-most point of the elliptic domain of the limiting eigenvalue distribution of X .
If x > 1 + τ then, as was established in Section 2, the event that xmax(X) > x is exponentially rare in
the limit N ≫ 1 and, for typical realizations of X , the constraint xmax(X) < x in Eq. 14 is satisfied. By
making use of the equation Θ(x − xmax(X)) = 1 − Θ(xmax(X) − x), one can transform DN (x) to a form
which, in this case, is more convenient for the asymptotic analysis:
DN (x) =
〈
eNΦ(x;µN )
〉
X
− 〈Θ(xmax(X)− x) eNΦ(x;µN )〉X . (61)
Here Φ(x;µ) is the log-potential of µ, see Eqs 11–13. If δΦ = Φ(x;µN ) − Φ(x;µeq) then the first term on
the right-hand side is 〈eNΦ(x;µN )〉X = eNΦ(x;µeq)〈eNδΦN 〉X . Fix an ε > 0 and write
〈
eNδΦ
〉
X
=
∫
|δΦ|≤ε
eNδΦdP (µN ) +
∫
|δΦ|>ε
eNδΦdP (µN ) . (62)
Then, the first term on the right-hand side in Eq. 62 is at most eNε and the second term is eO(N) Pr{|δΦ| > ε}.
By the large deviation principle for µN of Section 3, Pr{|δΦ| > ε} = e−N2Cε+o(N2), with Cε > 0, so that
the second term vanishes in the limit N ≫ 1. As ε can be taken arbitrary small, 〈eNδΦ〉X = eo(N) and,
therefore, 〈
eNΦ(x;µN )
〉
X
= eNΦ(x;µeq)+o(N) . (63)
The second term on the right hand side in Eq. 61 is〈
Θ(xmax(X)− x) eNΦ(x;µN )
〉
X
= eNΦ(x;µeq)
〈
Θ(xmax(X)− x) eNδΦN
〉
X
.
By the Cauchy inequality and Eq. 44,〈
Θ(xmax(X)− x) eNδΦ
〉2
X
≤ Pr{xmax(X) > x}
〈
e2NδΦ
〉
X
= e−NΨ
(r)(x)+o(N)
〈
e2NδΦ
〉
X
.
By employing the same argument as above, 〈e2NδΦ〉X = eo(N). Hence〈
Θ(xmax(X)− x) eNΦ(x;µN )
〉
X
≤ e− 12NΨ(r)(x)eNΦ(x;µeq)+o(N), x > 1 + τ. (64)
On comparing Eqs 63 and 64, one concludes that
DN (x) = eNΦ(x;µeq)+o(N) (x > 1 + τ). (65)
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If x < 1+ τ then, typically, X will have a macroscopic number of eigenvalues located right of the vertical
line Re z = x and only in very rare realizations of X (e−N
2
-rare) the constraint xmax < x is satisfied.
Following the lore of the large deviation theory, in the limit N ≫ 1, such realizations will have the same
eigenvalue distribution dνx which is the minimizer of the large deviation rate functional, Eq. 50, on the set
B
(0)
x of all symmetric with respect to complex conjugation probability distributions on the complex plane
whose support lies left to the vertical line Re z = x, i.e.
B(0)x = {µ ∈ Ps(C) : µ(Hx) = 0} . (66)
Correspondingly,
DN (x) = eNΦ(x;νx)+o(N) Pr{xmax < x} (x < 1 + τ) . (67)
From the mathematical viewpoint, the factorization property above can be justified by making use of the
large deviation principle for the empirical eigenvalue counting measure µN . Indeed,
DN (x)
eNΦ(x;νx) Pr{xmax < x} =
〈
Θ(x− xmax(X))eNδΦ
〉
X
Pr{xmax < x} , (68)
where now
δΦ = ΦN (x;µN )− Φ(x; νx) .
For every positive ε
〈
Θ(x− xmax)eNδΦ
〉
X
=
∫
|δΦ|≤ε
Θ(x− xmax)eNδΦdP (µN ) +
∫
|δΦ|>ε
Θ(x− xmax)eNδΦdP (µN )
≤ eNε Pr{xmax < x}+ eO(N) Pr{xmax < x and |δΦ| > ε} (69)
It is apparent from the large deviation principle for µN that Pr{xmax < x and |δΦ| > ε} = e−N2Cε+o(N) Pr{xmax <
x} for some Cε > 0. This nullifies the eO(N) factor in the second term on the right-hand side in Eq. 69.
Since ε can be taken arbitrary small, one concludes that the right-hand side in Eq. 68 is eo(N) and, hence,
Eq. 67 holds.
Now, consider D(α)N (x),
D(α)N (x)=
〈
Θ(α− µN (Hx)) eNΦ(x;µN )
〉
X
=
∫
Ps(C)
Θ(α− µ(Hx))eNΦ(x;µ)dPN (µ) ,
where dPN (µ) is the probability distribution on Ps(C) induced by the probability law for µN in the real
elliptic ensemble and Φ(x;µ) is the log-potential of µ.
It is instructive to take a closer look at the probability
Pr{µN (Hx) ≤ α} =
〈
Θ(α−µN(Hx))
〉
X
.
By the large deviation principle for µN ,
Pr{µN (Hx) ≤ α} = exp
[
−N2 inf
µ∈B(α)x
J [µ] + o(N2)
]
,
where (cf Eq. 66)
B(α)x = {µ ∈ Ps(C) : µ(Hx) ≤ α} . (70)
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Recall that the limiting eigenvalue distribution dµeq is the unique global minimizer of the rate functional Jτ
and Jτ [µeq] = 0. Furthermore,
µeq(Hx) =
∫ +∞
x
ds
∫ +∞
−∞
dt ρeq(s, t) =


1, for x ≤ −(1 + τ) ,
2
pi
∫ 1
x
1+τ
√
1− t2 dt , for |x| ≤ 1 + τ ,
0, for x ≥ 1 + τ .
Therefore, if x(α) is the solution of the equation
α =
2
pi
∫ 1
x
1+τ
√
1− t2 dt (71)
for x in the interval |x| ≤ 1 + τ then µeq ∈ B(α)x for every x > x(α) and µeq /∈ B(α)x ) for every x < x(α).
Hence,
Pr{µN(Hx) ≤ α} = e−N2C1+o(N2) (x < x(α))
and
1− Pr{µN (Hx) ≤ α} = Pr{µN(Hx) > α} = e−N2C2+o(N2) (x > x(α))
with C1, C2 > 0.
It is now apparent that there are two cases to consider when analyzing D(α)N (x) in the limit N ≫ 1. If
x > x(α) then the event that there are more than αN eigenvalues of X on the right to the vertical line
Re z = x is very rare in the limit N ≫ 1 and, for typical realizations of X , the constraint µN (Hx) < α in
Eq. 12 is satisfied. Repeating almost verbatim the argument leading to Eq. 63 one concludes that in this
case
D(α)N (x) = eNΦ(x;µeq)+o(N) (x > x(α)) . (72)
On the other hand, if x > x(α) then, typically, X will have more than αN eigenvalues on the right to
the vertical line Re z = x and only in very rare realizations of X the constraint µN (Hx) < α is satisfied.
Repeating almost verbatim the argument leading to Eq. 67 one concludes that
D(α)N (x) = exp
[
NΦ
(
x; ν(α)x
)
+ o(N)
]
Pr{µN(Hx) < α} (x < x(α)) , (73)
where ν
(α)
x is the minimizer of the large deviation rate functional Jτ on the set Bx(α).
To summarize findings in this Section: with the convention that D(0)N (x) = DN (x), for fixed x and α in
the limit N ≫ 1,
D(α)N (x) =


exp [NΦ(x;µeq) + o(N)] , if x > x(α),
exp
[
NΦ(x; ν
(α)
x ) + o(N)
]
Pr{µN(Hx) < α}, if x < x(α) .
(74)
Here x(α) is the solution Eq. 71 (note that x(0) = 1+τ), Φ(x;µeq) is the log-potential of the limiting elliptic
eigenvalue distribution in the real elliptic ensemble, see Section 4, and Φ(x; ν
(α)
x ) is the log-potential of the
limiting conditional eigenvalue distribution dν
(α)
x in the real elliptic ensemble, conditional on the event that
xαN+1 < x, where x1, . . . , xN are ordered real parts of the eigenvalues, from the largest x1 to the smallest
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xN . The measure ν
(α)
x is the minimizer4 of the large deviation rate functional Jτ on the set B
(α)
x , see Eq. 50
and 70. Introducing the notation
K(α)τ (x) = Jτ
[
ν(α)x
]
(75)
so that
Pr{xαN+1 < x} = Pr{µN (Hx) < α} = e−N2K(α)τ (x)+o(N2) (x < x(α)) . (76)
We note for future reference that K
(α)
τ (x) is monotone decreasing function of x on the interval (−∞, 1 + τ ]
which vanishes at x = 1 + τ , K
(α)
τ (1 + τ) = 0.
6 Average number of stable equilibria
In this section we calculate the average number of the stable equilibria, 〈Nst〉, in the limit N → ∞ in the
parameter range 0 < m < 1 and 0 < τ < 1.
It is instructive to evaluate first the average total number of all equilibria, 〈Neq〉. As was shown in ref. [1],
〈Neq〉 = 1
mN
∫ ∞
−∞
〈| det(X − xI)|〉
X
e−
N(x−m)2
2τ
dx√
2piτ/N
.
The equality here holds to leading order in N . Recalling Eq. 63,
〈Neq〉 =
∫ ∞
−∞
eNΣeq(x)+o(N) dx , where Σeq(x) = Φ(x;µeq)− (x−m)
2
2τ
− lnm. (77)
This integral can be evaluated by the Laplace method. In the limit N ≫ 1 this integral is dominated by the
neighborhood of the global maximum of the function Σeq(x) which can easily be determined by making use
of Eqs. 56 – 60 in Section 4. It follows from Eq. 56 that for every x ≥ 1 + τ
Σ ′eq(x) =
2m− x−√x2 − 4τ
2τ
≤ m− 1
τ
< 0 (0 < m < 1).
Hence, the function Σeq(x) is monotone decreasing on this interval. Similarly, since Φ(x;µeq) is an even
function of x,
Σ ′eq(x) =
2m+ |x|+√x2 − 4τ
2τ
≥ m+ 1
τ
> 0
for every x ≤ −(1 + τ). Hence Σeq(x) is monotone increasing on this interval, and
Σeq(−(1 + τ)) > Σeq(x) for every x < −(1 + τ) . (78)
Σeq(1 + τ) > Σeq(x) for every x > 1 + τ . (79)
On the interval |x| ≤ 1 + τ , the function Σeq(x) is quadratic, attaining its maximal value at the point
x = x∗ = (1 + τ)m inside this interval. In view of Eqs. 79–78 and the continuity of Σeq(x), this maximal
value is the unique global maximum of Σeq(x), see Fig. 1,
max
x∈R
Σeq(x) = Σeq((1 + τ)m) =
m2 − 1
2
− lnm.
4Finding such a minimizer in a closed form is a highly nontrivial exercise in potential theory, which for the present case is
only solved for the special case of purely gradient flow τ = 1 and α = 0 [16], and partly characterized for τ = 0, α = 0 in
ref. [17]. Fortunately, for our present purposes the exact form of the minimizer ν
(α)
x is not needed.
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Figure 1: The graph of Σeq(x) as function of x for parameter values m = 0.3 and τ = 0.5. The two dotted
lines show the boundaries of the elliptic eigenvalue distribution along the real line at x = ±(1+ τ). The blue
dashed line shows the global maximum of Σeq(x) at x = x∗ = (1 + τ)m. The two red dashed lines show the
value of Σeq at x = x(α), see Eq. 71, for two values of α, α1 = 0.1 and α2 = 0.5
Hence, by the Laplace method,
lim
N→∞
1
N
ln〈Neq〉 = Σeq,
where
Σeq =
m2 − 1
2
− lnm (0 < m < 1) (80)
in agreement with ref. [1] where this result was obtained by a different method.
Now, we turn our attention to 〈Nst〉. The starting point of our analysis is Eq. 8 which holds to leading
term in N . Guided by Eq. 74, we split the interval of integration in Eq. 8 in two domains x > 1 + τ and
x < 1 + τ . Correspondingly,
〈Nst〉 = Ieq(N) + Ist(N) . (81)
Here
Ieq(N) =
∫ ∞
1+τ
eNΣeq(x)+o(N) dx , (82)
Ist(N) =
∫ 1+τ
−∞
eNΣst(x)+o(N) Pr{xmax < x} dx, where Σst(x) = Φ(x; νx)− (x−m)
2
2τ
− lnm. (83)
Both integrals can be evaluated in the limit N ≫ 1 by the Laplace method.
Let us first consider Ieq(N). In the limit N ≫ 1 this integral is dominated by the neighborhood of the
global maximum of the function Σeq(x) on the interval x ≥ 1+ τ . We have established above that Σeq(x) is
monotone decreasing on the interval x ≥ 1 + τ . Hence,
lim
N→∞
1
N
ln Ieq(N) = Σeq(1 + τ) (0 < m < 1) . (84)
Turning our attention to Ist(N), the integral in Eq. 83 requires a more careful approach. Away from
the upper limit of integration at x = 1 + τ (i.e., for every fixed x < 1 + τ), the factor Pr{xmax < x} in the
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integrand prevails due to its dominant scaling with N , see Eq. 76, i.e., the other factor of the integrand can
be ignored. However, as Pr{xmax < x} is a monotonically increasing function of x, the integral in Eq. 83
is dominated by the immediate neighborhood of its upper limit of integration at x = 1 + τ where the large
deviation rate function Kτ (x) ≡ K(0)τ (x) is actually vanishing, Kτ (1 + τ) = 0. Hence, next-to-leading order
corrections in Eq. 76 cannot be ignored when evaluating Ist(N). In other words, for our goal of evaluating
the integral in Eq. 83 the precision of Eq. 76 is not sufficient. What is actually needed is a sharper large
deviation principle which includes the next sub-leading term in the exponential.
We conjecture that this term is of order N :
Conjecture: Pr{xmax < x} = e−N2Kτ (x)−NTτ (x)+o(N) (x < 1 + τ). (85)
Our conjecture is based on a similar sharper large deviation principle for the largest eigenvalue of Gaussian
Hermitian and real symmetric matrices which was obtained in the framework of a powerful, albeit heuristic
version of the Large Deviation Theory for random matrices known as the ’Coulomb gas’ method, see cal-
culations in, e.g., ref. [18] and, closer to our context, in Appendix C of ref. [3]. Although similar heuristic
justifications for the validity of Eq. 85 can be provided for our case as well, a rigorous verification of such
sharp large deviation principle and the problem of explicitly characterizing the function Tτ (x) remains a
challenging task and is left for future research. It is clear, however, on general grounds that when approach-
ing the boundary of the domain of the limiting eigenvalue distribution both functions Kτ (x) and Tτ (x) must
be vanishing. We shall assume5 that in the limit x→ 1 + τ − 0
Kτ (x) ∼ aK (1 + τ − x)pK , Tτ (x) ∼ bT (1 + τ − x)qT , (86)
where aK , bT , pK , qT > 0.
Now, since the integral in Eq. 83 is dominated by the immediate neighborhood of its upper limit of
integration at x = 1 + τ , then to leading order in N
1
N
ln Ist(N) =
1
N
ln
∫ 1+τ
1+τ−ε
eNΣst(x)−N
2Kτ (x)−NTτ (x)dx ,
where ε can be chosen arbitrary small, and (by making us of Eq. 86 and expanding Σst(x) in powers of
t = 1 + τ − x)
1
N
ln Ist(N) = Σst(1 + τ) +
1
N
ln
∫ ε
0
e−aKN
2tpK+cNtqdt , (87)
where q > 0. Regardless of the sign of c the integral on the right-hand side has at most sub-exponential
growth with N .
Proposition 6.1 Let
I(N ; a, b; p, q) =
∫ ε
0
e−aN
2tp+cNtqdt (a, p, q > 0).
Then
lim
N→∞
1
N
ln I(N ; a, b; p, q) = 0 . (88)
5A simple scaling argument can be employed to conjecture the values of p and q. to this end, note that the width of the
transition region at the boundary of the elliptic eigenvalue distribution is proportional to 1/
√
N , see Section 2. One would expect
then that the distribution of xmax in the transition region to the left of 1 + τ has a nontrivial finite shape. Correspondingly,
setting x = 1+ τ − u/√N , u > 0, in Eq. 85 and using Eq. 86, one obtains
Pr
{
xmax < 1 + τ − u√
N
}
≈ exp
(
−aN2− p2 up − bN1− q2 uq
)
It is apparent that this yields a nontrivial finite shape only if p = 4 and q = 2.
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Proof If c ≤ 0 then
I(N ; a, b; p, q) ≤
∫ ε
0
e−aN
2tpdt <
1
N2/p
∫ +∞
0
e−as
p
ds,
and, obviously, Eq. 88 holds. Similarly, if c > 0 and p = q then for N sufficiently large
I(N ; a, b; p, q) =
∫ ε
0
e−(aN
2−cN)tpdt <
1
(aN2 − cN)1/p
∫ +∞
0
e−s
p
ds
and Eq. 88 holds. It remains to consider c > 0 and p 6= q. By changing the variable of integration from t to
s = t/N1/(p−q),
I(N ; a, b; p, q) =
1
N
1
p−q
∫ εN 1p−q
0
e−N
p−2q
p−q ϕ(s)ds , where ϕ(s) = asp − csq .
Note that the function ϕ(s) vanishes on the interval 0 ≤ s < ∞ at two points only, s = 0 and s1 =
(c/a)1/(p−q). It is negative on the interval 0 < s < s1 where it has one point of minimum at s = sm and
positive for all s > s1. Therefore,
I(N ; a, b; p, q) =
1
N
1
p−q
( ∫ s1
0
+
∫ εN 1p−q
s1
)
e−N
p−2q
p−q ϕ(s)ds <
s1e
N
p−2q
p−q |ϕ(sm)|
N
1
p−q
+
εN
1
p−q − s1
N
1
p−q
,
and Eq. 88 holds. This proves that assertion of Proposition 6.1. 
Now, it follows Eq. 87 and Proposition 6.1 that
lim
N→∞
1
N
ln Ist(N) = Σst(1 + τ) = lim
x→1+τ−0
Φ(x; νx)− (1 + τ −m)
2
2τ
− lnm. (89)
This is in parallel with Eq. 84,
lim
N→∞
1
N
ln Ieq(N) = Σeq(1 + τ) = lim
x→1+τ+0
Φ(x;µeq)− (1 + τ −m)
2
2τ
− lnm.
It is now apparent that under the very natural assumption of continuity of the logarithmic potential,
Assumption: lim
x→1+τ−0
Φ(x; νx) = lim
x→1+τ+0
Φ(x;µeq) (90)
both integrals have the same rate of exponential growth. As Φ(1 + τ ;µeq) =
τ
2 , we then conclude that
lim
N→∞
1
N
ln〈Nst〉 = Σst Σst = −
[
1−m+ lnm+ (m− 1)
2
2τ
]
(0 < m < 1) (91)
as was claimed in our paper. It is straightforward to see that
Σst = Σeq − 1 + τ
2τ
(m− 1)2 (0 < m < 1) . (92)
Hence, in the annealed approximation the probability for a randomly selected equilibrium to be stable is
exponentially small
p
(a)
st =
〈Nst〉
〈Neq〉 ≈ e
−N 1+τ2τ (m−1)2 (0 < m < 1) ,
i.e.,
lim
N→∞
1
N
ln p
(a)
st = −
1 + τ
2τ
(m− 1)2 .
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7 Statistics of α−stable equilibria
In this Section we evaluate the average number of α-stable equilibria 〈N (α)st 〉 and their relative density ν(a)N (α),
see Eqs. 2 and 9 in the limit N ≫ 1.
Eq. 74 suggests splitting the interval of integration in Eq. 9 in two domains x > x(α) and x < x(α),
where x(α) is the solution of Eq. 71 for x. Note that
|x(α)| ≤ 1 + τ .
Correspondingly,
〈N (α)st 〉 = I(α)eq (N) + I(α)st (N) . (93)
Here
I(α)eq (N) =
∫ ∞
x(α)
eNΣeq(x)+o(N) dx, (94)
I
(α)
st (N) =
∫ x(α)
−∞
eNΣ
(α)
st (x)+o(N) Pr{xαN+1 < x} dx, where Σ (α)st (x) = Φ(x; ν(α)x )−
(x −m)2
2τ
− lnm.
(95)
Both integrals can be evaluated in the limit N ≫ 1 by the Laplace method.
Recall that the function Σeq(x) has global maximum at x∗ = (1 + τ)m, |x∗| ≤ 1 + τ , being monotone
increasing on the interval x < x∗ and monotone decreasing on the interval x > x∗. Since the integral in
Eq. 94 is dominated by immediate neighborhood of the point of maximal value of Σeq(x) on the interval of
integration, the rate of exponential growth of I
(α)
eq (N) will depend on the position of the lower boundary of
integration x(α) = (1 + τ)mα relative to x∗ = (1 + τ)m, see Fig. 1:
I(α)eq (N) ≈
{
eNΣeq((1+τ)mα), if 0 < m < mα ,
eNΣeq((1+τ)m) , if mα < m < 1 ,
(96)
where mα is the unique solution of the equation
Equation for mα: α =
2
pi
∫ 1
m
√
1− t2 dt (0 < α < 1) (97)
for m in the interval |m| ≤ 1, see Fig. 2.
The integral in Eq. 95 can be evaluated in the limit N ≫ 1 by copying the evaluation of Ist(N) in Section
6 . Under the assumptions that
(a) the next sub-leading term in the exponential in the large deviation principle for Pr{xαN+1 < x} is of
order N ,
Pr{xαN+1 < x} = e−N2Kατ (x)−NTατ (x)+o(N) (x < 1 + τ).
(b) the log-potential is continuous
lim
x→x(α)−0
Φ(x; ν(α)x ) = lim
x→x(α)+0
Φ(x;µeq)
21
0 0.2 0.4 0.6 0.8 1
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
m
Graph of m  as function of 
Figure 2: The graph of mα as function of α. This is fairly linear function with a small curvature at the end
points, taking values 1, 0 and -1 at α = 0, 0.5, 1 correspondingly.
it can be shown that
I
(α)
st (N) ≈ eNΣeq((1+τ)mα) (0 < m < 1) . (98)
It is easy to verify that
Σeq((1 + τ)m) = Σeq and Σeq((1 + τ)mα) = Σeq − 1 + τ
2τ
(mα −m)2,
where Σeq is given by Eq. 80. This together with Eq. 93 and Eqs 96–98 implies the desired result
lim
N→∞
1
N
ln〈N (α)st 〉 =


Σ
(α)
st if 0 < m < mα ,
Σeq , if mα < m < 1 ,
(99)
where
Σ
(α)
st = Σeq −
1 + τ
2τ
(mα −m)2 . (100)
Let us fix now m ∈ (0, 1) and τ ∈ [0, 1) and consider the relative density of α-stable equilibria, Eq. 2.
Since m ∈ (0, 1) we have Nst = N (0)st ≪ N (1)st = Neq, and in the limit N ≫ 1:∫ 1
0
ν
(a)
N (α) dα =
Neq −Nst
Neq ∼ 1 . (101)
Our next goal is to obtain this density in the limit N →∞. To this end, we first note that that Eqs 99–100
in fact imply that for every α ∈ (0, 1)
d
dα
〈
N (α)st
〉
≈ eN[Σeq(m)− 1+τ2τ (mα−m)2] . (102)
This relation can be established by adjusting the asymptotic analysis of D(α)N (x) and 〈N (α)st 〉 to the compu-
tation of ∆〈N (α)st 〉,
∆〈N (α)st 〉 = 〈N (α+∆α)st 〉 − 〈N (α)st 〉 .
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Indeed, consider fixed α ∈ (0, 1) and ∆α≪ α. Then
∆〈N (α)st 〉 =
∫ ∞
−∞
∆D(α)N (x) e−N
[
(x−m)2
2τ +lnm
]
dx√
2piτ/N
(0 < α < 1)
where
∆D(α)N (x) = 〈∆Θ | det(X − xI)|〉X , ∆Θ := Θ
(
α+∆α− µN (Hx)
)−Θ(α− µN (Hx)) .
Now note that µN (Hx) counts the proportion of the eigenvalues of X located to the right of the vertical line
Re z = x so that ∆Θ is the indicator function of the event that µN (Hx) ∈ (α, α +∆α) and
〈∆Θ〉X = Pr{µ(Hx) ∈ (α, α+∆α)} .
Exploiting the large deviation principle for the empirical eigenvalue counting measure µN , much in the same
way as in Section 5 one obtains the factorization ∆D(α)N (x) into the product of 〈∆Θ〉X and eNΦ(x;µ
α
x ) where
now µαx is the minimizer of the large deviation rate functional Jτ [µ] on the set of symmetric probability
measures on C satisfying the condition µ(Hx) ∈ [α, α+∆α] with eNΦ(x;µαx ) being its log-potential. It is then
follows that
∆〈N (α)st 〉 ≈
∫ ∞
−∞
e−N
2Jτ [µ
α
x ]+N
[
Φ(x;µαx )− (x−m)
2
2τ −lnm
]
dx
This integral is dominated by the immediate neighborhood of x = x(α) where Jτ [µ
α
x ] as a function of x is
vanishing, Jτ [µ
α
x(α)] = 0. And under assumptions similar to (i) and (ii) in Section 5 (namely, (i) the next-to-
leading term in the large deviation principle is of order N and (ii) the log-potential Φ(x;µαx ) is continuous
function of x at x = x(α) ) one obtains Eq. 102.
Eq. 102 immediately implies that
ν
(a)
N (α) ≈ e−N
1+τ
2τ (mα−m)2 . (103)
Even though the large deviations technique does not allow to control pre-exponential factors, on this occasion,
the pre-exponential factor can be restored from the normalization condition of Eq. 101. To this end, let us
write
ν
(a)
N (α) = cN (m)e
−N 1+τ2τ (mα−m)2 (0 ≤ α ≤ 1).
Substituting this into Eq. 101 and changing the variable of integration there from α to u = mα, see Fig. 2,
one obtains the equation
2
pi
∫ 1
−1
cN (m)
√
1− u2 e−N 1+τ2τ (u−m)2 du = 1
which must hold in the limit N ≫ 1. Evaluating this integral by the Laplace method we determine the
pre-exponential factor
cN (m) =
√
Npi(1 + τ)
8τ(1−m2) .
Thus, this procedure yields the density of the number of unstable directions at typical equilibria of our model
in the limit N ≫ 1:
ν
(a)
N (α) =
√
Npi(1 + τ)
8τ(1 −m2) e
− 12
N(1+τ)
τ (mα−m)2 (0 ≤ α ≤ 1) . (104)
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We see therefore that for a fixed value of the parameter m ∈ (0, 1), only indices α in a small interval of
width of order
√
τ/N around the value α = αm,
αm =
2
pi
∫ 1
m
√
1− t2 dt, (105)
have finite densities. In other words, the value of parameter m (but not of τ) dictates the most probable
value of the instability index of a typical equilibrium. The dependence of the most probable value of the
instability index on m is continuous. In particular, for values of m in the topologically nontrivial phase close
to the instability threshold at m = 1,
αm ∼ 4
√
2
3pi
ε3/2 (ε = 1−m, ε≪ 1). (106)
This can be easily seen from Eq. 105. In the context of the May-Wigner instability transition, once the
system complexity exceeded the critical value and the system transitioned into the topologically nontrivial
phase with exponentially many equilibria which are typically all unstable, the instability index, i.e. the
proportion of unstable directions, of a typical equilibrium remains low but increasing as the complexity
of the system increases. One interesting question is about how many unstable directions would a typical
equilibrium have for parameter value m in the transition region from stability to instability. The width of
this transition region is N−1/2 and our technique of large deviations does not give access to ν(a)N (α) in this
region in its entirety. However, one would reasonably expect that the density of the unstable directions in
the left tail of the transition matches the expression in Eq. 104. Correspondingly, we set
m = 1− δ√
N
, where 1≪ δ ≪
√
N. (107)
It is apparent that for such values of m, the density ν
(a)
N (α) is not vanishing in the limit N ≫ 1 only for
small values of α. By inverting the relation between α and mα in Eq. 106 one obtains
mα = 1−
(
3pi
4
√
2
α
)2/3
(α≪ 1). (108)
It is now apparent from Eqs 104, 107 and 108 that in the left tail of the transition region the instability
index α scales as α = γ/N3/4, and, hence,
m γ
N3/4
= 1−
(
3pi
4
√
2
γ
)2/3
1√
N
.
On substituting this and Eq. 107 into Eq. 104 one obtains the desired density of the unstable directions at
typical equilibria in the left tail of the transition region:
1
N3/4
ν
(a)
N
( γ
N3/4
)∣∣∣∣
m=1− δ√
N
=
√
pi(1 + τ)
16 τδ
e−
1+τ
2τ
[
δ− 12
(
3pi
2 γ
)2/3]2
(1≪δ≪√N) (109)
It is instructive to verify the density of the unstable directions given by Eq. 109 integrates to 1 in the limit
δ ≫ 1. We have∫ 1
0
ν
(a)
N (α) dα =
∫ N3/4
0
1
N3/4
ν
(a)
N
( γ
N3/4
)
dγ
∼
√
pi(1 + τ)
16τδ
∫ +∞
0
e−
1+τ
2τ
[
δ− 12
(
3pi
2 γ
)2/3]2
dγ =
√
1 + τ
2piτ
∫ +∞
−δ
√
1 +
x
δ
e−
1
2
1+τ
τ x
2
dx .
where we have changed the variable of integration from γ to x =
(
3pi
4
√
2
γ
)2/3
−δ. It is evident that to leading
order in the limit δ ≫ 1 the integral over x above is 1, as is expected.
References
[1] Fyodorov YV, Khoruzhenko BA (2016) Nonlinear analogue of the May-Wigner instability transition.
Proc Natl Acad Sci U S A 113(25):6827–6832.
[2] Bray AJ, Dean DS (2007) Statistics of critical points of Gaussian fields on large-dimensional spaces.
Phys Rev Lett 98(15):150201.
[3] Fyodorov YV, Williams I (2007) Replica symmetry breaking condition exposed by random matrix
calculation of landscape complexity. J Stat Phys 129:1081–1116.
[4] Fyodorov YV, Nadal C (2012) Critical behavior of the number of minima of a random landscape at the
glass transition point and the Tracy-Widom distribution. Phys Rev Lett 109(16):167203.
[5] Auffinger A, Ben Arous G, Cˇerny´ J (2013) Random matrices and complexity of spin glasses. Commun
Pure Appl Math 66(2):165–201.
[6] Forrester PJ, Nagao T (2008) Skew orthogonal polynomials and the partly symmetric real Ginibre
ensemble. J Phys A Math Theor 41(37):375003.
[7] Khoruzhenko BA, Sommers HJ (2011) Non-Hermitian ensembles in The Oxford Handbook of Random
Matrix Theory, G. Akemann, J. Baik and P. Di Francesco (Eds.). (OUP).
[8] Girko VL (1986) The Elliptic Law. Theory of Probability and its Applications 30(4):677–690.
[9] Nguyen HH, O’Rourke S (2014) The Elliptic Law. Int Math Res Notices 2015(17):7620–7689.
[10] Forrester PJ (2012) Spectral density asymptotics for Gaussian and Laguerre β-ensembles in the expo-
nentially small region. J Phys A Math Theor 45(7):075206.
[11] Fyodorov YV (2016) Topology trivialization transition in random non-gradient autonomous ODEs on
a sphere. J Stat Mech 2016(12):124003.
[12] Petz D, Hiai F (1998) Logarithmic energy as entropy functional. Advances in Differential Equations
and Mathematical Physics 217.
[13] Ben Arous G, Zeitouni O (1998) Large deviations from the circular law. ESAIM Probab Stat 2:123–134.
[14] Dembo A, Zeitouni O (1993) Large deviations techniques and their applications. (Springer).
[15] Touchette H (2009) The large deviation approach to statistical mechanics. Phys Rep 478:1– 69.
[16] Dean DS, Majumdar SN (2008) Extreme value statistics of eigenvalues of Gaussian random matrices.
Phys Rev E 77(4):041108.
[17] Armstrong SN, Serfaty S, Zeitouni O (2014) Remarks on a constrained optimization problem for the
Ginibre ensemble. Potential Analysis 41(3):945–958.
[18] Borot G, Eynard B, Majumdar SN, Nadal C (2011) Large deviations of the maximal eigenvalue of
random matrices. J Stat Mech 2011(11):P11024.
25
