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Abstract— In this paper, path planning which is based on Artificial Potential Field (APF) and the kinematic based control is integrated 
in order to solve an issue in the APF. Usually, the APF assumes the robot is modeled as a point mass. It means that the robot can move 
in any direction and neglect the nonholonomic constraint. In order to solve such a problem, the APF should be considered as part of 
the control system. This research proposed an approach integrating APF and control system under nonholonomic constraint. Naturally, 
the force of the APF can be used as linear velocity in the control system. Then, waypoint of APF is used as equilibrium point of kinematic 
control. In order to validate the proposed method, the experimental setup conducted on loop simulation. The scenario is that the robot 
moves along the certain trajectory to reach the goal point. The obstacle was set in between the robot and the goal point. The initial, 
goal, and the obstacles are set randomly.  The experiments show that the integration of the proposed method can be implemented 
successfully. The real obstacle avoidance method and fulfilling the nonholonomic constraint are the proof that the method is running 
well. The results show that the integrated proposed method meets convergent and stable. 
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I. INTRODUCTION 
Based on the human loop, a robot can be divided into robot 
human interference and autonomous robot. Robot human 
interference means that the robot is controlled by human or 
human in the loop. An autonomous robot does not need a 
human loop in the operation. The research field of an 
autonomous robot growth is very extensive recently. The 
autonomous robot system is built by path planning, control 
system, and mission planning. The system of the autonomous 
robot can be illustrated in Fig. 1.  
Mission planning is a system which decides 
mission objective and goal position. Usually, planning system 
is higher level part than the control system [1][2]. The path 
planning is to guide the control system regarding to robot’s 
movement [3]. With the guidance of the path planning system, 
the control system will move the actuator to reach the goal 
from the path planning system. In the path planning system, 
information about the environment from acquisition data 
sensor is obtained and used as data input.   
 
 
 
From the Fig. 1, the process is a close-loop process until 
the mission planning and task allocation has been achieved.  
It has been done in many works that most of the path planning 
are assumed the robot as a point mass. It means that the robot 
can move in any direction and the path planning neglects 
kinematic constraints. 
On the other hands, Artificial Potential Field 
(APF) is the most viable approach to build path 
planning for real time obstacle avoidance. Since 
the APF assumes the robot as a point mass, then it has to be 
modified regarding to kinematic constraint. This approach is 
purposed to compensate with the kinematic control system.  
This research focuses on integrating the APF with feedback 
control system. The integration has applied the value of 
natural force of APF as velocity and discrete waypoint as 
equilibrium point of the control system. The description of the 
proposed method will be delivered in Section III. Formerly, 
the background of the study explained in Section II. The 
description is followed by the result and analysis in Section 
IV. The conclusion including the future work will be defined 
in the last Chapter. 
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Fig. 1 System Layer of Autonomous Robot 
II. RELATED WORKS 
Initially, the major problem of robot generation was 
divided into two ways,  i.e. considered as a control problem 
of a nonholonomic system and as a planning problem of a 
kinematic constraint [4]. 
Some evolutionary algorithms were introduced such as 
Genetic Algorithm (GA), Particle Swarm Optimization (PSO), 
Ant Colony Algorithm (ACA), Artificial Bee Colony (ABC), 
and Bacterial Evolutionary Algorithm (BEA) to solve 
planning problem.   The aim of the path planning algorithm is 
to convert a mission planning into a reference trajectory 
which the robot is required to follow [5]. 
Some researchers used basic GA in the path planning 
problem [6][7]. In [8] the GA approach was used to generate 
a feasible trajectory for a mobile robot that satisfies a the 
nonlinear evolution. The idea of GA is also used in the path 
planning using BEA which more adaptive than GA 
[9][10][11].  The other evolutionary algorithms that were used 
to produce path planning were PSO  [11] [12], [14], [15]. Each 
particle represents a potential solution that is evaluated by 
three factors: position, velocity, and adaptability. The 
adaptability means the trajectory satisfied the kinematic and 
dynamic control.  Similar to PSO, ACA and ABC approach 
used ant and bee as the candidate solution [16], [17], [18]. The 
solution found the shortest path but neglected the kinematic 
constraint.  Portas et al. found that Differential Evolution (DE) 
has better performance than the others evolutionary algorithm 
in the multi-objective criteria [19].      
Evolutionary algorithm based techniques can generate a 
trajectory but neglected the generation of the control signal to 
actualize it.  
In [20] A* algorithm is combined with APF algorithm to 
enhance the quality of the selected trajectories. The A* 
algorithm was used as path planning generator. The APF itself 
was responsible for obstacle avoidance during the actual 
trajectory. A probabilistic method such as RRT (Random 
Rapidly Tree) was used for manoeuvre planning in 
nonholonomic robots [5].  Similar to AI-based approach, A* 
with APF and RRT still distinguished path planning from the 
control system. 
The curve algorithm is a path planner that considering 
kinematic constraint [21], [22], [23].  Dynamic path using 
curve introduced by  [24].  The kinematic constraints are 
maximum curvatures and maximum torsion bound. Curve 
algorithm is used by some researchers to solve path planning 
with control system problem. In [25], Dubins curve and 
control Lyapunov function  are combined to lay a trajectory 
for a mobile robot via these potential forces. Another Dubins 
curves combined with sliding mode control is employed by 
[26]. The assumption of robot like car is in constant linear 
velocity and manipulating angular velocity is the objective of 
the controller. The motion terminates at the signal’s unique 
extremum.   
In the control problem, the issue of guidance is not 
considered [4]. The goal point is provided to the robot as 
equilibrium point of the control system. The reference 
trajectory converts into control signal. A controller using a 
constant tangential velocity and an angular velocity that 
constructed from a sum of sinusoids generates the motion of 
a unicycle [27].  The harmonic potential field (HPF) approach 
can be used in the control system [28].  The HPF generates a 
feasible trajectory in the cluttered environment. The 
derivation of the trajectory is used as control signal to the 
robot. Similar to [28], the vector field orientation used as 
control signal of angular and linear velocities [29].  The signal 
controls the velocity of the robot based on the agreement with 
the reference velocity of the gradient field.  
The potential field method is a real time obstacle avoidance 
method without a prior model of the obstacle [30]. The 
algorithm generates a potential function on the obstacle that 
drags the robot from the obstacle and generating the safety 
path [31].  An artificial potential function is constructed 
according to obstacles. Some of the researches had been 
modified the original APF [9],[32],[33]. All of the research 
based on evolutionary computation to optimize the APF 
parameters [34]. 
 However, when the potential field method is applied to 
nonholonomic systems, the path could be infeasible [35]. It 
happens because the systems assumed the robot as point mass 
and there are an infinite number of points where the gradient 
vector is perpendicular to input vector fields.  The impact is 
that the robot cannot always move along the gradient vector 
of the potential function compensating the nonholonomic 
constraints. Urakubo proposed feedback stabilization 
controller based on potential function [35], [36]. The input is 
derived from the gradient vector with an additional 
component that does not decrease and increase the potential 
function.  
Hence, this research focuses on kinematic control system 
with the reference signal and trajectory by using the artificial 
potential field which can avoid the obstacle and reach 
convergent.     
III. THE PROPOSED METHOD 
In this research the assumption of the robot as a point mass 
is eliminated, then not only position in the absolute coordinate 
has to be considered but the direction of the robot must be 
included.  The kinematic control referred on [37]  is to 
compensate the nonholonomic constraint with APF as the 
reference of the path.   The diagram process can be seen in 
Fig. 2. 
The system above starts with APF employment which the 
input data is from the environment. The environment here is 
an obstacle, initial and goal position. The APF yield a path 
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planning that can avoid the obstacle that is used as reference 
orientation of the kinematic control. Besides as reference 
orientation, the APF will use as part of control system. The 
control system uses two inputs, i.e. linear and angular 
velocities. From the Fig. 2, it can be shown that if the goal 
position is global optimum then the system will be terminated. 
Consequently, if the goal position is not the global solution 
then the processes will loop to the APF to calculate the next 
point.  
 
 
  
 
 
 
 
 
 
 
 
 
 
Fig. 2 Processes of the system 
 
A. Kinematic Control 
The kinematic of a differential-drive mobile robot in the 
inertial frame XI, YI, and orientation θ is given by 
 
.
 
 
 
  (1) 
 
 
 
where x!  and y!  are the linear velocities in the direction of the 
XI and YI of the initial frame. The θ variable is the angle 
between robot’s heading (body frame) against the inertial 
frame. The control input is symbolized by v and ω. Notation 
ω is control input to generate the angular velocity and notation 
v is to produce the linear velocity. The nonholonomic 
constraint is formulated by 
  (2) 
 
that shows no lateral motion is allowed. 
From the Fig. 3, XR and YR are body frame of the robot. 
Notation α is the angle between the XR axis of the robot body 
frame and the vector x connecting the center of the axle of the 
wheels with the final position. It is assumed that the angle α 
has range from –π/2 until π/2. The kinematic model can be 
illustrated in Figure 3.  
Figure 3 show that variable θ is the angle between the 
inertial frame and the body frame. Variable β determines the 
angle of the robot and the origin point in the inertial frame. 
The angle has opposite direction against sum of α and θ. In 
order to compensate the direction of the body frame, the 
coordinate is transformed into polar coordinates with its 
origin at the goal position 
XI
YI
origin
XR
YR
β
α
θ
 
 Fig. 3  Kinematic Model of Nonholonomic Robot 
 
  (3)  
 
  (4)
  
  (5)  
 
The new polar coordinates can be written in the 
following matrix equation. 
 
 
 
 
 
  (6)  
 
 
 
 
 
where ρ as in (3) is the distance between the center of the 
robot’s wheel axle and the goal position, θ is the angle 
between the XR axis of the robot and the reference frame, and 
the XI axis associated with the final position v and ω. The 
control signal v and ω are used to drive the robot from its 
actual configuration. The linear and angular control laws are 
formulated as below. 
 
  (7)  
 
  (8)  
 
Notation v and ω in (6) can be replaced by (7) and (8). 
Then, a closed-loop system is described as 
 
 
 
  (9)  
APF Kinematiccontrol
reach the 
goal?
start
finish
No
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The close-loop system with v>0 explains that the robot 
moves in forward direction. It has to be noted that k is the 
control parameters. From [37], the close-loop system is stable 
if  
  (10) 
 
B. Artificial Potential Field 
APF is a simple method for constructing the path which 
follows the natural of potential field [38]. The idea that 
potential field moved from the highest to the lowest potential 
implied to the robot initial position and goal position. The 
goal position definitely becomes the lowest and the initial is 
representative of the highest potential. This potential in a 
certain position can be reflected as attractive force which can 
be modelled as 
 
  
(11)  
which ),( yxVa  usually set as 
 
  (12) 
  
aK is the gain parameter and (xT,yT) is the goal 
position. 
As the real time of obstacle avoidance algorithm, APF has 
its own mechanism by building another potential field in the 
obstacle which is called repulsive. The mathematical model 
of the potential surface in a certain position is 
 
  (13)
   
 
and the repulsive APF is 
 
  (14) 
 
and 
 
  (15) 
 
  
 
The total of the force field which determines 
the obstacle avoidance path in the real time is 
 
  (16) 
 
  (17) 
 
Equation (16) means that the total force is sum of attractive 
and repulsive forces in the x axis. Equation (17) is total force 
of attractive and repulsive in the y axis. 
 
 
 
 
 
C. Design of Artificial Potential Field Control 
The artificial potential field takes role on the kinematic 
control especially in (7) and (8). The APF method yields a 
transition position from the current position. 
 
  (18) 
 
where rpose(xt,yt) ! 2ℜ  is the current position of the robot and 
f(xt,yt) is the total of force field in a 
certain position. Notation t is time domain.   The direction 
can be obtained by using the robot pose as seen in Fig. 4. 
 
YI
origin
rpose(   )θ
rpose(xt-1,yt-1) rpose(xt,yt)
rpose(xt+1,yt+1)
 
Fig. 4 APF Model of Nonholonomic Robot 
 
The mathematical model is 
 
 
 (19) 
 
 
Since the APF can give a direction and generate a force, it 
can be used as the equilibrium point in the control system. 
Thus, the idea of the proposed method is passing the states 
rpose(xt,yt)  of APF to the kinematic control equilibrium point  
),( yx !! . The  matrix formulation is given by 
  (20) 
 
 
From the (6), the design of the kinematic control considers 
direction and total force of the APF will influence to the 
control signal v and ω. From (3) and (7), the formula is nearly 
the same with (12). The formulas consider the distance to the 
origin or goal position. Therefore, control input v can be 
replaced by total force magnitude of the APF in the certain 
time. The APF also decreases the velocity monotonically then 
it is appropriate for the control system. The control input v is 
given by 
 
  (21) 
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It has to be considered that the f(xt,yt) sometimes obtains 
too small, then kρ  is a gain parameter to reach the minimum 
velocity which determines as small positive constant value.  
Magnitude f(xt,yt) is obtained from attractive and repulsive 
force. The attractive forces are 
 
  (22) 
 
  (23) 
 
If the origin (xT,yT) = (0,0) then 
 
  (24) 
 
  (25) 
 
The repulsive force with (xT,yT) = (0,0)  are 
 
  (26) 
 
  (27) 
 
 
Then, the total of the force with (xT,yT) = (0,0)  in x axis is 
 
 
 
  (28) 
 
 
 and the total of force in y axis is 
 
 
  (29) 
 
 
It has to be noted that the negative value in the (28)(29) due 
to the opposite direction of the force. It is assumed that the 
potential field force toward the point has a positive value and 
vice versa. 
The total of attractive and repulsive forces is 
  
  (30) 
 
 
 
where  
 
  (31) 
 
Thus, v in (7) becomes 
 
  (32) 
 
On the other hands, the angular velocity aims to control the 
direction of the robot. Equation (4) and (5) is the variable for 
the angular velocity.  Variable α guides the robot to the origin. 
Considering APF as the real time obstacle avoidance, the 
angular velocity direction has to follow the safety path 
avoiding the obstacle. Consequently, the direction of variable 
α can be modified as 
 
  (33) 
 
Putting α into β becomes 
 
  (34) 
 
 
Using (6),(8),(32),(33), and (34), the closed-loop system 
can be written 
 
  (35) 
 
 
 
In (33), the variable α purposes to go to the direction of the 
next position of the APF. It means that the direction avoids 
the obstacle in front. The modified of α will influence to β and 
ω respectively. 
D. Stability Analysis of Artificial Potential Field Control 
If (32) compares with (7), then variable ρ can be replaced 
with (30). Let assumes that the new variables are ρapf, αapf, and 
βapf.   Therefore, the close-loop system becomes 
 
  (36) 
 
 
 
 
From [37], the stability of the system had been proven 
clearly. The linearization of (36) around the equilibrium 
(xT,yT) = (0,0) which means cos x =1 and sin x  = x  can be 
written as  
 
  (37) 
 
 
The system is stable if the Eigen values of the matrix all 
have a negative real part. Let assumes that A is the matrix  
  (38) 
 
 
 
 
and  λ is an eigen value of A.  Thus, λI-A  becomes 
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The requirement of roots have negative real part if 
  (40) 
 
In order to prove that the dynamic constraint is considered, 
the total force in the equilibrium point must equal to 0.   
1)  Preposition 1. The kinematic control can be unstable in the 
origin (goal position) if the repulsive still applied on the 
control system and the obstacle is not in the origin. The 
obstacle assumes as a single point. The unstable condition can 
be modeled as 
 
  (41) 
 
Proof of Preposition 1 
Let assumes that the origin is (0,0). Then, the component 
of  fxa  and  fya will be equal to zero, but the component of fxo 
and fyo  has a value and not equal to zero. Consequently, the 
control input v generates signal input and the system is not 
convergent.  
In order to solve the problem, this research delivered two 
conditions of control design that are explained in the 
following lines.  
 
  (42) 
 
where ρo is distance between the robot against the obstacle 
and cobs is the safety distance between the robot against the 
obstacle. The cobs must fulfil that .0>obsc  
 
2)  Preposition 2. From (38), if the condition ρo < cobs is 
reached, then the repulsive potential field part of the control 
system is not employed. Since the repulsive is not included, 
the local stability can be proven easily. 
 
Proof 1 of preposition 2 
Let assumes that point ),( TT yx is (0,0). If 
 
  (43) 
 
then (xt - xT) = 0   and (yt - yT) = 0. It will yield that fxa, fya, 
and vapf equal to 0. It means that the v signal converges at the 
origin (0,0). In every initial point, if the condition ρo < cobs  
is achieved, then vapf = 0  because (xt - xT) and (yt - yT) must 
be have 0 of value. It can be concluded that the v  signal is 
stable. 
 
Proof 2 of preposition 2 
Since repulsive is not considered, variable fxa and  fya  
always be 0. Therefore, atan2(0/0) = 0 and variable αapf  
depends on θ. It means that βapf has 0 of value and .θω αk=
Thus, angular velocity merely depends on θ. When kα  is satisfied (41), then the system is stable.   
IV. RESULT AND DISCUSSIONS 
In order to proof the concept, firstly, the test 
was conducted using Matlab via Simulink. The method can 
be depicted in the Simulink as seen as in Fig. 5. 
From the Fig. 5, it can be seen that the result 
of (x,y) of the APF is used as equilibrium point 
in the kinematic control. The passing value means that the 
trajectory of APF is used as reference equilibrium point of 
kinematic control. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5  Proposed Method via Matlab Simulink 
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Fig. 6 Result of the proposed method (in 2D) 
 
 
 
By setting the initial, goal, and the obstacles randomly, the 
integrated path planning with kinematic feedback control was 
running. The obstacle is assumed as point with certain radius. 
In the test, ode45 is used as the solver of the robot. The result 
can be depicted in the Fig. 6.  
From the Fig. 6, it can be shown that the robot start with 
different direction against the goal. The different angle is phi.  
The Fig. 6 shows that the control can compensate the 
nonholonomic constraint.  The moving of the robot is not in 
linear movement although the goal position is in linear 
position.  Curve movement is the compensation of the 
algorithm to the nonholonomic constraint.  The benefit of the 
system is that can avoid the obstacle.  
The second simulation was conducted on ROS (Robot 
Operating System). In the ROS, this research used Kobuki 
Yunjin robot as the platform which can be seen in Fig. 7.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7  Kobuki Yunjin Robot 
 
The Kobuki robot has its characteristic of the orientation as 
seen in Table 1. 
 
TABLE 1   
TRANFORMATION OF THE KOBUKI ORIENTATION 
Kobuki Transfomation to 
radian 
1 0 
0 π 
-1 2 π 
 
Regarding to the orientation characteristic, some rules must 
be define to adapt the artificial potential field control. 
 
 
  (44) 
   
  (45) 
 
In the ROS simulation, the linear velocity of artificial 
potential field control can be implemented directly. 
Differently, in the angular velocity, the value must be 
controlled by specific gain. This research set the gain of 0.009. 
Therefore, the formula of angular velocity is 
 
  (46) 
 
The scenario on the ROS simulation is that the Kobuki 
robot moved from its initial and has to avoid an obstacle in 
between the robot and its origin. The origin was set at (0,0). 
The scenario of the proposed method can be depicted in Fig. 
8.  
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Fig. 8  Scenario of ROS simulation 
 beer bottle – an obstacle, black dot - origin  
 
The result can be seen in Fig. 9. 
 
Fig. 9  Result the proposed method on the ROS simulation 
 
The result of the ROS simulation was shown that the 
proposed method avoids the obstacle and convergent at the 
origin.  
It has to be noted that the Kobuki used inertial frame as 
reference to calculate the distance. The odometry function 
was turn off because of the error measurement that will 
influence to performance of the proposed method.   
 Fig. 10 and 11 show the movement of the robot in x and y 
axis.  From both of the Figures, the algorithm can meet 
convergent and reach the goal position. It means that the 
algorithm has been proven stable.  
From the local stability analysis, it has been proven that the 
system is stable if the requirement of (40) has been fulfilled. 
The analysis of the force is divided into two conditions. The 
conditions are following the rule in (42). The condition when 
ρo > cobs can be proven easily by using assumption the equilibrium or the goal point is (0,0).  
 
 
Fig. 10  Result of the proposed method  (x position vs time) 
 
 
Fig. 11  Result of the proposed method  (y position vs time) 
 
V. CONCLUSIONS 
The assumption of the robot as a point mass becomes one 
of the problems how to cope the nonholonomic constraint in 
APF. An Artificial Potential path planning with kinematic 
control has been delivered to handle the problem. A simple 
idea that was proposed is converting the equilibrium point on 
the kinematic control as the position on the APF. Thus, the 
states of the kinematic control become dynamic depending on 
the APF. On the other hand, the position of APF is determined 
by (18). 
The control rules in the kinematic control used APF and 
PD (Proportional and Derivative Control). The magnitude of 
APF is applied on linear velocity control input.  Considering 
the pose of APF that avoid the obstacle, the direction of APF 
is employed to control the angular velocity. The variable α  
is influenced by the direction of the APF and will impact to ω. 
Consequently, the robot will move to the direction of the APF 
to go to the next APF point. The control is implemented based 
on two conditions, i.e. obstacle and non-obstacle environment.  
By the combining of APF and the kinematic control, 
besides can solve nonholonomic constraint, the kinematic 
control can avoid the obstacle. This happens because the APF 
is employed as guidance trajectory of kinematic control. The 
result of the simulation shows that although the equilibrium 
point of the kinematic control is adapted to the APF but the 
control meet stability and convergent.  
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In this research, the assumption of the localization is 
perfect. It means that the robot moves in the right direction 
and position without an error. Real time platform encounter 
noise error from the sensor and it will impact to the proposed 
method. Furthermore, real time implementation should be 
conducted to proof the robustness of the proposed algorithm.  
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