The following analysis pertains to a method of finding stationary points of a special type of engineering design function of several variables as described in the previous paper' by C. Zener. In this analysis, it will be shown that the method described by Zener is rigorously valid under a set of necessary and sufficient conditions, and those conditions will be described. Further, Zener's analysis stops upon determining the optimum value of their function without specifying the values of the dependent variable at which the extrema occur. Here, the determination of these values will be carried out.
The type of function considered is n C(X1, . . XR1= E 77,, where Aj and ok; are numbers independent of (x, . . . , xn_,). That is, the function C, whose extrema are to be found, is a function of n -1 variables and is expressed as the sum of n terms each of which is a product of powers of the n -1 variables.2
The first step in Zener's approach is to construct a set (a,, . . . , a,,) such that n K _II Tf"
j=1 is independent of (xi, . . ., xn_,). We shall now derive a means of determining these exponents a>. From (2), 
j=i so that K = A.
The set of n -1 equations in the n variables (al, . . . , an) is not sufficient to determine the aj. We therefore impose the normalization n Z aj = 1 
Once having the solution for the aj, one uses the method of Lagrangian multipliers to minimize C with the restraint of (3), namely to find the extrema of n n Z E Tj -XII Tjai. 
Note now that if ak = 0, the equation (13) is meaningless. Then in order for the above step of Zener's method to be carried out, one must have ak (11) and (15) are then necessary for Zener's method to be applicable. The significance of the two conditions (11) and (15) will be discussed in the appendix. It will be shown there that (15) is necessary for C to have an extremum, while (11) can be violated with C still having extrema. In the latter case, however, the method described by Zener will not find them.
We shall now show that if the conditions of ( 1) 
Then Jk 4 0 if and only if Ak d 0. But this is the condition of (11). We have therefore shown that if condition (11) is fulfilled, the extrema found by considering (T1, ..., Tkl, Tk+11 .... Tn) as independent variables are identical to those which would be found by using the original variables. Therefore, conditions (11) and (15) are necessary if Zener's method is to be possible and sufficient for it to yield the same result as would be obtained by first eliminating one of the Tk.
It is important to note, however, that the ability to satisfy conditions (11) and (15) and to go through the procedure outlined, although yielding a formal solution, may yield an answer which is impossible. In particular, C or some xi's may be found to be complex. Alternatively, all quantities may turn out to be real, but having nonphysical answers, e.g., negative solutions for Xk where Xk must be positive. In such cases, maxima or minima of the function C will occur at boundary points.
For this reason and the fact that one may wish to know the sets (xi, . .. , x,-i) at which extrema occur anyway, a method to find such sets will now be described.
First consider the solution to (13).
Now the solution of (9) 
C= Ra, 
k=1
If C and Tk are to be real, '1 must be real. It is possible that this can never happen. In such a case, there would be no maxima or minima except at boundaries.
There are only two possible real values of '1, namely, +1 and -1; and both need not be possible simultaneously for a given problem. Whether or not one or both of these values can occur will depend upon whether or not, for the particular values of ak for a given problem, there exists some set of integers nk such that the sum in the exponent of (24) can be zero or an integral multiple of ir. Thus it is possible that up to two values for the extreme values of C can be found, and these are simply negatives of each other. The situation for the points at which the extrema occur is not as simple.
We now proceed to find the x's. From (2), n-1 lnTj -lnAj1 = E Okjlnxk (j =1,... n) . which is a set of n equations in the n -1 variables (X1, . . ., Xn_1). However, it is simple to show that (22) forms a set of dependent equations. Simply multiply the jth equation of (22) by aj and sum over all j, i.e., for the left-hand side, from (26), (18), (7), (8), and (5).
n n E alt, = E a,(lnTj-InAj) = 0.
j=1 j=1
The right-hand side becomes by (6) n n-1 n-1 n E E Oikj(ajXk = Ad Xk E, aZj~k3j = 0-
Thus the set of n equations (22) The set of equation (30) 
where wj and yj are real, positive numbers, 7j and Oj are real numbers (0 < alj < 7r, 0 < 0j < 7r), and mk is any integer. Then by substituting (32) and (33) into (31) and equating real and imaginary parts, (xi, . . . , xni) . Since all possible sets of integers mj are allowed, it is possible that as many as 2'-possible sets (xl, . . ., OXw-1) can exist. However, the magnitudes of each of the n -1 components will always be the same, but it can conceivably be either positive or negative. Again, the number of such sets is dependent upon the particular problem.
We have thus shown that the procedure outlined by Zener essentially leads to a finite number of sets of values for the original n-1 variables at which extrema of C occurs.
Appendix.-In this appendix, a brief discussion of the significance of cases where the method breaks down will be discussed.
1. Un-normalizable set (al, ., an): If it turns out that the condition (3) is met by a set (ab, . , an) such that n E a3=0, (Al) j=i then it will be impossible to normalize these numbers to satisfy (8); and therefore, in that case, the method will not be applicable. If such is the case, it will be noted that the condition (8) will be replaced by (Al). Then in order for there to be a solution for (a,, . .. , an) such that all are nonzero, one must have A = 0, where A is defined by (10). This case of un-normalizable aj's is then a result of the more general case A = 0 discussed below. 2. One or more a3 = 0: As has already been noted, not all of (al, ..., an) can be zero. For the sake of simplicity, let us assume that ce = 0 and a°n .£ 0. Then from (3), n K = II Tia" (A2) j=2 independent of (x,, .. ., x,-n). Then solving (A2) for Tn,
Let us now make this substitution into (1):
One notes therefore that C depends on T, only through the linear term. Now by the discussion before and after equations (16) and (17), one sees that the set (Ti, ., T,,-) are independent (an $ 0) and, therefore, C can equally well be maximized with respect to them. However, because of the linear dependence on T1, C does not have a maximum or minimum. If one changes variable to x'1 = xI, x'2 = xlx2, . .., X'n = xlxn, and lets f3k; = Okj(b1 -bk/bi, n n-1
Thus, the only dependence of C on x', occurs through the factor (x',) 1/b1 and therefore C does not have a unique maximum or minimum. where X'k and Okj are as defined in Case A above. One notes now that C has become a function of only n -2 variables (x'2, .. . , x'.,-1) consisting of n terms and therefore does not fall into the category of functions considered here. It is only for this case that the method described by Zener will not work, while there still may be extrema. These extrema, however, will not be unique since they will occur at specified values of (x'2, ..., x'n-1) which do not uniquely determine a set (xi, . . .
Xn-1) -
! Zener, Clarence M., these PROCEEDINGS, 47, 537 (1961) . 2 All the O3ki for a given j need not be nonzero. That is, all the n -1 variables need not appear in each term T,. However, if all the (kj for a given j are equal to zero, that jth term is a constant and should have been dropped from consideration.
3 It is possible for the sum of the a's to be identically zero and therefore not compatible to the normalization conditions of (7). The significance of this case is discussed in the appendix. Let T be a totally ordered set and let H, K C T. One writes H < K if given hEHandkeKthenh< k. Note, 0 < K, H < 0, and 0 < 0. Let a be an ordinal number. T is said to be an n.-set' if given H, K C T such that JHJ + IK1 < N. and H < K then there exists t e T such that H < {tJ < K. Let T' c T.
T' is said to be cofinal (coinitial) in T if given t e T there exists t' e T' such that t < t' (t' < t). Let W(a) denote the set of ordinal numbers less than a. By Wa is meant the smallest ordinal number for which 1W(ca) = ocx By the upper (lower) character of T is meant the smallest number wCa for which a cofinal (coinitial) subset T' exists of power Ka. Let t e 7'. By the left (right) character of t is meant the upper character of {x e T: x < t } (the lower character of {x e T: x > t ).2 Henceforth, let a be an ordinal number greater than zero. An Abelian group with valuation will be called a-maximal if every pseudoconvergent sequence' whose length (whose ordinal number) is less than Wa has a pseudo-limit. Clearly amaximality is weaker than maximality.4
Let G be a totally ordered Abelian group. For a e G, let X(a) be the smallest convex subgroup generated by a. X is a valuation when the convex subgroups are ordered by inclusion. Let P be the range of X and let P' = P-X(0) }. Let a e G, a 5 0, and let Y(a) be the largest proper convex subgroup of X(a). Then G(a) = X(a)/Y(a), which will be referred to as a factor of G, is isomorphic to a subgroup of
