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On the road toward the information age, the enormous bandwidth demanded by the
explosive growth of Internet traffic has been supplied by fiber-optic communications
technology; in particular, the widespread use of Wavelength-Division Multiplex-
ing (WDM) techniques. My research focused on Optical Add-Drop Multiplexers
(OADMs) and wavelength demultiplexers, two key devices for WDM technology.
Various approaches, including nanophotonic approaches based on photonic crystals,
were employed in the research.
First, a variety of ball lens-based OADMs were designed and implemented.
The overall performance of the ball lens-based OADMs was competitive compared
to that of commercial GRIN lens-based OADMs, while the former devices were more
vii
cost-effective and simpler in packaging.
Optical Add-Drop Multiplexers are one of the promising applications of
photonic crystals. Prior theories have been limited to devices with frequency-
independent coupling and simple mirror symmetry. Through my research, a general
model was developed to understand the optical add-drop process in realistic photonic
crystal-based OADMs, where the interactions between the waveguides and cavities
are frequency dependent and cavity modes depart from the accidental degeneracy of
frequency. Furthermore, a class of devices with more freedom in choice of symmetry
were proposed. An original idea was proposed to utilize the inevitable optical loss
in a way that improves device performance.
The last part of my research was aimed at developing a wavelength demul-
tiplexer based on the superprism effect in photonic crystals. In the course of this
research, a general and rigorous refraction theory was developed for a photonic crys-
tal of any lattice type, any surface orientation, and any surface termination. The
theory solved some long-standing problems in grating diffraction as well. Refraction
at naturally emerging quasi-periodic surfaces was treated in a unified way with the
refraction on periodic surfaces. A new concept, surface-dependent mode degener-
acy, was introduced and was shown to be crucial to understanding photonic crystal
refraction. Arbitrary incident beam profiles were investigated. The first-ever practi-
cal demultiplexer design that has less than 3dB loss over a 25-nm spectrum is given
based on this theory. The theory is anticipated to be instrumental in understanding
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1.1 Fiber Optic Communications
The explosive growth of the Internet in the final decade of the last century has
transformed almost all aspects of society and life. Accompanying the Internet marvel
was an unprecedented demand for communication bandwidth, which was fortunately
echoed by an emerging fiber-optic communications technology: wavelength division
multiplexing (WDM) [1,2].
The communication networks have developed into a hierarchical system, as
illustrated in Fig. 1.1. At the bottommost level, local area networks (LANs) of
various sizes connect communication devices and computers in an entity such as

















(Ethernet)*DWDM: Dense Wavelength Division Multiplexing 
fiber link 
Miami 
Figure 1.1: Hierarchy of communications networks
metropolitan area networks (MANs), which are further connected to MANs else-
where through wide area networks (WANs) or long-haul networks. The metropoli-
tan area networks are regarded as the most promising market for WDM technologies
owing to the busy traffic of MANs and the size of the market.
With the advent of erbium-doped optical amplifiers (EDFAs) and other re-
lated technologies, fiber-optic communications systems are evolving into the all-
optical network era. In today’s fiber-optic communications system, an electronic
signal is modulated onto an optical wave and sent into a fiber, which relays the
optical signal through a number of EDFAs far apart to reach a receiver that de-
modulates the optical signal into electronic form. In this way, electronic-optic(E-O)
conversions occur only at the transmitter and receiver, which circumvents the band-
width bottleneck owing to slow intermediate E-O conversion elements.
The wavelength-division-multiplexing technology has played a revolutionary
role in expanding the bandwidth toward terabit communications. The transparent
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spectral windows of optical fibers are divided into small sections called channels, each
of which transmits signals without interference by others. This approach exploits
the bandwidth of optical fibers to its ultimacy. Since each channel can transmit
signals at a rate of up to 40 GHz, which is limited only by the bandwidths of most
optoelectronic devices, the aggregate bandwidth of the fiber-optic communications
expands enormously.
One of the key functions of a WDM network is the capability of loading and
unloading a specific wavelength of light from a fiber. For a typical WDM link shown
in Fig. 1.2, light of one wavelength is added and/or dropped from a fiber through
an optical add-drop multiplexer(OADM). Such an OADM is needed when a user
needs to retrieve the information being transmitted in the fiber on that wavelength,
and/or intends to send some information elsewhere through the WDM link.
Another useful device, illustrated in Fig. 1.2, is a demultiplexer(DeMUX),
which separates each wavelength of light into individual fibers. Sometimes, the
separated wavelengths of light will be bundled together again through a multi-
plexer(MUX), with some wavelengths of light replaced with fresh signals. Optical
switches can be used to dynamically replace a number of the wavelengths, while vari-
able optical amplifiers (VOAs) are used to balance the optical power of individual
channels prior to further transmission.
My doctoral research has focused on the study of optical add-drop multiplex-
ers and WDM demultiplexers. Optical add-drop multiplexers(OADMs) have been
investigated using various approaches. Among them, the thin-film interference filter
based micro-optic approach has been most successful in practice, although a number
of novel approaches, such as fiber Bragg gratings [3—6] and waveguide couplers [7,8],
have been the topics of research and development. For few-channel demultiplexers,
a popular approach is to combine a number of single-channel OADMs in series. For
high channel-count demultiplexers, arrayed-waveguide-grating or diffraction grating
3
Figure 1.2: Typical MAN WDM link
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based technologies appear to be cost-effective approaches that also reduce the max-
imum optical loss. However, reliability issues, such as thermal wavelength drift, and
performance issues, such as channel transfer functions will determine whether these
approaches will finally be competitive with the thin-film filter based technology in
various contexts. We note that recently, the thin film filter technology has advanced
into the realm of high channel-count demultiplexer with reduced optical loss.
In the first part of my doctoral research, thin-film filter based OADMs were
built with ball lenses in place of the popular graded-index(GRIN) lenses [9,10]. The
goal was to reduce the packaging complicacy and explore cost-effective engineering
opportunities. Detailed aberration and tolerance analyses, coupled with careful
packaging considerations, have allowed us to achieve these goals to a scale that the
final device is a promising competitor of the commercial GRIN lens based OADMs.
1.2 A nanophotonic approach: photonic crystal based
WDM devices
1.2.1 Nanotechnology for photonics
The beginning of the 21st century has witnessed the pervasive influence of nanotech-
nology. In photonics, nano-scale structures, particularly photonic crystals [11—17],
hold the promise of achieving the same function in a significantly reduced device size.
Accompanying the size reduction is the exciting prospect of ultimate power reduc-
tion (e.g. thresholdless laser [11]), unprecedented dispersion enhancement [15,16,18],
and myriads of other benefits. As the advance of optical lithography played a crit-
ical role in the development of very large scale integration(VLSI) technology for
microelectronics, the advance of electron beam(e-beam) lithography is defining the
present and future of nanophotonics. In general, nanophotonics refers to a broad
range of scientific and engineering areas and the fabrication techniques vary in these
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areas. Among those techniques, nanolithography, and particularly e-beam lithogra-
phy may, I feel, provide a revolutionary technological base that will lead to some
practical devices, which could enter every household and fundamentally change the
way we live. I note that there are numerous new technologies being developed under
the name of nanotechnology, and many of them work on even smaller scales. Yet
many of them are essentially the conventional molecular-level technology, which is
hardly considered a new area. There are exciting advancements appearing every-
day in those areas, nonetheless they are more relevant to materials science, physics,
chemistry, and biotechnology rather than immediate applications in electrical engi-
neering or photonics.
In the development of electronic and photonic technology in the latter half
of the last century, a burning desire of engineers was the endless miniaturization
of devices. Nano-lithography feeds such a desire, and gives us virtually unlimited
control of device geometry on deep submicron- and nano-scales. The key word here
is "controllability." Other technologies may be able to produce structures on an even
smaller scale(for example, quantum dots), but only e-beam nano-lithography allows
people to shape the structures with the same latitude and accuracy that people
design the structures of a car.
1.2.2 Photonic crystals and related devices
The issue of controllability is best exemplified in the development of photonic crystal
technology. With periodic dielectric nano-structures, one can form perfect mirrors
that reflect light totally for parts of the spectrum, regardless of the incident angle.
This simple idea has stunning consequences that were first realized by Yablonovitch
[11] and John [12] in 1987. The underlying principle is that periodic dielectric
structures form optical bands and bandgaps in the frequency spectrum. In the
photonic bandgaps, light is totally reflected.
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In its first decade, the development of photonic crystal technology almost en-
tirely surrounded this idea, which utilized photonic crystals as the photon-confining
"walls" for ultra-compact optical cavities and waveguides. From another perspec-
tive, the photonic crystals were regarded as an "optical insulator" exclusively. That
is why another term "photonic bandgap materials" was used more often in the early
years of photonic crystal research. In 1998, Kosaka et al. published the first im-
portant paper about light refraction and propagation in photonic crystals. Exciting
applications were discussed based on anomalous refraction and propagation effects in
photonic crystals. In these applications, photonic crystals essentially act as "optical
conductor." I have found that the study following the theme of "optical conductor"
is promising and relatively unexplored even today.
In my doctoral study, I initially focused on waveguide-resonator systems
based on photonic crystals to perform the optical add-drop function [19], which still
treated photonic crystals as optical insulators. In a later stage, I began to consider
the "conducting" characteristics of photonic crystals, and utilized anomalous refrac-







Wavelength-Division-Multiplexing (WDM) has been widely recognized as an en-
abling technology for ultra-high bandwidth optical networks. Optical add-drop
multiplexers (OADM) are indispensable elements in WDM-based networks. Var-
ious approaches have been considered for making such a device, including thin-
film bandpass filters, fiber Bragg gratings[3-6], and waveguide couplers[7,8]. Among
these approaches, the one utilizing a thin film filter along with a pair of GRIN lenses
has taken the lead due to low cost, satisfactory performance, and high reliability.
GRIN-lens based devices have achieved considerable success in micro-optics
due to the general perception about relative ease of employment of GRIN lenses.
However, recent improvement in ball-lens coating technology[20] has aroused signif-
icant interest in expanding the usage of ball lenses in micro-optical devices. Now in
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many situations, ball lenses offer competitive performance and obvious convenience,
while presenting a distinct cost advantage over GRIN lenses.
In this part of my study, a variety of ball-lens based optical add-drop mul-
tiplexers (OADMs) were designed and implemented in collaboration with my col-
leagues. Insertion losses as low as 0.5 to 0.6 dB for the reflection light-path, and 1.2
to 1.5 dB for the transmission light-path were demonstrated. The 0.5-dB passband
and 30-dB stopband for a 100-GHz OADM were 0.35 nm and 1.15 nm, respectively.
The reflection path had an isolation of 15 dB. In addition to the distinct cost ad-
vantage of ball lenses over the GRIN lenses, the ball-lens based OADMs also offer a
significant simplification in packaging due to the intrinsic spherical symmetry of ball
lenses. For one of the designs, the overall performance of a ball-lens based OADM
was competitive compared to that of a commercial GRIN-lens based counterpart.
Optical designs and optics-related packaging issues will be discussed in detail.
2.2 Designs
2.2.1 Design Outline
In a beam-splitting ball lens studied earlier [21], a thin-film beam-splitting filter was
disposed at the mid-plane of a full-ball lens. The light was incident on the filter at 45o
and was split into two beams perpendicular to each other. A straightforward idea of
OADM would be to replace the beam-splitter filter with a narrowband WDM filter.
However, to our knowledge, no WDM filter working at 45o incident angle is available.
And those narrowband filters intended to work at nearly normal incidence usually
have very high transmission loss at large incident angles. Therefore, we designed
our first OADM (Design A) employing a similar setting, but the incident angle was
nearly normal. The design is schematically shown in Fig. 2.1. The transmission






Figure 2.1: Design A: Half-ball lens OADM with tilted fibers
input and output fibers(when used as an add multiplexer, the light actually travels
from drop to input fiber, and from output to input fiber for these paths). The ball
lenses are made of SF2 glass and are 3.4 mm in diameter. The factors influencing the
choice of glass and focal length will be discussed later. An ideal design would prefer
the thin film filter to be deposited on the plano side of one of the half balls. Though
not impossible, this substrate geometry is not compatible with mass production of
filters. For this reason, we used a standard thin-film filter having a substrate of 1
mm thick sandwiched between the two half balls. It turned out that the additional
thickness of the filter substrate affected only the angle of the drop fiber with the
optical axis.
Through aberration study, no significant degradation of performance was
found due to the presence of a thick substrate. The fiber endfaces were located at
the focal planes of the corresponding half balls. In this arrangement, a collimated
beam was incident on the filter. The input and output fibers were fixed in two
v-grooves on a metal strip. These two v-grooves were separated by d (center to
center) at the end, and each was tilted at an angle θ1 toward the optical axis. The

















where na and nb are the refractive indices of the ball lenses and the filter
substrate, respectively, r is the radius of curvature of the half-ball lenses, f the
front focal length of the left half ball, b the thickness of the filter substrate, and c
the thickness of the thin air gap between the filter backside and the second ball lens.
These relations were determined by paraxial raytracing. Note θ1 is actually the
angle of incidence (AOI) onto the thin film filter. The choice of fiber spacing d will
affect AOI and therefore the center wavelength(CWL) shift of the filter passband.
The major advantages of this system are the simplicity of packaging and mechanical
stability due to the fact that lenses and filters are closely packed together.
However, it turned out the aberrations of this system would be large if single-
mode fibers(SMFs) were to be used. Following Smith[22], we studied the image
aberration of a single point on the object because the fiber core is much smaller
than h = d/2, the displacement of the fiber from the optical axis. An indication of
small aberration is that the image spot size of the center point of input fiber endface
is considerably smaller than the fiber mode-field radius. In this case, even after
focusing adjustment, the root-mean-square(RMS) image spot radius was found to
be larger than the SMF mode-field radius. We therefore introduced into this design
the thermally-expanded-core (TEC) fibers, which have a larger mode field radius
and a smaller numerical aperture(NA). The RMS aberration spot radius increases
with NA, while the mode field radius of the TEC fiber is approximately inversely
proportional to the numerical aperture[23], as shown in Fig. 2.2(a). One finds these
two quantities cross at numerical aperture about 0.12 for typical lenses we used.
Figure 2.2(b) shows the variation of the Strehl ratio [24] with NA. For NA less than
0.11, the central diffraction peak deduction due to aberration is less than 10% for
both BK7 lenses and SF2 lenses. In the experiments, we used TEC fibers with NA
approximately 0.04 for Designs A and C.




































Figure 2.2: Effect of NA reduction: (a) RMS Aberration spot radius and fiber mode-
field radius vs. NA. (b) Change of Strehl ratio, which is indicative of normalized
central peak intensity.
B [Fig. 2.3(a)], where a pair of full ball lenses were used. The aberration study
showed that the aberrations in Design B would be acceptable if standard SMFs
were used. For this system, there is not a natural center for the input and output
fibers to aim at. Therefore, the fibers do not have to be tilted with respect to the










where f is the front focal length of the ball lens, other symbols denote the same





where h is the "object height," or the distance from the center of the input fiber
endface to the optical axis.
Illustrated in Fig. 2.3 (b) is a comparative design of OADM using half-ball
lenses in the parallel fiber setting. For this system, which we call Design C, the














Figure 2.3: (a) Full-ball lens OADM (Design B). (b) Half-ball lens OADM with













For comparison, we will analyze the aberration for both full ball and half ball cases
in the setting where the fibers are all parallel to the optical axis, i.e. Designs B
and C. Then we will show the fiber tilting in Design A would not introduce much
difference in aberrations compared with Design C if both designs used the same type
of fibers.
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First, some commonalities of the aberrations in Design B and C are presented.
Assume the axes of all three fibers are placed at a distance h from the optical axis
and the light cones exiting the fibers have a half apex angle α. Since the object (the
input fiber core) is much smaller than h, it is a convenient choice to pick the center
ray of the light cone as the reference ray, and ray on the side of cone as the marginal
ray. The aberration is essentially contributed by the spherical surfaces only. By
raytracing one can easily show that in Designs B and C, when c = a− b/nb holds,
there is a symmetry between the reflection and transmission light paths except for
the region inside the filter substrate. Therefore, the aberration values are almost
the same for the two "images" of the input fiber at the location of output and drop
fibers. So the following aberration analysis applies to both output and drop fibers.
A useful dimensionless parameter in evaluation of the aberration is q, as we call.








(na − 1) , (2.5b)
respectively. For h=62.5 µm, NA=0.14 and na=1.50065(BK7), r=1.35 mm, one
finds qB=0.22 and qC=0.16. For values of q small compared to unity, we can show
that the contributions of astigmatism and Petzval to the overall aberration are all
approximately q2 times smaller than the spherical aberration, the distortion is q3
times smaller than the spherical aberration. The sagittal coma on each surface
is approximately q times smaller than the spherical aberration. However, sagittal
comas on symmetrical pairs of spherical surfaces tend to have opposite signs and
cancel each other, leaving the leading term in the total coma of order q2. Note all
spherical surfaces contribute to the total spherical aberration with a consistent sign.
Therefore, in this system, the spherical aberration is the major concern.
The following semi-quantitative analysis shows that generally Design B has a
significantly lower aberration than Design C. We assume that the fiber NA, material
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and radius of the lenses are same in both designs. According to aberration theory,
the transverse spherical aberration TSC of a surface is given by [22]
TSC = C1(u
0 + i)yi2h (2.6)
where C1 is a constant same for same kind of surfaces in two systems, h the final
image height, i the incident angle of a marginal ray on the surface, u the marginal
ray slope after refraction, and y the height at which the marginal ray intersects the
current surface. The angle i for the half ball system per surface is, on average, about
twice larger than the corresponding value in the full ball system. The ray height y at
each spherical surface is always smaller in Design B than in Design C. Particularly,
it scales roughly linearly with the front/back focal length for the first/last surface.
Note the front focal length of the half ball is about quadruple of that of the full
ball (for index around 1.5). The remaining factor in Eq. (2.6), for most surfaces,
yields higher values in the half ball case also. Now consider there are half number
of spherical surfaces in Design C compared to Design B, we reach the estimate that
the spherical aberration is 8 times or more in Design C compared to Design B. The
results from rigorous Seidel aberration calculations are shown in Table 2.1. Note the
spherical aberration, by convention, refers to its value at the paraxial image plane,
while the RMS spot radius listed is its minimum value along the optical axis, see the
last section of this chapter. According to Table 2.1, for both types of lenses listed,
the ratios of the corresponding aberrations between the Design C and B are around
10, in reasonable agreement with the preceding estimate.
In addition, it turns out that we do not need to do a separate aberration
analysis for Design A. By properly tilting the local coordinate system on each surface
in Design C, one can prove that Design A has essentially the same aberration as
a special case of Design C where h = 0. We also note the aberration only weakly




Spherical RMS spot Spherical RMS spot
Aberration radius Aberration radius
Full Ball 7.1 1.18 5.04 0.84
Half Ball 69.1 11.5 53.1 8.85
Table 2.1: Aberration comparison of different designs(Unit: µm)
2.3 Implementation and practical issues
2.3.1 Choice of components
One design aspect we have not discussed until this point is the selection of glass
material and the radius of the ball lenses. To lower the cost, we used the common
materials such as BK7 and SF2, which are inexpensive but have low refractive in-
dices. The use of a material having higher refractive index reduces the aberration
further, but usually incurs higher cost for materials. Since Design B has demon-
strated sufficiently low insertion losses, we have not proceeded to use materials other
than BK7 for that design. The choice of the radius of the ball lenses needs to take
into account the focal length and filter incident angle requirements from the optical
design, the size of fiber ferrules, and total package size. It was found that for refrac-
tive index of ball lens around 1.5 and h=62.5 µm, the radius of the ball should be
around 2.7 mm to yield the common 1.8o incident angle on the filter in Design B.
For half ball designs, the filter AOIs are in the range of 0.8 to 2.6 degrees, depend-
ing on h. Such a deviation from 1.8 degree introduces an extra shift in the central
wavelength of the filter passband, and possibly a slight change in transmission loss,
while leaving all other parameters virtually unchanged.
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2.3.2 Packaging Considerations
A considerably simplified packaging scheme was designed for these systems. The
general idea was to first package lenses and filters together into a lens set without
alignment. Then the fibers, or fiber ferrules (or holders), are aligned to the lens set.
In a typical GRIN-lens based OADM, there are three alignment steps. They are
(1)between a dual-fiber ferrule and one GRIN lens, (2) between a drop fiber ferrule
and the other GRIN lens, and (3) between the two GRIN lenses. Our packaging
scheme of ball-lens based OADMs allowed the omission of the alignment procedure
between lenses and filter, therefore saved a lot in alignment work compared to a
GRIN-lens based OADM.
The viability of this packaging scheme is supported by several optical and
mechanical considerations. The misalignments within the lens set have two effects:
the change of the image position and orientation in space, and the increase of the
aberration. The first effect can always be compensated by moving the receiving
fibers. For example, in Design C, the tilt of the filter results in a change of image
position ∆y at the output fiber, one can move the dual fiber ferrule holding the
input and output fibers by ∆y/2 to compensate this change. For the image at
the drop fiber, the compensational movement is straightforward. For various such
compensations, the movement range is around a few dozens of microns. For the
aberration increase due to misalignment, two attributes greatly simplify the analysis:
(1) the intrinsic symmetry of half and full balls; (2) the extremely weak dependence
of aberration on airgap thickness. By these two attributes, the leading contributions
to the extra aberration in all designs come only from the lateral misalignments of
axes of the two lenses, although in Design C the tilt of half ball may produce small
extra aberration as well. All other misalignments are either geometrically equivalent
to the above two types, or have negligible effects on the aberration. The aberration



































Figure 2.4: Analysis of lateral misalignments for Design B (a) Illustration of a
























































Figure 2.5: Misalignments in Design C and accompanying aberration increases. (a)
Non-parallelism between the filter surface and the plano surfaces of the half-balls.
(b) Lateral separation between the axes of two half-balls. The changes of transverse
aberration with (c) angular misalignment, (d) with lateral misalignment.
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For Design C, note the TEC fibers have core sizes around 35 µm. There-
fore a lateral misalignment below 0.1 mm does not result in an unacceptable loss
according to Fig. 2.5(d). For Design A, the misalignments have the same effects
as for Design C, except we do not need to consider the tilts of half balls. The
above compensational movements and the refocusing movements demand that the
packaging design leaves enough space (usually in the range of 0.1 mm) during the
alignment. On the other hand, epoxy application desires minimal spacing between
parts to reduce the alignment shift after curing. This duality presents one major
challenge in packaging, particularly due to the tight loss margin of OADMs. In our
designs, small extra parts were used to fill in the position to reduce the space. To
accommodate all possibilities of space geometry after alignment demands thoughtful
shape designs of these parts. Combined with careful packaging labor, we achieved
a loss increase of less than 0.1 dB after epoxy curing.
2.4 Testing and analysis
2.4.1 Comparison of Raw Filter Data and Packaged Device
In this chapter, some critical performance parameters after packaging will be com-
pared with the original filter data. A 200-GHz OADM of design B using a pair
of BK7 2.5-mm-diameter ball lenses is analyzed in Table 2.2. The "Raw Filter"
data were provided with the filter and were measured at normal incidence. The
spectra of transmission and reflection light-paths are presented in Fig. 2.6 for all
three designs. The picture of a packaged OADM is shown in Fig. 2.7. Table 2.2
shows a slight reduction of the 0.5-dB bandwidth after packaging. However, it is
still much higher than 0.5 nm, typical requirement of a 200-GHz OADM. The peak
insertion loss is 1.26 dB. A more careful and stricter consideration of transmission
bandwidth of this device needs to take into account the isolation capability of the
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CWL ∗ Bandwidth Transmission Stopband Ripple
(nm) @0.5dB (nm) Peak Loss(dB) @30dB (nm) (dB)
Raw filter 1549.63 0.86 0.39 2.24 0.12 ∼ 0.22
Device 1549.20 0.80 1.26 2.41 <0.2
∗ CWL: central wavelength, obtained by averaging two wavelengths at 3dB from
the peak.
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(a) (b) (c) 
Figure 2.6: Measured spectra of devices pursuant to various Designs: (a) Design A;
(b) Design B; (c) Design C
reflection light-path. Figure 6(b) shows that from 1548.84 nm to 1549.54 nm, the
reflection path isolation is better than 16dB, a typical value of GRIN-lens OADM.
The transmission path has its insertion loss less than 1.58 dB over this spectral
width of 0.7 nm. The stopband increases slightly. The change of ripple is below
detection. Polarization dependent loss (PDL) is less than 0.25 dB. The shift of
central wavelength is expected. An ideal design B would require a 2.7-mm-diameter
ball lens to produce the typical 1.8o AOI, at which the filter may have a center
wavelength shift of approximately 0.3 nm. Due to the unavailability of 2.7-mm ball
lenses, we substituted a 2.5-mm-diameter, which should produce an AOI of 1.91o by
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Figure 2.7: A packaged 200-GHz OADM (Design B), along with a quarter dollar
coin for a sense of size







where λ0 is the central wavelength of the filter at zero AOI, ∆λ is the CWL shift at
incident angle θi, and n∗ is the effective refractive index of the dielectric stack. Using
this relation, the expected CWL shift is 0.34 nm for the designed 1.91o AOI. Using
the relation reversely, the actual 0.43 nm wavelength shift is found to correspond to
2.15o incident angle. Though the universal equation (2.7) may not be accurate due
to variations in filter production, we can estimate from our data that usually the
angular misalignments are around quarter degrees. The slight bandwidth change is
in accordance with the narrow band theory [25], which predicts it is of the order θ4i .
2.4.2 Comparison of measured performances and packaging issues
of different designs
The performance of various designs are compared in Fig. 2.6 and Table 2.3. For
Design A, from 1550.31 nm to 1550.90 nm, the transmission path has an insertion
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Design A B C
Reflection path 2.1 (1.4) ∗ 0.5 2.3 (1.1)
Transmission path 1.5 (0.6) 1.26 2.8 (1.6)
∗ Expected insertion losses after deducting reflection loss are presented
in parentheses, for Designs A and C.
Table 2.3: Peak Insertion Losses of different designs: experimental data
loss less than 1.87 dB (note the peak insertion loss for this path is 1.51 dB). The
reflection path has an isolation greater than 15 dB for this wavelength range. This
range is about 0.1 nm narrower than the data for Design B presented above because
the filters used for Designs A and C have a 0.5-dB bandwidth about 0.1 nm(at
normal incidence) narrower than the filter used in Design B. For Design C, from
1550.69 nm to 1551.27 nm, the insertion loss for the transmission path is less than
3.4 dB (peak at 2.78 dB), and the isolation of the reflection path is greater than 14
dB. The 30-dB stopband of the transmission path is around 2.42 nm for both cases.
The ripple and PDL are both less than 0.25 dB.
Designs A and C were implemented using uncoated half-ball lenses and TEC
fibers. The half-ball lenses are made up of SF2 glass and 3.4 mm in diameter. The
expected losses are presented in parentheses in Table 2.3 after deducting the excess
losses due to reflection. Note that for the SF2 lenses used in the half-ball designs,
the reflection loss in the air is around 0.25 dB per surface. The reflection loss per
fiber endface is estimated to be 0.15 dB. Each light path in Design C has 4 uncoated
lens surfaces and 2 uncoated fiber endfaces, which correspond to a total of 1.3 dB
excess loss. In Design A, the filter front surface is in contact with the plano surface
of one half-ball lens and the coating was designed to roughly index-matched to SF2.
Therefore, we have deducted reflection losses of 0.8 dB for the reflection path and
1.05 dB for the transmission path. (Since no AR coating is perfect, we leave about





Figure 2.8: The microscopic pictures of v-grooves in Design A. (a) v-grooves only,
(b) v-grooves with fibers therein, (c) fiber ends.
We look at Design A first. A major advantage of this design is that the pair
of v-grooves do not need micron precision for the separation of the input and output
fibers. Figure 8 shows microscopic v-groove pictures with and without fibers therein.
Because the v-grooves have an angle with respect to each other, the fibers can be
slid in the v-grooves to compensate for an error in the fiber end lateral separation
over a range of 50 µm. In this way, it saves cost to use the metal v-groove compared
to precision fiber ferrules.
Another advantage of the system is the mechanical stability of the system. In
Design A, only one spacer ring is placed between two half-ball lenses for separation,
while the filter is directly affixed to one of the half ball. In comparison, in Design C,
two half-ball lenses are separated by a pair of spacer rings with a filter sandwiched
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in between. Due to the three intermediate elements, the angular alignment between
left and right half balls is generally worse in Design C than in Design A. This is
one of the factors explaining why Design A had a transmission-path insertion loss
much better than Design C. The ferrules used in Design C separate fibers at 250
µm, corresponding to an object height of 125 µm, while in Design A the equivalent
object height is zero. The higher the object height, the more the aberration. Another
important source of extra loss in Design C is that the TEC fibers might suffer some
damage when they were put into the ferrules. Since the TEC fibers are weakened
in structure due to the extra thermal process [26], this type of damage easily occurs
and may give fairly large losses (In Design A, the v-grooves holding the fibers are
open-structures). We did not investigate this factor in depth since Design C was
studied only for comparative purpose.
However, comparing the figures after deducting reflection losses, the reflec-
tion path in Design A has a slightly higher insertion loss than that in Design C. This
can be explained as follows. In Design A, we used low precision metal v-grooves to
hold the input and output fibers, as shown in Fig. 2.9 (a). If the separation of
center line of v-grooves is d + ∆d (in actual machining, a pre-offset was added to
make sure ∆d always positive) at the edge of the metal strip, we can slide the input
and output fibers outward until the centers of their endfaces are separated by d
exactly. However, due to the resolution and measurement limitation of the micro-
scope that was used in the alignment process, it is difficult to fix the separation d
to an accuracy below 5 µm (note TEC fiber core size is 35 µm). Thus a moderate
extra loss occurred. If SMFs are used, we can always convert such a translational
misalignment into an angular misalignment.
In Fig. 2.9 (b), we illustrate such a situation. Ideally, the fibers are separated
by d, and tilted at an angle θ1. If the actual separation is d−∆d(∆d can be positive










Figure 2.9: Compensation of mechanical inaccuracy and misalignments in v-groove
assembly. (a) Compensation of mechanical inaccuracy. (b) Angular mismatch for
SMF case: The ideal fiber position are shaded, at a separation d. The actual
separation is d −∆d, Which is equivalent to an angular deviation of ∆θ from the
ideal angle θ1. Note unlike for the TEC fibers, the single-mode fibers are not sensitive
to angular misalignments. Figures are not drawn to scale.
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an angle ∆θ, which can be computed from ∆d by differentiating Eq. (2.1a). The
rotation should centered around the end of upper fiber, accompanied with certain
translational movement. Then the lower fiber solely has an angular misalignment of
2∆θ, with a translational misalignment, whose effect is negligible. For ∆d = 3µm,
one can estimate ∆θ is about 0.03o, which is much smaller than the NA angle of
a SMF. The drop fiber does not suffer from such a problem because its location
relative to the input fiber is not constrained by the v-grooves.
Comparing various designs in Table 2.3, it is obvious that Design B has
superb optical performance compared to Design C. However, compared to Design
A, Design B needs precision ferrules and 2 spacer rings between filters and ball
lenses, which adds to the cost and the packaging complexity. If furnished with
better alignment tools and AR coated lenses, Design A can yield best results with
extremely low insertion losses in both paths. But it needs TEC fibers. We should
point out that it is possible to produce an optical design for a full-ball lens OADM
with SMF fibers tilted with respect to the axis. And the preceding discussion clarifies
the solution to the misalignment problem of using tilted v-grooves to hold SMF
fibers. Therefore, this design will eliminate the costs of TEC fibers in Design A
and precision fiber ferrules in Design B. The performance is expected to be better
than Design B. Further study is needed for some packaging issues associated with
the open structure of the v-grooves that hold the fibers. The fiber endfaces can be
angle-polished to reduce the return loss to below 50dB, but the fiber tilting angles
must be changed accordingly.
2.4.3 100-GHz OADM
Due to the limited availability of 100 GHz WDM filters, most of our comparative
experiments are conducted using 200 GHz filters. Experiments on 100 GHz OADMs



















Figure 2.10: Measured spectra of a 100-GHz ball-lens based OADM
presented in Fig. 2.10. The 0.5-dB bandwidth is about 0.35 nm. The peak insertion
losses are 0.54 dB and 1.44 dB for the reflection and transmission paths, respectively.
The 30 dB stopband width is 1.15 nm for the transmission path. From 1555.80 nm
to 1556.14 nm, the isolation of the reflection path is better than 15 dB. The PDL
and ripple are less than 0.25 dB.
2.5 Conclusion
We studied a variety of designs and implementations of ball-lens based OADMs. At
a lower cost, the ball-lens based OADMs were demonstrated to have competitive
performance compared to GRIN-lens based OADMs. The ball-lens based OADMs
also save one third of the alignment work in packaging. Among various designs, De-
sign A does not need micron precision ferrule and is mechanically simple and stable,
but needs TEC fibers. Design B has lower aberration under the same conditions
and does not need TEC fibers, but needs precision ferrules.
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2.6 Appendix: Defocusing and RMS spot size for seidel
aberrations
The root-mean-square spot radius was used here because it usually yields a better
estimate of actual spot size compared to the spot radius given simply by the trans-
verse aberration of the marginal rays. Consider an on-axis point. When the third
order aberration is dominant in an uncorrected positive lens, the marginal rays focus
at a point closer to the lens than the paraxial focus. We can assume that the rays
that exit the lens at an angle θ with respect to the optical axis focus at z = f(θ).
For convenience, we choose the paraxial focus to be the origin of z axis, therefore,
f(0) = 0. For a system dominated by the third order aberration, f(θ) = −Aθ2,
where A is a constant. For simplicity, we always take the sign of θ to be positive in
this part of calculation. Suppose an image plane is placed at z. To the accuracy of
third order, a ray exiting the lens at an angle θ strikes this plane at the radius
r(z, θ) = |[z − f(θ)]θ|
For a system with small image NA and reasonable third order aberration, the exit
pupil has an area element dAe = f20 θdθdφ, where φ is the azimuthal angle and f0 is
the focal length of the lens. To the accuracy of third order, the root-mean-square















The minimum RMS spot size is found to be 16Aα
3 when the image plane is located
at z = −23Aα2. These results are slightly different from those obtained by measur-
ing a spot through the maximum aberration [22]. Note the absolute values of the
transverse and longitudinal aberrations for marginal rays are Aα3 and Aα2, respec-
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tively. The RMS spot size at the paraxial focus is half of the transverse aberration
of marginal rays, which is obtained by evaluating Eq. (2.8) at z = 0. By moving the
image receiving plane along the axis for a distance of two thirds of the longitudinal
aberration, the RMS spot size is reduced 3 times. The above analysis is valid for an
off-axis object as well, as long as the object height h << f ·NA.
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Chapter 3




Filters based on photonic crystals (PC) have been discussed for single-channel
OADM applications. Fan et al. first proposed a structure of two parallel waveguides
in a photonic crystal, with two resonators in-between [13], as illustrated in Fig. 3.1.
Light of multiple wavelengths enters one waveguide from a fiber. By proper design of
the resonators, light of a specific wavelength will be transferred to the other waveg-
uide completely, while light of the other wavelengths will pass through the original
waveguide and be coupled into another fiber. Quantum Green’s function has been
used to analyze the problem. On the other hand, simulations were performed to
study PC-based single-channel OADMs [27] and demultiplexers. [28]
A major problem encountered in current simulations of these devices is that,
for many ports, the light transfer efficiencies are fairly low; that is, a significant por-
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Figure 3.1: The schematic of a single-channel OADM presented in Ref. [29]. Light
enters the upper waveguide. Through interaction with the resonator system in the
middle, light of a specific wavelength is transferred to the other waveguide. Other
wavelengths remain in the original waveguides. A portion of light is reflected in the
upper waveguide.
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tion of light is lost in the non-optimized transfer processes. Also, for a multi-channel
OADM, one needs to ensure that no light of the dropped wavelengths remains in the
pass-through port, which may be hard to achieve in simulations (This is not a prob-
lem for a demultiplexer, in which all wavelengths of light are separated into their
respective ports and there is no need for a pass-through port). Clearly, an analytic
theory is needed to explore the characteristics and ultimate performance of PC-
based multi-channel OADMs, and to give direction to the simulation efforts. New
system architecture may be needed to overcome the limitations of the old systems.
In this chapter, I propose a class of new structures that can add-drop multiple
wavelengths simultaneously. In such a structure having an n-fold symmetry, n pairs
of resonators and n waveguides are arranged in a symmetrical manner. An n-fold
structure can achieve 100% add and drop of light at n − 1 different wavelengths.
These structures also provide a way of suppressing the remnant light intensity at
the pass-through port for the bands of dropped frequencies. Such improvement in
optical isolation is very important for WDM applications. Realizing these structures
based on photonic crystals will yield compact integrated devices although they can
be realized by conventional waveguiding structures also.
Simulations demonstrated that (nearly) perfect (100%) channel-drop effi-
ciency could be achieved in a carefully designed photonic crystal based OADM, in
excellent agreement with the theory [13, 29]. However, an in-depth examination of
the theory still leaves some questions unanswered. Three major issues are:
(1) The direct coupling between waveguides was neglected in the theory,
which seemed to lack a quantitative argument.
(2) According to the theory, a peak drop efficiency of 100% requires that the
even and odd modes are strictly degenerate (i.e. , they must have the
exactly same frequency). However, in all simulated examples, the actual
modes discernibly departed from strict degeneracy while the peak drop
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efficiency degradation was almost indistinguishable.
(3) The model assumes that the couplings between waveguides and cavities
are all frequency independent. As John pointed out, when casted into
certain Hamiltonian form, the electromagnetic wave equation has a pho-
tonic "potential energy" that is frequency dependent [30]. This means
that the aforementioned couplings will also have a frequency-dependent
coupling constant. Finding a general method that can solve this model
with arbitrary frequency-dependent coupling constants is a challenging
problem.
The first question was later explained by Y. Xu et al. from Dr. Yariv’s group
at Caltech [31]. Some additional discussions are presented in Sec. 3.2.3. The second
and third questions will be examined in Sec. 3.3.6.
3.2 Optical channel-drop process in a photonic crystal
waveguide-resonator system
In this section, we will review the theoretical framework proposed by Fan et al. and
the major conclusions of the theory. Part of the theory will be presented in a form
slightly different from the original work by Fan et al. Such a form will heuristically
lead us to a more general theory, around which the main body of this chapter will
be built upon.
The schematic diagram of a channel drop system is shown in Fig. 3.1 (from
Ref. [29], redrawn with adaptation). The system is composed of two identical waveg-
uides, labeled C and C, side coupled through a resonator system. Following the no-
tation of Fan et al. [29], the propagating states (or guided modes) with a wavevector
k in two single-mode waveguides are labeled |ki and |ki, respectively. The resonator
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system supports cavity modes (or resonator modes, localized states) labeled as |ci.
The complete Hamiltonian for such a system is






















where ωk is the frequency of the state |ki, and L is the length of the waveguides.
The interaction coefficient Vab (a and b can be either localized or propagating states)
satisfies the conjugate relation Vab = V ∗ba. The sum over k includes both waveguides.
The direct coupling between two waveguides is represented by Vk1,k2 , which we
shall neglect following Fan et al. [13, 29]. The justification of this omission will be
presented in Sec. 3.2.3.
When the direct coupling is absent, the Lippmann-Schwinger equation for
this Hamiltonian can be solved with ease if there are only a small number of cavity
modes. The essence of the treatment is the reduction of the dimension of effective
interaction matrix to the number of cavity modes. In this section, the case of four
cavity modes will be reviewed.
By employing symmetry, we can transform the states of the two waveguides







where e and o denote the states that have even or odd parity with respect to
the mirror plane normal to y axis. Because of the symmetry of the system, the
Hamiltonian commutes with the reflection My with respect to the mirror plane
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perpendicular to y axis,
[H,My] = 0.
There can not be interaction between even and odd states. Therefore, in the new
basis, the Hamiltonian has the form




















where the sum over δy includes the even and odd states.
3.2.1 Solve the Lippmann-Schwinger Equation
To calculate the transmitted, transferred, or backscattered wave, one needs to solve
the Lippmann-Schwinger equation, which relates the scattered wave function |ψi to
the incoming wave |ki
|ψi = |ki+ 1
ωk −H0 + i
V |ψi ≡ T |ki (3.4)
where ωk is the frequency of the incoming wave (for this part, we use k only to
denote a propagating state and omit δy for convenience as there is no necessity of
distinguishing the even and odd states), and is an infinitesimally small positive
number introduced to enforce the outgoing boundary condition for the scattered
wave.
The Lippmann-Schwinger Equation can be solved iteratively. As a result,












Since there is no direct coupling between the propagating states, it is possible
to reduce the scattering process to the subspace spanned by the cavity modes. With
a bit laborious derivation, the sum in Eq. (3.5) can be computed, which gives the
following form for the transition matrix [31,32]
Tk0k = δk0k +
1







ω −H + i |c1i (3.7)
is the Green’s function in the subspace of cavity modes. In other words, G can
be expressed as an Nc × Nc matrix. Here Nc is the number of cavity modes. The
Green’s function has the standard form
G = (1−G0Σ)−1G0 (3.8)




ω − ωc1 + i
δc1,c2 (3.9)
and the self-energy is summed exactly [31,32] to be







ω − ωq + i
Vq,c2 (3.10)
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Figure 3.2: Four-cavity photonic crystal based OADM proposed in Ref. [29]
3.2.2 Four-Cavity Filter: Flat-top Transfer Function
For the system with four cavity modes [29] as shown in Fig. 3.2, one advantage is
the transfer function of the channel drop system can be improved compared to a
two-cavity system. Generally, flat-top and sharp edges are desirable features of the
transfer function. The derivations in this section mostly follow the steps of Fan et
al. [29]. However, we will use the symmetrized modes |kδyi instead of the original
modes |ki and |ki, which allows us to see the connection with a more general model
to be presented later.
Assume the four states represented by |δxδyi have the symmetry δx and δy
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with respect to the mirror planes normal to x and y axes, respectively. Here, δx and
δy take values e or o, which indicate even and odd states, respectively.
For such a system, both the |kei and |koi waves are scattered by the resonator







ω − ωqδ00y + i
. (3.11)
Because Vδ0xδ0y ,qδ00y = Vδ0xδ0y ,qδ0yδδ0y ,δ00y , we have Σδ0xδ0y ,δxδy = Σδ0xδy ,δxδyδδy ,δ0y . By changing
the sum over q to over −q, one easily shows the self-energy is also diagonal with







ω − ωqδy + i
δδx,δ0xδδy ,δ0y . (3.12)





















= −∆ωδxδy − iγδxδy (3.13)
where the real part is the principle value of the integral and g(ω) is the group velocity
at frequency ω.
Now the Green’s function in the reduced space of the cavity modes is
Gδxδy ,δxδy(ω) =
1
ω − eωδxδy + iγδxδy (3.14)
where the renormalized frequency and the linewidth of the cavity modes are given
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|Vδxδy ,qδy |2 (3.16)
The forward transmission for the |kδyi states is
hx =∞|T |kδyi =
X
k0δ0y









































1 + χe,δy + χo,δy
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ωkδy − eωδxδy + iγδxδy . (3.17)
Similarly, one readily verifies that the reflected wave is








Following Fan et al., we enforce the so-called accidental degenerate condition
eωee = eωoe, eωeo = eωoo (3.19)
γee = γoe = γeo = γoo ≡ γ (3.20)
eωee − eωoo = 2γ (3.21)
Obviously, it follows
χe,δy ≡ χo,δy , δy = e, or o.
This further yields
hx = −∞|T |kδyi= 0,






We have been using symmetrized states |kδyi. To calculate the scattering







Now it is straightforward to compute the scattering amplitudes. For exam-
ple, if light enters the upper waveguide with unity amplitude, one first use Eqs. (3.2)
to transform the incoming waveguide mode into the symmetrized modes; then the
scattering amplitudes are calculated for the symmetrized modes; finally the sym-
metrized modes that have been produced by the scattering process are transformed
back into the real modes in the upper and lower waveguides. Note that Fan et al.
computed the scattering amplitudes for the original modes directly, without uti-
lizing the fully symmetrized modes. As we shall see in the following section, the
formulation that involves fully symmetrized modes can be generalized to a generic
symmetric system.
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For the incoming beam |ki in the upper waveguide, the outgoing waves are
computed to have the amplitudes
Forward transmission : 1 + (χee + χoo)
Forward transfer : (χee − χoo)
Backward transmission : 0
Backward transfer : 0
The forward transmission is thus given by
(ω − ω0)4
(ω − ω0)4 + 4γ4
(3.23)
where ω0 = 12(eωee + eωoo) and the forward transfer is given by
4γ4
(ω − ω0)4 + 4γ4
(3.24)
which has the form of "maximum-flat" function, as shown in Fig. 3.3.
The backward reflection and backward transfer waves both vanish. However,
one should bear in mind that these formulae are only approximately correct near
the region of resonance. Because, generally speaking, the renormalized resonance
frequency and the linewidth of the cavity modes are functions of ωkδy , the frequency
of the propagating states interacting with this cavity modes. This was testified by
the difference in the intensity profiles (or the actual linewidth) between |eei and
|oei, or |eoi and |ooi states [29]. Note this difference also exists in the case of two
cavity modes. However, in the case of two cavity modes, this doesn’t affect the 100%
transmission at the resonance because by forcing the degeneracy of the even and odd
cavity modes at resonance only, the contributions from these two modes are exactly
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Figure 3.3: The amplitude of light that is transferred to the lower waveguide is
described by the maximum-flat function
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the same at resonance. Even we introduce the coupling between the propagating
states, this is still true because the odd propagating states are not scattered, we
need to force the degeneracy at one frequency, i.e. ωke.
3.2.3 Direct coupling between waveguides
In the foregoing discussions, the direct coupling between the waveguides is assumed
negligible. At first glance, this is not apparent. For example, we assume that the
wavefunction of a cavity state has the form
ψc(x) = hx|ci ∝ βce−βcr,
where r is the distance from the center of the cavity, and βc is a constant. Also
assume the wavefunction of the propagating mode of a waveguide has the form





where βk is another constant. By calculating the overlap integral between respective




e−βgd ∼ δk1,k2e−βgd, (3.25)
where ∆k = k2−k1. In a similar fashion, the indirect coupling strength is computed
as




where β0 = max(βc, βk). The exponential terms which are the primary factors in
two equations are comparable if βk and βc are comparable. This means that the
direct coupling can not be neglected. This problem was clarified by Xu et al. [31]
for a general case.
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There is another noteworthy point that Xu et al. did not touch. According
to Eq. (3.25), the direct coupling between k1 mode in the upper waveguide and k2
mode in the lower waveguide occurs only if their wavevectors are the same, this is
clearly a consequence of the momentum conservation. We note that the argument
of Xu et al. is based on energy(or frequency) conservation, which can be applied to
more general cases when the two waveguides are not parallel.
3.3 Optical add-drop in a symmetrical waveguide-resonator
systemwith frequency dependent coupling constants:
a general theory
3.3.1 Introduction
Fan et al. explored the possibility of generating higher order flat top functions by
increasing the number of cavities, and hence the number of cavity modes [33]. But
as the number cavity modes increases, a simplifying assumption was made that
each waveguides couples to the pair of cavities closest to it. They also neglected
the coupling Vc1,c2 between most of cavity modes. Khan et al. worked further on
this problem with a simplification stemming from a theory of resistor networks. In
my master’s study, I proposed a system with three waveguides and three pairs of
cavities forming a 3-fold symmetric structure as illustrated in Fig. 3.4.
In this model, I assumed that the cavity modes had frequency independent
parameters(resonant frequency and linewidth), and the system overall was lossless.
Group theory was not fully employed to analyze the system. The output amplitudes
of the "output" and "drop1" ports are given in Figs. 3.5 & 3.6. Through tuning
the ratio b of the linewidths of different cavity modes, the transfer curves can be
optimized for the drop1 and output ports. Figures 3.5 and 3.6 clearly demonstrate
that the three-waveguide OADM has a much better performance than the two-
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Figure 3.4: Layout of a photonic crystal based 3-fold symmetric optical add-drop
multiplexer Each of the 3 waveguides are accompanied by a pair of cavities. Light of
multiple wavelengths comes in from the input port. Two wavelengths are dropped
to the drop1 and drop2 ports, respectively. Light of the corresponding wavelengths
is coupled in through the add1 and add2 ports, then merges with the undropped
light and reaches output port altogether.
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Figure 3.5: Transfer curve for the drop1 port for various linewidth ratios compared
with the corresponding curve for a two-waveguide OADM
waveguide OADM. However, the transfer curve for the drop2 port is totally useless.
This three-waveguide OADM virtually functions as a single-channel OADM, the
add2 and drop2 ports are wasted. In the above optimization process, a single pa-
rameter is varied, namely the ratio of linewidths between certain cavity modes. By
varying more parameters, one may improve the drop2 port. However, there were
some intrinsic limitations of the underlying assumptions and the analysis techniques,
which shall be exposed and overcome in this section.
Group theory, which governs the symmetry properties of any physical sys-
tem, sheds light on this problem. From the point view of group theory, it is the
orthogonality of different symmetric states that results in the decoupling of cavity
modes. In a desirable situation, each decoupled cavity mode is an eigenstate of the
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Figure 3.6: Transfer curve for the output port for various linewidth ratios compared
with the corresponding curve for a two-waveguide OADM
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complete set of commuting operators(CSCO) of the symmetry group of the Hamil-
tonian. And due to symmetry, the propagating modes couple only to those cavity
modes that have the same symmetry in mode profile as their own. The symmetry
naturally diagonalizes the Hamiltonian in the reduced space of cavity modes. Un-
fortunately, this happens only if the symmetry group is abelian, which means all
symmetry operations of the group commute with each other, or in a group theory
jargon, all irreducible representations of the group are one-dimensional.
As we shall see, generally, the symmetry groups encountered in real OADM
systems are not abelian, which brings forth a significant degree of difficulty in anal-
ysis.
3.3.2 Hamiltonian and group theoretical analysis
Consider a system having n waveguides on the edges of a regular n-polygon. Inside
the polygon, near the middle of each edge, there are a pair of identical cavities,
each having a single resonant mode. Their modes can be combined to form one
even and one odd mode with respect to the mirror plane between them. With the
resonators placed symmetrically, the system possesses a symmetry of point group
Cnv. Figure 3.4 illustrates the case n = 3. An n-fold system is described by a
Hamiltonian [13]




























where |mki is a propagating mode with wavevector k and frequency ωk in waveguide
#m. The mode |mci is a cavity mode of the resonator pair next to waveguide #m,
c = e, o for the even and odd modes, respectively; ωmc is its frequency. The
coefficients Vmc,m0c0 and Vmc,m0k measure the coupling between the corresponding
modes. Note that we now place k as the second label in the "bras" and "kets." This is
different from the labeling in the previous sections. We have neglected the coupling
between the propagating modes of different waveguides as discussed by Xu et al. [31]
For n > 2, the symmetry operations of the group Cnv do not commute with each
other, therefore irreducible representations of dimensions higher than unity appear.
[34] In simple words, a set of basis functions that are the eigenstates of all symmetry
operations do not exist. Furthermore, the standard choice of basis function related
to irreducible representation is found not helpful here. We nevertheless find that
the eigenfunctions of Cn operations offer convenience to analysis. One can readily








αm|mki, α = 0, 1, ..., n− 1 (3.27)
are eigenfunctions of Cn. One can construct |αei and |αoi from |mei and |moi
similarly. The reflection Mj by the mirror plane bisecting waveguide #j gives
Mj |αci = ±e−i
2π
n
2αj |αci, c = e, o (3.28)
where α ≡ −α, and the plus and minus signs are for e and o, respectively. A similar
relation holds for |αki. Note |αei and |αoi are no longer eigenfunctions of any
Mj , which brings difficulties to analysis. From these, it follows Vαk,βk0 = Vαc,βc0 =
Vαk,βc = 0, for α 6= β. As a side note, a mirror operation in general incurs a change
from α to −α. In terms of the symmetrized basis, the Hamiltonian can be simplified
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to



















The decoupled |αc1i, |αc2i can be expressed as
|αc1i = uα|αei+ vα|αoi, (3.30)
|αc2i = −v∗α|αei+ u∗α|αoi, (3.31)
where uα and vα are complex coefficients satisfying |uα|2 + |vα|2 = 1, their values
can be easily solved given Vαe,αo.
3.3.3 Solution of the Lippmann-Schwinger equation
Solving the Lippmann-Schwinger equation [35], one finds the transfer matrix has
elements Tα0k0,αk = Tαk0,αkδα0α,




ωk − ωk0 + i
, (3.32)
where the Green’s function is determined by
(G−1)αc0,αc(ω) = (ω − ωαc + iσαc)δc0c − Σαc0,αc, (3.33)
where σαc represents the cavity loss. [31, 36] Note σαc may depend on frequency
because the coupling coefficients Vm1c,m2c0 usually are frequency dependent due to
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ω − ωk + i
Vαk,αc.
The scattered wave is given by |ψ(+)αk i =
P
k0 Tαk0,αk|αk0i. The forward and backward
scatterings for |αki are














To further the calculation, we temporarily assume Σαc0,αc is diagonal. We will
revisit this issue shortly. We denote the diagonal terms as Σαc,αc(ω) = ∆ωαc(ω) −
iγαc(ω).
In an OADM, we require the backscattering amplitude vanish or
Vαk,αc1Vαc1,αkGαc1,αc1(ωk) + Vαk,αc2Vαc2,αkGαc2,αc2(ωk) = 0. (3.34)
Following Fan et al., accidental degeneracy conditions [36] are adopted, ωαc1+
∆ωαc1 = ωαc2+∆ωαc2 , γαc1 = γαc2 , and σαc1 = σαc2 . Due to these equalities between
c1 and c2, we hereafter use c to represent c1 or c2 unless a confusion occurs. Now






= eiηαk , (3.35)
where ηαk is an arbitrary phase angle. We express this condition in the represen-
tation of |αei and |αoi because we find that in this representation the condition
has, surprisingly, an invariant form. Even more surprising is that this condition
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automatically ensures the self energy is diagonal, Σαc1,αc2 = 0. Note this is not a
circular reasoning. One can verify Eq. (3.35) simultaneously satisfies Σαc1,αc2 = 0
and Eq. (3.34), two apparently independent equations.
The symmetrized forward scattering amplitude is calculated as
Aαk = 1 +
−2iγαc
ωk − (ωαc +∆ωαc) + i(γαc + σαc)
, (3.36)
where ∆ωαc, γαc, and σαc are evaluated at ωk. Now consider a light of a single
wavelength coupled into waveguide #0 with unity amplitude. This light can be
decomposed into symmetrized modes by Eq. (3.27), thus the forward scattering










The sum of the scattering amplitudes is found to be independent of the terms α 6= 0,
X
m
am = A0k. (3.38)









If σαc = 0 for all α, then all |Aαk| = 1, total light intensity is conserved after
scattering. Generally, in a passive device, all σαk’s and γαk’s are non-negative,
hence |Aαk| ≤ 1, an optical loss occurs.
The equation am = A0k1δmm1 characterizes that a complete drop from waveg-





αm1 , α = 0, 1, ..., n− 1. (3.40)
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Two interesting cases are considered. First, consider an ideal lossless case
with σαc = 0 for all α. However, it turns out that the "optical isolation" in this case is
very poor. Physically, it means that when a lossless drop occurs from waveguide #0
to #m1 at ωk1 , it is impossible to keep the light intensities in other n−2 waveguides
to infinitesimally small over a band of frequency centered at ωk1 . Without loss of
generality, consider a drop to waveguide #1. Over a frequency range centered at the
dropped frequency, assume the light intensities are essentially zero in all waveguides
except #0 and #1, which yields a0 = A0k − a1 from Eq. (3.38). Inverting Eq.
(3.37), one can calculate Aαk from am’s. Then







where δ ≡ argA0k−arg a1. One readily shows that for n ≥ 3, |Aαk| = 1 can not hold
for all α when |a1| varies continuously on interval [1−η, 1], where η is an arbitrarily
small, positive number. This contradicts our lossless assumption according to Eq.
(3.39).
Illustrated in Fig. 3.5 is a case where one drop port has relatively good
transfer function, but the transfer curve for the other drop port is totally useless.
The preceding proof predicts that for a lossless system, no matter how one varies
the parameters in attempt to optimize the transfer curves, desirable curves can not
be simultaneously achieved in both waveguides. This was exactly my experience
in the early study of this 3-fold symmetric system. After failing to optimize the
transfer curves in all attempts, I began to realize that maybe these curves could
not be simultaneously optimized. Later I proved my intuition rigorously. The
proving process also supplied me with the insight that optical loss, when deliberately
introduced, can lend itself to the benefit of device performance, as we shall see.
The second case we will study is that σ0k = 0 and all other σαc’s take non-
negative values. This case is no longer lossless. But we will see that loss is essentially
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introduced only in certain frequency ranges in favor of the performance of the device.
To begin with, we show that σ0k = 0 places a constraint on the phase angle relation
between A0k and a1. In fact, one finds from Eq. (3.41)
|Aαk|2 + |A−αk|2 − 2 = 8|a1| sin2
απ
n
(|a1|− cos δ). (3.42)
Since the left hand side must not be positive, one obtains cos δ ≥ |a1|. Subject
to this constraint, a variable phase δ(ω) can be chosen. However, we can show it
equivalent to the case where δ0 = 0 and a0m = e
−iδam for all m when solving for
Aαk’s. Note the overall phase does not change the filter intensity profile |am|2. Also
if δ is a constant, it must be zero since max(|a1|) = 1, hence we have A0k = a1|a1| by
the definition of δ.
For the second case, given the desired am(ω) curves, one can solve for eωαc =
ωαc +∆ωαc, σαc, γαc as functions of frequency. Then one can design the resonators
having these characteristics. Consider the system shown in Fig. 3.4. Assume
a1(ω) =
−iγaeiφa




ω − ωb + iγb
, (3.44)
a0(ω) = A0k − a1 − a2 (3.45)
where ωa, ωb, γa, and γb are constants. Hereafter, the frequency range where the
magnitude of a1 is appreciable will be referred to as band a. A similar reference
applies to band b. The appearance of variable phase angles φa(ω) and φb(ω) is
necessary for the continuity of the solved quantities at the frequencies between
band a and b. We require these phases remain constant over their respective bands,
varying only when the corresponding amplitudes are negligible. Therefore, they
practically have no effect on the delay or other properties of the filter. [37]
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3.3.4 Numerical examples
To solve for eωαc, σαc, γαc, one substitutes Eq. (3.36) and Eq. (3.3.3) into Eq.
(3.37), noting ω in Eq. (3.3.3) is just ωk in Eq. (3.36). Due to the constraints
discussed above(constant in-band φa, φb, non-negative γαc, σαc, and continuity),
the solution is not straightforward. Certain optimization algorithms can be used.
As an example, we plot one set of solutions for a system with parameters γa = γb,
ωb − ωa = 11γa in Fig. 3.7. However, infinite sets of eωαc, σαc, γαc can produce the
desired filter. This gives plentiful freedom in design. Such freedom is very desirable
when this theory is combined with finite difference time-domain(FDTD) simulation
to design a planar lightwave circuit. The larger the space of the solutions, the easier
some of these solutions can be achieved with simple resonators like those formed by
varying the diameters of the defect "atoms." A detailed investigation of the space
of the solutions is beyond the scope of this work.
To obtain the set of solutions in Fig. 3.7, we have applied the additional
constraint that eωαc’s are constant when the magnitudes of filter transfer functions are
appreciable and we connect eωαc’s of different bands using linear interpolation(other
smooth interpolations are possible). In Figure 3.7 (d), the transmission spectrum
for each port is reconstructed from the solutions presented in (a)-(c). One sees 100%
drops occur at ωa and ωb. Assume ωa and ωb differ by 0.8nm(centered at 1.55µm),
then the 0.5dB and 30dB bandwidths are 0.05nm and 0.93nm, respectively. The
sum of the three spectra shows prominent loss. And the loss penalizes only the
pass-through port in the bands of dropped wavelengths, as indicated by a reference
lossless pass-through spectrum. From the total intensity spectrum(which is also the
total loss) at the bottom of Fig. 3.7(d), we can also see that the loss increases fast
in the transition regions between passbands and stopbands. This feature certainly
steepens the transition part of the transfer curve(for the pass-through port), which













































Figure 3.7: The solved eωαc, σαc, and γαc are plotted in (a)-(c). Dashdot, solid,
and dotted lines correspond to α = 0, 1, and 2, respectively. Reconstructed spectra
are shown in (d) on a linear scale, where |a00|2(dotted line) is a reference lossless
spectrum. Each intensity reaches maximum 1 and minimum 0, except the total
intensity, whose minimum is greater than zero.
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is enhanced from -9.6dB(for |a00|2) to -25dB(for |a0|2). For an FDTD-aided design,
one may start with designing resonators having spectra closest to the set of exact
solutions, then design the whole system. Without the first step, the algorithm
may have no clue to search a big design space and may never converge. Lossless
constraint should not be applied across the spectrum, as discussed. Many techniques
in traditional filter design [37] can facilitate the OADM design, including minimax
approaching, prototyping and frequency warping.
Higher order Butterworth functions are highly desirable for an add-drop fil-
ter. [29, 33] Our theory is also applied to an n = 3 OADM having a third-order




. Figure 3.8 presents the solved spectra of
the two relevant ports in one band, along with a reference lossless spectrum for the
pass-through port. Again, the remnant light in the pass-through port is desirably
reduced in the dropped frequency ranges. Also seen is the obvious flat-top lineshape
of the drop port compared to the first-order case. The 0.5dB to 30dB bandwidth ra-
tio now increases to 0.22, indicating a much sharper transition between the passband
and stopband.
3.3.5 A linear transformation perspective
In the foregoing discussions, it was assumed that incoming light is present only at
the input port. However, for a true multi-channel OADM, incoming light of different
wavelengths may enter into other "add" ports as well (see Fig. 3.4), which requires
further analysis.
From an engineering point of view, a simple picture of the proposed n-fold
symmetric system is that for a set of input amplitudes cl, a set of output amplitudes
dm are given through a linear transformation T , as illustrated in Fig. 3.9. Here
c0 represents the incoming light amplitude in the input port while c1, c2, ..., cn−1
represent the incoming light amplitudes in the correspondingly numbered add ports.
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Figure 3.8: Reconstructed spectra for the 3rd-order Butterworth case, φa ≡ 0 for
appreciable |a1|.
Similarly, d0 is the outgoing light amplitude in the output port, and other dm’s are
for the corresponding drop ports. In this way, all the ports of the original system are
included in the model of this linear system(if the backscatterings are not all exactly
zero, then another n output ports must be introduced in Fig. 3.9. This case will
not be discussed here for simplicity, though it is not difficult to analyze.) Physics
plays the role of calculating the transformation coefficients. Actually, the following
analysis will show that when the transformation is expressed as a matrix T , the
matrix elements must be
Tml = am−l,
where am is given in Eq. (3.37).










Figure 3.9: A linear system perspective of a multichannel OADM





The scattering state |ψ(+)0k i is a collection of the outgoing scattering waves in all
waveguides. In terms of the linear system shown in Fig. 3.9, this means
input :c0 = 1, c1 = c2 = ... = cn−1 = 0, (3.47)
output :dm = am, m = 0, 1, 2, ..., n− 1, (3.48)
Now consider another case where light enters into the "add1" port only(no
light entering the input port). As the system is complete symmetric, under a cyclic
permutation of the waveguide labels, we may regard the "add1" port as the input
port. Then one easily finds that the scattering state for such a case is (expressed in





In terms of the linear system shown in Fig. 3.9, this means
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input : c0 = 0, c1 = 1, c2 = c3 = ... = cn−1 = 0, (3.50)
output : d0 = an−1, d1 = a0, d2 = a1, ..., dn−1 = an−2. (3.51)
Similarly, we can derive the scatter state for a general case where light enters





















Clearly, the scattering amplitude dm in the output port of waveguide #m, i.e. the





This proves that the transformation matrix has elements Tml = am−l.























For a lossless system, the modulus of each symmetrized scattering amplitude
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is unity, |Aαk| = 1, according to Eq. (3.36). It follows that the transformation T is
represented by a unitary matrix
X
l
Tm1lT ∗lm2 = δm1m2 (3.57)
3.3.6 Effect of departure from perfect accidental degeneracy
A general set of conditions have been given under which the backscattering am-
plitudes exactly vanish [19]. Part of the condition relies on the “accidental de-
generacy” [29]. However, usually it is difficult to satisfy this condition exactly in
simulations or design, even for an n = 2 case. Nonetheless, simulations have demon-
strated close to 100% forward transfer and almost vanishing backscattering, despite
the departure from perfect accidental degeneracy. A tolerance analysis is necessary
in regard to how stably the forward and backward transfer spectra can retain its
desirable features as a realistic system deviates from perfect accidental degeneracy.
First, let us define the difference of Green’s functions between two cavity
modes
∆G(ωk) ≡ Gαc1,αc1 −Gαc2,αc2 (3.58)
It is straightforward to show that
|∆G(ωk)|2 =
∆ω2 +∆Γ2h




(ω − ω2)2 + Γ22
i , (3.59)
where for simplicity we have denoted ωi = eωαci , Γi = Γαci = σαci + γαci , ∆ω =
ω2−ω1, and ∆Γ = Γ2−Γ1. The normalized backscattering intensity is proportional
to
Iback ≈ γ21 |∆G(ω)|2, (3.60)
where we have neglected the difference between γ1 (i.e. γαc1) and γ2 (i.e. γαc2).
62
In a passive system (i.e. no any electrical or optical power input other than
the incoming wave in the input waveguide), the damping constants σi, γi, and
Γi must be non-negative. Now it is straightforward to show that the maximum














The second inequality follows from γ1 ≤ Γ1. It possible to derive a more accurate
bound, which will involve quite complicated terms like max(Γ1,Γ2) or min(Γ1,Γ2)
and will also have more convoluted dependence on ∆ω. However, it is usually
sufficient to use Eq. (3.61) to estimate the backscattering intensity.
Evidently, the upper bound given in Eq. (3.61) is relatively tolerant to the
departure from the accidental degeneracy. Even if both the frequency degeneracy
and the linewidth degeneracy are violated by an amount as much as 10% of the
value of the ideal linewidth, i.e. ∆ω = ∆Γ = 0.1Γ, the normalized backscattering
intensity does not exceed 1.7%. The actual number is usually even lower. Figure 3.10
illustrates such a case with 10% departure from degeneracy for both center frequency
and linewidth. The actual peak intensity of the backscattering spectrum is about
1.3%, lower than the predicted value. In calculating the intensity in Fig. 3.10, we
have assumed σi = 0, otherwise, the peak backscattering intensity will usually be
even lower.
In conclusion, we have shown that even the accidental degeneracy is not per-
fectly realized, a low backscattering intensity can still be maintained. This applies
to a system with any n(including n = 2).
3.3.7 Summary and further study
In this part of my doctoral study, a general theory of symmetrical waveguide- res-
onator systems that can be used for optical add-drop multiplexers was developed.
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Figure 3.10: Backscattering amplitude for imperfect accidental degeneracy: ω2 −
ω1 = Γ2−Γ1 = 0.1Γ1. (a) Resonant spectra of the two cavity mode, (b) Normalized
backscattering amplitude, the actual peak intensity of the backscattering spectrum
is about 1.3%, lower than the predicted value 1.7%
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The major contributions of my work include:
(1) Developed a general technique for solving a general model where the
coupling constants are frequency-dependent.
(2) Utilized group theory to extend the theory to systems with any Cnv
symmetry, and succeeded in solving the general case where the even and
odd modes are not completely decoupled.
(3) Discovered that such an add-drop multiplexer generally can not both
be lossless and have low crosstalk in all ports. An interesting scheme
was proposed to introduce loss deliberately, which actually improves the
device performance compared to an ideal lossless OADM.
(4) Improved on the theoretical framework originally proposed by Fan et
al. : addressed the problem of departure from perfect degeneracy, and
explicitly derived a sum rule of scattering intensities(or normalization
condition), and a convenient transformation matrix at the phenomeno-
logical level.
Further study of the system that we proposed requires extensive simulations.
The current theory gives the important design guidelines, and some ideal solutions.
A good numerical strategy is: With a given ideal solution, find an actual system
whose parameters eωαc, σαc, and γαc have frequency dependences closely resembling
the ideal curves (such as the example shown in Fig. 3.7). Then one starts from this
"tentative" actual system and search the whole design space to find the optimized
solution (i.e. the optimally designed OADM).
Generally, the crosstalks and losses at the crossings of the waveguides will
not be a concern for conventional [38] or PC-based [39] waveguides after optimizing
the crossings properly, although further study is needed in actual systems.
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Chapter 4
A General Theory of Light
Refraction at a Surface of a
Photonic Crystal
4.1 Introduction
Anomalous refraction of light at an interface between a photonic crystal [11, 12]
and a homogeneous medium has been experimentally studied recently [14,40]. The
refraction angle was found to be sensitive to the incident angle and wavelength in
certain cases. These phenomena were called "superprism" effect accordingly, and
were proposed to be utilized for wavelength-division-multiplexing(WDM) and other
applications [14,40—45]. Furthermore, in some cases, the light beam refracts to the
opposite side of the surface normal(see Fig. 4.1), which is expected only when the
refractive index of one medium happens to be negative. This "negative refraction"
phenomenon has been further studied in the context of building superlenses with
photonic crystals [43].
The physics behind the anomalous refraction is related to the coupling of the
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incident light with the propagating modes of the photonic crystal. Although the light
beam direction inside the PC can be fairly easily determined from the dispersion
surface(i.e. the equi-frequency surface in the reciprocal space of the lattice) of the
PC, other characteristics of photonic crystal(PC) refraction deserve further study
[46]. Particularly important is the coupling amplitude (or insertion loss) of each
excited mode, which is commonly calculated using Finite Difference Time Domain
(FDTD) techniques [42—44]. However, FDTD simulations are often time consuming,
and in many cases prohibitive for studying the anomalous refraction. To study such
an effect that is characterized by high wavelength and angular sensitivity, fine spatial
and temporal grids and a large simulation region are inevitable and are frequently
beyond the capacity of commonly available computing facilities. Actually, no one
has successfully calculated a transmission vs. wavelength, or transmission vs. angle
curve based on FDTD simulations. In addition, FDTD simulations give the insertion
loss values case by case—it cannot reveal some general features or trends when the
wavelength, incident angle, or other parameters vary. In particular, the effect of
varying surface orientation is never addressed, and the effect of various lattice type
and surface termination is rarely seen in the literature. Like the refraction theories
for homogeneous media(Snell’s law) and layered media [47], a general PC refraction
theory that can handle any type of lattice, any surface orientation, and any lattice
termination is of fundamental importance from a basic research point of view. Such
a theory also provides great flexibility in exploring novel device geometries [42]
that have been proposed for valuable applications. Some conceptual novel device
geometries are illustrated in Fig. 4.1, which clearly demonstrates the need for a
theory that can deal with arbitrary surface orientation.
A variety of numerical and theoretical methods other than FDTD have been
employed to study the transmitted optical field amplitude through photonic crystals,
including the transfer matrix method [48—50], the scattering theory of dielectric
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Figure 4.1: Conceptual sketches of novel device geometries. Entrance and exit sur-
faces may not be parallel, and light may reflect internally(may lose part of intensity
during each reflection though) a number of times before it exits.
sphere/cylinder lattices [51—53], and the internal field expansion method [54,55], as
well as other methods [43—45].
Using these methods, plane-parallel slabs have been extensively studied for
their transmission spectra, which exhibit interference features due to multiple re-
flections between two surfaces [51,54—56]. However, in real devices, due to the finite
width of the incident beam, the interference is often not in effect for a plane-parallel
slab; see more explanation in Sec. 4.1.1 In addition, there are many cases where
the entry and exit surfaces are not parallel. Study of single-surface transmission is
necessary to understand and design a wider class of devices. As a matter of fact,
in the situation of a half-space photonic crystal, the single-surface transmission is
nothing but refraction.
Recently, single-surface transmission was studied in the context of endface
coupling into a photonic crystal waveguide [50,57]. In addition, the transfer matrix
method was used to calculate the transmission spectrum of a single PC surface
for cubic or rectangular lattices with special surface orientations such as (001) or
(10) [49,50,53].
Despite the extensive progress, there is not a general PC refraction the-
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ory that covers arbitrary lattice type and surface orientation. As we shall see,
only when analytically studying the refraction problem in such a general case does
the rich physics of PC refraction begin to unfold. Our discussions focus on two-
dimensional(2D) PCs, but most conclusions can be generalized to 3D easily.
In fact, many of these transmission problems are not new; some of them
have been studied in X-ray diffraction [58] and electron diffraction [59]. However,
in these diffraction phenomena, the complicated interactions between the probing
wave and the matter hinder rigorous theoretical study. More fundamentally there
is frequently no way to exactly calculate the diffraction of these probing waves by
a single atom or molecule of corresponding material, owing to the nonlinearity of
the interaction and complicated time-dependent transition processes. Many-body
interactions further complicate the diffraction processes in a solid. Therefore, many
approximations have been made to study these diffractions. On the other hand,
optical gratings, most of which can be regarded as one-dimensional(1D) photonic
crystals, have been studied for decades. Some phenomena similar to the superprism
effect have been experimentally found in 1D and 2D(was called doubly gratings)
gratings. Preliminary explanation of the beam directions was proposed [60, 61].
However, the study of transmission intensity was inadequate, not mentioning the
study of other aspects. A number of rigorous diffraction theories have been devel-
oped, mostly for 1D gratings. Unfortunately, as we shall see, there are still two
unsolved issues with popular grating theories that prevent them being applied to
two-dimensional(2D) or three-dimensional (3D) photonic crystals.
4.1.1 Interference effect in a photonic crystal slab
In most prior transmission theories for photonic crystals, the problem is formulated
as calculating the transmission and reflection coefficients, T and R, for a plane-
parallel slab, rather than for each surface. These calculations always include the
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effect of multiple reflections within the slab. The transmitted and reflected waves
are a superposition of all internal reflection orders. Therefore, the overall coefficients
R and T for the slab are infinite sums of the products of single-interface transmission






In the above relation, cn is a coefficient that contains the information of
optical phase change when light travels between two surfaces, and j is an integer
constant. This is adequate for the case of a wide incident beam and a thin slab,
where the secondary beams generated by multiple reflections in the photonic crystal
have significant overlaps in space, particularly on the exit surface of the slab, as
shown in Fig. 4.2 (a). However, this is not adequate for the case where the beam
width is relatively narrow, the refraction angle is large, and the slab is relatively
thick. After one round-trip reflection, the secondary beam may not overlap with
the direct-through beam, as illustrated in Fig. 4.2 (b). Therefore, one has to know
the single-interface transmission and reflection amplitudes to compute each exiting
beam. A more complicated case is illustrated in Fig. 4.2 (c), where a number of
single-interface refraction problems must be solved sequentially to obtain the final
exiting beam. The knowledge of r, t for single-interface refractions will be crucial to
optimize device performance in many other cases. For instance, the solutions to the
single interface refractions are needed to explore the proposed WDM demultiplexers
with non-parallel front and back surfaces [42]. Note that once we know single-surface
coefficients r and t, we can, in principle, calculate the ideal thin slab transmission
problem through infinite sums in Eq. (4.1). Solving the single-interface refraction
problem gives us more freedom to deal with non-parallel surface geometries, and
any times of internal reflections.
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Figure 4.2: Interference effect in a photonic crystal slab. (a) Case of wide beam and
small refraction angles: Beams inside photonic crystal (and exiting beams) overlap
significantly in space after a round-trip internal reflection inside a photonic crystal
slab. A negative refraction case is presented, although the overlap and separation of
beam appear regardless of negative refraction. For simplicity, only one round-trip
internal reflection is drawn. (b) Case of narrow beam and large refraction angles.
Beams separate after one-round trip reflection. The single-interface refraction prob-
lem must be solved to obtain the intensity each of exiting beam. (c) Multiple
internal reflections for non-parallel surfaces. Our theory can address all three cases.
Conventional theory can only address case (a).
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4.1.2 Summary of my prior work
I began to pay attention to the single surface coupling problem more than four
years ago. It started with an attempt to develop a rigorous analytic theory for
photonic crystal waveguides. I soon realized that the prerequisite for the waveguide
theory is a rigorous theory for light coupling at a surface of a photonic crystal.
When such a theory is available, it can be applied to left and right walls of a 2D
photonic crystal waveguides, from which one could further analytically calculate the
waveguide modes.
In my Master’s thesis, I simplified the problem and showed some good re-
sults with an approximate theory. I studied 2D photonic crystal waveguides solely.
First, I presumed that the 2D photonic crystals have a complete bandgap. Second,
I assumed that for frequencies inside the bandgap, the decaying modes inside the
photonic crystal can be derived from the Bloch modes in other frequencies by re-
placing the real wave vector k with some complex or imaginary wavevectors α. I
managed to calculate the imaginary wavevectors approximately from the Maxwell’s
equations. The final results were so good for certain cases that it surprised me.
I could predict the propagation constant with less than 7% error for a given fre-
quency ω when the photonic crystal parameters were not far from the optimized
values(corresponds to largest bandgap). In light of the rigorous refraction theory
developed in my doctoral study, of course, that approximate waveguide theory was
inadequate. As we shall see, whether the frequency is inside or outside the bandgap,
the surface coupling always involves numerous decaying modes, few of which may
be obvious derivatives(or vestiges) of some Bloch modes. However, in some cases,
it is possible that one decaying mode that is derived from a Bloch mode dominates
over all other decaying modes, which explains the good outcome of my prior theory
in certain cases.
Arrangement of this chapter
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In this chapter, I will give a general, rigorous PC refraction theory that can
deal with arbitrary lattice type, arbitrary surface orientation, and arbitrary surface
termination. Two key issues, the partition of the forward and backward modes, and
the surface-dependent mode degeneracy will be discussed in detail. While most re-
searchers are used to considering solid state physics problems in the reduced Brillouin
zone(BZ) scheme, the periodic BZ scheme [62] will be demonstrated to be indispens-
able to understanding the refraction on a PC surface. The natural emergence of a
quasi-periodic surface will be discussed, and its relation to surface-dependent mode
degeneracy will be uncovered.
This chapter will use some elementary knowledge of some apparently fancy
concepts, such as quasi-periodicity and topology. I have made a thorough effort
to present these materials in a way that, I hope, is accessible to most photonics
researchers. In most cases, this is achieved by avoiding explicit long mathematics
and resorting to intuitive arguments.
Some practical and/or more detailed issues will be left for the next chapter.
4.2 Refraction at a surface of a photonic crystal
4.2.1 Master equation and its matrix form
Consider a TM wave(E normal to the plane) incident upon a 2D PC as illustrated
in Fig. 4.3. The incident light is a planar wave eiq0x with frequency ω. By Fourier
expansion, the field equation in PC is(let the speed of light c = 1)
−[(kx +Gx)2 + (ky +Gy)2]E(G) + ω2
X
G0












Figure 4.3: A planar wave illuminates a PC surface. The dielectric constant of the
incident medium is I . For the PC, the background medium has a dielectric constant
b, while the materials inside the columns have a dielectric constant a. Each surface
has its own local coordinate system for refractions through a series of surfaces.
where kx ≡ q0x, and E(G) and (G) are the Fourier coefficients of E(x) and PC
dielectric function (x), respectively; G is a reciprocal lattice vector, explicitly
Glm = lb1 +mb2,
where b1 and b2 are the basis vectors of the reciprocal lattice.
This set of linear equations for E(G) can be converted into a matrix equation
[W ][E] = 0.
The elements of column vector [E] are
E(Glm), −L ≤ l ≤ L, −M ≤ m ≤M,
Let
N = (2L+ 1)(2M + 1).
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Clearly,[W ] is an N ×N matrix and [E] is an N × 1 matrix. It is straightforward
to show that
[W ] = k2y[A] + ky[B] + [C],
where [A], [B], and [C] are matrices. There is a general numerical scheme for such
an eigenvalue problem [63, 64]. However, for this particular problem, [B] and [C]
depend on kx and ω in a specific way.
Note that the solution of Eq. (4.2) must satisfy det[W ] = 0. One readily
proves the determinant can be written as a real-coefficient polynomial









where the degree of each variable is 2N or less. To prove this, first we notice from
Eq. (4.2) that each element of [W ] is a polynomial of kx, ky, and ω. Note that a
determinant is a sum of products of matrix elements, therefore the determinant of
[W ] is a polynomial of kx, ky, and ω as well,









Furthermore, consider the identity
det[W ] ≡
£
det[W ] + det([W ]T )
¤
/2,
where T stands for transpose. Because (G) is Hermitian, one can readily show that
all clmn’s must be real. Note k2x and k
2
y appear on every diagonal element of [W ],
and ω2 appears in every element, one can show that in general their highest powers
are all 2N .
In principle, the eigenvalue problem amounts to solving det[W ] = 0 for 2N
roots ky(s), s = 1, 2, ..., 2N , for given ω and kx. Then each ky(s) is substituted back
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into [W ] to find the corresponding eigenvector [Es]. We note that each mode Es(x)
satisfies the real space wave equation everywhere inside the PC in Fig. 4.3 despite
the presence of a surface.
4.2.2 Different perspectives of equation F (kx, ky, ω) = 0 and periodic
Brillouin zone scheme
It is interesting to remark on some properties of F (kx, ky, ω) = 0. When considered
from different perspectives, the equation F (kx, ky, ω) = 0 gives different meaning.
For a given wavevector k = kxex + kyey, the equation can be solved for ω to
obtained the Bloch modes. The function ω(kx, ky) gives the common band curves
we are familiar with in solid state physics. And, as we all know, we only need to
compute the value of ω(kx, ky) for kx and ky inside the first Brillouin Zone(BZ)
because the function repeats itself outside 1st BZ
ω(kx +Gx, ky +Gy) = ω(kx, ky). (4.3)
where Gx and Gy are the components of an arbitrary reciprocal lattice vector G.
On the other hand, if kx and ω are given as independent variables, one
tries to solve for ky(kx, ω) as a function of kx and ω, it is a completely different
story. Some, or all of the solved ky roots can be complex. The real ky roots have
the exact correspondence with the ordinary Bloch case, but the complex ky roots
correspond to decaying or evanescent waves that would never show up in the Bloch
wave calculation. More importantly, the periodicity in Eq. (4.3) does not transfer
in a straightforward manner to this case. First, the complex ky’s don’t appear in
the previous case, they are not necessarily governed the by the periodicity described
by Eq. 4.3). Second, for the real ky’s, one may be tempted to assume that ky(kx, ω)
and ky(kx+Gx, ω) are the same, which means that the diffraction effect is equivalent
if you change your incident wavevector x-component qx from kx to kx + Gx. This
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is clearly wrong: when Gx is large enough, the incident wavevector y-component
qy =
p
ω2 − q2x in the case of qx = kx + Gx will be imaginary, which means the
incident wave is evanescent. Third, the last hope would be that the periodicity of
ky remain untouched, that is if there is a solution ky = ky0, then ky0+Gy must also
be a solution. Unfortunately, this is not always true, either, as we shall see. The
discussions on this perspective of F (kx, ky, ω) = 0 lie in the heart of the paradigm
of solid state physics. To the best of our knowledge, this perspective has not been
examined in a way that is presented in the following sections. One reason that this
remains unexplored is probably that the interactions in solids are so complicated
that this pure effect can never be studied accurately. On the other hand, photonic
crystals provide an ideal environment to study this problem owing to the simple,
linear nature of Maxwell’s equations.
A third perspective comes when we fix the frequency and consider the con-
tours on the kx, ky plane described by F (kx, ky, ω0) = 0 at certain frequency ω0.
One immediately recognizes that this gives the dispersion surface (or equi-frequency
surface) at ω0 in the reciprocal space(or k-space), which is an analogy of Fermi
surface for electrons in solids.
4.2.3 Separation of forward and backward propagating modes
Only a subset of the solved PC modes from Eq. (4.2) are allowed in the region
y > 0. Complex ky(s) roots always appear in conjugate pairs(because F has real
coefficients), they are allowed only if Imky > 0. As we will see later, the real ky(s)
must be partitioned into equal number of up propagating modes (“up mode") and
down propagating modes (“down mode"), otherwise the boundary equations can
not be satisfied. Here “up modes” refer to those modes that have group velocity
pointing upward to +y direction, and vice versa. Some authors call them forward
and backward propagating modes in certain contexts. A similar partition problem
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arose in the transfer matrix method, and was solved only if a lattice has mirror
symmetry My [65, 66]. The problem is not solved for an arbitrary lattice type and
an arbitrary surface orientation.
To study this problem, first I derive the expressions of the Poynting vector
S and ∇kω. Define
H(Es) = [Es]†[W ][Es].







Similarly, ∂H∂ω is computed. Then note
∂ω
∂ky






















is always positive for real k modes. For real ks modes, the Poynting vector averaged
per cell per period of time is readily computed




where µ0 is the vacuum permeability. Hereafter I omit the average brackets of
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S. Our calculation of ∇kω differs from the calculation by the Hellmann-Feynman
theorem [67] as I use ∂H∂ω ∼ Eem.
S = Eem∇kω, (4.6)
in accordance with the Green’s function result [66]. Even earlier, Yeh derived this
relation in a more general context(for both 2D and 3D) [68]. The result from
Hellmann-Feynman theorem is a bit more complicated, and direct correlation be-
tween S and ∇kω is difficult to be revealed by looking at that result. Note that
Botten et al. derive Eq. (4.6) through Green’s function, but no simple formula as
in Eq. (4.4) is given.
Same relation holds for TE wave except









Define the sets of up modes and down modes as
M+ = {PC mode|Sy ≥ 0 or Imky > 0},
M− = {PC mode|Sy ≤ 0 or Imky < 0}.
The sign tests of Sy apply to real ky modes only. Now I prove that half of the
real ky modes have Sy ≥ 0. Due to the relation between S and ∇kω = vgn (n is
a dispersion surface normal), it amounts to proving that a constant kx line always
intersects the dispersion surface of a given ω at equal number of positive ny and
negative ny points.
Consider the equation F (kx, ky, ω) = 0 for a given ω. As L,M → ∞, it de-
scribes an infinite set of contours, i.e. the dispersion surface repeated in all Brillouin
zones(BZs), on the (kx,ky) plane. Here I temporarily assume that the dispersion sur-
face consists of closed curves. According to topology [69] (and intuitively), a straight
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line must intersect a closed contour even number of times except for a tangent case.
For an arbitrary contour shown in Fig. 4.4(a), establish a local polar co-
ordinate system (ρ, φ) for the shorter contour segment between a and a0. The
components of k are
kx = ρ cosφ+ kOx,
ky = ρ sinφ+ kOy.













In a regular polar coordinate system φa = π/2 and φa0 = 3π/2, therefore
nya = ρa > 0, nya0 = −ρa0 < 0.
It is not difficult to prove that nya and nya0 always have opposite signs regardless of
the choice of the azimuthal direction φ = 0.
For contours that have complicated connectivity(maybe unreal) as in Fig. 4.4(b),
the above argument always applies if one associates the neighboring crossings into
pairs, for example (cc0) and (dd0) [an equally correct pairing is (cd’) and (c’d)].
Therefore, ny > 0 and ny < 0 always appear in pairs no matter how twisted a
contour is. This implies a topological nature.
The case where a constant kx line is tangent to a contour can be understood













Figure 4.4: Conceptual dispersion surfaces. The vertical lines are constant kx lines.
Note that the contours in (b) may not be realistic. Generally, as the name implies,
a contour is closed, and usually never self-intersects.
to right, two intersections with the contours will merge into one when the con-
stant kx line is tangent to the contour. Mathematically, this means two ky roots of
F (kx, ky, ω) = 0 become one doubly degenerate root. These two roots were inM+
and M− respectively before the constant kx line sweeps to the tangent position,
they should remain in their own set at the tangent position. In other words, the
doubly degenerate roots should be treated as two roots, one inM+, and one inM−.
So far I have neglected open contours(extend to infinity if they exist). A
rigorous, yet lengthy, proof can be given for both 2D and 3D PCs, regardless of the
presence of open contours. It involves more algebraic topology [69].
4.2.4 Surface orientation, implicit degeneracy, and quasiperiodic
surface









On the surface, such a PC field excites reflected waves eiq(G)x, where




Throughout this section, square roots are taken on the Riemann surface with ar-
gument 0 ≤ φ < 2π. Note if Gx = G0x, then q(G) = q(G0) even if Gy 6= G0y.
Denote the number of reflected waves, i.e., the number of distinct q(G) by Nq, one








By matching E(x, 0) and Hx ∝ ∂E(x,0)∂y for each eiqx(G)x wave, the boundary condi-













Evidently, the number of rq(G) is Nq, and the number of equations in Eqs. (4.9) is
2Nq.
Consider a simple example, the (01) surface of a rectangular lattice, i.e.
a1 = aex and a2 = a0ey. The distinct qx(Glm) = q0x + lb1 depends on l only, hence
Nq = 2L+1 < N . Apparently, the number of up modes equals N . However, due to
the periodicity of BZ, all k(m)y = ky+mb2, m = −M, −M+1, ..., M are just one
“degenerate" solution, as illustrated in Fig. 4.6. Therefore, the number of distinct





The number of unknowns {rq(G), ts} in Eqs. (4.9) matches the number of equations.
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In general, because kx is given(or fixed) in a refraction problem, one easily sees that
the degeneracy exists only if the constant kx line passes multiple points of the
periodic set
{ks + lb1 +mb2},
as illustrated in Fig. 4.6(d). I call such a degeneracy “surface-dependent degener-
acy." The presence of degeneracy and the degree of it need more analysis if b1, b2
are not along x, y axes[see Fig. 4.5(b) and Fig. 4.6(b)]. In general, two cases must
be considered.
First, consider the case where the surface of an arbitrary lattice has Miller
indices (h1h2). It turns out the degeneracy also leads to the coincidence q(G) =
q(G0) for certain G, G0. Without loss of generality, assume 0 < h1 < |h2|, and h1
and h2 are coprime; the basis vectors a1, a2 may have arbitrary lengths and angles.
Define new basis vectors as
A1 = h2a1 − h1a2, A2 = a1,
B1 = −(1/h1)b2, B2 = b1 + (h2/h1)b2. (4.10)
One can verifyA1 is the surface basis vector(along x), and B2 is along y axis. Figure
4.5 illustrates a case where (h1h2) = (23).
Now start over, expand the E field in the cell spanned by A1 and A2 and
obtain the new Eq. (4.2) with Glm = lB1 +mB2, then solve for ky(s), Es. For the
new Glm, one finds q(Glm) ≡ q(Gl0). Let ql = q(Gl0), and the distinct reflected
waves are eiqlx; hence Nq = 2L+ 1. Now Eqs. (4.9) become











ts [ky(s) + lB1y +mB2]Es. (4.11b)
One readily shows that ky(s) (real or complex) and k
(m)





Figure 4.5: 2D PC lattice with (h1h2) = (23) surface orientation: (a) rotated crystal
lattice, (b) rotated reciprocal lattice. The crystal surface is parallel to the x-axis
identical eigenfunctions in real space: Es(x) ≡ E(m)(x). 1 Therefore, all of the
non-degenerate ky are in the new one-dimensional(1D) BZ:
−B2/2 ≤ Reky < B2/2;
and the number of independent [Es] (or ts) is N+ = N2M+1 = 2L + 1. Hence the
numbers of equations and unknowns always match for any (h1h2) surface by choosing
B1 and B2 given in Eqs. (4.10). Second, one can show no degeneracy appears if no
two q(G) (or Gx) coincide. This amounts to the case where h1/h2 is an irrational
number and the crystal surface is quasi-periodic. 2 In such a case, one needs to
1Actually, simply rotating the dispersion contours in the reciprocal space, Fig. 4.6(d) is not a
faithful drawing of the dispersion contours in the new reciprocal space. According to Eq. 4.10, the
unit cell of the reciprocal space must be halved, and there should be a replicated set of dispersion
contours that is shifted by B1 from the set of contours shown. (according to band folding principle
[17]) In this way, the density of states in the new unit cell of the reciprocal space is same as the
original (2 times larger) unit cell. To avoid the confusion, this is not shown in Fig. 4.6(d).
2Quasi-periodicity in 1D refers to a lattice that is characterized by two incommensurate periods,
for example, 1 and
√




Figure 4.6: Dispersion surface contours for (h1h2) = (10) & (23) surface orientation:
(a) & (c) crystal lattice, (b) & (d) contours of dispersion surface in the reciprocal
lattice. The crystal surface is parallel to the x-axis
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solve 2N equations in Eqs. (4.9) for 2N unknowns. From a higher point of view,
the presence of a surface breaks the discrete translational symmetry. This causes
the 2D periodicities in the real and reciprocal spaces to be projected onto x and ky
axes, respectively, which may lead to periodic or quasi-periodic 1D sections [70—72].
Remarks
I note that a quasi-periodic surface is rarely achieved in an atomic crystal because
an atom can not be divided or "cut" into a fraction. While artificial structures
such as photonic crystals can form an ideal flat surface as illustrated in Fig. 4.3,
an atomic surface will appear ragged (i.e. with lattice voids) even if one intends to
cut it into a flat one. For certain surface such as (100) or (111), in principle, one
may still have an ideal surface without void if exquisite experiments can be done at
a low temperature. But for a general orientation, an atomic surface will be ragged
irregularly.
Furthermore, I note that the partition of up/down modes and the surface- de-
pendent degeneracy can both be regarded as classification "filters" that sift the com-
plete set of solved modes of Eq. (4.2) for usage in the boundary condition Eqs. (4.11).
These two mode "filters"(or sifter) are independent of each other, and do not inter-
fere each other. Among the complete set of solved modes of Eq. (4.2), there are N
up modes and N down modes. For a periodic surface, I have proved that among
the N up modes, there are 2L+ 1 unique(or non-degenerate) modes, each having a
degree of degeneracy 2M + 1. However, it is not difficult to see that the foregoing
discussion on the surface-dependent degeneracy is equally applicable to the down
modes because no part of the proof relies on the direction of the group velocity(which
differentiates up modes and down modes). Therefore, the N down modes can be
as well reduced to 2L+ 1 unique modes, each of which has a degree of degeneracy
the order will be decoded only when considering the lattice as a projection of a higher-dimensional
periodic lattice.
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2M + 1. Note that the doubly degeneracy that appears when a constant kx line is
tangent to a contour is of different origin from the surface-dependent degeneracy.
The former is a true degeneracy, the latter is of a subtle nature. I sometimes call it
implicit degeneracy, as the degenerate modes have apparently distinctive ky’s.
For a quasi-periodic surface, the down modes will not have any surface-
dependent degeneracy, either.
4.2.5 Numerical Examples
In Fig. 4.7(a)-(b), I present the result of our theory for an incident-angle sensitive
case, compared with the Finite Difference Time Domain(FDTD) simulation results.
Hexagonal lattices with air holes( a = 1) are used in this work, with (G) calculated
analytically [55]. In most cases, about N = 120 planar waves are sufficient to yield
an Sy accuracy of 0.3%. The FDTD Sy data are obtained through Eq. (4.5) based
on the simulated E(x, t). The two sets of data agree well. The slight difference
comes from FDTD discretization error. A wavelength sensitive case is presented
in Fig. 4.7(c)-(d). Only one PC mode is excited here. The FDTD simulations are
almost impossible for this case because all phenomena are due to a 2% change of
the wavelength λ, while a typical simulation grid spacing is around 2-3% of λ(or the
simulation region will be too small). Our theory does not assume a special shape
of scatterers, and need not approximate a PC cell by many thin layers. For each
incident beam, one essentially solves the field in but one cell per surface. Hence this



















































Figure 4.7: Intensities of the refracted and reflected beams calculated by rigorous
refraction theory (a) Refraction angles of two PC modes for a structure b = I =
2.25, r/a = 0.3, and a/λ = 0.677. Inset shows the dispersion surface with BZ
drawn by dashed lines. (b) Same structure as in (a), Sy for PC modes(Sy > 0) and
reflected waves(Sy < 0). FDTD: markers; Theory: lines. (c) Refraction angle of a
PC mode for a structure b = I = 12, r/a = 0.3, and a = 0.29µm, α = 40◦. The
inset sketches a demultiplexer design. (d) Insertion losses for the structure in (c).
Thick curve: insertion loss after entering PC. Other curves: losses after exiting PC
through tilted surfaces.
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4.3 Summary and implication of some important re-
sults
In summary, an analytic theory is developed for light refraction at a PC surface.
For the applications of current interest, I have primarily discussed wavelength or
incident-angle sensitive refraction. However, our theory is a general refraction theory
that can treat any insensitive case as well. Moreover, the importance of our analysis
of the PC surface refraction goes far beyond merely giving amplitudes {ts, rl}. First,
incident light recognizes a lattice by its “face." For a square lattice, if the incident
surface has Miller indices other than (10) or (01), the light may nevertheless “see"
an oblique lattice, according to Eqs. (4.10). This “misinterpretation" completely
shuffles the intrinsic mode degeneracy of the original lattice. Secondly, for an ideal
periodic surface, the coincidence of the wavevectors of different reflection orders,
q(Glm) ≡ q(Gl0), means the reflected waves only carry the information of the
surface periodicity. The surface BZ [17] remains a useful concept. Other Bragg
planes inside the PC are hidden. But if a surface is quasi-periodic, the reflected waves
carry the information of all Bragg planes. Thirdly, it can be shown that a slight
change of surface orientation may split one PC beam into many beams(as obvious




Extension and Applications of
the Rigorous Refraction Theory
In the preceding chapter, the refraction of light when a planar wave enters a photonic
crystal from a uniform medium was analyzed in detail. In this chapter, the theory
will first be extended to the case in which a Bloch wave illuminates an interface
from inside a PC, which further allows us to compute the transmissions along a
complete light path through a series of interfaces. In addition, the transmission
of a Gaussian beam is analytically discussed and the insertion loss formulae are
established on a rigorous basis. Other realistic beam profiles are discussed. Lastly, I
will discuss the surface termination issue. With all of these issues solved, a complete
theoretical framework of photonic crystal refraction and transmission will thus be
established. The theory will be applied to design a high channel-count, low-loss
WDM demultiplexer.
In addition, the theory will be extended to consider a plane-parallel slab.
Rather than explicitly completing the infinite sums in Eq. 4.1 on page 70, I consider
the combined boundary conditions at the front and back surfaces. A rigorous and
neat theoretical formulation results from this approach. The theory is applied to
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treat surface relief gratings, whose dielectric functions vary in two dimensions. The
gratings are regarded as a 2D PC with but one period in the direction normal to
grating surface(this picture is rigorously correct, though a bit uncommon). This
approach gives almost perfect agreement with a prior grating theory.
5.1 Light refraction for a Bloch mode exiting a PC
This theory can also calculate the case where a propagating PC mode E0 with a
Bloch vector k0 is incident upon a boundary from inside a PC(when a beam exits















rs [ky(s) + lB1y +mB2]Es(Glm) +
X
m
(k0y + lB1y +mB2)E0(Glm)
Furthermore, this theory allows us to explore device geometries other than slabs
[42, 45], provided that we define local y axes normal to each surface along a light
path [as y0 in Fig. 4.3(a)] and solve the refraction problems surface by surface. In
this way, one essentially solves the field in only a few surface cells to obtain the field
in the whole space. Figure 5.1 demonstrates the power of this theory by an extreme
case: a vertical exiting surface.
5.2 Refraction of a Gaussian beam
To fully understand Fig. 5.1, one needs to analyze the refraction of a Gaussian
beam. The standard technique first decomposes the Gaussian beam into planar wave
components, finds the refracted wave for each planar wave, then adds them together
to find the total refracted beam [73]. Though not difficult, some calculations are















PC       
Boundary 
Figure 5.1: Transmission of a Gaussian beam through a PC( b = I = 12, r/a =
0.3). The beam widths wI , wPC , and w0 are defined in Eq. (5.9). The observation
plane for the exiting beam is indicated by a line. Top inset shows exiting beam
profile (FDTD: dense dots; Theory: line). Bottom inset shows dispersion surface.
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beam with a distribution in q-space








) · 2πδ(δqk) (5.1)
where δq is decomposed into components δqk and δq⊥, parallel to q0 and perpen-
dicular to q0, respectively. Note ∆q⊥ is a constant indicating lateral spread of q.






























eEs(x) = (2π)−2 Z a(q)tsEs(x)d2q (5.4)
Note ts and Es(x) both depend on the incident wavevector q. If the beam is suffi-
ciently wide, one can evaluate the integral and find
eEs(x) ≈ t(0)s E(0)s (x)e−(1/2)∆k2⊥x2⊥ , (5.5)
where the term t(0)s E
(0)
s is evaluated at q0; and ∆k⊥ ≡ (∂k⊥∂q⊥ )ω∆q⊥ gives the lateral
spread of ks; x⊥ is the component of x along k⊥. For simplicity, the mode index s
for k⊥ is omitted.
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wI/ cosα = wPC/ cos θ = w0. (5.9)
This means the crosssections of the two beams along the boundary have the same
width as shown in Fig. 5.1.
Note the reflection smears the true wI in Fig.5.1. The peak of eEs(x) remains






π/8 · SwPC =
p
π/8w0(S cos θ), (5.10)
where S is the peak value of the Poynting vector. One thus finds the conservation
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where Rl and Ts are the normalized powers of a reflected beam and a PC modeeEs, respectively; Sl and Ss are the corresponding Poynting vectors, and S0 is the
incident Poynting vector. The summations should be limited to the propagating
modes. The insertion loss is given by 10log10(Ts) for a PC mode. A beam coming
from inside a PC can be treated similarly. Figure 5.1 shows the planar wave theory
gives the beam peak and width accurately.
5.3 Refraction of an arbitrary beam
For a general beam profile, our theory also provides a convenient way of calculating
the refracted and reflected beams. First, the incident beam is decomposed into its
planar wave components a(q) in the wave vector space. Then for each incident
planar wave component with a distinctive qx (ω is fixed as a monochromatic beam
is considered here), one can calculate the refracted and reflected waves. Because
our theory is essentially an analytic theory, only a small number of coefficients
contains all the information of the refracted and reflected waves. Specifically, with
the following quantities
rl, ts, Es(Glm), (5.12)
all other quantities can be derived. Note that the quantities listed in Eq. (5.12)
only occupy a negligible amount of computer memory or storage space. The most
voluminous data are Es, which take about N complex double precision data spaces
for each solved unique up mode. Note that we only need to record the propagating
modes, the number of which seldom exceeds five in each case. Also note that rl
and ts occupy at most 2N complex data space. Therefore, the total data storage
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required for each incident planar wave is less than 7N complex data spaces. For
typicalN = 120 (see Sec. 4.2.5), the data generated for each incident planar wave are
about 14KB to 27KB, 1 quite small for today’s personal computers. One can easily
decompose the incident beam into 100 planar wave components with different qx;
calculate and store the data for each component. Using these data, one can finally
integrate to obtain the refracted beam according to Eq. (5.4 on page 93). Only a
few Megabytes of data storage is required to store the information of refracted and
reflected waves for 100 incident planar wave. The above procedure would be much
more costly for other approaches such as layered transfer matrix methods, which
require several orders of magnitude larger data storage in addition to probably
prohibitive computational time.
Furthermore, the power conservation, Eq. (5.11), can be proved for an arbi-
trary beam profile based on a more general form of Eq. (5.10). One shall construct
in the x− y space a large enough contour that encloses the refraction point on the
interface. The contour should cut cross the beam at a place sufficiently far from the
refraction point so that all the beams separate from each other when they cross the




where Sn is the surface normal component of the Poynting vector. The integral
must varnish because there is no source or absorber inside the contour. By prop-
erly flattening the contour segments that cross the beams, one can again prove the
conservation equation Eq. (5.11).
1One double precision complex number occupies 16 Bytes of space, one quadruple precision
number occupies 32 Bytes of space
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5.4 Arbitrary surface termination
Surface termination is an interesting issue, which was briefly discussed in Ref. [17]
for the surface modes with frequencies in the bandgap, and in refraction [49]. For
example, for a (h1h2) = (10) surface of a rectangular lattice, the surface modes will
be different depending on whether the surface is terminated at the center of a col-
umn(or hole), or is terminated midway between two column centers. Figure 5.2(a)
and (b) illustrate two different terminations. For the refraction problem, this ter-
mination also makes a difference for the transmission and reflection amplitudes and
phases. In all preceding calculations, I have assumed the surface exactly terminates
at a center of a column.
For the termination illustrated in Fig. 5.2(b), if the coordinate system is es-
tablished as in Fig. 5.2(d), then apparently, one can follow the procedures described
above to calculate the transmission and reflection coefficients. Nothing seems spe-
cial. However, for many common lattices where the inversion symmetry is present,
one would prefer to place the origin at the column centers so that the Fourier trans-
form of the dielectric function (G) can be represented by a real-symmetric matrix.
This will significantly reduce the computational load and the complexity of the al-
gorithm. I will not explore further in this choice of origin owing to the disadvantage
presented above.
When the origin is chosen at the center a column, one may directly write















ts [ky(s) + lB1y +mB2]
×Es(Glm)ei[ky(s)+lB1y+mB2]y0 . (5.13b)










Figure 5.2: Surface termination and proper choice of the origin of a coordinate
system (a) Crystal terminates at the column centers; (b) Crystal terminates at
another position. (c) Good choice of origin; (d) A choice of origin not perferred for
symmetry concerns.
98
vergence comes from the complex ky(s)’s and qly’s. For the case shown in Fig. 5.2(c),
y0 is negative while the imaginary parts of ky(s)’s are positive. Therefore, the ex-
ponential eiky(s)y0 factors on the right will be much larger than the corresponding
factors for other propagating modes. 2 It can be proved that the larger the L,
the larger the maximum Imky(s). However, the amplitude, ts, for such a complex
ky(s) mode is usually extremely small so that, in principle, the contributions of the
complex ky modes to Eq. (5.13) are still much smaller than the propagating modes.
Unfortunately, in numerical calculations, such an ideal case is rarely seen. The
rounding errors of ts for the complex ky modes are magnified by exponential factor
eiky(s)y0 and the errors dominate over the contribution of the propagating modes.
For the case y0 > 0, the exponential factors, eiqlyy0 , on the right are extremely large.
These large factors amplify round-off errors in each numerical iteration, and result
in divergence or produce senseless final numerical outputs. From another point of
view, the above set of linear equations have a coefficient matrix whose elements dif-
fer in value by several orders of magnitudes. Such a matrix is usually ill-conditioned
and an accurate solution is generally impossible.
Fortunately, the structure of that matrix is that each column of the matrix
is governed by the same exponential factor. Based on this, a numerical trick is
introduced to solve this problem. Define
erl≡ rleiqlyy0 , (5.14a)ets≡ tseiky(s)y0 . (5.14b)
Now the divergent exponential factors disappear from Eqs. (5.13), and the boundary
conditions become
2Another way of understanding this: the complex ky modes decay as y → +∞; therefore,
they grows when y → −∞. The largest imaginary part of ky(s) is related to how many Fourier
coefficients(determined by L and M) are chosen.
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ets [ky(s) + lB1y +mB2]Esei[lB1y+mB2]y0 . (5.15b)
Of course, if one needs the original rl and ts, one still has to convert erl and ets
according to Eq. (5.14). The conversion is just a simple multiplication(or division)
whose round-off error is easily controllable. The prior trouble comes from the fact
that when the multiplication with a large exponential is followed by a series of
other additions and multiplications with unpredictable nature, the round-off error
quickly grows out of control. In practice, I note that most of the quantities needed
are actually directly related to erl and ets, rather than the original rl and ts. The
coefficients erl and ets are somehow related to the amplitudes on the surface(regardless
the choice of origin), while rl and ts are somehow related to the amplitudes at the
origin O. It seems that the former have more physical meaning than the latter. As
expected, the refraction intensities are periodic as y0 varies, with a periodicity of a0
for a rectangular lattice.
In the foregoing discussions, I have assumed that the surface is periodic.
When the surface is quasi-periodic, the same principle applies: for a lattice with
inversion symmetry, always choose the origin at the inversion center, and use erl andets rather than rl and ts.
If the origin is chosen as in Fig. 5.2(d), one may avoid the divergence trouble
for a single-surface problem However, to study the slab problem (in a later section),
where at least one of the surface does not pass the origin, this trick plays an essential
role.
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5.5 Application of the theory
5.5.1 Design of a WDM demultiplexer
Following the example in Fig. 4.7(c)-(d) on page 88, I calculate the insertion losses
for a demultiplexer assuming the exiting surface has an angle of 0◦, 30◦, or 60◦
with the entering surface. Generally, I find the total transmission will be enhanced
if the exiting surface is perpendicular to the beam in PC. The 30◦ case seems to
be an exception because there is another exiting beam(not plotted) of comparable
strength. The loss spectra in Fig. 4.7(d) suggest that for θ < −34◦, one should
use a 60◦ exiting surface. The corresponding demultiplexer design is sketched in
Fig. 4.7(c) inset and Fig. 5.3(b). This design demonstrates lower than 3dB loss
over a 25 nm wavelength span, covering >60 WDM channels if 0.4 nm resolution is
possible [42]. Further optimization and other details of this device will be presented
elsewhere. For a finite PC, applying the single-surface refraction method assumes
the crystal is sufficiently large and the concept of beam is valid. This is practically
the case in many PC devices [14,40].
5.5.2 Transmission through a photonic crystal slab or a volume
grating
In fact, this theory can be extended to treat the transmission through a thin photonic
crystal slab as well without using the infinite sums in Eq. (4.1). To this end, I write
down the combined boundary conditions for a slab whose front and back surfaces




Figure 5.3: Schematics of PC based high channel-count, low-loss demultiplexers:
(a)An inferior design where two beams exit PC on the 30o surface. This increases
loss by 3dB. (b) A good design, the losses of all channels are below 3dB. On a
100-GHz grid, this demultiplexer can accommodate about 32 channels.
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efseiky(s)(y1−y0) [ky(s) + lB1y +mB2]
×Esei[lB1y+mB2]y1 , (5.16d)
The coefficients erl and etl are the (renormalized) reflection and transmission ampli-
tudes, and efs’s are the amplitudes of the unique PC modes. Note that due to the
internal reflections at the back surface, both up modes and down modes must be in-
cluded in the calculation. The slab is assumed to be immersed in one medium. The
equation should be slightly modified if the medium in front of the slab is different
from the one in the back.
In the following, I will apply this slab formulation to calculate the diffrac-
tion by a volume grating. Actually, a 1D grating can be regarded as a photonic
crystal which only has one period in the y direction. Based on this, I calculate the
transmissions and reflections by a surface relief grating and compare with a classic
paper [74] in Fig. 5.4. The agreement is almost perfect.
I note that the layered transfer matrix formulation, which has been one of
the most popular methods for studying grating diffraction, has a much more compli-
cated and error-prone numerical scheme compared to this theory. First, the grating
(or one cell of the photonic crystal slab) must be sliced into many thin layers. Then,
the grating theory calculates the transfer matrix of each layer and multiples all the
transfer matrices to obtain the transfer matrices of the slab. Furthermore, to avoid
some divergence issues, modified matrices, which are called scattering matrices in
one approach, must be used for each thin layer. Typically, calculating such mod-




























Figure 5.4: Comparision with conventional grating theory for an inverse sawtooth
surface relief grating calculated by Moharam & Gaylord in Ref. [75] Fig. 8. (a)
The geometry of the system. (b) Normalized powers for various transmission and
reflection orders. Here R0 indicates the zeroth order reflection, T0, T1, and T−1
denote corresponding orders of transmissions as indicated in (a). (other orders
vanishes for this case), other curves are all transmission powers. The sawtooth
depth is d and its period is Λ.
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steps usually bring significant complexity to the numerical calculations. When a
series of matrix multiplication and inversion steps are involved, the error analysis of
the overall numerical scheme becomes so complex that one has to rely on empirical
knowledge to estimate the error. Actually, it took over a decade for grating the-
oreticians to pin down the key sources of error in the transfer matrix formulation
(see the introduction paragraphs of Ref. [65] and references therein).
In contrast, the theory developed here only needs to solve one eigenvalue for
a single matrix, plus solving one set of linear equations. The procedure is much sim-
pler, and the numerical error is much more controllable. There are many standard
methods to rigorously estimate the error bounds of the single-matrix problems in
this case.
Note that the transfer matrix formulation has been frequently used in calcu-
lating transmission through a photonic crystal slab recently. The theory presented
here is certainly a better candidate for both grating and PC slab transmission cal-
culations.
5.6 Summary and future work
A rigorous theory has been developed for light refraction by a photonic crystal with
arbitrary lattice type, surface orientation and termination. The forms of incident
wave addressed by this theory include planar incident waves, Gaussian beams, and
arbitrary beam profiles. The theory has successfully solved the problem of par-
titioning forward and backward propagating modes. The periodic Brillouin zone
scheme is demonstrated to be the key to understanding the refraction phenomena.
Surface-orientation dependent mode degeneracy is discovered, and its relationship
to quasi-periodic surfaces is unfolded. A slight change of surface orientation is pre-
dicted to split one beam into infinite number of beams in certain cases.
This theory offers a new picture of the refraction processes and opens the
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door to a broad range of problems that required prohibitive computation resources
based on prior methods. In addition, there are numerous new theoretical problems
unveiled by this theory.
First, this theory will lead to an analytic guided mode theory for photonic
crystal waveguides. To the best of my knowledge, all current PC waveguide theo-
ries are imperfect in that they all use a finite spatial region (usually bounded by
absorbing layers) to simulate a photonic crystal waveguides. A true analytic mode
theory seeks a mode profile formula valid in the whole space. There is no need for
artificial absorbing layers at the boundaries. Actually, an analytic theory for 2D
photonic crystal waveguides can be readily developed by slightly modifying the slab
transmission theory. Note a PC waveguides is actually a slab of uniform medium
is sandwiched between two semi-infinite photonic crystal walls. In some sense it
is the reverse of a PC slab, where a photonic crystal is sandwiched between two
semi-infinite uniform media. The boundary conditions further differ in that the slab
transmission problem is related to a matrix equation of the form
Ax = b,
while the calculations of guided modes involve
Ax = 0,
where A is a matrix whose elements depend on ω and k, and det(A) = 0 gives the
dispersion relation of the waveguide modes.
As discussed earlier, light coupling through an endface into a PC waveguide,
which is essentially a single-surface transmission problem, can be analyzed with this
refraction theory as well. In some aspect, this is a simpler problem, because usually
it is assumed that both the incident angle and refraction angle are zero degree. More
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detailed calculations for various waveguide configurations are needed.
In addition, it would be desirable to develop a perturbation theory that
shows how a slight change in surface orientation splits one beam to infinite number
of beams. One can easily prove that generally, many of these split beams differ only
slightly in the propagation direction, and will be difficult to separate and observe.
However, if the original constant kx line passes an angle-sensitive part on the dis-
persion contour, then the superprism effect will help disperse the beams and ease
the observation of beam splitting. On the other hand, a perturbation theory is de-
sired to accurately predict the intensity of each split beam as the surface orientation
budges. It is anticipated that many of the split beams will be of similar strength.
However, I feel that there will be much richer phenomena to explore than I can
imagine here.
Furthermore, it would be of interest to study an interface between two PCs
of incommensurate lattice constants, which may lead to other discoveries. This
problem has similarity with the sampled gratings, which have been successfully
utilized to make agile, wide tuning-range tunable lasers.
Lastly, negative refraction in photonic crystals have been subject to inten-
sive study recently. The prospect of making superlenses with resolutions beyond
the Rayleigh limit [76] has stirred significant interest in the research community.
Plane-parallel photonic crystal slabs are one of the primary candidates for superlens
applications [43]. The rigorous theory developed in Sec. 4.1.1 for photonic crystal
slabs sheds new light on the problem. With this theory, some speculative ideas can
now be evaluated on a rigorous basis. Although I will certainly study further in this
area, it is also my hope that other researchers will benefit from this theory.
To conclude, I emphasize again the problems addressed in the last two chap-
ters lie in the heart of the paradigm of solid state physics. I hope this work will
stimulate further study, and possibly be extended to areas such as surface physics,
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Refraction and Propagation in
Photonic Crystals
In this appendix, photonic crystals fabricated on polymer and silicon substrates will
be presented and related devices will be discussed.
Polymeric materials can be coated on almost any substrate of interest, lend-
ing themselves to a broad ranges of applications. Particularly, polymeric materials
have been widely used to form integrated optical waveguides for fiber-optic commu-
nications applications [78].
Polymer photonic crystals have been studied recently [79—87]. One key issue
that deters the wide spread usage of polymer photonic crystals has been the low
index contrast in polymer photonic crystals. The typical index contrast between
polymers and air is about 1.5:1, too small to produce a full bandgap for a 2D pho-
tonic crystal. However, it was proposed that by employing high index nanoparticle
additives, the polymer refractive index could increased [83].
In reality, the 2D photonic crystals are often considered in a slab geometry,
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which utilizes photonic bandgap to confine light in the plane of the slab, while
employing large index contrast to guide in the vertical(out-of-plane) direction [88—
94].
A.1 Fabrication of photonic crystal
A.1.1 Integration of photonic crystal nanostructures with conven-
tional channel waveguides on a polymer platform
We used Hitachi OPI-N3000 series polymers in our fabrication. Typically, polymer
N3205 is used for cladding and N3305 is used for core. The fabrication procedure is as
follows. First a layer of N3205 is spun on a clean silicon wafer as the bottom cladding,
followed by spinning the core layer N3305. Then a thin layer of aluminum(Al) is
deposited on the polymer in the CHA Electron Beam Deposition Chamber. Now the
photoresist AZ5209 is applied, and the waveguide pattern is transferred from a mask
onto the photoresist by Karl Suss Photolithography Aligner. The mask patterns are
further transferred onto the Al layer by wet etching. Then the polymer is dry-etched
in the Oxford Instrument Plasmalab 80plus Reactive Ion Etching(RIE) System. The
remnant Al is stripped from the top surface after RIE, and a layer of polymer is
applied on the top as the top cladding. At this point, the waveguide structures are
fully fabricated. Now deposit a layer of Al about 60 nm thick, and apply the e-beam
resist polymethyl methacrylate (PMMA). The photonic crystal pattern is directly
written on the PMMA with the Raith 50 Electron Beam Nanolithography Facility.
The pattern is transferred onto the underlying Al layer by wet etching such that
a regular lattice of holes appear on the Al. After removing the remnant PMMA,
the wafer is sent into the RIE chamber, and we use oxygen as the etching gas. To
obtain hole depth between 5 µm to 8 µm, the etching time is between 1.5 hour to
4 hours. Time may vary depending on the pressure and other parameters. The
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Figure A.1: SEM pictures of polymer photonic crystals
holes of photonic crystal are separated at about 1.3 µm, the hole diameters are 0.9
µm. The holes are etched through the top cladding and penetrate the core layer. By
careful design and fabrication, we can create a three-dimensional three-layer polymer
structure in which certain part of the top layer(top cladding) is very thin. Then
when we fabricate photonic crystal, the eight micron deep holes actually penetrate
to the bottom layer (bottom cladding). Thus the photonic crystal effectively covers
the whole middle layer(core) where the optical functions take place. The images
of the photonic crystals shown in Fig. A.1 were taken by an Hitachi S-4500 Field
Emission Scanning Electron Microscope.
A.1.2 Silicon photonic crystals
In recent years, silicon photonic crystals have been extensively investigated. One of
the enabling factor is the availability of relatively inexpensive silicon-on-insulator(SOI)
wafers. With commercially available SOI wafers that have high quality, silicon pho-
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Figure A.2: SEM picture of a silicon photonic crystal that has a 2D hexagonal lattice.
The lattice constant is about 340nm. And the hole diameter is about 190nm. The
silicon layer is about 0.24 µm thick.
tonic crystal nano-structures, particularly silicon photonic crystal slab and silicon
photonic crystal waveguides can be easily fabricated.
Silicon photonic crystal nano-structures have recently been fabricated by the
colleagues in our research group. The fabrication processes start with the growth
of an oxide layer on an SOI wafer, following by coating the ebeam resist. Then the
resist will be patterned by electron beam nanolithography with subsequent devel-
opment. The pattern will be transferred to the underlying oxide layer by reactive
ion etching(RIE), and the ebeam resist will be removed. An ensuing RIE process
will finally etch the photonic crystal nano-structures on the SOI layer, using the
patterned oxide layer as a hard mask. The remaining oxide on the top of the silicon
will be etched away in certain cases, although leaving the oxide layer would not
severely affect the properties of the photonic crystal waveguides as the oxide layer is
usually very thin. A SEM picture of a silicon photonic crystal is shown in Fig. A.2
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(a) (b)
Figure A.3: IR camera pictures of photonic crystal refraction
A.2 Refraction of a beam inside a photonic crystal
The silicon photonic crystal slab shown in Fig. A.2 was tested by my colleagues.
Light of the TE polarization was first coupled into a silicon rib waveguide on the
SOI chip. The rib wavegugide was directed to the interface of the photonic crystal
slab, where the anomalous refraction took place. Two IR camera pictures are shown
in Fig. A.3. The incident angle was about 34o. And the refraction angles were about
31o and −5o at wavelengths 1565nm and 1541nm, respectively.
A.3 Further study
The polymer photonic crystal structures shown Fig. A.1 have been tested. However,
it turned that the Hitachi polymer that we used were prone to cracking after deep
holes were etched into the polymer. The cracking did not necessarily occur immedi-
ately after etching, but took place at an unpredictable time, which hindered further
experiments on the devices. In the future, we plan to use other vendors’ polymeric
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materials that are less susceptible to cracking.
Furthermore, one way to increase the refractive index contrast is to use silicon
and polymer as two constitutive components of a photonic crystal [95], instead of air
and polymer. The refractive index contrast between silicon and a typical polymer
is in excess of 2, which is adequate to result in a full bandgap for both TE and TM
polarizations for a 2D hexagonal (or triangular) lattice. It also solves the problem
of the out-of-plane loss as polymer photonic crystals are prone to the loss owing to
being above the lightline [17].
Further experiments need to be carried out with these new approaches to
realize the demultiplexer proposed in Chapter 5.
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