Three-dimensional electron diffraction intensity data have been collected for the metastable alloy phase AI,,,Fe by a precession technique. The structure model has been derived by Patterson and Fourier calculations and by the direct method using either maximum entropy and likelihood or the tangent formula; both were based on the kinematical scattering approximation. Energy-filtered convergent-beam profiles for reflections along two systematic rows h00 and hhO were used to determine the corresponding structure factors; these were introduced in a dynamical scattering correction procedure for all hk0 structure factors. The tetragonal AlmFe structure (a = 8.84, c = 21.6 ,~, space group I[12m) with 90 A1 and 20 Fe atoms can be described by ten-coordinated Fe or by a distorted CsCItype network with vacancies.
AlmFe was first reported by Miki et al. (1975) and is commonly found as primary particles in aluminium alloys cast in industrial processes at high cooling rates. Lattice parameters of the body-centred tetragonal unit cell are a --8.84, c = 21.6 A, m = 4.2-4.4 (Westengen, 1982) . An attempt to derive a crystal structure was made by Skjerpe (1988) . From qualitative considerations of electron diffraction patterns and high-resolution images, he suggested a tentative model with 20 Fe and 90 AI atoms in the space group I4/mmm, which was proposed from convergent-beam patterns. He also reported extensive faults in the crystals, especially on (110) planes. However, with a unit-cell content of approximately 110 atoms and no short axis, a structure solution must be based on three-dimensional intensity data, which had to be collected from several precipitate crystals of moderate thickness. In electron diffraction, such data are expected to be strongly influenced by dynamical scattering effects. No well established procedure existed that could be applied directly to this kind of problem. We have therefore explored different electron diffraction techniques: selected-area (SAD) spot patterns; precession patterns (Vincent & Midgley, 1994) ; unfiltered and energy-filtered CBED patterns; and applied different calculation schemes for the structure solution. The main structure result was derived by adapting traditional crystallographic methods within the kinematical approximation. Dynamical calculations applied to CBED measurements (Cheng et al., 1996) served as a confirmation and were also used to improve some of the experimental data by a procedure described by GjCnnes et al. (1998) . The resulting structure solution is discussed in relation to other phases in the aluminium-iron system.
Electron crystallographic techniques have recently been applied succesfully to several organic and inorganic structures: by a combination of high-resolution images and diffraction intensities (e.g. Weirich et aL, 1996; Andersen et al., 1998; Zou et al., 1993) or by treating diffracted intensities by mathematical procedures taken from X-ray crystallography, see e.g. Dorset (1995) . The present work differs somewhat from these studies by being based on crystals of irregular shape and moderate thickness, which is expected to exacerbate the problems associated with dynamical scattering.
Material
Material for the study was obtained from a commercial aluminium alloy AA5052, which had been produced by a pilot twin-roll caster at Hydro Aluminium as KarmOy. Al,,,Fe particles together with other primary particles present in the alloy were extracted by the butanol method described by Simensen et al. (1984) . The particles were collected on a micropore filter and transferred to an electron-microscope grid with a holey carbon film, see Fig. 1 . Spot patterns and some CBED patterns were obtained in JEOL 2000 FX and 200CX electron microscopes; the precession patterns were taken in a Philips EM430 at Bristol University, and the CBED profiles in a Zeiss EM912 omega energy-filter microscope at MPI, Stuttgart.
The precession technique is in principle equivalent to the precession camera used in X-ray diffraction (see e.g. Buerger, 1964) , except that the crystal is not precessed; a precession motion is instead applied synchronously to the incident electron beam above and to the diffraction pattern below the specimen. Such motions can be produced with the aid of the tilting coils which are standard in modem electron microscopes. The precession technique has some important advantages over the usual selected-area spot pattern: the intensity of each
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Spot patterns and precession patterns
Typical selected-area spot patterns are reproduced in Fig. 2 . As a first attempt, three-dimensional electron diffraction intensity data were collected from a series of spot pattern photographs taken in a microdiffraction mode. Photometered intensities were combined into a data set that included 185 unique reflections inside d = 1.3 ,A. Patterson projections and sections calculated from these data indicated that they did indeed contain information about the structure, see Figs. 3(a),(b). However, the precession technique invented by Vincent & Midgley (1994) seemed much better suited for acquiring three-dimensional intensities from such specimens. A new set of intensity data was therefore collected by the equipment at Bristol University.
• Fig. 1 . Dark-field image of an extracted AimFe particle. Fig. 2 . Selected-area diffraction patterns taken as projections along (a) [111] and (b) [001] .
reflection is the result of integration through the Bragg angle in much the same way as in single-crystal X-ray diffraction. Data will extend further out in the zone. Dynamical effects will be reduced by the tilt off the zone axis; see the schematic 'still' representation of the beam configuration in Fig. 4 . Thickness oscillations in particular will be damped considerably by the integrating motion. As a consequence, we expect the precession intensity data to be more kinematic like than SAD spot intensities, especially when the crystal is not very thin. Dynamical scattering calculations will on the other hand be more complicated since the intensity will be a sum of contributions along the precession circle. It was decided to treat the intensity data as kinematical. (Fig. 5 ). The improvement in comparison with traditional spot patterns taken at a comparable thickness was apparent. The diffraction photographs were processed through several stages in order to produce a three-dimensional data set. The negatives were placed on a light box. The optical density was recorded by a CCD camera and transferred to an imaging analysis system (Kontron Vidas 25) in a 512 x 512 pixel size and converted to intensities with the aid of a grey-scale calibration curve obtained by a Set of time exposures in the electron microscope. The intensities in rows of reflections were read along a line one pixel wide and integrated after subtraction of background. The whole procedure is described in detail elsewhere . Equivalent reflections in the projection were averaged and a geometrical correction factor analogous to the Lorentz factor in X-ray diffraction was applied to the intensities (Vincent & Midgley, 1994) , viz~f /co ~ = I sin e where cos e = (g2 _ 2nkh)/2KG,,, where g,, is the reciprocal-lattice vector in the Laue zone n: g,, --go + nh" h is the reciprocal-lattice spacing perpendicular to the zero layer and k is the wave number of the incident electron. K is the transverse component of k and is related to the precession angle q) by K --k tan q).
Reflections outside a sphere of radius corresponding to d = 0.66 A and reflections in the second-and higher- 
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Details of the procedure are given by Cheng et al. (1996) . At first, a two-beam-like profile was fitted to a strong reflection in the row; more profiles, beams and structure factors were gradually added in the calculations. The [001] projection is centrosymmetric (see below) and different sign combinations were tried during the process, which led to a unique answer. In the present work, this technique has been extended to include also hhO (h = 1 to 11). The structure-factor results summarized in Table 1 were used to check the models derived from the precession data and in a late the intensities was obtained. Non-systematic dynamical effects were considered to be a major source of error. In order to reduce this error, an alternative scaling procedure was adopted at a later stage. The dense [00/] was emphasized as a common row. The dynamical effects in a dense row are expected to be dominated by systematic interactions along the row and hence to be less dependent on the actual projection. Four of the eight projections could then be scaled directly by using the ot,,,,,'s for which [00/] is the common row; the remaining projections were scaled to these four by using the c~,,,,, with the lowest standard deviations. The average standard deviation for the same 13 reflections as above was then reduced to 27%. Both threedimensional sets were used in the crystallographic calculations.
Convergent-beam electron diffraction
Several CBED-based techniques were applied in order to obtain supplementary information about the structure. Examples of patterns taken in order to check the space-group symmetry are shown in Fig. 6 . Patterns with the beam close to the tetragonal axis confirmed the projected 4m symmetry, indicating at least one vertical mirror. The two mirrors were tested by tilting about [110] and [100] axes, respectively. The diagonal (110) mirror seemed well confirmed, whereas the (100) mirror appeared less certain, see below. Quantitative structurefactor information can be obtained from intensities integrated across high-order lines in CBED patterns (Taft¢-& Metzger, 1985; Gj~nnes & B~e, 1994; Vincent et al., 1984) and especially from one-or two-dimensional intensity profiles in energy-filtered CBED patterns, which have been applied to refinement of parameters or structure factors in known structures with small unit cells, see e.g. Bird & Saunders (1992) ; Spence (1993) ; Tsuda & Tanaka (1995) . Cheng et al. (1996) have extended the latter technique to ab initio determination of structure factors in a systematic row. From energy-filtered CBED intensity profiles of the h00, h = 2 to h = 14, structure-factor amplitudes and signs for AI,,,Fe were obtained by means of an iterative 
Calculations and interpretations
Patterson calculations and space-group assignment
As a first step in the structure analysis, a series of Patterson maps were calculated from the three-dimensional intensity data as projections along the a and c axes and as uv sections at different heights w. Examples are shown in Fig. 7 . The six most prominent peaks are listed in Table 2 . The very strong peak at (0, 0, 0.30) is noted. The Patterson sections also revealed salient information concerning the space-group symmetry: the uvO map (Fig. 7b) is not consistent with the 4mm threedimensional symmetry that Skjerpe (1988) had assumed be an inversion axis combined with the diagonal mirror. !I7~2m then remains as the only possibility and was therefore assigned as the space group. We knew from other experience that the three-dimensional mirror symmetry can be difficult to ascertain or disprove by CBED patterns in crystals containing faults, see Rcmming et aL (1994) ; it may not be surprising that intensity information had to be invoked in order to arrive at the correct space group. The strongest Patterson peaks can then be accounted for by three groups of atoms, around the 8(i) Wyckoff positions listed in Table 3 . If each of these groups were centred about an Fe atom, this would mean 24 Fe atoms -in the unit cell, whereas the reported composition of the phase indicates the number of Fe atoms to be 20-21. However, it was decided to attempt to build a structure based on Fe atoms surrounded by A1 atoms at two or three of these positions, with I2~2m as the space group.
Fourier syntheses
From these models, we could calculate structurefactor signs and phases, with the aim of locating the aluminium atoms in Fourier maps. Since the space group is non-centrosymmetric, this Fourier approach based on the present kind of data has its limitations. But the symmetric projections, in particular [001], showed some distinct and stable features. Prominent peaks appeared at the three (x, y) positions marked A, B and C in the [001] projection (Fig. 8a) . A number of Fourier sections normal to the z axis were calculated in order to locate the aluminium atoms. An example is shown in Fig. 8(b) at z = 0.28. The peak at a B-type projected position (0.45, 0.20, 0.28) together with the symmetryrelated position at the height z = 0.22 is seen to form a characteristic buckled pentagonal net. Two other B positions were found, these indicate a tenfold coordination polyhedron around the Fe atom, as found in other aluminium-rich intermetallic phases with iron or manganese, in particular A16Mn/A16Fe (Walford, 1965) and fl-A14.sFeSi (Rcmming et aL, 1994) . Chemically reasonable structure models with such polyhedra around Fe atoms at the diagonal mirror, 8(i), and joined by edges and comers could then be constructed. Intensity calculations from these models reproduced the strong reflections. However, R values calculated for different projections were generally around or above 50% and the question remained whether the 20 Fe atoms could be accommodated statistically on the three 8(i) positions listed in Table 3 or by adding a fourfold Fe positio n at the 71 axis.
Direct methods: maximum entropy and likelihood, or the tangent formula
A different approach to structure solution was attempted using the method of maximum entropy coupled with likelihood evaluation (Bricogne, 1984;  as implemented in the MICE computer program . For a review and a detailed description of the method, see Gilmore (1996) ; for an example of the method in action with three-dimensional electron diffraction data, see Voigt-Martin et al. (1994) . Both data sets were used and gave very similar results. In both cases, the data were normalized to give unitary structure factors using the MITHRIL computer program (Gilmore, 1984) and electron scattering factors. The data were then passed to the MICE program. Because the data are subjected to such large errors, a large basis set was chosen comprising 20 reflections chosen as follows: (i) A single reflection to define the origin; the enantiomorph was left undefined; it was set de facto by the use of phase permutation.
(ii) Five h00 reflections with phases derived from energy-filtered CBED measurerrfents.
(iii) 14 reflections were given l~ermuted phases. Nine of these were noncentrosymmetric and given phase permutations of the type :tzzr/4, +3rr/4. The remaining five were centrosymmetric and given phases 0, zr.
If a full factorial design was used in permutation, 25 x 4 9 = 8 388 608 phase sets would be generated. Each needs to be subjected to entropy maximization and likelihood evaluation, so that the net calculation is simply not feasible. To reduce the computation, a Golay code was used as a source of phase permuation (Bricogne, 1993 (Bricogne, , 1997 . This yields only 4096 phase sets, among these there will be at least one that ha(-at'most three wrong signs. Each of the 4096 phase combinations was subjected to entropy maximization and likelihood evaluation. The likelihoods were analysed using the t test (Shankland et al., 1993) . The nine top ranked maps were inspected. Peak lists were in general agreement with the models proposed from the Patterson-Fourier attempt. The three peaks at the 8(i) positions which had been deduced from the Patterson maps were always the strongest, indicating that the 20-21 Fe atoms should indeed be distributed among these. In addition, there were always three prominent peaks at general 16(j) positions of type B in the [001] Fourier projection. The positions of 72 atoms (24 Fe/A1 + 48 A1) out of approximately 110 atoms in the unit cell appeared to be well established. In addition, peaks always appeared at the 21 axis and at one or two further 8(i) positions; the peak list in Table 4 is an average of 12 runs.
Another direct-method procedure based on the tangent formula (Karle & Hauptmann, 1966) produced 
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Confirmation of the structure. Incorporation of CBED results. Dynamical correction of hk0 intensities.
Least-squares refinement For a confirmation of this structure model, consider first the CBED results listed in Table 1 . The structure-factor amplitudes and signs obtained for the h00 and hhO reciprocal rows agreed well with the structure model, as seen by the projections onto the two rows in Figs. 10(a) and (b), and by a Fourier projection calculated by a combination of CBED and precession structure factors in Fig. 11 (a) . (The signs for the latter are taken from the structure model.) From these calculations, we concluded that the projected structure must be essentially correct.
As a further check, a dynamical correction procedure for the precession data in hkO has been developed by GjCnnes et al. (1998) , where details are given. By comparing the precession data with the CBED values for the h00 and hhO rows, a value for the thickness was established. An iteration procedure based on the socalled Bethe potentials was then used for determination (Fig. llb) . A difference Fourier map for this projection ( Table 5 ; the corresponding interatomic distances were satisfactory. It should also be noted that the corrected hk0 structure factors obtained by the correction procedure gave a substantially better fit to this model than had been obtained for the experimental precession data, see Table 6 ; the R value in hk0 v~as reduced from 0.46 to 0.34, before the adjustment of coordinates, which reduced R further, to 0.30. By using the uncorrected F's, corresponding improvements of about 0.05 were obtained in all major projections.
At this stage, one could conclude with the structure model as a satisfactory result. Based on positions derived from direct methods and Fourier maps, the model produced chemically reasonable coordinations and distances and might be the best that could be obtained by essentially kinematical interpretation of the present intensity data. However, it was decided to try a three-dimensional refinement of the model. The SHELXL97 program (Sheldrick, 1997) was applied to the complete set of 598 intensities. A very poor fit to the intensities was obtained, as measured by WR2, which was reduced only from 0.797 to 0.758, with R1 --0.42. The shifts in atom positions from the model (Table 7) were quite small, viz less than 0.25 A; the resulting interatomic distances were indeed reasonable, see Table  8 . The refined coordinates are therefore quoted as the' final result for a structure with 110 atoms, including 20-21 Fe atoms which are distributed on three eightfold positions as indicated. Attempts to refine occupation numbers failed. This is often a difficult process and becomes very uncertain when dynamical effects are large.
Discussion
It may be noted that the structure model presented here implies some disorder through the statistical distribution of Fe/A1 on at least one of the Fe positions in the model. There are other indications of disorder or faults as well: Skjerpe (1988) noted extensive faults on (110); in the present study, we observed faults or modulations also on (001), as revealed by the c* rows in several of the precession patterns reproduced in Fig. 5, especially Fig. 5(c) . These features should be borne in mind in a discussion of the structure and model and its accuracy.
We have formulated the above AlmFe structure model as a network of All0 polyhedra around the Fe positions that were first deduced from Patterson maps and then established by the direct-method maximum-entropy calculations. The polyhedra share edges and corners, 'like the similar polyhedra in A16Fe (Walford, 1965) . Tenfold coordination of A1 around Fe is found also in mll3Fe4 (Black, 1955) , fl-Ala.sFeSi (Rcmming et al., 1994) and in the hexagonal c~-A1FeSi (Corby & Black, 1977) . A different representation of the structure is shown in adding A1 on three faces, one obtains the Fel and Fe2 polyhedra in the present model by only slight distortions of the polyhedron. By removing two A1 atoms from a cube edge and adding A1 atoms on four faces, one obtains a further polyhedron which is close to A16Mn. It should be mentioned that Skjerpe (1988) suggested a CsCl-like arrangement around iron in his study of the phase. Fig. 13 may suggest that the two 8(i) A1 positions, 8 and 9, could be replaced by indicated 'vacancy' positions. This would lead to the same types of coordination polyhedra around Fe but interchanged between the different Fe positions. We have no direct evidence of this particular kind of disorder, which could be connected with the modulations along the c axis and/or the Fe/A1 disorder. From such considerations, one should regard the present structure as an average structure, which may contain statistical elements in addition to the Fe/A1 occupation indicated in Table 6 . It should be apparent from the present study that a structure model for AlmFe could only be derived from three-dimensional intensity information and that such information can be collected by electron diffraction even from crystal specimens of irregular shape and moderate thickness. The precession technique by Vincent & Midgley (1994) was found to be a substantial improvement over selected-area spot patterns by reducing the effects of dynamical scattering on the () Fig. 13 . Coordination polyhedra around Fel (top) • and Fe2 (bottom) shown to the right can be formed from the CsCl-type units shown to the left. Fe atoms are shown as filled circles, A1 atoms as open circles. The squares are vacancies referred to CsCI. intensity data. Although appreciable dynamical effects remained, a structure solution could be obtained on the basis of kinematical scattering calculations and procedures taken from X-ray crystallography. An important conclusion seems to be that the phases derived by the direct-method procedures are quite robust against dynamical scattering effects. The reason behind this and other sucessful structure determinations based on l kinematical interpretation of intensities (see e.g. Zou, 1995) may be that the kind of statistical relations that form the basis for direct methods in crystallography are to some extent preserved also under the condition of dynamical scattering. Some recent theoretical studies (Tivol, 1995; Peng & Wang, 1994) point in this direction, as does the channelling argument presented by Van Dyck & Op de Beeck (1996) . The comparison with the CBED results of Cheng et al. (1996) and the dynamical corrections applied here lends further support to this conclusion. Refinement is a different matter. Sucessful twodimensional refinements based on electron diffraction data collected from thin crystals in projection have been shown by Weirich et al. (1996) , assuming kinematical scattering and by Zandbergen et al. (1995) using dynamical scattering calculations. The present structure needed three-dimensional refinement from data that were obtained by integrations, from crystal that are quite thick, ca 1000A. The dynamical corrections derived for the hkO reflections were appreciable. This is seen as the main reason for the poor fit to intensities that was obtained in the present refinement. The very reasonable result in terms of coordinates and distances may be associated with the fact that the precession intensities were collected by integrations through many different diffraction conditions. Ideally, structure refinement should include some kind of dynamical calculation also for data collected in the present kind of experiment. The development of procedures for this sort of dynamical refinement remains an important task, together with the improvement in the experimental procedures that are now possible, e.g. by means of energy filtering and better detection media, e.g. imaging plates or slow-scan CCD cameras. When these improvements are introduced, and procedures for combination with CBED-based profile measurements are developed further, it seems to us that structure determination based on quantitative electron diffraction/high-resolution electron microscopy will have a wide field of application, even in cases where threedimensional data are required and crystals are not very thin.
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