Abstract
I. INTRODUCTION
Broadband wireless networks use OFDMA [1] , [2] as the transmission scheme. Frequency reuse of unity is usually considered for such networks. Due to heavy co-channel interference, cell edge users suffer from high outage probability. Flexible frequency reuse methods namely Fractional Frequency Reuse (FFR) [3] and Soft Frequency Reuse (SFR) [4] are suggested to improve the situation. In FFR and SFR the total available bandwidth is divided into Center Band (CB) and Edge Band (EB). The CB is used at reuse factor of unity and EB is used at reuse factor greater than one in FFR. In SFR, EB uses higher power than CB.
FFR and SFR deployments require three important design parameters. The first is SINR threshold 'γ th ', which is used to categorize an user as cell center band. If the average SINR of a user is greater than the SINR threshold it is alloted to CB otherwise to the EB. Power ratio 'ρ p ' is the second parameter which is used to distribute the total transmit power between cell center and cell edge bands. The power ratio influences the SINR experienced by the user in both the bands. The third parameter is bandwidth partitioning ratio 'α'. It is used to divide the total frequency resource into center and edge bands. This is applicable to FFR primarily. Bandwidth may be partitioned in a cell according to four methods in FFR [5] . However, in this work we use Grade of Service (GoS) fair method of bandwidth partitioning as it has the best performance amongst the four. SINR threshold 'γ th ' which is used to classify users is affected by power ratio 'ρ p '. Since 'α' identifies the amount of bandwidth resource available in a band, a combination of these parameters thus influences the performance of such networks. The aim of this work is to set up a performance evaluation framework, and find the influence of these parameters on the gains brought by FFR and SFR schemes in Real Time (RT) and Best Effort (BE) traffic over conventional reuse one and reuse three OFDMA networks.
The authors in [3] , [6] , [7] present FFR and show the potential of FFR to improve cell edge performance. FFR is studied by using frequency reuse three in EB while 2/3 rd of the bandwidth is reserved for CB. FFR scheme has been analyzed [8] through Radio Resource Allocation (RRA) algorithm which presents dynamic power and bandwidth allocation and focus on interference avoidance as the main outcome. The work in [9] analyzed FFR and discussed the impact of scheduling strategies by considering distance as the parameter for BE traffic. They have shown that cell throughput increases and the distance threshold decreases with the number of users.
They have compared fixed power ratio and presented only sum cell throughput. FFR and SFR schemes are compared in [10] and [11] . They show that SFR provides better capacity than FFR with an appropriate resource allocation algorithm. They consider 1/3 rd of users in cell edge, but leaves user grouping as an open problem. Performance evaluation of the frequency planning schemes is analyzed in [12] . It presents a collision model for elastic traffic. However, it is limited in analyzing the influence of key design parameters of FFR. FFR and SFR schemes are compared in [13] and shown that SFR performs better than FFR, but they did not analyze the cell edge performance. The authors examined the expected performance gains of SFR with irregular cell patterns in [14] with subband allocation algorithm. However, while separating the users into cell center and cell edge band users, these works consider fixed thresholds in terms of distance and SINR. Authors in [15] analyzed FFR and SFR and presented interference avoidance algorithm.
The analytical performance of FFR and SFR for BE traffic is presented in [16] , where the base station distribution following Poisson point process is considered. The authors show that the sum capacity in SFR is greater than FFR, and edge capacity in FFR is better than SFR. Although it is a comprehensive work, it is restricted to BE and methods are usable for a certain pathloss exponent only. SFR scheme is analyzed in [17] , [18] with power allocation algorithm applicable to BE traffic. Authors assume a fixed SINR metric to separate the users into cell center and edge regions.
It can be seen from above that one set of works focus on RRA algorithms for a given method of FFR or SFR. There are some investigations which look into the individual effects of the different parameters. Some of the works compare FFR and SFR, but only comment on the sum cell capacity. Most of these works focus on BE traffic and provide the throughput performance.
It is mentioned in [19] , [20] that RT traffic would occupy a large fraction of the total traffic carried over Long Term Evolution (LTE)/Worldwide interoperability for Microwave Access (WiMAX) networks. Performance of SFR is analyzed in [21] in view of call admission control by assuming the users associated to a single cell. They have studied SFR, but not influencing on design parameters. They consider call blocking probability and outage probability as performance measures. However, no interference is considered from neighboring cells. For RT traffic, Erlang load and GoS or blocking probability are important Key Performance Indicators (KPI). Direct inference about the performance of such traffic cannot be derived from results obtained using BE traffic assumptions as will be evident from the results. Accordingly, in this paper we focus on the performance analysis of flexible reuse schemes for RT traffic. We look into the influence of γ th , ρ p and α on the performance enhancement at both cell edge and total cell for RT as well as BE traffic. In our earlier work [5] , [22] , such evaluation is presented, however the analysis is limited to FFR with equal power.
The main contributions of this paper are as follows. We present a comprehensive analysis to relate the important design parameters namely, SINR threshold γ th , power ratio ρ p and bandwidth partitioning ratio α for FFR and SFR for both RT The rest of the paper is organized as follows: section II presents system model of FFR and SFR for RT traffic. This section describes the number of channels available at different SINR thresholds and power ratios. Section III presents the implementation of Kaufman Roberts Algorithm (KRA) in FFR, SFR and reference schemes for RT traffic and describes the method of evaluation of GoS and supported capacity in the schemes. This section also addresses the fairness issues of cell center and edge users, and presents the subcarrier classwise blocking probability and percentage useful/satisfied coverage area in the schemes. Section IV presents the system model and results obtained for BE traffic, while the last section concludes paper.
II. SYSTEM MODEL
We consider FFR and SFR OFDMA based downlink cellular networks as in Fig. 1 . The band division in FFR is described through Fig. 1a . The available bandwidth is divided logically into are used as edge bands in cell 1, cell 2 and cell 3 respectively. As shown in Fig. 1 , in FFR and SFR, when the bandwidth is partitioned between center and edge regions in the ratio of 'α', then the number of subcarriers used for center and edge bands is N sc,c and N sc,e respectively.
Total number of subcarriers is N sc . The center band is labeled as B c and edge band as B e .
We have assumed uniform distribution of users over the surface of the cell. The location of a user 'u' is given by (r, θ) with respect to the center of the cell (0, 0), where 0 ≤ r ≤ R and 0 < θ < 2π. The cell radius is R. SINR experienced by the user is given by
where P N is the noise power, P I s (b) is the total interference power in b th band, the index s ǫ {FFR, SFR}, P I s (b) = i∈I s (b) P r i and P r i (r, θ) is the power received from the i th base station, which is given by
The suffix b ǫ {c, e} where 'c' indicates center band and 'e' indicates edge band. The value of i=0 indicates the signal from the desired base station. The set {I(b)} is the index of base stations which cause interference in b th band. 6 The interference term in the denominator of (1) includes the total interference power received from center and edge frequency bands from all the base stations. Therefore, the total interference power in b th band for a user is given as
where I s c consists of all interfering base stations transmitting in the CB with power P Tc . Similarly I s e consists of all interfering base stations transmitting in EB with power P Te . χ u,i is the shadowing component which is log normal distributed, 'h' is due to small scale fading, n p is the pathloss exponent, ρ p is power ratio and L includes fixed loss. The distance from i th base station to a user 'u' is d u,i . From (3), it is assumed that the transmission power and shadowing component is assumed to be identical for all the base stations. The transmit power from i th base station is It is assumed that the sum of log-normal random variables follows a log-normal [24] . From the above, the SINR of user equipment is the ratio of two log-normal random variables, which also follows a log-normal distribution [25] . The channel powers from the desired and interfering base stations are modeled as log-normal random variables having mean µ Rayp r 0 (r, θ) = ζ(µ shp r 0 (r, θ)− 2.5) and variance σ
2 ). Since we consider the Rayleigh distribution for fast fading h , the power of fast fading |h| 2 follows Gamma distribution with unity mean.
However, it is to be noted that P Tc and P Te in (3) are different for FFR and SFR schemes.
1) Power configuration in FFR:
Let the total bandwidth B be divided between the center and edge band based on the ratio, α. The bandwidth alloted to cell center region is B c = αB and the amount of bandwidth alloted to cell edge region is B e = (
1−α 3
)B as shown in Fig. 1a .
Let the total transmit power from the downlink transmitting antenna be P T . We define ρ pc to be the power per Hz in center region and ρ pe to be the power per Hz in edge region. Therefore, the power ratio ρ p is defined as the power spectral density of cell center region to power spectral density of cell edge region, that is, ρ p = ρp c ρp e
. Therefore, in FFR we write
the total transmit power for center and edge band region is P Tc = ρ pc .(αB) and P Te = ρ pe .
(
such that P Tc +P Te = P T . The power spectral density over the center and edge bands is expressed as
, and (5)
Hence, by using these relations, the total transmit power for center band is derived as
and total transmit power for edge band as
2) Power configuration in SFR: Let the total bandwidth available be B. The total bandwidth B is divided between the center and edge band in the ratio such that ( . That is, in SFR α is fixed which is equal to 2/3. The power ratio ρ p is defined in SFR like in FFR. Therefore, in SFR we
Using the ratio ρ p , the power spectral density over the center and edge bands are given as
, and (10)
Hence, the total transmit power for center band region P Tc is derived as P Tc = 2.ρp.P T 1+2.ρp and total transmit power for edge band P Te = P T 1+2.ρp respectively such that P Tc + P Te = P T . The transmit powers over the cell center and edge bands at different ρ p are given in Fig. 2 . The transmitted powers P Tc and P Te are calculated at P T = 41 dBm. over center and edge bands from ρ p = 0.0001 to 1. It is seen that when ρ p decreases the total transmit power to cell edge band increases and vice versa. It is observed from figure that P Tc and P Te are different for FFR and SFR schemes. It is to be noted that ρ p is a design parameter influencing the system performance in FFR and SFR.
3) Number of subcarriers required to make a call: A user is allocated to band b ='c' (CB) if γ u,c (r, θ) ≥ γ th , otherwise a user is allocated to band b ='e'(EB), where γ u,c (r, θ) is the mean SINR of a user at a location when in center band, γ th is the SINR threshold and is another design parameter in FFR and SFR. The effective bandwidth required to guarantee delivery of a real time service with an equivalent rate requirement of R u is given as considering semi persistent scheduling of RT traffic,
where β accounts for bandwidth efficiency loss and η captures the SNR loss due to system implementation [26] . System parameters β is in between 0 < β < 1, while η > 1. Here β = 0.83 and η = 4 dB are used for all traffic classes in accordance with LTE. Further, B r u (r, θ) is the required bandwidth to support R u b/s at location (r, θ) which experiences SINR γ u,b (r, θ).
Incoming bursty traffic such as Voice over Internet Protocol (VoIP) can be modeled with an effective bit rate value [27] , [28] . That means, we can assign an average bit rate to the incoming bursty traffic which would encompass the variation of packet size as well as inter arrival packet delay. VoIP capacity [19] in 4G networks is usually given in terms of number of simultaneous VoIP users with satisfied Quality of Service (QoS). This can be mapped to number of circuits (channels) available for simultaneous calls. It can also be modeled as a single connection with a capacity expressed in b/s, equal to the number of users supported times the bit rate of the service.
In traditional telecommunication cellular networks, dimensioning of the network for RT traffic is done using the Erlang formula [20] , [29] . The Erlang formula gives the blocking probability as a function of number of channels available (which is equal to the Erlang capacity of the system) and input traffic intensity given in Erlangs.
The analysis may be done with different models and different set of assumptions. However, here the method described in [29] is used. In that paper the cell dimensioning for variable bit rate traffic for OFDMA cellular networks is presented. The model is well established. Further, in OFDMA systems, subcarriers (Physical Resource Blocks (PRBs)) are allocated to users. The allocation strategy depends upon the scheduling algorithm used [30] . It is shown in [30] that the average number of subcarriers required to support a VoIP call in a OFDMA network can be found. This is a function of wide band SINR of user. This number indicates the average number of subcarriers occupied by a user in the duration of a call for QoS condition to be satisfied successfully. The granularity of a time-frequency resources in a OFDMA network allows a logical connection of the subcarrier to channels. Taking all of this into account, we have considered a model where we abstract the physical layer and the scheduling process such that a certain number of subcarriers which is dependent upon the average SINR of user can be calculated, so that the users' VoIP QoS is satisfied.
In a real time service, packet delay is an important QoS measure of performance. Here we consider that issues related to packet delay during a call are addressed by the Packet Scheduling (PS)-RRA unit in the base station as in [19] , [28] , [30] . Usually a certain amount of resource needs to be available for user QoS to be met satisfactorily [31] . A call is admitted provided that a sufficient amount of resource available in the system. It is assumed in this work that the amount of resource allocated to the user for a call request is sufficient to maintain the call.
Let the total number of subcarriers available be N sc . Subcarrier bandwidth
where f s is the oversampling factor [2] . The number of carriers required is given as
⌉, where ⌈.⌉ indicates ceiling function to the next higher nearest integer. Clearly for words, it is to be noted that due to variation of SINR over a cell we get different user classes where each user class is associated with a certain number of carriers required to make a call. As described earlier, the bandwidth allocated by scheduling and RRA algorithm for RT traffic [30] , [32] is usually done based on average SINR. We find the average number of carriers required to make a call as a function of area averaged SINR to finally calculate cell capacity (in later section) as given by
where p(γ) is the probability density function (PDF) of area averaged SINR. The average number of subcarriers required to make a call is seen from Fig. 3 . The figure shows that when SINR increases the number of carriers required to make a call decreases and vice versa. As users at cell edge experience low SINR, they will require more number of carriers to make a call compared to cell center users. This behavior is same at any ρ p .
4) Probability of selecting center and edge bands:
Let N u be the total number of users deployed in the cell. Number of users in a band is N u,b = N u .P A b , where P A b is the area averaged probability of selecting band b. The probability of a user 'u' at a location (r, θ), being in CB is given by [33] 
where γ u,c (r, θ) and σ γ are the mean and standard deviation of the SINR, γ u,c (r, θ) is the center band user SINR at the location (r, θ). The probability of a user to be in cell center or edge region is found based on their SINR condition using (1) . Therefore, the area averaged probability of selecting center band P Ac is given by
where p u (r, θ) =r/(π.R 2 ) for uniform user distribution. Area averaged probability of selecting the edge band is given by P Ae = 1 − P Ac . The probability of selecting center and edge bands as given by (15) when γ th and ρ p change can be seen from Fig. 4 . As γ th increases, the probability .B.
∆ fsc
⌉ respectively. The supported number of channels (simultaneous calls) for a given effective rate requirement, R u in
In SFR, the number of available carriers for center and edge band users is given as 2N sc /3
and N sc /3 respectively. Therefore, the number of channels supported in center and edge band is N SF R ch,c = ⌊ 
Fig . 5 shows the number of channels available vs. γ th in a cell. It is evaluated by using (17).
For FFR, it is seen that when γ th is from 0 to 8 dB, the number of channels in FFR are more than that of the reuse one scheme which is taken as reference scheme. We have found in [22] that α is function of γ th . As γ th increases α decreases. This implies that the numerator of (16) is affected by γ th . Further, as γ th increases the range of SINR γ in edge band is more. This leads to more percentage of situations with larger number of carriers required to make a call. This affects the denominator of (16) . Together it yields a region of γ th where number of channels is greater than the reference.
In case of SFR, in addition to the above, number of channels is also affected by ρ p . It is seen that as ρ p decreases the number of channels increase and it is also noticed that when ρ p decreases, the number of channels suddenly drops to zero after certain γ th . This is because as ρ p decreases, the power transmitted to edge user band is more, hence it receives high amount of interference from its adjacent neighboring base stations as well.
It is observed from the figure that, at γ th = 6 dB there is a sudden rise in number of channels in a cell. This is because at this threshold, the number of carriers required to make a call is minimum which gives rise to a sudden increase in number of channels. This is as per the number of channels in center and edge bands N SF R ch,c and N SF R ch,e in SFR. From these relations, we say that as ρ p increases, the number of channels in center band increases and number of channels in edge band decreases and vice versa. In SFR as ρ p decreases, or γ th increases the probability of selecting center band P Ac decreases and vice versa. However, proper selection of γ th and ρ p is required in order to study the behavior of RT traffic since these values influence the traffic capacity, and the traffic capacity is a function of γ th and ρ p . 
6) Capacity of FFR and SFR for RT traffic:
Since we have considered that the bandwidth to be allocated is such that the bit rate requirement is to be guaranteed to a user as given by (12) , capacity is evaluated in terms of Erlang. Further, GoS (Blocking probability P b ) is another parameter whose detailed analysis is also considered. Therefore the objective of our work can be stated as to find the values of design parameters γ th , ρ p and α so that the Erlang load ρ s is maximized and GoS fairness between cell center and cell edge band users is achieved for RT traffic. This can be expressed as
subject to the following constraints:
The parameters γ th , ρ p and α are chosen such that the GoS of center and edge band users is less than the allowed GoS threshold P b th . To quantify the user satisfaction in both bands, the GoS fairness criteria is given by P b (c) <= P b th and P b (e) <= P b th , where P b (c) and P b (e) are the average blocking probabilities of center and edge bands respectively.
Blocking probability P b is usually evaluated using Erlang B formula [33] . But, Erlang B formula does not give classwise or regionwise P b . Instead, it gives the cell average P b . That is,
with Erlang B analysis, only an aggregate view of GoS is available. It is shown in [31] , [34] that calculating classwise P b gives a detailed picture of user satisfaction and yields more useful results on estimating capacity. Therefore instead to directly find P b , for the cell, we find P b of each class P b (k) in each band (CB and EB) using Kaufman Roberts Algorithm (KRA) [35] , [36] , which is explained below.
III. IMPLEMENTATION OF KAUFMAN ROBERTS ALGORITHM
Let there be K classes of users with subcarrier requirement N 
An arriving incoming call of class-k is blocked in a system having N sc number of subcarriers,
sc .N u < N sc } be the state space, where I is the set of non-negative integers. In order to address the steady state of the system, for N u ∈ S we denote π(N u ) as the probability that the system in state N u is in equilibrium. Therefore, the steady state probability is π(N u ). The steady state probability of the state N u ∈ S is given by
where, the normalizing factor G = Nu∈S
. Let S k be the subset of states in which the system admits the incoming call of class k,
sum of steady state probabilities of this subset is equal to the blocking probability of class k.
For Poisson arrivals the probability of blocking a class k is P b (k) = 1 − Nu∈S k π(N u ). This equality along with eq. (20) gives an explicit expression for blocking probability
However, it is typically impractical to brute force sum the terms in numerator and denominator because the discrete state spaces S and S k are prohibitively large even for moderate values of N sc and K. Hence we use KRA [35] , [36] to find the P b (k) recursively. The KRA is an efficient recursive algorithm for computing P b (k)∀k ∈ [1, 2, ..., K] which does not involve the brute force summation. 
where n occ sc = 0,. . . ,N sc . After computing o p (n occ sc ), the classwise blocking probability P b (k) is given by
Classwise blocking probability P b (k) is used to calculate cell average P b . The cell average P b , 
A. Evaluation of GoS and Supported Traffic Intensity
The procedure to evaluate the subcarrier classwise GoS and cell average GoS in case of reference, FFR and SFR schemes is as per the following steps: a) Reference scheme:
1) The probability of a user to be within the SINR range is found such that the same number of subcarriers are required for making a call.
2) Traffic intensity of each of the classes of traffic is calculated by multiplying the total traffic in the cell by the probability of the user to be in that class.
3) GoS for each of the classes is calculated using KRA algorithm as per (23). 4) The weighted average of the GoS of all the classes are taken to find out the mean GoS throughout the cell.
The weighted average GoS factor is given as
Denominator term gives the total number of users in a cell.
b) FFR and SFR:
1) The probability of an user to be in a band 'b' is calculated, thereby the traffic intensity in each of the bands is calculated.
2) The probability of an user to be within a SINR range is found as mentioned in step 1 of reference scheme.
3) Traffic intensity of each of the classes of traffic is calculated by multiplying the traffic in each of the bands by the probability of the user to be in that class.
4) Now we calculate GoS of center and edge classes using KRA. We evaluate the weighted average GoS of all the classes in center and edge bands to get the mean GoS in the bands.
The weighted average GoS in center band is expressed as
and the weighted average GoS in edge band is expressed as
where N 
IV. RESULTS AND DISCUSSIONS FOR RT TRAFFIC
We compare the performance of the FFR and SFR schemes against reuse one system which is taken as the reference. We assumed that the rate requirement of users is equal to 12.2 Kbps (VoIP traffic). Evaluation parameters are as given in table I.
In this work, we evaluate the following: supported traffic intensity with a GoS constraint of 2% in a cell, weighted average GoS in a cell, weighted average GoS in center and edge bands, subcarrier classwise blocking probability P b (k) and percentage useful/satisfied service area for FFR, SFR and Reference (reuse one) schemes. In the figures, Reference scheme is marked as
A. Supported Traffic Intensity
Traffic intensity supported while satisfying a GoS of 2% in a cell at different γ th and ρ p is shown in Fig. 6 . It is seen that at γ th =2 dB, the capacity of FFR is more than that of the reference scheme. We evaluated the performance of FFR at different ρ p , ranging from 0.0001 to 1. The maximum capacity is obtained when ρ p = 0.5. Hence we show the performance of FFR at γ th = 2 dB and ρ p = 0.5. It is seen from the figure that reference scheme provides 109 Erlangs of traffic. In FFR, when γ th is less than -7 dB, the performance of FFR is equal to reference scheme. As γ th increases the capacity goes down after γ th = 5 dB. It is noticed that at γ th =2 dB (when ρ p =0.5), FFR provides the peak traffic intensity of 117 Erlangs. Now we look into the effect of ρ p in FFR. The performance of FFR at different ρ p is shown in Fig. 7 . It shows the traffic intensity supported with P b less than 2% at different ρ p when γ th = 2 dB. It is seen that at all ρ p , the traffic intensity supported in FFR is more than the reference scheme. When ρ p = 0.5, the Erlang capacity is highest and the improvement is almost 7% over the reference scheme.
From Fig. 6 , in case of SFR, it is seen that on increasing γ th , the supported traffic intensity (Erlangs) is more for lower values of ρ p . This is because when γ th increases, the average bandwidth required by the user decreases [5] . Further, while increasing γ th , more and more When ρ p is low, the amount of power transmitted to edge band is more. Consequently, the received power for cell edge users being satisfied and hence their SINR is better. Therefore, the effective bandwidth requirement reduces, and, hence, the supportable traffic in a cell increases.
When ρ p is high, the total power transmitted to cell center users is high compared to cell edge users. This may lead to low SINR for edge region. Thus there is more percent of situation with high bandwidth requirement, which results in lower overall cell capacity. At value of ρ p < 0.01, γ th appears to influence the performance. For γ th < 10 dB, ρ p < 0.01 has high capacity but for γ th > 10 dB capacity drops to zero. At high γ th the number of users in EB is more which results heavy traffic demand for edge band. In addition to this there is high interference for neighboring cells. It is seen that with ρ p = 0.01 SFR provides highest capacity. At this ρ p , the power for edge band is more than center region. It can, thus, be inferred from the figure that the supported capacity is strongly dependent on the parameters ρ p and γ th .
In order to maintain GoS fairness in both bands, we need to choose the operating point of ρ p and γ th in FFR and SFR. Therefore, we evaluated the performance of FFR and SFR at different ρ p (from 0.0001 to 1) and γ th . We choose the values of the parameters which provide a better GoS fairness. The power ratio ρ p = 0.5 and γ th = 2 dB in case of FFR, and ρ p = 0.3 and γ th = 15 dB in case of SFR are chosen. At ρ p = 0.3, the SFR scheme surpasses the reuse one.
We evaluate the Erlang capacity supported in FFR, SFR and reference while satisfying the bands is very small. In FFR scheme, the curves of center band, edge band and throughout the cell are overlapped. So, we used different markers and indicated the curves with arrows in order to distinguish the curves. Table II also shows the weighted GoS of center, edge and total cell at the maximum supported traffic intensity. From the results we say that FFR provides a better GoS fairness to both center and edge bands. From Fig. 8 , in case of SFR, it is seen that the difference in weighted average GoS values is larger at higher traffic intensities. For example, at 160 Erlangs of traffic, the center users' GoS is low whereas edge users are not satisfied since their GoS is more than permissible limit. Hence, we can say that cell average GoS is not a good metric. Therefore, we have chosen the traffic supported in a cell where the GoS of each center and edge bands satisfy P b ≤ 2%. The traffic supported in a cell in SFR with their corresponding weighted average GoS is shown in table II as well. At the supported traffic of 144 Erlangs in SFR, the center users and edge users have satisfactory GoS values. It is observed that the mean and edge capacity in SFR is improved by 22% and 20% while the supported traffic in a cell is 144 Erlangs, whereas, in FFR mean and edge capacities are improved by 7% while the supported traffic in a cell is 117 Erlangs when compared against reference scheme. 
B. Classwise Blocking Probability
Now we look into the classwise blocking probability P b (k) of users and it is evaluated by considering the peak traffic intensity of a particular method as a reference. The P b (k) is evaluated using (23) . Fig. 9 shows the P b vs. different subcarrier classes for FFR, SFR and reference. In increases the P b (k) increases slowly. This is natural as a higher k indicates lower SINR region (move towards cell edge) user class. It can be seen that the reference scheme has the highest number of user classes whose P b > P b th (2%). It is followed by FFR while SFR has the lower number. Thus it can be said that SFR provides highest user satisfaction followed by FFR which the reference scheme is the worst, when evaluated at the lower traffic intensity (capacity of reference scheme).
C. Percentage Useful Coverage Area
We analyze the percentage useful/satisfied coverage area or percentage useful service area F u in FFR and SFR and compared it with reference scheme in this section. Drawing the concept of useful service area from [31] , [34] , the useful/satisfied service area is obtained as follows:
Let there be k = 1, 2, 3, ...K classes in a cell, number of subcarriers required to make a call be N k sc per class k and probability of a user belonging to class k be P b (k). As mentioned before, the GoS threshold is P b th = 0.02. It is evaluated as follows:
(i) Initially the P b (k) of all the classes of users are evaluated.
(ii) If all the classes of users are satisfied then it is said that 100% useful service area is attained.
(iii) If any of the classes have a P b (k) exceeds P b th , then that particular class is not getting served.
Therefore, that percentage of users is not getting served.
Mathematically the useful/satisfied service area is given by
where F u is the measure of proportion of satisfied users which is also a measure of fairness since fairness is maximized if all users are satisfied. Percentage user satisfaction vs. traffic intensity for reference, FFR and SFR is shown in Fig. 10 . The P b at 98% service area and the cell average P b satisfy the 2% constraint are marked in the figure with solid and dashed arrow respectively.
Important values are captured in table III as well. It is seen that FFR provides 77% coverage and SFR provides 53% coverage, whereas reference scheme provides 65% at their respective peak supported traffic intensities. The percentage coverage area in FFR is improved by 12% when compared against reference.
From the results above, it can be said that SFR gives more traffic support than FFR and reference scheme with lower P b , but its fairness is lower at peak supported traffic. 
From above, γ * th , α * and ρ * p are the optimum values of γ th , α and ρ p , 's' is the value of the received metric (received user SE) and 'SE' is the threshold value of the received metric (SE threshold point), p=0.1 for 10%-ile probability,s ref is the reference mean cell (area) capacity for frequency reuse one and q is the allowed % reduction in aggregate throughput. The free variables in the objective function are γ th , α and ρ p . However, α is obtained as per probability method in case of FFR [5] , whereas it is fixed to 2/3 in case of SFR. Therefore, the mean SE of FFR is given as
SE c = αβ γmax,c γ th
However, as α = 2/3 in SFR, the mean SE of SFR in center and edge bands is similar to (31) and (32) , but the terms αβ and
β in the equations become β. The conditional PDFs in (31) and (32) are obtained numerically. The probability of user to be in any band is obtained using (15) .
A. Results and Discussions for BE traffic
This section presents the performance evaluation of SFR and FFR schemes. The simulation parameters used for performance evaluation are as in table I. figure) mean SE of SFR is almost equal to reuse one and it is almost equal to reuse three at higher values of γ th (40 dB as shown in figure) . It is important to note that the cell edge performance is best at γ th =12 dB. At this threshold, the cell edge performance is improved by a factor of three and nine when compared against reuse three and reuse one respectively. The mean SE of SFR is maximized at γ th =12 dB. At this threshold, the gain over the mean SE of reuse three is 32.5%. However, the mean SE of SFR is 2.8% lesser than the mean SE of reuse one. For a fair comparison of SFR with FFR and reference, the curves of SFR at ρ p =0.5 are provided in Fig. 11 . It is seen that at ρ p =0.5 and γ th =12 dB, the mean and edge SE of SFR are 1.374 b/s/Hz and 0.84 b/s/Hz respectively, however the mean SE of SFR is 6% lesser than that of reuse one.
The percentage gains in SFR over reuse one and reuse three are summarized in table IV. The mean and edge spectral efficiencies obtained with parameters (α, γ th and ρ p ) are given in the table.
The performance of FFR is evaluated with different power levels over the cell center and cell edge bands, and ρ p is found which gives highest SE in both cell edge and total cell when compared against reuse one and reuse three schemes. From Fig. 11 , it can be seen that the mean SE of FFR is more, in the range of γ th values from -4 dB to 15 dB, than reuse one and reuse three. Further, it is seen that the cell edge SE of FFR is more than reuse one and reuse three for lowest γ th range, and it is maximized at γ th = 14 dB. For unequal power allocation case, it is found that at ρ p = 0.2, FFR scheme provides highest mean SE and it is maximized at γ th = 6 dB. The percentage gains in FFR over reuse one and reuse three are summarized in table IV.
It is noticed that with power configuration in FFR, the cell edge performance is improved by a factor of four and nine when compared against reuse 3 and reuse 1 respectively at γ th of 14 dB. The mean SE is maximized at γ th = 6 dB where the gain over mean SE of reuse one and reuse three are 17% and 56% respectively.
From the above results, the mean and edge SE in FFR and SFR are maximized at different values of the design parameters. The mean SE of FFR is improved by 20% over SFR and the edge SE of FFR is improved by 11% over SFR.
However, it is seen from the work that the performance gains are attained only by selecting proper values of the key design parameters. It is seen from Fig. 11 that the cell edge performance is more in the range of SINR threshold values, i. e., from -4 dB to 30 dB, and the total cell performance is more in the range of -4 dB to 18 dB. However, based on the design requirement, one has to select the threshold value. If the objective is to improve both the cell edge and total cell performance, we must choose the value which improves both. For example, at the threshold of 6 dB, FFR provides gain of 17% for total cell over reuse one and 56% over reuse three. At this threshold, the cell edge performance is improved by 8 times over reuse one and 3 times over reuse three. If the objective is to improve cell edge performance while providing minimum loss to reuse one, then we choose the threshold point accordingly. For example, at 20 dB threshold the mean cell capacity of FFR is less than reuse one, but, at this threshold point the cell edge performance of FFR is better than reuse one and reuse three schemes, because of the scenario that there are more number of users in cell edge band when SINR threshold increases. In this scenario, we choose the threshold point 18 dB. Similar procedure is followed in SFR. Hence, by meeting the design requirement, one can select the design parameters. In practice, the choice of selecting the parameters will be left to the system designer based on his/her requirements.
VI. CONCLUSION
Flexible frequency reuse schemes namely, FFR and SFR schemes have been analyzed and a framework for analysis of RT and BE traffic in OFDMA networks is presented in this paper. For RT traffic, with proper choice of SINR threshold γ th and power ratio ρ p parameters, the mean Erlang capacity in FFR and SFR is improved by 7% and 22% over the the reference scheme. It is found that the SFR and FFR provide better user satisfaction, when measured in terms of GoS fairness across the cell, over reference scheme. This is seen in terms of average GoS in center band and edge band as well as classwise P b . The percentage useful area in FFR is greater than SFR and reference.
For BE traffic, with proper choice of the design parameters (γ th and ρ p ) in SFR, it is possible to improve cell edge SE by a factor of nine and three when compared against reuse one and reuse three respectively. Cell edge and mean cell performance is best at SINR threshold of 12 dB. At this threshold, gain over mean SE of reuse three is 32.5%, and mean SE of SFR is 2.8% lesser than mean SE of reuse one. However, with appropriate power configuration in FFR the cell edge performance is improved by a factor of nine and four when compared against reuse one and reuse three respectively. The mean SE of FFR is maximized and the gain over mean SE of reuse one and reuse three are 17% and 56% respectively.
However, it is seen from the work that it is very important to configure the design parameters in order to obtain the appropriate gains. It is also true that while none of the techniques are uniformly applicable for different traffic types, their operating parameter values are also found to be different. Therefore it can be said that improvement in cell edge performance as well as overall cell capacity for real time as well as best effort traffic can be achieved by both FFR and SFR techniques over frequency reuse one in OFDMA cellular networks, but it must be noted that the gains can be attained only by selecting proper values of the important design parameters namely SNR threshold, power ratio and bandwidth partition ratio for each scenario.
