Introduction
Accurate and timely estimates of disease occurrence over time or across geographic area play an important role in disease monitoring and health care planning. Traditional simple random sampling and other probabilistic sampling schemes are not easily applicable to such situations or are prohibitively expensive. Multiple surveillance systems are usually employed to ascertain cases using different resources or efforts. Although some studies manage to identify almost all patients, most epidemiological approaches merging different lists and eliminating duplicate cases are likely to significantly underestimate true occurrence rates. 25, 27 That is, the final merged list misses those who are in the target population but were missed by all lists. This chapter discusses the use of capture-recapture models to estimate the number of missed cases under proper assumptions. The purpose of this chapter is to find out what assumptions or models we can make in order to estimate the number of missed cases and adjust for under-ascertainment with or without considering the relevant covariates in the analysis. This has analogues in the biological and ecological sciences: estimating the number of undetected animals in a closed population considering environmental factors and/or individual covariates. Here a closed population means that there is no addition and loss so that the population size is a constant during the study period. The estimation of population size is a classical problem and has been extensively discussed in the literature.
Biologists and ecologists have long realized that it is almost impossible to determine the size of a population by counting every animal. Most animals cannot be drawn like balls in an urn or numbers on a list, thus special types of sampling schemes have been developed. Capture-recapture sampling has been widely used to adjust for undercount in the biological sciences. The recapture information (i.e., source-overlap information or source intersection) collected by marking or tagging can be used to estimate the number of missed cases under proper assumptions. Therefore, it is not necessary to count every animal in order to obtain an accurate estimate of population size.
In contrast, epidemiologists have attempted to enumerate all relevant cases to obtain the prevalence rates for various diseases. Cases in various lists are usually merged and any duplicate cases are eliminated. The overlap information is thus ignored. This typical approach assumes complete ascertainment and does not correct or adjust for under-ascertainment. As Hook and Regal 25, 27 indicated, most prevalence surveys merging several records of lists are likely to miss some cases and thus (the estimate will) be negatively biased. There is relatively little literature in the health sciences on the assessment of the completeness of these types of surveys or on the adjustment for under-ascertainment. Therefore, as commented by LaPorte et al., 37 people know more about the number of animals than the count of diseases. In a similar way that ecologists and biologists count animals, we introduce with proper modifications in this chapter the use of capturerecapture models to count human populations. We use three real data sets of human study and one data set of animal survey to illustrate the use of the capture-recapture methodology to correct for under-ascertainment of cases in epidemiological surveillance and underestimation of population size in ecological survey, respectively. The animal survey data represent typical capture-recapture records in biological and ecological studies and thus can be used to compare with epidemiological surveillance data. Ecological models can be similarly applied to analyze human data in many applications. The four examples are briefly described as follows.
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Example 1. Data on hepatitis A virus (HAV)
Chao et al. 15 documented the details of a large outbreak of the HAV that occurred in and around a college in northern Taiwan from April to July 1995. Cases of students in that college were ascertained by three sources:
(1) P-list: records based on a serum test taken by the Institute of Preventive Medicine, Department of Health of Taiwan; 135 cases were identified. (2) Q-list: local hospital records reported by the National Quarantine Service; 122 cases were found. (3) E-list: records collected by epidemiologists; of which there were 126 cases. Merging the three lists by eliminating duplicate records resulted in 271 ascertained cases.
The categorical data are shown in Table 1 where all ascertained cases are classified according to their presence/absence in the three lists. Presence or absence on any list is denoted by 1 and 0, respectively. For three lists, we can use a sequence of three numbers (each is either 0 or 1) to denote the record of each individual. For example, a record (001) describes an individual on the third list only and a record (011) describes an individual on the second and third lists but not on the first list. The three lists are displayed in an order of P, Q and E; this ordering is arbitrary and any legitimate inference procedure should be independent of the ordering of the lists. Those patients who were missed by all lists have the record (000). There are seven observable records and their counts over all ascertained cases are denoted as Z 001 , Z 010 , Z 011 , Z 100 , Z 101 , Z 110 and Z 111 . From Table 1 , there were 63 people listed in the E-list only, 55 people listed in the Q-list only, and 18 people listed in both lists Q and E but not in the Table 1 . Aggregated categorical data on hepatitis A virus. A question mark "?" indicates the number of missed cases in the data. Z 000 , or equivalently, to estimate the number of total individuals who were infected in the outbreak. This data set was analyzed. 12 As opposed to many real data sets, this one has the advantage of a known true number of infected because a screen serological check for all students was conducted after the three surveys. In this chapter, we therefore select the HAV data set as an illustrative example to assess the relative merit of various estimation methods.
Example 2: Data on neurologic illness (Stratified by diagnostic group)
Bobo et al. 3 reported a comprehensive surveillance system for acute neurologic illness in children from August 1987 to July 1988 in two States of USA. Three surveillance strategies were employed: (1) Hospital surveillance system (H-list): cases were identified based on hospitals discharge records.
(2) Provider surveillance system (P-list): cases were reported by pediatricians and neurologists. (3) Study staff surveillance system (S-list): cases collected by the staff members by visiting all participating facilities and checking clinical records of potential cases. For this data set, we only use the available primary diagnostic groups (encephalopathies, infantile spasms, afebrile seizure and complex febrile seizure) as a covariate or stratifying variable. These four groups are referred to as stratum A, B, C and D for convenience. There are other covariates (gender and geographic location), but these information is not available in the literature. Bobo et al. 3 found that substantial difference exists in case ascertainment rates by diagnostic groups. The post-stratified data by diagnostic groups are shown in Table 2 . This covariate (diagnostic group) is also referred to as a post-stratifying or stratifying variable. The data structure for each group is similar to that in Example 1. The collapsed data over the four groups are shown in the last column. In the original data, there were 626 ascertained cases. In Table 2 and our analysis in Section 4, we only consider 619 cases with known diagnostic groups. There were 260, 182 and 477 cases, respectively, in H-list, P-list and S-list. Despite the comprehensive surveillance systems, Bobo et al. 3 concluded that there were still some people who could not be identified. They performed capture-recapture adjustment for the data within each stratum and the collapsed data in order to obtain an accurate occurrence rate for various sub-populations defined by the available covariates. Their results showed that the ascertainment rate for the four groups were respectively 82%, 94%, 69% and 91%. The rate was substantially low for the afebrile seizures.
Example 3: Drug Data (Stratified by the Length of Time on Drug)
Wittes 52 presented an ascertainment data set on patients receiving synthetic penicillin called methicillin. Cases were identified by the following four systems: (1) intravenous nurses (100 cases); (2) hospital floor nurses (21 cases); (3) hospitals pharmacists (156 cases) and (4) medication sheets (348 cases). We refer to these four lists as list 1, 2, 3 and 4, respectively. A total of 428 cases were found. Wittes 52 indicated that the length of time a patient was given the drug was related to his/her probability of being recorded. The original data consist of four strata for the time length (1-3 days, 4-6 days, 7-10 days and 11+ days). We combine the last two strata and the data are shown in Table 3 . For each stratum, there are 15 observable 1  0  1  1  1  1  3  0  1  1  0  1  0  0  1  0  1  1  1  0  3  1  4  1  0  0  0  8  6  6  20  1  0  0  1  8  16  17  41  1  0  1  0  1  2  5  8  1  0  1  1  1  6  17  24  1  1  0  0  0  0  1  1  1  1  0  1  2  0  2  4  1  1  1  0  0  0  1  1  1  1  1  1  0  0  1  1 presence/absence records and each can be expressed by a sequence of four numbers. Wittes 52 found that an independent model (see Section 2 for explanation of the model) in each stratum fitted well and obtained an estimate of 544 (s.e. 22.4) for the total number of patient receiving the drug. Dependence was suspected between lists 3 and 4 because the records from the pharmacy were duplicates of the medication sheets. To eliminate this possible dependence, the lists 3 and 4 were combined to form only one list. Then based on this combined list, list 1 and list 2, an estimate of 536 was obtained under independence. Both models provide evidences that a non-negligible number of patients were missed by all four identification sources.
Example 4: Deer mice data (with three individual's covariates)
We use a small animal data set to illustrate covariate analysis. Otis et al. 38 reported a capture-recapture experiment of Peromyscus manicultatus conducted by V. Ried in Rio Blanco County, Colorado during the summer of 1975. Baited traps were set to catch mice in six consecutive nights. In the trapping, each newly captured mouse was uniquely tagged so that the capture history of each mouse captured in the experiment was known. In
The Use of Capture-Recapture Methodology in Epidemiological Surveillance 431 addition to capture history data, gender (male or female), age (young, semiadult or adult) and body weight for each mouse were recorded. Only three semi-adult mice were caught, so they were re-classified as adults in analysis. We list data of individual capture history and three covariates in Table 4 . In total, there are 38 distinct mice caught in this experiment. Unlike the epidemiological data (Examples 1-3) for which there is usually no natural ordering among lists, animal capture-recapture data do have a natural ordering. Biologists often record the number of first-captures and recaptures on each trapping occasion. In these data, the numbers of captures for the six occasions are (n 1 , n 2 , n 3 , n 4 , n 5 , n 6 ) = (15, 20, 16, 19, 25, 25) . Out of the n j animals, there are u j first-captures and m j recaptures, so that u j + m j = n j , with (u 1 , u 2 , u 3 , u 4 , u 5 , u 6 ) = (15, 8, 6, 3, 3, 3) and (m 1 , m 2 , m 3 , m 4 , m 5 , m 6 ) = (0, 12, 10, 16, 22, 22) . Since capture probabilities vary with individual, environmental and/or other auxiliary variables recorded or measured in a capture-recapture study, these covariates are commonly used to model heterogeneous capture probabilities. In these data, gender, age and weight are individual covariates. How to incorporate the available covariates in our modeling and assess the effect of each covariate is a topic not only in animal studies but also in many health-related research fields.
In this chapter, we present the concept and analysis of capturerecapture models and apply them to the above four data sets. Based on these four examples, we show how capture-recapture models can be used to estimate the undercount in epidemiological studies and in biological surveys. In Section 2, the background and motivation of the capture-recapture technique and its adaptation for use in human populations are reviewed. Section 3 summarizes the capture-recapture models when no covariates are available. Section 3.1 reviews the simple two-sample cases because results for any pair of samples provide useful preliminary information. Then the sample coverage approach developed by Chao et al. 12 is reviewed in Section 3.2; an application to Example 1 is discussed in Section 3.3. A new R program CARE1 which features sample coverage estimates is introduced in Section 3.4. Section 3.5 reviews ecological models that are useful in human studies; an application to Example 4 without using covariates is presented in Section 3.6 along with an introduction to program CARE-2. Section 4 presents a logistic regression model in which individual covariates (including a stratifying variable) and environmental/occasional variables can be considered. Examples 2, 3 and 4 (all with covariates) are respectively analyzed in Sections 4.2, 4.3 and 4.4. Concluding remarks and relevant discussion are provided in Section 5. 7, 38, 40, 44, 49 Log-linear models 18, 23, 34, 35 Sample coverage method 11, 12 Logistic regression models 1, 32, 33, 54 two-sample cases are often referred to as the "dual-system" or "dual-record system". For ascertainment data, if each list is regarded as a trapping sample and identification numbers, names and other characteristics are used as tags or marks, then this framework is similar to a capture-recapture setup for wildlife estimation. Comparisons of the applications to human and animal populations are listed in Table 5 .
The earliest references to the application of the capture-recapture techniques to health science include the pioneering paper by Sekar 12 provided relevant discussions from a statistical point of view.
As shown in Table 5 , there are some principal differences between wildlife and human applications. Researchers for wildlife and human populations have developed models and methodologies along separate lines. In Table 5 , we list the approaches that are applicable to both populations. We will address approaches that we suggest to use in Sections 3 and 4 after the introduction of notational conventions.
Throughout this paper, we use the following notational conventions:
• where s j = 0 denotes absence in list j and s j = 1 denotes presence in list j.
• Denote n j , j = 1, 2, . . . , t as the number of individuals identified in the jth list.
• Denote P ij as the capture or ascertainment probability of the ith individual in the jth list.
Basic assumptions are:
• All individuals act independently.
• Interpretation or definition for the characteristic of the target population should be consistent for all data sources. • Closure assumption: the size of the population is approximately a constant during the study period.
• Ascertainable assumption: any individual must have a positive probability to be ascertained by any source; any un-ascertainment is purely due to a small chance rather than impossibility. When a random sample is feasible in a dual-system, some special types of structures zeros are permitted; see Section 6.1 of Chao et al.
12
• For all sources, identification marks are correctly recorded and matched.
Traditional statistical approach further assumes that the samples are independent. In animal studies, this traditional assumption is in terms of an even more restrictive "equal-catchability" assumption, i.e., in each fixed trapping sample all animals have the same capture probability.
(Equal catchability assumption implies independence among samples but the reverse is not true.) Dependence or unequal catchabilities may be caused by the following two sources:
(1) Local dependence (also called local list dependence) within each individual/stratum: conditional on any individual, the presence/absence in one source has a direct causal effect on this individual's probability of inclusion in other sources. In animal populations, local dependence arises mainly from a behavioral response to capture due to identical trapping method. Animals may become trap-happy, and have an increased probability of subsequent capture, if baited traps are used whereas they may become trap-shy, and have a decreased probability of subsequent capture, if mist nets or ear clipping are used. Local dependence within each individual/stratum may also arise for human populations. For example, the probability of going to a hospital for treatment for any individual depends on his/her result on the serum test of the HAV, leading to dependence between the ascertainment of the serum sample and that of the hospital sample. (2) Heterogeneity among individuals: even if the two lists are independent within an individual/stratum, the ascertainment of the two sources may become dependent if the capture probabilities are heterogeneous among individuals/strata. Hook and Regal 26 presented an interesting epidemiological example. For many populations, capture or ascertainment probability may vary with age, gender, location, activity, diagnostic symptom, severity of illness or other individual characteristics. For example, in animal populations, some females tend to be less likely to be captured in all trapping occasions, leading to dependence among samples. In human populations, severe cases are more ascertainable in all lists than less severe cases, also leading to positive dependence.
These two types of dependencies are usually confounded and cannot be easily disentangled in a data analysis. Lack of independence leads to a bias (called "correlation bias") for the usual estimator which assumes independence. See Section 3.1 for details. When only two lists are available, the data are insufficient for estimating dependence unless additional covariates are available. All existing methods unavoidably encounter this problem and adopt the independence assumption. Therefore, when there are no available covariates, at least three lists are required to model dependence between samples.
Models Without Covariates
A number of capture-recapture models have been proposed to estimate population size for animal survey and human data. Chao 7 reviewed three categories of models: ecological models, log-linear models and sample-coverage approach. For epidemiological data without any covariates, we will mainly in this chapter discuss the sample coverage approach (in Section 3.2) and ecological models (in Section 3.5). The reader is referred to Chao et al. 12 for the log-linear model approach. However, no matter which model is applied, analysis of any pair of samples (or lists) provides useful preliminary information. So we first review two-sample capture-recapture models.
Two-sample models
As described in Section 2, the earliest idea of the two-sample capturerecapture technique was applied to estimate human population size. Petersen and Lincoln's work represents a landmark in the historical development of capture-recapture models. The Petersen-Lincoln estimator in animal populations (or the dual-system estimator in human populations) has been widely used to estimate population size in two-sample closed capturerecapture experiments.
Assume the size of a population is N . A first sample of n 1 animals is captured, marked and released back to the population. Thus the marked rate in the population is n 1 /N . A second sample of n 2 animals is subsequently drawn and there are m 2 previously marked. Equating the proportion of the marked rate in the population to the marked rate in the second sample suggests that m 2 /n 2 ≈ n 1 /N , which yields the following Petersen estimator (or the Petersen-Lincoln estimator) for the population size:
Based on a hypergeometric model (in which n 1 and n 2 are regarded as fixed), Chapman 16 derived the following estimator to adjust the bias that arises mainly due to a small value of m 2 :
Under the same model, both estimators have approximately the same variance given by
Since the Petersen and Chapman estimates are typically skewed, a logtransformation has been used to obtain a confidence interval for population size. 5 For example, for the Chapman estimator, we assume that log(Ñ −M ) follows a normal distribution (where M denotes the number of animals caught in the experiment), implying the 95% confidence interval for the Chapman estimator with an estimated variance given in Equation (1c) can be constructed as follows:
where
The lower bound of this interval is always greater than the number of different animals actually captured in all occasions. The confidence interval can be applied to not only the Chapman estimator but also any other population size estimators discussed in this chapter. A critical assumption for the validity of the Petersen and Chapman estimators is that the two samples are independent. In animal studies, a more restrictive assumption is the "equal-catchability assumption", i.e., in each fixed sample all animals have the same probability of being caught. Seber 44 thoroughly discussed the validity of the Petersen-Lincoln estimator using various models. An intuitive concept of "independence" between samples based on 2 × 2 categorical data formed by capture/non-capture in each of the two samples is provided by Chao et al. 10 As described in Section 2, local list dependence and unequal catchabilities are two sources of dependences that lead to bias for the Petersen and Chapman's estimators. For example, if the two samples are positively correlated (because animals exhibit a trap-happy behavioral response or if individual heterogeneity exists and is consistent over sampling occasions), then the animals captured in the first sample are more easily caught in the second sample. Thus the recapture rate (m 2 /n 2 ) in the second sample tends to be larger than the true proportion of marked animals in the population n 1 /N . Then it is expected that m 2 /n 2 > n 1 /N , which yields N > n 1 n 2 /m 2 =N . As a result, the Petersen estimator tends to underestimate the true size. Conversely, it tends to overestimate when two samples are negatively correlated. Similar arguments and conclusions are also valid for more than two capture occasions. In Section 3.2, a general measure of "dependence" will be defined to quantify the correlation bias in some dependent models and to theoretically understand the bias. The bias direction has an important implication: if the Petersen or Chapman estimates for any two samples are relatively high (low) compared to other pairwise estimates, then it indicates the two samples are negatively (positively) dependent. Thus, models which incorporate dependence among samples should be considered.
Sample coverage approach (for 3-5 lists)
This approach was proposed by Chao and Tsay 11 for the three-list case.
The extension to a general case is presented in Tsay and Chao.
48 Details and relevant software are reviewed in Chao et al. 12 The approach aims to provide a measure to quantify the overlap information and also to propose parameters to quantify sources of dependence. Dependence is modeled by parameters called the "coefficient of covariation" (CCV). Define X ij = I [the ith individual is captured in Sample j], i = 1, 2, . . . , N and j = 1, 2, . . . , t, where I[·] denotes an indicator function. Thus the capture probability of the ith individual in Sample j is E(X ij ), and the probability of being caught in both Samples j and k is E(X ij X ik ).
We define a dependence measure, the coefficient of covariation (CCV), between Sample j and Sample k as
/N denotes the average probability of being listed in the jth sample. Similarly, we can define CCV for more than two samples. For example, the CCV measure for three samples j, k and m, is defined as
To better understand the CCV parameters, consider the special case that there is no local list dependence. Let the two sets of probabilities, {P ij ; i = 1, 2, . . . , N} and {P ik ; i = 1, 2, . . . , N}, denote the capture probabilities for N individuals in samples j and k, respectively, i.e., E(X ij ) = P ij , and E(X ik ) = P ik . In this special case, we have E(X ij X ik ) = P ij P ik , and the CCV reduces to
The magnitude of γ jk measures the degree of dependence between samples j and k. The two heterogeneous samples are independent if and only if
which means that the covariance between the two sets of probabilities is zero. Thus if only one set of probabilities is homogeneous, then it suffice to assure independence provided no local dependence exists.
Two samples are positively (negatively) dependent if γ jk > 0(γ jk < 0), which is equivalent to N
, that is, the average probability of jointly being listed in the two samples is greater (less) than that in the independent case. The CCV can be similarly defined for more than two sets of heterogeneous probabilities.
The relative bias of the Petersen estimator (bias divided by the estimate) for Sample j and Sample k is approximately −γ jk . 10, 11 That is, the correlation bias is approximately equal to
This explains the direction of the correlation bias for Petersen's estimator. That is, the Petersen estimator overestimates when two samples are negatively correlated, whereas it underestimates when two samples are positively correlated, as stated in Section 3.1. The value of CCV also quantifies the correlation bias. The sample coverage is used as a measure of overlap fraction of the available lists. While the mathematical formula for the sample coverage is complicated, its estimator is intuitively understandable. In the following, we only consider the three-list case. The estimated sample coverage can be written as
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which is the average (over three lists) of the fraction of cases found more than once. Note that Z 100 , Z 010 and Z 001 are the numbers of individuals listed only in one sample. Hence this estimator is the complement of the averaged fraction of singletons. Obviously, singletons cannot contain any overlapping information. Define
Here (Z 100 + Z 100 + Z 100 )/3 represents the average of the non-overlapped cases and recall that M denotes the total number of identified cases. Thus D can be interpreted as the average of the overlapped cases. The sample coverage estimation procedures for the three-list case are summarized in the following:
1. When the three sources are independent, a simple population size estimator is derived as:
It can also be intuitively thought of as ratio of overlapped cases to overlap fraction. 2. When dependence exists and the overlap information is large enough (how large it should be will be discussed further below), we take into account the dependence by adjusting the above simple estimatorN 0 based on a function of two-sample CCV's. The resulting estimator has the following explicit form:
3. For relatively low sample coverage data, we feel the data do not contain sufficient information to accurately estimate the population size. In this case, the following "one-step" estimatorN 1 is suggested: (The estimator is called "one-step" because it is obtained by one iterative step from the aforementioned adjustment formula.)
where CCV estimates arê
This one-step estimator can be regarded as a lower (upper) bound for positively (negatively) dependent samples. Hook and Regal 29, 30 noted that most data sets used in epidemiological applications tend to have a net positive dependence. Thus the one-step estimator is often used as a lower bound.
The above three population size estimators (N 0 ,N ,N 1 ) will be simply referred to as sample coverage estimators if there is no confusion with the coverage estimatorĈ. A bootstrap resampling method 11 was proposed to obtain estimated standard errors for the above three estimators and to construct confidence intervals using a log-transformation. 5 A relatively low overlap fraction means that there are many singletons. In this case, the undercount cannot be measured accurately due to insufficient overlap. Consequently, a large standard error is usually associated with the estimatorN in Equation (4) . How large should the overlap information be? Chao et al. 12 suggested that the estimated sample coverageĈ should be at least 55%. A practical data-dependent guideline can be determined from the estimated bootstrap s.e. associated with the estimatorN. If the estimated bootstrap standard error becomes unacceptable (say, it exceeds one-third of the population size estimate), then only the lower or upper bound in Equation (5) is recommended. The estimation procedure for the general t-sample case is parallel to that for the 3-sample case as discussed above.
12, 48
May Table 6 contains the sample coverage approach. The sample coverage is estimated to beĈ = 51.3%, and the average of the overlapped cases is equal to D = 208.67. If we ignore the possible dependence between samples, an estimate based on Equation (3) iŝ N 0 = D/Ĉ = 208.67/0.513 = 407, which is slightly higher than the estimate of 388 based on the independent log-linear model (see Chao et al. 12 for the log-linear model analysis). The estimator given in Equation (4) iŝ N = 971, but a large estimated bootstrap s.e. (925) renders the estimate useless. The estimated s.e. was calculated by using a bootstrap method based on 1000 replications. We feel these data with a relatively low sample coverage estimate of 51% do not contain enough information to correct for undercount. The proposed one-step estimator in Equation (5) isN 1 = 508 with an estimated s.e. of 40 using 1000 bootstrap replications. The same bootstrap replications produce a 95% confidence interval of (442, 600) using a log-transformation. We remark that the estimated s.e. might vary from trial to trial because replications vary in the bootstrap procedures.
Example 1 -HAV data (Three lists)
It follows from Equation (6) that the CCV measures depend on the value of N . The CCV estimates in Table 6 based on the three estimates of N show that any two samples are positively dependent. As a result, the estimateN 1 = 508 can only serve as a lower bound. Also, the estimates assuming independence based on two samples should have a negative bias. However, we cannot distinguish which type of dependence (local dependence or heterogeneity) is the main cause of the bias.
In December 1995, the National Quarantine Service of Taiwan conducted a screen serum test for the HAV antibody for all students of the college at which the outbreak of the HAV occurred. 15 After suitable adjustments, they concluded that the final figure of the number infected was about 545. Thus this example presents a very valuable data set with the advantage of a known true parameter. Our estimatorN 1 does provide a satisfactory lower bound. This example shows the need for undercount correction and also the usefulness of the capture-recapture method in estimating the number of missed cases.
Introducing CARE1 with Example 1
The R package CARE1, the first part of the program CARE (CaptureRecapture) in http://chao.stat,nthu.edu.tw/softwareCE.html, can be used to analyze epidemiological data via sample coverage approach. 12 Based on the input of records from several incomplete lists (or samples) of individuals, the R package CARE1 provides output of population size estimate and related statistics. The maximum number of lists is 5. Note this section is mainly written as a User's Guide to CARE1. For self-contained purposes, a small portion of the material in this section overlaps with that of other sections. The original version of CARE1 12 must be run in an S-plus environment which is not readily accessible for many users. We now change the programming language to R which can be freely downloaded from the internet. We use a real example to demonstrate how to run CARE1. Consider the HAV data set in which all the ascertained hepatitis A virus (HAV) cases were classified according to their presence/absence in the three lists or sources; see Chao et al. 12 for details. The data set may be viewed The above shows that the HAV data set contains seven possible "capture histories" or "ascertainment records" based on three sources: (001), (010), (011), (100), (101), (110) However, for the HAV data set, the Petersen and Chapman estimates for three pairs of lists are in the range of 330 to 380. The narrow range of these estimates would not indicate the possible direction of dependence at this stage. Now, consider the sample coverage approach by using the function estN.stat(). > round(estN(z, method="Indep", se=TRUE, nboot=1000)) est se cil ciu est 407 28 363 472 > round(estN(z, method="HSC", se=TRUE, nboot=1000)) est se cil ciu est 971 925 369 5290 > round(estN(z, method="LSC", se=TRUE, nboot=1000)) est se cil ciu est 508 40 442 600
The function with parameter method="Indep" outputs the population size estimatorN 0 that ignores the possible dependence between samples (Equation (9) in Chao et al. 12 or Equation (3) in this chapter). Here the output shows thatN 0 = 407 with a bootstrap s.e. 28 based on 1000 bootstrap replications (nboot=1000 in the function input; the user can modify this number simply replacing 1000 by any other positive numbers). The 95% confidence interval lower (cil) limit is 363 and the upper limit (ciu) is 472. You can change the setting se=TRUE to se=FALSE, then the bootstrap s.e. and confidence intervals will not be computed. The function with method="HSC" outputs the population size estimator N for the cases with a relatively high sample coverage (a rough (or an empirical) guideline is C ∧ ≥ 55%). See Equation (12) 12 or Equation (4) in this chapter). Here we have for the HAV data thatN = 971, but a large estimated bootstrap s.e. (925) renders the estimate useless. It is then concluded that these data with a relatively low sample coverage estimate of 51% do not contain enough information to correct for undercount. See the preceding paragraph for the description of nboot=1000 and se=TRUE. The function with method="LSC" outputs the one-step population size estimatorN 1 for relatively low sample coverage (a rough (or an empirical) guideline is C hat < 55%) cases. (See Equation (13) 12 or Equation (5) in this chapter. For the HAV data, the one-step estimator isN 1 = 508 with an estimated s.e. of 40. The 95% confidence interval lower (cil) limit is 442 and the upper limit (ciu) is 600. See the aforementioned explanations for the description of nboot=1000 and se=TRUE. CARE1 also outputs the estimated mean ascertainment probabilities u1,u2,u3 and the coefficients of covariation (CCV, Equation (6) 12 )
r12,r13, r23,r123. The CCV are parameters that are used to show the direction and magnitude of dependence among samples. All these depend on the value of N . Thus the estimators would be different in the three estimated methods. These estimates are computed by the function estN.para() in the package. The output shows that for each population estimate, the estimated mean ascertainment probabilities, u1, u2, and u3 have no apparent difference. The CCV estimates, r12, r13 and r23, based on the three estimates of N show that any two samples are positively dependent. As a result, the estimateN 1 = 508 can only serve as a lower bound.
CARE1 features a quick analysis function, CARE1.print(), which calculates all output as shown below. This following output is the same as the first and the third parts of the output given in Chao et al.. 12 The second part, log-linear model approach, is omitted in this package. The reader is referred to the above paper for details. cil: 95% confidence interval lower limit(using a log-transformation).
ciu: 95% confidence interval upper limit(using a log-transformation).
Nhat-0: Population size estimate for independent model; see Equation (9).
12
Nhat: Population size estimate for sufficiently high sample coverage cases; see Equation (12) .
Nhat-1: One-step population size estimate for low sample coverage cases; see Equation (13) . 12 This estimator is suggested for use when the estimated se of Nhat is relatively large. u1,u2,u3: estimated mean probabilities. r12,r13,r23,r123 etc.: estimated coefficient of covariation(CCV).
Ecological models
The most commonly used ecological models were proposed by Pollock (e.g. Table 7 . For models incorporating behavioral response, which induces local dependence among samples, the capture probability in a sample depends on whether the animal was captured in the "previous" samples. Hence the ordering of the trapping samples is involved and estimators do depend on the ordering of samples. Since there is usually no ordering among human lists or the ordering may vary with individuals, models with behavioral response are rarely adopted in modeling local dependence for humans. However, for animal data, the behavioral response model is useful as empirical A. Chao & T. C. Hsieh 
Introducing CARE-2 with Example 4
Program CARE-2 (http://chao.stat.nthu.edu.tw/softwareCE.html) calculates population size estimates for various closed capture-recapture models. See CARE-2 User's Guide by Chao and Yang 13 for details about the models and estimators featured in CARE-2. The program consists of two parts: one part, written in C Language, deals with models without covariates and the other part, written in GAUSS language, deals with models with covariates. The latter part will be introduced in Section 4. Using the six-occasion capture-recapture data in Table 4 (but covariates are not considered) in CARE-2, the following output is shown in the Output Table 8 . Partial CARE-2 output of deer mice data analysis (without using covariates).
(1) Basic Data Information: 
window after execution. The output contains three parts: (1) basic data information; (2) summary statistics; and (3) results of estimation.
The first part of the output in Table 8 shows basic information including the data filename, the number of distinct animals caught in the experiment (38 in this case), the number of trapping occasions (6 in this case) and the number of bootstrap replications (1000 in this case) which is used for assessing bootstrap s.e. The summary statistics are listed in the second part of the output. The third part shows estimation results. For these data, Otis et al. 38 (p. 32) indicated that the most suitable model for these data was model M b . Based on the usual unconditional maximum likelihood estimator (UMLE), which is denoted by Mb(UMLE) in Table 8 , the estimated population size in model M b is 41 with bootstrap s.e. of 6.9 and asymptotic s.e. of 3.1. The 95% confidence intervals are (38.2, 81.4) and (38.0, 52.0) for log-transformation and percentile methods respectively based on the bootstrap procedure. The proportion constant between the re-capture probability and first-recapture probability (φ in Table 7 or Phi in Table 8 ) is estimated to be 1.79, suggesting animals became trap-happy after their first capture. Chao and Huggins 9 suggested considering further general models M bh and M tbh by use of estimating equation (EE) approach. The two models produce close estimates, as shown by the two estimates Mbh(EE) and Mtbh(EE) in Table 8 . So it is reasonable to adopt the most general model M tbh and conclude that the population size is about 44 (standard error 4.6). The data based on model M tbh show strong trap-happy behavior (Phi = 1.89 in 14 for calculation formula. The 95% confidence interval using a log-transformation under model M tbh is 40 to 61. Usually, a simpler model yields an estimator with smaller variance but larger bias whereas a general model using the same estimation method yields an estimator with lower bias but larger variance. For interval estimation, a simpler model produces narrow confidence interval with possibly poor coverage probability whereas a more general model produces wide interval with more satisfactory coverage probability. However, different estimation methods are used here for models M b and M tbh . Thus the resulting confidence intervals are not comparable.
Models with Covariates
For epidemiological data, individual's covariates include age, gender, race, geographic area, marital groups, diagnostic group, time of onset, severity of diseases and many other explanatory variables. For animal studies, individual's covariates include age, gender, body weight, wing length and others; environmental covariates include temperature, rainfall, number of traps and others. The covariate variables are usually classified as either discrete (categorical type) or continuous (numerical type). As discussed earlier, traditional approach depends on a crucial assumption of "equal-ascertainment" or "equal-catchability". Heterogeneity in ascertainment/capture probabilities induces dependence among samples, which causes correlation bias in the usual estimator. One approach to assessing heterogeneity is based on the assumption that heterogeneity can be largely explained by some relevant observable covariates. If covariates are discrete, Sekar and Deming 47 were the first to suggest post-stratification to reduce the bias due to heterogeneity. That is, if the population can be divided into several homogeneous sub-populations defined by relevant covariates, then a stratified analysis can be performed. That is, model is fitted to the data within each stratum, then all population size estimates are added to obtain an overall estimate (e.g., Wittes 51 ; IWGDMF, 34, 35 ).
Pollock, Hines and Nichols 41 were the first to use a logistic regression model to include continuous covariates in the analysis. In this approach, covariates are used to model heterogeneous capture probabilities via a logistic regression model. They developed an estimation procedure based on the full likelihood. However, the covariates for the un-captured animals were not observable. Therefore, they had to make some assumption about the covariates for the un-captured animals. Huggins 32, 33 and Alho 1 avoided this difficult by using a likelihood conditional on the captured animals so that the covariates of the un-captured are not needed. Alho et al. 2 applied this logistic regression approach to the 1990 census and the Post-Enumeration Survey of the United States. Yip et al. 54 extended this logistic regression to allow random removals in the experiments.
Logistic regression models in CARE-2
In program CARE-2, we distinguish covariates as two types: , β 2 , . . . , β s ) denotes the effects of these covariates. It is necessary to assume that the individual covariates are constant across the t capture occasions in the experiment, as they cannot be measured on an occasion if the individual is not captured. If heterogeneity is fully explained by individuals' covariates, then the heterogeneity effect can be expressed conveniently as
Assume that there are b known occasional or time covariates:
. . , R 1t } may represent the temperature on each occasion, and {R b1 , R b2 , . . . , R bt } may represent the capture effort on each occasion. Let r = (r 1 , r 2 , . . . , r b ) denote the effects of the occasional covariates. Define R j = {R 1j , R 2j , . . . , R bj }, then the occasional effect for the jth occasion can be expressed as r R j = r 1 R 1j + r 2 R 2j + · · · + r b R bj . Table 9 . Logistic regression models with covariates in CARE-2. Define Y ij = 1 if the ith animal has been captured at least once before the jth occasion, and Y ij = 0 otherwise. The general logistic regression model, denoted by M * tbh , incorporating time effects, behavioral response effect and heterogeneous covariates considered in CARE-2 33 is
where a denotes the baseline intercept, {c 1 , c 2 , . . . , c t−1 } represents the unknown occasional or time effect (c t ≡ 0 is used for the reference group), v denotes the behavioral response effect, β = (β 1 , β 2 , . . . , β s ) denotes the heterogeneity effect of the known individual covariates, r = (r 1 , r 2 , . . . , r b ) denotes the effects of the known occasional or time covariates. Table 9 summarizes all sub-models.
In assessing the effect of each individual covariate, one coefficient is associated with a continuous covariate. For a discrete covariate with k categories, we need to construct k − 1 dummy indicators to specify the effect of each category by selecting one category as a reference group with zero effect. Thus, the effect of this covariate is described by k−1 beta coefficients. For example, if the first covariate is discrete with k > 2 categories, then the corresponding beta is a vector (β 1(1) , β 1(2) , . . . , β 1(k−1) ). The coefficient β n(l) denotes the effect of the lth group relative to the reference group for the nth covariate. See Section 4.2 for an example.
The interpretation of the coefficient of any β is based on the fact that when β > 0, the larger the covariate is, the larger the capture probability is, while if β < 0 then the larger the covariate is, the smaller the capture probability is. Similar interpretation pertains to the coefficient of any occasional covariate. The parameter v represents the effect of a recapture, which implies that v > 0 corresponds to a case of trap-happy and v < 0 corresponds to a case of trap-shy.
The parameters in the logistic regression models in Equation (8) are estimated by a conditional ML method based on the captured individuals.
32, 33
Typically numerical iterative procedures are required to obtain parameter estimates. The default of the maximum number of iterations in CARE-2 is 500. Model selection can be performed using Akaike information criterion (AIC) which is defined as −2 log L + 2m, where L denotes the likelihood computed at the conditional MLE and m denotes the number of parameters in the model. A model is selected if AIC is the smallest among all models considered. After the coefficients of the logistic regression are obtained, the population size is estimated by the Horvitz-Thompson 31 estimator, which
, whereP ij is the estimated capture probability evaluated at the conditional MLE and M denotes the number of distinct individuals caught in the sample. The variance of the resulting estimator can be estimated by an asymptotic variance formula derived in Huggins. 32, 33 Below two examples are used for CARE-2 to illustrate the estimation and model selection.
Stratified neurologic illness data (Example 2, three lists)
We first analyze the data by using stratified analysis (Example 2, data are given in Table 2 ). Within each stratum, various models are applied to the data and the results are shown in Table 10 . We also present the un-stratified results (i.e., using the collapsed data over strata) in the last column. Fro the two-sample results, except for the first stratum, the estimate based on the H-list and P-list is much lower than the other two Petersen's estimates, implying positive dependence exists between the two lists. This finding is further confirmed by the CCV estimates (not reported) in the sample coverage approach. The sample coverage estimate under independence for un-stratified data (N 0 , in Equation (3)) gives an estimate of 762 (s.e. 21) which is close to the stratified results (757 with s.e. 21). However, these estimates are suspected to be underestimates as there is significantly positive dependence exists for 46 (7) 24 (3) 395 (19) 298 (21) 763 (29) 761 (29) (P, S)
36 (5) 22 (2) 469 (34) 264 (23) 791 (41) 789 (41) Sample coverage:
N 0 : Eq. (3) 43 (5) 23 (2) 436 (17) 255 (10) 757 (21) 762 (21) N : Eq. (4) 42 (20) 24 (15) 524 (68) 218 (15) 808 (74) 812 (65) N 1 : Eq. (5) 42 (7) 23 (3) 468 (29) 239 (16) 772 (34) 782 (32) Logistic regression model:
Model M * th in Eq. (9) the H-list and P-list. Bobo et al. 3 suggested fitting a log-linear model with the interaction term between H-list and P-list to the collapsed data, and obtained an estimate of 787. We can regard the stratum as an individual covariate in the logistic regression model. Since there is no natural ordering among the three lists, models with behavioral response effect are not meaningful. We only consider a model with stratum effects and occasional (or list) effects. The stratifying variable is regarded as a categorical covariate. As described in Section 4.1, for a covariate with k strata (k = 4 in this case), we need to construct k − 1 dummy indicators to specify the effect of each stratum. That is, for the ith individual define the dummy variable W i1(s) = I (the ith individual is in the sth stratum), s = 1, 2, . . . , k − 1, a logistic regression model M * th can be expressed as
In this model, the parameters are Under model (9) , an analogous population size estimate of 765 (s.e. 22) is obtained by a logistic regression model incorporating the stratifying variable and the list effects. However, the deviance statistic of the logistic regression model is 38.8 with 22 degrees of freedom (P -value = 0.015), indicating inadequate fit. So the logistic regression model (9) and its allsubmodels cannot be applied to these data.
Back to the sample coverage approach, the coverageĈ = 65.2% for collapsed data, andĈ = (67.3%, 79.8%, 63.2%, 68.4%) for each stratum, indicating relatively high coverages. So our population size estimateN for relative high coverage in Equation (4) is applicable. The sample coverage estimatesN for both un-stratified and stratified data match well. Recall that the purpose of stratification is mainly to reduce the dependence due to heterogeneity. The overall dependencies are considered and adjusted in the sample coverage estimatorsN . Therefore, the closeness of the stratified and un-stratified results is expected. (As will be seen in Section 4.3, post-stratification is not warranted because insufficient overlap may arise in some strata, leading to an unstable stratified result.) For this data set, the estimatorN that can take account of two types of dependencies in each stratum has acceptable precision. Both stratified and un-stratified estimates can be recommended since they result in comparable variation using 1000 bootstrap replications. The latter estimate is 812 with an estimated bootstrap s.e. of 65, which yields a 95% confidence interval of (720, 988). The former yields a slightly lower estimate of 808 with a higher s.e. of 74, which implies a 95% confidence interval of (709, 1015). Table 11 shows the analysis results for the drug data (Example 3, data are given in Table 3 ). Estimates based on various models are presented for each stratum and for the collapsed data. Except for the stratum of 4-6 days, the Petersen estimates based on the lists 1 and 2 are lower than the others and thus positive dependence is expected. The CCV estimate (not shown) for the total data reveals that positive dependence also exists between the lists 1 and 3. Wittes (1974) suspected that positive dependence may arise between list-3 and list-4, but the CCV estimate only shows very weak dependence.
Stratified drug data (Example 3, four lists)
Wittes 54 fitted an independent log-near model to the data in each stratum and obtained a stratified estimate of 544 (s.e. 22.4). She also obtained an un-stratified estimate under an independent model is 524 (s.e. 18). The sample coverage estimator under independence model gives an un-stratified (9) which takes account of the stratifying variable and list effects provides proper fit to the data because the deviance is 39.81 with 39 degrees of freedom (P -value = 0.43). Under model M * th , the fitted intercept is 1.04. The coefficient, β 1(1) = −0.86 (s.e. 0.22) and β 1(2) = −0.47 (s.e. 0.18) are the stratum effects for time length "1-3 days" and "4-6 days", respectively; the stratum effect of time length "7+ days" is set to be 0. The results demonstrate that the shorter the time length of drug use, the lower the ascertainment probability. For the unknown list effect, c 1 = −2.13 (s.e. 0.16), c 2 = −3.87 (s.e. 0.25) and c 3 = −1.54 (s.e. 0.14); c 4 is set to be 0. Model (9) gives a population size 539 (s.e. 21) and the 95% confidence interval of (505, 587).
In the first stratum, the relatively large bootstrap s.e. of the sample coverage estimatorN indicates that data information cannot provide a reliable estimate and thus only a reasonable lower bound can be obtained. Consequently, the stratified estimate based onN is not recommended for use. For the collapsed data, the coverageĈ = 66.8%, indicating a relatively high coverage the precision is acceptable, showing the collapsed data are sufficient to incorporate both types of dependencies. We obtain an estimatê N = 635 with an estimated s.e. of 93 based on 1000 bootstrap replications (see Table 11 ). A 95% confidence interval of the size can be constructed as (520, 895). The sample coverage approach for un-stratified data produces estimator much higher than the estimate from a logistic regression model (9) . As described in Section 1.3, local dependence was suspected between lists 3 and 4 because the records from the pharmacy were duplicates of the medication sheets. Although the logistic type of regression model can be used to assess the effect of any type of covariates (both discrete and continuous), it does not take account of any local dependence and heterogeneity is entirely explained by covariates. But the sample coverage approach can take local dependence into account. Therefore, there are relative merits for the sample coverage estimatorN and the logistic regression model.
Deer mice data (Example 4, six occasions)
We now apply the logistic regression model in Equation (8) and sub-models in Table 9 to the mice data (Example 4, data are given in Table 4 ). In addition to the data of six capture occasions (time effect) and three individual's covariates (individual heterogeneity), behavioral response arose by the natural time ordering of capture occasions can also be considered. 38, 53 As to individual heterogeneity, there are two categorical variables: gender (male and female) and age (adult and young; semi-adult is classified as adult).
Since there are only two categories for each of these two variables, we only need one effect for each. For the first covariate gender, let W i1 = I (the ith mouse is male) and its corresponding effect be β 1 (1) . For the second covariate age, let W i2 = I (the ith mouse is adult) its corresponding effect be β 2(1) . The variable weight is a continuous variable W i3 = weight, and its effect is denoted by β 3 . Then a logistic regression model M * tbh can be written as follows:
where c j and Y ij are defined in Equation (8) . Under this model or any sub-model, the capture probability for each capture record can be determined and thus the conditional likelihood can be formulated. sub-models. For each model, the corresponding estimated population size (number under the heading Estimate in Table 12 ), its s.e. (under the heading S.E.), negative value of the minimum log-likelihood under the heading MIN(-LL), the Akaike information criterion (AIC) and 95% confidence interval (Chao, 1987 ) are calculated and a "Status" indicates whether the iterative procedures were converged or not.
We use AIC as a criterion for model selection and find that the models considering behavioral response perform better than the models without considering behavioral response. Among behavioral response models, the M * bh has the minimum AIC, 289. Under model M * bh , the fitted intercept is −2.91, the behavioral response effect is 1.18 (s.e. 0.4) for re-capture (the first capture effect is set to be 0, so recaptures have higher probabilities). The behavioral response effect is significantly larger than 0, implicating that baited traps made mice traphappy. The coefficient, β 1(1) = 0.92 (s.e. 0.35), is the effect for male; the female is set to be 0, so males have larger probabilities. The second coefficient, β 2(1) = −1.88 (s.e. 0.63), is the effect for adult; the young effect is set to be 0, so young have larger capture probabilities. The last coefficient in the output, β 3 = 0.16 (s.e. 0.06) is the effect for a unit change of body weight. This implies the heavier the weight, the larger the capture probability. Then from the summary of model fitting the estimated population size under the selected model M * bh is 47.2 (s.e. 7.17) with a 95% confidence interval of (40.4, 73.5) . If behavioral response or individual heterogeneity was ignored improperly and a reduced model M * h or M * b was used then the population size will be underestimated. Although we use animal data as an illustrative example, such analysis can be readily applied to analyze epidemiological data. If there is no natural ordering among lists, then all models with behavioral response can be omitted in the analysis.
Remarks and Discussion
Capture-recapture models provide a potentially useful method for assessing the extent of incomplete ascertainment in epidemiological studies but there are assumptions and limitations to this approach. We have reviewed three methods (ecological models, sample coverage approach and logistic regression analysis) and applied them to three epidemiological data sets and one animal data set with/without covariates. The four data analyses have demonstrated the usefulness of the capture-recapture analysis.
Basic assumptions must be checked to validate the implementation of the capture-recapture method. Hook and Regal 28, 30 presented 17 recommendations for the use of the capture-recapture method in epidemiology. We also urge the readers to check the assumptions listed in Section 2 before capture-recapture analysis.
We have shown that for some data sets (e.g., the HAV data and the first stratum of the drug data), insufficient overlap information usually results in an imprecise estimate. This implies that a serious limitation of the capture-recapture methods is that sufficiently high overlapping information is required to produce reliable population size estimates and to model dependence among samples. Coull and Agresti 20 also indicated that the likelihood functions under some models for sparse information might become flat and the resulting estimates are likely to become unstable. In such cases, we feel that a precise lower bound as provided by the sample coverage approach, Equation (5), is of more practical use than an imprecise point estimate. Almost all methods discussed in this chapter require extensive numerical iterations or calculations to obtain estimators and standard errors. Therefore, user-friendly software is essential for applications. We have demonstrated two parts of program CARE (for capture-recapture): CARE1 and CARE-2. The program CARE and user guides are online available and can be downloaded freely from the first author's website at http://chao. stat.nthu.edu.tw/softwareCE.html.
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