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†Institute for Information Technology, Technische Universität Ilmenau
Helmholzplatz 2, 98693, Ilmenau, Germany
‡Electrical and Electronics Engineering Department, Bilkent University
Bilkent, TR-06800, Ankara, Turkey
Contact email: ozer@ee.bilkent.edu.tr, +90 533 683 9342
Abstract—In this work we consider the problem of measure-
ment matrix design for compressed 3-D Direction of Arrival
(DoA) estimation using a sensor array with analog combiner.
Since generic measurement matrix designs often do not yield
optimal estimation performance, we propose a novel design
technique based on the minimization of the Crameŕ-Rao Lower
Bound (CRLB). We develop specific approaches for adaptive
measurement design for two applications: detection of the newly
appearing targets and tracking of the previously detected targets.
Numerical results suggest that the developed designs allow to
provide the near optimal performance in terms of the CRLB.
I. INTRODUCTION
In recent years, the newly emerged measurement paradigm
of Compressive sensing (CS) has been successfully applied
to sensor array processing problems [1–3]. The application
of CS allows to provide estimation performance comparable
to the classical techniques by using fewer number of sensors
that is traditionally required. A variety of array configurations
practically implementing such spatial compression has been
proposed in the literature. One particular approach is to com-
bine the N array outputs into only M < N receiver channels
[4]. Obviously, the choice of the combining weights, i.e., the
so-called measurement matrix, plays a crucial role in resulting
DoA estimation performance as well as in system design. It
has been recently demonstrated that typically considered in the
CS related works random measurement matrix designs are not
necessarily optimal for particular signal processing tasks [5],
[6]. Therefore different approaches for measurement matrix
optimization have been proposed in the literature.
One of the common ways to design the measurement matrix
is by minimizing various forms of mutual coherence between
its columns [7], [8]. However, since the mutual coherence
accounts for the worst-case performance only, it does not
characterize overall Dorection of Arrival (DoA) estimation
accuracy. Another approach is to design the measurement
matrix for specific task-driven purposes, e.g., to improve
classification or estimation performance within a compressive
framework as in [5], [9]. Thus, in [6] a design approach
based on the matrix optimization with regard to the spatial
correlation function of the resulting effective array manifold
is proposed, whereas a design minimizing the Crameŕ-Rao
Lower Bound (CRLB) is discussed in [10], [11]. One of the
advantages of the CRLB minimization based design is that it
provides an optimization framework which is independent of
the estimator.
Motivated by the latter, in this work we propose a novel
measurement matrix design technique based on the mini-
mization of the CRLB. Our method generalizes the single
parameter case from [10] to the multi-parameter case within
a more comprehensive framework. We analytically show that
the proposed measurement matrix allows to achieve the lowest
CRLB possible. Using the proposed technique, we develop
concrete algorithms for adaptive measurement design for two
distinct DoA estimation modes: detection of the newly ap-
pearing targets (surveillance) and tracking of the previously
detected targets (target tracking). In the surveillance mode,
we first split the search space into several sectors and then
iteratively update the measurement matrix within each of them.
In the target tracking mode, we use the predicted position of
a target obtained from the past estimates to adaptively design
measurement matrix for the next estimation step. The results
of the numerical simulations demonstrate that the proposed
algorithms yield near-optimum results compared to the derived
lower bounds and provide a significant improvement over the
random measurement matrix designs.
The remainder of the paper is organized as follows. In
Section II, we introduce the DoA estimation signal model and
explain the compressive sensor array with analog combiner.
The proposed measurement matrix optimization approach is
presented in Section III. In Section IV, we discuss the adaptive
measurement design for signal surveillance and target tracking.
Finally, in Sections V and VI we present some numerical
results and conclude the paper, respectively.
II. SIGNAL MODEL
Suppose that χk = [θk φk] denotes the angular orientation
of a plane wave impinging from the kth target on some N -




and φk ∈ [0, π] represent
the elevation and azimuth angles, respectively. In the presence
of K targets in the far field of the array, the signal (baseband)




sk · ejω(t−τn(χk)), (1)
where ω is the carrier frequency, sk is the complex amplitude
and τn(χk) is relative time delay of the signal impinging from




⎡⎣− sin (θk) cos (φk)− sin (θk) sin (φk)
− cos (θk)
⎤⎦ , (2)
where PTn is the vector of relative positions of n
th sensor with
respect to the reference point and c denotes the speed of light.
To reduces the number of channels to be sampled from N to
M (M < N ) we employ an analog pre-combiner at the sensor
outputs as depicted in Figure 1. This allows us to decrease the
number of ADCs and the amount of data to be processed while
preserving a larger aperture. Denoting ym(t) the signal at the




wmn · (xn(t) + n(t)), (3)
where wmn is the weight of the n
th sensor in the mth combiner
channel and n(t) is the circularly symmetric Gaussian noise
with variance σ2n.
Stacking the channel weights wmn into an M ×N matrix
W , we obtain the following expression for the array output
after sampling
y[ti] = Wx̃[ti] = W (x[ti] + n[ti]) , (4)
where y[ti] is an M × 1 vector of measurements, ti is some
sampling time and x̃[ti] is an N×1 vector containing sampled
equivalents of N sensor outputs.
Collecting L consequent measurements y[ti], i =
1, 2, · · · , L, into an M × L matrix Y , we have that
Y = W · X̃ = W · (X +N) (5)
where X and N are N × L matrices containing sampled
equivalents of the input signal and the noise at the N array
outputs, respectively.
In this paper we aim at designing the measurement matrix
W that minimizes the CRLB for estimating the DOA of a
single signal (K = 1) of known amplitude impinging from χ
direction on the sensor array from Fig. 1.
III. MEASUREMENT MATRIX DESIGN BASED ON CRLB
MINIMIZATION
A. Objective Function
We begin by defining our objective function as






s.t. WW H = IM ,
(6)





refers to the trace of the inverse Fisher
Information matrix evaluated at χ. The constraint WW H =
Fig. 1. Compressive sensor array with analog pre-combiner.
IM in (6) ensures that W is full rank, i.e., it provides non-











eθ (W ,χ) + eφ (W ,χ)
eθ (W ,χ) eφ (W ,χ)− (eθφ (W ,χ))2
,
(7)
where c0 is a constant associated with the signal-to-noise ratio
(SNR) and eθ (W ,χ), eφ (W ,χ) are the terms associated
with the mean square errors for θ and φ, respectively. It is
shown in the Appendix, that
eθ (W ,χ) = a (χ)
H
W HWa (χ) , (8)
eφ (W ,χ) = b (χ)
H
W HWb (χ) , (9)
eθφ (W ,χ) = a (χ)
H
W HWb (χ) , (10)
where a (χ) = ∂e
jωτ(χ)
∂θ and b (χ) =
∂ejωτ(χ)
∂φ . Note that it can
be shown that for circular arrays a (χ)⊥b (χ) (see Appendix).
B. Optimal Measurement Design
Proposition 1. For a measurement matrix W that satisfies
WWH = IM , L (W ,χ) = 1||a(χ)||2 +
1
||b(χ)||2 provides a
lower bound for the CRLB:
Tr
{
J−1 (W ∗ (χ) ,χ)
}
c0
≥ L (W ,χ) . (11)
Proof. Suppose W H = [ŵ∗1 , ŵ
∗
2 , · · · , ŵ∗M ], where
{ŵ1, · · · , ŵM} is an orthonormal set, i.e. ||ŵm||2 = 1
and ŵHi ŵj = 0 ∀ i = j. Then, for the left part of (11) we
can write
1Note that this constraint can be imposed on W without loss of generality
since it can be shown that for every non-orthogonal W we can find a
corresponding orthogonal one that achieves the same CRLB.
Tr
{
J−1 (W (χ) ,χ)
}
c0
≥ eθ (W ,χ) + eφ (W ,χ)
















≥ 1||a (χ)||2 +
1
||b (χ)||2 .
The following theorem provides the solution to (6).
Theorem 1. Let â (χ) = a(χ)||a(χ)|| and b̂ (χ) =
b(χ)
||b(χ)|| . Then,







is the optimal measurement matrix that
minimizes CRLB.
Proof. To prove Theorem 1, we will show that the mea-








L (W ,χ), which, according to the Proposition 1, is the lower
bound for the estimation error. To do so we write (8) as
eθ (W
∗ (χ) ,χ) = a (χ)H
[












a (χ)H a (χ)H
)2
a (χ)H a (χ)H
= ||a (χ)||2 , (12)
since b (χ)
H
a (χ) = 0 (see App.). Following the same
procedure, it is easy to show that
eφ (W ∗ (χ) ,χ) = ||b (χ)||2 , (13)
eθφ (W ∗ (χ) ,χ) = 0. (14)
Substituting (12), (13) and (14) into (7) we have that
Tr
{
J−1 (W ∗ (χ) ,χ)
}
= c0
||a (χ)||2 + ||b (χ)||2










Theorem 1 also illustrates that it is sufficient to use only the
measurement matrix with only 2 rows, i.e., M = 2, to reach
the optimal performance in terms of the CRLB.
IV. SENSOR ARRAY PROCESSING APPLICATIONS
A. Surveillance
In the surveillance mode we want to detect new targets
possibly emerging into the scene. In order to survey the
entire search region using the proposed design, we partition
the surveillance region , i.e., S = [0, π2 ] × [0, π], into a
Algorithm 1: Partition Search Space







: Set of design points for each
sector; {χ̆1, ..., χ̆NG}: Set of grid points on S;
{I1, ..., ING}: Set of indices mapping each grid
point to a sector.
1 - Discretize parameter space using NG points, i.e., form
{χ̆1, ..., χ̆NG}.





3 while convergence is reached do
4 for 1 ≤ g ≤ NG do














6 for 1 ≤ b ≤ NS do




















, {χ̆1, ..., χ̆NG}, {I1, ..., ING}
set of NS sectors Sb, where 1 ≤ b ≤ NS . Surveillance in








A straightforward way of choosing
∼
χb for b
th sector is to






J−1 (W ∗ (χ) ,χ)
}
. (16)
However, (16) requires that all Sb, 1 ≤ b ≤ NS are








J−1 (W ∗ (χ) ,χ)
}
s.t. S = S1 ∪ S2 ∪ .... ∪ SNS ,
Sb ∩ Sj = ∅ ∀ b = j.
(17)
To find a solution to (17) providing both the set of





, we develop an iterative algorithm inspired
by the vector quantization approaches such as K-Means [12].
As summarized in Algorithm 1, we first discretize the search







. After initialization, we form
sectors by assigning each grid point to the design point
associated with a sector that yields the best performance. Then,
we update design points of the resulting sectors so that we im-
prove the worst case performance of each sector. We iteratively
perform these 2 steps until we reach the convergence.
B. Tracking
Once a newly emerged target is detected in the surveillance
mode, the corresponding parameters of the target are passed














Fig. 2. Average RMSE-CRLB as a function of θ for the proposed measure-
ment matrix design (green) and random Gaussian matrix (black).
to the tracker. In the tracking mode the predicted position
χ̂i|i−1 of a tracked target can be obtained by using a proper
target model and past estimates. We adaptively design the




, e.g., using the approach




To evaluate the performance of the proposed measurement
matrix design technique, we use uniform circular array (UCA)
with N = 24 sensors which we compress to M = 2 outputs.
The signal-to-noise ratio (SNR), i.e., |s|2/σ20 , is set to 3 dB.
Since the UCA is known to be equally sensitive to all azimuth




as a function of
θ and W only, i.e., Tr
{
J−1 (W ,χ)
} ≡ Tr{J−1 (W , θ)}.
Denote E (W , θ) the root-mean-square (RMSE)-CRLB
measured in degrees such that




Tr {J−1 (W , θ)}. (18)
For various values of θ ∈ [0, π/2], we calculate E (W ∗ (χ) , θ)
and E (WR, θ), where WR denotes random matrices with en-
tries drawn independently from normal Guassian distribution.
In Figure 2, the resulting average values of E (W ∗ (χ) , θ)
and E (WR, θ) are shown. We can observe that the proposed
measurement design allows to improve the DoA estimation
accuracy compared to the common (random) Gaussian mea-
surement matrix.
In order to investigate sensitivity of the proposed design to
the choice of the design point, we introduce a following model
χ = χD + δχ, (19)
where χ is an unknown true DoA, χD is a known design
point and δχ ∼ N (0, σ2m). We define the RMSE-CRLB for
this model mismatch as
Em (W , θ, σm) = E [E (W , θ)] , (20)















Fig. 3. Average RMSE-CRLB as a function of standard deviation of model
mismatch.
where the expectation is computed over the parameter δχ.
Note that Em (WR, θ, σm) = E (WR, θ) because it is inde-
pendent of δχ. In Fig. 3, we demonstrate E (W ∗ (χ) , θ),
E (WR, θ) and Em (W ∗ (χ) , θ, σm) as functions of σm. We
observe that the proposed technique yields near-optimum
results for smaller values of σm; as σm increases, the per-
formance starts to degrade. However, the random Gaussian
matrix starts to outperform the proposed measurement matrix
only after a relatively high value of σm, e.g., σm ≈ 7.5o.
B. Surveillance
Suppose that χ̆g is a point that belongs to the b
th surveil-
lance sector defined in Section IV-A. However, when operating
in the surveillance mode we design the measurement matrix
according to some sector design point
∼
χb. Since the true DoA
is not known in advance but has to be estimated, χ̆g might
differ from
∼
χb significantly. Thus, we introduce the following
metric
0 ≤ O {χ̆g} =
Tr
{













where the enumerator provides the optimum performance,
while the denominator accounts for the deviation between the
sector design point and the true DoA.
In Figure 4, we present an example of the resulting values
of O {χ̆g} for the case when the search space is split into
6 sectors. Comparing the average and the minimum values
of O {χ̆g} among the sectors with the ones achieved by the
Gaussian matrix (see Table I) we can see that the proposed
technique outperforms its random counterpart.
VI. CONCLUSION
In this work we studied the design of the measurement ma-
trix for compressive 3-D DoA estimation with sensor arrays.
We propose to choose the measurement matrix such that it
minimizes the Cramr-Rao Lower Bound (CRLB) for estimat-
ing the DoAs from the compressed observations. Moreover,
we demonstrate that this target function admits a closed-form
solution which provides the CRLB-optimal measurements with
θ
φ

















Fig. 4. O {χ̆g} as a function of θ and φ when NS = 6.
TABLE I
THE VALUE OF O {χ̆g}.
Average Minimum
The proposed
surveillance technique 0.72 0.42
Surveillance with
random Gaussian matrix 0.27 0.16
only M = 2 compressed channels. We apply this strategy to
two distinct applications such as detection of new targets and
tracking of the previously identified ones. Presented numerical
results demonstrate that application of the proposed approach
allows to significantly improve DoA estimation performance
compared to that provided by the commonly considered ran-
dom matrix designs.
APPENDIX
DERIVATION OF THE CRLB FOR A SINGLE SOURCE
We begin by vectorizing the set of measurements Y :
y = vec(Y ) = (IL ⊗W ) · (Ψ (χ,P , t) · s+ n) , (22)
where Ψ (χ,P , t) = ejωt⊗ejωτ (χ), t = [t1, t2, · · · , tL]T and
⊗ denotes the Kronecker product.
Assuming that WW H = IM , one can show that y ∼
N (μy,Σy), where μy = W · ejωτ (χ) and Σy = σ2n · IML.
Then, the Fisher Information Matrix J can be written as [13]:
J = c0
[
eθ (W ,χ) eθφ (W ,χ)







































= a (χ)H W HWa (χ) ,
(24)
and a (χ) = ∂e
jωτ(χ)
∂θ . Similarly, it can be shown that







W HWb (χ) , (25)







W HWb (χ) , (26)
where b (χ) = ∂e
jωτ(χ)
∂φ .
Suppose that ζ (χ) =
⎡⎣− sin (θk) cos (φk)− sin (θk) sin (φk)
− cos (θk)
⎤⎦. Then, for a
symmetric array we can write the following






















Dejωτ(χ) = Tr {D} = 0. (27)
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