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Abst ract - -An  M/G/1 with second optional service and unreliable server is studied in this paper. 
We assume that customers arrive to the system according to a Poisson process with rate A. All 
demand the first "essential" service, whereas only some of them demand the second "optional" service. 
The service times of the first essential service are i.i.d, random variables, and that of the second 
optional service are i.i.d, exponential random variables. We assume that the server has a service- 
phase dependent, exponentially distributed life time as well as a service-phase d pendent, generally 
distributed repair time. Using a supplementary variable method, we obtain the transient and the 
steady-state solutions for both queueing and reliability measures of interest. @ 2004 Elsevier Ltd. 
All rights reserved. 
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1. INTRODUCTION 
There  is extensive l i terature on the M/G/1 queue which has been studied in various forms by 
numerous authors including [1-6], to ment ion a few. More recently, Madan [7] studied an M/G/1 
queue with the second opt ional  service. Such queueing situat ions can be found in day-to-day life 
(see [7] for details). By using a supplementary  variable method,  Madan [7] studied the t ime- 
dependent  as well as the steady-state behavior  of this kind of queueing system. 
One impor tant  fact that  has been overlooked is that  perfect ly rel iable servers are v ir tual ly  
nonexistent.  In fact, the servers may well be subject  to lengthy and unpredictable  breakdowns 
while serving a customer.  For example,  in manufactur ing systems and computer  systems, the 
machine may break down due to machine or job related problems. This  results in a period of 
unavai lable t ime unti l  the servers are repaired. Such a system with repairable server has been 
studied as a queueing model  and rel iabi l i ty model  by many authors,  see [8-10] and references 
therein. 
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In this paper, we study the same system in [7] with the further assumption that the server 
may be subject to breakdowns and repairs in the two service processes. The present study was 
motivated by the fast-expanding area of tele-services, which prominently include telephone call 
centers and the emerging internet-based market (see [11]). Many call centers use interactive voice 
response (IVR) units in addition to providing the services of agents or CSRs (customer service 
representatives). These specialized computers allow customers to communicate their needs and 
to "self-serve" before they may speak to a CSR. This makes it much more convenient to provide 
optional services that generate new revenue. Meanwhile, it should be observed that in toll-free 
services, such as 1-800, holding times of customers (including ones that eventually abandon) 
are paid by service providers. With the explosive growth of toll-free services, these costs have 
become a major economic driver. Server breakdowns may also have a significant effect on system's 
performance. We wish to understand such an effect on measures of system performance which 
influence the tele-service quality and call center efficiency. By using the supplementary variable 
methods, we model the system as a Markov chain and obtain transient and steady-state solutions 
for both queueing and reliability measures of interest. These results may be helpful to understand 
the phenomenon of server breakdowns and its role played in the whole system's performance. 
The rest of this paper is organized as follows. In the next section, we provide a relatively formal 
description of the queueing model. In Section 3, we investigate the time-dependent and steady- 
state solutions for the queueing model. In Section 4, we consider the reliability measures of the 
server, including the server availability, failure frequency, and reliability function. A numerical 
example is also considered. Finally, some conclusions are given in Section 5. 
2. MODEL AND ASSUMPTIONS 
We consider the M/G/1 queueing system with the following assumptions. 
(1) Customers arrive at the system according to a Poisson process with rate ~. 
(2) The first essential service is needed to all arriving customers. Let B(v) and b(v), respec- 
tively, be the distribution function and the density function of the first service times with 
mean 1/#1 and let #l(x) be the hazard rate function. 
(3) As soon as the first service of a customer is completed, then with probability r, he may 
opt for the second service, in which case his second service will immediately commence or 
else with probability 1 - r ,  he may opt to leave the system, in which case another customer 
at the head of the queue (if any) is taken up for his first essential service. 
(4) The second service times are assumed to be exponential with mean service time 1/#2 
> 0). 
(5) We assume that a server's lifetime has exponential distribution with mean 1/al in the 
first essential service. In the second optional service, the server fails at an exponential 
rate c~2. 
(6) The server may break down when servicing customers, and when the server breaks down, 
it is sent for repair. The customer just being served before server breakdown waits for 
the server to complete its remaining service. The repair time distributions of both service 
phases are arbitrarily distributed with probability distribution function G1 (x) and G2 (x), 
respectively. Also, let gk(x), 1/~k, and ilk(x), k = 1,2, be the corresponding probability 
density functions, means, and hazard rates. Immediately after the server is fixed, it starts 
to serve customers, and the service time is cumulative. 
(7) Various stochastic processes involved in the system are assumed independent ofeach other. 
Let N(t) be the number of customers in the system at time t. To make it a Markov process, 
we introduce supplementary variables. Define X(t) as the elapsed service time of the customer 
currently being served at time t, and Y(t) the elapsed repair time of the failed server at time t. 
And define the state probabilities at time t as follows. 
(1) Q(t) is the probability that the server is idle at time t. 
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(2) p(1)(t, x)dx is the joint probability that at time t there are n customers in the queue 
excluding the one being provided the first essential service, the server is up, and a customer 
is being served with the elapsed service time between x and x + dx (n > 0). 
(3) p(2) (t) is the joint probability that at time t there are n customers in the queue excluding 
the one being provided the second optional service (n >_ 0). 
(4) P~) (t, x, y) dy is the joint probability that at time t there are n customers in the queue 
excluding the one being provided the first essential service, the elapsed service time for 
the customer under service is equal to x, and the server is being repaired with the elapsed 
repair time between y and y + dy (n > 0). 
(5) P~2)(t, y)dy is the joint probability that at time t there are n customers in the queue 
excluding the one being provided the second optional service, and the server is being 
repaired with the elapsed repair time between y and y + dy (n >> 0). 
Thus, at an arbitrary time, the state of the system can be characterized by the random variables 
N(t), X(t), and Y(t). By considering transitions of the process between time t and t + At and 
letting At ~ 0, we derive the system of forward equations for n = 0, 1, 2 , . . . ,  
(~+ h) Q(t)= 
+ ~ + ~1(~) + h + ~ p(~l(t, x) = 
[oo ] 
-~ + N + h + ~(y) R(2 )(t, x, y) = 
~0 +°° 
#2Po (2) (t) + (1 - r) Po (1) (t, X)#l (x) dx, (2.1) 
(t, x) + fo +~ R(~ ) (t, ~, y)~ (y) dy, (2.2) hp~(l__) 1 
hR()f~(t,~,y), (2.3) 
[ d 1 fo +~P(1)(t'x)#l(x)dx 
(2.4) 
+ -]0 +~ R(~2)(t, y)92(y) dy, 
[0o ] 
g~ + N + h + ~2(y) n(2)(t,y) = hn(~2)l(t,y). (2.5) 
REMARK 1. To interpret he above equations, we take (2.2) for an example. Suppose now that 
at the time t + At there are n customers in the queue excluding the one being provided the first 
essential service. The server is up and the time taken by the customer being served is x. This 
situation can only arise during (t, t + At) from the following states: 
• no change of state at all, with transition probability 1 - hat  - a lA t  - #(x)At; 
• from P~(~I (t, x -At )  by the arrival of a new customer which joins the queue, with transition 
probability hat ;  
• from R(~ 1) (t, x, At) by the completion of the repair of the server, with transition probability 
/31(y)At. 
Equating the probability of the corresponding transitions, transposing, and passing to the limit, 
equation (2.2) is obtained. 
These equations are to be solved subject o the following boundary conditions: 
P(1)(t,O) ( l - r )  p(1) l, . p(2) (2.6) n+lk~, X)/-tl(X ) dx -~ (t), n > 1, /~2 n+l -- 
f0 P(o~)(t,o) =(1 - r )  P}t)(t,~)~l(z)dz+.2P}2)(t)+.XQ(t), (2.7) 
R (1) (t, x, O) = alP 0) (t, x), (2.8) 
n(J) (t, 0) = ~P~(~)(t). (2.9) 
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REMARK 2. Equations (2.6)-(2.9) are obtained by considering when one of the supplementary 
variables tarts from zero. For example, we consider equation (2.6). For n > 0, this means that 
either a holding time in the first essential service terminates, the customer who has just finished 
the first essential service leaves the system with probabil ity 1 - r, and then a new customer takes 
over; or a holding time in the second service phase terminates and a new customer begins his 
first essential service. 
Equations (2.1)-(2.9) should be solved together with the normalizing equation 
Q(t) + E P(2)(t) + P(1)(t,x)dx + R(2)(t,y)dy 
n*~O 
and an initial condition Q(0) = 1, whereP(_l)(t,x) A O, p(2) ~ R(1) a ~(  _1(t)--O, _ l ( t ,x ,y )=O,R  t,y)AO 
for any fixed t, x, y. 
3. THE MODEL SOLUTIONS 
We define the following probabil ity generating function: P(ql)(t,x,z) x-~°° P(1)(÷ x)z ~. r -  Z -~n=0 .L r~ kv ,  
Similarly, P(2)(t, z), R~l)(t ,x,y,z) ,  and Rq(2) (t, y, z) are defined. We also define the Laplace 
transform of a function f(s) as f(s)  = f:oo e_Stf(t) dt. For notational convenience, we denote 
¢~(s,z) - - s+A-Az+ai -a i~ i (s+A-Az) ,  i = 1,2. 
THEOREM 3.1. The Laplaee-Stieltjes transforms and moment generating functions of the state 
probabilities are given by 
~(~) - 
P(~l ) (s ,z ,z )  = 
1 
s + A - Azs' 
[¢2(s, z) + ,5] [(s + A - Az)¢)(s) - 1] 
[b(¢1 (~, z)) - z] [¢5 (s, z) + ,2] - ~b(¢1 (~, z))¢5 (s, z) 
x exp{-¢ l ( s ,  z)x}(1 - Bl(x)), 
rb(¢l (S, z) ) 1(+ + A - A+)~)(+)- 11 L ] 
k J 
/~2) (s, y, z) = a2]S(2)(s, z )exp{- (s  + l - Az)y}(1 - G2(y)), 
/~1) (s, x, y, z) ---- a l /50)  (s, x, z) exp{- (s  + A - Az)y}(1 - G1 (y)), 
where zs is the root of the equation 
= ~(¢1(s ,~) )  - 
inside [z[ = 1, Re(s )  > 0. 
r¢~(s, x)~(¢l(s, x)) 
¢2(s, x) + ~2 
(3.1)  
The full proof of Theorem 3.1 is quite long but very standard, and we present it in the Appendix. 
COROLLARY 3.2. I f  the system is in steady state, then 
(1) the probability that the server is idle is Q = 1 - pi(1 + cgi//~i) - rp2(1 + O~2/~2); 
(2) the probability that the server is busy is P = Pl + rp2, 
(3) the probability that the server is under repair is R = Plal /~l q-rp20~2//~2; where Pl = A//zl, 
p2 = A/#2.  
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PROOF. The corresponding steady-state results can be obtained by applying the well-known 
Tauberian property, 
lira sf(s) = t~m f(t). (3.2) 8---~0 
Let P~(~, z) = p O)(~, ~) + p(2)(~, z) + ~S,)(~, z) + ~) (~,  z) denote the probability generating 
function of the number in the queue irrespective of the type of service being provided. From 
Theorem 3.1, we obtain 
Pq( s, z ) 
[T~2(s,z)b(~l(S,z))+(~2(s,Z)÷l-t2)(1--~}(~l(S,z)))] [Q(s) - I / (8÷A-Az)]  (3.3) 
('2(S, Z) ÷/12)[b(¢l(8, z))- z] --T¢2(8, z)b(¢I(S,Z)) 
Thus, multiplying both sides of equation (3.3) by s, taking limit as s ~ 0, applying prop- 
erty (3.2), and simplifying, we have 
Pq(z)= lims[~q(S,Z)= [r¢2(O,z)b(¢l(O,z))÷(¢2(O,z)÷#2)[1-[}(¢l(O,z)))jQr 1 (3.4) 
F / \1  
8--+0 (+2(0, ~) + ~2) L~,(¢,(o, z)) - z] - ,-¢~(o, ~)r,(¢,(o, z)) 
Letting z = 1 in equation (3.4) and applying L'H6pital's rule, we can obtain after simplifying 
that 
Pq(1) = iim Pq(z) = [-rA(1 + ~2/~2) - - #2A(1 + a l /~ I ) / f l ]Q  (3.5) 
Since Q ÷ Pq(1) = 1, we can get 
1 = -- rp2 1 ÷ , 
where p~(1 + al/~1) + rp2(1 + a2/~2) < 1 emerges out to be the stability condition. Note that 
P = lim l ims [/5q(1)(s, z)÷/5(2)(s, z)] , R = lim l ims [/~l)(s, z )+/~2)(s ,  z)] 
z--~l s--+O z~l  s--~O ' 
the stated formulas follow by direct calculations. II 
Theorem 3.1 can be used to derive various queueing characteristics of the system. We only give 
a theorem on this issue, and other results can be derived in a similar way to Madan [7] based on 
Theorem 3.1 and the following theorem. 
THEOREM 3.3. The Laplace-Stieltjes transform f  the moment generating functions 
oo 
E P{N(t) = n}z  n 
n=O 
is given by 
Pq(~, z) = 
,¢2(s, z?(¢l(s, z)) + (,~(s, z) + ~2) (1 - ~(¢1(s, z))) 
[ ,  1 1 x s÷A-Azs  s+A-Az  
PROOF. The result follows directly from Theorem 3.1 and equation (3.3). | 
REMARK 3. When al  = a2 = 0, our model becomes the M/G/1 queue with second optional 
service and the reliable server. In this case, the results obtained in this section reduce to the 
corresponding results in [7]. For example, Pq(z) in (3.4) becomes 
Pdz) 
b(A- Az)[(1- r)(A- Az) ÷ #2] - (A-  Az ÷ #2)z ' 
which agrees with [7, equation (34)]. 
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4. REL IAB IL ITY  ANALYS IS  
This section is concerned with the reliability indices of the queueing systems, that is, the system 
availability, failure frequency, mean time to failure, etc. 
Let A(t) be the system availability at time t, i.e., the probability the system working at time t 
(the server is either working on a customer or in an idle period). We then have the following 
theorem. 
THEOREM 4.1. The Laplace-Stieltjes transform of A(t) is given by 
2t(s) - 
1 
s + A - Azs 
(s/(s + A-- Azs)- 1 ) [ (1 -  b(¢I(S, 1)))(¢2(s, 1)+ #2)+r¢l(S,  1)b(d21(s, 1))] 
+ Lk  / J 
¢1(s, 1)[(¢2(s, 1)+ #2)@(¢1(s, 1))- 1)-r¢2(s,1)b(¢l(s, 1))] 
where z~ is the root of equation (3.1) inside Izl = 1, Re(s) > 0. 
PROOF. The result follows directly from Theorem 3.1, and the relationship .4(s) = ~)(s) + 
/~q(1) (S, 1) + ]5(2)(s, 1). | 
COROLLARY 4.2. The steady-state availability of the server is given by 
~2 A = 1 - P l  -~" - -  rp2 --=. 
#2 
Let Ml(t) and M2(t) be, respectively, the expected number of failures of the server in the 
first "essential" service and the second "optional" service up to time t, given that the system is 
initially empty and the server is idle. We have the following result. 
THEOREM 4.3. The Laplace-Stieltjes transforms of Ml(t) and M2(t) is given by 
~1(¢~(s, 1) + ~2)[s~)(s)-I I x [ 1 - ~(¢1(s, 1))] 
/lT/l(S) = @(¢1(s, 1))- 1)(¢2(s, 1)+ #2)-r¢2(s,1)b(¢l(s, 1)) "¢1--G~'1~ ' 
c~2rb(¢l(S,1)) [sQ(s)-  I] 
~h(s)  = 
@(¢1(s, 1)) - 1) (¢2(s, 1) + #2) - r¢2(s, 1)b(¢l(s, 1))" 
PROOF. By [12], we have/17/i(s) = ~n~=0 f :~  c~i/5(i)(s, x) dx = ajS(0 (s, 1), i = 1, 2. The result 
follows directly from Theorem 3.1. | 
Using this result and Corollary 3.2, the following is immediate. 
COROLLARY 4.4. The steady-state failure frequency of the server is given by Mf = ~1Pl +ra2p2. 
Denote by T the time to the first failure of the server, then the reliability function of the server 
is 
R(t) = P(~- > t). 
THEOREM 4.5. The Laplace transform dR( t )  is g/yen by 
1 
N(~)  - ~ + ~ - ~(~)  + 
r(8 -I- O~l)b(s + OL1) + (1 -- b(s + al)) (s + ~2 + #2) 
x 1 
s + ~ - Xco(s) 
(4.1) 
An M/G/1 Queue 1719 
where w(s) is the root of the equation 
z=~(s+),-,xz+ax) 1- sT~--x-~+a2+~2.1 (4.2) 
inside Izl = 1, Re(s)  > 0. 
PROOF. In order to find the reliability of the server, letting the failure states of the server be the 
absorbing state, then we obtain a new system. In the new system, we use the same notations as 
in the previous section, then we can get the following set of equations: 
~+A Q(t)=p2P(o2)( t )+(1-r ) j  ° #l(x)PO)(t,x)dx, (4.3) 
[oo ] 
~-~ + ~ + #t (x) + A + al Pn 0) (t, x) = AP(~I (t, x), (4.4) 
[ d ] _ r #l(x)p(X)(t,x)dx. (4.5) ~/-~+#2+)~+a2 P(2)(t)--AP(2)I(t)+ [+oo 
d0 
The boundary conditions are (2.6) and (2.7). Using exactly the same method as in the previous 
proof, we obtain 
1 (4.6) 
Q(s) - 8 + x - ~ , (s ) '  
[~2(s,z) + #2] [(s + A-  iz)O(s ) - 1] 
(s, z) x~ 
[~(~l(s, z)) - z] [~2(8, z) + .21 - r~(~l(s, z))~2(~, z) 
x exp{--~l(s, z)x}(1 - BI(X)), (4.7) 
,¢,(~,~(~, )) [(s + A - ~,z)O(~) - 1] 
z) L 
] (4.8) 
[k~(s ,  z)) - z] [~(~, ~) + .2] - 4 (~l (s ,  z ) )~(~,  z)' 
where w(s) is the root of the equation 
~(s + ~' -  ~':': + ~)  1 
inside Jr]-- 1, Re(s) > 0, and T~(s,z) = s+A-Az+ai  (i = 1,2). 
Since 
fo ÷* /)(s) =~)(s )+ lim P(ql)(s,x,z)dx+ lim _P(q2)(s,z), 
the result then follows from (4.6)-(4.8). | 
From Theorem 4.5, we obtain the following. 
COROLLARY 4.6. The mean time to the/~rst failure (MTTFF) o[ the server is given by 
MTTFF = Q(0) + (pl + ~p~) (4.9) 
PROOF. From (4.1) and the following equations: 
// MTTFF = R(t) dt = R*(s)l~=o , lim sC2(s) = Q, 
8--+0 
we obtain (4.9). | 
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EXAMPLE.  We present a simple numerical example to demonstrate the impact of failure rates ai 
(i = 1, 2) on some main performance measures of the system. We set ), = 0.75, r = 0.2,/~1 = 1.25, 
#2 = 1, 191 = 0.15, 192 = 0.1 and allow the failure rates ai (i = 1, 2) to change from 0 to 0.08. 
The numerical results are summarized in Table 1 in which the steady-state server availability A 
and failure frequency MI are calculated with the given data. Clearly, high value of a~ (i = 1, 2) 
results in low server availability and high failure frequency. 
Table 1. Influence of the reliability factor a l  and a2. (A = 0.75, r = 0.2, ,u,1 = 1.25, 
it2 = 1.) 
~1 o2 ~1 MS 
0 0 0 
0.05 0 
0.05 0.02 
0.05 0.04 
0.05 0.06 
0.05 0.08 
0 0.05 
0.02 0.05 
0,04 0.05 
0.06 0.05 
0.08 0.05 
0.15 
0.15 
0.15 
0.15 
0.15 
0.15 
0.15 
0.15 
0.15 
0.15 
0.03 
0.033 
0.036 
0.039 
0.042 
f12 A 
1 
0.1 0.8 
0.1 0.77 
0.1 0.74 
0.1 0.71 
0.1 0.68 
0.1 0.925 
0.1 0.845 
0.1 0.765 
0.1 0.685 
0.1 0.605 
0.1 0.52 
0.0075 
0.0195 
0.0315 
0.0435 
0.0555 
0.08 0.08 0.15 0.06 
5. CONCLUSION 
In this paper, we considered an M/G/1 queue with second service option and server break- 
downs. By using the supplementary variable method, we model the system as a Markov chain and 
obtain the transient as well as stationary queueing and reliability measures of interest. Finally, 
the numerical analysis clearly demonstrates the meaningful impact of the server breakdowns on 
the system's performance. 
Optional services can be considered as a complement to a set of primitives in operational 
queueing models given in [11], which concerns the behavior of the customers including abandon- 
ment, retrials, and returns. On the other hand, the phenomena of server breakdowns have a 
significant effect on the system's performance. Hence, the combination of these factors should 
be well understood and quantified. Ongoing research in this direction bears on the same model 
but with more than one server as well as on the generalization of the fault state formulation to 
queues with more general failure modes. 
APPENDIX  
PROOF OF THEOREM 3.1. Taking the Laplace transforms with respect o t for (2.1)-(2.5) yields 
(s + A)(~(s) - 1 = #2P(2)(s) + (1 - r) j~o +°° P(1)(s,x)#l(x) dx, (A.1) 
~-~0 Pn(1)(8 , X) -'~ (8 ~- ,~ -~- O~ 1 -~- tZl(x))Pn(1)(s,  x)  = ~pn(121(8, :~) 
(A.2) 
+ r]0+oo x, y)/91(y) dy, 
~y ~(1) iS  ' y) ~_ i8 _~ ~ .~_/91 (y))/~(1)(S,  y) --~ ~R(1.) l i  s, y) ,  (A .3)  x, x,  x, 
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(s + ~ + ~2 + ~2)P~ (  (s) = ~P~(221(~) + r P2)(~, x)~l(x) dx 
(A.4) 
+ r]0+oo ~1)(s, x, y)~2(~) dy, 
Oy n 
Similarly, taking the Laplace transform of the boundary condition (2.6)-(2.9), 
if0 +°~ - (2) /5(1) (s, 0) = (1 - r) P(~l (s, x)#l (x) dx +/,2P~+l(S), (A.6) 
(s, 0) ---- (1 -- r) ~+~ p}l)(8, X)~t 1 (X) dx -~ ,2Pl  (2) (8) -~ )~(~(s), (A.7) po( ) 
/~O) (s, x, 0) = a lp  (1) (s, x), (A.8) 
1~(2) (s, 0) = a2/5~ (2) (s). (A.9) 
We multiply equation (2) by suitable powers of z, sum over n, and use defined generating function 
in Section 3. After simplifying, we obtain 
Performing similar operations on equations (3)-(9), we get 
o~(~)  c~, x, y, ~) = -(~ + ~ - ~z + Zl (~))~)(~, ~, y, z), (A.11) 0y q x 
Z) y, y, 
(s + )~- ;~z +a2 + ~2)P(q2)(s,z) =r P(q~)(s,x,z)u~(x)dz 
(A.13) 
+ ~J0 +~ ~)(~,  ~, z)Z2(~) d~, 
zP(~)(s,O,z)=(1-r) P(1)(s,x,z)#~(x)dx+p2P(2)(s,z)+)~zQ(s) 
(A.14) 
-(1 - ~) rio ÷~ Po (1) (~, ~)~1 (x) dx - ,2Po (~) (~), 
[:t(~)(s, x, O, z) = a~P(~)(s, x, z), (A.15) 
/~(2) (s, 0, z) -- a2P~(~)(s, z). (A.16) 
From (1), we have 
-[#2_b(2)(s)+(l-r)fo+°°P(ol)(s,x)l~l(x)dx ] = 1 - (s + A)~)(s). (A.17) 
Using (17), equation (14) becomes 
zf~(1)(s,O,z)=l+(1-r) P(1)(s,x,z)#l(x)dx+#2P(2)(s,z)+(az-X-s)~)(s). (A.18) 
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Solving equations (11) and (12), we get 
~1~1) (S, X, y, Z) -~-- 21:~ 1) (8, X, O, Z)e--[s+A(1-z)]Y(1 -- ~1 (Y)), 
R~2)(s, y, z) : a2/5(2)(s, z)e-[~+'xO-~)]Y(1 - G2(y)). 
With the help of (19), i10) becomes 
~-X/sq (1) is, X, Z) = --(8 -t- O~ 1 -F ~1 (x) Jr- )~ -- /~Z)Pq (1) (S, X, Z) -F 0~1/sq (1) ( s, X, Z) 
this gives 
and furthermore, 
~0 +c~ X e-[S+x(1-z)]Y(1 -- Gl(y))j31(y) dy, 
/bq(1) (S, X, Z) : ]:)q(1)is , 0, Z) exp{--¢l (s , z)x}(1 - -  B(x)), 
jr0 +°~/50) (s, x, z)#l (x) dx =/5(1) (s, 0, z)b(¢l(s, z)). 
Using equations i16), (20), and (22), equation (13) becomes 
(~ + ~ - ~ + ~ + ~)P~(2)(s, z) 
fo = r/5 (1) (s, O, z)b[¢l (s, z)] + a:D(2)(s, z) e- [S+'X(1 -z ) ]Y (1  - -  G2(y))~2(y) dy 
= ?~pq(1)(8 , 0, z)b[¢l(8 , z)] ~- o~2Pq(2)(8 , z)g2i8 -[- ,~ - -  )~Z), 
and then we obtain 
pq(2)(s,z ) _ r{)((~1(8_Tz)) ~(1),  ~ z). 
¢:(s,z) +~2 ~ ts,., 
Integrating (21) with regard to x by parts, we get 
pq(1) (s, z) = pq(1)(s, 0, z) [ 1 -el(S, z)b(¢l (s,z)) 
Combining equations (15), (19), and (24), we get 
1 - b(¢1 (s, z))  1 - gl  (s + A - Az) 15(1 ) (s, O, z).  
(A.19) 
(A.2o) 
Similarly, we get 
(A.21) 
(A.22) 
(A.23) 
(A.2a) 
(A.25) 
rb(¢l(s, z)) 1 - ~2(s + A - Az)/~q(1) (8' 0, Z). (A.26) ~(2)(~'z) = ~¢~-~6,z~T~2 ~T£:Yz 
Finally, by virtue of (18), we have 
zP (1) (s, 0, z) = 1 + (1 - r )Pq (1) (8, 0, z)b[¢ 1 (8, z)] Av ]A2Pq (2) (s, z) + ()~z - )~ - 8)Q(8). 
Solving the above equation and (23), we obtain 
[¢2(s, z) + #2] [i s + A -  Az)(~(s)- 1] 
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Let /Sq (s, z) = pq(1)(8, z) -~- ]~q(2)(8, z) --~ ~1) (8 ,  z) -j- 1~2)(8, z) denote the probability generating 
function of the number in the queue irrespective of the type of service being provided. Then, 
adding equations (23)-(26), we have 
Pq(s,z) 
(A.28) 
z) z)) - z] - z)) 
If we let z = i in equation (28), we can easily verify that (~(s) +/Sa(s , 1) = 1/s as it should be. 
Further, by Rouche's theorem, the denominator of the right-hand side of (28) has one zero Zs 
inside the unit circle Izl = 1 for Re(s) > 0, and it is also the zero point for the numerator of (28). 
This is sufficient o determine the only unknown (~(s) appearing in the numerator 
0(8)  - i 
s + A - Azs '  
Therefore, Pq(S, z), ]Sq(~)(s, z), ]~)(s,  z) (i = 1,2) can be completely determined, and thus proves 
Theorem 3.1. 
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