Abstract. Based on a result of Hao Chen in 2006 we present a general procedure how to reduce the determination of the linear complexity of a sequence over a finite field Fq of period un to the determination of the linear complexities of u sequences over Fq of period n. We apply this procedure to some classes of periodic sequences over a finite field Fq obtaining efficient algorithms to determine the linear complexity.
Introduction
Let S = s 0 , s 1 , s 2 , · · · be a sequence with terms in the finite field F q of q elements. For a positive integer N , the sequence S is said to be N -periodic if s i+N = s i for all i ≥ 0. Since an N -periodic sequence is determined by the terms of one period, we can use the notation S N = (s 0 , s 1 , · · · , s N −1 ) ∞ to completely describe S. An N -periodic sequence over F q satisfies a linear recursion given by 
is called a characteristic polynomial of S. The linear complexity L(S) of the sequence S is the smallest order among all linear recursions for S, the corresponding characteristic polynomial is called the minimal polynomial of S.
The linear complexity of a periodic sequence is considered as a primary measure of its randomness and plays an important role in applications of the sequence in cryptography and communication. The generating polynomial corresponding to the N -periodic sequence S is defined as
It is well-known (see [5, Lemma 8.2.1] ) that then the minimal polynomial of S is (X N − 1)/ gcd(S(X), X N − 1), and the linear complexity L(S) of S is given by where deg(f (X)) is the degree of the polynomial f (X). The linear complexity of an N -periodic sequence S can be determined by the well-known Berlekamp-Massey algorithm [8] in O(N 2 ) elementary operations, where only 2L consecutive terms of the sequence are needed if L(S) = L. For various classes of period length N faster algorithms have been presented in the literature that determine the linear complexity of N -periodic sequences. Games and Chan [6] presented a fast algorithm to determine the linear complexity of a periodic binary sequence of period N = 2 v . Ding [3] generalized this algorithm to p v -periodic sequences over the finite field F p m for a prime p. Blackburn [1] presented a method for up v -periodic sequences over a finite field F p m , p prime, which can be seen as a generalization of both, the Games-Chan algorithm and the discrete Fourier transform (see [7, Sect. 6.8] , [16] ). In [19] a fast algorithm for q v -periodic sequences over F p for two primes p, q such that p is a primitive root modulo q 2 was introduced. In [18] this algorithm has been generalized to an algorithm for p w q v -periodic sequences over F p for two primes p, q such that p is a primitive root modulo q 2 . In [2] Chen showed how to reduce the calculation of the linear complexity of a un-periodic sequence over a finite field F p m to the calculation of the linear complexities of u sequences over F p m with period n under the condition that u|(p m − 1) and gcd(n, p m − 1) = 1. With a slight generalization of Chen's main theorem and using the concept of multisequences we are able to drop the condition that u|(p m − 1), i.e. we will show how to determine the linear complexity of un-periodic sequences over F p from the linear complexities of u sequences over F p with period n without the condition that u divides p − 1. This result can then be used to generate algorithms to determine the linear complexity of sequences over a finite field F p for several classes of period length. As examples we discuss the construction of algorithms for u2 v -periodic binary sequences, u odd, and uq v -periodic sequences over F p for two primes p, q such that p is a primitive root modulo q 2 . The algorithms for u2
v -periodic binary sequences improve the algorithms presented in [11] .
Reducing period un to period n
In this section we present the theoretical background for establishing procedures to determine the linear complexity of un-periodic sequences over a finite field F p when u and n are integers with gcd(u, p) = 1. We remark that p need not necessarily be a prime, but the case of sequences over prime fields -e.g. binary sequences -is most interesting in applications. We will use the following lemmas.
Lemma 2.1. ([11, Proposition 2]) Let S be a periodic sequence over the finite field F p m and suppose that all terms of S are in the subfield F p . If S satisfies a linear recurrence relation with coefficients in F p m and length L, then S also satisfies a linear recurrence relation of length at most L and coefficients exclusively in the subfield F p .
and b s , b t be two elements of an extension field F p m with the same minimal polynomial over
where the greatest common divisor is calculated in
Thus the automorphism σ of F p m over F p given by σ(z) = z p j maps b s to b t , and with the obvious extension of σ to the polynomial rings we have σ(f (X)) = f (X) and σ(1
The lemma follows then from the fact that
be the canonical factorization of 1 − X u into irreducibles over the finite field F p , and suppose that the order m of p modulo u, i.e. the smallest integer such that u|(p m − 1), satisfies gcd(n, p m − 1) = 1. Then F p m contains all u distinct uth roots of unity x 0 = 1, x 1 , . . . , x r−1 , x r , . . . x u−1 , where we suppose that x i is a root of g i for 1 ≤ i ≤ r − 1, and since gcd(n, p m − 1) = 1 we can find a unique b i ∈ F p m such that b n i = x i for all i = 0, 1, . . . , u − 1. We remark that also b i is a uth root of unity. The following proposition is a generalization of the main theorem in Chen [2] . The proof closely follows the proof in [2] . ∞ be a un-periodic sequence over the
∞ be the nperiodic sequence over F p m with kth term
The linear complexity L(S) of S is then given by
Proof. We can interpret the sequence S as a sequence over the extension field F p m and determine the linear complexity of S over F p m , which by Lemma 2.1 equals its linear complexity over F p . In order to obtain gcd(S(X), X un − 1), with S(X) = un−1 i=0 s i X i , we observe that with the above notations
where any two distinct polynomials among the u polynomials 1−X n , 1−(b
Then by equation (2) the linear complexity of S is given by
where in the last step we apply Lemma 2.2. First with gcd(S(X), 1 − X n ) = gcd(S (0) (X), 1 − X n ), where
where
which completes the proof.
Remark 2.4. If m = 1, then Proposition 2.3 reduces to the main theorem in [2] .
By the proof of Proposition 2.3 it is natural to construct the sequences S (i) , 0 ≤ i ≤ r − 1, using the nth roots b i of x i . The following proposition permits to construct the sequences S (i) directly with the roots x i of g i . This will be of particular advantage in the construction of algorithms for the linear complexity.
be the canonical factorization of 1−X u into irreducibles over the finite field F p , let x 0 = 1 and
, be a root of the polynomial g i , let m be the order of p modulo u, and let n be an integer such that gcd(n, p m −1) = 1. Then also the set {x
Proof. First we remark that gcd(n, p m − 1) = 1 implies that x i and x By Proposition 2.5 choosing a set {x 0 , x 1 , . . . , x r−1 } of solutions of the polynomials X − 1, g 1 , . . . , g r−1 and choosing a set of nth roots of solutions of the polynomials X − 1, g 1 , . . . , g r−1 is equivalent. The subsequent theorem is an immediate consequence.
Theorem 2.6. Suppose p, u, n, m, g 1 , . . . , g r−1 , x 0 , . . . , x r−1 are given as above, and let d 0 = 1 and
∞ be a un-periodic sequence over the finite field
Example 2.7. Let S be the 63-periodic binary sequence with generating poly-
Straightforwardly one obtains the all zero sequence for S (0) , thus deg(gcd(S (0) , X 9 − 1)) = 9. If α := x 1 is a root of g 1 , then α + 1 := x 2 is a root of g 2 . The generating polynomials of S (1) and S (2) are
An obvious drawback in the application of Theorem 2.6 is that the calculations have to be shifted into a (probably large) extension field of F p . Following the ideas in [11] we may overcome this disadvantage by considering multisequences.
Consider m periodic sequences S 1 , S 2 , . . . , S m over a finite field F p and assume w.l.o.g. that they have common period N . The joint linear complexity L(S 1 , S 2 , . . . , S m ) of S 1 , S 2 , . . . , S m is the least order of a linear recurrence relation with coefficients in F p that S 1 , S 2 , . . . , S m satisfy simultaneously. Similarly the joint minimal polynomial of S 1 , S 2 , . . . , S m is the unique monic polynomial of minimal degree which is a characteristic polynomial of S 1 , S 2 , . . . , S m simultaneously. Clearly, if f 1 (X), f 2 (X), . . . , f m (X) are the minimal polynomials of the sequences S 1 , S 2 , . . . , S m , respectively, then the joint minimal polynomial f (X) of S 1 , S 2 , . . . , S m is given by
Since the F p -linear spaces F m p and F p m are isomorphic, an m-fold multisequence can also be identified with a single sequence S having its terms in the extension field F p m . If s (r) k ∈ F p denotes the kth term of the rth sequence S r , 1 ≤ r ≤ m, and {β 1 , β 2 , . . . , β m } is a basis of F p m over F p , then the kth term of S is given by
k . In this interpretation we call S r the component sequence of S to the basis element β r .
The joint linear complexity of m N -periodic sequences over F p can also be interpreted as the F p -linear complexity of the corresponding N -periodic sequence S over F p m , which is the least order of a linear recurrence relation with coefficients in F p that S satisfies (cf. [5, pp. 27 ], [4, pp. 83-85] ). In some cases the conventional linear complexity of S is significantly smaller than the F p -linear complexity of S. For a comparison of conventional linear complexity and F p -linear complexity of sequences over F p m we refer to [10, 13, 14] . The next proposition [12, Proposition 2] provides a condition when we have always equality.
v n with c = char(F p ), v ≥ 0, and gcd(n, p) = 1, and let l be the multiplicative order of p in Z * n , the reduced residue class group modulo n. Then the F p -linear complexity and the conventional linear complexity of any N -periodic sequence S with terms in F p m are the same if and only if gcd(l, m) = 1.
We will now use the concept of multisequences to show how to determine the linear complexity of a un-periodic sequence over F p from the linear complexities of u sequences over F p of period n. Differently to the result of Hao Chen [2] the condition that u|(p−1) is not needed. The theorem will then be utilized to construct efficient procedures for determining the linear complexity.
For a given basis (i) to the basis element β j . The linear complexity L(S) of S is then given by
Proof. By Theorem 2.6 the linear complexity of S is given by
where the sequences S (i) , 0 ≤ i ≤ r − 1, are determined as in equation (5). Since we suppose that gcd(l, m) = 1 by Proposition 2.8 we know that for 0 ≤ i ≤ r − 1 the For the 63-periodic binary sequence in Example 2.7 equation (6) gives 54 whereas the linear complexity is 48. The reason behind is the fact that gcd(X 9 − 1, S (2) (X)) over the finite field F 8 has degree 2 and thus the sequences S (2) over F 8 has linear complexity 7. Over the finite field F 2 the polynomials X 9 − 1 and S (2) (X) are relatively prime and thus the F 2 -linear complexity, i.e. the joint linear complexity of the corresponding component sequences is 9.
Construction of linear complexity algorithms
In this section we will show how to utilize Theorem 2.9 to establish efficient algorithms for determining the linear complexity. In the first subsection we will discuss how to set up component sequences for a given integer u. The construction of algorithms will be presented in the second subsection.
3.1. Obtaining the component sequences. In order to be able to apply Theorem 2.9 we need a procedure to find the component sequences S
given the sequence S. As we will see, the procedure only depends on u (and the field) and not on n, but for every u the set of component sequences looks different. Therefore the procedure has to be performed once for every u. We describe the procedure at the cases u = 3, 5 for binary sequences and u = 13 for ternary sequences. At first we have to fix some notations where we restrict ourselves to the case that F p is a prime field. The general case is analogous.
Let S = (s 0 , s 1 , . . . , s un−1 ) ∞ be a un-periodic sequence over the prime field F p , then we define the n-periodic sequence T = (t 0 , t 1 , . . . , t n−1 ) ∞ by
For a divisor d of u and a set Ω = {Ω 1 , . . . , Ω p−1 } of distinct subsets of {0, 1, . . . , d− 1} (some of the subsets may be the empty set), we define the un-periodic sequence S
We then define the n-periodic p-ary sequence T
3n-periodic binary sequences: With the notation above we have m = 2, g 1 = X 2 + X + 1, x 0 = 1 and x 1 = α is a root of g 1 . As basis of F 4 over F 2 we may take the set {β 1 = 1 = x 0 , β 2 = α = x 1 }. Since d 0 = 1 and x 0 = 1, the sequence S (0) defined as in Theorem 2.3 is binary, and precisely the n-periodic binary sequence T described in (7) (in the notation of Theorem 2.9 the sequence T is also the component sequence S (1) has terms in F 4 . In order to identify the component sequences of S (1) to the basis elements 1 and α we observe that
. Consequently the terms s k of S with k ≡ 1 mod 3 do not contribute to the component sequence of S (1) to the basis element 1, and the terms s k with k ≡ 0 mod 3 do not contribute to the component sequence of S (1) to the basis element α. Therefore we obtain the sequences T Ω(1) and T Ω(α) with Ω(1) = {{0, 2}} and Ω(α) = {{1, 2}} for the component sequences of S (1) to the basis elements 1 and α, respectively.
7n-periodic binary sequences: In this case m = 3,
, and the set {1, α, α 2 }, where α is a root of g 1 is a basis of F 8 over F 2 . We can choose the roots α of g 1 and α 3 = α + 1 of g 2 for x 1 and x 2 , respectively, both having multiplicative order 7. With x 0 = 1 we obtain the sequence T as before with equation (7). Since x
of S (1) to the basis elements 1, α, α 2 are described by the sets
with Ω (2) (1) = {{0, 1, 2, 4}}, Ω (2) (α) = {{1, 4, 5, 6}} and Ω (2) (α 2 ) = {{2, 3, 4, 6}}
for the component sequences of S (2) to the basis elements 1, α and α 2 , respectively.
13n-periodic ternary sequences: In this case m = 3 and
with Ω (1) (1) = {{0, 3, 5, 6, 7, 11}, {8, 9, 12}},
for the component sequences of S (1) to the basis elements 1, α and α 2 , respectively. Similarly the component sequences of S (2) are determined by the sets 3.2. Determining the linear complexity. Theorem 2.9 shows how to redcuce the determination of the linear complexity of a un-periodic sequence over a finite field F p to the determination of the linear complexities of u sequences over F p with period n. In principal n, u can be any integers satisfying the conditions of Theorem 2.9. For some classes of period length n, linear complexity algorithms are known that are much faster than the Berlekamp-Massey algorithm that works for arbitrary period lengths. In this section we point out how to obtain algorithms for determining the linear complexity by combining Theorem 2.9 with the Games-Chan algorithm [6] , and with the algorithm by Xiao et al. in [19] . v -periodic binary sequences: It is obvious that for any odd u and n = 2 v , v ≥ 1, the conditions of Theorem 2.9 are satisfied. As observed in [11, Proposition 4 ] the joint linear complexity L(S 1 , S 2 , . . . , S m ) of m parallel 2 v -periodic binary sequences S 1 , S 2 , . . . , S m is given by max(L(S 1 ), L(S 2 ), . . . , L(S m )). Therefore with Theorem 2.9 we obtain the following corollary. 
and for a given basis {β 1 , β 2 , . . . ,
Example u = 3: Using Corollary 3.1 and the result on component sequences in Section 3.1, with the notation introduced above we obtain
{{1,2}} )) for the linear complexity L(S) of a 3 · 2 v -periodic binary sequence S. Thus the determination of the linear complexity of S is reduced to applying the GamesChan algorithm to u = 3 easy to generate 2 v -periodic binary sequences.
Example u = 7: With Corollary 3.1 and our results on component sequences in Section 3.1, the linear complexity L(S) of a 7 · 2 v -periodic binary sequence S can be determined as
{{2,4,5,6}} )) +3 max(L(T [7] {{0,1,2,4}} ), L(T [7] {{1,4,5,6}} ), L(T [5] {{2,3,4,6}} )) by applying the Games-Chan algorithm to u = 7 easy to generate 2 v -periodic binary sequences.
Example u = 5: With the same arguments and notations as before, the linear complexity L(S) of a 5 · 2 v -periodic binary sequence S is given by
{{1,2,3,4}} )).
Remark 3.2. Our results improve the algorithms in [11] where the linear complexity of 3 · 2 v -periodic binary sequences is determined from four 2 v -periodic binary sequences, the linear complexity of 5 · 2 v -periodic binary sequences is determined from ten 2 v -periodic binary sequences, and the linear complexity of 7 · 2 v -periodic binary sequences is determined from nine 2 v -periodic binary sequences.
uq v -periodic sequences over F p : For a prime p let Q p be the set of all odd primes q for which p is a primitive root modulo q 2 (and thus p is a primitive root modulo q n for all n ≥ 1). Then the factorization of X q v − 1 in F p [X] into irreducible polynomials is given by (see [15, 19] )
where Φ q n is the q n th cyclotomic polynomial. The minimal polynomial of a q vperiodic sequence S over F p is then of the form (cf. [5, Lemma 8 
and thus the linear complexity of S is of the form (see also [9] )
Note that the value of L(S) uniquely determines the minimal polynomial, i.e. the subset R of {1, 2, . . . , v} and , as the sequence of integers 1, p, p 2 , . . . , p v−1 is superincreasing. From the above considerations and equations (4), (8) and (9), the joint linear complexity of an m-fold q v -periodic multisequence (S 1 , S 2 , . . . , S m ) over F p can easily be obtained from the linear complexities of the sequences S 1 , S 2 , . . . , S m (see also [17] ): Let S = (S 1 , S 2 , · · · , S m ) be an m-fold q v -periodic multisequence over F p , where q ∈ Q p . Suppose that the linear complexity of
Then the joint linear complexity of S 1 , S 2 , · · · , S m is given by
where = max( 1 , . . . , m ) and R = m i=1 R i . With Theorem 2.9 we then obtain the following corollary by which we can reduce the determination of the linear complexity of uq v -periodic sequences over F p , q ∈ Q p , to the application of the algorithm in [19] to u sequences over F p of period q v . We note that the conditions gcd(n, p m − 1) = 1 and gcd(l, m) = 1 in Theorem 2.9 in this case reduce to gcd(q, p m − 1) = 1 and gcd(q(q − 1), m) = 1.
Corollary 3.3. For an integer u relatively prime to p let m be the order of
and let x 0 = 1 and x i , 1 ≤ i ≤ r − 1, be roots of the polynomials g i , 1 ≤ i ≤ r − 1, respectively. Suppose that q ∈ Q p , gcd(q, p m − 1) = 1 and gcd(q(q − 1), m) = 1.
and for a given basis {β 1 , β 2 , . . . , β di } of F p d i over F p let T 
Final remarks
In this paper we showed how to reduce the calculation of the linear complexity of a un-periodic sequence over a finite field F p to the calculation of the linear complexities of u sequences over F p of period n, under the conditions that (i) gcd(p m − 1, n) = 1 if m is the order of p modulo u, (ii) gcd(l, m) = 1 if l is the order of p modulo n 1 , where n = c k n 1 , c = char(F p ), k ≥ 0, gcd(p, n 1 ) = 1. As fast algorithms for the linear complexity are known for several period lengths, our result can be used to construct fast algorithms for the linear complexity for further classes of period length. We note that as in our procedure we determine the linear complexity of a un-periodic sequence by applying u times an algorithm for the linear complexity of an n-periodic sequence, the performance of the procedure depends on the performance of the algorithm for n-periodic sequences. We explicitly described the construction of algorithms for binary u2 v -periodic sequences, u odd, and uq v -periodic sequences over F p where p and q are primes such that q ∈ Q p . In both cases each of the algorithms work for a fixed constant u and variable v, by u times applying the known algorithms for binary 2 v -periodic sequences and q v -periodic sequences over F p , respectively. As these algorithms evaluate the linear complexity in O(n) operations, where n = 2 v and n = q v , respectively, so do our procedures. Combining our results with the algorithm in [3] yields in the same way efficient algorithms for sequences over F p with period up v , gcd(u, p) = 1. With the algorithm in [18] for p-ary sequences of period p w q v , v ≥ 1, w ≥ 0, q ∈ Q p , one obtains efficient algorithms for p-ary sequences with period up w q v , v ≥ 1, w ≥ 0, q ∈ Q p , gcd(p m − 1, q) = 1, gcd(m, q(q − 1)) = 1, where m is the order of p modulo u. Some possible choices for p and u are then for instance p = 2, u = 7; p = 3, u = 2, 11, 13, 22, . . .; p = 5, u = 2, 4, 11, . . .; or p = 7, u = 2, 3, 6, 9, 18, 19, . . ..
