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Human microRNAMiRNAs play an essential role in the networks of gene regulation by inhibiting the translation of target
mRNAs. Several computational approaches have been proposed for the prediction of miRNA target-genes.
Reports reveal a large fraction of under-predicted or falsely predicted target genes. Thus, there is an imperative
need to develop a computational method by which the target mRNAs of existing miRNAs can be correctly
identiﬁed. In this study, combined pattern recognition neural network (PRNN) and principle component analysis
(PCA) architecture has been proposed in order tomodel the complicated relationship betweenmiRNAs and their
target mRNAs in humans. The results of several types of intelligent classiﬁers and our proposed model were
compared, showing that our algorithm outperformed them with higher sensitivity and speciﬁcity. Using the
recent release of the mirBase database to ﬁnd potential targets of miRNAs, this model incorporated twelve
structural, thermodynamic and positional features of miRNA:mRNA binding sites to select target candidates.
© 2012 Elsevier Inc. All rights reserved.1. Introduction
MicroRNAs (miRNAs) are a class of small, non-coding regulatory
RNAs that are important in post-transcriptional gene silencing [1].
They mostly regulate gene expression by binding to 3′ un-translated
region (UTR) of their target mRNAs for translational repression and
play vital roles in many biological processes including cell prolifera-
tion, cell death, hematopoiesis, and oncogenesis. So, they can help
researchers in ﬁnding out the real causes of diseases like lymphoma,
leukemia, cancers and many cardiac problems where miRNA:mRNA
pairing is found to play crucial role [2,3].
In the canonical pathway of miRNAs biogenesis, mature miRNAs
arise from long primary miRNA (pri-miRNA) transcripts that are tran-
scribed from non-protein-coding genes in the nucleus. The pri-miRNAs
are then cleaved by the RNase III enzyme, Drosha [1,4], to liberate ~70
nucleotide (nt) precursor miRNAs (pre-mRNAs), which are subsequent-
ly transported into the cytoplasm by exportin-5, a Ran-GTP-dependent
nuclear export factor. In the cytoplasm, the pre-miRNAs are processed
by RNase III-like nuclease Dicer [1] to generate ~21 to 22 nucleotide
duplexes. The functional mature miRNA strand is then selectively incor-
porated into RISC [5,6] effectors complex to regulate speciﬁc target
mRNAs [7].moTarget/.
-Nejad).
rights reserved.In general, plant miRNAs exhibit perfect or nearly perfect base
pairing with the target but in the case of animals, the pairing is rather
imperfect. This makes the microRNA target identiﬁcation more com-
plex in animals as compared to that of the plants [8,9]. Experimental
evidences show that the target needs enough complementarities base
pairs at either the 3′ end or the 5′ end of the miRNA for its binding.
The complementarities of miRNA in the so called seed region are
considered very important. The seed is a consecutive stretch of six to
eight nucleotides at 5′ end, starting at the position 2. Based on these
complementarities ofmiRNA:target duplex, the target sites can be divid-
ed into three main classes [10], which are 5′ dominant seed site targets
(5′ seed-only), the 5′ dominant canonical seed site targets (5′ dominant)
and ﬁnally, the 3′ complementary seed site targets (3′ canonical). The 5′
dominant canonical targets possess high complementarities at the 5′ end
and a few complementary pairs at 3′ end. The 5′ dominant seed-only
targets possess high complementarities at the 5′ end (of the miRNA)
and only very few or no complementary base pairs at the 3′ end
[11–13]. The seed-only sites have a perfect base pairing to the seed por-
tion of 5′ end of the miRNA and limited base pairing at the 3′ end of the
miRNA. The 3′ complimentary targets have high complementarities at
their 3′ end and insufﬁcient pairings at the 5′ end. The 3′ complementary
sites have an extensive base pairing at the 3′ end of the miRNA that
compensate for imperfection or a shorter stretch of base pairing to a
seed portion of the miRNA [14]. A genome-wide statistical analysis
shows that on average, onemiRNAhas approximately 100 evolutionarily
conserved target sites, indicating thatmiRNAs regulate a large fraction of
protein-coding genes. The three different types of targets are shown in
Fig. 1 [15].
Fig. 1. Types of targets. Top lines are targets and bottom lines aremiRNAs. (A) 5′ dominant
canonical seed site (B) 5′ dominant seed-only site (C) 3′ complementary seed site.
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Anumber of computational tools are available for the identiﬁcation of
animal and plant miRNA targets. Most of these approaches are based on
evolutionary conservation and the presence of miRNA target sites at the
3′UTRs of target mRNAs and their relatively better complementarities to
5′ end of miRNAs. At the initial stages of microRNA target identiﬁcation,
researchers have used perfect or near-perfect complementarities to pre-
dict miRNA targets in plants. Tools like TargetAlign [16], miRCheck [13],
ﬁndmiRNA [14], PatScan [6] and mirU [17] are used for the rapid predic-
tion of miRNA targets in plants where perfect complementarities of
miRNA and mRNA make the task easier. Though, the targets for plant
miRNAs can be identiﬁed on a genome-wide scale by searching for the
ones that require a high degree of sequence complementarities, this can-
not be used to ﬁnd out the targets of animalmiRNAs. The animalmiRNAs
pair imperfectly or near-perfectly with their targets and act to control
translation. The systematic analysis of the complete miRNA complement
has conﬁrmed the absence of targets with perfect or near-perfect se-
quence complementarities as well. So, target prediction in the animal
transcriptomes needs more complex algorithms due to the imperfect
complementarities of miRNA:mRNA pairs.
PicTar [18–20] predicts the miRNA targets in Drosophila and other
species based on the complementarities between miRNA and 3′ UTR
of mRNA sequence. PicTar uses techniques like seed match, free ener-
gy calculation and species conservation. Surprisingly, its false positive
rate has been estimated to be 30%.
TargetScan [21] is a tool, used to predict miRNAs, which bind to 3′
UTRs of vertebrate transcriptomes. TargetScan could predict more
than 451 human microRNA targets. TargetScanS [8], a modiﬁed ver-
sion of TargetScan, omits multiple sites in each target and further ﬁl-
ters the targets using thermodynamic stability criterion. Using this
modiﬁed method, more than 5300 human genes were predicted as
the possible targets of miRNAs [8]. The false positive rate varies be-
tween 22 and 31%. There have been efforts to improve TargetScan
performance by modifying its algorithm and developing new features
[22–24]. For example, Friedman et al. [23] extended TargetScan so
that it incorporates new genomes and more completely controls for
background conservation.
MiRanda [25–27], a target prediction tool, relies on the evolution-
ary relationships between miRNAs and their targets. This tool focuses
on the sequence matching of miRNA:mRNA pairs, by estimating the
energy of physical interaction. MiRanda was initially developed forpredicting miRNA targets in Drosophila [26] and was later extended to
ﬁndmiRNA targets in mammals (human, mouse and rat) and Zebraﬁsh
[25]. The miRanda algorithm works by scanning for miRNA comple-
mentary pairs in the 3′ UTR of a mRNA. Using this software, a large
number of targets were identiﬁed including protein-coding genes in
Homo sapiensWith the false positive rate of about 24%.
The DIANA-microT [28] is a method based on the rules of single
miRNA:mRNApairing. It predicts targets, which contain a single comple-
mentary site based on the binding energies. MiTarget algorithm [29]
combines thermodynamics based processing of the interactions be-
tween RNA:RNA duplex with the sequence analysis to predict miRNA
targets. RNAhybrid is another computer program for predicting miRNA
targets based on the complementarities between miRNA and 3′ UTR of
coding sequence. This programwas used to predict targets in Drosophila
[9].
MovingTarget [30] is a program used to detect miRNA targets sat-
isfying a set of biological constraints. By using this program, more
than 83 potential targets were predicted in Drosophila. MicroTar
[31] is a program used to detect target sites in Caenorhabditis elegans,
Drosophila and mouse with the help of target complementarities and
thermodynamic data. This algorithm uses predicted free energies of
the unbound mRNA and putative miRNA:mRNA hetero dimers, im-
plicitly addressing the accessibility of the mRNA 3′ UTR. This software
is able to predict both conserved and non-conserved targets.
MiREE [32] is an ensemble of two parts. The ﬁrst module leverages
upon a genetic algorithmic approach to generate a set of candidate
sites on the basis of their microRNA–mRNA duplex stability proper-
ties. Then, a support vector machine (SVM) learning module evalu-
ates the impact of microRNA recognition elements on the target
gene. MiREE has an accuracy of 86% considering all the species and
about 93% on human data.
MTar [15] is an ANN-based architecture, which groups miRNAs
into 3 different categories and then tries to identify their targets. It
has been reported to have 94.5% sensitivity and 90.5% speciﬁcity for
human transcriptome. MTar is the closest algorithm to our proposed
model because it is based on the artiﬁcial intelligence and has been
designed especially for human. The parameter selection and the model,
however, are different in homoTarget. The differences are discussed in
the following section.
2. Results and discussion
During the present study, a modiﬁed artiﬁcial neural network
(ANN) was chosen to predict miRNA targets. ANNs are powerful clas-
siﬁers due to their ability to cope with complex data and their poten-
tial for modeling data of high non-linearity [33,34]. We used a pattern
recognition neural network (PRNN), which is basically a feed forward
multilayer perceptron (MLP) used for the classiﬁcation of target sites.
MTar uses MLP in its general form which is not optimized for classiﬁ-
cation applications. In order to feed the neural network, we extracted
structural characteristics of the miRNA–mRNA duplex. We also esti-
mated the accessibility of target site by means of its minimum free
energy. These features, listed in Table 1, form a 12 dimensional vector,
which is fed into the input layer. The target vector is set either to [1 0],
if the output pattern is true, and [0 1], if the output pattern is false.
Hence, there are two neurons in the output layer. The best number
of units in the hidden layer was found to be fourteen, by trial and
error method. In PRNN, a sigmoid transfer function is used as the ac-
tivation function of both hidden and output layers. Scaled conjugate
gradient back-propagation algorithm was also incorporated in the
present experiment to train the network. This algorithm is based on
conjugate directions [35].
In order to assess how the results of our model will generalize to
an independent data set, we used stratiﬁed 10-fold cross-validation
[36]. So, the dataset was divided into ten subsets. In each run, one
subset was kept out to test and the others were used to train the
Table 1
Parameters used for miRNA target prediction.
No Parameter Parameter description
1 Total score Obtained by the sum of pair scores. Match +5, G:U +1,
Mismatch −3, Gap −1
2 Seed score Obtained by the sum of pair scores in the seed region
3 WC pairs Number of WC pairs in the duplex
4 Wobble pairs Number of wobble pairs in the duplex
5 Mismatches Number of mismatches in duplex
6 Number-bulges Number of bulges in the duplex
7 A proportion Proportion of “A” in the duplex
8 C proportion Proportion of “C” in the duplex
9 G proportion Proportion of “G” in the duplex
10 U proportion Proportion of “U” in the duplex
11 A:U proportion Proportion of A:U matches in the duplex
12 Minimum free
energy
Calculated using RNAfold for a duplex formed by the miRNA
and its target. RNAfold is the part of Vienna RNA package
[39]
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sets as a validation subset on each run. This subset was used to stop
the training process once the model had reached the performance
conditions like optimal error value thus preventing over-ﬁtting.
PCA [37] is a mathematical procedure that uses an orthogonal
transformation to convert a set of observations of possibly correlated
variables into a set of values of uncorrelated variables called principal
components. We investigated the role of PCA as a feature selection
method to simultaneously decrease the complexity and increase the
performance of homoTarget. We showed that PRNN model can per-
form even better while using PCA. The best results were achieved
by selecting the ﬁrst 8, out of 12, features of PCA. Fig. 2 illustrates
the Mathew correlation coefﬁcient (MCC) of PRNN with the n ﬁrst
PCA features where n is 1, …, up to 12. MCC takes into account the
true and false positives and negatives and is generally regarded as a
balanced measure that can be used even if the classes are of very dif-
ferent sizes [38]. A 10-fold cross-validation was utilized to conduct
these tests, so the average and standard deviation of MCC for these
tests are available and shown in Fig. 2. The use of PCA has not only in-
creased the average MCC of PRNN but also decreased the standard
variation of the present results.
A comparison of our proposed model and other intelligent classi-
ﬁers can be found in Fig. 3. Four groups of intelligent classiﬁers
(ANN, SVM, KNN and classiﬁcation trees) were involved in this exper-
iment. Each test was validated using 10-fold cross-validation and the
average MCC was used as a measure to assess their performance. WeFig. 2. Performance of homoTarget with respect to the selected features. The Mathew correla
is the MCC of PRNN without using PCA.have investigated the performance of different models and analyzed
the role of free parameters for each model as well. In Fig. 3, only the
best result of each model has been shown. The details can be found
in the supplementary materials. Multi-layer perceptron neural net-
works, due to their powerful ability to model the nonlinearity,
outperformed other methods. The average MCC of PRNN and feed-
forward neural network (FFNN) are so close but PRNN was ﬁnally in-
troduced as the best model for it has lower mean square error (see
supplementary material).
Extensive evaluation of homoTarget architecture was carried out
using human genome. We could computationally predict about 1000
human 3′ UTRs for the miRNAs of mirBase (Release 17). For evaluation,
the miRNA test data were downloaded from miRBase registry and the
mRNA sequences from PACdb [39]. The number of predicted targets
seems to be quite low. ThemirBase contains almost 1500 experimental-
ly veriﬁed human miRNAs. Therefore, less than one target was identi-
ﬁed per miRNA. In order to obtain more targets, one could soften the
constraints as the developed software allows in cost of lower speciﬁcity.
This always has been a challenging issue in miRNA target prediction.
Considering additional constraints like conservation or coarsening the
current constraints, on the one hand, reduces the solution space and
makes the model more speciﬁc. On the other hand, it increases the
sensitivity and we might miss some true target sites. In order to ﬁnd a
balance between speciﬁcity and sensitivity, one can adjust the parame-
ters of the model. It is recommended to start with coarser constraints
and gradually relax them till you have the desired number of results.
We have analyzed the performance of homoTarget using receiver
operator characteristic (ROC) curve, which is shown in Fig. 4. ROC is a
plot of the true positive rate (sensitivity) against the false positive
rate (1-speciﬁcity) for the different possible cut-offs of a diagnostic
test [40].
Because of lacking a standard dataset, researchers have tested their
methods on different datasets. These methods also differ according to
the species for which they are designed. Fig. 5 compares the speciﬁcity
of some previous miRNA target prediction methods to that of ours. We
tried to lower that chance of over training by using cross-validation.
As a conclusion, the present method has demonstrated compara-
tively better results. We underwent several steps of the present model
starting from the collection of datasets and heading towards the extrac-
tion of thermodynamic features and the training of classiﬁer, which
have proven the present study to be comparatively more reliable. The
interface of the present model provides the users with the ability to
set a large number of parameters that can make trade-offs in different
experimental frameworks. Different integrations of the classiﬁers andtion coefﬁcient (MCC) of PRNN with the N ﬁrst PCA features. The w.o. column on X-axis
Fig. 3. Performance of homoTarget using different models. The average and standard deviation MCC of different intelligent classiﬁers was calculated. PRNN and FFNN perform pretty
the same, but MSE of PRNN was much better (see the supplementary material) than that of the FFNN.
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analysis and their comparison was carried out with the help of MCC
approach. The present model can be re-used with the help of scaling
the suggested solution and enhancing the number of approved and
available target sites or by discovering new and effective parameters.
3. Materials and methods
3.1. Training set
Experimentally veriﬁed microRNAs and their targets are required
for the preparation of datasets. In the data collection step, we exclud-
ed the sequences that were not veriﬁed by wet lab experiments in
order to ensure the quality of the training data. We also excluded all
the targets whose exact binding site could not be veriﬁed accurately.Fig. 4. ROC curve of homoTarget. The rectangles denote the performance of other tools;
MiTarget (Black mark), Miranda (Green mark) and Target-Scan (Red mark). The Y-axis
represents the true positive rate (sensitivity) and X-axis shows the false positive rate
(1—speciﬁcity).Moreover, the target sequences were checked to match their corre-
sponding references in NCBI gene database.
The miRNA sequences were downloaded from miRBase [41] data-
base. There are 1424 reported humanmicroRNA entries in themiRBase
registry (Release 17). The experimentally veriﬁed human microRNA
targets were downloaded from Tarbase [10] and miRecords [42] regis-
tries. After ﬁltering the target sites from these sources, the combined
dataset consisted of 112 positive human records.
Randomly generated negative examples were not included in the
training set, as such sequences are often found to interact with miRNAs
due to their low signal to noise ratios as it is evident fromprevious stud-
ies [21,28,43]. Deletion of target positions on the target miRNA se-
quence can give a large number of negative examples. The use of such
strategies has also its own consideration. First, a miRNA may target a
mRNA at different sites, so there is no way to make sure that the
miRNA will not bind to the remaining part of the mRNA unless it is
proved in wet lab. Secondly, aligning a miRNA to a mRNA might pro-
duce various potential targets but not all of them are representative as
additional rules are required to ﬁlter them. For example, researchers
in Ref. [15] collected the alignments with more than a 4-mer match at
their seed part.
Here, we propose a novel protocol to generate negative records.
There are some validated negative records on Tarbase, which solves
the ﬁrst problem. We used miRanda to align those pairs together.
Considering the fact that miRanda uses several restrictive rules for
the alignments, the results of this algorithmwould be more represen-
tative, which solves the second problem. Alignments of sequences in
the training datasets were thoroughly checked in order to avoid
ambiguities. The training set consisted of 425 examples with 112
positives and 313 negatives.
3.2. Parameter selection
Analyses of experimentally veriﬁed miRNA target sites give a num-
ber of features [28,43–48]. For example, the importance of base pairing
between miRNAs and their targets was suspected according to the
observation that the “target site” of the lin-14 UTR is complementary
to the 5′ region of the lin-4 miRNA [7,49]. Saito and his colleague divid-
ed themiRNA target features into six categories, miRNA:mRNA pairing,
site location, conservation, site accessibility, multiple sites and expres-
sion proﬁle [50]. In order to make a balance between sensitivity and
speciﬁcity of themodel, onemight choose only a subset of these catego-
ries to include. For example, applying a ﬁlter that requires predicted
target sites to be conserved can decrease the false-positive rate, but
such a ﬁlter is effective only for conserved miRNAs. In homoTarget,
Fig. 5. Comparison of the speciﬁcity of homoTarget with that of other models. homoTarget has proved to be better than MTar which is the closest method to homoTarget based on
the algorithm and the dataset.
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select 12 most relevant features, which have been stated in Table 1.
These features are classiﬁed into three classes: structural, thermody-
namic and positional. The features and their value calculation are
given in Table 1. All features range in [0, 1], except for the scores that
range in [−1, 1]. The thermodynamic features are very effective in the
case of short matches identiﬁcation in miRNA:mRNA pair [9]. The ther-
modynamic properties were calculated using RNAfold approach [51].
Some of the research groups have used sequence linkers to calculate
the hybridization energy of a duplex, ignoring the effect of linker itself
on the results. A better idea is to use alignment constraints to help
RNAfold to come up with a desirable base pairing. These constraints
are achieved with the help of the software which was developed by
our research group and extracts the potential target sites. This software
was developed in C#, based on the .NET framework 3.5. Its interface is
very user-friendly and users can input bothmiRNA andmRNA sequencesFig. 6. Structure of homoTarget. The steps through which the homoTarget determin order to achieve the single-target prediction, or they can upload ﬁles of
miRNA and mRNA sequences and perform target prediction in batch
form. However, all of the sequences in the ﬁles are required to be in
FASTA format. Users can set the score matrix of Smith–Waterman algo-
rithm and add or remove ﬁlters to restrict the alignments.3.3. The homoTarget algorithm
Fig. 6 summarizes the computational structure of homoTarget. To
locate miRNA targets, the miRNA sequence input is ﬁrst aligned with
the given mRNA target sequence using modiﬁed Smith–Waterman
local alignment algorithm [52]. It is a dynamic programming algo-
rithm, for performing local sequence alignment, which compares
the segments of all possible lengths and optimizes the similarity mea-
sure. To search for all possible alignments in each miRNA:mRNA pair,
top 10% of the alignments of highest scores were selected. In theines whether the input miRNA and mRNA interact with each other or not.
Table 2
Pseudo-code of homoTarget.
homoTarget algorithm
BooleanArray HomoTarget(miRNA sequence, mRNA sequence)
{
alignments=Smith-Waterman(miRNA, mRNA);
ﬁlteredAlignments=CheckConstraints(alignments);
foreach(alignment in ﬁlteredAlignments)
featuresbbNormalize(ExtractFeatures(alignment));
PCA=CalculatePCA(features);
inputs=features*PCA;
outputs=PRNN(inputs);
return outputs;
}
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as they extend, the algorithm penalizes them. We used a scoring
scheme in which each Watson–Crick base pair (G:C and A:U) earns a
score of 5, each G:U wobble is allocated a score of 1 and all others
amount to−3. Each gap opening amounts to−1. Each gap extension
is also penalizedwith a score of−1. Based on this rule, a score S is com-
puted for an alignment. This score is then normalized with the maxi-
mum score which could be achieved by an ideal target (the miRNA
complementary sequence).
The next step is to ﬁlter the alignments. The most important ﬁlter
applied here is based on standard seed deﬁnition. It considers the
seeds of 6–8 base pair length, beginning at the position 2 of microRNA.
Nomismatches or loopswere allowed, but a singleG:Uwobblewas per-
mittedwithin the hepta- or octamers. After this, for each potential bind-
ing site, the features listed in Table 1 were extracted. Except for the
hybridization energy of the duplexes, which were calculated using
RNAfold, other features were extracted by the developed software.
These features were then normalized forming a feature vector, which
is submitted to PCAmodule. Themain components of the feature vector
were calculated and ﬁnally added to the classiﬁer as well.
We performed an experiment and noticed that the ﬁrst eight main
components led to comparatively preferable results. Fig. 2 demon-
strates the performance of PRNN using different subsets of the principal
components. It also implies that the application of the combination of
PCA and PRNN can achieve higher MCC than that achieved by using
the PRNN alone. It also shows that we can have a simpler structure for
the ﬁnal neural network using only a subset the principal components.
Ultimately, the trained classiﬁer achieved with the help of the prepared
dataset, demonstrates whether or not the input sequences bind with
each other. The pseudo-code of homoTarget has been demonstrated
in Table 2. homoTarget exploits a PRNN model as its classiﬁer. During
the present study, we have observed different classiﬁers and selected
the PRNN that calculated them based on both MCC and mean squared
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