I present a new algorithm, CALCLENS, for efficiently computing weak gravitational lensing shear signals from large N-body light cone simulations over a curved sky. This new algorithm properly accounts for the sky curvature and boundary conditions, is able to produce redshift-dependent shear signals including corrections to the Born approximation by using multiple-plane ray tracing, and properly computes the lensed images of source galaxies in the light cone. The key feature of this algorithm is a new, computationally efficient Poisson solver for the sphere that combines spherical harmonic transform and multgrid methods. As a result, large areas of sky (∼ 10, 000 square degrees) can be ray traced efficiently at highresolution using only a few hundred cores on widely available machines. Using this new algorithm and curved-sky calculations that only use a slower but more accurate spherical harmonic transform Poisson solver, I study the shear B-mode and rotation mode power spectra. Employing full-sky E/B-mode decompositions, I confirm that the shear B-mode and rotation mode power spectra are equal at high accuracy ( 1%), as expected from perturbation theory up to second order. Coupled with realistic galaxy populations placed in large N-body light cone simulations, this new algorithm is ideally suited for the construction of synthetic weak lensing shear catalogs to be used to test for systematic effects in data analysis procedures for upcoming large-area sky surveys. The implementation presented in this work, written in C and employing widely available software libraries to maintain portability, is publicly available at
INTRODUCTION
Weak lensing analyses are an integral part of the scientific program of upcoming large-area sky surveys, such as the DES 1 , LSST 2 , Euclid 3 , HSC 4 , KIDS 5 , and Pan-STARRS 6 surveys. They will be used to study the growth of structure via cosmic shear (e.g., Hoekstra & Jain 2008 ) and will additionally serve as key followup measurements for cosmological constraints derived from the abundance of galaxy clusters as a function of mass and redshift (e.g., Weinberg et al. 2012) . The importance of these observations has motivated extensive studies of all aspects of weak lensing (WL) measurements, modeling, and theory. This diverse set of topics includes the process of measuring galaxy shapes and measuring WL shear from pixelized images (e.g., STEP1/2, Heymans et al. 2006; Massey et al. 2007 or GREAT08/10, Bridle et al. 2010; Kitching et al. 2012) , the construction of estimators and methods to infer physically interesting quantities from catalogs of galaxy shapes and positions (e.g., Schneider et al. 1998; Seljak 1998; Hu & White 2001; Jarvis et al. 2004; Johnston et al. 2007a; Schneider & Kilbinger 2007; Schneider et al. 2010; Hikage et al. 2011; Becker 2012) , photometric redshift estimators and their use (e.g., Collister & Lahav 2004; Mandelbaum et al. 2008b; Cunha et al. 2009; Gerdes et al. 2010; Cunha et al. 2012) , astrophysical contaminants to WL signals (e.g., Heavens et al. 2000; Crittenden et al. 2002; Hirata & Seljak 2004 ), higher-order corrections to the first-order WL approximation itself (e.g., Jain et al. 2000; Cooray & Hu 2002; Hirata & Seljak 2003; Vale & White 2003; Dodelson et al. 2006; Shapiro & Cooray 2006; Hilbert et al. 2009; Krause & Hirata 2010) , and the basic matter and halo statistics needed to model WL signals properly (e.g., Jing et al. 2006; Rudd et al. 2008; Hayashi & White 2008; Hilbert & White 2010; Guillet et al. 2010; Lawrence et al. 2010; van Daalen et al. 2011; Casarini et al. 2011 Casarini et al. , 2012 Takahashi et al. 2012) .
In particular, cosmological constraints from WL analyses depend sensitively on the predictions of non-linear structure formac 2012 RAS tion (e.g., Huterer & Takada 2005) . Thus both cosmological Nbody (or N-body plus gas dynamic) and ray tracing simulations, which compute the shear field directly (e.g., Barber et al. 1999; Jain et al. 2000; Vale & White 2003; Hilbert et al. 2009; Sato et al. 2009 ), must be used to obtain even basic predictions for the statistics of WL signals (e.g., Semboloni et al. 2007; Sato et al. 2009 Sato et al. , 2011 Kayo et al. 2012) . While these different types of simulations are typically used to study how non-linear structure formation impacts the analysis of WL signals, they can also be used as the basis for synthetic WL galaxy shear catalogs for studying potential systematic effects in the process of making and interpreting WL measurements themselves (e.g., Vale et al. 2004; Hartlap et al. 2011; Heymans et al. 2012 ). In the coming years, as future surveys become larger and more complicated with ever increasing statistical power, the use of simulations in this way will become increasingly important for understanding WL measurements and ensuring that the cosmological parameter constraints derived from them are free of systematic errors.
From the point of view of WL alone, there are several requirements that these synthetic WL galaxy shear catalogs must meet.
7
Requirements directly focused on WL include computing redshiftdependent shear signals at the locations of the WL sources, properly capturing the effects of magnification on WL source sizes and magnitudes, and computing the image positions of sources. Capturing magnification effects properly is important for testing methods to self-calibrate uncertainties in shear measurements using magnification signals (e.g., Rozo & Schmidt 2010; Vallinotto et al. 2011 ) and direct measurements of magnification signals or crosscorrelations of them with other signals (e.g., Yang & Zhang 2011; Gaztañaga et al. 2012; Casaponsa et al. 2012) . Also, these WL statistics should be computed for light cone simulations which model the complete past light cone of a fiducial observer.
8 Additionally, any algorithm to compute the WL signals given an observer's past light cone should properly resolve the relevant physical (i.e., a few resolution lengths of the light cone simulation) and angular scales (i.e., a few to tens of arcseconds for capturing the properties of galaxy image positions). Finally, for large-area sky surveys like those in the near future, it will be advantageous to produce shear signals for the entire sky at once, accounting properly for the sky curvature.
This last point deserves special attention in particular. It is certainly possible to proceed by making a large number of smallarea (∼ 10 2 square degree) WL simulations. This approach has several advantages. For a fixed dynamic range in the underlying N-body simulation, smaller area WL simulations will have better resolved structures. Also, as I will show below, the computational methods needed for producing these simulations with a curved sky are difficult to simultaneously make fast and accurate. However, for certain scientific analyses, such as cross-correlation weak lensing measurements with optically selected galaxy clusters (e.g., Johnston et al. 2007b; Mandelbaum et al. 2008a,b) , using curved-sky pseudo-CL techniques to measure cosmic shear power spectra (e.g., Hikage et al. 2011) , or Cosmic Microwave Background (CMB) lensing cross-correlations with large scale structure (e.g., Smith et al. 2007; Hirata et al. 2008; Bleem et al. 2012; Sherwin et al. 2012; Feng et al. 2012 ), large-area WL simulations on a curved-sky are preferred. At their typical densities for a survey like the DES, galaxy clusters effectively fill the sky in degree-sized patches, so that simultaneously capturing both the large-and smallangle shear signals requires high resolution over large areas with the proper treatment of the sky-curvature and boundary conditions. Note that while angular scales below ≈1 arcmin may not be used for cosmic shear because of theoretical uncertainties in the matter power spectrum from galaxy formation (e.g., Rudd et al. 2008) , stacked weak lensing shear measurements around galaxy clusters at moderate redshifts will probe these small angular scales (e.g., George et al. 2012) , motivating higher resolution calculations than those needed for cosmic shear. For optically selected galaxy clusters, the shear signals on these small scales can be biased low because of offsets between the point about which the shear is measured and the true center-of-mass or density peak of the cluster (e.g., Johnston et al. 2007b) , exactly an effect one would like to model. Additionally, only simulations which cover the entire survey area can address potential systematics on the largest scales.
Finally, as I demonstrate below, curved-sky WL simulations can be used to study higher-order WL effects directly using full-sky spherical harmonic E/B-mode decompositions, which are complete in the technical sense and free of ambiguous modes (e.g., Bunn et al. 2003) . The method of choice for WL simulations in this context is multiple-plane ray tracing (e.g., Barber et al. 1999; Jain et al. 2000; Vale & White 2003; Forero-Romero et al. 2007; Hilbert et al. 2009 ). Multiple-plane ray tracing simulations properly compute redshift dependent shear effects, second-order lensing effects (Dodelson et al. 2005) , all magnification effects, and can be used in conjunction with other methods, like grid search methods , to compute the properly lensed images of sources in the light cone (Hilbert et al. 2009 ). To date, multipleplane ray tracing simulations either have been implemented in the flat-sky approximation for small areas (e.g., Barber et al. 1999; Jain et al. 2000; Vale & White 2003; Hilbert et al. 2009 ) or account for the sky curvature properly but do not track the shear at each ray location (e.g., Teyssier et al. 2009 ). WL simulations which employ the Born approximation in either the flat-sky or curved-sky context exist as well (e.g., Fosalba et al. 2008; Kiessling et al. 2011) . It is also important to note that methods used for CMB lensing simulations operate on a curved-sky and are closely related or in fact identical to those used for simulations of WL observations with galaxies, except that they typically employ either a single lens plane (e.g., Carbone et al. 2008; Das & Bode 2008; Sehgal et al. 2010) or synthesize the WL deflection field assuming Gaussian statistics (e.g., Lewis 2005) .
In this work, I will present CALCLENS (Curved-sky grAvitational Lensing for Cosmological Light conE simulatioNS), a curved-sky, multiple-plane ray tracing algorithm which computes the entire lensing Jacobian at the ray positions, suitable for the construction of synthetic WL galaxy shear catalogs for large-area sky surveys. In Section 2, I describe the multiple-plane ray tracing algorithm and how it can be extended to the sphere. Additionally, in this section I cover the technical details of the physical approximations made when performing multiple-plane ray tracing on the sphere, showing that this algorithm, although formulated on the sphere, still works in the Limber approximation. I also describe the method to find the images of lensed source galaxies. I described the code implementation and parallelization in Section 3. In particular, I describe a new method to solve the Poisson equation on the surface of the sphere, the most time consuming step of the multiple-plane ray tracing algorithm, which combines spherical harmonic transform (SHT) and multigrid (MG) methods. In the high-resolution limit this SHT plus MG (SHT+MG) method is significantly faster than pure SHT calculations. Note that these calculations are very sensitive to numerical errors which generate unwanted B-modes in the shear field. While the combined SHT+MG method presented in this work is not perfect in this regard, the numerical artifacts are well below the typical level of shape noise expected for upcoming surveys. Thus in the context of making synthetic galaxy shear catalogs, the SHT+MG method presented in this work is adequate and computationally efficient. Additionally, it can be used to compute the shear field over only part of the sky even more quickly. In Section 4, I present basic tests of the accuracy and performance of the new multiple-plane ray tracing code presented in this work. Then in Section 5, I study the power spectra of the convergence, E-mode shear, B-mode shear and rotation modes computed from the weak lensing maps constructed in Sections 2-4, verifying the relationship between the shear B-mode power spectrum and the rotation mode power spectrum expected from perturbation theory (Hirata & Seljak 2003) . Finally, I conclude in Section 6.
WEAK LENSING & MULTIPLE-PLANE RAY TRACING
In this section I will describe the basic formulation of a multipleplane ray tracing algorithm and how it can be extended from working in the flat-sky approximation (e.g., Barber et al. 1999; Jain et al. 2000; Vale & White 2003; Hilbert et al. 2009 ) to working with large areas on the sphere where the sky curvature matters (e.g., Das & Bode 2008; Teyssier et al. 2009 ). I will review the relevant equations and focus specifically on the approximations made to arrive at them, as opposed to deriving them in thorough detail (see for example Jain et al. 2000 for a complete treatment). The essential physical point is that this algorithm, even when formulated on the sphere, still works in the Limber approximation (Limber 1953; see Kaiser 1992 and Kaiser 1998 for applications to weak lensing) so that the line-of-sight modes are integrated over. Thus only modes transverse to the line-of-sight which are much shorter than the typical line-of-sight integration length will be accurately computed. Only an algorithm which resolves modes parallel and transverse to the line-of-sight simultaneously will accurately reproduce the largest scale modes in the shear field. Finally, after reviewing the basic formulation of the multiple-plane ray tracing algorithm, I will describe the algorithm used to find the images of lensed source galaxies in the light cone. The details of the implementation and parallelization of these algorithms are discussed in Section 3.
Multiple-plane Ray Tracing
My description of the weak lensing equations and the multipleplane ray tracing algorithm follows very closely that of Jain et al. (2000) and Hilbert et al. (2009) (see also e.g., Dodelson 2003; Vale & White 2003; Das & Bode 2008) . The weak lensing equations can be written in the small-angle limit as
β(χ = 0) is the angular position of the light ray at the observer, Φ is the gravitational potential, and χ is the comoving location of the light ray. The quantity r(χ) is the comoving angular diameter distance defined as
where K is the spatial curvature, K = −ΩKH 2 0 /c 2 , H0 is present day Hubble constant, and ΩK is the present day value of the spatial curvature. The comoving distance to the epoch with scale factor a is given by
where H(a) is the Hubble parameter. For a flat ΛCDM cosmology
Here Ωm is the present epoch value of the matter density in units of the critical density and Ω de is a similar parameter for the dark energy. For models with time-varying dark energy, spatial curvature, or radiation, the expression for H(a) is more complicated (see e.g., Albrecht et al. 2009) .
Note that the integral in Equation (1) is evaluated along the light ray's trajectory and thus is an implicit equation for β(χ). The gradient in this equation is defined in the small-angle limit as ∇ β = (∂/∂β1, ∂/∂β2) where (β1, β2) describe a coordinate system orthogonal to the light rays trajectory. Formally, the gradient in the previous equation should be evaluated transverse to the light ray's current direction of travel. However, numerical tests have shown that using ∇ β instead causes a negligible amount of error (Vale & White 2003) .
Equations describing the evolution of the lensing Jacobian A (also called the inverse magnification matrix) along the light ray's trajectory can be derived by simply taking another set of derivatives of Equation (1) with respect to the location of the ray at the observer β(χ = 0) (cf. Jain et al. 2000; Hilbert et al. 2009 ):
Repeated indices are summed over here and below. The inverse magnification matrix A is typically decomposed into four parts describing the transformations applied locally to the light rays as they propagate through the matter distribution )
where I have assumed that the rotation angle ω is small, as in Vale & White (2003) . The parameter κ is the convergence, γ = γ1 + iγ2 defines the complex shear and describes the shearing of the image, and ω defines an overall rotation of the lensed image. In general, the shear field can be split into two types of modes, E-and B-modes, which differ in their transformation under parity (see, for example, Bunn et al. 2003 for a complete description). At first order in the gravitational potential Φ, where the equations above are evaluated along the unperturbed light ray trajectory, weak lensing by large scale structure only generates E-modes. This limit is known in the literature as the Born approximation. As studied in several previous works (Cooray & Hu 2002; Hirata & Seljak 2003; Krause & Hirata 2010) , deviations from the Born approximation generate B-modes in the shear field. Additionally, it can be shown that at second order in Φ on small scales the power spectra of the rotation and the B-modes should be equal (Hirata & Seljak 2003) . As I will show below, numerically verifying this relation is quite difficult but the simulations support this claim. Note that at small angular scales all lensing effects at second order in the gravitational potential are captured by ray tracing simulations (Dodelson et al. 2005; Bernardeau et al. 2010) . Finally, the coupling of the partial derivatives of Φ and the inverse magnification matrix A in Equation (4) is known as the lens-lens coupling. This coupling, along with the deviations from the Born approximation itself, comprise all of the second order terms in the lensing equations at small scales.
In order to derive a multiple-plane lensing algorithm, one divides the matter along the line of sight into slabs (e.g., Jain et al. 2000; Vale & White 2003; Hilbert et al. 2009 ) or in the case of a spherical geometry, shells (e.g., Das & Bode 2008; Teyssier et al. 2009 ). To do this, let χm denote the comoving distance to the middle of the m-th lens plane of which there are N total lens planes. Additionally, let the thickness of each lens plane be ∆χ so that the mth lens plane subtends in comoving distance from the observer the range
Then the lensing equations can be written approximately as
where α
The quantity ψ (m) will be called the lensing potential and is defined as
This definition differs from that used by Vale & White (2003) due to how factors of the comoving angular diameter distance are factored out of Equations (1) and (4), but is consistent with that in Hilbert et al. (2009) . Numerically ψ (m) can be computed in the multiple-plane lensing and Limber approximations from a two-dimensional Poisson equation
where δ is the matter overdensity in the light cone and the symbol ∇ 2 ⊥ is the transverse Laplacian with respect to comoving coordinates. This definition of the convergence differs by a factor of two relative to the standard definition (κ standard = κ (m) /2), but is more convenient for numerical work. As explained in detail in Jain et al. (2000) , when the range of integration is the entire line of sight one can derive this last equation by integrating by parts, using the Poisson equation to relate the integral of the gravitational potential Φ along the line of sight to the matter over density, and neglecting long wavelength fluctuations along the line-of-sight via the Limber approximation. As argued by Das & Bode (2008) , this approximation is formally quite poor for very thin lens planes as written above. Also Li et al. (2011) note that the above equation neglects extra terms that are non-zero when one is only considering a finite width lens plane, although for light cones constructed so that the matter is continuous along the line of sight these terms cancel when summed over the lens planes. However, notice that the quantities of interest, namely the locations and inverse magnification matrices at the final positions of the rays in Equations (6) and (7), are computed as sums over all of the previous lens planes. Thus, to the extent that the corrections to the Born approximation are small, so that the partial derivatives transverse to the line of sight commute with the integral along the line of sight, the cancellation of the line-of-sight modes as required by the Limber approximation still occurs. Finally, below I use light cones constructed continuously on the fly as the N-body simulation is running in order to avoid the effects discussed in Li et al. (2011) .
Following previous authors (e.g., Das & Bode 2008; Teyssier et al. 2009 ), this formalism can be extended to the sphere by promoting all of the transverse derivatives in the above equations to gradients and/or Laplacian operators on the sphere. It is important to note that although the multiple-plane ray tracing algorithm can be formulated on the sphere in this way, the algorithm still will not resolve the largest scale fluctuations transverse to the line-of-sight properly. The problem lies in Equation (9) as described above. A multiple-plane ray tracing algorithm neglects long-wavelength fluctuations along the line-of-sight and so cannot self-consistently resolve those same fluctuations transverse to the line-of-sight. By formulating the algorithm on the sphere in this way, one is working locally in the small angle approximation at every point on the sphere and has used the gradients and/or Laplacians on the sphere to account for boundary conditions and the rotation of the basis vectors from point to point (Stebbins 1996) . For a survey like the DES, this approximation is expected to fail at very large angles, say ℓ 20 (Loverde & Afshordi 2008) , and at very low redshifts where the line-of-sight integration length is quite short.
Light Ray Propagation
Several difficulties arise when adapting Equations (6) and (7) to the sphere. Equation (6) is only correct in the small-angle approximation. Additionally, Equation (7) requires that at each step of the ray tracing algorithm one have the quantity A (m) kj from all previous lens planes available. This requirement is prohibitively expensive for the large-area calculations presented in this work. There are however more efficient methods which require only the A (m) kj from the previous two lens planes (e.g., Vale & White 2003; Hilbert et al. 2009 ). In order to address these issues, I use a combination of the methods of Hilbert et al. (2009) and Teyssier et al. (2009) to propagate the rays from lens plane to lens plane. The results are reproduced here for completeness. Additionally in Appendix C, I demonstrate that the method I use for the lensing Jacobian, although formally derived in the flat-sky approximation by Hilbert et al. (2009) , is equivalent to the relations given in Equation (7) and thus appropriate for the full-sky calculations presented here.
I use the method presented in Appendix A of Teyssier et al. (2009) to propagate the ray positions from plane to plane and to update their propagation directions. In this method, the deflection angle at lens plane m, α (m) ≡ ∇ψ (m) , and the ray propagation direction before lensing β (m−1) are used to compute the new ray propagation direction β (m) through the rotation
where R(n, θ) is a rotation matrix which rotates vectors by an angle θ counter-clockwise about the axis n and n (m) is a unit vector in radial direction at the current location of the ray on the sphere at lens plane m. Using the updated propagation direction β (m) , the ray's new Cartesian position x (m+1) is given by
This method is a purely three-dimensional, local version of Equation (6) and is consistent with how lensing of Cosmic Microwave Background temperature fields is done (e.g., Lewis 2005) . The lensing Jacobian is propagated from plane to plane via (cf. Equation (16) of Hilbert et al. 2009 )
I account for the change in the local tensor basis as the rays move from point to point on there sphere by parallel transporting the inverse magnification matrix (a tensor on the sphere) along the geodesic connecting connecting the old ray position with the new ray position. This procedure is exactly that used for lensing polarization fields (Challinor & Chon 2002 ) but has been adapted here for the case of general tensors on the surface of the sphere, as detailed in Appendix B.
Finding Galaxy Images
Using the formalism above, a set of light rays can be propagated from the observer back to any source redshift desired. However, what is needed is the image location and shear for the galaxies' source locations, not the source locations of the rays. I use a grid search (cf., §3.4 of Hilbert et al. 2009 ), as described by Schneider et al. (1992) , to obtain image locations and shear values for the galaxies. In the image plane a set of triangles is built out of the initial ray positions. For a square grid of ray images, this construction is quite easy. The method used to define the triangles for our grids is described below in §3. The ray tracing defines a mapping between a triangle on the image plane and the equivalent triangle composed out of the same three rays on each source plane. Every galaxy resides on a single source plane determined by its comoving distance from the observer. For each galaxy on a given source plane, every triangle on that source plane is checked to see if it contains the galaxy. If it does, the image position of the galaxy is computed using an interpolation over the values at the vertexes of the triangle. A separate interpolation is used to compute the inverse magnification matrix at the galaxy position as described below. While the interpolation over the triangle vertices defines an interpolation in the angular direction, the grid search as described above would assign to each galaxy the shear and image location at the middle of each lens plane. Although the correction is small in practice, it is just as easy to propagate the rays used for finding the galaxy image positions and inverse magnification matrices from the middle of the lens plane to the galaxy's exact comoving distance, as described in Appendix D. When this step is done the derivatives of the lensing potential ψ are set to zero. Note that in Equation (11) one now no longer requires λ > 0 and uses the solution for the new ray position which minimizes the comoving separation between the old and new ray positions. The radial interpolation defined here does not violate the condition that a galaxy should only be lensed by matter in front of it. Additionally it computes the shear and location of the galaxy image using the proper lensing geometry. Using the shear at the ray locations without the radial interpolation is equivalent to computing the lensing Jacobian for the galaxy as (cf. Equation 4)
where χn is the comoving distance to the middle of the lens plane which contains the galaxy (i.e. χ n−1/2 χG χ n+1/2 with χG is the comoving distance to the galaxy). Notice that the lensing kernel itself is wrong in the absence of the radial interpolation. By using the radial interpolation, I compute
where I assume Φ(β(χ ′ ), χ ′ ) = 0 for χ ′ χ n−1/2 . Thus the proper lensing geometry given a galaxy's location and the matter that lenses it (i.e. all matter within a distance χ n−1/2 of the observer) is enforced. This radial interpolation is optimal at lowest order in the lens plane width in the sense that it respects the basic geometric and physical properties of weak lensing.
CODE IMPLEMENTATION AND PARALLELIZATION
In the previous section I have described the equations and algorithm used for the full-sky weak lensing simulations presented in this work. The basic steps of the algorithm are (i) Initialize the rays at the observer using Equations (10) - (12).
(ii) Solve Equation (9), a two-dimensional Poisson equation on the sphere, for the lensing potential ψ (m) on the mth lens plane.
and U (m) ij , and then propagate the rays to the m + 1th lens plane using Equations (10) - (12).
(iv) For galaxies within the m + 1th lens plane, find their images and interpolate the lensing Jacobian onto them as described in Section 2.3.
(v) Repeat this process until the last lens plane is traversed.
In this section I will describe how each of these steps has been implemented in CALCLENS and how various computational issues have been addressed. For example, the most time consuming and difficult of these steps is solving the two-dimensional Poisson equation on the sphere for the lensing potential ψ (m) . The solution to this issue presented in this work, the SHT+MG method, can speed these calculations up by an order of magnitude or more, at the cost of introducing extra B-modes in the shear field. Sufficiently high resolution calculations require either shared or distributed memory systems and efficient parallelization in order to be practical. The implementation presented in this work is written in C and parallelized with MPI 10 in order to maintain portability and good performance across a variety of systems. I also make extensive use of the HEALPix 11 libraries (Górski et al. 2005 ) for all steps of the computation. The rest of this section is organized as follows. I cover the domain decomposition and layout of the rays in Section 3.1, the SHT+MG method for solving for the lensing potential in Section 3.2, the various interpolations needed to find the lensed galaxy images and lensing Jacobians in Section 3.3, and the spatially indexed light cone formats for quick access to data on disk in Section 3.4. In Section 3.4, I also discuss how to work with light cones which do not cover the entire sphere.
Ray Layout & Domain Decomposition
The rays in the calculation are placed on the z = 0 plane at the observer on HEALPix cell centers. In order to efficiently parallelize the computation, I then organize all of the rays into bundles using lower resolution HEALPix pixels, which will be denoted as bundle cells. Using the nested indexing of the HEALPix cells, one can compute which bundle cell each ray belongs to with quick bit shift operations. The bundle cells with their respective rays are then distributed across processors using Peano-Hilbert indexing available in the HEALPix package. (See Figure 1 for an example domain decomposition.) Gravitational lensing deflections are quite weak, so that each ray moves at most a few arcmin from its original position when propagated out to redshifts of a few. Thus I can use small buffer regions of rays and N-body particles when needed so that the rays can remain attached to the same bundle cell in which they start in order to simplify the structure of the code. Most calculations typically employ bundles of rays with HEALPix resolution parameter NSIDE equal to 64 or 128, producing 49,152 to 196,608 bundles covering the full sphere. Each bundle cell is approximately 0.5 to 1 degree across in size. Operations like propagating the rays from lens plane to lens plane and finding the galaxy images are completely spatially local and thus embarrassingly parallel over this domain decomposition. As I will discuss below, the most time consuming operation in the Poisson solver used in this work is also spatially local and thus embarrassingly parallel over this domain decomposition as well.
Solving for the Lensing Potential
The Poisson equation is inherently non-local and so can be particularly difficult to solve in large parallel computations. The approach taken in this work is conceptually similar to that taken in the N-body community over the last few decades (e.g., Hockney & Eastwood 1981; Couchman 1991; Xu 1995; Kravtsov et al. 1997; Bode et al. 2000; White 2002; Bagla 2002; Springel 2005 , see Hilbert et al. 2009 for a specific application to weak lensing). Namely, the solution of the Poisson equation is split into two steps. The first step, implemented in this work with SHTs, involves tightly coupled, communication heavy computations amongst the various MPI tasks in order to solve the Poisson equation globally at low resolution. Then each MPI task uses this global solution to the Poisson equation in conjunction with some other method, a MG solver in this work, to compute a higher resolution solution to the Poisson equation locally. This last step is typically highly spatially local, so that it can be efficiently parallelized with little communication between the various MPI tasks.
The SHT can be used to solve the Poisson equation on the sphere by first decomposing the source term κ into its spherical harmonic coefficientsκ ℓm where ℓ and m index the spherical harmonics Y ℓm (θ, φ). This operation is typically called the analysis operation. Then the solution to the Poisson equation is computed in harmonic space via
whereψ ℓm are the spherical harmonic coefficients of the lensing potential ψ. The ℓ = 0 terms are set to zero by hand in this equation. Finally, the lensing potential ψ is reconstituted in real space by inverting the analysis operation above. This last step is typically called a synthesis operation. The advantage of using the SHT analysis and synthesis operations to solve the Poisson equation is that they automatically enforce the proper boundary conditions on the sphere. However, the SHT synthesis and analysis operations have running times which scale as O(N 3/2 ) with the number of resolution elements N and are thus unsuitable for high-resolution calculations. The SHT analysis and synthesis operations in this work are implemented over HEALPix using fast SHT algorithms described in §6.7 of Press et al. (2007) . In this work they have been parallelized with MPI in a manner similar to the S2HAT 12 package. The needed Fast Fourier Transforms are computed with the FFTW 13 package (Frigo & Johnson 2005) . Note that the implementation of these operations is completely parallel in memory usage as well.
Second, in order to improve on the O(N 3/2 ) scaling of the SHT synthesis and analysis operations at high-resolution, I use the lensing potential from the SHT step to supply boundary conditions to a high-resolution Poisson solver which employs a finitedifference approximation to the Laplacian on the sphere and relaxation methods with MG acceleration (Fedorenko 1961; Brandt 1973) . I use the full approximation scheme (FAS) to implement the MG method (Brandt 1977 , see also Hahn & Abel 2011 for a clear explanation of the method). The FAS scheme is implemented in this work as follows. First for a given bundle of rays, a new coordinate system is constructed at the center of the bundle with it located at (θ, φ) = (π/2, 0) in the new coordinate system. Here (θ, φ) are the angular coordinates on the sphere. The angular size of the MG patches themselves is set to four times the size of the ray bundles, so that they are typically ∼ 2 − 4 degrees across. This coordinate system employs lines of constant θ and constant φ to define cells on the sphere with equal spacing so that ∆θ = ∆φ. Near the location (π/2, 0) on the sphere, these cells have approximately the same area and aspect ratios near unity. The number of cells used at the finest level of the MG patch is set so that the particle smoothing kernel, described below, is covered by ∼ 4 − 5 pixels and there are at least 256 pixels on a side in the patch at the finest level.
Next, using this local pixelization and the boundary conditions from the SHT solution to the Poisson equation, I use red-black Gauss-Seidel relaxation with MG acceleration via the FAS scheme to solve for the lensing potential. The boundary conditions are interpolated from the HEALPix grid using the linear interpolation routine available in the public HEALPix package. The discretization, relaxation, restriction, and prolongation methods follow that of Barros (1992) , except that I use direct injection instead of linear interpolation for prolongation near the boundaries to maintain stability and the averaging for the restriction operation is strictly conservative in this implementation. Note that the rays for each bundle cell are located in the center of the MG patches on average. Thus by moving the boundary of the MG patch, where the truncation errors are the largest, away from the rays, one can limit the effect of the truncation errors. In the center of the MG patches, the MG solver can in principle converge to machine precision. In practice, I use the formalism in §20.6 of Press et al. (2007) to make sure the MG solver is only run until the residuals on the finest grid are slightly less than the truncation error introduced by the boundary condition interpolation scheme. The convergence parameter, called ǫ in this work, is defined specifically as the ratio of the L2-norm of the residuals to the L2-norm of the truncation errors. Typical one uses ǫ ≈ 0.1. The proper tuning of this convergence criterion can significantly speed up the calculations. Finally, I use the SHT solution of the Poisson equation to supply the starting guess for the MG code. This optimization significantly speeds up the convergence of the MG routine. The accuracy and performance of the combined SHT+MG Poisson solver is discussed below in Section 4. In particular, the choice of the resolution of the HEALPix solver relative to the MG patch solver is explored in detail.
I use an Epanechnikov kernel (Epanechnikov 1969) normalized to unity on the sphere in order to adaptively smooth the mass density field sampled by the particles of the N-body simulation on each lens plane. This kernel is (cf., Hilbert et al. 2009 )
where sinc(x) = sin(πx)/πx. The Epanechnikov kernel was chosen because it is compact and computationally efficient to implement. The smoothing length for each N-body particle is set to the larger of either a few N-body softening lengths or a few inter-ray spacings. The constraint that the smoothing length be larger than a few inter-ray spacings serves to limit the aliasing of small-scale power from the N-body particles to the HEALPix ray grids. The exact values used are somewhat arbitrary and one typically employs ∼ 2 − 3 softening lengths or inter-ray spacings. The convergence field is constructed by binning the smoothing kernel over the HEALPix map for the SHT. A similar procedure is employed for the MG patches. I enforce exact mass conservation during this operation.
The partial derivatives of the lensing potential needed to propagate the rays are computed from the finest level of the MG patch using fourth order finite difference stencils. Special asymmetric stencils are used at the edge of the finest level patch (see Fornberg 1998 for simple algorithms to generate these stencils) and bilinear interpolation is used to get the derivatives at the ray locations. One must be careful to account for the non-zero Christoffel symbols for the metric on the sphere when computing these derivatives (see Appendix A). Once the deflection angle and second-order derivatives of the lensing potential are computed at the ray locations, they are rotated back into the original coordinate system before the rays are propagated to the next lens plane.
Finally, I have also implemented a pure SHT algorithm which synthesizes the needed derivatives of the lensing potential directly from its spherical harmonic coefficients. Pure SHT computations are slower in the high-resolution limit, but serve as good comparisons to the faster, but ultimately noisier SHT+MG computations described above. Also, for low-resolution shear fields, these computations are of comparable speed to the SHT+MG computations presented here and are thus very useful. Typically one must use rays on HEALPix grids with NSIDE = 8192 or higher for the SHT+MG Poisson solver to be computationally more efficient than a pure HEALPix grid. For a DES-like survey with galaxy clusters at redshift 0.8, one will need ≈ 20 arcsec effective resolution in the shear field to resolve the shear profiles at ≈ 100 h −1 kpc. This will require calculations with NSIDE = 16384 or higher, depending on the numerical implementation. In this regime the SHT+MG Poisson solver will be significantly more efficient then a pure SHT method. The SHT+MG Poisson solver is unbiased at high precision ( 0.1%), while it has typical RMS errors of 1-2% and has maximum absolute errors of no more than 5% or better.
Implementing the Grid Search
In order to implement the grid search for the galaxy images, I use HEALPix pixel centers to construct a set of triangles which cover the sphere at the image plane. This construction is illustrated in the right panel of Figure 1 . I then use a fast tree code implemented in HEALPix to search for all rays within a small radius of the source galaxy at the source plane. This radius must be large enough to not miss any galaxy images, but small enough to be computationally efficient. Typically, radii of a few arcmin meet these requirements. Any triangle which has one of its vertices found near the source galaxy is tested to see if it contains the source galaxy at the source plane. The test for whether or not the triangle contains the galaxy and the linear interpolation for the galaxy image position are implemented using barycenter coordinates as described in §21.3 of Press et al. (2007; see also Langer et al. 2006 ). The barycenter coordinates require the triangle to be contained in a plane as opposed to the surface of the sphere. Here I use the projection into the tangent plane to sphere computed at the galaxy source location to perform these tests. The test for the galaxy being in the triangle is unaffected by this projection and for sufficiently small spacings between adjacent rays galaxy images are still interpolated accurately. To compute the inverse magnification matrix at the galaxy's image location, I use a separate linear interpolation over four ray image locations near the galaxy in the image plane (chosen according the interpolation routine available in the public HEALPix package). The lensing Jacobains are parallel transported to the galaxy image position before being used in the linear interpolation specified by the HEALPix package. In general, when a pure E-mode shear field is interpolated to a new a set of points, extra B-mode power can be introduced into the shear field (Hilbert et al. 2009 ). This second interpolation combined with the parallel transport corrections limits this effect. Finally for distributed memory computations, a buffer region of rays is imported from nearby domains so that no images are missed. The width of this buffer region is set in principle by the maximum deflection for any photon from its observed position over its entire path. In practice because these computations rarely resolve strong deflections and are done at moderate redshifts, a buffer region of ∼10 arcmin is more than sufficient.
Working with Light Cones and Finite Patches of Sky
The ray tracing algorithm is designed to work directly on N-body light cones so that it can be used easily with mock galaxy catalogs derived from the light cone data sets. These light cone data sets are several hundred GB to many TB in size. Before the ray tracing, the N-body light cone data is organized into a spatially indexed format using HEALPix and HDF5
14 , so that each processor can quickly find the data it needs. In order to handle light cones which only partially cover the sphere, I set the matter density in the light cone in the regions outside the domain of interest to the mean density of the universe. For the lensing equations presented above, rays which traverse a region of the universe with matter at its mean density will experience no lensing deflection. This procedure limits edge effects in the shear and deflection fields for light cones with partial sky coverage. In some applications it is of interest to track rays over only part of the sphere, but still account for the influence of matter in the light cone outside of the domain of interest. For the SHT+MG Poisson solver, this effect can be achieved by running the SHT step over the full sky, but running the MG step only over the domain of interest. 
BASIC CODE AND SCALING TESTS
In this section I present basic tests of the algorithm and code correctness, along with parallel scaling tests. Section 4.1 has tests using point masses and various configurations of the SHT+MG Poisson solver. These tests illustrate the basic correctness of the code and the dominant source of error in the Poisson solver -the boundary condition interpolation onto the MG patches. In Section 4.2 I test the accuracy and convergence of the grid search implementation described above. 15 . The Carmen simulation was run with Gadget-2 (Springel et al. 2001; Springel 2005) with second-order Lagrangian perturbation theory initial conditions (Crocce et al. 2006 ) and initial power spectrum generated with CMBFast . The second is a largevolume simulation run with L-Gadget2 (an optimized version of Gadget-2 for large, dark matter only simulations), second-order Lagrangian perturbation theory initial conditions (Crocce et al. 2006) and initial power spectrum generated with CAMB (Lewis et al. 2000) . This last simulation, denoted below as Lb2600, features an all-sky light cone generated on the fly. It was generated as part of the Blind Cosmology Challenge simulation project to be described in M. Busha et al. (in preparation) . Table 1 lists the properties of these simulations, all flat ΛCDM models.
Point Mass Tests
The basic parameters which control the SHT+MG Poisson solver are the size of the SHT grid, the smallest cell size used in the MG step, the size of the bundle cells, and the degree of convergence required before the the MG iterations are terminated. I will denote the size of the SHT grid by the HEALPix order, defined via 2 k ≡ NSIDE. For HEALPix, each increase in order by one decreases the area of the cells by exactly a factor of four (all HEALPix cells at a given order are equal in area) and thus the average mean inter-spacing of the cell centers by approximately a factor of two.
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In the following tests, the smallest MG cell size is kept fixed, while the SHT order is varied. Additionally, I vary the sizes of the bundle cells and the MG convergence parameter ǫ. This convergence parameter is proportional to ratio of the residuals to the truncation errors on the finest grid, as described above in Section 3.2.
Fractional errors from the SHT+MG Poisson solver using point masses and varying these parameters are shown in Figure 2 . The left panels show the fractional errors in the deflection angle and the right panels show the fractional errors in the tangential shear. Each panel uses a different configuration denoted by the order of the SHT step (12 or 13), the order of the bundle cells (6 or 7), and the convergence threshold ǫ (10 −1 or 10 −2 ). The smaller the parameter ǫ, the higher the degree of convergence of the MG algorithm. The exact choice of configuration is generally motivated by computational considerations and parallel scaling, as discussed below in Section 4.3. The configurations shown are typical for ray tracing calculations which cover a few hundred square degrees or more.
Several trends are apparent from this figure. First, as the SHT order is increased, so that the size of the SHT cells approaches the size smallest MG cell, the fractional errors decrease. This decrease happens because the boundary condition interpolation becomes more accurate as the SHT and MG cell sizes become comparable. Second, as the sizes of the bundle cells are changed, the radial location from the point mass where the fractional errors are largest shifts accordingly. These "spiky" features in the residuals are from bundle cells where the point mass is near the boundary of the MG patches, so that the boundary condition interpolation is especially poor. Note that these errors are fixed spatially at the edges of each bundle cell, but that for a real mass distribution strong sources will be located randomly along the edges, so that these errors will tend to partially average out. These tests are not shown here, but if one increases the size of the MG patches for a fixed bundle cell size and smallest MG cell size, the boundary condition interpolation errors also decrease. This decrease occurs because the MG patch boundaries are moved further from the rays located at the center of the MG patch. Finally one can see that when the MG step is run to higher convergence by using a smaller value of ǫ, the fractional errors decrease as well, until they approach the truncation errors.
From these tests it is clear that the dominant contribution to the truncation error is from the boundary condition interpolation. Overall, the SHT+MG Poisson solver has typical RMS errors of 1-2%, while it is unbiased at high precision ( 0.1%) and has maximum absolute errors of no more than 5% or better. As I will show below, the residual errors in the SHT+MG Poisson solver result in extra B-mode power in the shear field, which is not present for the pure SHT Poisson solver. However, these B-mode residuals are well below the level of shape noise expected for upcoming surveys so that they are tolerable in the context of making synthetic galaxy shear catalogs.
Tests of the Grid Search for Galaxy Images
In this section I establish the accuracy and convergence of the grid search algorithm for sphere described above, in the weak lensing regime only. First, I use a series of point mass tests with randomly located background sources. For this test I use large smoothing lengths and compute the lensing properties of the smoothed mass distribution exactly (see Appendix E), making sure that the smoothed mass distribution produces no strongly lensed images. Accuracy test of the grid search algorithm for finding weakly lensed images. Images of randomly placed background galaxies were found around a point mass smoothed with a 13.74 arcmin smoothing length. This mass distribution does not produce multiple images. The plot shows the error in the reconstructed source locations as a function of the arc distance between the smoothed point mass and the image location. The error is defined as the arc distance between the reconstructed source location and the true source location and is a measure of the error in the lensed image locations. In the weak lensing regime, where the relationship between the image and source positions is one-to-one, the grid search has errors which are 0.2 arcsec.
Additionally, I make sure that the distance between the source and the image positions is always less than the ray buffer region used for the grid search and also the size of the MG patches. Images due to mass distributions which exhibit lensing deflections larger than these scales will not be captured properly because the rays will either not have been imported properly from adjacent MG patches or the rays themselves may not have been propagated as accurately along the line of sight because they can be deflected towards the boundaries of the MG patches. Second, I place sources randomly in a cosmological volume and test for convergence of the weak lensed image positions as the resolution of the ray grid is changed.
The results of a typical test with the smoothed point mass setup are show in Figure 3 . This figure shows the arc distance between the source and the smoothed point mass as a function of the image arc distance from the smoothed point mass. Multiple images in this figure would happen when for single source distance, multiple image horizontal lines of the same source arc distance intersect the locus of sources and images for this mass distribution multiple times. Given a computed image from the grid search, I show the reconstructed source position, computed with the lensing equations, as the blue points. The red points show the arc distance between the reconstructed and true source positions. In the weak lensing regime where only a single image is produced, these errors are 0.2 arcsec. Although they are not shown, the errors in the shear components for the weakly lensed images are similar to those shown in Figure 2 . Finally, if the smoothing length is decreased the smoothed point mass distribution will produce strongly lensed images. The errors in the reconstructed source positions in the strong lensing regime are typically much larger, ∼ 10 arcsec or more, increasing with the strength of the lens (but they remain roughly fixed in fractional error at a few percent).
Second, in order to test the convergence of the grid search algorithm implemented on the sphere, ∼ 26 million random sources were placed in the Carmen 220 deg 2 light cone. Then the light cone was ray traced and the images of those sources computed. The ray grid resolution for the ray tracing was varied between HEALPix orders 12 to 16. Figure 4 shows the difference between the image positions for the same source computed at HEALPix order 16 and the other resolutions, HEALPix orders 12-16. All of these images are in the weak lensing regime, so that one can expect the intrinsic accuracy of these images to be 1 arcsec. Thus the convergence of the image positions in Figure 4 is largely related to changes in how the mass distribution is smoothed, which is also controlled by the ray spacing at far enough distances from the observer, as opposed to the behavior of the grid search algorithm itself. Nevertheless, for ray grid HEALPix orders greater than 14, the image positions are converged to 1 arcsec for the Carmen light cone. This light cone has spatial and mass resolution typical of large volume simulations used for synthetic galaxy shear catalogs so that these convergence results are representative.
Strong and Weak Scaling Tests
The ray tracing algorithm presented in this work with the SHT+MG Poisson solver allows for versatile code implementations that have good performance in a variety of regimes. These regimes are typically characterized by the ideas of strong and weak scaling. In strong scaling, one measures how the running time of the computational problem changes when the size of the computational problem remains fixed (e.g., the sky area to be ray traced and resolution of the ray field) and the total number of cores participating in the calculation is varied. Perfect parallel or strong scaling means that the running time of the problem scales inversely with the number of computational cores. This kind of scaling is very hard to achieve in practice. In weak scaling, one measures how the running time of the computational problem changes with the problem size per computational core fixed and the total problem size varying. In the case of this work, one would keep the sky area per core fixed at a Figure 5 . Strong scaling tests of the algorithm and code for the small-area, 220 square degree Carmen light cone. The ray tracing was done out to redshift 0.32. The different color lines indicate the running times of different parts of the algorithm. The hashed range shows the minimum and maximum time for a given step over all of the participating cores. The dashed black line indicates perfect parallel scaling with the running time inversely proportional to the number of computational cores used. Note that for ray tracing calculations with much larger areas, the running time is dominated by the MG step as opposed to the SHT step.
single resolution while varying the total sky area and thus the total number of cores. A code with good weak scaling will have constant or decreasing total running time in this kind of test.
The implementation of the SHT+MG algorithm presented in this work exhibits good strong scaling up to ∼ 300 cores for small area (∼ 100 square degree) ray tracing calculations, as shown in Figure 5 . This figure shows the total running time and that of various computational steps for a 220 square degree ray tracing calculation through the Carmen light cone out to redshift 0.32. This calculation used rays laid out on order 15 HEALPix cells, HEALPix order 12 SHT steps, and HEALPix order 7 bundle cells. It was performed with the Midway 17 computing cluster using Intel Xeon E5-2670 2.6 GHz processors connected via FDR-10 Infiniband. The number of cores was varied between 4 and 1024 while the ray tracing calculation problem size remained fixed. The hatched regions in this figure show the range spanned by the minimum and maximum time for each step over all of the cores participating in the calculation. The dashed black line shows perfect parallel scaling. The solid black line shows the total running time, the blue hatched lines show the MG step, the red lines show the SHT step and the magenta lines measure the rest of the running time lost to other steps in the algorithm, communication, I/O, and load balancing. In this calculation I limited the number of processor cores which write output simultaneously to limit the load on the local file system to at most 64, which matches the scale at which the running time of this step stops scaling decently. As the number of cores in increased, communications required to distribute SHT grid cells to various cores and the time required to output data to disk increase dramatically.
For small area calculations such as this one, the overall running time is dominated by the SHT step. Thus the overall parallel scaling is limited by the parallel scaling of this step. Note that as the problem size (i.e. the area to be ray traced) is increased, the overall running time can quickly become dominated by the MG 17 http://rcc.uchicago.edu/resources/midway_specs.html and magenta lines indicate the running times for the total calculation, the SHT steps, the MG steps and the rest of the code. The hatched band shows the minimum and maximum time for each step over all of the cores doing the calculation. When the running time is dominated by the MG steps, the calculations exhibit good weak scaling.
step, which exhibits nearly perfect parallel scaling. Eventually, as the number of cores approaches the number of bundle cells (1629 in this case), the discreteness in the domain decomposition will limit the ability of the calculation to load balance the MG step properly and thus achieve good parallel scaling. This effect can be seen in the width of the hatched region for the MG step, which increases with the number of cores indicating poorer load balancing. The discreteness in the domain decomposition, plus the overall scaling of the SHT step, primarily motivate the configuration of the SHT+MG Poisson solver. By choosing smaller bundle cells, the calculation will be able to run on more cores while still load balancing properly. If enough cores are available, it may be advantageous to use a finer SHT grid in order to decrease errors in the SHT+MG Poisson solver. This choice comes at the expense of the running time of the SHT step which increases by a factor of eight for each increase in HEALPix order. In order to test the weak scaling of the code and algorithm, I compute the shear field for the Lb2600 light cone out to a redshift of 0.27, using 8 cores per 214.9 deg 2 . The code was run in the same setup as the strong scaling tests using the same machine. The results for varying the number of cores between 8 and 768, and thus the area between 214.9 deg 2 to 20630.4 deg 2 (or half of the full-sky), are shown in Figure 6 . The total running time, that of the SHT step, that of the MG step and the rest of the running time are shown in the black, red, blue and magenta lines respectively. Again the hatched regions show the minimum and maximum time over all processors. Once the running time of the calculation is dominated by the MG step, the code exhibits good weak scaling. These results indicate that a full calculation out z ≈ 2 or so (approximately 5 times as many lens planes) with the same setup for ≈ 10, 000 deg 2 on the same machine should take ≈ 10k CPU hours, or approximately a day on 384 cores. The convergence, shear, and rotation power spectra for the pure SHT (left) and SHT+MG (right) Poisson solvers at z = 1.1. In the top panels, the black solid lines are the convergence power spectrum, the red solids are the shear E-mode power spectrum, the blue solid lines are the shear B-mode power spectrum and the magenta solid lines are the power spectrum of the rotation angle, w. The dashed black line with hatched band shows the non-linear power spectrum prediction for the shear E-mode power using the revised HaloFit fitting formula of Takahashi et al. (2012) with N-body shoot noise (Vale & White 2003) and cosmic variance calculated assuming Gaussian statistics. The middle panels show with the red line the ratio of the E-mode shear power to the convergence power and with the black line the ratio of the non-linear power spectrum prediction (HaloFit) to convergence power. The bottom panels show the ratio of the shear B-mode power to the rotation power. Both the ratio of the non-linear power spectrum prediction to the convergence power spectrum and the ratio of the B-mode power to the rotation power have been smoothed in these panels. The deviations at ℓ 500 are do to the resolution of the ray field used to measure the power spectra and smoothing applied to the mass distribution, not the underlying N-body simulation.
THE CONVERGENCE, SHEAR, AND ROTATION POWER SPECTRA
In this section I present the convergence, shear, and rotation power spectra for full-sky multiple-plane ray tracing calculations through N-body light cone simulations. The Lb2600 light cone was ray traced out to a comoving distance of 2600 h −1 Mpc using a HEALPix grid of rays with HEALPix order 12. Note that this light cone has replications in it, but they are treated self-consistently by the light cone generator (M. Busha et al., in preparation) and the ray tracing code.
18 The pure SHT Poisson solver was run with HEALPix order 12. The SHT+MG Poisson solver was run with HEALPix order 7 bundle cells and an HEALPix order 9 SHT grid. The resulting convergence, shear and rotation fields were then extracted from the inverse magnification matrices at the final plane using Equation (5). Finally, the convergence, E-, B-and rotation mode power spectra were extracted from the HEALPix maps using the public HEALPix package. Note that because the maps cover the entire sky, there is no ambiguity in the E/B-mode decomposition of the map (Bunn et al. 2003) .
The results from this simulation are shown in Figure 7 . The left panel shows the power spectra from the simulation using a pure SHT Poisson solver whereas the right panel shows the same power spectra using the SHT+MG Poisson solver. The top panels in this figure show the convergence, shear E-mode, shear B-mode, and rotation angle power spectra. Additionally, the prediction in the Limber approximation for the convergence power spectrum is shown by the dashed line, computed with the revised HaloFit non-linear fitting formula of Takahashi et al. (2012) and the linear power spectrum fitting formula of Eisenstein & Hu (1998) . I have added the contribution of N-body shot noise to this prediction as described in Vale & White (2003) . The hatched region shows the range of expected cosmic variance assuming Gaussian statistics, a decent approximation in the linear regime (see, e.g., Sato et al. 2009 ). The middle panels show the ratio of the non-linear prediction and the E-mode shear power spectrum to the measured convergence power spectrum. The large deviations of the power spectra from the theoretical predictions at ℓ 500 are due to the smoothing applied to the mass distribution and resolution of the ray field, not the underlying N-body simulation. I have confirmed that the Takahashi et al. (2012) fitting formula reproduces the simulation results more accurately than the Smith et al. (2003) formula, which is low by a few percent at these scales as noted previously (e.g., Hilbert et al. 2009; Eifler 2011; Takahashi et al. 2012) .
As expected at second order in General Relativity, in both cases the shear E-mode and the convergence power spectra are equal to high precision. For the SHT+MG Poisson solver there is a slight modulation of the shear E-mode power on the scale of a few degrees, presumably arising from the boundary condition interpolation for the MG patches. However this numerical artifact in amplitude is 2%, so that it will be undetectable for a DES-like survey (a signal-to-noise of 1) and only marginally so for a LSST-like survey (a signal-to-noise of 2). These signal-to-noise calculations were done using typical parameters for the lensing source density (12 and 40 galaxies per arcmin 2 for DES and LSST respectively) and survey area (1/8 and 1/2 of the sky for the DES and LSST respectively) assuming Gaussian statistics at a variety of redshifts (see e.g., Huterer & Takada 2005) . In both cases the Bmode and rotation mode power spectra are suppressed by nearly a factor of 10 6 , though this number is redshift dependent. These results are qualitatively consistent with those already in the literature for the amplitude of the B-mode and rotation mode power spectra (e.g., Jain et al. 2000; Vale & White 2003; Hilbert et al. 2009 ).
For the first time, one can directly compare the amplitude of the B-mode and rotation mode power spectra from the ray tracing simulations. These are expected to be equal at second order in the gravitational potential from perturbation theory (Hirata & Seljak 2003 , see also Krause & Hirata 2010) . The bottom panels of Figure 7 show the ratio of the shear B-mode power to the rotation power. While the pure SHT simulations are consistent with this result to a percent or less, the SHT+MG simulations have a significant amount of extra B-mode power in the shear field. This extra numerical B-mode power is roughly fixed in amplitude while the true B-mode and rotation power increase with redshift. Thus at lower redshifts, the B-mode power can be a factor of ∼ 10 above the rotation mode power. As discussed above, this extra power arrises from the boundary condition interpolation. Note however that this extra power is well below the expected level of shape noise for upcoming weak lensing surveys so that it is undetectable when shape noise is included (a signal-to-noise ≪ 1 for both the DES and LSST). Thus, while the SHT+MG Poisson solver does not allow the ray tracing calculations to work completely correctly at second order, for future surveys in the context of making synthetic catalogs, these errors are acceptable. Finally, note that given the sensitivity of the amplitude of the B-mode power to the numerical details of the simulations (see also Hilbert et al. 2009 ), I have made no attempt to compare the B-mode power spectrum amplitude in the simulations to that expected from perturbation theory as done in Hilbert et al. (2009) .
CONCLUSIONS
In this work I have presented CALCLENS, a new curved-sky ray tracing algorithm and code appropriate for current and future largearea sky surveys. The key feature of this code is the new SHT+MG Poisson solver for the sphere. While this Poisson solver has more noise than pure SHT Poisson solvers, it enables large areas to be ray traced quickly on a curved sky at high resolution. Additionally, this extra noise is well below the expected level of shape noise for current and upcoming surveys. Thus this new code is ideally suited for the generation of full-sky synthetic galaxy shear catalogs for verifying the accuracy of cosmological constraints from upcoming surveys. These synthetic galaxy shear catalogs can also be used as inputs to image simulations in order to test the process of producing cosmological constraints with weak lensing completely from images to error bars.
I have also investigated second-order lensing effects using full-sky E/B-mode decompositions which are complete and free of ambiguous modes in the shear field (Bunn et al. 2003) . Using slower, but more accurate pure SHT calculations I have verified that the B-mode shear and rotation mode power are equal to high precision ( 1%), as predicted from perturbation theory (Hirata & Seljak 2003) . I find that the updated HaloFit prescription for the non-linear power spectrum presented by Takahashi et al. (2012) used in the Limber approximation match the amplitude of the convergence and shear power spectra from ray tracing to a few percent, whereas the Smith et al. (2003) prescription does not. The calculations and methods presented in this work can be extended in several ways. Upcoming, high-sensitivity and highangular resolution observations of CMB temperature and polarization signals will allow for high-significance CMB lensing measurements (e.g., Guzik et al. 2000; Smith et al. 2006; de Putter et al. 2009; McMahon et al. 2009; Niemack et al. 2010) . These CMB lensing maps can be cross-correlated with observations of galaxies from surveys to extract constraints on galaxy bias and other cosmological parameters (e.g., de Putter et al. 2009; Sherwin et al. 2012; Bleem et al. 2012) . Thus producing lensed CMB temperature and polarization maps for the same underlying large scale structure in which the galaxies have been placed self-consistently will be important for testing and understanding these methods. In fact such simulations for the 220 deg 2 Carmen light cone have already been made and used in Bleem et al. (2012) with data from the SPT 19 to study the galaxy bias of galaxies detected in the Blanco Cosmology Survey, similar to studies to be performed with the combination of data from the SPT and the DES. Lensed CMB signals may be useful to study cluster mass profiles as well .
Current and future large-area sky surveys will present an unprecedented data analysis challenge for WL studies, both in terms of the measurement of shear signals from pixelized images and also in terms of the modeling required to reliably extract cosmological information from these measurements. In this work I have presented a new algorithm and code capable of producing full-sky weak lensing shear simulations, suitable for testing data analysis procedures and verifying cosmological constraints from these surveys are free of systematic errors. Combined with methods that place galaxies self-consistently into cosmological light cone simulations (e.g., GALACTICUS, Benson 2012 or ADDGALS, R. Wechsler et al., in preparation; M. Busha et al., in preparation) , this code can be used to make synthetic galaxy shear catalogs for use with a variety of current and future surveys. As the amount and quality of WL data increases, I expect these shear catalogs, and the algorithms needed to produce them, to be increasingly useful and necessary in order to realize the scientific potential of the next generation of large-area sky surveys.
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APPENDIX A: WEAK GRAVITATIONAL LENSING BY POINT MASSES ON THE SPHERE
In this Appendix I review differential geometry on the sphere and present the solution for the shear and deflection angles due to a point mass on the sphere. On the sphere the metric is
and the non-zero Christoffel symbols are
Given the metric I can also define the following basis vectorŝ 
In these expressions all derivatives in the φ-direction have been scaled by 1/ sin θ to account for the non-unit length ofê φ . Finally, for the 1-axis along theθ-direction and the 2-axis along theφ-direction, the magnitudes of the deflection and shear components in terms of the derivatives given above are
The Poisson equation for a point particle at the top of the sphere reads
where ∇ 2 is the Laplacian operator which for my choice of coordinates is
I have subtracted the mean density of the point particle on the sphere from the overall density in the Poisson equation above, anticipating the result that ℓ = 0 modes (i.e. constant modes) of the density field can be set to zero when solving for the potential. The solution to the Poisson equation above is
This equation has no φ dependence because I have placed the point particle at the top of the sphere. Expressions for the deflection angle and shear due to a point mass can be obtained from the expressions for the gradient and the covariant derivative of a vector of the sphere given above. Since I will store the shear in an orthonormal basis aligned with (θ,φ) on the sphere, the φ − φ component of ∇a∇ b Ψ(θ, φ) must be scaled by 1/ sin 2 θ in order to account for the non-unit length ofê φ . The deflection angle and shear components for a point mass at the top of the sphere are
The results for the shear can be obtained from de Putter & Takada (2010) as well. Once the deflection angle and the shear for the point particle are known when the point particle is at the top of the sphere, it is straight forward to generalize the expressions for any two points on the sphere. Given the point particle's position and the position under consideration, one simply computes the "parallactic" angle between the great circle connecting the point particle and the position under consideration and the +Q axis of the local basis in which the shear is stored at each location on the sphere (i.e.θ). This angle ω can then be used to rotate both the shear and deflection angle into the local basis as needed.
APPENDIX B: THE PARALLEL TRANSPORT OF TENSORS ON THE SPHERE ALONG GEODESICS
In this section I discuss the parallel transport of tensors on the sphere. The discussion in this section follows closely the notation of Hobson et al. (2006) . In general, the parallel transport of a tensor t ab along a curve x c (u) parametrized by an affine parameter u is given by the solution of the following equation c . The ray propagation algorithm defined above needs the parallel transport of the inverse magnification matrix (a tensor on the sphere) along great circle arcs (geodesics of the sphere) which connect each ray with its location on the next lens plane in angle.
A simplified prescription for this operation can be defined as follows. Consider the geodesic along the "equator" of the sphere at θ = π/2. Along this path I can write x(u) = (π/2, u) where I now have used the arc-length as u. This parameter is affine for this geodesic since the tangent vector to the geodesic,ê φ , is the same at all points along the geodesic. I have neglected an over all shift in "phase" around the sphere so that the parallel transport starts at u = ui = 0 and ends at some u = u f . With this definition of the geodesic x c , one sees that all of the Christoffel symbols from Appendix A vanish identically. Thus parallel transport for any tensor along this geodesic is trivial; its components remain constant. For this geodesic also note that the tensor components are defined in a basis in which one of the basis vectors which is always aligned with the tangent vector of the geodesic.
Using this construction, it is straight forward to generalize the parallel transport of any tensor between any two points on the sphere connected by a geodesic. One simply first rotates the tensor components in the original coordinate system into a coordinate system where the geodesic is along the "equator" of the sphere. Then the tensor is parallel transported along the geodesic in this new coordinate system, where its components remain unchanged during this operation. Then at the final location of the tensor the components are rotated back into the old coordinate system, being careful to note that the tensor basis at the final point in the old coordinate system differs from the tensor basis at the initial point in the old coordinate system. This procedure is exactly that described by Challinor & Chon (2002) , but the previous discussion has established that it applies not only to traceless, symmetric polarization tensors, but to all tensors defined on the surface of the sphere which are parallel transported along geodesics.
In practice I use the following equivalent prescription for parallel transporting tensors along geodesics on the sphere. I simply perform a three-dimensional rotation of the local tensor basis 3-vectors about the center of the sphere. The axis and angle of this rotation is fixed by requiring them to trace the geodesic path used for parallel transporting. Then using the rotated tensor basis vectors and those at the final location of the sphere, I compute the angle by which to rotate the tensor components. Finally using this angle, I express the tensor components in this final basis. Note that this procedure applies just as well to vectors on the surface of the sphere by the same argument as given above.
APPENDIX C: EQUIVALENCE OF THE RECURRENCE RELATIONS FOR THE INVERSE MAGNIFICATION MATRIX
The recurrence relation for the inverse magnification matrix obtained directly from the discretization of the lensing equations (see Equation 7 )
where A k is the inverse magnification matrix for the rays at the k-th lensing plane, Ui is the matrix of second partial derivatives of the lensing potential at the i-th plane, D k ≡ r(χ k ), and D ik ≡ r(χ k − χi). I have switched to matrix notation here with bold symbols denoting matrices. With this definition of D ik one can verify the identity
directly from the properties of the sine and hyperbolic sine functions. Additionally in this notation Dac = −Dca. With this identity in hand, I can now verify that Equation (12) is equivalent to Equation (C1) using induction (see Seitz & Schneider 1992 for a similar proof). Once can verify directly that up to k = 2 the two relations are the same. Now assume they are equivalent up to k − 1. Then for A k I get by substituting Equation (C1) into Equation (12)
By applying the identity in Equation (C2) twice to the expression in the brackets, I get
Thus by induction Equations (12) and (C1) are equivalent.
APPENDIX D: RADIAL SHEAR INTERPOLATION FOR GALAXY IMAGES
In this appendix I verify that the radial shear interpolation for finding galaxy images presented in Section 2.3 is equivalent to properly computing the inverse magnification matrix for the galaxy from the previous two lens planes. Assume a galaxy with comoving distance χg falls in lens plane n + 1 so that χ n+1−1/2 < χg < χ n+1+1/2 . Then the correct equations to compute the inverse magnification matrix at the galaxy's radial location is (cf. Equation 12 
where I have now switched to the notation of Appendix C. For practical reasons, CALCLENS actually implements the radial interpolation using the following equation
Dn,g Dn,n+1
An
An+1 .
This last equation matches directly the procedure described in Section 2.3. By direct substitution of Equation (12) into Equation (D2), one can verify that the relation given in Equation (D1) is in fact equivalent to that in Equation (D2). This derivation requires the identity given in Equation (C2) and also the following identity
which again can be verified directly from the properties of the sine and hyperbolic sine functions.
