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[4] $\mathbb{R}$ $X,$ $Y$ $C$ $Y$ $E$ $X$
$f(x)=g(x)-h(x), \forall x\in E$ (1)
$E$ $g,$ $h$ $f:Earrow \mathbb{R}$
$E$
dc $E=X$ $f$ “dc” (1) $E$ $f$ dc
$E=X$ (1) dc dc
dc
$f$ : $\mathbb{R}^{n}arrow \mathbb{R}^{m}$ $\mathbb{R}$n $\gamma$ : $\mathbb{R}^{m}arrow \mathbb{R}$
Blanquero Carrizosa [1] $\gamma\circ f$ : $\mathbb{R}^{n}arrow \mathbb{R}$ dc
([5] )
([7] ) $f$ : $Xarrow Y$
$x_{1},$ $x_{2}\in X$ $\lambda\in[0,1]$
$f(\lambda x_{1}+(1-\lambda)x_{2})\leq c^{\lambda}f(x_{1})+(1-\lambda)f(x_{2})$
$f$ $X$ $C$- $f$ epi $(f)$
( $DC$ ) $DC$
2 dc $DC$
3 Blanquero Carrizosa [1] $\gamma\circ f:\mathbb{R}^{n}arrow \mathbb{R}$ $\sigma$
dc [1] $DC$ Gerstewitz
(Tammer) sublinear [3] dc 4
$DC$ dc
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2
$X$ $Y$ $C$ $Y$ $\leq c$ :
$x,$ $y\in X$
$x\leq cy \Leftrightarrow y-x\in C$
$Y$ $A$ $0\in A$ $x\in Y,$ $t\in[O, \delta]$ $tx\in A$
$\delta>0$ $A$ absorbing $Y$
$A\subset Y$ int $A$ cl $A$
2.1. dc dc
minimize $f_{0}(x)$
subject to $x\in E$ , (2)
$f_{i}(x)\leq 0, i=1, \ldots, m.$
$E$ $X$ $f_{i}:Xarrow \mathbb{R},$ $i=0,1,$ $\ldots,$ $m$ dc
dc
2.1 (Horst, Pardalos and Thoai [4]). $X$ $f,$ $f_{1},$ $\ldots,$ $f_{m}$ : $Xarrow \mathbb{R}$
$dc$ $dc$ :
(i) $\{\lambda_{i}\}_{i=1}^{m}\subset \mathbb{R}$ $x \mapsto\sum_{i=1}^{m}\lambda_{i}f_{i}(x)$ ;
(ii) $x \mapsto\max_{i=1,\ldots,m}f_{i}(x),$ $x \mapsto\min_{i=1,\ldots,m}f_{i}(x)$ ;
(iii) $x\mapsto|f(x)|,$ $x \mapsto\max\{0, f(x)\}$ and $x \mapsto\min\{0, f(x)\}$ ;
(iv) $x \mapsto\prod_{i=1}^{m}f_{i}(x)$ .
2.2. $X$ $Y$ $f:Xarrow Y$
$epi(f):=\{(x, y)\in X\cross Y|f(x)\leq cy\}$
$f$
/ ( $DC$ )
2.3. $X$ $Y$
$f(x)=p(x)-q(x), \forall x\in X$
C- $p$ $q$ $f:Xarrow Y$ $DC$
3 $DC$
Blanquero Carrizosa [1, Prop. 1. 1] dc
$\langle\cdot,$ $\cdot\rangle$ $Y=\mathbb{R}^{n}$
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3.1. $S\subset \mathbb{R}^{n}$ $0\in S$ $S$ $\gamma_{S}$ : $\mathbb{R}^{n}\mapsto(-\infty, +\infty]$
$\gamma_{S}(x) :=\inf\{t>0|x\in tS\}, \forall x\in \mathbb{R}^{n}.$
$S$ absorbing $\gamma s$ $S$ Minkowski 14.5[8]
3.1. $S$ $Y$ absorbing $\gamma_{S}$
$\gamma_{S}(x)=\max\{\langle u’, x\rangle|u’\in S^{o}\}, \forall x\in \mathbb{R}^{n},$
$s\circ$ $S$ $S^{o}:=\{u\in \mathbb{R}^{n}|\langle u, x\rangle\leq 1, \forall x\in S\}$
$\mathbb{R}_{+}^{n}=\{x=(x_{1}, x_{2}, \ldots, x_{n})|x_{i}\geq 0, i=1,2, \ldots, n\}$ $DC$ $f$
3.1 (Blanquero Carrizosa [1]). $\Omega\subset \mathbb{R}^{n}$ $\gamma_{B}$ : $\mathbb{R}^{n}arrow \mathbb{R}$ $\Re$
$B\subset \mathbb{R}^{n}$ $f$ : $\Omegaarrow \mathbb{R}^{n},$ $f=(fi, \ldots, f_{n})$
dc
$f_{i}=f_{i}^{+}-f_{i}^{-}$
dc $f_{i}^{+},$ $f_{i}^{-}$ $\mathbb{R}_{+}^{n}$- $i=1,$ $\ldots,$ $n,$
$M_{i} := \max\{\gamma_{B}(e_{i}), \gamma_{B}(-e_{i})\},$
$e_{i}$
$\mathbb{R}^{n}$ $i$ $\gamma_{B}of$ : $\Omegaarrow \mathbb{R}$ dc $\gamma_{B}\circ f$
dc
$\gamma_{B}\circ f=g-h,$
$g= \gamma_{B}\circ f+\sum_{i=1}^{n}M_{i}(f_{i}^{+}-f_{i}^{-}),$ $h= \gamma_{B}\circ f+\sum_{i=1}^{n}M_{i}(f_{i}^{+}+f_{i}^{-})$
$DC$ 3.1 sublinear $DC$
$C$
$C:=\{z\in \mathbb{R}^{n}|\langle c_{i}, z\rangle\geq 0, \forall i=1, \ldots, m\},$
$c_{i}\neq\theta(i=1, \ldots, m)$
3.2. $X$ $C$- $p:Xarrow \mathbb{R}^{n},$ $i\in\{1, \ldots, m\}$
$g^{(i)}:Xarrow \mathbb{R}$
$g^{(i)}(x);=\langle c_{i},p(x)\rangle, \forall x\in X$
$g^{(i)}$ $i=1,$ $\ldots,$ $m$
Proof. $x_{1},$ $x_{2}\in X,$ $\lambda\in[0,1]$
$\lambda g^{(i)}(x_{1})+(1-\lambda)g^{(i)}(x_{2})-g^{(i)}(\lambda x_{1}+(1-\lambda)x_{2})$
$=\langle c_{i}, \lambda p(x_{1})+(1-\lambda)p(x_{2})-p(\lambda x_{1}+(1-\lambda)x_{2})\rangle$
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$p$ $C$-
$\lambda p(x_{1})+(1-\lambda)p(x_{2})-p(\lambda x_{1}+(1-\lambda)x_{2})\in C$
$i=1,$ $\ldots,$ $m$
$\langle c_{i},$ $\lambda p(x_{1})+(1-\lambda)p(x_{2})-p(\lambda x_{1}+(1-\lambda)x_{2})\rangle\geq 0$
$g^{(i)}(\lambda x_{1}+(1-\lambda)x_{2})\leq\lambda g^{(i)}(x_{1})+(1-\lambda)g^{(i)}(x_{2})$
$g^{(i)}$ $i=1,$ $\ldots,$ $m$
$k\in$ int $C$ $c^{i}(k)\in \mathbb{R}^{n}$
$c^{i}(k):= \frac{1}{\langle c_{i},k\rangle}c_{i},$ $i=1,$ $\ldots,$ $m$
3.2 $\backslash$ $\langle c_{i},$ $k\rangle>0$ $C$- $p$ : $Xarrow \mathbb{R}^{n}$
$X\mapsto\langle c^{i}(k),p(x)\rangle$
3.1. Gerstewitz (Tammer) [3] sublinear
$\varphi_{k}(y) :=\inf\{t\in \mathbb{R}|y\in tk-C\}, \forall y\in \mathbb{R}^{n}$
$\varphi_{k}(y)=\max_{i=1,\ldots,m}\langle c^{i}(k), y\rangle, \forall y\in \mathbb{R}_{0}^{n}$
Proof. $y\in \mathbb{R}^{n},$ $\epsilon>0$ $\varphi_{k}$ $t_{\epsilon}k-y\in C$ $t_{\epsilon}<\varphi_{k}(y)+\epsilon$
$\in \mathbb{R}$ $t_{\epsilon}k-y\in C$ $i=1,2,$ $\ldots,$ $m$ $\langle c_{i},$ $t$ $k-y\rangle\geq 0$
$t$ $\langle c_{i},$ $k\rangle\geq\langle c_{i},$ $y\rangle$
$t_{\epsilon} \geq\frac{1}{\langle c_{i},k\rangle}\langle c_{i}, y\rangle=\langle c^{i}(k), y\rangle$







$y\rangle$ $i=1,$ $\ldots,$ $m$
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3.2. $X$ $f:Xarrow \mathbb{R}^{n}$ $DC$ $f$ $DC$
$f(x)=p(x)-q(x),$ $\forall x\in X$
$p,$ $q$ $C$-
$( \varphi_{k}\circ f)(x)=\max_{i=1,\ldots,m}\langle c^{i}(k), f(x)\rangle, \forall x\in X_{0}$
$\varphi_{k}of$ dc
Proof. 3.1 $x\in X$
$(\varphi_{k}\circ f)(x)=\varphi_{k}(f(x))$
$= \max_{i=1,\ldots,m}\langle c^{i}(k), f(x)\rangle$
$= \max_{i=1,\ldots,m}\{\langle c^{i}(k),p(x)\rangle-\langle c^{i}(k), q(x)\rangle\}$
3.2 $\langle c^{i}(k),p(x)\rangle$ $\langle c^{i}(k),$ $q(x)\rangle$ $\langle c^{i}(k),$ $p(x)\rangle-\langle c^{i}(k),$ $q(x)\rangle$








$x^{*}\in E$ $\omega_{0}\in \mathbb{R}^{n}$ (3) (3)
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4.1 (Horst, Pardalos and Thoai [4]). (3) $x^{*}\in E$
$\inf\{-h(x)+t|x\in E, t\in \mathbb{R}, g(x)-t\leq g(x^{*})-t^{*}\}=0$
$t^{*}\in \mathbb{R}$
int $C$
4.1 (Tanaka [6]). $A$ $\mathbb{R}^{n}$
(i) $w^{*}\in c1A,\cdot$
(ii) for any $a\in A$ with $a\neq w^{*},$ $w^{*}-a\not\in$ int $C_{0}$
$w^{*}\in \mathbb{R}^{n}$ int $C$ $A$ int $C$ $A$
$InfA$
3. 1 Gerstewitz (Tammer) sublinear
$\varphi_{k}$
4.1 $($ G\"opfert, Tammer, Riahi $and Z\dot{a}$linescu $[2])$ . $Y$ $C$ $Y$
$k\in$ int $C$ $\lambda\in \mathbb{R}$
$\{y\in \mathbb{R}^{n}|\varphi_{k}(y)<\lambda\}=\lambda k-intC$
4.2. $A$ $\mathbb{R}^{n}$ $w^{*}\in c1A,$ $k\in intC$
$w^{*} \in InfA\Leftrightarrow\inf\{\varphi_{k}(y)|y\in A-w^{*}\}=0_{0}$
Proof. $\beta:=\inf\{\varphi_{k}(y)|y\in A-w^{*}\}$ $w^{*}\in InfA$ $w^{*}\in$ cl $A$







$\beta\leq 0$ . $\beta=0$ $\beta<0$ $\beta$ $\varphi_{k}(a_{0}-w^{*})<0$
$a_{0}\in A$ 4.1 $a_{0}-w^{*}\in$ -int $C$ $w^{*}$
4.1(ii) $\beta=0$
$\beta=0$ $w^{*}\not\in InfA$ $a-w^{*}\in$ -int $C$
$a\in A$ with $a\neq w^{*}$
0 $k$ –int $C=$ -int $C\ni a-w^{*}$
4.1 $\varphi_{k}(a-w^{*})<0$ $\beta=0$ $a\in A$
$\varphi_{k}(a-w^{*})\geq 0$ $w^{*}\in InfA$
275
$f$ : $Xarrow \mathbb{R}^{n}$ $DC$
$w\in Inf\{f(x)|x\in X\}$ (4)
$w^{*}\in Inf\{f(x)|x\in X\} f(x^{*})=w^{*}$
$x^{*}\in X,$ $w^{*}\in \mathbb{R}^{n}$ (4)
4.3. (4) $t^{*}\in \mathbb{R}$
$\inf\{-h_{w}\cdot(x)+t|x\in X, t\in \mathbb{R}, g_{w^{*}}(x)-t\leq g_{w}\cdot(x^{*})-t^{*}\}=0$
$\varphi_{k}(f(x)-w^{*})$ $g_{w^{*}},$ $h_{w}*$
Proof. $f$ $DC$ 3.2 $\varphi_{k}(f(x)-w^{*})$ dc 4.1




$\inf\{-h_{w}\cdot(x)+t|x\in X, t\in \mathbb{R}, g_{w}\cdot(x)-t\leq g_{w}\cdot(x^{*})-t^{*}\}=0$
$t^{*}\in \mathbb{R}^{n}$
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