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Abstract 
Clustering is an important method in hydrological sequence data mining, where dimension deduction is the key 
efficiency. In this paper, the Mallat algorithm and Daubechies wavelet are used to conduct wavelet transform on 
hydrological sequences. Through k-level wavelet transform, the hydrological sequences are divided into approximate 
part A and detailed part B with different time scales. The sequence length at the k-th level is 1/2k times of the length 
of the original sequence. Thus the efficiency of the algorithm is improved. Real tests show that obtained clusters 
conform to the real situation. 
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1.  Introduction 
With determinate components and random ones, hydrological time series have the properties of high 
non- linearity and multi-time-scale.  In recent years, wavelet analysis has become a hot spot and has been 
widely studied in such areas as signal processing, image compression,  voice coding, pattern recognition,  
earthquake reconnoiter and other non-linear systems. With good multi-resolutions of time and frequency, 
wavelet analysis can focus on any detail and thus detect the change at different time scales. Since the end 
of 20th century, wavelet analysis has been applied to hydroaraphy in Cina [1,2]. Through discrete wavelet 
transform  (DWT), hydrological time series can be divided into approximate part A and detailed part D at 
different time scales. This provides a base for combing wavelet analysis and fractal, chaos, ANN and 
random theory to study prediction models for long-term coupling in hydroaraphy [3]. Wavelet analysis is 
also used to dimension reduction for time series data. 
Hydrological time series, such as precipitation in one year, normally have high dimensions.   In this 
paper, wavelet transform is used to reduce the dimension of hydrological time series, and then the 
hydrological time series are clustered more efficiently. 
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2. Descrete wavelet transorm 
Wavelet is a method for non-stationary signal analysis [5].  A cluster of wavelet functions are 
constructed by the expansion and translation of a basis wavelet function )(x\  satisfying 
0)(  ³R dxx\ to represent or approximate a function. Binary wavelets are a set of functions that satisfy 
certain conditions: 
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In 1987, using the multi-resolution idea, Mallat unified the construction of wavelet function, and 
introduced a pyramids algorithm for disintegrating and reconstructing discrete signals by wavelet transform 
[5].  Starting from a sub-space of L2, a base is built in the sub-space, and then the base is extended to L2
and the base of the whole space is obtained. Assume Zkjkj ,, }{\  is an orthogonal wavelet base of L2. For 
any )(,)( 2 xfLxf   can be reconstructed by linear superposition of wavelet signal at all scales: 
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Assume Zxxf )},({ has n non-zero sample values. The discrete dyadic wavelet transform 
introduced by Mallat is calculated as 
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Where jj gh ,  are discrete filter. 
Time series are divided into approximate part A and detailed part D by wavelet transform. Part A is 
obtained by a low filter on the roll of series to be analyzed.  It reflects overall trend of the original series. 
While part B is obtained by a high filter and it represents the differences between the details of signals. Part 
A can be further conducted DWT to get more detailed A and D. This process can be conducted iteratively. 
This is the multi-scale decomposition property of wavelet. As shown in Figure 1, two n/2-length series 
called approximate series (cA) and detailed series (cD) are obtained. After a DWT conducted on a n-length 
series and a down sam-pling operation.  
The length of cA is reduced to ½ times of the length of the original signal after every DWT. The length 
of cA is 1/8 of that of the original signal if a DWT with scale 3 is conducted. The higher the scale is, the 
shorter the cA length is and the more blurred signal the signal is. 
Figure 1. Discrete wavelet transform 
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For example, we select a sequence of daily precipitation of a year Q( t)={x1,x2,…,x365}, as shown in Fig. 
2(a). Conducting 3-layer wavelet decomposition on Q(t) by the Mallat roll wavelet algorithm and Db2 
wavelet,  we obtain approximate series cA1 ( t) , cA2 ( t) , cA3 ( t) and detailed series cD1 ( t) , cD2 ( t) , cD3
( t) as shown in Fig. 2(b)-(g). The reconstructed series R(t)={y1,y2,…,y365} obtained from  the approximate 
series and the detailed series is shown in Fig. 2(h). 
Figure 2. Wavelet decomposition and reconstruction of the daily precipitation sequence 
It can be seen from Fig. 2 that the reconstructed sequence is almost as same as the original one except a 
few points. To evaluate the accuracy of wavelet decomposition, the distance between the reconstructed 
series and the original series is computed.  
106585.3)(
365
1
2   ¦
 
eyxd
i
ii                         (5) 
It can be seen from Equation (5) that the error between the reconstructed series and the original series is 
small. This demonstrates the success of wavelet decomposition and reconstruction. 
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Figure 2 demonstrates that the obtained approximate signal reflect the trend of the original series 
accurately since DWT filters noise in the original series. Therefore, in clustering time series, we only need 
to consider approximate series with great reduction of data and relative less information loss.  
 The following is matlab source code for wavelet decomposition and reconstruction of time series. 
3. Overview of clustering 
Clustering is an important topic in data mining. Unlike classification, given no a priori knowledge, 
clustering is to divide data into different clusters so that the data in the same cluster are similar and the data 
in different clusters are different. So cluster is also called unsupervised classification. 
There have been many clustering methods. Three typical ones are systemic clustering, dynamic 
clustering and decomposition clustering. 
The basic idea of dynamic clustering is to cluster the data roughly first, and then to revise the initial 
clustering by a rule until the clustering is satisfactory.    
In systemic clustering, one not only defines the similarity between data points, but also defines the 
similarity between clusters and deduces the deductive formula for calculating similarity between clusters.  
First, every data point is seen as a individual cluster, and the similarity between each pair of clusters is 
calculated; The two most similar clusters are combined to one new cluster; Then calculate the similarity 
between the new cluster and the original clusters, and combine the two most similar cluster to one new 
cluster…. The process is conducted iteratively until all points are grouped into a big cluster. Finally, a 
hierarchical diagram is created, and the final clustering is obtained by a principle. 
There are many systemic clustering approaches, such as the shortest distance, the longest distance, mid-
distance, barycenter, cluster-mean, alterable-mean and ward. Two frequently used approaches are shortest-
distance and mid-distance. 
4. Clustering hydrological series based on discrete wavelet transform 
The basic idea is to reduce the dimension of hydrological series by discrete wavelet transform, and to 
cluster the series by layered clustering. 
4.1. Similarity Metric of Hydrological Series 
Similarity metric is a function f(X,Y) represents the similarity of any two hydrological series. In this 
paper, we adopt the Euler distance. 
Given `} `} n21n21 y,,y,{y,x,,x,{x YX , the distance between them is defined as 
s=load('data.txt'); 
[C,L] = wavedec(s,3,'db2'); 
cA1 = appcoef(C,L,'db2',1); % 1-st 
layer decomposition 
cD1 = detcoef(C,L,1); 
cA2 = appcoef(C,L,'db2',2); % 2-nd 
layer decomposition 
cD2 = detcoef(C,L,2); 
cA3 = appcoef(C,L,'db2',3); % 3-rd 
layer decomposition 
cD3 = detcoef(C,L,3); 
A0 = waverec(C,L,'db2');      % 
inverting  
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4.2. Calculation of the Distance between two Clusters 
The shortest distance is used to measure the distance between two clusters, i.e., the distance between 
the two nearest data points. Given two clusters Ga and Gb, their distance is defined as 
},|),(min{),( baba GYGXYXDGGD       (7) 
4.3. Normalization of Data 
Before clustering, the attribute value v of series is nomalized to be a value between 0 to 1.  We adopt 
Min-Max normalization, i.e.,  
minmax
min
'

 vv                                  (8) 
where min is the minimum value of v, and max is the maximum value of v.
4.4. Clustering Hydrological Sereies 
Given hydrological series },...,,{ 21 mXXX , conduct 3-layer wavelet decomposition on iX  by 
Mallat roll wavelet algorithm and Db2 wavelet, and obtain approximate series },...,,{ 21 mAAA  of 1/8 
times of the length of the original series. Then },...,,{ 21 mAAA  is normalized by E.q. (8). Finally 
},...,,{ 21 mAAA  is clustered by layered clustering where cluster distance is calculated by E.q. (7).  
5. Real test 
We test our method on the series of daily precipitation at a station in Chaoer River from year 1963 to 
year 2001 (from national hydrology database of Zhejiang province). Preprocesses has been completed 
before the data are input the database, including data understanding, data cleaning, data integration and 
noise filtering. 
5.1.  Clustering Tree 
The hydrological series are clustered by methods described before and shown in Figure 3. 
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Figure 3.  Clustering tree for precipitation series
According to Fig. 3, if the data from 1963 to 2001 are clustered into three clusters, the details of 
clustering are shown in Table 1.  
TABLE 1.  Elements in clusters 
Cluster 
no. Cluster elements 
1
1963,1964,1966,1967,1968,1970,1971,1972,1974 
1976,1977,1978,1979,1982,1995,1997,2000 
2 1965,1991,1992,2001 
3
1969,1973,1975,1980,1981,1983,1984,1985,1986 
1987,1988,1989,1990,1993,1994,1996,1998,1999 
5.2. Cluster Explanation  
It is coarse to divide yearly precipitation into three clusters since the rainfall in each cluster is similar 
to overall precipitation in the year. The yearly precipitation in the first cluster of years is less (about 
1000mm), the one in the second cluster is medium (about 1200mm), and the one in the third cluster is 
large (about 1400mm). In addition, some elements that do not conform to the clustering exist in every 
cluster.
It is not easy to find two years with the same daily precipitation due to the randomness of the rainfall. 
So, only overall trend can be detected. For example, the yearly precipitation of 1967 and 1978 in the 
cluster 1 are 837mm and 852 mm respectively, described in Fig. 4. 
The clustering results have been verified by many hydrology experts. Therefore, this demonstrates 
that the proposed clustering method for hydrological series based on discrete wavelet transform is 
effective.  
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Figure 4. Yearly precipitation 
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