A family of basis functions, generated from the evolving states of Cellular Automata (CA), is used to compress and encrypt data. The operations required in encoding and decoding the data are described under the umbrella Cellular Automata Transforms (CAT). There is a huge number of these transform bases. CAT can be used in the way other mathematical transforms (e.g., Fourier, Discrete Cosine, Laplace, Wavelet etc) are utilized. In data compression applications, the rules and pertinent keys used t o generate the CA are &elected in favor of those which yield basis functions with the best information packing characteristics. On the other hand, for encryption the selection is biased towards those with the tendency to yield an avalanche eflect. In the latter case the transform process must be error free.
Introduction
Considerable interest has been shown in the past decade in the use of cellular automata for computing or as models of physical, chemical, biological, or information processes. The main challenge is to associate a given phenomenon with the evolving automata field. Traditional approaches, which include so-called lattice-gas models [l-81, demand the use of a large number of computational cells. More complications are introduced in the convoluted manner in which the CA space and its evolution is linked with the particular process.
CAT does not require a huge number of computational cells. There is also a more direct way of achieving the linkage between the CA space and the process. CAT incorporates a huge set of orthogonal, semi-orthogonal, bi-orthogonal, and non-orthogonal bases. These can be adapted to the peculiarities of a given problem.
0-8186-7728-7/96 $5.00 0 1996 IEEE In this paper, we present a brief overview of CAT and showcase applications in digital image compression and encryption. A more detailed description of CAT, including the theory and applications in process modeling, solution of differential/integral equations, data compression and encryption, is contained in a forthcoming book by the author [lo]. The following section deals with CA basics and it is intended for readers who are not conversant with the fundamentals of cellular automata.
CA Basics

Definition
Cellular automata are dynamical systems in which space and time are discrete [9] . The cells, which are arranged in the form of a regular lattice structure, have a finite number of states. These states are updated synchronously according to a specified local rule of interaction. For example, a simple 2-state 1-dimensional cellular automaton will consist of a line of cells/sites, each of which can take value 0 or 1. Using a specified rule (usually deterministic), the values are updated synchronously in discrete time steps for all cells. With a k-state automaton, each cell can take any of the integer values between 0 and k -1.
In general, the rule governing the evolution of the cellular automaton will encompass r sites up to a finite distance away. We say the cellular automaton is a k-state, r-site neighborhood CA.
Nomenclature
Consider a %site neighborhood dual-state onedimensional CA. The state of each cell is given by the Boolean variable a. When the state is on, a z 1.
Otherwise, it is off and a 0. The quantity ait represents the state (Boolean) of the i-th cell, at discrete time t , whose two neighbors are in the following states: % -I t , a;+lt. In general, we seek a rule that will be used to synchronously calculate the state ait+l from the state of the cells in the neighborhood at the t-th time level. The cellular automaton evolution is expressible in the form:
where F is a Boolean function defining the rule. There are 8 = 23 possible configurations for each neighborhood in a dual-state 3-site neighborhood automaton. These are: 111 +CO, 110 + C1, 101 -+ CZ, in which C , is the Boolean value generated by the rule given the n-th configuration. There are 256 = 2d rules for the Zstate/bsite CA. The convention [8] is to assign the integer R to the rule generating the function 3 such that: 100 + c3, 011 + cq, 010 + c g , 001 + cfj, 000 --$ c7,
Hence ' R takes on the value between 0 and 255 for a 2-state/3-site CA. In general, for a k-statelr-site CA, there are kkr rules and the evolution is expressible in the form.
where m = ( r -1)/2. If there are N ceils in the entire onedimensional space, we have a total of kN possible initial configurations with which to start the evolution of the CA. Furthermore, if the CA is run over T discrete time steps, the number of boundary (at the left and right boundaries) configurations possible is kn. Since there are kkr rules, the number of ways we can evolve a k-statelr-site/N-cells CA to over T time steps is of the order kk'+N+2T.
3 Theory of CAT Given a process described by a function f , defined in a physical space of lattice grid i, we seek basis functions A and their associated transform coefficients c , defined in cellular automata "frequency" space k, which allow us to write
The basis functions are related to the evolving field (ie., the states) of the cellular automata. Note that each point on the physical grid i has an associated basis function A (spanning the entire physical and CA space, k). Equation (3) represents a mapping of the process f (in the physical domain) into c (in the cellular automata domain) using the building blocks A as transfer functions. In many applications, we seek to obtain transform coefficients, c , with properties not necessarily possessed by the original function, f . Alternatively, we want the transformation process should reveal things about f not readily observed in the physical domain.
For example, in data compression applications, we want the transformation to reveal the redundancies in the original data. The elements of c with zero or insignificant magnitudes reveal the degree of redundancy detected by the CA transform. Among other things we demand:
basis functions that will maximize the number of negligibly small c coefficients, while minimizing the encoding error. Our objective is to find bases which produces coefficients with the minimum entropy. The entropy of the transform coefficients is: For an encryption application the plaintext is f and the ciphertext is c. Here we want the representation in equation (3) t o posses the so-called avdanche effect: asmall change (e.g., 1 bit) in f should result in a big change in c; and a small change in the keys used in generating A should yield a significant change in the ciphertext. In this case, we actually seek to maximize the alphabet base used in generating the basis functions. This will help thwart the efforts of code breakers. Furthermore, the CA transform of the data must involve non-floating-point calculations, and the no error can be tolerated in the encoding/decoding phases.
The essence of CAT is that we can always find CA rules (and its associated neighborhood, initial/boundary configuration, lattice arrangement etc) which will result in basis functions and transform COefficients with properties we desire for a given problem. The chief strength is the huge number and varied nature of the basis functions available to us.
CA Basis Functions
The distinguishing characteristics of CA basis functions include:
1.
2.
3,.
4.
The method used in calculating the bases from the evolving states of cellular automata.
The degree of orthogonality (full, semi, bi, or none) of the basis functions.
The support of the bases. Windowed basis functions have a compact support (These are zero everywhere except within a defined region of space and frequency).
The method used in calculating the transform coefficients.
The simplest bases are of the @-group. The elements are integers [-1,1] (non-windowed) and [ -l , O , l ] (windowed). Next we have pbases whose elements are generated from the instantaneous point density of the evolving field of the cellular automata. The basis functions we call p-bases are generated from a multiple-cell-averaged density of the evolving automata. S-bases are usually non-orthogonal, and are excellent for self-generating transformation of data.
One-dimensional cellular spaces offer the simplest environment for generating CA transform bases. They offer several advantages, including:
A manageable alphabet base for small r and small k . This is a strong advantage in data compression applications. in which c k are the transform coefficients. There are infinite ways by which A i k can be expressed as a funct i o n o f a r a ; t , ( i , t =0,1,2,.-.N-l). Afewofthese are enumerated below for a dual-state CA. Note the presence of variable parameters in some of the formulas for these bases. In such cases there are multiple sub-bases, each with unique characteristics and capable of being used solely, or in a group, as transform bases.
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Type 1:
where a i k is the state of the CA at the node i at time t = k.
Type 3:
where 1 5 n, 5 N -2 .
Type 4:
Type 5: 
2.
Calculating the canonical products of onedimensional bases SO that A i j k ! = AikAjr.
Examples of Orthogonal CA Basis
CA keys for generating a one-dimensional orthogonal Type 1 P-type non-windowed CA basis functions are shown in Table 1 An example of the information packing characteristic of a typical CAT is shown in Figure 3 . The test data, drawn from a digitized grayscale image of a face, is shown in Fig. 3a . The surface plot of the CA transform coefficients is in Fig. lb . The standard deviation of the transform coefficients, obtained from a large library of subimages, is shown in Fig. 3c . Note the concentration of energy on a few coefficients.
Applications
Image Compression
The existence of trillions of transform bases and CA gateway keys mandates different strategies for different data compression tasks. For each task, a decision must be made as to how many different CA bases will be used. An evaluation must also be made of the cost associated with each decision in terms of computational cost, encoding/decoding time, and fidelity. The test compression results shown in Figure  4 have been obtained by using the same CA basis function for the entire RGB image file. Each data block (16 x 16) is encoded and decoded using the same CA basis functions. The advantage is that the gateway keys for the CA can be embedded in the CA coder/decoder, not in the compressed file. This is the best approach for tasks where speed is of the essence. The cost is the inability to fully exploit the main strength of CA-adaptability. This is a symmetric process, it will take the same time t o encode the data as to decode it. The singlebase-per-file approach frees us from the need to design different quantization strategies for different parts of the image. The same CA basis can even be used for several data files just as, say, the discrete cosine transform is utilized for a variety of data compression tasks. A simpk quantization strategy is used: coefficients smaller than a threshold amount is thrown away. We are able to achieve compression ratios in excess on 200:l for color images within a fraction of a second on a low-cost PC.
Data Encryption
Given a CAT that. is carried out with an N-cell dualstate r-neighborhood one-dimensional CA, a code breaker must cont.end with searching through: 0 2" rules: The odds against code breakage increase tremendously as the number of states, cellular space, neighborhood, and dimensionality increase. In CAT-based encryption the encoding error must be zero. Windowed progressive bases are the most versatile for lossless encoding. The CAT-based encryption (CATE) algorithm, showcased below, has the following features:
0 Symmetric: The encryption and decryption keys are identical. It is also a secret-key algorithm because the sender of the message and the receiver must have sent the key over a secure (preferably different) channel prior to the commencement of the encryption/decryption processes. 
The Ciphertext
The above sample encryption was done with Type 6 windowed (p-type) basis functions. The basis coefficients are aII integers. The length (in bits) of the encryption key in the CATE algorithm is Lk = 16 + 610g2 N . It is based on a dual-state onedimensional CA. Obviously, as we increase N , the number of states of the automata, the number of cells per neighborhood, the dimensionality of the CA, so also will Lk increase dramatically.
Conclusions
The application of CAT to digital image compression and data encryption is the focus of this paper. Other applications of CAT include pattern recognition, forecasting, the solution of partial differential and integral equations. In solving partial differential equations, we seek basis functions with 'nice' differentiation properties. The calculation of the transform coefficients should also not require the explicit inversion of matrix equations. The last feature is provided for by using orthogonal or semi-orthogonal CA basis functions. In dealing with integral equations, we want a transformation that will result in sparse and diagonally strong coefficient matrices.
