In epidemiological cohort studies, the probability of developing a disease for individuals in a treatment/intervention group is compared with that of a control group. The groups involve varying cluster sizes, and the binary responses within each cluster cannot be assumed independently. Three major measures of association used to report the efficacy of treatments or effectiveness of public health intervention programs in case of prospective studies are Risk Difference (RD), Risk Ratio (RR) and Relative Risk Difference (RED). The preference of one measure of association over the other in drawing statistical inference depends on design of study. Lui (2004) (2004), using extensive simulations with a method based on an estimator of the variance of a ratio estimator by Cochran (1977) and a method based on a sandwich estimator of the variance of the regression estimator using the generalized estimating equations approach of Zeger and Liang (1986) . Paul and Zaihra (2008) conclude that the method based on an estimate of the variance of a ratio estimator performs best overall. In this paper, we extend the two new methodologies introduced in Paul and Zaihra (2008) to confidence interval construction of the risk measures RR and RED. Extensive simulations show that the method based on an estimate of the variance of a ratio estimator performs best overall for constructing confidence interval for the other two risk measures RR and RED as well. This method involves a very simple variance expression which can be implemented with a very few computer codes. Therefore, it can be considered as an easily implementable alternative for all the three measures of association.
Introduction
We often encounter clustered data in many fields, such as epidemiology, preventive medicine, public health and toxicology. Clustered data refers to a set of measurements collected from subjects that are structured in clusters, where a group of related subjects constitutes a cluster, such as a group of students from the same class or rodents in the same litter. For instance, in toxicological studies, a treatment (a stimulus or a control substance) is given to a number of pregnant female animals where each animal is called a litter or cluster. The principal aim of such a study is to determine if the treatment affects the incidence of abnormalities in live foetuses. Another example of clustered data is group randomized trials. Group randomized trials (GRTs) are frequently used in evaluation of public health education and intervention programs. In GRTs or cluster-randomized designs, clusters such as classrooms, schools, clinics, neighborhoods, families or communities are assigned to intervention or control conditions. The outcomes, such as behavior change with respect to employing solar protection (see data in Table 2 ), are measured on individuals within clusters. In these experiments individuals within the same cluster respond similarly and hence are correlated. Analysis of such data that does not appropriately account for correlation among individuals within clusters leads to erroneous statistical inferences.
The four major measures of association used to report the efficacy of treatments or effectiveness of public health intervention programs are Risk Difference (RD), Risk Ratio (RR), Relative Risk Difference (RED) and Odds Ratio (OR). The preference of one measure of association over another in drawing statistical inference depends on the study design. In the case of prospective studies, for instance clinical trials, cohort studies or group randomized trials, etc., risk ratio or relative risk difference is preferable while for case-control retrospective studies, the odds ratio is usually used. As we are dealing with prospective studies we will omit OR from further discussion.
The three important measures, risk difference, risk ratio and relative risk difference, having different applications, have been used in the literature to quantify the effect of a suspected risk factor on the probability of developing a given disease (see Lui, 2004) . Risk difference is used in public health issues in which the purpose is to measure the magnitude of excess mortality attributed to each disease (see Lui, 2004, chapter 2) . Risk ratio is used in toxicological, etiological and cohort studies to quantify the strength of association between a given disease and a suspected risk factor. For example, consider the data in Table 1 from a toxicologic experiment analyzed by Fleiss, Levin and Paik (2003) . The data represent the number of pups surviving 21 days of lactation among the number of pups alive four days after the birth from 16 pregnant rats whose diet was chemically treated in one group and was 1 not treated (control ) in the other group. Now, let π 1 and π 0 denote the proportion of pups who would survive 21 lactation days for the treated and the control group respectively. Then the effect of the chemically treated diet can be measured by either the risk difference RD = π 1 −π 0 or the risk ratio (relative risk) RR = π 1 /π 0 . Gart and Nam (1988) and Koopman (1984) discussed risk ratio of two binomial proportions for non-clustered data. For other applications and discussions of risk ratio, see Gart (1979) and Morris and Gardner (1988) .
Relative difference is used as a measure of impact when, for example, the exposure is preventive. It quantifies the ability of a treatment to reduce the risk of developing an undesirable outcome. It is most popular in public health intervention programs. For further details, see Sheps (1958 Sheps ( , 1959 , Lui (2004) and Fleiss (1986) . Consider the data given in Table 2 ( modified from the data given in Table 1 .1 of Lui, 2004, p. 7) from an educational intervention program on behavior change with regard to employing solar protection. Now, let π 1 and π 0 denote the proportion of children who employ adequate solar protection in the intervention and the control groups respectively. Then the impact of solar protection can be measured by the relative difference defined by RED = π 1 −π 0 1−π 0 . As the educational intervention program is expected to motivate (to use solar protection), the value of RED is expected to be positive. See Lui (2004, p. 54-55) for more discussion. (Weil, 1970) . (i) Number of pups surviving 21 lactation days, (ii) Total number of pups alive four days after birth in 16 litters of pregnant rats.
Groups
Chemical diet (i) 12 11 10 9 11 10 10 9 9 5 9 7 10 6 10 7 (ii) 12 11 10 9 10 9 9 8 8 4 7 4 5 3 3 0 Control (i) 13 12 9 9 8 8 13 12 10 10 9 13 5 7 10 10 diet (ii) 13 12 9 9 8 8 12 11 9 9 8 11 4 5 7 7 Table 2 : Radiation Exposure Data (Mayer, 1997) . (i) Class Sizes, (ii) Observed number of children with adequate level of solar protection.
Groups Intervention (i) 3 2 2 5 4 3 1 2 2 2 1 3 1 3 2 2 6 2 4 2 2 2 2 1 1 1 1 1 1 (ii) 2 1 1 5 3 1 0 0 0 1 0 1 0 1 0 2 6 2 4 1 0 1 1 0 0 1 1 1 1 Control (i) 2 4 3 2 3 4 4 2 2 3 2 2 4 3 2 3 1 1 2 2 2 3 3 4 1 1 1 1 1 (ii) 2 4 1 0 3 0 2 1 1 0 0 1 3 0 0 0 0 1 1 0 1 2 1 0 0 0 0 1 1 It is of general interest in epidemiological studies to obtain confidence intervals for one or more of these quantities. The simplest analysis would be based on the assumption that observations within clusters are independent. Such an analysis would bias the inference procedures as observations within clusters are likely correlated. Lui (2001) reviews four methods for constructing confidence intervals for risk difference. Paul and Zaihra (2008) propose a new method based on an estimate of the variance of a ratio estimator. Suppose that we independently sample n i clusters from the ith group, i = 0,1, with m ij individuals, j = 1,...,n i . Suppose that x ij is the number of individuals in the jth cluster of the ith group who are exposed to a risk factor. The unbiased estimate of π i isπ i = x i. /m i. , where x i. = ∑ n i j=1 x ij and m i. = ∑ n i j=1 m ij . This can be written as the ratio of two sample means,π i =¯x i /¯m i , where¯x i = x i. /n i and¯m i = m i. /n i . Then, using a result by Cochran (1977, p. 31) of the estimate of the variance of a ratio estimator, an estimator of the variance ofπ i is
π i m ij . Paul and Zaihra (2008) also develop a sandwich estimator where r ij = x ij −v s i of the variance ofπ i using the generalized estimating equations approach of Zeger and Liang (1986) . They further show a simple relationship between v i and
Using the estimator v i , an approximate 100(1−α)% confidence interval for the risk difference ∆ = π 1 −π 0 , proposed by Paul and Zaihra (2008) 
. For more details, see Paul and Zaihra (2008) . Note that these methods do not assume any specific model for over-dispersion or intra-class correlation. Using an extensive simulation study Paul and Zaihra (2008) show that the former of the above two methods performs better than the latter method and the four methods given by Lui (2001) . Lui, Mayer and Eckhardt (2000) develop (see also Lui, 2004) four asymptotic interval estimators for the risk ratio. An estimate of the risk ratio RR, though biased, isˆRR =π 1 /π 0 . Using the delta method, an approximate variance of the Lui et al.(2000) , which we review in Section 2, are based on an estimate of the beta-binomial variance var
and φ i is the cluster specific over-dispersion parameter. Each of the four methods of interval estimators for the risk ratio developed by Lui et al.(2000) is compared, by simulations, using the three estimates of var(π i ), namely, that used by Lui et al.(2000) , v i and v s i . Thus, we compare twelve methods and make a recommendation for practical use. Lui (2004) discusses three methods of constructing confidence interval for the relative risk difference RED. These methods are also based on an estimate of the beta-binomial variance var (π i 
). Each of these three methods is compared, by simulations, using the three estimates of var(π i ) discussed above. Thus, here we compare nine methods.
In Section 2 the methods for constructing confidence intervals for RR are given along with results of an extensive simulation study and an example. Section 3 provides the methods for constructing confidence intervals for RED along with some simulation results and an example. A discussion follows in Sections 4. Lui et al.(2000) evaluated four methods of constructing confidence intervals for the risk ratio. Here we review each of these methods and introduce two other versions, based on v i and v s i discussed in Section 1, for each method. Now, an estimate of
Confidence Interval for the Risk Ratio

The methods
Thus an approximate 100(1−α)% confidence interval for RR, based on the asymptotic normality ofˆRR, is given by
Method M1 (Lui et al. (2000) ): Lui et al. (2000) use an estimate v l i of the variance ofπ i based on the betabinomial model using an ANOVA estimate of the beta-binomial over-dispersion parameter as follows:
) are between mean squared and within mean squared errors respectively. The above analysis of variance (ANOVA) type estimate of the intraclass correlation φ i was first proposed by Elston (1977) for correlated continuous data and later used by others, such as, Donner (1981) and Lui et al.(2000) .
Method MR1: Use v i as an estimate of var(π i ), where
where
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As the sampling distribution ofˆRR can be skewed, the interval estimator (1.2) may not perform well, especially when the number of clusters is small (see Katz, Baptista, Azen and Pike ,1978) . To avoid this problem, as an extension of method M1, Lui et al. (2000) propose using logarithmic transformation to improve the normal approximation. Then, using the delta method, an approximate variance of the estimator log(ˆRR) is var (log(ˆRR) 
Based on a logarithmic transforation of RR, then, an asymptotic 100(1 −α)% confidence interval for the RR is given by
It can be seen that E(Z) = 0 and an estimate of Var(Z) isˆvar(π 1 ) + (ˆRR) 2ˆv ar(π 0 ). Then, using Fieller's Theorem (see Fieller, 1954, Casella and Berger, 1990 ) an asymptotic 100(1 − α)% confidence interval for RR is obtained by solving the following quadratic equation in RR:
Note that in order to avoid negative or complex values of RR in the above methods M3, MR3 and MS3, the restrictions A > 0 and B 2 − AC > 0 need to be imposed.
To reduce possible skewness of the sampling distribution of(π 1 −RRπ 0 )/ {var(π 1 −RRπ 0 )}, Bailey (1987) proposed consideringˆπ 0 ) 1/3 , which after the application π 1 1/3 − (RRô f Fieller's Theorem, leads to the approximate 100(1−α)% confidence interval for RR given by
Method M4 (Lui et al. (2000) ):
Simulation study and the results
Now we report on a simulation study conducted to compare the 12 methods discussed in Section 2.1 for the construction of confidence intervals for the risk ratio RR. As mentioned in Section 2.1, Lui et al. (2000) evaluate four methods M1, M2, M3 and M4, and for each method we propose two extensions. All the methods by Lui et al. (2000) are based on an ANOVA-type estimate v l i (given in Section 2.1) of var(π i ) and our extensions are based on v i : the variance of a ratio estimator of π i and v s i : the variance of a sandwich estimator ofπ i . Thus method 1 has three versions M1, MR1 and MS1, method 2 has three versions M2, MR2 and MS2, method 3 has three versions M3, MR3 and MS3 and method 4 has three versions M4, MR4 and MS4. For generating a beta-binomial observation, we first generate a value p from a beta (α, β ) distribution. Then, given this value of p, a value y is generated from a Binomial(m, p) distribution, where m is the beta-binomial index. Thus E(P) = α+β +1 is the over-dispersion parameter which is also the intra-cluster correlation between two binary observations within the same cluster.
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The International Journal of Biostatistics, Vol. 6 [2010] , Iss. 1, Art. 35 DOI: 10.2202 /1557 -4679.1177 As in the case of risk difference investigated by Paul and Zaihra (2008) , the confidence interval does not exist for some samples if either BMS i or WMS i is 0, as the estimate ofφ i , used in the methods M1, M2, M3 and M4, is not valid. Also, if A≤0 or B 2 − AC ≤0 or if B †2 − A † C † ≤0, then confidence intervals by the methods M3 and M4 do not exist.
The number of samples rejected, in general, were small (in 10,000 samples 0 to 1,000 samples were rejected). However, for some small values of n and m and large value of φ this number was substantially larger. For example, for RR = 1, n=20, m=5, π = .10 and φ = 0.5 a total of 16,511 samples were rejected before a total of 10,000 good samples could be taken. Table 3 displays the total number of invalid samples for π = .10, φ = 0.1 and for π = .10, φ = 0.5 for some configurations of RR, n and m. confidence interval was calculated. The average coverage length (average length) is the mean of these 10,000 lengths. We now compare the coverage probability properties of all the methods. For this we first compare the bias of the three versions of each method. The average bias (coverage probability -0.95) over all combinations of n and m were plotted against different values of the risk ratio RR. For example, for RR=1, the average bias is the mean of the nine biases for all combinations of n=20, 30, 50 and m=5, 10, 50. The plots for different combinations of π 0 and φ are given in Figure 1 to Figure 4 for the four methods.
It appears from the graphs in figures 1, 2, 3 and 4 that, overall, the methods which use the variance of a ratio estimator of π i , namely, the methods MR1, MR2, MR3 and MR4, have smallest bias. We then compare the average bias of the four methods MR1, MR2, MR3 and MR4 using Figure 5 . We see from figure 5 that method MR3, which is based on the variance of ratio estimator v i of var(π i ) and Fieller's theorem for the construction of the confidence interval, has the best overall bias property. The next best is that of MR2.
Next, we discuss the properties of all methods in terms of the average coverage length. This property is similar for all three versions of each method. So to save space we give the average length of the confidence intervals for the methods MR1, MR2, MR3 and MR4 in Table 4 for π 0 = .10, φ = .10 and .50. Results for the other combinations of π 0 and φ are similar. In general, MR3 shows larger average length than the other three methods, substantially larger when the sample size is small or the number of clusters is small ( see cases n=20, m 0 = 5,10 and n=30, m 0 = 5).
The Coverage probability and average length were based on 10,000 samples in which the confidence interval existed for all methods. The coverage probability for RR is equal to the number of times (out of 10,000) that the confidence interval contained the true value of RR. For each of the 10,000 samples, the length of the for equal numbers of clusters n 1 = n 0 = n in both groups, mean cluster size m 0 = 5,10,50; underlying mean probability of response in group 0, π 0 = 0.10 and α = 0.05; based on 10,000 simulations 
An example
As an illustrative example we consider the toxicological data discussed in Section 1 and given in Table 1 . For these data we obtainπ 1 = 0.772,π 0 = 0.899,ˆRR = .859 and the estimate of the common intraclass correlationφ = 0.193. The 95% two sided confidence interval for the risk ratio RR by the four methods MR1, MR2, MR3 and MR4 are (0.700,1.018); (714,1.034); (0.703,1.022) and (0.710,1.029) respectively. The corresponding lengths of the confidence intervals are 0.318, 0.319, 0.319 and 0.318. To examine the appropriateness of using MR1, MR2, MR3 and MR4 in the particular configuration (π 0 = .899, φ = .193, RR=.859, n=16, m=9) given by this example, we apply simulation again. When applying MR1, MR2, MR3 and MR4 we obtain estimated coverage probabilities and coverage lengths (in parenthesis) of 95% confidence intervals to be .94(.294), .94(.295), .94(.295) and .94(.295) respectively. These results suggest that all of the above methods of interval estimation should be appropriate for use in this example. Note that all methods MR1, MR2, MR3 and MR4 produce similar confidence intervals and confidence lengths. Lui (2004) discuss three methods of constructing confidence intervals for the relative risk difference. As in Section 2, here we review each of these methods and introduce two other versions, based on v i and v s i , for each method. To estimate the relative risk difference δ , we substituteπ i for π i and obtain the estimator δ = (π 1 −ˆπ 0 ). Using the delta method, an asymptotic variance of the
Confidence Interval for Relative Difference, RED
The methods
. Thus an asymptotic 100(1 −α)% confidence interval for the RED is given by
Note that to ensure that the confidence interval falls in specified range of δ , we have restrictions on the confidence limits: maximum ofδ − Z α/2 √ Var(δ ) and 0 for the lower limit and minimum ofδ − Z α/2 √ Var(δ ) and 1 for the upper limit.
Use
When both the sample sizes and the probability of positive response π i are small, the sampling distribution ofδ can be skewed and hence the interval estimator (1.8) may not perform well, especially when the number of clusters is small (Katz et al. 1978) . To avoid this, Lui (2004) proposes using a logarithmic transformation ofφ = 1 −δ to improve the normal approximation. Then using the delta method and after some algebra, an asymptotic 100(1 − α)% confidence interval for δ is given by
Method RD2 (Lui et al. (2004) 
where (2004) Method RD1 (Lui et al. (2004) ):
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Simulation study and the results
In this section we report on a simulation study conducted to compare the nine methods RD1, RDR1, RDS1, RD2, RDR2, RDS2, RD3, RDR3 and RDS3 discussed in Section 3.1 for the construction of the confidence intervals for the relative difference RED.
As in Section 2.2, we consider equal number of clusters n (=10, 20, 30 and 50) in the two comparison groups, common intraclass correlation coefficient φ 1 = φ 0 = φ and values of π 0 and φ as π 0 = .1 and φ = 0.1, .2, .5. As relative difference is used in cases where the experimental treatment tends to increase the probability of positive response as compared with standard treatment or control, we must have π 1 ≥π 0 . So, we consider values of π 1 =.15, .20, .25, .3, .4 and .6 producing values of RED = 056, .111, .167, .222, .333 and .555 . Further, as in Section 2.2, cluster sizes m ij have been generated from the Poisson distribution with mean m 0 =5, 10, 50 with m ij = 0 and m ij = 1 being excluded. As in the case of RD and RR, a confidence interval does not exist for some samples if either BMS i or WMS i is 0, as the estimate ofφ i , used in all the methods, is not valid. Further, if A≤0 or B 2 − AC ≤0, then confidence intervals by the methods RD3, RDR3 and RDS3 do not exist. Here, as compared to Section 2.2, a substantially larger number of samples had to be rejected to produce 10,000 good samples based on which the confidence intervals and average lengths were calculated.
Our simulations show that in terms bias and average length, the properties of the three versions of each method are similar. So, to save space these results are not presented. Further, as in Section 2.2, we study the version based on the variance of a ratio estimator for all three methods, namely, the methods RDR1, RDR2 and RDR3. The results are given Table 5 . To save space we only give results for RED=.056, .167 and .333. From the results in Table 5 we see that all the three methods show similar behavior, although method RDR3 seems to have in general, smaller bias and smaller average coverage length. For larger values of φ (φ = 0.5) all three methods show under-coverage. For smaller values of φ (φ = 0.1) all three methods show under-coverage only when the sample size is small or the number of clusters is small ( see for RED=0.056, n=20,30). For larger values of RED there is evidence of over-coverage. Table 5 : The estimated coverage probabilities and average lengths of confidence intervals(in parenthesis) for the relative difference by the methods RDR1, RDR2, RDR3; for equal numbers of clusters n 1 = n 0 = n in both groups, mean cluster size m 0 = 5,10,50; underlying mean probability of response in group 0, π 0 = 0.10 and α = 0.05; based on 10,000 simulations 
Discussion
As in Paul and Zaihra (2008) , some very simple methods based on an estimator of the variance of a ratio estimator (see Cochran, 1977) for constructing confidence intervals for the risk ratio and the relative difference have been introduced. These procedures stand out for their computational simplicity. For constructing confidence intervals for the risk ratio, the method MR3, which is based on the variance of the ratio estimator v i of var(π i ) and Fieller's theorem, has the best overall bias property. When the number of clusters is small and the intraclass correlation is .5 or higher, the estimated average length by this method can be substantially higher than those of other interval estimates (Table  4 ). This is because coefficient A † in the quadratic equations used while applying Fieller's theorem can become quite small in some extreme simulated samples and hence the estimated average length of the resulting interval estimate becomes extremely large. However, the examples discussed in Section 2.3 show that for well behaved data coverage lengths by all methods are similar. Thus, for constructing a confidence interval for the risk ratio, we recommend the method MR3.
For constructing a confidence interval for the relative risk difference, the method RDR3, which is also based on the variance of the ratio estimator v i of e 19 var(π i ) and Fieller's theorem, seems to be preferable, as it has, in general, smaller bias and smaller average coverage length.
For studying confidence interval properties of both the risk ratio and the relative risk difference we have conducted simulations using data from a beta-binomial distribution to generate over-dispersed data. However, in order to study the robustness of these procedures it would be interesting to consider other simulation mechanisms, such as, generating data from a probit normal binomial distribution. In other similar studies (see Paul and Islam, 1995) and Paul and Banarje, 1998) , similar results were obtained for different procedures irrespective of which over-dispersion mechanism is used to generate data. Whether this holds true in this case is being investigated which will be reported in a future study.
