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Abstract 
We show that it is NP-hard to determine if a cubic graph G is l-tough. We then use this result 
to show that for any integer t > 1, it is NP-hard to determine if a 3 t-regular graph is t-tough. 
We conclude with some remarks concerning the complexity of recognizing certain subclasses of 
tough graphs. 
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1. Introduction 
We begin with a few definitions and some notation. A good reference for any un- 
defined terms is [7]. We consider only undirected graphs with no loops or multiple 
edges. Let w(G) denote the number of components of a graph G. A graph G is 
t-tough if IS/ > t . w(G - S) for every subset S of the vertex set V(G) of G with 
w(G - S) > 1. The toughness of G, denoted z(G), is the maximum value of t for 
which G is t-tough (taking z(&) = CC for all 12 3 1). A k-factor is a k-regular span- 
ning subgraph. Of course, a hamiltonian cycle is a connected 2-factor. We use 6(G) 
to denote the minimum vertex degree in G. 
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Toughness was introduced by Chvatal in [9]. An obvious connection between tough- 
ness and hamiltonicity is that being l-tough is a necessary condition for a graph to 
be hamiltonian. Chvatal raised a number of interesting questions concerning toughness. 
He conjectured that every k-tough graph on n vertices with II > k + 1 and k n even 
has a k-factor. It has been established that this is both true and best possible. 
Theorem 1.1 (Enomoto et al. [15]). Let k > 1. 
(i) If G is a k-tough graph on n vertices with n > k + 1 and k n even, then G has 
a k-factor. 
(ii) For any F > 0, there exists an infinite family of (k - &)-tough graphs with k n 
even and no k-factor. 
Chvatal also conjectured that there exists a constant to such that every to-tough graph 
is hamiltonian. This is still open. The smallest to for which this might be true is to = 2. 
This follows by letting k = 2 in Theorem 1.1 (ii) above. 
The problem of determining the complexity of recognizing t-tough graphs was first 
raised by Chvatal [8] and later appeared in [23, 10, p. 4291. Consider the following 
decision problem, where t 2 1 is a rational number. 
t-TOUGH 
Instance: Graph G. 
Question: Is r(G) 3 t? 
The following was established in [3]. 
Theorem 1.2 (Bauer et al. [3]). For any rational t 2 1, t-TOUGH is NP-hard. 
It seems natural to inquire whether the problem of recognizing t-tough graphs re- 
mains NP-hard for various subclasses of graphs. For example, the following theorem 
of Dirac [14] might suggest that the problem of recognizing l-tough graphs will be 
easier for dense graphs; i.e., graphs with many edges. 
Theorem 1.3 (Dirac [14]). Let G be a graph on n > 3 vertices with 6(G) > in. 
Then G is hamiltonian. 
In [4], a relatively satisfying solution for the complexity of recognizing t-toughness 
in dense graphs was obtained. Let a(r) denote the class of all graphs G satisfying 
6(G) z r IV(G)]. 
Theorem 1.4 (Bauer et al. [4]). Let t 2 1 be any rational number. 
(i) Every graph in !S((t)/(t + 1)) is t-tough. 
(ii) For any E > 0, t-TOUGH remains NP-hard for graphs in C2(t/(t + 1) - E). 
Of course, Theorem 1.4 (i) for t = 1 is an immediate consequence of Theorem 1.3. 
Another interesting class of graphs is the class of bipartite graphs. Obviously 
z(G) < 1 for any bipartite graph G. The complexity of recognizing l-tough, 
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bipartite graphs has been raised by several authors; see, e.g., [6, p. 1191, and we 
have the following recent result. 
Theorem 1.5 (Kratsch et al. [ 193). l-TOUGH remains NP-hard for bipartite graphs. 
On the other hand, there exist classes of graphs for which it is NP-hard to deter- 
mine whether a graph in the class is hamiltonian, but polynomial to determine if it is 
l-tough. One such class is the class of split graphs. A graph G is called a split graph 
if V(G) can be partitioned into an independent set and a clique. Determining if a 
split graph is hamiltonian was shown to be NP-hard in [ 111. On the other hand, the 
following was shown in [ 191. 
Theorem 1.6 (Kratsch et al. [19]). The class of l-tough split graphs G( V,E) can be 
recognized in O(lEl m) time. 
Our main interest in this paper is the complexity of toughness for the class of cubic 
graphs. Chvatal [9] showed that a necessary and sufficient condition on the integer n 
for the existence of an n-vertex, i-tough cubic graph is that n =4 or n z 0(mod6). 
Later, Jackson and Katerinis [ 181 strengthened this by characterizing i-tough, cubic 
graphs. 
Theorem 1.7 (Jackson and Katerinis [lS]). Let G be a cubic graph. Then G is 
i-tough zf and only if G = K4, G=Kz x K3, or G is obtained from a 3-connected 
cubic graph by replacing ull the vertices of this gruph by triangles. 
The above characterization allows i-tough, cubic graphs to be recognized in poly- 
nomial time. However, the arguments used in [ 181 seem very dependent on the partic- 
ular constant i, and it seems unlikely that a polynomial algorithm exists to recognize 
t-tough, cubic graphs for any t such that 1 d t < 5. In fact, the following theorem in 
support of this assertion is our main result. 
Theorem 1.8. l-TOUGH remains NP-hard for cubic graphs. 
Using Theorem 1.8 we also prove the following more general result. 
Theorem 1.9. For any integer t 3 1, t-TOUGH remains NP-hard for 3 t-regular 
graphs. 
The following conjecture of Goddard and Swart [ 171 is related to Theorem 1.9. 
Conjecture 1.10 (Goddard and Swart [17]). Let G be (I k-regular graph. Then G is 
i k-tough tf and only if G is k-connected and KI,3-free. 
The “if” direction of Conjecture 1.10 was established by the following result of 
Matthews and Sumner [20]. 
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Theorem 1.11 (Matthews and Sumner [20]). Let G be a noncomplete K1,3-free graph. 
Then z(G) is equal to one half of the connectivity of G. 
More evidence for the truth of Conjecture 1.10 was given in Theorem 1.7; in par- 
ticular, Theorem 1.7 clearly implies the truth of Conjecture 1.10 for k = 3. If Conjec- 
ture 1.10 is true, then t-tough, 2 t-regular graphs can be recognized in polynomial time. 
By contrast, we now make the following conjecture. 
Conjecture 1.12. For any integer t > 1, t-TOUGH remains NP-hard for (2 t + l)- 
regular graphs. 
We present the proofs of Theorems 1.8 and 1.9 and a possible approach to Con- 
jecture 1.12 in the following section. We then conclude the paper by discussing sev- 
eral open problems on the complexity of recognizing certain subclasses of tough 
graphs. 
2. Proofs of Theorems 1.8 and 1.9 
Proof of Theorem 1.8. We will prove that l-TOUGH is NP-hard for cubic graphs by 
reducing l-TOUGH for general connected graphs with at least two vertices. 
Let G#Kl be any connected graph. Construct the corresponding cubic graph 
H =H(G) as follows. Each vertex v E V(G) will correspond to the graph H, in 
Fig. 1 below, in which there are de(v) black vertices of degree 2 on each side of 
the indicated edge e. Arbitrarily designate the black vertices in H, on one side of e 
by A,, and those on the other side by B,. Note that every vertex in H, - (A, U B,) 
belongs to a triangle in H,. 
An edge VW in G will be represented in H by joining any previously unused vertex 
in A, (i.e., one whose degree is then 2) to any previously unused vertex in B,, and 
any previously unused vertex in A, to any previously unused vertex in B,. 
Fig. I. The graph H, 
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Fig. 2. Consecutive vertices in A,.. 
It is immediate that the resulting graph H(G) is 2-connected cubic. To complete the 
proof, it now suffices to show the following. 
Claim. G is l-tough if and only if H(G) is I-tozqh. 
Proof of the Claim. Suppose first that G is not l-tough. Then there exists a nonempty 
set Xc V(G) with o(G -X) > 1x1. Let Yc V(H) be given by Y = UVEX(Ac UB,.). 
It is easily verified that w(H - Y) > 1 Y 1, and thus H is also not l-tough. 
Conversely, suppose H is not l-tough. Then there exists a nonempty set Y C V(H) 
with w(H - Y) > IYI. W e will now establish a series of properties (Lemmas 2.1-2.4) 
which we may assume Y satisfies, since otherwise we may select a nonempty set 
Y’ C: V(H) with o(H - Y’) > I Y’l satisfying the desired properties. 
Lemma 2.1. We may assume, for each y E Y, thut NH(~) is an independent set. 
Proof. Suppose NH(Y) is not independent for some y E Y. Set Y’ = Y - {y}, so 
that IY’I =IYl - 1 an d since H is cubic, w(H - Y’) 3 w(H - Y) - 1. In particular, 
o(H - Y’) > /Y/l. 
If Y’= 8, then Y is a singleton and thus H is not 2-connected, a contradiction. 
Otherwise we have a nonempty Y’ & V(H) such that o(H - Y’) > IY’l and we can 
simply iterate this modification to Y until the desired condition holds. 0 
Since every vertex in H, - (A, U B,) belongs to a triangle, Lemma 2.1 implies that 
we may assume Y C UrEY(Gj(At3 UB,.). 
Lemma 2.2. We may ussume, for all 2) E V(G), that A,. ~7 Y (resp., B,. n Y) is either 
A,. (resp., B,.) or 8. 
Proof. Suppose A, f’ Y is neither A, nor 0. Then there are two “consecutive” ver- 
tices a, a’ E A, (see Fig. 2) with a E Y, a’ 6 Y. Set Y’ = Y U {a’}. It is immediate that 
IY’I=IYl+l andw(H-Y’)~w(H-Y)+l,andthuswehaveanonemptyY’CV(H) 
such that o(H - Y’) > IY’I. We simply iterate this modification to Y until A, n Y = A,. 
The proof for B, is identical. 0 
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We will call v E V(G) a split vertex if exactly one of A,, B, belongs to Y. In 
a moment we will show we may assume there are no split vertices. First we need the 
following result. 
Lemma 2.3. Let v E V(G). Zf A, g Y and B, C Y, then we may assume, for all 
w ENG(v), that B, s Y. 
Proof. Suppose A, $ Y, B, C Y, but B, g Y for some w E No(v). Set Y’ = Y UA,. 
We find IY’I = lYI + de(v) and w(H - Y’) > w(H - Y) + do(v), and thus we have 
a nonempty Y’ c V(H) such that o(H - Y’) > 1 Y’I. N ow simply iterate the modification 
of Y until the desired condition holds. 0 
Lemma 2.4. We may assume there are no split vertices. 
Proof. Suppose S = {v E V(G) I v is a split vertex} # 0. Consider any component C of 
(S) in G, and let V(C) = {VI, ~2,. . , II,}. By Lemma 2.3 we may assume, without 
loss of generality, that A, $ Y, B, C Y, for i = 1,2,. . . , m. Note that if wvi E E(G) 
for some i, 1 < i 6 m, and w # V(C), then by Lemma 2.3, A,, B, 2 Y. Also note that 
U,“=,(4 -4) ’ d m uces a subgraph in H with exactly dc(vl)+. . .+dc(v,) components. 
Now set Y’= Y\(lJ,“,, B,). Suppose Y’= 0. If V(C)# V(G), then G is disconnected 
by the above observation on edges wvi. On the other hand, if V(C) = V(G), then 
c’J(H - Y) = ~“E~(~jdc(v) = IYl, a contradiction. Hence Y’ # 8. Thus, we have 
IY’( = IYl - 2 dG(Vi) 3 1. 
i=l 
(1) 
By Lemma 2.3, we also have 
(2) 
Using (l), (2), and o(H - Y)>IYI, we find that Y’ is a nonempty subset of V(H) 
such that 
69(H- Y’)>IY, -2 dG(Vi)+ l=IY’/ $- l>IY’I. 
i=l 
Now simply iterate the above modification to Y for every component C of (S). 0 
Finally, let X = {v E V(G) 1 A,, B, C Y}. Since there are no split vertices, it is easy 
to check that X is a nonempty subset of V(G) such that w(G -X) > 1x1 and so G is 
not 1 -tough. 
This proves the Claim, and completes the proof of Theorem 1.8. 0 
Proof of Theorem 1.9. We will reduce l-TOUGH for 2-connected, cubic graphs to 
t-TOUGH for 3t-regular graphs, where t 3 1 is an integer. Let G be any l-tough, 
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2-connected cubic graph. By a well-known theorem of Petersen [21], G can be edge- 
partitioned into a l-factor and a 2-factor. 
Construct H = H(G) as follows. Each vertex in G is replaced by a Kt in H. Each 
edge in the l-factor in G is replaced by a matching (henceforth called an m-join) 
between the corresponding Kt’s in H, while each edge in the 2-factor in G is replaced 
by a complete bipartite join (henceforth called a @in) between the corresponding 
K,‘s. It is immediate that H is 3t-regular. 
We next want to show that H is 2t-connected. Since G is 2-connected, disconnect- 
ing G requires removing at least two vertices, one vertex and a nonincident edge, or 
two independent edges. Thus, disconnecting H requires removing at least two K,‘s, 
removing one Kt and breaking a nonincident m-join, or breaking two independent 
m-joins. Note that “breaking an m-join” means removing enough vertices in the m-join 
to eliminate all edges in the join without completely removing either K,; obviously 
this requires removing a total of at least t vertices in the two K,‘s. It follows that any 
cutset in H must contain at least 2t vertices, and thus H is 2t-connected. 
To complete the proof, we now show G is l-tough if and only if H is t-tough. If G 
is not l-tough, there exists a cutset X C V(G) with w(G - X) > 1x1. Let Y C V(H) 
consist of the K,‘s corresponding to the vertices in X. It is easy to see that Y is a cutset 
and w(H - Y) = o(G - X) > 1X1= /Y I/t, and thus H is not t-tough. 
Conversely, suppose H is not t-tough. Then there exists a cutset Y C V(H) with 
U( H - Y) > I Y i/t. We now establish the following. 
Claim. We may assume each Kl in H is entirely contained in Y or entirely disjoint 
from Y (i.e. ~ no Kt in H is “split” by Y ). 
Assuming, we have established the Claim, let X C V(G) denote the vertices in G 
corresponding to the Kt’s in Y. Then X is a cutset in G and w(G -X) = w(H - Y) > 
IYl/t = 1x1, and thus G is not l-tough as desired. 
To prove the claim, consider a cutset Y C V(H) such that o(H - Y) > IYl/t and Y 
splits as few K,‘s in H as possible. If Y splits no Kt’s there is nothing to prove, 
so suppose A is a KI split by Y, and let B denote the Kt which is m-joined to A. 
We now consider several cases. 
Case 1: B is not split by Y. Let Y’ = Y - (A n Y). Then I Y’l < I Y 1 while o(H - Y’) = 
w(H - Y), since A is still c-joined to the same K,‘s as was A - Y. Thus, we have 
IY’l/(w(H - Y’))<lYl/(o(H - Y))<t, or o(H - Y’)> IY’l/t. Since Y is a cutset and 
o(H - Y’)=o(H - Y), Y’ is also a cutset in H. Since Y’ splits fewer K,‘s than Y, 
this violates the optimality of Y. 
Case2.1: Bissplitby Y and IAflYl+IBrlYl<t. Set Y’=Y-(Any)-(BnY). 
Then o(H - Y’) = o(H - Y), since A - Y and B - Y belong to the same component of 
H - Y, and A (resp, B) is c-joined to its adjacent K’s besides B (resp, A). Thus, we 
get IY’l/(o(H - Y’))< IYl/(w(H - Y)) <t, or w(H - Y’) > IY’l/t. Since Y is a cutset 
and co(H - Y’)=w(H - Y), Y’ is also a cutset in H. Again, Y’ splits fewer K,‘s 
than Y, and this violates the optimality of Y. 
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Case 2.2: B is split by Y and (A n Y I+ (B n Y 1 b t. Let Y’ = Y - (A f? Y) - 2, where 
Z C B n Y is any subset with IZI = t - IA fl Y I> 0. Since H is 2t-connected and Y is 
acutsetinH,wehaveIY’I=IYI-t~2t-t=t.Notethatw(H-Y’)~o(H-Y)-1, 
since we might still lose one component by pulling together the two components 
containing A - Y and B - Y, but nothing more. Since o(H - Y)> IYl/t, we get 
]Y’]/(w(H- Y’)) <(lYl -t)/(o(H-- Y)- l)<t, or o(H-Y’)>IY’I/t> 1. Thus, Y’ 
is a cutset in H. Since Y’ splits fewer K,‘s than Y, this violates the optimal&y of Y. 
This proves the Claim, and thereby proves Theorem 1.9. q 
We conclude this section by remarking that a possible approach toward proving 
Conjecture 1.12 is to interchange the roles of the m-joins and c-joins in the construc- 
tion of H(G) in the proof of Theorem 1.9. However at present, we have not been 
able to verify the Claim in the proof of Theorem 1.9 for H(G) constructed in this 
new way. 
3. Concluding remarks 
There remain a number of interesting questions concerning the complexity of recog- 
nizing special classes of tough graphs. Recall the following well-known 
conjecture. 
Barnette’s Conjecture. Every 3-connected, cubic, planar, bipartite graph is hamil- 
toniun. 
It is well known that if any of the hypotheses in this conjecture are dropped, the 
conclusion that the graph is hamiltonian need not follow. Thus, it seems interesting 
to consider the complexity of recognizing l-tough graphs when one or more of the 
hypotheses in Bamette’s Conjecture are dropped. 
It is easy to see that every 3-connected cubic graph is l-tough. On the other hand, 
there are 2-connected, cubic, planar, bipartite graphs which are not l-tough (see, 
e.g., [2]). The complexity of recognizing l-tough graphs remains open for the following 
classes of graphs: 
l 2-connected, cubic, planar, bipartite graphs, 
l %-connected, cubic, planar graphs, 
l 2-connected, cubic, bipartite graphs, 
l 2-connected, planar, bipartite graphs, 
b 2-connected, planar graphs. 
Tutte [25] has shown that every 4-connected planar graph is hamiltonian and 
Thomassen [24] has shown that every such graph is hamiltonian connected. On the 
other hand, there exist 3-connected, planar, bipartite graphs which are not l-tough 
(e.g., the Herschel graph [S, p. 531). The complexity of recognizing l-tough graphs 
remains open for the following classes. 
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l 3-connected, planar, bipartite graphs, 
l 3-connected, planar graphs, 
l 3-connected, bipartite graphs. 
It is interesting to note that the complexity of recognizing hamiltonian graphs is known 
to be NP-hard for all of the above classes except possibly 3-connected, planar, bipartite 
graphs [l, 161. 
Finally, let us focus on the class of planar graphs. As indicated above, we do not 
know the complexity of recognizing l-tough, planar graphs. However, the next result 
might yield a clue. It follows from theorems in [ 13, 221. 
Theorem 3.1 (Dillencourt, Schmeichel and Bloom [ 13, 221). Let G be a planar graph 
on tit least S vertices. Then G is 4connected if and only if o(G - X) < 1x1 - 2, 
for aI1 cutsets X C Y(G) with IX/ 3 3. 
Since 4-connected graphs can be recognized in polynomial time, it follows that for 
planar graphs G, it can be determined in polynomial time whether w( G -X) d /XI - 2, 
for all cutsets X C V(G) with 1x1 3 3. To determine if G is l-tough, one needs to 
decide the superficially similar inequality w(G - X) d (Xl, for all cutsets X C V(G). 
Perhaps this suggests that recognizing l-tough, planar graphs can be done in polynomial 
time. 
Dillencourt [ 121 has also inquired about the complexity of recognizing l-tough, 
maximal planar graphs, noting that recognizing hamiltonian, maximal planar graphs 
is NP-hard. All we know is that there exist maximal planar graphs which are not 
1 -tough. 
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