Abstract-We consider an energy harvesting communication system, where both energy and data packets arrive at the transmitter during the course of communication. We determine the optimum packet scheduling scheme that minimizes the average delay experienced by all packets. We show that, different from the existing literature, the optimum transmission power is not constant between the energy harvesting and data arrival events; the transmission power starts high, decreases linearly, and potentially reaches zero between energy harvests and data arrivals. Intuitively, untransmitted bits experience cumulative delay due to the bits to be transmitted ahead of them, and hence the reason for transmission power starting high and decreasing over time between energy harvests and data arrivals.
I. INTRODUCTION
We consider an energy harvesting communication system where the transmitter harvests energy from nature to maintain the power necessary for data transmission. In this system, both energy and data packets arrive at the transmitter during the course of communication, and the transmitter needs to schedule the transmission of the data packets using the available energy. Recent literature considered the optimum packet scheduling problem for this system for the goals of minimizing the transmission completion time [1] and maximizing the throughput [2] - [4] . Reference [1] found the optimum packet scheduling that minimizes the time by which all packets are transmitted. Reference [2] showed the equivalence of this problem to the problem of maximizing throughput by a given time, and extended [1] to the case of a finite-sized battery. Reference [3] generalized [1] , [2] to fading channels and developed the directional water-filling algorithm (see also [4] ). This line of research has been extended to the case of broadcast channels [5] - [7] , multiple access channels [8] , interference channels [9] , relay channels [10] - [13] , and settings with energy cooperation [14] . In addition, energy leakage from battery over time [15] , battery inefficiency at the time of charging [16] , processing costs [17] , [18] , and systems with hybrid energy storage [19] have been considered.
In this paper, we consider the problem of average delay minimization in an energy harvesting system. In [1] , the problem of minimizing the transmission completion time is considered. Reference [1] and the subsequent literature showed that, due to the concavity of the rate-power relationship, the transmit power must be kept constant between energy harvesting and data arrival events, and the transmitter must schedule data transmissions using longest possible stretches of energy queue data queue transmitter receiver constant power, subject to energy and data causality. While [1] minimizes the time by which all of the data packets are transmitted, different data packets experience different delays, and the average delay of the system is not minimized. In particular, when the earlier-arriving data packets are transmitted slowly, the later-arriving data packets experience not only the delay in their own transmissions, but a portion of the delay experienced by the earlier-arriving packets, as they have to wait extra time in the data queue while those packets are being transmitted. This compounds the delays that the later-arriving data packets experience. The delay minimization problem was considered previously in [20] for a non energy harvesting system. We show in this paper that, unlike the previous literature, the transmission power should not be kept constant between energy harvesting and data arrival events. We let the power (and therefore the rate) vary even during the transmission of a single packet. We show that the optimal packet scheduling is such that the transmit power starts with a high value and decreases linearly over time possibly reaching zero before the arrival of the next energy or data packet into the system. The high initial transmit power values ensure that earlier bits are transmitted faster, decreasing their own delay and also the delays of the later-arriving data packets. We develop an iterative algorithm that finds the optimal transmit power over time by determining the optimal Lagrange multipliers.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a single-user non-fading energy harvesting communication system, as shown in Fig. 1 . The energies are harvested as times t energy and the total number of available bits at time t as:
where t e M and t b N are defined as ∞. We assume a monotonically increasing concave rate-power relationship r(p), which denotes the rate achieved when power p is used. Many realistic communication schemes result in such rate-power relationships. A typical example is the Gaussian channel capacity formula, r(p) = 1 2 log(1 + hp), where h represents the (squared) fading. For convenience, we will use r(p) = log(1 + p) for numerical evaluations in this paper.
For a transmission policy, where transmission power at time t is p(t), we define E(t) as the energy consumed up to time t, and B(t) as the total number of bits departed up to time t:
Our objective is to find an optimal power control policy, p(t), in order to minimize the average delay during the transmission of all arriving data packets. The delay for each bit is the time interval from its arrival time to its actual transmission time.
The total delay, denoted as D, can be calculated as:
For a given data arrival profile, the second term in (5) is fixed. Therefore, minimizing D is equivalent to minimizing the gross delay defined as:
We show D and D g as shaded areas in Fig. 3 . In the top figure, the green area, which is the area between the data arrival and departure curves, gives the actual delay. The blue area in the bottom figure, is the green area plus the area above the data arrival curve, which is fixed when the data arrival profile is fixed. Therefore, minimizing the blue area (gross delay) is equivalent to minimizing the green area (actual delay). We note that, the gross delay in (6) is the integral of the rate multiplied by time. Intuitively, its minimization will require using small rates, and therefore small powers, for larger times. Considering the energy and data causality constraints, the optimization problem becomes:
where the first two lines in the constraints are due to the energy and data causality constraints, i.e., energy consumed before the mth energy harvesting time cannot exceed the available energy E a (t e m ) and the number of bits transmitted before the nth data arrival time cannot exceed the number of available bits B a (t b n ); the third line of the constraint imposes that all incoming data should be transmitted by the end of communication.
III. FINDING THE OPTIMAL TRANSMISSION POLICY
We divide our development into three parts: First, we determine the optimal power control policy in closed form in terms of two time functions λ(t) and µ(t). Then, we determine the structural properties of λ(t) and µ(t) via recursive relationships. Therefore, the overall solution depends only the initial value of one of these functions. Finally, we determine that optimum initial value through an iterative algorithm.
A. The Optimal Policy in Terms of the Lagrange Multipliers
In this section, we determine the optimal power control policy in terms of two time-varying parameters through a KKT analysis. The Lagrangian of (7) is given by:
where λ m , m = 1, . . . , M ; µ n , n = 1, . . . , N − 1; and ν are the Lagrange multipliers.
To find the optimal power p * (t), we take the derivative of L with respect to p(t). Let r (p) denote the derivative of the function r(p). r (p) is a positive and monotonically decreasing function since r(p) is increasing and concave. Then, the KKT optimality conditions give:
if p * (t) determined by (9) is non-negative, and p * (t) = 0, otherwise. We use superscript * to denote all optimal values.
We define two time-varying functions λ(t) and µ(t) as:
We also define a function f (·), which is the inverse function of 1/r , with f :
is non-negative and monotonically nondecreasing. With these definitions, p * (t) can be expressed as:
For the special case of r(p) = log(1 + p), it can be verified that we have f + (x) = (x − 1) + .
B. Properties and Recursive Construction of λ(t) and µ(t)
In the previous section, we showed that the optimal power policy is determined only by two functions µ(t) and λ(t). In this section, we provide properties of µ(t) and λ(t), and also a procedure to construct them recursively, once an initial value of one of them is given. We will give an algorithm to find the optimal such initial value in the next section.
We first state in Lemma 1 that λ(t) and µ(t) are piecewise constant, and only potentially change at time instants where an energy or a data causality constraint is met with equality. Therefore, the time instants where λ(t) and µ(t) change can be divided into two types: type-E changes for harvesting time instants t e m where E * (t Lemma 1 In the optimal policy, the changes of λ(t) or µ(t) only occur at some type-E or type-B time instants. The pattern of change is: λ(t) decreases after a type-E time instant; µ(t) increases after a type-B time instant.
Proof: The optimal Lagrange multipliers λ * m and µ * n satisfy the complementary slackness conditions. For m = 1, . . . , M ,
and similarly, for n = 1, . . . , N − 1,
Using the definition of λ(t) in (10) 
and
With these definitions, Lemma 1 states that:
for k = 1, . . . , L − 1. That is, λ (17)- (18), we can construct the optimal λ(t) and µ(t) functions, and find the optimal power policy from (12) . We will discuss finding the optimal µ c 0 in the next section. 
Proof: First, we prove that such µ e m and µ b n in Π exist. This is equivalent to proving that (19) - (20) 
The proof of Lemma 3 is similar to that of Lemma 2, which we omit here due to space limitations. Relying on these two lemmas, we can construct the optimal solution if only an initial value of λ(t) or µ(t) is given. We put forth Algorithm 1 to construct the optimal policy with a given value of µ In this section, we propose a method to determine the optimal initial value µ c 0 . We first note that, in the optimal solution, we must have B * (∞) = B a (∞), i.e., all the data packets must be transmitted. This comes from the third line of the constraint set in (7); policies that violate this are not even feasible let alone be optimal. Analogous to this, in Lemma 4, we show that in the optimal solution, we must have
, if the last binding constraint is the data constraint, then the final energy must be determined by that. We remark here that E * (∞) < E a (∞) is possible, i.e., all of the incoming energy is not always used (this is unlike data, where all of the incoming data is always transmitted and we must always have B * (∞) = B a (∞)). An intuitive explanation for this is that an energy coming too late should not be used in a delay-minimal transmission policy.
, where µ c L is the value of µ(t) for t ∈ (t c L , ∞), i.e., the value for the last period.
Proof: We first note that E * (t) will stay constant after µ c L , i.e., p 
Next, we show that µ c L cannot be later than the last time instant where the energy constraint is met with equality, i.e., , then E * (t) is constant after t e l−1 , and E * (t
, which contradicts with the definition of l.
In conclusion, we can deduce that E a (µ
L . Therefore, we must have
. Therefore, from Lemma 4, we know that if we started with a µ c 0 , which yielded an E * (∞), which does not satisfy
0 cannot be optimal. Similarly, if we started with a µ c 0 , which yielded a B * (∞), which does not satisfy B * (∞) = B a (∞), then this µ c 0 cannot be optimal, either. Lemma 5 identifies that if the chosen µ c 0 is smaller than the actual optimal value then the required final data constraint will be violated, and if the chosen µ c 0 is larger than the actual optimal value then the required final energy constraint will be violated. We will then propose a bisection algorithm to find the optimal µ c 0 iteratively. The proof of Lemma 5 is omitted here due to space limitations.
Lemma 5 If Algorithm 1 is executed with a µ c 0 which is smaller than the actual optimal value, then we will have:
and if it is executed with a µ c 0 which is larger than the actual optimal value, then we will have:
We next note that we have the lower bound of µ In this section, we give simple numerical results to validate and further explain the presented results. Throughout this section, we use the rate-power relationship r(p) = log(1 + p).
First, we give an example run of Algorithm 1 in Fig. 4 . For this system, energies are harvested at times [0, 20] in amounts [5, 15] , and data packets arrive at times [0, 35] in sizes [10, 5] . Note that throughout the numerical results section, energy harvesting and data arrival numbers are chosen for example purposes and for convenience in plotting, and the actual units should be adjusted accordingly. For this run, we choose µ c 0 = 35, which may not be optimum. From Lemma 3, we first solve Λ = {λ [5, 15] , and data packets [8, 10, 22, 10, 30] , and run Algorithm 1 together with the bisection algorithm to obtain the optimum power allocation policy. We plot the optimum power allocation policy and the associated energy consumption and data departure curves in Fig. 6 . For this setting, we also solve the transmission completion time minimization problem in [1] and plot the corresponding optimum power allocation policy and the associated energy consumption and data departure curves in Fig. 7 . We note that our delay minimization power control policy gives a gross delay of D g = 9938 and a transmission completion time of T = 203, whereas the transmission completion time minimization policy of [1] gives a gross delay of D g = 10344 and a transmission completion time of T = 191. This verifies the difference of the two objectives, difference of the obtained optimum power control strategies, and how each algorithm outperforms the other with respect to its own optimality criteria.
V. CONCLUSIONS
We considered delay minimization in an energy harvesting communication channel where energy and data packets become available at the transmitter during the course of communication. We determined the optimum power control policy in terms of the Lagrange multiplier functions. We identified the properties of these functions and gave a method that evaluates them recursively. We proposed an iterative algorithm which iteratively updates the initial value of a Lagrange multiplier, and obtains the optimum power allocation policy. The optimal power values start high, decrease linearly, potentially reaching zero between energy harvests and data arrivals. This policy is different from the piecewise constant power policies of the existing literature which focus on minimizing a deadline by which all packets are transmitted or maximizing the throughput before a fixed deadline. Initial high powers in our case make sure that the delay does not accumulate by transmitting data at faster rates first, then decreasing the rate gradually. 
