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An algorithm is developed which computes strict approximations in subspaces of 
spline functions of degree m - 1 with k fixed knots. The strict approximation is a 
unique best Chebyshev approximation for a problem defined on a finite set which 
can be considered as the “best” of the best approximations. Moreover, a sequence 
of strict approximations defined on certain subsets of an interval I converges to a 
best approximation on I if k < m and at least to a nearly best approximation on I if 
k > m. 
INTRODUCTION 
We consider the problem of approximating a given function f in C(Z) by 
subspaces of spline functions of degree m - 1 with k fixed knots, with respect 
to the supremum norm. Schumaker [6] has observed that the idea of the 
classical Remez algorithm can also be used for spline subspaces. Recently, 
Nurnberger and Sommer [3] developed a Remez type algorithm for 
computing best spline approximations. 
In this paper we determine strict approximations. Rice [4] defines the 
strict approximation as a particular unique best Chebyshev approximation 
for problems defined on a finite set. It can be considered as the “best” of the 
best Chebyshev approximations. 
In order to compute best approximations on an interval I it is often useful 
to replace the interval by finite sets. Then the continuous problem is replaced 
by discrete problems. It seems to be natural to determine strict approx- 
imations on the finite subsets. The chief purpose of this paper is to develop 
an algorithm which computes the strict approximation in subspaces of spline 
functions. For this purpose a characterization of strict approximations which 
is established in [9] will be very important. 
Then we define a Remez type algorithm. A sequence of strict approx- 
imations defined on certain finite subsets converges to a best approximation 
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on I if k < m and at least to a nearly best approximation which for most 
practical cases is a best approximation off if k > m. In Section 1 we present 
some results concerning the characterization of strict approximations. In 
Section 2 we develop the algorithm which determines strict approximations. 
We shall show that it is possible to divide the approximation problem into 
subproblems where exchange rules can be applied as in the classical Remez 
algorithm for Haar subspaces. In Section 3 we state some results concerning 
the convergence of sequences of stricL approximations. Finally, we shall give 
some numerical examples in Section 4. 
1. PRELIMINARIES 
Let T be a compact subset of IR and C(T) be the normed linear space of 
all continuous real-valued functions defined on T. Let the space C(T) be 
normed by 
Suppose that G is an n-dimensional subspace of C(T). Then we denote the 
set of best approximations to a function f in C(T) out of G by 
f’df) := igo E G : ilf- goI1 = Wlif- g/l : g E G}. 
We shall also consider approximation problems on a subset U of ?‘. A 
function go in G is called a best approximation to f on U if 
We use the following notations: We denote by E(f) the set of extremal 
points of the function f on T 
E(f) = ix E T : If( = ilfll I. 
A function f is said to alternate on the points t, < .. . < t, in T if f (tl) . 
f (ti+ 1) < 0, i = l,..., h, and we call points t, < .. . < t,, in T alternating 
extremalpoints off if p(-l)jf (ti) = lif (1, i = l,..., h, ,D E (-1, l}. 
A subset R = {ui}y2: of T is called a reference if 
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has rank n, where G = span{ g, ,..., g,} and 
a<t, < ... < t, < b. Let g, be a best approximation to f on the reference R 
then Y = IKf - g& II is called the reference deviation. 
A subspace G satisfies the Haar condition if g E G, g(x) = 0 at n distinct 
points of T implies g = 0. In this case the best approximation is always 
unique. 
We shall consider approximation problems for subspaces of polynomial 
spline functions. These subspaces do not satisfy the Haar condition. 
Therefore the best approximations are not uniquely determined and it is 
natural to consider conditions which single out one of the best approx- 
imations. 
Rice [5] defines a unique “strict approximation” for functions defined on 
a finite set. Strauss [9] has established a characterization theorem for the 
strict approximation to a function f out of a subspace of polynomial spline 
functions. This theorem will be very useful for developing an algorithm 
which determines the strict approximation. We shall establish such an 
algorithm. 
First we need the following notations:* Let d denote the partition 
U=X,<X,<~~*<X,<x,+,= b on the interval [a, b]. The subspace S,(d) 
of polynomial spline functions of degree m - 1 (m > 2) with simple fixed 
knots at A is defined by 
SAA) = 1s E Cm-*I& b] : ~l,,~,,-+,~ E 11,~,, i = 0 ,..., k} 
where n,-, denotes all polynomials of degree <m - 1. We shall denote by 
ZP9 a subinterval with boundary points xP and xq, where xP and xq are points 
of A. 
Now we define the following subspaces: Let Z be an interval satisfying 
(xo~xk+l)~z~ hxk+l ] and let T be a compact subset of I. Then 
S,(Z) = {s E S,(A) : 
if Z = (x0, xk+ i] then s(~(x,) = 0, i = 0 ,..., m - 2, 
if Z = [x,,, xk+ i) then sCi)(xk+ J = 0, i = 0 ,..., m - 2, 
if Z = (x0, xk+ i) then sCi)(xr,) = s”)(xk+ i) = 0, i = O,..., m - 2), 
S,(Z, T) = {slT : s E S,(Z)}. 
Notice that the functions of S,(Z) satisfy boundary conditions if the interval 
I is not closed. 
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A local basis of S,(I) will be very useful. Let the partition 
A = (x ,,, . . . . .Y~+, } be given. A partition 6= {x- m + 1 ,.... x, Lk} satisL\sing 
x -m-t1 < ..* <x0< *.. <Xki, < .*. <x,+h is called an extended partition 
associated with A. Suppose that Mi, i = -m + l,..., k is the mth order B- 
spline associated with the knots xi,..., xi+ m (see [ 8, p. 118 I). We also denote 
Mi/, by Mi, where J is a subset of [x. ,,,+,.x,+~]. 
Then S,(I) = span(M m+, ..., Mk} if I = lxO, vyh+ , 1. s,(f) = 
span{M,,..., Mk} if I= (xO,xk,, 1 and S,(I) = span(M, ,..., M,- ,n-, } if 
I= (-q),q+,). 
Let the partition d’ = (x. ,~ + , ,..., x,,}. n > I. be given and let 
i= (x- m+,. x”). Suppose that I/ = (ui}rm, is a subset of 1 Then the matrix 
A 
u1 .‘. u,, 
M -??+I ... M,-, 1 
has rank n if and only if 
x -m+j<Ui<Xi* i = I...., n. (1.1) 
Hence the subspace S,([ T), T c I”, has dimension n, iff there exists a subset 
UC T satisfying (1.1). 
Now we shall consider characterization theorems for best approximations 
tof (see 191). 
THEOREM 1.1. Let the partition d’ = {xi};- m + , , n > 1, be gicen and let 
L(x- ,,,,+,, x”). Suppose that T is a compact subset of T such that 
dim S,(I, T) = n. 
(a) Then sO in S,(I> is a best approximation to a function fin C(T) on 
T if and only if there exists a subintercal J, and a subset R = {u, 1:’ ‘,,I c 
Tn J, such that (f - sO)17. has alternating extremalpoints on R where R and 
J, satisfy 
p= 1. y=n 
ly p>l,q=n 
p-l. q<n 
p>l, q<n, q-p>m-1 
ui E (x-, + i* xj- I), i =p + I..... q. (1.2) 
(b) The best approximations are uniquely determined on J,. 
Remark. The subspace S,(I) is spanned by B-splines. But it is possible 
to derive characterization theorems for all kinds of boundary conditions 
from Theorem I. 1 (for details, see 19 I). For example, if we set n = m + k 
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and T= [-G,x~+~] we obtain the problem which was considered by Rice [5] 
and Schumaker [6] that is an approximation problem defined on [x0, xk+ ,I. 
The best approximations in Theorem 1.1 are not unique in general. 
Therefore Rice considered the so-called strict approximations which are 
particular unique best Chebyshev approximations for problems defined on 
finite sets. For a definition of these approximations (see [5, p. 2391). In this 
paper we shall only state a characterization of strict approximations for the 
problem in consideration. 
The following definition will be very important: Let f be an element of 
C(T), where T is a finite subset of IR and let G be an n-dimensional subspace 
of C(T). Suppose that g, is a best approximation from G tof on T. A subset 
S of the extremal points off-g, is said to be a critical point set if g, is a 
best approximation to f on S but is not a best approximation to f on any 
proper subset of S. A critical point set contains at most n + 1 points. 
Now we shall consider the approximation problem concerning spline 
functions. A characterization of crtitical point sets is given in [9]. 
THEOREM 1.2. Let the assumptions of Theorem 1.1 be given and let s, 
be a best approximation from S,(t T) to a function f in C(T). Then the 
following conditions are equivalent: 
(a) The subset R c T is a critical point set. 
(b) The subset R c T is associated with a subinterval JR satisfying the 
properties (1.2) and f - s, has alternating extremal points on R. 
Moreover, the subspace S,(z R) satisfies the Haar condition if R c T is a 
critical point set and there exists a reference R, relative to S,(I) satisfying 
RcR,. 
The subsets R characterizing best approximations are critical point sets. 
We shall use the following notations. 
Suppose R is a critical point set. Then there exists a subinterval JR which 
is associated with R. We call this subinterval JR associated with the critical 
point set R. Let s, be a best approximation to f on a reference U c T then 
there exists a unique critical point set R (see [9]). We call the subinterval JR 
to be associated with the reference. 
Now we are able to state the characterization theorem for strict approx- 
imations (see [9]). 
THEOREM 1.3. Let the partition A = {xi}::; be given, let I = [x0, xk+ ,] 
and S,(I, T), where T is a finite subset such that dim(S,(I, T)) = m + k. 
Suppose that f is an element of C(T) and s,, of S,(I, T). Then the following 
properties are equivalent: 
(a) The function sO is the strict approximation to f out of S,(Z, T). 
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(b) There exists a partition of the interval x0 = x,,~ < x,,, < ... < x,.* < 
X Dhrl = xkt, such that the subintervals Ii = I,.,- ,,~, satisfy the following 
conditions: 
6) I= Ui,, h+lzi, z;nzi+, = 0 for all i = l,..., h. 
(ii) 0 is the unique best approximation from S,(Z,) to (f- s,)) on 
Ti, where Ti = T f’ Ii for all i = l,..., h + 1 and there exists a critical point 
set R, associated with Ii relative to S,(Ii). 
(iii) Let yi := max,,,, l(f- sO)(x)i. Then for all i = l,.... h the 
following conditions will hold: If x,., E Ii then yi > yi, , and if x,.! 6J Ii then 
Yi < Yi+ 1. 
For a discussion of this theorem see [9 I. 
Remark. The approximation problem is divided into subproblems and 
the best approximations of these problems are always unique. Moreover, the 
subspaces S,(Z,, Ri) satisfy the Haar condition. This property will be very 
important for our later investigations. 
The strict approximation can be constructed by the following inductive 
definition (see 19 1): 
DEFINITION 1.4. Let A = {x~};?,,’ and I = IxO, xk, ,I be given. Suppose 
that T is a finite subset of I such that dim S,,,(I, T) = m + k. Set 
G, = S,(I, T) = span(A4 m+, ..., Mk}, r”, = 0 and let Z, be the set of 
integers (-m + l,..., k}. Then we define for j > 1 the following sequence of 
functions sj: Let Gj be the set of best approximations to the function 
f- (s, + ... +sim,)(i.e.,fifj= 1)on Tn {Z\& ~l} 
Out Of wan 1 (“ilicz, ~I } and let sj be a function in Gj. 
Suppose that Ij is a subinterval of I’&, which is associated with a critical 
point set off - (s, + ... + sl). Then we define ‘; = &-, U Ij and 
This construction is continued until Z, = 0 for some t. We denote by s(f) 
the function s, + ... + s,. 
COROLLARY 1.5. It can be shown that s(f) is the strict approximation 
and that (Ii} is a partition of I satisfying the properties of Theorem 1.4. 
It is obvious that the subintervals Ii of Corollary 1.5 are not in natural 
order, in general. 
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2. THE ALGORITHM 
In this section we want to develop an algorithm which determines the 
strict approximation of our problem. The characterization theorem for strict 
approximations will be very important for this purpose. 
The subspaces of polynomial spline functions with fixed knots do not 
satisfy the Haar condition. But we can show that it is possible to divide this 
problem into subproblems which satisfy the Haar condition on certain 
subsets. First we shall consider these subproblems. 
PROBLEM I. Let the partition A = {xi};:, be given, let Z be an interval 
such that (xO,xk+,)cZc [x,,,x~+, 1. Suppose that T is a finite subset of Z 
satisfying dim(S,(Z, T)) = dim(S,(Z)) = n. Then we determine the best 
approximations to a function f in C(T) out of G = S,(Z, T). 
First we state the following theorem which is similar to the case where the 
Haar condition is satisfied. 
THEOREM 2.1. Let Problem I be given. Suppose that the subset R, = 
(ui);z; is a reference in T. Let s0 denote a best approximation from S,(Z, T) 
to f on R, with reference deviation y0 and let JR, be the unique subinterval 
associated with R,. 
Zf there exists a point t E Tn JR, such that I(f - s,,)(t)1 > y0 then it is 
possible to exchange a point f of R, n JR, to form a new reference 
R,= {R,\{Q} U {tl satW.%ng y1 > yo, where y, is the reference deviation on 
R , . Zf JR, is the subinterval associated with R , then J,, c JR,. 
Proof First we shall consider the approximation problem defined on 
Ro=Rof7~,0= {ui}y:;. 
The subspace S,(Z, Ko) satisfies the Haar condition, i.e., the matrix 
satisfies the Haar condition. Hence there exists a unique vector A E R,_,+, 
(up to a scalar) satisfying 
2=A = 0, Ai#O, i = l,..., q-p+2. 
In order to show the assertions of the theorem we can use the proof in ] 11, 
p. 381. 
Following the lines of this proof it can be shown that there exists a point 
i E E. such that R, = {R,\{ i} } U (t} is a reference relative to S,(Z, T f7 JRO) 
and the reference deviation y, on R , satisfies y1 > yo. 
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The subspace S,(Z, R,) does not satisfy the Haar condition in general. 
Therefore the subinterval .I,-, associated with the reference l?, relative to 
S,(/. T nJ,,,) may be a proper subset of J,(, = J,]. 
It can be easily seen that R, = R, U (R, n (I\J,,,} } is a reference relative 
to S,(I. T), J,, = JFI is the subinterval associated with this reference and ;‘, 
is the reference deviation. 
This completes the proof of the theorem. 
COROLLARY 2.2. Let the assumptions of Theorem 2.1 he given. Then the 
exchange of the point is uniquely determined by the following rules: 
Let ui = sign((f- sO)(ui)) and 6 = sign((f- s,,)(r)). 
(a) Let t E (ui,uj+,). ,I’here u,, <uui C, ui, , <u,_ ,. Then i= ui lf 
njc7 > 0 e/sew-here i = uj+ , . 
(b) Let t < u, then I= u, ifo,a > 0 elsebtshere i= u4, , 
(c) Let t > u,,, then i=u,, , ifa,+,@> 0 elsewhere i-u,,. 
Proof: Since the matrix 
A=A 
M 
satisfies the Haar condition we can apply the well-known exchange rules to 
this case. 
THEOREM 2.3. Let Problem I be given. Suppose that R is a reference in 
T and J, is the subinterval associated with R. 
Then a repeated application of the exchange rules of Theorem 2.1 J-ields u 
reference R associated with a subinterual J,- such that the follo\r,ing 
conditions hold: 
(a) J,cJ,. 
(b) If S is a best approximation to f on I? then S is also a best appros- 
imation on T n J, and J, is associated ,r>ith the critical point set t?n J, qJ’ 
f ~ S relatice to S,(J,). 
ProojI We apply Theorem 2.1 to the reference R,, = R and obtain a 
sequence of references R, . . . . . R, where the subintervals J,! associated with R, 
satisfy J,,,x J,! 2 ... =, J, Let s, be a best approximation on Ri with 
reference deviation yi. The brocess stops after a finite number of steps since 
T is a finite set and yi < yi, , . 
Hence there exists an integer t such that Il(f -- s,), TvR,/~ = 7, and we have 
k= R,. 
Using this theorem we are able to determine a function S in S,,(I, T) and a 
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subinterval JR such that S is a best approximation to f on JK. But S is not a 
best approximation on I in general. 
Now we want to define functions by an inductive definition which is 
similar to Definition 1.4. 
DEFINITION 2.4. Let Problem I be given where I = [x,,, xk+ ,]. Let 
6, = 0 and let Z, be the set of integers (-m + l,..., k). Then we define for 
j> 1 the following sequence of functions sj in G,_i = span{ {MiJi,,,~,). 
There exists a subinterval Iic Z\&, such that sj is a best approximation 
from G,ip, tof- (s, + ... + sj- ,) (i.e., f if j = 1) on the subset Tn Z, and Zj 
is associated with a critical point set Rj of (f- (s, + ... + sj))I, n,, relative to 
Gi-1. Let vj = lI(f- (s, + ... + sj))l,,lI. Then we define Ti = ‘;-- , U li and 
zi= (iEZjp,: (X:Mi(x)#O)n~=O). 
The construction is continued until Z, = 0 for some t. Then we denote by 
h(f) the function s, + ... + s, and the set ( (Zi, Ri, y,)}f,. i corresponds to 
W >- 
Remark. It follows from Theorem 2.3 that there exists functions sJ 
satisfying the properties of Definition 2.4. 
DISCUSSION. In Definition 1.4 the function sj is a best approximation to 
f - (s, + .a. + sjp ,) on the whole interval I\r;.-, while in Definition 2.4 the 
function sj is only a best approximation on a subinterval of I’$- i. 
Hence the function h(f) may not be a best approximation to f: But we 
have obtained a partition of I corresponding to h(f). Now we shall use this 
partition in order to determine by an algorithm a partition of I which 
corresponds to the strict approximation. This partition must have the 
following properties. 
THEOREM 2.5. Let h(f) and ((Ii, Ri, yi)]iEl be as in Definition 2.4. 
Suppose that the following properties are sarisfled: For all subintervals I,., 
I, c (I,):=, satisfying I, = Ipl,4,, I, = IY,,42 we have yV > yu if xq, E I, and 
y,, < y, ifx,, E I,. Then h(f) is the strict approximation. 
ProoJ Let I “,,..., I,, be the natural ordering of the subintervals {Ii} then 
{(I,!, Rui, y,J}f=, is a partition satisfying the conditions of Theorem 1.3. 
Hence h(f) is the strict approximation. 
Now we want to determine a partition and a function satisfying the 
properties of this definition. The following exchange theorem will be very 
important. 
THEOREM 2.6. Let h(f) and ( (Zi, Ri, Y~)}:=~ beas in Definition 2.4. 
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Suppose that I, and I,, are two subintervals of (Ii}:_ 1, where I, = Ixp,, xy, ] 
and 1, = (xq,, xql]. Let y, < y,.. Then there exists a subinterval I,, = 
1%~ x,,] c (I,UI,,) and a subset R, c (R, UR,.) such that R, is a 
reference relative to S,(l,) and the reference deviation yO to the function 
f - h(f) on R, satisfies y, < yO. 
A similar result is true if I, and I,. are half-open and open subintervals. 
respectively. 
Proof. Set fl = I, = lx,,, x0,1. I2 = I,. = (x~~~.s~,./. ;e,= I’,. yz = 7, and 
h = h(f ). 
It follows from Theorem I. 1 that the critical point sets R, = R, = 
C”i}~=~~; 1 and R, = R,. = (ciJ~7+~;41 satisfies the conditions 
uiE (X-m+itXj-l)* i=p, +2 ,.... m+9,- 1, 
CiE (x-m+i,x;-,)r i = m + 9] + I,..., m + q2 - I (2.1) 
and (f - h)[,, has alternating extremal points on Ri for i = 1, 2. We define a 
subset Y, = { yi}yz:q; 1 c (R, U RI} in the following way 
iUi% if c > 0, 
“= lu,,, elsewhere 
for all i =p, + I,..., m + 9, - 1, where c = (f - h)(u,+,,)(f - h)(rt, i q,) and 
yi = vj, i = m + q, ,..., m + 9*. 
It follows immediately that 
Cf - h)fvi)(f - h)O;, ,) < 0. i =p, t I,.... m + q2 - I. (2.2) 
We have to distinguish the following cases: 
(i) Let x m + y , I G l’rn~ f,, then I,, = Is,,, i L,,~ , . xy,] and R,, = 
(V;}:“,“:,,. i.e., pz = m + 9, -- I. 
Gil Let vm+ql < xm+q,- I and c > 0. Then it follows from (2.1) that 
YiE (X-m+i9Xi-l)3 i =pi + 2,..., m + qz ~ I (2.3) 
and we set I,, = [x, I, x4*] and R, = Y,, i.e., pz =p,. 
(iii) Let v,+~, < x,+~!-, and c < 0. Then 
Yi E tx-m+i~ xi- 1)’ i=m+q ,,..., m+q2- 1, 
Yj E (x..,+f, xi), i=p, + I,..., m + 9, - 1. 
Let p2 be an integer in p, <p2 < 9, such that 
Y P?t 12X&’ yj <Xi. ,, i=p,+2 ,..., m+q,- 1. 
ALGORITHM FOR STRICT APPROXIMATIONS 339 
Then we have 
Yi E Cx-m+i5 xi-l)3 i =pz + 2,..., m + q2 - 1. (2.4) 
Set 1, = [xp,, xq21, & = 1 yiIZ2: I. 
It follows from (i), (ii) and (iii) that R, is a reference relative to S,(Zt,). 
Let y0 be the reference deviation to f - h on R,. 
The proof will be accomplished by showing that y, < y,,. This is obvious 
for case (i) since y0 = yz = y, > y, = y, . Therefore we only must consider 
cases (ii) and (iii). 
We conclude from (2.2) thatf- h alternates on R,. It follows from (2.3) 
and (2.4) that R, is a subset which is associated with I, relative to S,(Z,). If 
si is a best approximation from S,(Z,) to f - h on R, then (f- h) -s, 
alternates on R, and y0 is the reference deviation. 
Assume that y0 < y,. Then s, alternates on R,. This is a contradiction 
because si has at least m + q2 -p2 - 1 sign changes and dim(S,(Z,, R,)) = 
m + q2 -pz - 1. 
Now we assume that yi = y,,. Since the best approximation h IR, to f on R, 
is unique we obtain that s, = 0 on I, nZ,. Hence si],, is an element of 
S,(Z,). Moreover, it follows from y0 = y, < y2 that si alternates on R, nZ,. 
Therefore s, has q2 - q1 sign changes on I, and dim(S,(Z,)) = q2 - ql. This 
contradiction completes the proof of the theorem. 
Remark. The function h(f) in Theorem 2.6 is a best approximation tof 
on 1, = [xpl, xPJ but is not a best approximation to f on Z since the error y, 
off - h(f) on I, is greater than the error y, on I,. Using the exchange rules 
of Theorem 2.6 we are able to determine another subinterval I, = [xP,, xq,] 
such that the reference deviation y, on a reference relative to S,(Z, T ~7 I,) is 
greater than y,, . Since there is only a finite number of subintervals I,,, we are 
able to determine after a finite number of steps a subinterval which is 
associated with a critical point set of a best approximation. These results 
also enables us to develop an algorithm which computes the strict approx- 
imation. 
First we shall summarize the exchange rules of Theorem 2.6 in the 
following result. 
COROLLARY 2.1. (a) Let the assumptions of Theorem 2.6 be given, Let 
R, = {ui}?dpy\, and R, = {~~}~=+rn4:~~ be critical point sets off-h(f) on I, 
and I,, respectively. Set c = (f - h(f))(u,+,,)(f - h(f))(u,+,,). Then we 
define Y, = { yi}~~~: 1US 
yi= ui 
I if 
c>o 
ui+l’ c<O’ 
i=p, + l,...,m +q, - 1, 
YiEvj, i = m + q1 ,..., m + q2. 
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Then I, = [xp2, x,,]. R, = { y,}m.;r2+ , are associated, where pz is defined in 
the following way:’ 
(i) Let x m+q1 1 G cni t q, then pz = m t q, ~ I. 
(ii) Let v,+ q1 < x ,+,,.,andc>Othenp,=p,. 
(iii) Let v, + y, < x m+q,.-, and c ( 0. Then p: is defined as the integer 
satisfJ)ing p, <p2 < 9, and 
Y&t I 3 xp21 .I’,<“; ,. i =pz + 2 ,.... m + q, - 1. 
(b) Similar exchange rules hold if I, and I,. are half-open and open 
subintervals, respectively, and ifx,, & I,, xy, E I,,. 
We now proceed to a description of the algorithm. 
ALGORITHM 2.8. Let the partition A = {xi};‘,: be gil,en, let 
I = [.x0, xk, ,I and let T be a finite subset of I such that dim S,,,(I, T) = 
dim S,,(I): 
Let h(f) be a function which is constructed according to Definition 2.4. 
Set g, = h(f ). Let ((I,!, R f, y:)}i:, be the partition corresponding to g, 
We define a sequence of functions g./ for integers j > 1 as follotr>s: 
(1) If gj satisfies the conditions of Theorem 2.5 then gj is the strict 
approximation. 
(2) If gj does not sarisI\? these conditions then we define a firnction 
BitI as follows: 
Let ( (Ij , R{, y{) } {,I- , be the partition corresponding to gi . Then there exist 
subintervals Ii = I,,,,, and I/. = Iy,.y2 satisJi?ng ;>I < y!, if-u,, E 1: or ;I: > ;‘: 
ifx,, E 1.:. Assume that xq, E Il. Then p < 1’. 
Now we determine a function g,!+, and a set {(I:“, R:“. y(. ‘)I:, \ 
corresponding to gj+ , in the following way: 
Using Corollary 2.7 we determine a subinterval Ii of I:, U 1:. and a 
reference Rj, corresponding to S,,,(i,[). Let I?!, be a reference relatite to 
S,,,(?L) satisfying R’, = E,k n I/, . Then we apply the construction of Definifion 
2.4 to the subspace S,,,(fL) and the function (f -- gi)lJI. We obtain a function 
iit, E S,@) and a partition ((I/’ ‘. Rl+‘, y,!’ ‘)}:I ;.UNo~r~ \‘e define 
XEJ'. 
“ elsewhere. 
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Then the partition {(Ii”, Ri”, yj + ’ ) } f~z f corresponds to g J + I. The function 
gjtl is similarly constructed tf x,, E I{. 
This construction determines the strict approximation. 
THEOREM 2.9. Algorithm 2.8 determines after a finite number of steps 
the strict approximation. 
Proof Let { gj} be the sequence of functions defined by Algorithm 2.8 
and let ((Ii, R {, y{)} :j= , be the partitions corresponding to gj. Hence y! is the 
deviation off- gj on Z{ for all i = l,..., tj. It follows from the construction in 
Algorithm 2.8 that y:’ ’ = $, i = 1 ,...,p - 1, and we conclude from Theorem 
2.6 that yi’ ’ > y’, . 
Hence the vector {$“}$2; is lexicographically greater than (yj}ij=, . On 
the other hand, there exists only a finite number of partitions. Therefore the 
algorithm determines after a finite number of steps the strict approximation. 
Remark. It is not necessary to compute the partition on the whole 
interval at each iteration. If we obtain at the jth iteration two subintervals 
ZL, 1: satisfying the properties of (2) in Algorithm 2.8 then we may proceed 
to the (j + 1)th iteration. 
3. CHEBYSHEV APPROXIMATION FOR CONTINUOUS FUNCTIONS 
Discrete approximation problems are closely related to problems defined 
on an interval I. In order to determine best approximations on I we define a 
sequence of strict approximations on finite subsets of I. Such a sequence is 
not convergent, in general. But the following results will hold. 
First we define a Remez type algorithm. 
ALGORITHM 3.1. Given the partition A : x,, < x, . .. < xk+ , and the 
interval I = [x0, xk+, 1. Let f be a function of C(I). Suppose that T, is a 
compact subset of I satisfying dim S,(Z, T,) = m + k and T, is ajinite subset 
of T, such that dim S,,,(1, r,) = m + k. 
At the ith step is defined a finite subset Ti of T, and s(f, Ti) is a strict 
approximation from S,,,(I) on Ti. Let {Iij}j”:‘l’ be a partition of I 
corresponding to s(f, Ti). Suppose that y, is a point of T, n I, such that 
IO- s(.L Ti))(Yij)I 
> I(f - s(f, T,))(x)1 for all x E TE nI,, j = l,..., hi + 1. 
Then Ti+ , is given by Ti U { y,}j”c,‘. 
We shall consider the following subsets: 
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Let 
‘~=~~ ((Xi-t‘i,Xi)U(Xj,Xi + Ei)) 
i= I 
where E = (E, ,..., ck}, 0 < ci for all i = l,..., k and ei suf$cientlJ! small such 
that dim S,,,(Z) = dim S,(I. T,:). Then the following theorem can be similar!\, 
shown as a result in I10 I. 
THEOREM 3.2. Let TE be defined as follows: 
(a) T,=I ifk<m (i.e., ei=O, i= I . . . . . k). 
(b) ai > 0, i = I,.... k I$ k > m. 
Then the sequence s(f, Ti) of Algorithm 3.1 converges to a function s(f: T, ) 
in S,(I). 
Moreover, it is shown that the functions s(J T,) can also be obtained as 
the limit of a sequence of strict approximations defined on discrete sets 
which “fill up” the interval. 
Remarks. (1) Some improvement in the convergence rate can be 
obtained by modifying the method such that Ti+, contains all local maxima 
of If- s(A T,)l which are greater than il(f- s(A Ti))lTiT\I,,l/ on T,- n Iii. 
(2) There has been developed many algorithms under general 
assumptions which compute best approximations if the Haar condition is not 
satisfied. See, for example 111 and the references therein. 
(3) In [2] the strict approximations are determined on finite sets. In 
this paper we consider a special subspace-the subspace of spline functions. 
Using the characterization for strict approximations we are able to develop 
an algorithm such that a sequence of strict approximations converges to a 
best approximation s0 off if k < m and we have convergence to a nearly best 
approximation s,, off which for most practical cases is a best approximation 
if k > m. 
The algorithm in [3 ] determines a sequence of functions which converges 
to a best approximation under the same assumptions. But the best approx- 
imations determined on the finite sets are no strict approximations in general. 
4. EXAMPLES 
The algorithm has been tested by R. Barnreuther. Here we shall give some 
examples. 
(1) Let the functionf(x) = In I 1 + x/ be defined on I = [O, 2). Suppose 
that S,,,(I) has equally spaced knots. The entry in each box of the following 
table is the minimax error magnitude. 
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No. of 
knots 3 
Degree of splines 
5 7 
1 0.000 8 13 809 0.000 036 842 0.000 001 944 
2 0.000 255 263 0.000 007 444 0.000 000 270 
3 0.000 101 573 0.000 002 022 0.000 000 125 
4 0.000 048 111 0.000 000 993 0.000 000 055 
5 0.000 025 5 11 0.000 000 5 12 0.000 000 023 
All best approximations are unique. We obtain a partition of the interval Z 
only in one iteration step of the approximation problem where S,(Z) has 
degree 3 and 3 knots. Therefore we see that in most of the examples the 
algorithm works as the classical Remez algorithm for Haar subspaces. 
(2) Letf(x) = \r b d f d x e e me on the interval Z = [O, 11. We are setting 
the knots near zero sincef is not so well-behaved in a neighborhood of zero. 
The first entry in each box is the minimax error magnitude. Subsequent 
entries give the knot locations. 
Degree of snlines 
No. of ~ 
knots 3 
1 0.012 238 
0.039 5 
2 0.004 940 
0.006 45 
0.107 6 
3 0.003 119 
0.002 
0.02 
0.15 
4 0.002 386 
0.001 5 
0.02 
0.1 
0.3 
5 0.001 946 
0.001 
0.015 
0.06 
0.2 
0.35 
5 
0.009 115 
0.039 5 
0.003 691 
0.006 45 
0.107 6 
0.002 112 
0.002 
0.02 
0.15 
0.001 785 
0.001 5 
0.02 
0.1 
0.3 
7 
0.007 544 
0.039 5 
0.002 120 
0.006 45 
0.107 6 
0.001 748 
0.002 
0.02 
0.15 
64014 i/4-4 
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If m - 1 = 3 and k = 3 the best approximation is not unique. We obtain a 
partition [0,0.02) and [0.02, 1 ] with reference deviations 0.00283 and 
0.003 12: respectively. In the other cases the best approximations are unique. 
(3) Let f(x) = I/( 1 + x2) and I = [-5,5 ] (Runges example). The 
entry in each box is the minimax error magnitude. 
No. of 
knots 
-2 
3 
4 
5 
3 
0.2078 
0.0329 
0.1274 
0.1174 
Degree of splines 
5 
0.1432 
0.5227 
0.0912 
0.0217 
7 
-. 0.0975 
0.0449 
0.0645 
0.0225 
The knots are chosen as follows: (-1, 1) if k=2; (-l,O, l} if k=3: 
(-2,-1,1,2} ifk=4; (-2,-l,O, 1,2) ifk=5. 
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