Aims. By combining the VIMOS VLT Deep Survey (VVDS) with the Spitzer Wide-area InfraRed Extragalactic survey (SWIRE) data, we have built the currently largest spectroscopic sample of galaxies selected in the rest-frame near-infrared. In particular, we have obtained 2040 spectroscopic redshifts for a sample of galaxies with a magnitude measured at 3.6µm (m 3.6 ) AB < 21.5, and 1255 spectroscopic redshifts for a sample of galaxies with (m 4.5 ) AB < 21. These allow us to investigate, for the first time using spectroscopic redshifts, the clustering evolution of galaxies selected from their rest-frame near-infrared luminosity, in the redshift range 0.2 < z < 2.1. Methods. We use the projected two-point correlation function w p (r p ) to study the three dimensional clustering properties of galaxies detected at 3.6µm and 4.5µm with the InfraRed Array Camera (IRAC) in the SWIRE survey with measured spectroscopic redshifts from the first epoch VVDS. In addition, we measure the clustering properties of a larger sample of 16672 SWIRE galaxies for which we have accurate photometric redshifts on the same field by computing the angular correlation function, and we compare these measurements.
Introduction
According to the current paradigm, the formation of large scale structures can be described as the evolution of primordial dark matter dominated mass density perturbations, under the influence of gravity. Galaxies we observe are the result of the cooling and fragmentation of residual gas within the potential wells provided by the dark matter halos, that hierarchically build-up with gravity (White & Rees 1978) . One then expects that the spatial distribution of galaxies would trace the overall mass density field, although if galaxy formation is in some way modulated by large-scale perturbations, they will be biased with respect to the mass (Kaiser 1984) . We have now strong observational evidence that the space distribution of galaxies is a biased estimator of the underlying mass (Bardeen et al. 1987; Lahav et al. 1989; Postman et al. 1992 ; Dalton et al. 1994; Croft et al. 1997 ; Gonzalez et al. 2002) and the study of galaxy clustering as a function of different galaxy properties may allow us to understand the evolution of the galaxy-halo bias. As galaxies and their environment evolve, clustering may evolve and because of the different physical processes that may be involved in building different classes of galaxies, its strength may depend on the properties of galaxies (e.g. type, luminosity...) and their environment. The clustering evolution of different galaxy populations could therefore provide useful constraints on the evolution and formation scenario of galaxies. When galaxies are observed from redder wavelengths and up to a few microns rest-frame, this preferentially selects older stellar populations formed earlier in the life of the Universe. As the oldest stars are likely to have formed in the highest density peaks in the Universe, it is therefore expected that the clustering of their host galaxies would be significantly higher than that of galaxies hosting more recently formed stars. In the local Universe, selecting galaxies at 2.15 microns (K s band) from the Two Micron All Sky Survey (2MASS, Maller et al. 2005) , it is found that these galaxies are more clustered than those selected at optical wavelengths, with an angular correlation amplitude 7.7 times larger than found in the Sloan Digital Sky Survey Early Data Release (SDSS EDR, Connolly et al. 2002) , note that in the 2MASS analysis, the galaxies are selected according to the magnitude criterion (K s ) Vega < 13.57 and in the SDSS EDR study they select galaxies ∼ 2 magnitudes fainter. Getting to higher redshifts, Oliver et al. (2004) , based on Spitzer data, found that at z median ≃ 0.75 the clustering length of (m 3.6 ) AB < 20.1 galaxies is r 0 = 4.4 ± 0.1 h −1 M pc with an angular correlation amplitude ∼ 5.9 times lower than for 2MASS local galaxies, and the more luminous galaxies are even more strongly clustered (Farrah et al. 2006) . As selection wavelengths get redder than the rest-frame location of polycyclic aromatic hydrocarbon (PAH) spectral features, galaxy samples contain a mix of early-type, dust-reddened, and star-forming systems (Rowan-Robinson et al. 2005) , hence, clustering expectations are less straightforward. This paper aims to characterize the evolution of the real-space correlation length r 0 of near-infrared selected galaxies from the Spitzer Wide-area InfraRed Extragalactic survey (SWIRE, Lonsdale et al. 2003) which have secure spectroscopic redshifts from the VIMOS VLT Deep Survey (VVDS, Le Fèvre et al. 2005b ) and to compare it to the observed evolution of opticallyselected galaxies as shown in Le Fèvre et al. (2005a) , up to z ≃ 2. In Section 2 we describe the galaxy sample and its selection function. We present in Section 3 the formalism of the two-point correlation function and the results. In Section 4 we discuss the observed clustering evolution and we conclude. Throughout this analysis we assume a flat ΛCDM cosmology with Ω M = 0.3, Ω Λ = 0.7 and H 0 = 100 h −1 km · s −1 · M pc −1 , while a value of H 0 = 70 km·s −1 ·M pc −1 is used when computing absolute magnitudes.
VVDS-SWIRE samples and selection functions
The VVDS-SWIRE field is the intersection of the VIRMOS Deep Imaging Survey (VDIS, Le Fèvre et al. 2004 ) and the SWIRE-XMM/LSS fields, the total area covered on the sky is ∼ 0.82 deg 2 . From this field we extract two galaxy samples. The larger one consists of those SWIRE galaxies present in the field for which we measured photometric redshifts, therefore we will call this sample the photometric redshift sample. The photometric redshifts have been computed using a χ 2 fitting algorithm as described in Ilbert et al. (2006) by including all the photometric information available for this field, covering the wavelength domain 0.31µm ≤ λ ≤ 5.0µm. Thus the photometric data consist in B,V,R,I data from VDIS (Le Fèvre et al. 2004), u*,g',r',i',z' data from the Canada France Hawaii Telescope Legacy Survey (CFHTLS-D1, McCracken et al., in preparation) , K-band data from VDIS (Iovino et al. 2005) adding the 3.6µm and 4.5µm infrared photometry from SWIRE (Lonsdale et al. 2003) . The details of the method used to compute the photometric redshifts are given in Arnouts et al. (2007, in preparation) . The other sample, hereafter the spectroscopic redshift sample, contains the galaxies included in a sub-area of ∼ 0.42 deg 2 which correspond to a fraction of the VVDS-Deep survey (Le Fèvre et al. 2005b) area and for which we have spectroscopic redshifts measured during the VVDS first epoch observations. We restrict this sample to galaxies with secure redshifts, i.e. with redshift confidence level greater than 80% (flag 2 to 9, Le Fèvre et al. 2005b). The samples have been split into two subsamples, applying a simple magnitude selection from observed fluxes on the two first infrared photometric bands of the SWIRE survey, the Spitzer-IRAC 3.6µm and 4.5µm bands. The subsamples satisfy respectively to the following magnitude criteria: a magnitude in the AB system measured in the 3.6µm band of (m 3.6 ) AB < 21.5 and in the 4.5µm band of (m 4.5 ) AB < 21 or equivalently in flux, S 3.6 > 9.2 µJy and S 4.5 > 14.5 µJy. These correspond to the limits of completeness for the SWIRE bands (Le Fèvre et al., 2007, in preparation) . In addition, the spectroscopic redshift sample has a I AB cut due to the fact that the VVDS-Deep spectroscopic sample is a magnitude-selected sample according to the criterion 17.5 ≤ I AB ≤ 24. The I AB cut introduces a color dependent incompleteness in terms of SWIRE magnitudes in the spectroscopic redshift sample, indeed we lose a small fraction of objects which correspond to faint and red objects as shown in Figure  1 for the 3.6µm galaxies. The equivalent color-magnitude diagram for the 4.5µm galaxy sample is similar to the 3.6µm one, the two spectroscopic redshift subsamples have a similar kind of incompleteness. We estimate the fraction of lost galaxies to be respectively 11.6% and 10.3% for the 3.6µm and 4.5µm spectroscopic redshift subsamples. Thus, the photometric redshift sample, which is assumed to be complete, allow us to evaluate the effect of the color dependent magnitude incompleteness on the clustering measurements performed on the spectroscopic redshift sample. A full description of the combined dataset and its properties is given in Le Fèvre et al. (2007, in preparation) .
Clustering measurements
3.1. Methods
Computing the projected correlation function
The method applied to compute the projected correlation function (PCF) and to derive the real-space correlation length r 0 and the correlation function slope γ, is described extensively in Pollo et al. (2005) . We present in this section the main points of the method. First we evaluate the bi-dimensional two-point correlation function ξ(r p , π) using the standard Landy and Szalay estimator (Landy & Szalay 1993) . This estimator of the two-point correlation function is defined by:
Fig. 1.
Color-magnitude diagram for the 3.6µm spectroscopic and photometric subsamples. All the galaxies detected at 3.6µm in the VVDS-SWIRE field are represented in greyscale. The photometric redshift subsample consists of all the objects with (m 3.6 ) AB < 21.5 and galaxies from the spectroscopic subsample are shown as crosses. The vertical line indicates the limit of completeness and the two diagonal lines show the limits of the spectroscopic selection 17.5 ≤ I AB ≤ 24. We estimate that the percentage of galaxies that we lose in the spectroscopic redshift subsample due to the VVDS spectroscopic selection and assuming the completeness limit (m 3.6 ) AB < 21.5, is 11.6%.
where GG(r), RR(r) and GR(r) are the normalized numbers of independent galaxy-galaxy, galaxy-random and random-random pairs with comoving separation between r and r + dr. The threedimensional galaxy space distribution recovered from a redshift survey and its two-point correlation function ξ(s), are distorted due to the effect of galaxy peculiar velocities, therefore, the redshift-space separation s differs from the true physical comoving separation r. These distortions occur only radially since peculiar velocities affect only redshift. Thus we compute the bidimensional two-point correlation ξ(r p , π) by splitting the separation vector s into two components: r p and π, respectively perpendicular and parallel to the line of sight (Fisher et al. 1994) . In this way, we separate the redshift distortions from the true spatial correlations. Then, we project ξ(r p , π) along the line of sight, onto the r p axis. This allows to integrate out the dilution produced by the redshiftspace distortion field and thus we obtain the projected two-point correlation function, which is defined as,
In practice, the upper integration limit has to be chosen finite, therefore we choose its optimal value as 20 h −1 M pc (Pollo et al. 2005) . Assuming a power-law form for ξ(r), i.e. ξ(r) = (r 0 /r) γ , one can write w p (r p ) as,
where Γ is the Euler Gamma function.
Fitting the w p (r p ) measurements by minimizing the generalized χ 2 as defined in Pollo et al. (2005) , provides a measurement of r 0 and γ. This minimization method takes into account the fact that the different points of the correlation function are not independent. The estimate of errors is performed primarily using the bootstrap resampling method. This first error measurement permits to obtain a relatively good fitting of measured w p (r p ). Then we compute w p (r p ) on 50 mock VVDS surveys constructed using the GalICS simulations (Blaizot et al. 2005) in order to obtain a realistic estimation of the errors bars on the measurements which include the error due to cosmic variance. Indeed, these mock samples include the same selection function and observational biases present in the VVDS dataset and permit to evaluate the confidence limits on r 0 and γ measurements (Pollo et al. 2005) .
Computing the angular correlation function
In order to compute the angular two-point correlation function w(θ) (ACF), we use the Landy & Szalay estimator presented in equation 1, but in this case, simply considering angular pairs. Assuming that w(θ) is well described by a power law model as w(θ) = A w θ 1−γ , we fit this model to the measured ACF using the generalized χ 2 method. Thus we deduce the amplitude A w and the slope 1 − γ of the ACF. We introduce the integral constraint (IC) correction in our fitting procedure, which arises from the fact that the survey has a finite size. It is defined as follows (Roche et al. 1993) ,
where Ω is the area of the observed field. We compute B(γ) by numerically integrating this expression over the entire data area excluding regions where there are photometric defects. At the end our measurements are fitted with the expression:
In order to derive the real-space correlation length r 0 from the angular correlation amplitude A w , we use the Limber deprojection technique as described in Magliocchetti & Maddox (1999) . This method, which is based on the Limber relativistic equation (Limber 1953) , permits to recover the value of r 0 given A w and the redshift distribution of the galaxies. In general, this technique is not very stable and the shape of the redshift distribution that one considers is critical, but in this study, we measure ACF in relatively narrow redshift bins so the shape we assume for the inversion is not so critical. Hence, we use a smoothed redshift distribution by applying a moving window with a width of ∆z = 0.2 to the initial photometric redshift distribution (Le Fèvre et al., 2007, in preparation) . The width of the smoothing window has been chosen to reflect the typical uncertainty that we have on the photometric redshift values. ACF error bars have been computed using the bootstrap resampling method. . 2 . In the left panels are shown the projected correlation functions for the 3.6µm spectroscopic redshift subsample in the different redshift slices and their best-fits. The right panels shows the 68.3%, 90% and 95.4% confidence contours for the clustering parameters r 0 and γ.
Clustering results

Clustering of the spectroscopic redshift sample
We compute w p (r p ) in increasing spectroscopic redshift slices from z = 0.2 to z = 2. In the fitting procedure, we use all the w p (r p ) points for 0.1 ≤ r p ≤ 12 h −1 M pc. The PCF that we compute for each redshift slice are plotted in Figure 2 with the contours of confidence for the best-fitted parameters. The Table 1 summarizes the values of the correlation length and the correlation function slope that we derive for the two subsamples of the spectroscopic redshift sample. The correlation length that we measure in the 3.6µm and 4.5µm subsamples is roughly constant over the redshift range z=[0.2,2.1], it varies slightly between 3.8 and 4.2 h −1 M pc, except in the last high-redshift interval [1.3, 2.1] of the 3.6µm subsample where we measure a large correlation length of 5.8 h −1 M pc. In this case we select preferentially the intrinsically brightest galaxies of the subsample, as shown in Table 1 the median absolute magnitude of these galaxies is < M B >= −22.13. These very luminous galaxies are expected to be strongly clustered with r 0 values greater than 5 h −1 M pc (Pollo et al. 2006; Farrah et al. 2006 ) and this is consistent with our results. Indeed, this redshift interval contains the 1.6µm restframe emission feature which arises due to the photospheric emission from evolved stars (Simpson & Eisenhardt 1999) , picking-up in the 3.6µm band, more massive and significantly more clustered systems (Farrah et al. 2006) . We discuss in details the evolution of the correlation length that we measure for the two subsamples in Section 4.
Clustering of the photometric redshift sample
We measure the ACF and deduce the clustering parameters r 0 and γ on the photometric redshift sample in order to test the spectroscopic redshift sample measurements and to evaluate the incompleteness effect.
With the same methodology we compute the ACF in increasing photometric redshift slices, selecting the slice boundaries in order to take into account the photometric redshift error σ ≃ 0.03(1 + z) (Arnouts et al., 2007, in preparation [1.3, 1.7] . No redshift slices have been considered beyond z phot = 1.7 because the lack of accuracy of the photometric redshifts in this case corrupts seriously the measurements. We fit the power law model to the measured ACF over 0.0017 ≤ θ ≤ 0.1 degrees, indeed in this region the shape of the ACF is very close to a power law. However, one can see clearly that the ACF departs from this model at scales greater than ∼ 0.1 degrees in the redshift slices greater than z phot = 0.7 (Figure 3 ). This excess of power at large angular scale could be explained by the presence of another component in the correlation function or of the presence of residual inhomogeneities in the field. We will explore this point more in detail in a future paper as it does not impact the results presented in this paper. The ACF that we compute for the different redshift slices are plotted in Figure 3 . In Table 2 is reported the best-fitted values of the angular correlation amplitude A w , the correlation function slope γ and the correlation length r 0 that we derive with the Limber deprojection technique. Given the uncertainties on the ACF measurements, we have adopted a fixed slope of γ = 1.8 to minimize the errors in computing the correlation length r 0 . This is supported by the fact that when letting both r 0 and γ vary in the ACF fitting, we find γ values very similar to 1.8, while errors on r 0 slightly increase. The values of the correlation length that we derive for the 3.6µm and 4.5µm photometric samples do not evolve with redshift up to z phot = 1.7. In the case of the 3.6µm subsample, the r 0 values are in good agreement with the values found in the spectroscopic redshift sample given the size of the error bars. Comparing the measurements at 4.5µm, we observe systematically larger values of the correlation length for the 4.5µm photometric redshift subsample than for the 4.5µm spectroscopic redshift one. We interpret the difference in the r 0 values between the two samples as an effect of the incompleteness. The fact that the incompleteness of the spectroscopic redshift sample does not influence our clustering measurements for the 3.6µm galaxies indicates that the missed population effectively does not contribute much to the clustering signal. On the contrary the spectroscopic redshift sample underestimates the clustering at 4.5µm, the missing fraction of objects in this case seems to be dominated by extremely red objects which are more clustered than the main population.
Discussion and conclusions
We first compare our measurements with previously reported results on samples of galaxies selected using Spitzer-IRAC bands. Oliver et al. (2004) use a similar type of galaxy selection, as they define a flux-limited sample of SWIRE galaxies with S 3.6 > 32µJy, and they compute the ACF and deduce r 0 using Limber deprojection assuming a parameterized redshift distribution. The selection criterion that they consider is different from the one we use, i.e. S 3.6 > 9.2µJy, selecting brighter galaxies than in our sample, therefore expected to be more strongly clustered (Pollo et al. 2006) . Taking into account this difference and uncertainties in the redshift distribution they have assumed, the correlation length that they find is consistent with our results, they found r 0 = 4.4 ± 0.1 h −1 M pc at z ≃ 0.75 with γ = 1.8, which is comparable to our value r 0 = 3.7 ± 0.4 h −1 M pc in the redshift interval z = [0.7, 0.9]. We then compare our results with the clustering measurements of I-band selected VVDS-Deep galaxies (Le Fèvre et al. 2005a) in the same area. This comparison is shown in Figure 4 , where the correlation length for the different samples is plotted. We observe that the correlation length is globally higher for nearinfrared selected galaxies compared to optically-selected ones and that it is roughly constant over the redshift range z = [0.2, 2.1]. By comparison, r 0 from the I-selected sample shows a steady increase with redshift. As discussed in Section 3, the clustering of the 4.5µm-selected galaxy population is higher as measured from the photometric sample than from the spectro- scopic sample because the latter misses a significant fraction of red galaxies due to the additional 17.5 ≤ I AB ≤ 24 cut applied by the VVDS-Deep survey selection. When comparing this measurement with the one at 3.6µm , we therefore observe that the clustering of the sample selected at the redder wavelength is slightly stronger. This is expected as selecting from longer wavelengths is sampling slightly earlier galaxy types as described below. The color dependency of the clustering of galaxies in the VVDS-SWIRE sample will be reported elsewhere (de la Torre et al., in preparation).
In order to understand the systematically higher values of clus-tering that we find compared to those from optically-selected galaxies and to qualify with accuracy the type of galaxy population included in our near-infrared samples, we derive the spectral types of our spectroscopic redshift sample galaxies using the galaxy classification introduced by Zucca et al. (2006) . This classification is based on the match to an empirical set of spectral energy distributions (as described in Arnouts et al. 1999 ) of the galaxy rest-frame colors, obtained from the multi-wavelength information and spectroscopic redshift. The redshift distributions per galaxy types are presented in Figure 5 for the I-band, 3.6µm and 4.5µm selected samples. The four spectral types de-
Fig. 5.
Redshift distribution per spectral types for the 3.6µm and 4.5µm spectroscopic redshift subsamples compared to the VVDS-Deep sample. We use the spectral types defined in Zucca et al. (2006) : type 1 corresponds to E/S0, type 2 to early spiral, type 3 to late spiral and type 4 to irregular/starburst galaxies.
fined as type 1 to 4 correspond respectively to E/S0, early spiral, late spiral and irregular/starburst galaxies. One can see in Figure  5 that the VVDS-Deep I-selected sample is dominated by late types (type 3 and 4) whereas the 4.5µm selected sample is dominated by early types (type 1 and 2). In the 3.6µm sample the different types balance out. The early type galaxies are known to be more clustered than late type ones (e.g. Norberg et al. 2002; Zehavi et al. 2005; Meneux et al. 2006) , thus the proportion of early type galaxies that we found in the different samples can explain why globally we measure higher values of clustering as galaxies are selected from redder observed wavelengths, over the complete redshift range explored. On the other hand, understanding the relatively constant clustering that we observe in our near-infrared samples is not trivial. When we select galaxies at 3.6µm or 4.5µm, we are probing at any redshift in the range 0 < z < 2, the near-infrared restframe of the galaxies which is more sensitive to the emission from low-mass stars. Thus our near-infrared selection is mostly driven by stellar mass, considering that luminous infrared galaxies are massive objects for which a lot of their mass is in old stars. If one considers that these galaxies are simply tracing passively the growth of clustering in the mass, one would expect the correlation length to increase with time. On the contrary, as we select more intrinsically luminous galaxies with increasing redshift because of the magnitude selection of the sample, and since more luminous galaxies are more clustered (Pollo et al. 2006) , we expect to measure a higher clustering as redshift increases. We propose that these two competing effect, working simultaneously, combine to produce the roughly constant clustering amplitude with redshift that we observe. It is particularly interesting to note that at z ≃ 1.5, the correlation length of galaxies selected from the UV-optical rest-frame and hence actively star-forming is very similar to that of galaxies selected in the rest-frame near-infrared dominated by older stellar populations. This is quite different from what is observed in the local Universe where selecting galaxies in the K s band from the 2MASS survey (Maller et al. 2005) , it is found that these galaxies are significantly more clustered than those selected at optical wavelengths (SDSS EDR, Connolly et al. 2002) . The galaxies which are making stars at z ≃ 1.5 therefore reside in similarly clustered regions as those containing the bulk of stellar mass, while at z = 0 the bulk of star formation happens in a population which is much less clustered than that where the bulk of stellar mass already resides. We interpret this as an evidence for star formation shifting from high density to low density regions, as cosmic time increases. This result is fully consistent with the observed flattening of the color-density relation above z = 1.2 − 1.5 (Cucciati et al. 2006) , meaning that at these redshifts, star forming galaxies and older galaxies are found to reside with equal probability in high or low density regions. This can be seen as yet another manifestation of the "downsizing" trend which has been indicated by observations over the last few years (e.g. Cowie et al. 1996) , and that points out the primary role of the mass in regulating star formation in galaxies (Gavazzi et al. 2002) : while at high redshift star formation was strong in massive and more clustered galaxies, today it is mainly limited to lower mass galaxies more uniformly distributed.
