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Abstract 
 
 
 
The neocortex is the most computationally advanced portion of the brain. It is currently 
assumed to be composed of a large number of “cortical columns” – intricate arrangements of 
cortical neurons approximately 300-500µm in diameter and 2-5 mm in height in humans – 
that might serve as the elementary computational unit of the neocortex. Understanding the 
computation performed by this microcircuit is one of the keys to our comprehension of the 
brain. The so-called cortical column is not a static entity, however, and it evolves throughout 
a lifetime and continually adapts to the information from its cortical environment. Despite the 
differences between cortical columns across the cortex, a number of common features have 
been identified: a laminar structure, the dynamics of connections between identified neurons 
or the mechanisms for these connections to be modified (that give its specificity to each 
microcircuit). This thesis presents the description of the differential connectivity and synaptic 
dynamics across cell populations and the long term neuronal rewiring in a particular neuronal 
population within the cortical column. 
Somatic whole cell recordings have been performed to probe the connectivity, synaptic 
dynamics and plasticity of the connections in the rat neocortex. Two populations of layer V 
pyramidal neurons were studied in particular: cortico-callosally projecting pyramidal cells 
(CCPs) and thick tufted pyramidal cells (TTCs). 
The first major results from this work revealed the degree of connectivity and the linear 
dynamics of the CCPs population when compared to the TTCs. CCPs have nearly 4 times 
fewer interconnections and subsequent post-synaptic potentials were less decreasing in 
amplitude along a pre-synaptic series of action potentials. 
Long term configuration of TTC networks was explored. These experiments show for 
the first time the emergence of new functional synaptic connections between TTCs within 
hours. Activation of the slice by glutamate greatly increases their rate of emergence and this 
work demonstrated that metabotropic glutamate receptor 5 (mGluR5) activation and action 
potential firing are required for new connections to be formed in this experimental protocol. 
Newly formed connections respond in a more linear fashion and have weaker post-synaptic 
influence than already existing connections. Pre-existing connections are also modified after 
stimulation, requiring mGluR5, action potentials as well as α-amino-3-hydroxy-5-methyl-4-
isoxazole-propionic acid (AMPA) and N-methyl-D-aspartic acid (NMDA) receptors 
activation. The activation of group III metabotropic glutamate receptors (mGluRs) however 
results in a decrease in the strength of connections. 
Finally, the influence of inhibitory interneurons on the activity and connectivity 
between TTCs was also investigated. The results of this study show that firing of inhibitory 
interneurons can be triggered by the input of only one pyramidal cell. They further show that 
stimulation of a single TTC can result in an hyperpolarization of the post-synaptic TTC 
mediated by an interneurone. When the pre-synaptic neuron is also directly connected to the 
post-synaptic neuron with an excitatory synapse, the indirect inhibitory connection serves to 
curtail the excitatory response. 
This work has provided a new insight into the dynamic nature of the cortical 
microcircuitry, showing that it evolves rapidly and can adapt, reconfigure and rewire itself in 
remarkably short time-spans. It also describes the variety of dynamics exhibited by the 
different types of pyramidal cells, due to either the projecting site specificity or to the action 
of an intermediate interneuron. 
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Résumé 
 
 
 
Le néocortex est la principale structure cérébrale responsable de l’intégration de 
l’information. Il est composé de “colonnes corticales” – arrangements de neurones intriqués 
d’environ 300-500µm de diamètre sur 2-5 mm de haut chez l’humain – qui servent d’unité de 
calcul de base au néocortex. Etudier l’intégration de l’information réalisée par ces 
microcircuits est cruciale pour la compréhension du fonctionnement du cerveau. La colonne 
corticale n’est cependant pas une entité statique et évolue au long de la vie en s’adaptant 
continuellement aux informations reçues des structures adjacentes. Malgré les différences 
d’une colonne corticale à l’autre, un certain nombre de caractéristiques communes ont été 
identifiées : la structure laminaire, la dynamique de connexion entre deux neurones 
particuliers ou les mécanismes modifiant ces connections (donnant sa spécificité à la 
colonne). Cette thèse présente les différences de connectivité et de dynamique de connexion 
entre deux populations de neurones ainsi que la reconfiguration de connectivité au sein d’une 
population de neurones de la colonne corticale. 
La technique du “patch clamp” a été utilisée pour mesurer la connectivité, la dynamique 
synaptique et la plasticité des connexions dans le néocortex de rats. Deux populations de 
neurones pyramidaux de la couche V du néocortex ont été étudiées : les neurones cortico-
callosaux (CCPs, de l’anglais “Cortico-Callosally Projecting cells”) et les larges neurones 
pyramidaux (TTCs, de l’anglais “Thick Tufted pyramidal Cells”). 
Le premier résultat majeur de ce travail montre le degré de connectivité ainsi que la 
linéarité de la dynamique au sein de la population des CCPs lorsqu’ils sont comparés aux 
TTCs. Les CCPs sont environ 4 fois moins interconnectés et les potentiels post-synaptiques 
décroissent moins en amplitude au cours d’une série de potentiels d’action pré-synaptiques. 
La configuration des réseaux de TTCs à long terme a été explorée. Ces expériences 
montrent pour la première fois l’émergence de nouvelles connexions synaptiques 
fonctionnelles entre TTCs en l’espace de quelques heures. L’activation de la tranche par du 
glutamate augmente considérablement la proportion de nouvelles connections et cette étude a 
démontré que l’activation de récepteurs métabotropiques au glutamate 5 (mGluR5) ainsi que 
la décharge de potentiels d’action sont requises pour que de nouvelles connexions 
apparaissent avec ce paradigme. Les nouvelles connexions répondent de manière plus linéaire 
et sont de moins grande amplitude que les connexions déjà existantes au début de 
l’expérience. Ces dernières sont aussi modifiées par la stimulation, modification qui requiert 
mGluR5, la décharge de potentiels d’action ainsi que l’activation de récepteurs de l’acide α-
amino-3-hydroxy-5-methyl-4-isoxazole-propionique (AMPA) et de l’acide N-methyl-D-
aspartique (NMDA). L’activation de récepteurs métabotropiques au glutamate (mGluRs) du 
groupe III induit une diminution de la force des connexions. 
Finalement, L’influence d’interneurones inhibiteurs sur l’activité et la connectivité des 
TTCs a aussi été étudiée. Les résultats de cette étude montrent que la décharge de neurones 
inhibiteurs peut être déclenchée par un seul neurone pyramidal. De plus ils montrent que la 
stimulation d’un seul TTC peut résulter en une hyperpolarisation du TTC post-synaptique. 
Lorsque le neurone pré-synaptique est aussi directement connecté au TTC post-synaptique, la 
connexion indirecte inhibitrice permet de modifier la réponse excitatrice. 
Ce travail a apporté une nouvelle perspective dans la manière d’appréhender la nature 
dynamique des microcircuits néocorticaux. Il montre que ces derniers peuvent évoluer 
rapidement, s’adapter, se reconfigurer et se reconnecter en un temps remarquablement court. 
Il décrit aussi la variété de la dynamique propre aux différents types de neurones pyramidaux, 
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variété qui dépend de la cible d’une population de neurones ou de l’action d’un interneurone 
intermédiaire. 
 
 
Mots Clés: Neurones pyramidaux, connexions synaptiques, corps calleux, neurones 
cortico-callosaux, mémoire, colonne corticale, dynamique des connexions de neurones, 
récepteurs métabotropiques au glutamate, mGluR5, potentiation à long terme, patch clamp, 
enregistrements électrophysiologiques in vitro.  
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1 General introduction 
 
 
1.1 Neocortical columns 
 
 
The brain is composed of various structures that appeared successively throughout evolution. 
The most recent is the neocortex, a sheet of cells organized in 6 basic layers situated just 
below the pia. The neocortex itself is found in various shapes in different mammals. The more 
complex the species, the more convoluted the neocortex is. The human neocortex is larger and 
has many more convolutions than the rat neocortex (Figure 1). However, despite these 
differences, the underlying neuronal and local circuit architecture of rat and human bears 
many similarities (DeFelipe et al. 2002). 
The neocortex is the locus of the highest cognitive functions. The primary sensory areas 
of the neocortex receive direct inputs from the thalamic nuclei (relays of the sensory 
apparatus, see Guillery and Harting 2003) and propagate a processed signal to higher sensory 
areas that in turn innervate associative areas. Most of the primary sensory areas in the 
neocortex are well identified and the structure of the sensors is reflected on the cortical 
surface for example in retinotopic or somatotopic maps for visual and somatosensory 
processing respectively (see Mountcastle 1997; Flanders 2005; Horton 2006). Characteristic 
features of vision processing such as motion, orientation and colour are integrated within the 
cortical area corresponding to the activated retinal portion. Similarly, adjacent fingers activate 
adjacent areas in the somatosensory cortex (see Pons et al. 1985; Mountcastle 1997). These 
maps have however been observed only for a part of sensory integration and are not always 
continuous (see Flanders 2005). Moreover, they have been shown to vary with experience. 
The underlying cellular mechanisms remain unclear but synaptic plasticity might be at the 
origin of these reorganizations (see Buonomano and Merzenich 1998). More advanced areas 
integrate the information from these primary maps and the interactions between these various 
areas generate the perception of the outside world and the body position. The frontal cortex is 
currently supposed to be the locus of the most computationally advanced processing 
subserving the highest forms of cognition. It is the most developed in humans compared to 
other species and is believed to have a central role in planning and executing complex 
behaviour. 
 
 
Figure 1 Comparison of the rat brain with the human brain. The neocortex is labelled “cerebral cortex” on 
the figure. Pictures from the University of Utah. 
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The cortical column. The neocortex is composed of 6 basic neuronal layers and can be 
divided into small functional modules of about 300µm in diameter referred to as cortical 
columns (Lorente de Nó 1938; Mountcastle 1957; DeFelipe et al. 2002 and see Mountcastle 
1997). The cortical column is believed to be the fundamental computing unit of the neocortex. 
The concept of the neocortex as an assemblage of such cortical columns originates from the 
observation of basic functional units where neurons share similar properties and respond to 
similar sensory stimulations, in somatosensory (Mountcastle 1957), visual (Hubel and Wiesel 
1962) or motor cortex (Keller 1991) in the cat or the primate. 
Such functionally identifiable columns have not been reported in rodents except for the 
barrel field. Indeed, some recent experiments showed that the rat visual cortex neurons 
responding to the same visual stimulus are not grouped within a volume that correspond to a 
cortical column unlike the neurons recorded in the cat (Ohki et al. 2005). Nevertheless, we 
refer by analogy to cortical column as the microcircuit of neurons contained in a cylinder of 
300-500µm in diameter which is approximately the mean spread of the horizontal dendrites of 
layer V principal neurons (see DeFelipe et al. 2002; Silberberg et al. 2002). 
The region equivalent to a cortical column contains roughly 7-10’000 neurons and is 
between 1 and 2 mm in height in rodents (DeFelipe et al. 2002). In humans, the cortical 
column height varies between 2 and 4 mm (DeFelipe et al. 2002). Neurons contained in these 
neocortical columns can be divided into two main classes according to their functional roles: 
the principal excitatory neurons that project to distant brain regions and the inhibitory 
interneurons that arborize mostly locally or spread within the neocortical sheet to innervate 
neighbouring cortical columns. 
 
Local excitation in neocortical microcircuits. Excitatory neurons have diverse 
morphologies but are divided into three major groups: (1) Pyramidal cells (PC), also called 
principal neurons, mostly with a triangular shaped cell body and an apical dendrite extending 
towards the pia, (2) star pyramids found mostly in layer IV that appear like normal pyramidal 
neurons but with a less obvious apical dendrite and (3) spiny stellate cells (SSC), primarily 
found in layer IV of primary sensory cortices (LeVay 1973; Lund 1973). The cell body is 
typically round with a symmetrical dendritic arborisation around the soma and a high density 
of spines (hence the name “spiny” stellate). These excitatory neocortical neurons release 
glutamate to activate ionotropic or metabotropic receptors. Inverted pyramidal cells and 
bipolar pyramidal cells can also be found in layer VI of the neocortex. 
Ionotropic receptors are ligand-gated ion channels (see Hosli et al. 1973; Salt and Eaton 
1996) and the three main types of excitatory ionotropic receptors activated by glutamate are 
the α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA), the Kainate and the N-
methyl-D-aspartic acid (NMDA) receptors named after their specific responsiveness to 
AMPA, Kainate and NMDA respectively. AMPA and Kainate receptors channels are mostly 
permeable to Na+ and K+ and AMPA receptor channels lacking GluR2 subunit are also 
permeable to Ca2+, although this latter type is rare in the neocortex (Jonas et al. 1994; 
Buldakova et al. 1999). NMDA receptor channels are permeable to Na+, K+ and Ca2+; they 
require glycine binding and are gated by a Mg2+ ion that unblocks the channel when the 
membrane is sufficiently depolarized (Mayer et al. 1984; Nowak et al. 1984; Thomson et al. 
1985; Ascher and Nowak 1988). AMPA and Kainate receptors open faster and their activation 
increases the efficiency of NMDA receptors. However, as NMDA receptors are permeable to 
Ca2+, they participate to signalling cascades in the post-synaptic cell whereas the majority of 
AMPA and Kainate receptors in the neocortex do not. 
Metabotropic receptors (mGluRs) are linked to a G-protein and then trigger a 
biochemical pathway in the cell (see Salt and Eaton 1996). mGluRs are classified into three 
groups according to their common agonists. Group I contains the mGluRs 1 and 5, group II 
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contains mGluRs 2 and 3 and group III contains mGluRs 4,6,7 and 8. The receptors are 
further sub-classified according to their various specific agonists and their genetic 
specificities. 
 
Local inhibition in neocortical microcircuits. The second major class of neurons are the 
inhibitory interneurons. They are also referred to as GABAergic neurons after their 
neurotransmitter γ-amino-butyric acid (GABA). Post-synaptic GABA receptors are classified 
in three groups: GABAA, GABAB and GABAC receptors. Type A and C are ionotropic 
receptors permeable to Cl− whereas the type B is a metabotropic receptor. GABAA receptors 
open faster than the two other types. 
Various approaches have been used to classify interneurons. Immunocytochemical and 
histochemical approaches lead to a classification according to the differential neuropeptides 
and calcium binding proteins expressions across GABAergic interneurons (DeFelipe 1993). 
Intrinsic electrophysiological properties were early used to differentiate GABAergic 
interneurons from excitatory cells (McCormick et al. 1985; Chagnac-Amitai and Connors 
1989). Later, more detailed classifications of GABAergic interneurons were proposed 
according to their more detailed firing patterns (see Toledo-Rodriguez et al. 2002; Markram 
et al. 2004 and Petilla convention in 2005). Some morphological classification can end up in 
about eleven different types of GABAergic interneurons (see Toledo-Rodriguez et al. 2002; 
Gupta et al. 2004; Markram et al. 2004). The primary method for morphological classification 
of GABAergic interneurons is according to their axonal morphology (see Toledo-Rodriguez 
et al. 2002; Gupta et al. 2004). Additionally, neurons in each class target specifically the 
axon, soma or dendrite of the post-synaptic PC (see Somogyi et al. 1998 and Figure 2A). 
Morphological classes are then grouped according to the target on the post-synaptic cell. This 
classification makes sense also in terms of neuronal function. Inhibiting the postsynaptic cell 
at different domains of a neuron can have a differential effect. In a simple sense, inhibition at 
the initial axon segment controls the output of the target neuron whereas inhibition in the 
dendrites controls the input (axon in black and dendrites in blue for the pyramidal neuron 
schematized on Figure 2A). Somatic, peri-somatic and axonal inhibitions have received much 
attention, especially inhibition from basket cells and chandelier cells (Martin et al. 1983; 
DeFelipe et al. 1986; Li et al. 1992; Halasy et al. 1996; Ali et al. 1998; Tamas et al. 1998; 
Wang et al. 2002; Somogyi et al. 2004). Dendritic inhibition, on the other hand, is less 
described but is now studied increasingly (Williams and Stuart 2000; Pouille and Scanziani 
2004; Perez-Garci et al. 2006; Silberberg and Markram 2007). Dendrites integrate the input 
signals locally and in a nonlinear fashion (Polsky et al. 2004). These observations imply that 
the presence of an inhibitory signal at the site of local integration controls the processing and 
the transmission of incoming information. Peri-somatic targeting interneurons were at first 
given more importance than the dendrite targeting cells (and even less importance was 
attributed to small or distal dendrites). However it is now clear that distal dendrite targeting 
neurons influence the local integration significantly and are important in dendritic integration. 
An aspect of the importance of dendritic and tuft inhibition in shaping the neuronal dynamics 
is presented in the chapter 4 of this thesis. 
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Figure 2 Morphological principles of connectivity between neocortical neurons  
A − Schematic representation of target-domain specific innervations of PCs by different types of inhibitory 
neurons. Inhibitory neurons may be functionally divided into distal dendritic- and tuft-targeting cells (DTTC), 
dendritic-targeting cells (DTC), soma- and proximal dendritic-targeting cells (SDTC) and axon-targeting cells 
(ATC) according to their preferential innervations of specific postsynaptic compartments. 
B − Schematic representation of the main excitatory pathway in the cortical column. All cells represent a 
population of neurons. Round cells represent spiny stellate cells. A cell showing a connection onto itself 
represents an interconnected population. Axons are shown in black, the layers of the cortex are numbered on the 
left. 
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1.2 Cortical column connectivity 
 
 
Synaptic connectivity within the cortex has been extensively studied in the past decade 
highlighting some anatomical principles of connectivity. Firstly, reciprocity and asymmetry 
are present in the way layers and columns are connected to each other (see Thomson and 
Bannister 2003). There are feedback loops (reciprocity) but also forward synaptic pathways 
(layer four to layer five-six via layer two three, asymmetry). Secondly, specificity and 
precision underlie the accuracy with which neurons target their post-synaptic cells and 
domains (see Somogyi et al. 1998). Finally, divergence and convergence emerge when 
considering many neurons that project onto a single one and when this neuron in turn projects 
to many others. These principles are also present at the circuitry level. 
 
Inputs and outputs of the cortical column. The main projecting type of neuron in the 
neocortex is the PC. Briefly, the main pathways that connect the cortical column to other 
regions of the brain are as follow (for a complete review, see Thomson and Bannister 2003 
and Lund 1988). 
The inputs to the cortical column from the thalamus mainly target layer IV and to a 
lesser extent lower layer III and upper layer VI. There is also a vast majority of afferents that 
originate from within the neocortex. These axons innervate the cortical column mainly 
through layers I, II-III and VI. It is worth noting that the innervations in a specific layer do not 
imply that the direct input is restricted to the cells present in this layer. For instance the thick-
tufted layer V pyramidal cells (TTCs) that have an apical dendrite extending across all 
superficial layers with ramifications in layer I are likely to receive direct input from almost all 
of the areas projecting to the cortical column. 
The output of the cortical column is also layer dependent for most of the projections. 
Layer V TTCs project to the superior colliculus and the thalamus (Kasper et al. 1994a; 
Bourassa et al. 1995), a portion of layer VI PCs project to the thalamus and other PCs of the 
same layer project to the ipsilateral neocortex. Layer II-III PCs as well as some layer IV SSCs 
(but at shorter distances) project to the adjacent cortical columns and to other parts of the 
ipsilateral neocortex. The projections via the corpus callosum, on the contrary to other targets, 
originate from all layers of the cortical column although some layers contain more callosally 
projecting cells than others (layers III and V in rodents, see Innocenti 1986). 
 
Main excitatory pathway in the cortical column. Within the cortical column, excitatory 
cells form two to eight synapses per connection to their homologues, mostly on spines (80%) 
(see White 1989), the rest on dendritic shafts and rarely on somata. There seem to be a 
variation in the number of synapses formed on average as well as in the distribution of 
synaptic locations across layers (see Feldmeyer and Sakmann 2000). The major trans-laminar 
pathway is as follows (see Figure 2B). Layer VI PCs (projecting also in a feedback manner to 
the thalamus) innervate layer IV SSCs (Ahmed et al. 1994). Then SSCs innervate layer II-III 
PCs (Staiger et al. 2000; Feldmeyer et al. 2002; Thomson et al. 2002) that in turn form 
synapses onto layer V PCs (Staiger et al. 2000; Thomson et al. 2002). Layer II-III excitatory 
neurons are more interconnected than cells from any other layers (Thomson et al. 2002; 
Mercer et al. 2005; West et al. 2006). This suggests that the layer II-III is an important 
integration centre of the neocortex. 
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1.3 Connection dynamics 
 
 
Electro-encephalogram frequency bands. An important neuronal microcircuits feature is 
the connection dynamics, i.e. the way a cell transmits the signal during a train of action 
potentials (APs). In vivo, the spiking activity depends on the state of wakefulness. The various 
states were first characterized according to the frequency of electro-encephalogram (EEG) 
recordings. The electrical signal recorded at the surface of the skull is, in humans, between 1 
Hz and 60 Hz. This frequency range is traditionally divided into five bands which precise 
boundary values are differentially defined according to various authors. An average cutting of 
the frequency range would be as follow: alpha (8-13 Hz), beta (13-30 Hz), gamma (30-60Hz), 
delta (0.5-4 Hz) and theta (4-7 Hz) (Schlosser et al. 1998; Ferri et al. 2001; McLin Iii et al. 
2003). The alpha band is characteristic of relaxed wakefulness whereas the beta band is more 
linked to attention (see Neuper and Pfurtscheller 2001; Cantero et al. 2002). The theta and 
delta bands are observed during drowsiness or slow wave sleep (see Spiegel et al. 2006). EEG 
records neuronal activity after it has undergone distortions due to the skull and tissue present 
between the site of activity generation and the electrode. Moreover, the signal present at the 
site of recording is the result of the interaction between various areas of the cortex. To 
characterize a cortical microcircuit, it is useful to identify more precisely the activity of a 
single neuron in vivo. 
 
Neuronal activity in vivo. Steriade and collaborators (Steriade et al. 2001) used intracellular 
recordings in adult cats to show the various characteristics of neocortical neurons in awake 
state, slow wave sleep (SWS) and rapid eye movement sleep (REM, also called paradoxical 
sleep). They first showed that 50% of the recorded neurons were regular spiking and 24% 
were fast spiking when depolarized during quiet state in vivo. These results show a different 
distribution in the discharge responses from in vitro preparation observations (see Toledo-
Rodriguez et al. 2002, recordings reported for juvenile rats) indicating that a single neuron 
firing pattern depends also on environmental factors and not only on intrinsic characteristics. 
This finding is further supported by the differential firing with respect to the site of 
stimulation on a neocortical PC (Schwindt and Crill 1999). However, the firing characteristics 
as such (AP shape, hyperpolarization, etc..) are similar to the in vitro observations. 
There is in general no spontaneous firing in in vitro neocortical preparations. It is then 
of importance to know the stimulation frequencies that best mimic the neuronal activity in 
vivo. Cortical neurons in vivo have an average discharge frequency between 10 and 50 Hz 
depending on type and waking state (awake, SWS, REM). Regular spiking neurons (like PCs 
recorded for this thesis) do not change dramatically in their average frequency discharge 
across the different states (9.4 ± 1.7 Hz during waking, 11.8 ± 1.6 Hz in SWS; and 14.0 ± 2.8 
Hz in REM sleep)  compared to fast spiking neurons (like GABAergic interneurons) that tend 
to always discharge at a higher frequency (23.7 ± 6.1 during waking, 14.9 ± 4.1 in SWS and 
30.6 ± 8.4 in REM sleep, Steriade et al. 2001). Although the in vivo recordings were 
performed in adult cats and the in vitro recordings presented in this thesis are performed in 
juvenile rats, the frequencies reported above give an idea of the order of magnitude of the 
frequencies that might be appropriate to study the synaptic characteristics between neocortical 
neurons. Moreover, it has recently been shown that neocortical neurons are similar in adult 
rats, adult cats and young rats (Ali et al. 2007). 
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Dynamic synaptic transmission. Synaptic connections are traditionally classified into three 
main categories; facilitating, linear and depressing connections. When the post synaptic 
potentials (PSPs) increase in amplitude during a pre-synaptic stimulation train, the connection 
is referred to as facilitating (Thomson et al. 1993a; Thomson et al. 1993b; Markram et al. 
1998). When the consecutive PSPs in a train are smaller than the previous ones the connection 
is referred to as depressing (Markram et al. 1998, see Figure 3). When the PSP amplitudes are 
constant along the train, the connection is considered linear. More recent studies showed that 
there can be subdivisions of these categories depending on the facilitation/depression time 
constants ratio (Gupta et al. 2000). Along with the PSPs train dynamics, the amplitude of the 
post-synaptic potential is also a major characteristic of synaptic transmission. It depends on 
the number of synapses in the connection and on individual synapses strengths. The response 
amplitude at a synapse site is likely to depend on the number of post-synaptic receptors, as the 
amount of neurotransmitter released seems to saturate them (Jack et al. 1981; Edwards et al. 
1990). The location of the synapses along the dendrite also determines the amplitude of the 
PSP response as membrane potential can undergo some attenuation when propagated along 
the dendritic tree (Stuart et al. 1997; Nevian et al. 2007). 
 
 
 
Figure 3 Depression and facilitation in neocortical synapses. A – Average excitatory post-synaptic potentials 
(EPSPs) of 30 trials at 30 Hz. The pre-synaptic cell (pre) was stimulated by a 30 Hz train of pulses (5 ms-500 
pA) allowing a controlled action potential generation. The synapses on post-synaptic cell 1 (post1) had an 
electrotonic distance 3 times larger than on the post-synaptic cell 2 (post2). B – Differential synaptic 
transmission onto two PCs from a same pre-synaptic PC. The electrotonic distances were similar for both post-
synaptic cells. Same stimulation as in A. C – Facilitation in the connections from PC to interneurons. Three pre-
synaptic PCs elicited different facilitation dynamics onto the same postsynaptic interneuron. D – Facilitation on 
interneuron can be sufficient for one pre-synaptic PC to trigger APs in the postsynaptic interneuron. The same 
PC stimulation results in a depressing EPSP train in another PC. Adapted from (Markram et al. 1998). 
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Mechanisms underlying synaptic dynamics. The underlying mechanism for synaptic 
transmission has been shown to depend on the calcium entry at the pre-synaptic terminal. In 
the facilitation process, two subsequent APs generate a cumulative calcium influx at the pre-
synaptic site thus increasing the probability of vesicle release (Pr) from the first spike to the 
second and inducing a larger amount of neurotransmitter released (Miledi and Slater 1966; 
Katz and Miledi 1968; Rahamimoff 1968; Thomson et al. 1993b). This can be achieved by 
either a cooperative action of calcium or by a calcium induced change in the conformation of 
the proteins involved in vesicle release (see Thomson 2003). In a facilitating synapse, the 
probability of release can generally be modelled as being low for the first AP and then 
increases for the subsequent APs of the train (Markram et al. 1998; Gupta et al. 2000). At 
first, it is tempting to think that Pr depends on the number of vesicles ready to be released. 
However the number of vesicles docked at the membrane is similar for both facilitating and 
depressing synapses (Xu-Friedman et al. 2001) indicating that either (1) the number of 
vesicles ready to be released is not proportional to the number of vesicles docked in the pre-
synaptic bouton or (2) the release mechanism itself influences the probability of release after 
docking.  
Synaptic transmission between neurons is mediated by more than one synapse 
(Deuchars et al. 1994; Markram et al. 1997a; Markram et al. 1998; Gupta et al. 2000; Silver 
et al. 2003). As a consequence, facilitation might also be due to a larger number of release 
sites recruited along the train of pre-synaptic APs (see Thomson 2003). The number of release 
sites activated by a given AP participates in the determination of the PSP amplitude. The 
measurement of the post-synaptic response would then give different results in case of a trial 
with many release sites recruited compared to a trial with few release sites activated. The 
number of failures must also be significantly higher in the case of connections with few 
release sites. Therefore measuring the failure rate and the coefficient of variation for a 
synaptic connection between two neurons gives an indication on the mechanism underlying 
its dynamics. If the number of failures is important, the synaptic dynamics might originate 
from a differential recruitment of synapses by the pre-synaptic AP train. The variation in the 
post-synaptic amplitude might also originate from a small amount of postsynaptic receptors. 
Simulations showed that, when treated statistically, a small amount of receptors induces a 
great variance in the proportion of receptors activated. As a consequence, less channels open, 
and the opening of these channels varies considerably as well (Faber et al. 1992). 
These mechanisms are valid for both depressing and facilitating synapses as they can 
work in both directions depending on the original probability of release considered (see 
Thomson 2003). 
Depression might not always depend on the release history. Release independent 
depression has been observed in hippocampus (Thomson and Bannister 1999), and 
somatosensory cortex (Fuhrmann et al. 2004). Although in the somatosensory cortex, the 
release independent depression component was extracted from the post-synaptic response, in 
hippocampal neurons the connections were depressing even when the first AP failed to elicit a 
response in the post-synaptic cell (Thomson and Bannister 1999). The authors suggest that 
this release independent depression might be due to rapid inactivation of N-type calcium 
channels. The first AP fails to release transmitter but inactivates channels in the closed state 
resulting in a smaller release (by for instance inactivating some sites for the second AP). 
Supporting this hypothesis, it had been previously shown that APs-like stimulations can 
inactivate N-type calcium channels during a 100 Hz train (McNaughton et al. 1998). 
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1.4 Models for synaptic transmission 
 
 
Quantal analysis. One of the models describing the synaptic mechanism and giving tools to 
interpret depression and facilitation is quantal analysis. It originates from the study of the frog 
neuromuscular junction (Fatt and Katz 1952; Del Castillo and Katz 1954). The synaptic 
transmission at this junction is such that it allows the identification of post-synaptic potentials 
due to the relax of just one vesicle. Indeed, one quanta was estimated at 0.5-1.0 mV for a 70-
80 mV global depolarization (Del Castillo and Katz 1954). The stochastic nature of 
neurotransmitter release with hundreds of release sites allows the use of a Poisson distribution 
based binomial model to describe many connections assumed to fit within the quantal 
hypothesis (see Thomson 2003). The parameters used for a binomial description are the 
quantal size q, the number of active sites n and the probability of release at these sites p. 
These parameters are not measurable directly in most of the synaptic connections but if they 
are invariants and if p is independent for each release site, a simple binomial model can be 
used (Faber and Korn 1991 and see Voronin 1993). The dependence upon n, p and q of the 
mean response amplitude M and the coefficient of variation CV of the response (being the 
standard deviation of the single responses amplitudes divided by M) are then: 
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This model has been developed for connections with large response amplitudes such as 
in the neuromuscular junction. It is however widely used with relative success for central 
nervous system (CNS) connections. The number of release sites is generally more precisely 
measured by later ultrastructural investigations. The model can also be used either to 
determine n, p and q or to study the changes in these parameters during synaptic modification 
experiments. However, the experimental data are subject to a low signal to noise ratio with 
noise originating from the experimental equipment as well as from the studied tissue itself. 
This adds to the low response amplitudes recorded in the CNS (see Korn and Faber 1991). 
Finally, detailed analysis that might be more precise than the simple binomial model shown 
above requires more computation which increases the errors in the final results.  
These considerations lead to the conclusion that quantal analysis can be a good 
approximation for CNS connections but the description of CNS synapses would require more 
adapted models to be adequate. Additionally, this model can only describe changes in the 
amplitude of the post-synaptic response. A more complete description of the temporal 
dynamics in response to pre-synaptic AP trains requires a different model. 
 
A dynamic model. Synaptic connections recordings using the patch clamp technique are 
generally performed at the soma. The experimental and biological variabilities are fairly 
important when compared to individual, and in particular low probability, single-axon post-
synaptic responses. To overcome this difficulty the averaging of several trials has been 
extensively used (generally between 5 and 50 trials per average, see for example Markram et 
al. 1998; Gupta et al. 2000). In addition, the dynamics of a connection can be computed from 
one set of trials provided the stimulation is an AP train of sufficient length (Tsodyks and 
Markram 1997). The model presented below, which we will refer to as the Tsodyks-Markram 
model, suggests a set of four parameters describing fairly accurately the functional synaptic 
transmission dynamics. 
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The absolute synaptic efficacy (ASE or A, in mV) refers to the maximum synaptic response 
amplitude that can be produced by the connection. It is defined as the amplitude of the post-
synaptic potential that would be recorded if the probability of release would be 1. This can be 
linked to the quantal hypothesis by identifying A with the product of the quantal size, the 
number of release sites and the electrotonic attenuation factor (Markram et al. 1998). 
 
The utilization of synaptic efficacy (U, dimensionless) is the proportion of synaptic resources 
available that is used after an AP discharge. The actual response measured at the soma for the 
first excitatory post-synaptic potential (EPSP) in the train is the product of U with A. It can be 
assimilated to the probability of release depending on the mechanism of frequency 
dependence (Markram et al. 1998), e.g. when the connection is only depressive (or, 
equivalently, the time constant for facilitation, see below, is close to zero). Indeed, the 
depression observed in neocortical connections is pre-synaptically mediated (Thomson et al. 
1993a; Tsodyks et al. 1998) and as a consequence, the depression observed is due to lower 
neurotransmitter release. The absolute synaptic efficacy being constant (by definition) the 
parameter that varies with time during a sequence of pre-synaptic APs is the amount of 
neurotransmitter available represented in this model by the running value R. R is decreased at 
each AP in the train according to the parameter U. 
 
The time constant for recovery from depression (τD, in s). When an AP is fired in the pre-
synaptic neuron, the next amplitude is calculated by assuming that the available strength at 
that time point is the original strength (A) diminished by the transmitter amount that has just 
been released (A∙U). But this reduction due to an AP discharge is modified by the recovery 
from depression of the pre-synaptic terminal. This recovery is clearly seen when two APs are 
separated by few seconds as this time is sufficient for the pre-synaptic cell to recover and then 
the recorded EPSP is on average constant (the fluctuations observed on a trial to trial basis 
originate from the stochastic characteristic of vesicle release and receptor activation). 
 
The time constant for recovery from facilitation (τF, in s). Facilitation is modelled by an 
increase in the utilization parameter and has been observed to decrease along an AP train. The 
parameter U described above is then the value for the first EPSP and a running value u, 
exponentially decreasing towards U after each stimulation, is used to model the subsequent 
EPSPs of the train. The increase in u is defined as U(1-u) that synthesizes various models and 
ensure that u < 1 (Markram et al. 1998). 
 
The algorithms used to determine these four parameters characterizing a given connection are 
(from Markram et al. 1998 and where R is fraction of synaptic efficacy available): 
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Where Δt is the time interval between two APs. 
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This model can be applied to EPSPs recorded in response to any pre-synaptic train. It 
(or similar versions) has been applied on regular, irregular and Poisson trains of pre-synaptic 
APs, always giving a very good fit to the experimental traces (Tsodyks and Markram 1997; 
Markram et al. 1998). The EPSP trains presented in this thesis are analysed with this model. 
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1.5 Scope of the thesis 
 
 
The functional structure of the cortical column has been investigated for more than a century 
but still requires much efforts to be fully understood. The results presented in this thesis push 
further the understanding of the functional cortical column. In chapter 2 results concerning the 
structural connectivity of a special PC population will be presented. Cortico-callosally 
projecting cells have been identified with retrograde labelling and the connections among this 
population investigated. Along with the functional connectivity within this population, the 
morphological connections characteristics as well as single cell electrophysiological and 
morphological aspects will be exposed and compared to another PC population. This study 
outlines the differences among PC populations in the neocortex when classified according to 
their projection targets. 
The dynamics of the connectivity has long been considered by looking at the change of 
existing connections. In chapter 3 a novel view of plasticity is presented with experiments that 
show the formation of new functional connections and complete pruning of existing 
connections in acute slices within hours. The so-called microcircuit plasticity is investigated 
in terms of its dependence on the various glutamate receptors and cell activations. Along with 
the characterization of the dynamics of newly formed and removed connections, existing 
connections changes in strength and dynamics are also investigated. These changes can be on 
the one hand spontaneously occurring when the slice is let without specific stimulation or 
pharmacology in standard artificial cerebro-spinal fluid (ACSF) or on the other hand induced 
by glutamate application (by perfusion in ACSF or puffing on the investigated cell cluster) 
over a period of time that can last up to 12 hours. 
Although acute slices do exhibit only low rates of spontaneous activity and therefore are 
suitable for dissecting the direct connections between different neurons, some synapses do 
trigger post-synaptic action potentials. This phenomenon is briefly used for the investigation 
of indirect connections between thick tufted PCs presented in chapter 4. 
 
This thesis gave rise to the following publications: 
 
Jean-Vincent Le Bé and Henry Markram, “Spontaneous and evoked synaptic rewiring 
in the neonatal neocortex” (2006), PNAS, 103(35) 13214-13219. 
 
Jean-Vincent Le Bé, Gilad Silberberg, Yun Wang and Henry Markram, 
“Morphological, Electrophysiological and Synaptic Properties of Corticocallosal Pyramidal 
Cells in the Neonatal Rat Neocortex” (2006), Cerebral Cortex, bhl127. 
 
Jean-Vincent Le Bé and Henry Markram, “A new mechanism for memory: neuronal 
networks rewiring in the young rat neocortex”, Médecine/Sciences décembre 2006, 22(12), 
1031-1033. 
 
Jean-Vincent Le Bé, Tania Rinaldi and Henry Markram, “Altered synaptic rewiring in 
an animal model of autism”, in preparation with additional experiments. 
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2 Synaptic connectivity in sub-populations of PCs 
 
 
2.1 Introduction 
 
 
PCs are homogenous in terms of their gross morphology compared to the inhibitory 
interneurons. However, their axon projection targets are relatively heterogeneous. The vast 
majority of interneurons, both excitatory and inhibitory, project their axons locally within or 
close to the cortical column (Lubke et al. 2000 and see Markram et al. 2004). PCs on the 
other hand, project both locally and to other brain areas (Hubener and Bolz 1988; Farinas and 
DeFelipe 1991; Kasper et al. 1994a; Cho et al. 2004).  
 
Classifying the PCs. The first morphological studies using retrograde tracers showed that a 
given PC projects either to cortical areas or to sub-cortical targets but not to both (Catsman-
Berrevoets et al. 1980; Hallman et al. 1988). It was also shown that PCs in the visual cortex 
do not project to both the claustrum and the LGN (LeVay and Sherk 1981). This leads to the 
conclusion that projection target is a good criterion for PC sub-populations classification. PCs 
in these various sub-populations differ in their morphology and intrinsic cellular electrical 
properties. The projection targets might also determine the PCs embedding in the cortical 
column in terms of their synaptic connectivity. All of these differences will shape the 
functional roles that these neurons play in the microcircuit and affect the output to their 
respective brain regions. 
 
Morphology varies with target. Differences in the morphology of PCs projecting to various 
targets have already been identified (Katz 1987; Hubener and Bolz 1988). The gross neuron 
shape features (the pyramidal-like soma and the apical dendrite growing towards the pia) are 
conserved across PC sub-populations, but more specific features differ from a sub-population 
to another. PCs that project to the thalamus and the superior colliculus are located in layer V 
and have a large soma compared to other PCs. Their apical dendrites extent up to layer I 
forming a dendritic tuft there (Katz 1987; Hubener and Bolz 1988; Markram et al. 1997a). 
These cells typically have on average 5 basal dendrites coming out of the soma (Kasper et al. 
1994a; Kasper et al. 1994c; Markram et al. 1997a). These morphological features seem to be 
quite typical of the superior-colliculus or thalamic projecting PCs as, when the area is 
retrogradely labelled for these targets, unmarked cells present untufted apical dendrites 
(Kasper et al. 1994a).  
PCs projecting to the contralateral hemisphere have also been carefully studied 
(Catsman-Berrevoets et al. 1980; Hubener and Bolz 1988; Kasper et al. 1994a; Christophe et 
al. 2005). The cell soma is also pyramidal shaped, although smaller and located in all layers 
except layer I. The apical dendrite does not reach layer I when the cell body is located in layer 
V and there are typically 3 to 5 basal dendrites (Kasper et al. 1994a; Kasper et al. 1994c). 
This morphology is not exclusive to the cortico-callosal cells since small untufted or slender 
PCs (Larkman and Mason 1990) are common in layer V, and retrograde labelling from the 
opposite hemisphere does not mark all the cells displaying this specific morphology (Kasper 
et al. 1994a). In more superficial layers, callosally projecting cells have a small soma and an 
apical dendrite terminating in layer I, but most of the PCs within this layer have a similar 
morphology. The main difference between neocortical PC sub-populations is in their axonal 
pattern (see Bannister 2005) and hence in their projection characteristics. Although they are 
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by far the most numerous neurons, PCs are not the only neurons marked by retrograde 
labelling. 
 
Cortico-callosal neurons in the neocortex. Retrograde labelling with Diamidino Yellow 
marked various shapes of neurons across all the 6 layers of the neocortex (Martinez-Garcia et 
al. 1994). This study was done in the rat visual cortex, but spiny stellate cells labelled by 
retrograde tracers are also found in the cat’s visual cortex (Vercelli et al. 1992). This latter 
study also suggests that the spiny stellate cells might be PCs in early stages of development 
and that the apical dendrite is pruned between P6 and P10. Cortico-callosal neurons are found 
in all the layers of the neocortex, mainly in layer III. The other layers where the cortico-
callosal neurons are most represented are the layer V in rodents and layer VI in the cat (see 
Innocenti 1986). The cortico-callosal cells project mainly to the area homotopic to the one 
they are located in but some heterotopic projections have been observed in the infragranular 
layers (see Innocenti 1986). 
 
Physiology varies with target. Early studies on the physiology of neurons in the neocortex 
showed three major characteristics (McCormick et al. 1985). An early classification divided 
the neurons into intrinsically bursting cells (IB) that start with a burst of APs in response to a 
depolarizing step current, regular spiking cells that respond to a depolarizing step current with 
regular firing at moderate frequency (241±102 Hz.nA-1, mean±SD, McCormick et al. 1985) 
and fast spiking cells that respond with a regular firing at higher frequency (549±261 Hz.nA-1, 
McCormick et al. 1985). However, the fast spiking cells presented in this study were likely to 
be GABAergic. Fast spiking behaviour had already been shown and was further confirmed to 
be characteristic to some GABAergic cells (Chagnac-Amitai and Connors 1989; Kawaguchi 
and Kubota 1998; Wang et al. 2002; Wang et al. 2004). Another study confirmed the dual 
firing pattern of the PCs (Chagnac-Amitai et al. 1990). 
Studies using retrogradely labelled neurons (Katz et al. 1984) showed more detailed 
neuronal physiologies that are characteristic to projection targets. Kasper and collaborators 
(Kasper et al. 1994a) showed that the cortico-callosally projecting cells are regular spiking, 
and their smaller size induces a higher input resistance compared to the intrinsically bursting 
superior colliculus projecting cells with a larger size and a smaller input resistance. Other 
studies confirmed that these electrophysiological differences between PC sub-populations 
were partly correlated with the neuron’s morphological characteristics (Kasper et al. 1994a; 
Christophe et al. 2005). 
 
The bursting versus non-bursting classification is controversial and might not be related 
only to the projection target but also to variance within the same sub-population as well as 
developmental stage. It is shown further throughout this thesis that the cortico-callosally 
projecting cells in young animals can have an initial bursting behaviour and that the large 
thalamic projecting neurons can be regular spiking (also consistent with other studies: Kasper 
et al. 1994c; Christophe et al. 2005). The differences and the apparent shift between the 
populations characteristics can be explained by the difference in the species and ages of the 
animals used (Kasper et al. 1994b). This transition from bursting to non-bursting might even 
be more continuous and depend on other parameters. Work by Schwindt and collaborators 
(Schwindt and Crill 1999) showed that the mechanism for bursting depend on the calcium 
concentration in the cell and that bursting and non-bursting responses can be obtained from 
the same cell depending on the method used for the stimulation (somatic depolarization or 
extracellular pharmacological stimulation). Neuronal migration during brain development 
might influence the input patterns and hence the firing behaviour. On another hand, calcium 
might flow differently between juvenile and adult neurons, also influencing the firing pattern. 
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Synapses depend on target. The way the cells are embedded in the cortical column differs 
between PC sub-populations and would be of functional relevance. How are they 
interconnected with other neurons in the microcircuit? What is the synaptic distribution on the 
neuron? What is the balance between excitation and inhibition? Work done by Farinas and 
DeFelipe in 2001 showed that the cortico-callosally projecting cells receive more and have a 
denser repartition of symmetrical axo-somatic synapses than the thalamic projecting cells 
(Farinas and DeFelipe 1991). Symmetrical synapses are known to originate from inhibitory 
interneurons (Ribak 1978; Fairen and Valverde 1980; Freund et al. 1983; Hendry et al. 1983; 
Somogyi et al. 1983) and are the most numerous synapses on the PCs somata (Freund et al. 
1983). This difference in inhibition together with the synaptic connectivity for specific 
projection targets PCs are yet to be investigated with electrophysiological recordings. 
 
Retrograde Labelling. TTCs have been extensively studied (Katz 1987; Thomson et al. 
1993a; Markram 1997; Markram et al. 1998; Kalisman et al. 2005) and are well recognizable 
by their specific morphology observed with an infra-red differential interference contrast (IR-
DIC) microscope (see Figure 4). The early studies based on morphology used horseradish 
peroxydase as the retrograde marker (Schofield et al. 1987; Games and Winer 1988 and see 
Innocenti 1986) that can only be processed on fixed tissue and therefore limited the 
investigation to morphology. The use of latex microspheres (Katz et al. 1984; Katz and 
Iarovici 1990) that are retrogradely transported by the axons allows electrophysiological 
recordings of target-specific PCs. This technique highlighted differences in the 
electrophysiology between PCs that project to different brain areas (Kasper et al. 1994a; 
Christophe et al. 2005). 
 
 
 
 
Figure 4 Infrared differential interference contrast of a portion of the somatosensory cortex. TTCs are 
indicated by red arrows. They are clearly differentiable from the other, smaller, cells present in the area. 
 
 
The paper presented in section 2.5 reports the examination of the morphological, 
electrophysiological and synaptic properties of cortico-callosal PCs in layer V of the 
somatosensory cortex of young wistar rats (P13-P16). With the use of multi electrode patch 
clamp equipment, up to 4 neurons were simultaneously recorded. Identification of the callosal 
PCs was done by retrograde labelling with fluorescent latex microbeads. Pre-synaptic neurons 
were stimulated with trains of APs allowing the extraction of the Tsodyks-Markram model 
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parameters of post-synaptic responses (as presented in section 1.4 on page 17). TTCs were 
also recorded and their connections dynamics and rates compared with the labelled cortico-
callosal neurons. As reported above, the morphological and intrinsic electrophysiological 
properties of the cortico-callosally projecting cells (CCPs) have already been described in 
some detail. The synaptic properties of this sub-population of PCs is however unknown and 
of crucial importance to understand the role these cells play in the neocortex. 
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2.2 Materials and Methods 
 
 
Injections. CCPs labelling was done by injections of fluorescent microbeads (Lumafluor, 4x 
diluted in nano-pure water) into the left hemisphere of P11 (postnatal 11 days) Wistar rats 
(Figure 1A of the paper in section 2.5). These beads are retro-transported by the axons that 
terminate at the site of injection. The rats were anaesthetized with an intraperitoneal injection 
of  Fentanyl-Medetomidine (mixed from Fentanyl IV solution at  0.05mg ml-1 and Domitor 
solution at 1mg ml-1 and completed with saline solution to get a 10ml kg-1 injection and 
0.3mg kg-1 for both products). They were then fixed on a stereotaxic table (Stoelting co., 
Illinois) and their head skin opened with a scalpel sagittally from between the eyes to between 
the ears. The skin was then gently pushed aside and the skull cleaned with a dry cotton piece. 
The smooth skull was then pierced at the injection sites with a Neolus 25G x 5/8’’ syringe 
needle (Terumo Europe N.V., Leuven, Belgium). It was then cleaned again and the beads 
were injected with a Hamilton syringe inserted 1 mm below the skull surface. A volume of  
0.5 µl per site was injected in three sites 1 mm lateral and 0 ± 1 mm from Bregma in the left 
hemisphere (Somatosensory cortex, S1). In order to get a good diffusion at the injection site 
the syringe was retracted 60 s after the end of the injection. The wound was then glued with 
chirurgical glue (Histoacryl, Braun Aesculap) and the rats awakened with Atipamezole-
Naloxone (1mg kg-1 and 0.1mg kg-1 respectively, mixed from Antisedan solution at 5mg ml-1 
and Narcan solution at 0.4mg ml-1 and completed with saline to get a 10ml kg-1 injection). 
After complete awakening (~20 min) the rats were returned to their mother’s cage. All animal 
experimentations were performed under the Swiss guidelines for animal experiments. 
 
Slicing. Three days following the injection of beads, the rats were rapidly decapitated and 
sagittal slices (300 µm thick) of the right hemisphere were cut in artificial cerebro-spinal fluid 
(ACSF) on a slicer HR2 (Sigmann Elektronik, Heidelberg). The hemisphere was glued at the 
surface of the sagittal plane onto a block, which was mounted at an angle of 10° such that the 
blade cut from the upper part of the cortex towards the caudal border and down towards the 
midline. Slices were incubated for 15 to 30 min at 35°C and then left at room temperature 
(20-22°C). The ACSF contained (in mM): 125 NaCl, 2.5 KCl, 25 D-glucose, 25 NaHCO3, 
1.25 NaH2PO4, 2 CaCl2 and 1 MgCl2.  
 
Fluorescence and IR-DIC microscopy. Neurons in somatosensory cortex were identified 
using IR-DIC microscopy (Figure 5A below and Figure 1C of the paper in section 2.5), with 
an upright microscope (BX 51WI, Olympus, fitted with a 60x LUMPlan FI, Japan objective). 
The recorded neurons were selected up to 50 µm below the slice surface. The fluorescent 
beads were identified using the same microscope with a filter cube for GFP (Figure 5B below 
and Figure 1B of the paper in section 2.5). Both fluorescence and IR-DIC images were taken 
by a camera (VX 55, Till Photonics) and displayed on a monitor (WV-BM 1410, Panasonic). 
The cells identified under the fluorescence were marked on the monitor with the z coordinates 
given by the micro-manipulators (SM-55, Luigs and Newmann) and could then be identified 
with certainty in the IR-DIC imaging for patch clamp recordings (Figure 5C below and Figure 
1D of the paper in section 2.5). 
 
Electrophysiological recordings. Somatic whole-cell recordings were performed at 35°C 
and signals were amplified using Axoclamp-2B amplifiers (Axon Instruments, USA). 
Voltages were recorded with pipettes containing (in mM): 110 potassium gluconate, 10 KCl, 
4 ATP-Mg, 10 phosphocreatine, 0.3 GTP, 10 Hepes (pH 7.3, 310 mOsm adjusted with 
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sucrose) and 0.5% biocytin. The pipettes were pulled with a Flamming/Brown micropipette 
puller P-97 (Stutter Instruments CO, USA). The scaled output of the amplifier was connected 
to an ITC device (ITC-18, Instrutech Co, Port Washington, New York, USA) connected to an 
Apple computer running Igor Pro (Wavemetrics). The junction potential between the ACSF 
and the solution in the pipettes was around -10mV. The recordings were made without 
correction for it. 
 
Biocytin labelling. The recording pipettes were filled with 5 mg ml-1 of biocytin that was 
perfused into the neurons during recording. Following the recording, the slices were fixed for 
at least 24 hours in a cold phosphate buffer (100 mM, pH 7.4) containing 2% 
paraformaldehyde and 1% glutaraldehyde and 0.3% picric acid. Thereafter, the slices were 
rinsed and then transferred into a phosphate-buffered 3% H2O2 to block endogenous 
peroxidases. After rinsing in the phosphate buffer, slices were incubated overnight at 4°C in 
an avidin-biotinylated horseradish peroxidase (ABC-Elite, Vector Labs; 5% A, 5% B and 
0.25% Triton X-100). Subsequently, sections were rinsed again in the phosphate buffer and 
developed with diaminobenzidine (DAB substrate kit, Vector Labs) under visual control using 
a stereomicroscope (Leica) until all processes of the cells were clearly visible. Finally, the 
reaction was stopped by transferring the sections into the phosphate buffer. After rinsing in 
the phosphate buffer, slices were mounted in an aqueous mounting medium.  
 
Reconstruction. The stained cells were reconstructed under light microscope using 
Neurolucida software (Microbrightfield). Reconstructed neurons and connections underwent 
quantitative analysis using NeuroExplorer (MicroBrightField). The quantitative morphometric 
analysis is based on multiple parameters derived from the dendrites and axons of 
reconstructed neurons. Putative contacts were identified according to the following criteria: (i) 
only the contacts formed by axonal swellings (boutons) were considered; (ii) the same plane 
of focus (microscope lens with x60 magnification, numerical aperture = 0.9; resolution along 
the Z-axis = 0.37 µm) is used. This requires the boutons and soma/dendrite/axon to be 
membranes within <0.5 µm of each other; (iii) if a dendrite is thick (>2 µm) with many 
spines, then a greater distance between the bouton and dendrite is allowed, providing that the 
course of the axon bent towards or ran parallel to the dendrite. When a putative contact was 
located, it was systematically double-checked through the eye-pieces to confirm the screen 
based identification. The staining procedure results in ~25% shrinkage of the slice thickness 
and ~10% anisotropic shrinkage along the X and Y axes. Only the shrinkage of thickness was 
corrected.  
 
Electrophysiological analysis. The AP onset is measured as the time point where the second 
derivative with respect to time of the voltage trace is maximum, i.e. where the deflection of 
the curve is maximum. The end of the AP falling phase is measured as the time point where 
the modulus of the falling rate becomes lower than 5 Vs-1.  
The EPSP onset was calculated by linear extrapolation from the 20-80% maximum 
amplitude linear fitting on the average trace of 80 single sweep events. These onset points 
were then automatically marked on the graph for visual verification. The latency of the single 
EPSP is defined as the time lapse between the top of the pre-synaptic AP and the EPSP onset. 
The coefficient of variation (CV) of the EPSP amplitude was calculated based on the 
measured amplitudes of each of the 80 single events triggered. 
 
Model for synaptic dynamics. In order to analyze quantitatively the synaptic connections, a 
model of dynamic synaptic transmission was used (Markram et al. 1998 and see section 1.4). 
Fitting the responses to the model yielded four parameters: the time constant of recovery from 
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depression, τD; the time constant of recovery from facilitation, τF; utilization of synaptic 
resources as used analogously to Pr (e.g., release probability), U; and the absolute strength, 
ASE, of the synaptic connection (defined as the response when U equals 1). After the 5th 
EPSP of a given train the response typically reaches a steady-state amplitude considered to 
calculate the steady-state vs frequency (f) relationship. The frequency at which this curve 
matches a 1/f function is the limiting frequency. Tsodyks and Markram (Tsodyks and 
Markram 1997) showed that if the pre-synaptic cell fires above the limiting frequency, the 
average post-synaptic depolarization will remain constant. The same study demonstrated that 
as lowering the calcium concentration increases the limiting frequency, this frequency is pre-
synapticaly dependent and estimated by: f ≈ 1/(τD•U). 
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2.3 Results 
 
 
The results are presented extensively in the paper in section 2.5. A brief summary of the 
most important results is given below. 
 
Thirty-nine P11 Wistar rats were injected with fluorescent microbeads into the left 
primary sensory cortex (S1) and 476 marked cells were recorded in the right S1. Paired 
recordings were performed for cells which somata were separated by less than 100µm. The 
cortico-callosally projecting cells of the neocortical layer V (CCPs) have a lower release 
probability compared to the TTCs. This implies a tendency for a more linear dynamics within 
the CCPs sub-population compared to the dynamics within the TTCs sub-population (see 
Figures 6 and 7 of the paper). Additionally, the connectivity is about 4 times higher in the 
TTCs sub-population. The single EPSP characteristics (such as amplitude, rise time and time 
constant of voltage decay from the EPSP peak to the rest membrane potential) are similar for 
both populations (Figure 4 of the paper).  
CCPs in layer V have an untufted apical dendrite (Figure 1E and 3A of the paper) as it is 
shown by the Sholl distance analysis on the Figure 3B of the paper. The main axonal trunk 
descends vertically to the white matter but two major features can be distinguished for the 
axons collaterals in the cortical sheet. 70% of the CCPs have an axon collateral extending 
parallel to the apical dendrite and 80% have two collaterals extending horizontally just below 
the proximal dense axonal arborisation (see Figure 3A and F of the paper). Connected CCPs 
pairs have typically 4.0±0.3 putative synapses located on average at 130±18µm from the 
soma along the dendrite and 80% of the contacts are on basal dendrites. 
Single cell electrophysiology revealed that CCPs have two distinct firing patterns. One 
half of the cells have an initial burst of 2-3 APs when a square current pulse is injected into 
the soma. The other half does not have this burst. The current-discharge average slope is 
13±19 Hz.nA-1 for the non-bursting CCPs and 40±30 Hz.nA-1 for the bursting cells 
(mean±SD, p<0.05, Student t-test). 
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2.4 Discussion 
 
 
This study describes the morphological, electrophysiological and synaptic properties of 
a sub-population of neocortical PCs, the CCPs. The small size of the cells and hence the high 
input resistance together with the short untufted apical dendrite terminating in layer II-III are 
consistent with previous results (Katz 1987; Hubener and Bolz 1988; Christophe et al. 2005). 
In comparison with the TTCs electrophysiological properties, the CCP APs are smaller in 
amplitude and of a longer duration. The CCPs firing threshold is higher than the TTCs 
suggesting that CCPs are less excitable. However, with a higher input resistance, both 
phenomena might compensate each other resulting in the similar current-discharge slope 
observed for the two populations (see table 1 in the paper). The high standard deviation in the 
current-discharge slope distribution for the CCPs suggest a differential behaviour for two sub-
groups within that population that could be related to the bursting versus non-bursting CCPs 
observed. Although the current-discharge slope distribution does not show two clear peaks, 
there is a significant difference between the average current-discharge slope for the bursting 
CCPs and the non-bursting CCPs. None of these differs significantly from the TTC average 
current-discharge slope. The burst mechanism rather than the excitability of the cells might be 
at the origin of this difference. The standard deviation remains however large despite the split 
of the CCPs population into two groups. This indicates that the CCPs have a large variability 
in their excitability regardless of their bursting or non-bursting initial response. 
 
Synapses between CCPs have a lower probability of release than between TTCs. 
Moreover, CCPs are 4 time less interconnected than the TTCs. This suggests, given the more 
phasic reaction, that TTCs might have a more integrative role. Indeed, when the TTCs sub-
population receives a signal, the beginning of this signal will be propagated into the 
population but later information might be lost unless the circuit is given a time for the 
synapses to recover from depression. The signal given out by the TTCs subpopulation is then 
likely to be importantly modified. On the contrary, the low connected linear responding CCPs 
sub-population is more likely to amplify slightly the input signal but above all to transmit it 
with minimum distortion. These cells would then give a read out of their home cortical 
column to the opposite hemisphere counterpart. 
 
In the line of other publications (see Innocenti 1986 for a review), the area of the cortex 
labelled was shown to be homotopic to the site of injection in the opposite hemisphere 
although some labelling of adjacent areas have been noted but to a lesser extent. This suggests 
that the CCPs main role is to transmit the information about the computation performed by 
their cortical column to the cortical column that is symmetrically placed in the neocortex. 
These cells therefore might play a role of synchronisation across the hemispheres at the level 
of the cortical column localized in similar functional areas for both sides of the neocortex. 
A deficiency in the corpus callosum or in the CCPs population gives rise to impairments 
in bilateral vision (Gott and Saul 1978), bimanual movements (Eliassen et al. 2000) and 
language skills (Gazzaniga et al. 1989). This suggests that synchronisation at the cortical 
column level via CCPs is essential for proper function of various cortical modalities. 
 
 
Future developments. The connectivity across populations has not been examined in this 
study. A first step would be to patch pairs of CCPs-TTCs identified by retrograde labelling. If 
the hypothesis of the read-out role of CCPs is correct, these connections should be quite 
30  Chapter 2 – Discussion  
frequent and with a linear dynamics. The connectivity across other PC sub-populations should 
also be studied carefully in the same manner. This could be achieved with double retrograde 
labelling of the neocortical PCs as microbeads containing different fluorescence wavelengths 
are commercially available (Lumafluor, Naples, FL). These studies would reveal further the 
role of the various PCs sub-populations and would also give more information about the 
component of cortical computation that is sent to the various targets. Inhibition is another 
important aspect of the neocortical microcircuit, which must be studied with respect to the 
different PC sub-populations. In order to fully understand the integration of the different PC 
subtypes in the neocortical microcircuit, it is important to study the inhibitory pathways that 
characterize them. 
 
 
 
            
 
 
 
Figure 5 Density of labelled cortico-callosal cells in rat neocortex. A – Infrared differential interference 
contrast (IR-DIC) image of rat neocortex after bead injection in the contralateral cortex. B – The same area as in 
A under green fluorescence. The beads are visible as small green dots. C – Merge of A and B showing that the 
CCPs are quite present in the neocortex. 
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2.5 The publication 
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3 Rewiring of the neocortical microcircuit 
 
 
3.1 Introduction 
 
 
A remarkable property of the neocortex is the high adaptability and plasticity both at the 
synaptic and circuit levels (see Buonomano and Merzenich 1998). Learning and memory are 
currently believed to originate from the long lasting changes in various properties of synaptic 
transmission (Morris 2003; Pastalkova et al. 2006; Whitlock et al. 2006). 
The original Hebbian hypothesis for memory formation and consolidation started to find 
its experimental support when various brain areas necessary for memory were identified. The 
hippocampus has long been thought to be necessary for memory as many observations of a 
missing hippocampus reported memory impairments (Henderson et al. 1973; Jarrard 1975; 
Handelmann and Olton 1981; Olton and Feustle 1981; Press et al. 1989; Grady et al. 1995). It 
has later been shown that this structure is necessary for specific memories but is not required 
for others. For example, rats with an altered hippocampus undergoing a task requiring spatial 
and contextual learning were shown to behave with a significant reduction of information 
retention. On the contrary, the same injury did not affect the rats learning capabilities in the 
case of a task involving non-spatial learning (Jarrard 1993). 
Another brain structure that plays an important role in learning and memory is the 
amygdala (Miserendino et al. 1990 and see Davis 1992; Lavond et al. 1993). On one hand, 
the amygdala is believed to be a major player in the emotions (Adolphs et al. 1994; Morris et 
al. 1996 and see Aggleton 1992) and on the other hand, emotions play a particularly 
important role in memory and learning (see Damasio 2001). The everyday life experience 
already shows evidences of the role of emotion in information retention. A special, 
emotionally connoted event is more easily remembered than any event, even more recent, that 
lack emotional imprinting. 
Although there are some structures that play key roles in memory formation, the current 
thinking is that memory and learning require changes across the whole brain. Various parts of 
the brain seem however to be dedicated to specific aspects of memory. For instance, the 
medial-temporal lobe seems to be linked to episodic memory whereas the temporal cortex is 
likely to be responsible for semantic-like memory (see Miyashita 2004). On another hand, 
working memory seems to use several brain areas (see Kaldy and Sigala 2004). 
The cortical representations of the sensory inputs are also modified with experience. 
Hebbian plasticity provides a mechanism for the formation and the modification of sensory 
topographic representation maps such that adjacent sensors are likely to be activated 
simultaneously and hence activate cortical neurons whose synaptic interaction might be 
increased by the common sensory input. Sensory inputs of a same stimulation modality will 
eventually form their common area of signal processing in the cortex (see Buonomano and 
Merzenich 1998). 
 
Long term potentiation. The experiments searching for the cellular basis of learning and 
memory, based on Hebb’s law, concentrated on long term potentiation (LTP, Bliss and Lomo 
1973). LTP is defined as the increase of a synaptic strength originating from a high frequency 
(tetanic) stimulation and lasting for a long period (Bliss and Lomo 1973; Brown et al. 1988). 
The synaptic strength was in the early experiments measured extracellularly as the slope of 
the synaptic response to the stimulation of afferent fibres (typically the CA3 afferent fibres on 
42  Chapter 3 – Introduction  
the CA1 neurons of the hippocampus). The response was relatively constant across trials. 
Directly after the tetanic stimulation, the synaptic response greatly increases and then 
weakens to a steady level that is of steeper slope than the original synaptic response. The 
difference between the baseline before the stimulation and the steady response after the 
tetanus is referred to as LTP (see Bliss and Collingridge 1993). 
The justification of LTP as the cellular mechanism for memory lies in the common 
features shared by memory and LTP. Both phenomena are rapidly induced by a specific 
stimulus. They are also, and importantly, long lasting and display a continuous expression on 
reiteration of the original stimulus (see Bliss and Collingridge 1993; Izquierdo 1994). 
Animals undergoing successive learning tasks were displaying LTP-like phenomenon in their 
brains (Berger 1984; Sharp et al. 1985; Skelton et al. 1985). 
In addition to the functional features, LTP and memory share common pharmacological 
dependences. Impairments due to inhibition of NMDA receptors by 2-amino-5-phosphono-
pentanoic acid (AP5) or inhibition of AMPA receptors by 6-cyano-7-nitroquinoxaline-2,3-
dione (CNQX) as well as inhibition of metabotropic receptors by (RS)-α-methyl-4-
carboxyphenyl-glycine (MCPG) are common to LTP and memory. On another hand, memory 
was stimulated and LTP enhanced after exposure to glutamate or to picrotoxin, a GABAA 
receptor antagonist (see Izquierdo 1994; Izquierdo and Medina 1995). 
Recent experiments gave for the first time a direct evidence of synaptic potentiation 
based memory mechanism. Whitlock et al. (Whitlock et al. 2006) report experiments where 
one trial inhibitory avoidance learning potentiated hippocampal CA1 neurons. Adult rats were 
trained with the inhibitory avoidance task where they learned on a one-trial basis to avoid 
dark environment as they were given an electric shock when running into the dark side of a 
box. A single row 8-electrodes recording array was implanted in their hippocampus prior the 
behavioural experiment. This array allowed the stimulation of the Shaffer collaterals and 
multiple recordings of the resulting EPSPs in the CA1 region. Whitlock and collaborators 
showed that the EPSPs recorded at some electrodes (but not all) were potentiated after the 
one-trial learning. Additionally, when they tried to induce LTP in vivo after the training via 
the same electrode array, the EPSPs amplitude increase was smaller for the synapses 
potentiated with the training compared to the synapses that were not. This induction of LTP 
by the one-trial learning on the one side and the saturation of LTP on the other side lead the 
authors to the conclusion that LTP is required for the one-trial learning in the inhibitory 
avoidance task. 
 
Role of calcium and NMDA receptors. Although many receptors are involved in synaptic 
plasticity when observed via LTP, the most studied is the NMDA receptor. Ca2+ influx 
through NMDA receptors has two effects, the depolarization of the cell observed directly 
electrophysiologically (Clark et al. 1997) and the triggering of calcium dependent 
mechanisms such as Calcium/Calmodulin-dependent Kinase (CaMK) signalling pathway 
(Lledo et al. 1995), protein kinase C (PKC) signalling pathway (see Linden and Routtenberg 
1989) or gene expression (see Morgan and Curran 1988) that are the starting points of some 
mechanisms increasing the response in the post-synaptic cell (like the insertion of new 
ionotropic receptors). The application of calcium chelators in the post-synaptic cell showed 
that calcium increase is required to generate potentiation (Kimura et al. 1990). Similarly, 
NMDA antagonist application also significantly reduces LTP (Reymann et al. 1989). The 
action potential in the post-synaptic cell is increasing the Ca2+ concentration in dendrites via 
voltage gated calcium channels (Markram et al. 1995). The combined influx of calcium via 
NMDARs and voltage gated channels is then adapted to trigger the long term changes in the 
synaptic strength. This mechanism is very close to the original suggestion of Hebb. 
Additionally, the various voltage gated calcium channels interact and differentially vary 
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the calcium concentration in the dendrites. Non-linear summation of calcium concentration 
when different calcium sources are activated has a number of functional consequences (Kaiser 
et al. 2004; Sjostrom and Hausser 2006). It has been shown that the increase in dendritic 
calcium due to synaptic activity is localized within 8µm of the synaptic site (Kaiser et al. 
2004; Polsky et al. 2004). This local increase together with the non-linear dynamics are very 
likely related to the non-linear activation of adjacent dendritic areas (Polsky et al. 2004) that 
has been shown to be responsible for differential and locally controlled plasticity at distal 
dendrites (Sjostrom and Hausser 2006). 
 
Trafficking of AMPA receptors. AMPA receptors are the principal receptors involved in 
rapid post-synaptic response to pre-synaptic glutamate release. Although AMPA receptors 
concentration is higher at the post-synaptic sites, they are also found on the cellular 
membrane outside of the post-synaptic density (Tardin et al. 2003; Groc et al. 2004). The 
original mechanism proposed for synaptic plasticity was the trafficking of AMPA receptors 
between the intracellular milieu and the membrane (see Malinow and Malenka 2002). This 
motility is suggested to be triggered by NMDA receptor activation and calcium influx. On top 
of that phenomenon, a lateral trafficking of AMPA receptors already inserted in the 
membrane have been observed (Tardin et al. 2003; Ashby et al. 2004; Groc et al. 2004). This 
trafficking of AMPA receptors has also been suggested in synapses that were not generating 
any EPSP in the normal resting membrane potential. These synapses, composed of only 
NMDA receptors and referred to as “silent-synapses”, could receive AMPA receptors at their 
post-synaptic membrane and then become fully functional synapses (Liao et al. 1995). 
 
Spike timing dependent plasticity (STDP). The mechanisms of synaptic plasticity described 
above are dependent on activity patterns that trigger various signalling pathways. The original 
paradigms functionally inducing plasticity were based on a high frequency and long lasting 
stimulation. These stimulations are closer to an epileptic activity than to a normal behaviour 
(compare to physiological activity, see section 1.3). Moreover, the massive stimulation of 
adjacent fibres is not very likely to happen in vivo. Another disadvantage of extracellular 
electrical stimulation is that many pre-synaptic neurons and neuron types are stimulated, and 
there is no knowledge regarding the identity of the pre-synaptic neuron. 
More precise experiments using calcium imaging and patch clamp recordings in the 
hippocampus have shown that the calcium signal was supra-linearly summed when an AP and 
an EPSP were simultaneously triggered in a dendrite (Magee and Johnston 1997). This 
increased calcium signal was correlated with synaptic potentiation since the calcium channels 
antagonists nimodipine and Ni2+ inhibited the induced LTP. NMDA receptors also seem to 
take part in the induced LTP, although some of the potentiation was still present even with 
100µM of AP5. These experiments gave strong support to the Hebbian theory of synaptic 
plasticity with stimulations that were closer to the physiological conditions. 
At the same time, Markram and collaborators showed that neocortical synapses between 
neuron pairs can be differentially modified depending on the timing of pre- and post-synaptic 
firing (Markram et al. 1997b). This study showed that synchronous depolarization of the post-
synaptic neuron with pre-synaptic firing was not sufficient to induce LTP. Additionally, they 
showed that not only the post-synaptic action potential generation was necessary to induce 
LTP but also the timing of this post-synaptic discharge was important. Indeed, if the post-
synaptic AP is triggered within a window of 10 ms before the pre-synaptic one, the synapse 
undergoes long-term depression (LTD). On the contrary, if the post-synaptic cell fires 10 ms 
after the pre-synaptic one, the synapse undergoes LTP (Figure 6a). This timing dependence is 
now referred to as “Spike-Timing Dependent Plasticity” (STDP) (Froemke et al. 2005; 
Letzkus et al. 2006 and see Abbott and Nelson 2000; Bi and Poo 2001). Additionally, this 
44  Chapter 3 – Introduction  
discovery showed the importance of synchronicity in synaptic plasticity. This precise timing 
for synaptic plasticity was further supported by the evidence that the post-synaptic AP trigged 
calcium influx differentially influence the mechanisms of insertion or removal of AMPA 
receptor (Wyllie and Nicoll 1994; Barria et al. 1997; Lu et al. 2001). If the influx of calcium 
due to the cell discharge occurs before the activation of NMDA receptors, different signalling 
pathway might be activated and AMPA receptors might be removed (Mulkey et al. 1993; 
Chung et al. 2000). 
 
STDP depends on synapse type. Spike timing dependence of synaptic modification has 
already been studied in various brain areas and species. Although in most cases plasticity is 
observed, the timing-rules and direction (depression or potentiation) vary across brain areas 
and neuronal types. Following are some examples of STDP in different areas and species. 
In the dentate gyrus of the rat hippocampus, LTP has been observed when the post-
synaptic stimulation was synchronous or delayed up to 20 ms with respect to the pre-synaptic 
firing (Levy and Steward 1983). Extra-cellular recordings in the guinea pig CA1 region of the 
hippocampus showed that simultaneous stimulation and stimulation of the test volley up to 
about 40 ms after the conditioning tetanus also results in LTP (Gustafsson and Wigstrom 
1986). A later experiment in the same animal with intracellular recordings and extracellular 
stimulation showed that a depolarizing step current in the recorded cell within 100 ms after or 
simultaneous to the EPSP elicited by the extracellular stimulation was sufficient to generate 
LTP (Gustafsson et al. 1987). In cultures of dissociated rat glutamatergic neurons, 
intracellular recordings showed that LTP could be obtained with stimulation of the post-
synaptic cell within 20 ms after the pre-synaptic cell activation and LTD could be obtained 
with the post-synaptic cell stimulation within 20 ms before the pre-synaptic activation. It was 
further shown that strong synapses were less sensitive to LTP than weak ones but LTD was 
similar at both types of synapses (Figure 6a, Bi and Poo 1998). The same time window of 
plasticity was observed in Xenopus retinotectal projections with intracellular recordings and 
extracellular stimulation (Zhang et al. 1998). 
In rat hippocampal slice cultures, however, the same tendency of potentiation and 
depression as in cortical acute slices was observed but with an asymmetrical time window. 
Indeed, whereas LTP could be induced with the pre-synaptic firing up to 20 ms before the 
post-synaptic firing, LTD could be induced with a reversed delay up to 200 ms (Debanne et 
al. 1998, Figure 6b). Similarly, in connections of layer II-III PCs in adult rat somatosensory 
cortex, the LTP and LTD windows have been shown to be asymmetric. Intracellular 
recordings with extracellular stimulations showed that LTP was induced when the post-
synaptic spike was delayed up to 15 ms (but failed at longer intervals) after the EPSP whereas 
LTD was induced even when the post-synaptic spike preceded the EPSP by 100 ms (Feldman 
2000, Figure 6b). 
In the electrosensory lobe of the mormyrid electric fish, qualified as a “cerebellum-like” 
structure, intracellular recordings of extracellular stimulations showed LTP when the 
additional stimulation was fired simultaneous or up to 50 ms before the EPSP. Symmetrically, 
LTD was elicited when the additional stimulation followed the EPSP by up to 50 ms (Bell et 
al. 1997). This result is in opposition to the previously mentioned studies where the 
conditioning stimulus needed to follow the synaptic response in order to get LTP (Figure 6c). 
Interestingly, the connections between spiny stellate cells of young rats barrel fields 
were only showing LTD regardless of the sequence of firing of the pre- and post-synaptic 
cells (Figure 6e). Whole cell recordings and stimulations in acute slices showed further that 
this LTD was AMPA and NMDA independent and group II metabotropic glutamate receptors 
were required (Egger et al. 1999).  
In GABAergic synapses of cultures and slices of rat hippocampus the spike timing 
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dependent plasticity is quite different from the glutamatergic synapse. The order in which the 
pre- and post-synaptic cells are fired is not as important as the plasticity is symmetrical with 
respect to the axis of synchronicity. Potentiation is induced within a window of ±20 ms of 
synchronicity and if the cells fire within a longer interval, the synapses undergo LTD 
(Woodin et al. 2003, Figure 6d). 
Additionally, the glutamatergic to GABAergic neurons connections were not affected 
by spike timing (Bi and Poo 1998). 
 
 
 
 
Figure 6 Spike timing dependent plasticity varies with cells, species and brain areas. The horizontal axis is 
showing the time difference from the pre-synaptic activation minus the post-synaptic activation. Axis label give 
an indication of the order of magnitude of the values and is not intended to give precise results. Illustration from 
Abbott and Nelson 2000. 
 
 
STDP depends on synapse location. The neuron membrane potential is not simultaneously 
modified across the dendritic tree by a back-propagating AP. The back-propagating signal 
arrives later to distal dendrites and it is modified in shape and amplitude (Spruston et al. 1995, 
and see Johnston and Wu 1997). Early STDP experiments were done by somatic stimulations 
and recordings. Later studies showed that the time window required for STDP depends on the 
post-synaptic dendritic location (Froemke et al. 2005). In case of a synapse close to the soma 
(<50µm) the STDP time windows are rather symmetrical for LTD and LTP, within ±50 ms 
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pre- and post-synaptic time delay. However, at more distal synapses (>100µm away from the 
soma), the time windows for STDP start at almost +200 ms for depression (pre-synaptic spike 
200 ms after the post-synaptic spike) but LTP can be induced only if the interval is within -30 
ms (Froemke et al. 2005). 
The stimulation pattern in the post-synaptic cell also induces differential LTP. Letzkus 
and collaborators showed that at synapses from layer II-III to layer V PCs, a burst of action 
potentials (even two APs) in the post-synaptic cell could elicit LTP where a single AP failed 
(Letzkus et al. 2006). Moreover, the timing required for this burst-induced plasticity depends 
on the location of the synapse on the dendrite. For proximal dendrites, the post-synaptic burst 
generated LTP when initiated 10 ms after the pre-synaptic firing, and generated LTD when 
initiated 10 ms before. At distal dendritic synapses the induction of LTP and LTD are 
switched (Letzkus et al. 2006; Sjostrom and Hausser 2006). This switch probably originates 
from differential calcium dynamics in the distal dendrites following back-propagating APs 
(Larkum et al. 1999). Additionally, the membrane voltage at the synapse influences the 
direction of plasticity. More depolarized membrane induces a shift of the timing window 
towards LTP (Letzkus et al. 2006; Sjostrom and Hausser 2006). 
A recent study of STDP induced in spines of layer II-III PCs showed that the variations 
of intracellular calcium concentration were similar for LTP and LTD (Nevian and Sakmann 
2006). The direction of plasticity was due to the time of activation of metabotropic glutamate 
receptors (mGluRs) that trigger endocannabinoid synthesis via phospholipase C activation. If 
mGluRs are activated after the voltage dependent Ca2+ influx, the signalling pathway is 
triggered and LTD induced. On the contrary, if the voltage dependent Ca2+ influx is enhanced 
by NMDA activation the synapse is potentiated (Nevian and Sakmann 2006). 
Apart from the exact timing required to elicit STDP, the firing rate is also an important 
factor. A minimum firing rate has been shown to be required for some protocols (10Hz, 
Markram et al. 1997b) and most studies were performed using firing rates of 50-100Hz 
(Gustafsson and Wigstrom 1986; Magee and Johnston 1997) or a prolonged depolarization 
(Gustafsson et al. 1987; Debanne et al. 1998). 
 
Redistribution of synaptic efficacy. The amplitude of any given post-synaptic response 
depends on the release probability (or U in the Tsodyks-Markram model) as well as the 
overall synaptic strength (ASE). In order to properly study synaptic plasticity it is therefore 
important to study the modification of these two factors independently. Most LTP 
experiments were performed by observing changes in single synaptic responses (evoked by 
low frequency stimulation), which do not allow for the separation of these two components. 
Paired-recordings in the rat neocortex showed that subsequent EPSPs in a train are 
differentially modified following Hebbian pairing (Markram and Tsodyks 1996a; Markram 
and Tsodyks 1996b). On the one side, the first EPSP in the train increased while the second 
one decreased after pairing. On the other side, stationary EPSPs (with steady-state amplitude) 
seemed not to be affected by the pairing protocol when the frequency of the AP train is above 
25 Hz (Markram and Tsodyks 1996a). These observations lead the authors to propose the 
concept of “Redistribution of Synaptic Efficacy”. Indeed, LTP was induced for the firsts 
EPSPs in the train but subsequent EPSPs seemed to have undergone LTD. The interpretation 
for this observation is that the utilization factor (equivalent to release probability) increases 
following pairing, even if no changes are observed in the absolute synaptic efficacy strength. 
This leads to a larger first response, leaving a smaller amount of resources for subsequent APs 
(Markram and Tsodyks 1996a; Markram and Tsodyks 1996b). It seems that the biological 
mechanism underlying this plasticity differs from the LTP due to an overall increase in the 
synaptic strength, in which case the EPSP train would increase as a whole. The plasticity 
presented here is likely to be caused by a pre-synaptic change in release probability. 
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Synaptic transmission is a dynamic and complex phenomenon and does not only depend 
on synaptic strength. In order to fully understand synaptic plasticity it is important to 
investigate changes in other synaptic parameters such as the time constants governing its 
dynamics (depression and facilitation time constants). 
 
The role of mGluRs in plasticity. mGluRs in PC spines were shown to be involved in 
differential plasticity with respect to the spike timing of the pre- and post-synaptic neurons 
(Nevian and Sakmann 2006). The role of mGluRs in synaptic plasticity has been investigated 
for more than a decade, with increasing specificity regarding the subtypes of receptors and 
ligands. LTP in hippocampus could be induced by a common activation of group I and II 
mGluRs (Bortolotto and Collingridge 1993; O'Connor et al. 1995) presumably triggering a 
calcium dependent mechanism (Bortolotto and Collingridge 1995) or by non-specific mGluR 
activation that seems to be NMDA receptor independent (Bortolotto et al. 1994; Rossi et al. 
1996). This mGluR induced LTP required the post-synaptic cell to be depolarized and was 
closely related to NMDA receptor LTP (O'Connor et al. 1995). However, LTD was also 
observed after mGluR activation and some studies showed that the intra-cellular mechanisms 
were quite different between NMDA and mGluR mediated LTD (O'Mara et al. 1995; Oliet et 
al. 1997). 
The induction of synaptic modification by mGluR could also have a pre-synaptic origin. 
Various studies showed that mGluRs have a differential role in glutamate release. Non-
specific agonists could equally elicit facilitated (Bezzi et al. 1998; Moroni et al. 1998) or 
depressed (East et al. 1995; Cozzi et al. 1997) glutamate release. More detailed experiments 
using specific group I, II or III mGluRs agonists showed that group I mGluRs were involved 
in the increase of glutamate release (Bezzi et al. 1998; Herrero et al. 1998; Moroni et al. 
1998), whereas group II and III mGluRs were involved in the decrease of glutamate release 
(Vazquez et al. 1995; Di Iorio et al. 1996; Herrero et al. 1996). 
To further illustrate the diversity of mechanisms where mGluR are involved, it was 
shown that group I mGluRs are necessary for LTP in an NMDA dependent manner both in 
the hippocampus (Fitzjohn et al. 1996) and in the cingulate cortex (Hedberg and Stanton 
1996). However, still in the hippocampus, group I mGluR can also be involved in a form of 
LTD called depotentiation (Zho et al. 2002). 
Additionally, an elegant electrophysiological study involving various group-specific 
mGluR antagonists in the medial vestibular nuclei demonstrated the differential role the three 
receptor groups play (Grassi et al. 2002). The authors showed that group II and III mGluRs 
activation resulted in the prevention of LTP by reducing glutamate release. They also 
highlighted a differential role of the two receptors of the group I mGluRs. Indeed, mGluR1 
was shown to be required for LTP whereas mGluR5 (the other receptor in the group I) was 
shown to prevent LTP (Grassi et al. 2002). Even though this study was not performed in the 
cerebral cortex it shows the complex and differential roles mGluRs play in synaptic plasticity. 
To further illustrate the contrasting actions of mGluRs in the brain, it is worth 
mentioning that mGluR5 knock-out mice show memory impairments in the Morris water 
maze and in fear-conditioning tests (Lu et al. 1997). The study by Lu et al. further shows that 
the CA1 region of the hippocampus displayed LTP reduction while the CA3 region was 
intact. This difference in brain region specificity of mGluRs has also been shown in the 
hippocampus in vitro. Indeed, LTP induction in the mossy fibre contrasts with CA1 LTP by 
its independence upon NMDA receptor activation (Zalutsky and Nicoll 1990). 
These complex and diversified actions of mGluRs will require further detailed and more 
targeted investigations in order to identify their differential roles in the various cells domains 
and brain regions in which they are located. The study presented in this chapter shows 
different aspects of synaptic and circuit plasticity that can be induced by mGluR activation. 
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The variety of mGluR roles as well as the diversity in spike timing dependent plasticity show 
the large variability in synaptic plasticity. All these studies where however focused on the 
changes in existing synapses properties. Synapses are formed and pruned during development 
following neuronal formation and migration in the various cortical layers. However, learning 
and memory occurs throughout the entire life. Do the cellular mechanisms for this life-long 
capability only include changes of existing synapses? Recent experiments showed that spines 
of superficial layers PCs are very active and can grow, stabilize or retract during the animal 
activity (Trachtenberg et al. 2002; Holtmaat et al. 2005; Holtmaat et al. 2006). These 
observations are however only morphological and lack the functional evidence for newly 
formed synaptic connections (although it is quite likely that the spines’ movement follows 
some functional signal). 
There is an all-to-all morphological connectivity among TTCs such that multiple axo-
dendritic appositions exist between any given pair of TTCs whose somata are within the same 
cortical column (Kalisman et al. 2005). The functional connectivity for the same neuronal 
population is however only around 10-15%. The difference between functional connections 
and morphological close appositions lies in the presence or not of axonal boutons. There is 
then a possibility for the synaptic connections to be “turned on” and “turned off” provided a 
bouton is formed or reabsorbed and post-synaptic receptors are inserted or retracted. This 
possibility implies a potential complete rewiring of the microcircuit at limited morphological 
and energetic costs. 
To test this hypothesis, up to 7-neurons clusters of TTCs were patched and the 
connectivity of this local microcircuit recorded both in terms of connection proportion and 
existing connections dynamics. The patch pipettes were then retracted within 20 min after 
obtaining whole-cell configuration in the first neuron, in order to minimise the washout of the 
internal milieu. The slice was then left in the recording chamber for 12 hours and the exact 
same neurons were re-patched for a second recording. 
The changes observed in the connectivity of TTCs clusters within 12 hours, both under 
control conditions and following the application of various pharmacological agents are 
described in this chapter.  
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3.2 Materials and Methods 
 
 
Electrophysiological recordings. Young (12-14 postnatal day) Wistar rats were rapidly 
decapitated and their brains removed and sliced in an artificial cerebro-spinal fluid (ACSF) 
containing (in mM): 125 NaCl, 2.5 KCl, 25 D-glucose, 25 NaHCO3, 1.25 NaH2PO4, 2 CaCl2 
and 1 MgCl2. The sagittal somatosensory cortex brain slices were then perfused with 35°C 
ACSF for the whole experiment. Somatic multiple whole-cell recordings were made and 
signals were amplified using Axoclamp-200B amplifiers (Axon Instruments, USA) and 
digitized via an ITC-18 interface (Instrutech, Great Neck, NY, USA) to an Apple computer 
running Igor Pro (Wavemetrics). Voltages were recorded with pipettes filled with an intra-
cellular solution (ICS) containing (in mM): 100 potassium gluconate, 10 KCl, 4 ATP-Mg, 10 
phosphocreatine, 0.3 GTP, 10 Hepes and 5mg ml-1 of biocytin (pH 7.3, 310 mosmol l-1, 
adjusted with sucrose). The pipettes were pulled with a Flamming/Brown micropipette puller 
P-97 (Stutter Instruments CO, USA). All animal experiments were done under the 
authorization number 1550 of the “Service Vétérinaire de l’Etat de Vaud”. 
Clusters of 6-7 layer 5 thick tufted pyramidal cells (TTCs) were patched a first time 
(“before”) and their connectivity recorded using successively, for each cell, a train of 30Hz 
action potentials followed by a recovery test spike 500ms later. The stimulation was repeated 
30 times and the averaged trace used for analysis. Recordings were obtained ~2hours after 
slicing in an attempt to avoid the initial increase in synapses reported due to slicing (Kirov et 
al. 1999). Within 20 min the pipettes were withdrawn and the slice was left in the recording 
chamber with various conditions. For the spontaneous condition we continued perfusing only 
ACSF. Evoked 1 was ACSF in the presence of 50 mM sodium glutamate 2 secons puffs 100 
µm above the cell cluster every minute (Figure 1C,D of the paper in section 3.5). Evoked 2 
was ACSF perfused with 100µM sodium glutamate (Sigma-Aldrich, St-Louis, MO, USA) 
(Figure 1E of the paper). The various antagonists conditions correspond to the slice perfused 
with ACSF containing the antagonists concentrations described below and glutamate puffing 
on the cluster. 
The monitor display from the Zeiss Axioscope and Hamamatsu CCD camera were used 
to capture IR-DIC images, define landmarks and find the same cell cluster 12–14 hours later 
(Figure 1A of the paper). The microscope focus on the cells was also maintained through the 
experiment. The cells were then re-patched and the same stimulation protocol executed to 
monitor the connectivity in the new state (“after”). After recording, the slices were fixed and 
ABC stained and since biocytin was used in the first and second patchings, we could double 
check that the same cluster was patched for each experiment (Figure 1B of the paper). In one 
case, when the IR-DIC localization of the cluster was not convincing, 2 clusters were clearly 
seen corresponding to the “before” and “after” patching sessions. This shows that the biocytin 
is preserved in the cell even after more than 12 hours in the recording chamber. 
The electrophysiological responses were analysed off-line (Igor) and the Markram-
Tsodyks model was used on the averaged traces to determine synaptic properties. The model 
yields the absolute synaptic efficacy (A) that is the total amount of resources the unperturbed 
presynaptic neuron has over all its synapses (expressed in mV measurable in the post-synaptic 
neuron). It then also yields the utilization of synaptic efficacy (ranged between 0 and 1) which 
is the fraction of the resources used by one action potential. The first EPSP size is the product 
of A with the utilization of synaptic efficacy. As A is the total amount of resources and the 
depression in TTCs is mostly presynaptically mediated (Thomson et al. 1993a; Tsodyks et al. 
1998), A is equivalent to the number of release sites multiplied by the quantum size. The 
EPSP size is then A multiplied by the probability of release (Pr). Consequently, the utilization 
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of synaptic efficacy is equivalent to the probability of release which is then derived directly 
from the fitting of the model on the averaged traces. 
The condition of 12 hours old slices was excellent (Figure 1A of the paper) with high 
visibility, no change in patchability (reflection of slice health), normal break-in resting 
potentials and normal discharge behaviour and no change in input resistances. 
 
Histological procedure. Following the recording, the 300 µm slices were fixed for at least 24 
hours in a cold 0.1 M phosphate buffer (100 mM, pH 7.4) containing 2% paraformaldehyde 
and 1% glutaraldehyde and 0.3% picric acid. Thereafter, the slices were rinsed and then 
transferred into a phosphate-buffered 3% H2O2 to block endogenous peroxidases. After 
rinsing in the phosphate buffer, slices were incubated overnight at 4°C in an avidin-
biotinylated horseradish peroxidase (ABC-Elite, Vector Labs, Burlingame, CA; 5% A, 5% B 
and 0.25% Triton X-100). Subsequently, sections were rinsed again in the phosphate buffer 
and developed with diaminobenzidine (Vector Labs) under visual control using a 
stereomicroscope (Leica, Wetzlar, Germany) until all processes of the cells were clearly 
visible. Finally, the reaction was stopped by transferring the sections into the phosphate 
buffer. After rinsing in the phosphate buffer, slices were mounted in an aqueous mounting 
medium. 
 
Pharmacology. The following pharmacological agents were used: tetrodotoxin (TTX; 
Alomone Labs, Jerusalem, Israel) 0.5 µM (a sodium channel blocker), 6-cyano-7-
nitroquinoxaline-2,3-dione (CNQX; Sigma-Aldrich, St-Louis, MO, USA) 20 µM (an AMPA 
receptors antagonist), D-2-amino-5-phosphonopentanoic acid (D-AP5; Tocris, Ellisville, MO, 
USA) 20 µM (a NMDA receptors antagonist), 2-methyl-6-(phenylethynyl)pyridine (MPEP; 
Tocris, Ellisville, MO, USA) 4µM (a metabotropic glutamate receptor 5 (mGluR5) 
antagonist), DL-2-amino-3-phosphopropinionic acid (DL-AP3; Tocris, Ellisville, MO, USA) 
100µM (a group I metabotropic glutamate receptor antagonist), (2S)-α-Ethylglutamic acid 
(EGLU; Tocris, Ellisville, MO, USA) 100µM (a group II metabotropic glutamate receptor 
antagonist) and (RS)-α-Cyclopropyl-4-phosphonophenylglycine (CPPG; Tocris, Ellisville, 
MO, USA), 20µM (a group III metabotropic glutamate receptor antagonist). 
For complementary experiments not presented in the paper, Dihydroxyphenilglycine 
(DHPG; Tocris, Ellisville, MO, USA) was used in order to mimic the protocols with 
glutamate puffing. The required concentration was calculated by multiplying the 50mM of 
glutamate puffing by the ratio between the glutamate and the DHPG IC50s (IC50=0.7µM and 
3.9µM for L-glutamate and DHPG respectively see Pin and Acher 2002). 100 mM of DHPG 
was puffed for 2 seconds every minute just above the slice without additional stimulation to 
the cluster. The maximum concentration was used and was still below the corresponding 
concentration that was calculated from the IC50 ratio. It is to compensate the difference with 
glutamate that DHPG was puffed for 2 seconds every minute just at the surface of the slice 
(compared with the glutamate puffed 100µm above the slice for the same timing). A specific 
mGluR5 agonist would have been preferable, but could not be used because the 
concentrations required to mimic the glutamate effect were too high for the available products 
solubility. In addition to DHPG, KCl (1mM) was puffed with the same timing at a position 
close to the DHPG containing pipette in order to generate action potential firing in the cells. 
O-Phospho-L-serine (L-SOP; Tocris, Ellisville, MO, USA) 50µM, a group III mGluR 
agonist was perfused for some experiments. SP600125 (5µM; Tocris, Ellisville, MO, USA), a 
specific inhibitor of the C-Jun N-terminal kinase (JNK) and BAPTA (500µM; Sigma-Aldrich, 
St-Louis, MO, USA) a calcium chelator, were used inside the pipettes. In these last 
experiments, 4 out of the 7 pipettes were filled with the specific blocker mixed in ICS and the 
others with regular ICS. The stimulation protocol used on top of the intra-cellular 
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pharmacology application was Evoked 2. 
 
Statistical tests. Student T-tests were used on the Gaussian-like distributions such as the 
distribution of the probability of release, the paired pulse ratio distributions, the changes in A 
and the natural logarithm of A “before” vs A “after”. The comparison of A “before” and A 
“after” was made with a Kolmogorov-Smirnov test (KS test). The proportion of emergences, 
disappearances and the proportion of reciprocal emergences were tested using the Chi square 
test. As the connections hit rates, the proportions of emergences and disappearances were 
estimated as being the proportion of connections observed in the respective conditions (as 
opposed to the number of connections not observed, i.e. not present, not emerged or not 
disappeared) the standard errors of the mean were calculated on the base of a binomial 
distribution: 
! 
SEM =
p(1" p)
n
 
 
Indices and formulations. The Emergence index was calculated as: 
 
! 
Ei =
#connections that emerged
# remaining possible connections
 
where 
! 
# remaining possible connections = (# possible connections) " (#connections at first recording)
 
The Disappearance index was calculated as:  
! 
Di =
#connections that disappeared
#connections at first recording
 
 
The connection hit rate is the number of connections divided by the number of neuron 
pairs considered. 
The conditional reciprocal connections hit rate is the number of neuron pairs 
reciprocally connected divided by the total number of connected pairs. 
 
 
Valproic acid (VPA) treated animals. Wistar rats (Charles River Laboratories, L’Arbresle, 
France) were mated and pregnancy determined by the presence of a vaginal plug on 
embryonic day 1. Sodium salt of valproic acid (NaVPA, Sigma) was dissolved in 0.9% saline 
to get a concentration of 150 mg/ml, pH 7.3. Treated rats were injected 500mg/kg of NaVPA 
intraperitonally on gestational day 12.5, control rats were untreated. Delivery of this dose to 
rats during embryogenesis has been shown to result in maximum levels of total valproic acid 
in maternal plasma in less than 1 hour, with a mean plasma elimination half life of 2.3 hours. 
Dams were housed individually and were allowed to raise their own litters. The offsprings 
were used for experiments on postnatal day 12 to 14. Experiments with treated rats were don 
with the Evoked 2 protocol. 
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3.3 Results 
 
 
The major results of this section are in the paper in section 3.5. A summary of the most 
important results is presented below. 
 
Rewiring in the neonatal neocortex. New connections were formed, existing connections 
disappeared or were being modified in strength between the “before” and the “after” 
recordings for all the experimental conditions used. In the spontaneous condition, 4±1% of 
unconnected pairs “before” were connected “after” and 13±7% of connected pairs 
disconnected in the same period of time.  The Evoked 1 and Evoked 2 significantly increased 
the rate of emergence of connections (Ei=16±3% and 14±3% respectively, p<0.01 for both) 
and tended to decrease the rate of disappearance but without significance (Di=6±4% and 
7±5% respectively). The overall connection rate in the cluster of neurons was doubled after 
the 12-hours glutamate stimulation (14% of connected pairs at the first recording vs. 29% 
after the stimulation). The connections that appeared between the “before” and “after” 
recordings were weaker (1.5±0.1mV vs 2.4±0.1mV, p<0.001) and with a smaller probability 
of release (0.36±0.01 vs 0.45±0.01, p<0.001) compared to the connections recorded “before”. 
The connections that disappeared were also weaker (1.1±0.3mV vs 2.4±0.1mV, p<0.001) but 
with a normal probability of release (0.43±0.03 vs 0.45±0.01). 
As glutamate triggers the apparition of new connections, various glutamate receptors 
antagonists were perfused into the bath while the cluster was stimulated with glutamate 
puffing. Additionally, as glutamate puffing generated AP discharge in the cells, the sodium 
channel blocker tetrodotoxin (TTX) was also perfused in a series of experiments. These 
experiments showed that both mGluR5 and AP discharge are required for the new 
connections to be formed as the proportion of unconnected pairs in the first recording that 
were connected after 12 hours was significantly reduced towards spontaneous levels of 
appearance with the perfusion of TTX or 2-methyl-6(phenylethynyl)pyrine (MPEP, an 
mGluR5 selective antagonist) (Ei=6±2% and 7±2% respectively). 
The dynamics of the existing connections was unchanged after 12 hours in the recording 
chamber even with glutamate stimulation. However, the absolute synaptic efficacy 
spontaneously increased. This increase was further enhanced with glutamate stimulation. The 
various pharmacological products perfused while the cluster was stimulated with glutamate 
puffing showed that again AP firing and mGluR5 are required for the enhancement of 
synaptic efficacy. Additionally AMPA and NMDA receptors are also contributing to this 
increase in connection strength. The experiments with antagonists of group I mGluRs also 
showed a requirement of this group for plasticity of existing connections. The inhibition of 
group III mGluRs showed a tendency for these receptors to diminish the synaptic strength 
although this was not significant. We will see below that complementary experiments with 
group III mGluRs confirm this tendency. 
 
 
Some complementary results that were not published are given in the following paragraphs. 
 
Time course for microcircuit rewiring. The Evoked 1 protocol was used for 4-hours 
glutamate stimulations. Within this period of time, 6±2% (mean±SEM, n=140 unconnected 
pairs “before”) of unconnected pairs were connected “after”. These new connections had the 
same dynamics as the connections that appeared after 12 hours (A=1.3±0.3 mV and 
U=0.37±0.06, n=8, vs. A=1.5±0.1 mV and U=0.35±0.01 respectively, mean±SEM). No 
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significant difference in dynamics was observed between the connections that appeared in 4 
hours and those that were present at first recording, probably because of the small number of 
emerged connections in the 4 hours protocol. Only one connection among the 28 present at 
first recording disappeared at the second recording (after 4 hours). This does not allow any 
statistical treatment nor a temporal investigation. However, the emergence proportions have 
been analyzed together with the 12 hours results and are displayed in Figure 7. A first 
approximation linear fitting gave a rate of 1.3±0.2% new connections per hour (assuming that 
no connections are emerging within the first minutes of stimulation). 
 
 
 
 
Figure 7 Time course of the emergence of new connections. Glutamate stimulation by puffing 50 mM NaGlut 
for 2s every minute. Pipette positioned 100µm above the cluster of interest. Mean±SEM. 
 
 
In four hours of stimulation the increase in absolute synaptic efficacy was: ΔA = 
1.0±0.2 mV (mean±SEM, n=54 connected pairs in both recordings). The linear extrapolation 
for the two points at 8 and 12 hours intersects the ΔA axis at 0.7 mV (Figure 8). As a 
consequence, assuming a linear increase in A would mean that the very first stimulations 
would result in an increase in A of 30% (0.7 mV over 2.4 mV).  
 
 
 
 
Figure 8 Time course of the variation of the absolute synaptic efficacy. Glutamate stimulation by puffing 50 
mM NaGlut for 2s every minute. Pipette positioned 100µm above the cluster of interest. Mean±SEM. 
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Complementary experiments with extra-cellular pharmacology. The spontaneous 
appearance of connections (without any glutamate stimulation) was not significantly affected 
by TTX (6±3%, n=50 vs. 4±1%, n=182, mean±SEM for ACSF perfusion with and without 
0.5 µM TTX respectively, Figure 9A). Similarly, the change in the absolute synaptic efficacy 
of already existing connections did not seem to be modified either (1.2±0.5 mV, n=14, vs. 
1.0±0.2 mV, n=41 with and without TTX respectively, Figure 9B).  
As MPEP, an mGluR5 antagonist, significantly reduces the creation of new 
connections, an agonist of group I mGluRs has been perfused in the bath to try to induce the 
creation of new connections. DHPG puffing did not trigger new connection formation nor 
increased the efficacy of existing synapses (Ei =5±2%, n=103 vs 4±1% and A=0.9±0.3 mV, 
n=25 vs 1.0±0.2 mV for DHPG and spontaneous respectively, Figure 9). Additionally, some 
experiments were performed with an increase in activity triggered by KCl puffing. This gave 
rise to only one new connection over the 5 clusters probed. This rate is below the spontaneous 
appearance and might be the result of some other effects induced by KCl. 
The perfusion of DHPG together with the puffing of KCl induced significantly more 
emergences than the spontaneous condition (11±3%, n= 129, vs 4±1% for DHPG+KCl and 
spontaneous respectively, p<0.05, χ2 test, Figure 9A). The emergence index with this 
condition did not reach the values obtained with glutamate stimulation (Figure 9A), but, as 
mentionned above, KCl puffing might interfere with the mechanism inducing the creation of 
new connections. The increase in synaptic efficacy was not significantly affected by the 
combined actions of DHPG and KCl (ΔA=0.6±0.1 mV, n=39 vs ΔA=1.0±0.2 mV for 
DHPG+KCl and spontaneous respectively, Figure 9B). 
When perfused in ACSF without any glutamate stimulation, L-SOP did not modify the 
rate of emergence of new connections (Ei=3±2%, n=96 vs 4±1% for L-SOP and spontaneous 
respectively, Figure 9A). The glutamate stimulation induced emergence of new connections 
was not affected either by the increased stimulation of group III mGluRs (Ei=18±3%, n=159 
vs 16±3%, n=135 for glutamate puffing with and without L-SOP perfusion respectively 
Figure 9A). 
The group III mGluRs activation resulted in a reduction in synaptic efficacy during the 
12-hours plasticity both with and without glutamate stimulation. In the case of perfusion of L-
SOP only, the overall synaptic efficacy was even decreased from the first recording to the 
recording 12 hours later (ΔA=–0.3±0.2 mV, n=22, vs 1.0±0.2 mV for L-SOP and spontaneous 
respectively, p<0.001, Student T-Test, Figure 9B). This shows that group III mGluRs 
activation results in long term synaptic depression. Even when glutamate was puffed on the 
cluster, condition that has been shown to significantly increase the augmentation of synaptic 
efficacy, the group III mGluRs agonist significantly reduces this potentiation (ΔA=0.9±0.2 
mV, n= 59, vs 1.5±0.2 mV, n=63 for glutamate puffing with and without L-SOP perfusion 
respectively, p<0.05, Student T-Test, see Figure 9B). 
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Figure 9 Agonists actions on the proportion of new connections and the change in synaptic efficacy. A – 
Emergence index (Ei) variation induced by various agonists applications. The group I mGluR action conjugated 
to cluster activation by KCl induced a significant increase in the emergence of new connections. *p<0.05, χ2 test. 
B – Variation in the absolute synaptic efficacy induced by agonist stimulation. The group III agonist L-SOP 
significantly reduced the increase in synaptic efficacy both with and without glutamate stimulation. ***p<0.001, 
*p<0.05, Student T-Test. 
 
 
Preliminary results with intra-cellular pharmacology. The cells were separated into four 
groups. The potentially new pre-synaptic cells blocked or unblocked by pharmacology and 
the potentially new post-synaptic cells blocked or unblocked. An emergence index was 
calculated for each group. For both conditions, the unblocked cells had a similar Ei for pre- 
and post-synaptic cells (Ei= 14±3%, mean±SEM, for the four groups n=130 for the post-
synaptic side, n=131 for the pre-synaptic side, Figure 10).  
No significant difference in the emergence indices was found in this set of experiments. 
However, a tendency for a reduction of new connections on post-synaptic cells after JNK 
inhibition by SP600125 was observed (Ei=8±3%, n=65, Figure 10A) as well as a tendency for 
a reduction of new connections in the pre-synaptic cell after partial Ca2+ chelation with 
BAPTA (Ei=12±3%, n=104, Figure 10B). 
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Figure 10 Interfering with the intra-cellular pathway. A – Emergence index for cells that were patched 
without (Control) and with (Blocked) 5 µM of SP600125 in the recording pipette. The potential new pre-
synaptic and post-synaptic cells were analyzed separately. B – Same as in A but with or without 500µM of 
BAPTA in the recording pipette. 
 
 
Microcircuit plasticity in the valproic acid rat model of autism. In typical 7 patch 
recordings, neurons are separated by 20 to 200µm. A binning of the connectivity was then 
performed to separate the cells closer than 50 µm from those 50-100µm apart. A tendency for 
hyper-connectivity for nearby cells was observed (11±4% vs. 18±3%, n=76 and 156 for 
control and treated rats respectively, Figure 11A). This tendency for hyper-connectivity was 
not observed for distances between 50µm and 100µm (16±4% vs. 14±3%, n=94 and 112 for 
control and treated rats respectively, Figure 11A) in accordance with previous results (Rinaldi 
et al. 2007b). 
Hyper-plasticity was observed in 12 hours long term potentiation (ΔA=1.1±0.2 mV vs. 
1.9±0.2 mV, n=47 and 53, p<0.01 for control and treated rats respectively, Figure 11B). Our 
results show that VPA treatment not only induces changes in the connectivity of the 
neocortical microcircuit, but also affects the mechanisms governing microcircuit plasticity. 
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Figure 11 Hyper-connectivity and hyper-plasticity in VPA treated rats. A – Proportion of connections 
between layer V TTCs whose somata are separated by less than 50µm (left) and between 50 and 100µm (right). 
B – Variation in absolute synaptic efficacy for control and VPA treated rats under a stimulation of 12 hours 
perfusion of 100µM glutamate. **p<0.01 
 
Preliminary results on the emergence and removal of connections in VPA treated 
animals are presented here. The emergence index tends to be reduced for nearby TTCs in 
treated rats (Ei=15±4% vs. 9±3%, n=68 and 110 for control and treated rats respectively, 
Figure 12). However, for TTCs whose somata were separated by 50-100µm, the emergence 
index was similar (Ei=10±3% vs. 9±3%, n=80 and 82 for control and treated respectively, 
Figure 12). 
The emerged connections characteristics in the treated animals were similar to the one 
observed in control animals. Both U and A were smaller in the new connections compared to 
the normally observed connections “before” (Abefore=2.4±0.1 mV, Acontrol=1.4±0.2 mV and 
Atreated=1.7±0.2 mV; Ubefore=0.45±0.01, Ucontrol=0.33±0.03 and Utreated=0.35±0.03). 
No disappearance has been observed in any of the 7 clusters probed in treated rats 
among the 34 connections recorded “before”. This is to be compared with the 3 connections 
that disappeared among the 42 connections recorded “before” in control rats. 
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Figure 12 Emergence of connections in VPA treated rats. Emergence indices for pairs of TTCs whose somata 
are located within 50µm (left) and between 50 and 100µm (right) in both control and VPA treated rats. 
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3.4 Discussion 
 
 
Direct connections between TTCs. The connection modifications observed in the 
microcircuit rewiring has been investigated at synaptic connections between TTCs. These 
synapses are excitatory and depressing with negligible facilitation. The connection probability 
between two TTCs whose somata are separated by ~100µm is ~15% (589 connections for 
3907 pairs tested for this study). The fitting of the Tsodyks-Markram model gives an average 
absolute synaptic efficacy of 2.4±2.2 mV (mean±SD), a utilization of synaptic efficacy of 
0.46±0.13, a recovery time constant from depression of 500±40 ms and a facilitation time 
constant of 60±180 ms. The median for this latter is 10 ms indicating that although there is a 
high mean, the vast majority of facilitation time constants is small. Over the 513 connections 
analysed, there was no correlation between the various parameters (coefficients between -0.03 
and -0.3). 
TTCs have also been recorded for the study presented in chapter 2. The connection rate 
for these experiments is 11%, on average A=3.8±0.4mV, U=0.51±0.02 and τD=620±30ms. 
The differences between these values and the values obtained for the microcircuit rewiring 
experiments originate from the method used to collect the data. In the experiments of chapter 
2, the cells were patched and tested for connections with a few trials. If the connection was 
not visible on these trials the cluster was abandoned and another one investigated. This 
technique has been applied both for CCPs and TTCs investigations within this study. In the 
case of the experiments investigating the microcircuit rewiring, which data are summarised 
above, the cell clusters were systematically recorded. This allowed the analysis of smaller 
connections and explains the difference in absolute synaptic efficacy. The other parameters 
differences might be due to a sample size effect. Indeed, more than 500 connections were 
analysed for the microcircuit plasticity study whereas only 25 connections have been analysed 
for the CCPs study. It is worth noticing, however, that in the CCPs study the sample size was 
similar for the two populations compared. These differences highlight the importance of 
performing the control experiments in the same frame of a given new protocol to avoid 
artificial differences. 
 
Rewiring in the neonatal neocortex. New functional synaptic connections are formed in 
neocortical acute brain slices within 12 hours. This apparition of new connections is not due 
to the recovery from slicing (Kirov et al. 1999) as the first recording was done 2 hours after 
the dissection. Glutamate stimulation led to a nearly 4-fold increase in the formation of new 
connections compared to the rate of emergence in a quiescent slice. On another hand, about 
10% of connected pairs disconnected in the 12 hours period. Some variation in this 
disconnection rate has been observed under the different conditions but the small number of 
pre-existing connections did not allow the determination of any significant difference. This 
suggests that overall stimulation of the cluster generates a burst of new connections without a 
counter-balancing removal of existing connections. 
The new connections formed within the 12 hours period were weaker, with synaptic 
efficacy (A) and the utilization factor (U) significantly smaller than in existing connections at 
the first recording. The depression time constant was unchanged. In contrast, connections that 
disappeared had a normal U parameter but a smaller A. These targeted disappearances further 
indicate that the neuron pairs disconnected because of a functional phenomenon and not an 
experimental procedure. 
These observations suggest that a new experience enhancing the activity of a 
microcircuit gives rise to a rapid formation of new connections. These immature connections 
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are given a test period to become mature via the redistribution of synaptic efficacy (exposed 
in section 3.1) and then the mature but weak (and presumably not required) connections are 
removed in a second phase (not investigated in these experiments). 
The number of boutons per connection is likely to be smaller for the emerged 
connection as they are weaker. Kalisman et al. (Kalisman et al. 2005) reported a linear 
regression of 0.41±0.12 mV/bouton. Connections recorded “before” have an average first 
EPSP amplitude of 1.08±0.07mV (amp of the first EPSP = A•U and A=2.4±0.1mV and 
U=0.45±0.01) yielding an average number of boutons per connection (calculated from the 
linear regression and the average) of 2.6±0.9 boutons/connection. The emerged connections 
have an average first EPSP amplitude of 0.34±0.03mV (A=1.5±0.1mV and U=0.36±0.01) 
resulting in the estimation of 0.8±0.3 boutons/connection. This suggests that new connections 
are visible with the activation of only one synapse. As reported in (Kalisman et al. 2005) the 
unconnected pairs have twice less boutons per connection than the connected pairs but the 
numbers of proximal axo-dendritic appositions are similar. As a consequence, the emerged 
connections can be the result of the activation of synapse where a bouton is already present. 
In order to determine the differences between the boutons present at unconnected pairs and 
the functional ones and consequently to determine the sequence of activation of a synapse, a 
more detailed investigation of the bouton content at the various stages of synapse maturation 
should be undertaken. 
 
Time course for microcircuit rewiring. 4-hours of glutamate stimulation is sufficient to 
trigger the emergence of new connections in a neocortical microcircuit. It might be possible to 
observe new connections emerging in shorter periods of time although this might be 
experimentally difficult as the first estimate of the rate of emergence is 1.3% per hour. This 
linear extrapolation has been done with the two measured data points and the assumption that 
the regression should pass through the origin. This is likely to be the case as the emergence of 
new connections require metabotropic receptor activation as well as some mechanism such as 
bouton formation that require time. Therefore the first minutes of stimulation most likely 
result in an emergence index of 0%. 
The linear extrapolation in the increase in synaptic efficacy does not pass through the 
origin and cuts the y-axis at about 0.7mV. This suggests that either the increase in synaptic 
efficacy is significant from the first stimulations (and then the linear extrapolation is 
appropriate) or that the time course for the variation in A is not linear and its rate tends to 
decrease with time. It is hard to compare directly the estimation of a rapid increase in synaptic 
efficacy of 0.7mV with previous LTP experiments as the synapse strength increase varies 
with the protocol. Moreover, some protocols result in an increase in the release probability 
and not in the absolute synaptic efficacy (Markram and Tsodyks 1996a). It would be 
necessary to measure the increase in A at another time point to conclude on the dynamics of 
the increase in A with the protocols used in this study. If alternatively the interpretation of a 
non-linearity in this evolution is true, the tendency would then be a decrease in the 
augmentation rate of A. This could be explained by the limited size of a synapse and the 
limited number of synapses per connection. The connections strengths could not grow 
indefinitely and it seems that the connections amplitudes recorded in these experiments might 
be close to the maximum that can be reached. The same argument could be raised for Ei but 
the small proportion of connected pairs (15%) allows a large increase in the number of 
connections before being limited by morphological constraints. Moreover, the emergence of 
new connections could be later counter-balanced by the removal of existing connections. This 
is only an assumption, as the number of disconnected cells observed (1/28 and 6/57 for 4 
hours and 12 hours of glutamate puffing respectively) is too small to have any statistical 
significance. The reason for this small amount can be twofold: On the one hand the sustained 
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stimulation is artificial and can correspond to a particular transient physiological regime 
where connections are being massively created without down-regulation. On the other hand, 
the same stimulation could generate disconnection of neuron pairs but may require a longer 
stimulation period. 
These results regarding the temporal aspects of microcircuit plasticity provide some 
insight into the dynamics of this phenomenon, which could be related to behavioural 
phenomena. However, experiments with stimulations lasting less than 12 hours would be 
required for a finer resolution of the connections’ emergence dynamics. The complete 
dynamics of microcircuit reorganization would require experiments with stimulation lasting 
for more than 12 hours in order to see how the circuit would regulate this increase in 
connectivity and connections strength. 
 
Complementary experiments with extra-cellular pharmacology. The perfusion of TTX 
without any glutamate stimulation did not result in any change of the emergence index nor of 
the variation in synaptic efficacy. The spontaneous changes might then be of a different origin 
than most of the changes evoked by glutamate (as TTX reduces the proportion of new 
connections when the cluster is stimulated with glutamate). As seen above, there is a number 
of functionally unconnected pairs with a bouton at the axo-dendritic appositions. The number 
of boutons is however significantly smaller than for connected pairs but there might be some 
mechanisms of bouton activation that are already at a later stage than the point where action 
potential activation is required. This spontaneous bouton activation might then be the final 
phase of the process suggested here that was started when the animal was still living. Here 
again a more detailed investigation of bouton maturation would highlight the various stages 
suggested by our results. 
Activation of group I metabotropic receptors alone is not sufficient to significantly 
increase the emergence index from the spontaneous emergences. This is somehow expected 
as it was shown that the inhibition of mGluR5 and the blocking of spiking activity both results 
in a significant decrease in the emergence index. Similarly, the activation of the cell cluster by 
KCl does not increase the emergence index. In this case, it could have been expected to have 
some more important effect as glutamate is released from the activated cells and could 
activate mGluR5s. The emergence index even seems to be decreased by KCl. This might be 
due to a side effect that counteract the emergence of connections. Despite this effect, 
activation of group I mGluRs and triggering of cell activity simultaneously by the 
synchronized puffing of DHPG and KCl significantly increased the emergence index although 
it did not reach the values obtained with glutamate stimulation. This can be due to the 
negative effect from KCl but also from the expected weaker effect of DHPG compared to 
glutamate as the concentration of DHPG was not corresponding to the one that should have 
been used to mimic glutamate (see Materials and Methods). 
The increase in synaptic efficacy due glutamate stimulation was not observed with the 
simultaneous stimulation by KCl and DHPG. This may be due to the lack of activation of 
AMPA and NMDA receptors that have been shown to affect the synaptic efficacy increase. It 
could be argued that the AP discharges of the cells following the KCl induced excitation 
should generate enough glutamate release for these receptors to be activated. It is likely 
however that glutamate application activates more receptors than would the AP discharges 
alone. For instance, silent synapses, that have only NMDA receptors in their post-synaptic 
density, might be more activated by artificial glutamate application than by AP dependent 
glutamate release. 
The perfusion of L-SOP did not result in an increase in emergence index. This result is 
in agreement with the absence of emergence index variation after group III mGluRs 
inactivation by CPPG. The figure 4 of the paper presented in section 3.5 shows a tendency of 
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the group III mGluRs to act against the synaptic efficacy increase. The larger increase in A 
observed after the perfusion of CPPG while the cluster was stimulated by glutamate puffs was 
however not significant (compared to the increase in A with glutamate puffs only). This effect 
of decreased synaptic transmission due to group III mGluRs was already reported by other 
studies (see section 3.1). In the line of these results L-SOP perfusion significantly decreased 
the synaptic efficacy both with and without glutamate stimulation. The strength of these 
receptors is remarkable as they are already activated by glutamate and the additional 
activation due to their specific agonist is sufficient to alter the plasticity and bring it down to 
spontaneous variation. 
In conclusion, the spontaneous emergence of connections might depend on a different 
mechanism than the glutamate evoked emergences. Both AP discharge and mGluR5 
activation are required for the emergence of connections but might not be sufficient to mimic 
the glutamate action. Additionally, activation of group III mGluRs result in synaptic 
depression but does not influence the emergence of connections. 
 
Preliminary results with intra-cellular pharmacology. Some preliminary test experiments 
have also been performed to probe the intracellular factors involved in the emergence of new 
connections in 12 hours. 
The mGluR5 activation triggers on the one side the PLC cascade that finally results in 
the release of Ca2+ from the internal stores and on the other side the c-Jun pathway that leads 
to gene expression (see Nakanishi 1994; Conn and Pin 1997). SP600125 is a specific inhibitor 
of the c-Jun N-terminal kinase (JNK). When mGluR5 is activated, a rapid phosphorylation of 
JNK occurs that activates c-Jun (Yang et al. 2006). 
In order to test for the implication of one or the other pathway in microcircuit plasticity, 
some of the cells in the cluster were filled either with SP600125 or BAPTA. None of the 
protocols resulted in a significant difference in emergence index. It tend however to be 
reduced by SP600125 on the post-synaptic side and by BAPTA on the pre-synaptic side. 
Although the cells were patched with a regular intra-cellular solution for the second 
recording, and the time in the cells during the first recording was not sufficient to block 
synaptic transmission, it is not inconceivable that BAPTA directly affected synaptic 
transmission and not the creation of new connections. It may also be that the concentration of 
BAPTA used has no effect at all and therefore the observed tendency is only a variation from 
chance. Even in the case of a clear influence of BAPTA, additional experiments would be 
required to allow any conclusion to be drawn as fast calcium buffering might affect synaptic 
and cellular function, especially over these experiments’ long period of time. The localisation 
of mGluR5 on the cell membrane has been reported to be both on dendrites and on axon 
terminals (Romano et al. 1995) which is then not in contradiction with the preliminary results 
presented here. 
The localization of the mGluR5s responsible for emergence of new connections as well 
as the mechanism underlying bouton and synapse activation require further investigation. 
Additional experiments with BAPTA in the patch pipette should maybe require additional 
protocols to ensure that Ca2+ chelating is not masking existing connections and to identify 
more precisely the Ca2+ dependent mechanisms that would underlie emergence of 
connections. 
 
Microcircuit plasticity in the valproic acid rat model of autism. Autism is a wide-
spectrum disorder striking as much as 1 person in 137 (see Fombonne 2006). Symptoms of 
autism are very diverse and classification into sub-classes is still controversial. To date, 5 
subtypes of autism have been defined (see AmericanPsychiatricAssociation 1994). For a 
person to be classified as autistic, a number of impairments must be observed in social 
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interaction, communication and some characteristic behavioural patterns. 
The observation that autism affects mainly high-level functions (social interaction 
impairments, hypersensitivity) suggests that neocortical abnormalities underlie some of the 
symptoms observed in autism. As the cortical column is the building unit of the neocortex, 
some of the autistic symptoms might originate from abnormal microcircuit function. Research 
at the microcircuit level is very difficult to be performed on humans and as for many other 
diseases, an animal model must be used. VPA injected in pregnant women at the time of 
neural tube closure greatly enhances the probability for the child to be autistic (E20-24) 
(Christianson et al. 1994; Koch et al. 1996; Williams and Hersh 1997; Moore et al. 2000; 
Williams et al. 2001; Mawer et al. 2002; Rasalam et al. 2005 and see Ardinger et al. 1988; 
Genton et al. 2006; Ornoy 2006). Injection of VPA to pregnant rats at the corresponding time 
of gestation (E11.5) induces behavioural impairments in the offspring (Chapman and Cutler 
1989; Schneider and Przewlocki 2005; Wagner et al. 2006) and microcircuit alteration in 
somato-sensory, prefrontal cortices and well as in amygdala (Markram et al. 2007; Rinaldi et 
al. 2007a; Rinaldi et al. 2007b). One of the main characteristics of VPA treated rats is an 
increased connectivity (hyper-connectivity) of neocortical PCs (Rinaldi et al. 2007b). We 
wanted to determine whether a deficiency in the microcircuit plasticity underlies the observed 
microcircuit alterations and may therefore be the cause of some autism symptoms. 
Previous work on the VPA rat model of autism showed that closely neighbouring 
(50µm apart) PCs in neocortical layer V were hyper-connected, while more distal neighbours 
were not hyper-connected, and for larger distances even hypo-connected (Rinaldi et al. 
2007b). Our results show only a tendency in the line of the previous results. This absence of 
significance is however very likely due to a too small number of neuron pairs investigated. 
Another difference observed between normal and VPA treated rats PCs connections was 
a higher degree of long term potentiation in treated animals (Rinaldi et al. 2007a). Here our 
results show a significant difference in the variation of synaptic efficacy with a greater 
increase in A for the treated animals. Although the experiments reported in (Rinaldi et al. 
2007a) show an increase in the utilization parameter, the LTP is also significant. It might be 
that the two phenomenon show two faces of synaptic potentiation that are both strengthened 
in VPA treated animals. 
The specificity of our study is in the emergence index variations from control to VPA 
treated rats. As in the case of connection rate, the small number of pairs investigated might be 
the cause of the absence of significance. There is however a clear tendency for the hyper-
connected part of the circuit (with cell somata within 50 µm) to have a reduced emergence 
index. This result could be explained as a compensatory effect of the hyper-connectivity in 
the neighbouring PCs, aiming to get back to a viable equilibrium.  
The emergence of new connections triggered by mGluR5 activation and AP discharge 
might be at the origin of the VPA treated rats local hyper-connectivity. Additionally, the lack 
of connection disappearance further supports microcircuit plasticity impairments in these 
animals. These malfunctions could affect the ability to learn adequately and therefore might 
be at the origin of some autism symptoms. 
 
Future directions. The results presented in this chapter show a novel form of plasticity in the 
neocortical microcircuit, resulting in the emergence of new connections and the removal of 
weak connections. Additionally the glutamate receptors and ionic channels required for this 
phenomenon to occur have been identified. This is only a very first step in the understanding 
of the mechanism underlying functional rewiring of the neocortical columns. Further work 
would be required to determine the pre- or post-synaptic location of the various factors 
contributing to this mechanism. Metabotropic glutamate receptors have been shown to be 
located both pre-synaptically and post-synaptically depending on the cell type and the brain 
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area (see Cartmell and Schoepp 2000). For the cortical PCs, mGluR5s are likely to be pre-
synaptically located (Tebano et al. 2005) although a post-synaptic localization was also 
reported (see Cartmell and Schoepp 2000). The activation of mGluR5 is known to trigger the 
IP3 pathway (see Nakanishi et al. 1998) and is then linked to a rise in the intracellular Ca2+ 
concentration (Rae and Irving 2004). As calcium underlies various molecular mechanisms, 
mGluR5 activation is likely to participate in the setting of the synaptic machinery via a Ca2+ 
triggered mechanism. The results presented here suggest an action of JNK on the post-
synaptic side with gene expression activation and a pre-synaptic action of Ca2+. The pathway 
linking the synapse creation and mGluR5 activation is yet to be investigated. 
On another hand, AP activity also induces an increase in the intracellular Ca2+ as well as 
dendritic release of vesicles (see Zilberter et al. 2005). The investigation of axo-dendritic 
activity in close apposition regions for functionally unconnected neurons would shed more 
light on the physiological mechanism for creation of new synapses at these contacts. 
The twelve hours period has shown to be sufficient for glutamate to induce the 
formation of 16% new connections. A detailed investigation of the time course of this 
formation of connections would be informative regarding the functional significance of this 
phenomenon in living brain. This could then be further related to the various memory types 
described (working memory, long term memory, etc). The time points presented in this 
chapter and the differential dependence on spiking activity for spontaneous and evoked 
emergences suggest that on the one side the synaptic strength variation varies differentially 
from the emergence of new synapses and on the other side that the emergence of connections 
are dependent on various mechanisms depending on the stage of maturation of the synapse. 
These questions could be addressed in the future by detailed experiments on the close axo-
dendritic apposition with the help of fluorescence imaging and local stimulations. 
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3.5 The publication 
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4 Indirect inhibition between pyramidal cells 
 
 
4.1 Introduction 
 
 
PCs represent 80% of the neurons that compose the neocortex. The question of their 
classification according to various targets and the differences in PCs subpopulations were 
addressed in chapter 2. This excitatory network is regulated to avoid over-excitation partly by 
the action of inhibitory interneurons. GABAergic interneurons have been classified according 
to various criteria such as firing pattern, molecular content, morphology or the post-synaptic 
domain they target (see section 1.1). The interesting feature for this part is the post-synaptic 
domain targeted. 
The inhibitory synapses can be located at the soma, the axon initial segment, the 
proximal dendrite and the distal dendrite. The Martinotti cells (MCs) are located in layers II-
VI of the cortical column. They have irregular somata but mainly ovoid with a vertical 
orientation. Their dendritic arborisation is either bitufted or multipolar and is one of the most 
elaborate amongst interneurons. Their axonal arbour is characterized by its vertical ascending 
trunk and dense collateral spanning innervating layer I and layer IV (when the soma is located 
in layers V or VI). MCs are particularly interesting with their soma located in the same layer 
as the TTCs and their axons that cross all layers and can distally innervate the TTCs apical 
and tuft dendrites. 
Excitation-inhibition balance is dynamically kept during cortical activity (Shu et al. 
2003) but little is known about specific pathways underlying this equilibrium. Some of the 
synaptic connections between TTCs and GABAergic interneurons are facilitating (Markram 
et al. 1998; Reyes et al. 1998). In particular, connections between TTCs and layer V MCs are 
often facilitating enough so that a train of action potentials in a TTC is sufficient to elicit 
discharge in the post-synaptic MC (Markram et al. 1998; Silberberg and Markram 2007, see 
Figure 3 on page 15). It is then possible to elicit an inhibitory post-synaptic potential (IPSP) 
in a TTC by stimulation of a neighbouring TTC (Silberberg and Markram 2007). This 
discovery has been done by Gilad Silberberg (Silberberg and Markram 2007) and my 
participation in the results obtained is presented in this chapter. 
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4.2 Materials and Methods 
 
 
Slicing. P12-P14 Wistar rats were rapidly decapitated and sagittal slices (300 µm thick) of the 
right hemisphere were cut in ACSF on a slicer HR2 (Sigmann Elektronik, Heidelberg). The 
hemisphere was glued at the surface of the sagittal plane onto a block, which was mounted at 
an angle of 10° such that the blade cut from the upper part of the cortex towards the caudal 
border and down towards the midline. Slices were incubated for 15 to 30 min at 35°C and 
then left at room temperature (20-22°C). The ACSF contained (in mM): 125 NaCl, 2.5 KCl, 
25 D-glucose, 25 NaHCO3, 1.25 NaH2PO4, 2 CaCl2 and 1 MgCl2.  
 
IR-DIC microscopy. Neurons in somatosensory cortex were identified using IR-DIC 
microscopy, with an upright microscope (BX 51WI, Olympus, fitted with a 60x LUMPlan FI, 
Japan objective). The recorded neurons were selected up to 50 µm below the slice surface. 
 
Electrophysiological recordings. Somatic whole-cell recordings were performed at 35°C 
and signals were amplified using Axoclamp-2B amplifiers (Axon Instruments, USA). 
Voltages were recorded with pipettes containing (in mM): 110 potassium gluconate, 10 KCl, 
4 ATP-Mg, 10 phosphocreatine, 0.3 GTP, 10 Hepes (pH 7.3, 310 mOsm adjusted with 
sucrose) and 0.5% biocytin. The pipettes were pulled with a Flamming/Brown micropipette 
puller P-97 (Stutter Instruments CO, USA). The scaled output of the amplifier was connected 
to an ITC device (ITC-18, Instrutech Co, Port Washington, New York, USA) connected to an 
Apple computer running Igor Pro (Wavemetrics). The junction potential between the ACSF 
and the solution in the pipettes was around -10mV. The recordings were made without 
correction for it. 
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4.3 Results 
 
 
The biphasic response. The first indication of the existence of these indirect connections 
between TTCs came with the unusual aspect of some direct connections (compare Figure 13A 
and Figure 13B). The stimulation in the pre-synaptic TTC was a train of 8 APs at 30 Hz 
followed by a recovery test AP 500 ms later. In the normal case (Figure 13A) the first 
excitatory post-synaptic potential (EPSP) is depolarizing and the subsequent ones are of less 
amplitude (depression) but also depolarising. The membrane potential does not reach values 
below the resting potential recorded at the beginning of the stimulation except from a small 
refractoriness. In some cases however, the membrane is hyperpolarized at the end of the 8 
APs train (Figure 13B). The stimulation chosen as a reference for further investigation of 
these indirect connections was 15 APs at 70 Hz (Figure 14). 
 
 
 
 
 
Figure 13 The direct and indirect connections between TTCs. A – Direct connection between the stimulated 
TTC (black) and the post-synaptic TTC (red). Horizontal scale bars : 0.1s, vertical scale bars : 20 mV and 0.5 
mV for the stimulation and the post-synaptic recording respectively. B – Direct and indirect connection between 
the stimulated TTC (black) and the post-synaptic TTC (blue). Same scale bars as in A. 
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Figure 14 The stimulation at 70 Hz with 15 APs. A – Direct connection together with an indirect connection 
between two TTCs (pre-synaptic cell in black, post-synaptic cell in blue). Horizontal scale bars : 0.1s, vertical 
scale bars : 20 mV and 0.5 mV for the stimulation and the post-synaptic recording respectively. B – Indirect 
connection without a direct connection between two TTCs. Same colour code and scale bars as in A. 
 
 
An unusual reversal potential. With this stimulation, indirect connections were found to be 
present in pairs of TTCs that were not directly connected (Figure 14B). The mediation of this 
inhibitory indirect connection by a GABAergic interneuron was proved by the application of 
biccuculine, Gabazine and picrotoxin (Silberberg and Markram 2007) as illustrated on Figure 
15. Under our experimental conditions (see Materials and Methods) the reversal potential for 
chloride calculated by the Nernst equation is -69.2 mV. This corresponds to a measured 
potential of -59.2 mV after junction potential correction. We should then expect the IPSP 
amplitude to be zero with a post-synaptic cell holding potential around -59 mV. As it can be 
seen on Figure 14B and Figure 15, the IPSP is still far from reversing polarity when the post-
synaptic cell is hold around -60 mV. The IPSP amplitude vs holding potential curve is 
illustrated on Figure 16A and shows in this case a reversal potential of -76 mV. Seventeen 
connections have been recorded and their reversal potentials extrapolated. These potentials 
are presented on Figure 16B giving an average reversal potential of -75 ± 8 mV. 
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Figure 15 The indirect connections mediated by a GABAergic interneuron. Pre-synaptic TTC (black) 
generating IPSPs in a post-synaptic TTC (blue) via a GABAergic interneuron (grey) as shown by the 
disappearance of the IPSP when biccuculine is perfused in the bath. Horizontal scale bars : 0.1s, vertical scale 
bars : 20 mV and 0.1 mV for the stimulation and the post-synaptic recording respectively. 
 
 
 
 
 
Figure 16 Reversal potentials of the indirect connections between TTCs. A - IPSPs amplitude measured at 
various holding potentials. Three measures were taken and the fitting linear curve is shown on the graph. The 
dashed lines illustrate the calculation of the reversal potential. B – Distribution of the reversal potentials; Vrev = -
75±8 mV (mean±SD, n=17). 
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4.4 Discussion 
 
 
TTCs can indirectly inhibit neighbouring TTCs via a GABAergic interneuron. The 
measured reversal potential is however much more hyperpolarized than what would be 
expected theoretically. 
This difference between the expected and the actual reversal potential for chloride as 
measured at the soma suggests that the inhibitory synapses are located on distal dendrites. 
Morphological reconstructions of the complete pathway indeed showed a distal innervation of 
the post-synaptic TTC (Silberberg and Markram 2007). 
This inhibitory input to the distal part of the TTC dendrite results in a hyperpolarizing 
response propagating electrotonically down to the soma, even in the case of somatic moderate 
hyperpolarization. Conversely, proximal dendritic innervations would be subject to the 
somatic hyperpolarization and then would be depolarizing. As a consequence, this indirect 
inhibitory pathway always shapes the TTCs dendritic integration in the same manner. This 
inhibition is activity dependent and can on the one side shape the TTCs transmission in a 
more phasic manner and also prevent over-excitation. 
We saw in chapter 2 the difference in synaptic dynamics between CCPs and TTCs. 
CCPs have a more linear transmission and were then interpreted to be more transmitting than 
integrating. The even more phasic transmission between TTCs on an activity dependent 
manner suggests that the circuit integrates the incoming information differentially depending 
on the frequency rate of the input signal. 
Interestingly, no indirect connection was found between CCPs (see Figure 7 in section 
2.5). This further supports the differential role of the two populations of neurons with an 
integrating TTC sub-population and a transmitting CCP sub-population. 
In further experiments probing the connectivity and connections dynamics between 
TTCs and CCPs as well as between other PCs sub-populations, the stimulation at higher 
frequency (15 spikes at 70Hz) should be systematically used to probe the indirect 
connections. There are other aspects of connectivity that can be probe with pairs of cells using 
specific stimulation protocols as for instance the variation in the dynamics with frequency 
(Thomson and West 2003; West et al. 2006). A complete description of synaptic transmission 
in the various sub-populations would require the use of all these protocols and analysis as 
well as retrograde labelling to identify with certainty the sub-populations. This implies long 
protocols with cells containing fluorescence and a particular care should be taken to ensure 
the survival of the cell as well as understanding the potential influence of fluorescence on the 
results. 
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5 Conclusion 
 
 
Specificity and precision. Some fundamental rules pertaining to the neocortical microcircuit 
are supported by the results presented in this thesis. The low connection rates reported for 
both the TTCs and the CCPs populations are an indication of the specificity with which PCs 
target their post-synaptic partners. A cortical neuron receives on average ten thousand 
synapses and there is an all-to-all morphological connectivity observed in the TTCs 
population. This morphological connectivity is very likely to be also present in the CCPs 
population and across populations. If there was no specificity for the functional connections, 
the cortex would be fully interconnected, and likely resulting in over excitation. 
Along with the specific targeting of neurons, there is a precision in the way synapses 
are formed on the post-synaptic partner. Interneurons are classified according to the region 
they target on the post-synaptic neuron (axon, soma and dendrites) and in our studies we show 
that synapses formed between CCPs target different areas of the post-synaptic cell than in the 
case of connections between TTCs. These differences are less striking than in the case of 
interneurons, but the non-linear and local integration of the information processed by the 
dendrites can rapidly amplify small differences in dendritic target. This structural specificity 
is likely to be set in place during neocortical development when neurons are embedded in the 
microcircuit. It would be interesting in future research to alter the axonal arborisation in order 
to study the effect of changing the post-synaptic target on the emerging cortical dynamics. An 
integration of the various pre-synaptic signals in a given domain might be more important 
than initially thought and recordings of the integration of various cells connections at the level 
of a given synaptic domain would be of great interest. These experiments would require 
accurate dendritic patching as well as identification of pre-synaptic neurons. These two 
requirements are not easily achieved, but are possible with a combination of techniques such 
as dendritic patching, photo-stimulation and various imaging techniques. 
On a functional point of view, these concepts of specificity and precision can also be 
highlighted. We saw that the dynamics differ from one sub-population of PCs to another. 
Additionally, a change in the connection dynamics has implications on the computation 
performed by any given population of neurons. We showed that the newly formed 
connections were of a more linear dynamics than the connections already present in the circuit 
at first recording. This change in network dynamics also needs to be investigated more 
precisely with experiments designed with various stimulation durations. We reported here 
only 3 time points and these results suggest that the new connections have a more linear 
dynamics as soon as they appear and that this dynamics is kept for the next 8 hours at least. A 
longer lasting investigation, maybe with in vivo experiments, would be required to determine 
for how long these altered dynamics would last. 
 
Reciprocity. Another main concept in the cortical column connectivity structure is 
reciprocity. This principle extents far beyond neuronal networks and can be applied to any 
dynamical network. In this work, reciprocity in the cortical column is supported by the 
indirect connections between PCs. It was observed here at the sub-population level within the 
cortical column, however it was shown that PCs that indirectly inhibit neighbouring PCs via 
the Martinotti loop also induce dendritic inhibition upon themselves (Silberberg and Markram 
2007). The TTCs sub-population projects onto interneurons that in turn project back to TTCs. 
This allows on one hand a control of the global excitation of this circuit although over-
excitation might already be partly prevented by the depressing dynamics of the synapses. On 
another hand, the inhibitory reciprocal connections change the resulting dynamics in TTCs to 
78  Conclusion  
TTCs connections. With the inhibitory interneuron, these connections are more phasic and 
hence the input signal is differentially computed when it is strong enough to trigger 
interneuron firing.  
Reciprocity is also observed within the various pyramidal populations. We saw that the 
TTCs sub-population has higher reciprocity than the CCPs sub-population. The way a signal 
is computed within a sub-population will again be highly related to the degree of reciprocity 
in the connections for that microcircuit. The higher the degree of reciprocity, the higher the 
computation is. Indeed, the more linear dynamics and low interconnectivity suggest a more 
transmitting than integrating role for the CCPs. In contrast, TTCs have a higher 
interconnectivity, are reciprocally connected with interneurons that rends the connections 
between TTCs more phasic (their connections being already more phasic than the CCPs). 
These results overall suggest a high integrative role for the TTCs or at least a more integrative 
role than in the case of the CCPs. 
MCs, which have been shown to participate in the indirect connection between TTCs 
(Silberberg and Markram 2007), innervate largely the distal dendrites of their target cell. This 
distal synapses seem to be weakly influenced by somatic depolarization. Consequently, the bi-
phasic shaping of TTCs integration due to the indirect connections is then dependent on the 
level of activity of the pre-synaptic TTC (which should be high enough to trigger MC firing) 
but not on the level of depolarization at the post-synaptic cell soma. 
 
Equilibrium. The last phenomenon considered here is equilibrium. It is worth pointing out 
that equilibrium does not necessarily mean equal levels of a given element at all points in time 
and space. Some differences exist and then give rise to a dynamical equilibrium in the sense 
that the forces acting on the system equilibrate each other and allow the system to be stable 
and long lasting. In the case of membrane properties, chemical forces are equilibrated with 
electrical forces. At the microcircuit level dynamics equilibrium is also achieved by the 
various dynamical parameters constraining the system. 
Deviation from equilibrium is however necessary for life. In fact, it might be as 
important as equilibrium itself. All neuronal activity is based on small variations, or short 
lasting variations (like APs), from rest membrane potential. At the microcircuit level, 
deviations from equilibrium allow memory formation by both increasing or decreasing 
synaptic transmission. Indeed, in order to ensure only small deviations from equilibrium 
limiting synaptic transmission is unavoidable. We showed in this thesis that microcircuit 
plasticity mainly increased excitatory connectivity. The artificial stimulation given might 
however be specific to a pattern that results in an increase in connectivity and connection 
strength. Despite this tendency, some connections disappeared and some weakened (although 
not in a proportion large enough to compensate the overall increase). Some mechanisms for 
LTD and synaptic disappearance are therefore activated, although only one metabotropic 
glutamate receptor group causing LTD has been identified here. It might be that the regulation 
of connectivity decrease requires the action of certain neuromodulators and different activity 
patterns in the microcircuit. These might be activated in a different state than during the 
increase of connections like for instance during some sleep cycles. 
Another reason why the removal of connections was not massively observed in the 
experiments presented here can be the lack of time for synapses to reach maturation. It is 
worth noticing that the dynamics was the same for new connections that appeared after 4 and 
12 hours of stimulation. The massive removal could then be greatly delayed after the first 
appearances. This would suggest that the stimulus required for the network to acquire a new 
computing pattern would indeed increase the connections rate and strengths and later, after 
synapse maturation and in a different state, redundant connections would be removed for the 
circuit to go back to equilibrium, but a “new” equilibrium.  
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It is important to notice that the artificial stimulation by glutamate can also affect the 
dynamical parameters. The stimulation pattern induced in the experiments presented here is 
very different from in vivo activity in the sense that the slice is in a quiescent state and only a 
small group of neurons is stimulated. When stimulation was performed by glutamate puffing 
onto a neuron cluster, activity was very limited in space while the rest of the slice was 
virtually “in coma”. When stimulation was performed by perfusion, the entire slice was 
excited at firing rates in the physiological range, yet specific inputs to the microcircuit were 
lacking. 
 We differentiate between two mechanisms for network plasticity. The first is the 
modification of existing synaptic connections (LTP and LTD) and the second, appearance or 
disappearance of connections. The two mechanisms seem to follow different dynamics in that 
strengthening of synapses was more transient while the appearance of new connections 
increased linearly with stimulation time. Our results suggest that these plasticity mechanisms 
are regulated by different processes and may not necessarily be interdependent. 
 
Perspectives. In conclusion, the contribution of this work to our understanding of neocortical 
structure and function is twofold. Firstly, a characterization of well-defined PC sub-
populations was performed for the first time at the synaptic level. The cortico-callosally 
projecting PCs have a specific functional role in the neocortical microcircuit and this is the 
first report of their synaptic connectivity and dynamics. Secondly, new experimental methods 
have been developed in this study, leading to the discovery of a novel form of network 
plasticity. The discovery of network dynamic rewiring will undoubtedly stimulate further 
work in the field of cortical plasticity. 
The neocortical microcircuit still holds many unanswered questions regarding its 
structural and functional connectivity, in particular regarding connectivity within and between 
the different sub-populations of PCs. Retrograde labelling is a very precise method for 
identification of the various sub-populations of PCs, and it is likely to continue being a major 
technical component in the investigation of the neocortical microcircuit. 
The microcircuit rewiring study raised numerous questions regarding the intracellular 
mechanisms that govern the formation and deletion of synaptic connections. Understanding 
these mechanisms and processes is crucial and is likely to have a major impact on research 
related to memory and memory disorders such as Alzheimer’s disease. Recent findings show 
that certain types of Autism might be associated with hyper-connectivity and hyper-plasticity 
in the neocortex and amygdala. Although this observed hyper-connectivity might be of 
different origin, the microcircuit rewiring reported in this work could eventually be used to 
restore the connectivity rate back to normal values. 
The dynamics of this microcircuit plasticity as well as the conditions for the 
microcircuit to return to the baseline connectivity level should be further studied. Indeed, 
equilibrium in the microcircuit is essential for its normal function. It is important to 
investigate the borders of synaptic connectivity, what are its saturation levels, under what 
conditions does synaptic elimination dominate. Eventually, microcircuit reorganization would 
have to be observed and controlled in vivo in order to further understand the mechanisms 
underlying memory and learning in the intact brain under natural conditions. 
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Abbreviations 
 
A: Absolute synaptic efficacy 
ACSF: Artificial cerebro-spinal fluid 
AMPA : α-amino-3-hydroxy-5-methyl-4-isoxazole-propionic acid  
AMPAR: AMPA receptor 
AP: Action potential 
AP5: 2-amino-5-phosphonopentanoic acid 
ASE: Absolute synaptic efficacy 
ATC: Axon Targeting Cell 
BC: Basket cell 
BTC: Bi-tufted cell 
CCP: Cortico-callosally projecting cell, Cortico-callosal cells 
ChC: Chandelier cell 
CNQX: 6-cyano-7-nitroquinoxaline-2,3-dione 
CNS: Central Nervous System 
CPPG: (RS)-α-Cyclopropyl-4-phosphonophenyl-glycine 
CRC: Cajal-Retzius cell 
DBC: Double-bouquet cell 
DHPG: Dihydroxyphenylglycine 
DTC: Dendrite Targeting Cell 
DTTC: Dendrite and Tuft Targeting Cell 
EEG: Electro-encephalogram 
EPSP: Excitatory post-synaptic potential 
GABA: γ-amino-butyric acid 
IB: Intrinsically bursting 
IPSP: Inhibitory Post-Synaptic Potential 
IR-DIC: Infra-Red Differential Interference Contrast 
L-SOP: O-Phospho-L-serine 
LTP: Long-term potentiation 
LTD: Long-term depression 
MC: Martinotti cell 
MCPG: (RS)-α-methyl-4-carboxyphenylglycine 
mGluR: metabotropic Glutamate receptor 
MPEP: 2-methyl-6(phenylethynyl)pyrine 
NMDA: N-methyl-D-aspartic acid  
PC: Pyramidal cell 
Pr: Probability of release 
REM: Rapid-Eye Movement sleep (also known as paradoxical sleep) 
PKC: protein kinase C 
PKMζ: protein kinase Mzeta 
S1: Primary sensory cortex 
SDTC: Soma and Dendrite Targeting Cell 
SSC: Spiny-stellate cell 
SWS: Slow-Wave Sleep 
τD: Time constant of recovery from depression 
τF: Time constant of recovery from facilitation 
TTC: Thick-tufted pyramidal cell 
TTX: tetrodotoxin 
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U: Utilization of synaptic efficacy (equivalent to Pr in a depressing synapse) 
VPA: Valproic Acid 
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