Abstract: Cost estimation has its proven importance as one of essential factors for project success. The aim of this research is to predict the early project cost using neural network. Early project cost represents a key component in business unit decisions. The most important factors influencing on the parametric cost estimation in construction building projects in Gaza Strip were defined and investigated. A questionnaire survey and relative index ranking technique were used to conclude the most important factors. Fourteen most effective factors were identified. One hundred and six case studies from real executed construction project in Gaza Strip were collected for training and testing the model. The cases were prepared to be used in cost estimate neural networks model. Eighty percent of case studies were used to train and test the model. The remaining 20% was used for model verification. The results revealed the ability to the model to predict cost estimate to an acceptable degree of accuracy. The minimum squares error with 0.005 in training stage and 0.021 in testing stage were recorded.
Introduction
Effective project management techniques are important to ensure successful project performance. A poor strategy, incorrect budget or schedule forecasting can easily turn an expected profit into loss. Conceptual cost estimates are important to project feasibility studies and impact upon final project success. Such estimates provide significant information that can be used in project evaluations, engineering designs, cost budgeting and cost management [1] .
Earlier cost planning is started on; the more suitable results are obtained. Several cost estimation and calculation models can be used during construction process, beginning with the conception phase of the construction project and the schematic design, design development, construction documents phases respectively. However, building cost estimation is an important issue due to the incomplete nature of the project data in the schematic design phase [2] .
Cost is one of the major criteria in decision making at the early stages of a building design process. The cost of a building is impacted significantly by decisions made at the design phase. While this influence decreases through all phases of the building project, the committed costs increase [3] .
Due to the limited availability of information during the early stages of a project, construction managers typically leverage their knowledge, experience and standard estimators to estimate project costs. As such, intuition plays a significant role in decision making. Researchers have worked to develop cost estimators that maximize the practical value of limited information in order to improve the accuracy and reliability of cost estimation work and thus enhance the suitability of resultant designs and project execution work [1] .
The factors influencing construction costs were formed into four layers: project-specific factors, client-contractor related factors, competition and market conditions, and finally macroeconomic and political factors. The usefulness of each group of factors is in explaining regional cost increase disparities and breaks down to whether the impact of these factors is confined to a specific project, region, or the whole country. Project characteristic and client requirements such as size and quality could influence both the amount and the unit prices of the input resources needed to undertake a project and could increase the direct cost portion of the estimated construction costs. Import of materials and labor mobility may resolve shortages of resources [4] . One of the most important issues is updating unit cost of the composite element alternatives in the database due to the inflation. However, the unit cost of the building operational units and composite element alternatives can easily be updated, as the cost calculation system of the software is based on current prices of inputs (i.e. material, equipment and labor unit prices) [2] .
The level of competition and construction activity influences the cost of inputs and could have an enormous impact on indirect costs. Macroeconomic and political factors such as inflation and interest rate fluctuations as well as labor laws, general labor conflict and building regulations can impose heavy costs and delays in a building project [4] .
Artificial Neural Networks
An ANN (artificial neural network), often just called a neural network, has the capability to learn [5] [6] [7] [8] [9] . ANNs are in fact computer systems that simulate the learning effect of the human brain and are typically composed of a number of neurons, grouped in one or more hidden layers connected by means of synapse connections. ANNs are inspired to the human brain functionality and structure, which can be represented as a network of densely interconnected elements called neurons. The connections between neurons are called synapses and could have different levels of electrical conductivity, which is referred to as the weight of the connection [10] .
Cost estimation involves taking proposed dimensions, attributes, and other factors, and merges these constraints with knowledge of the past to develop an estimated cost for an object. One major benefit of using an ANN is its ability to understand and simulate complex functions including those dimensions, attributes, and other factors. Neural networks can be used to create more complex functions than older methods such as linear regression, making the amount of data available increasingly important [11] .
An ANN creates an optimal model that is general in nature and produces a small mean square error for data that was not in the training set and it has large impact on its performance [12] .
ANNs have been applied to almost every application area where a data set is available and a good solution is sought. ANNs can cope with noisy data, missing data, imprecise or corrupted data, and still produce a good solution [13] . Among supervised learning artificial neural networks, MLP (multilayer perceptron) with back propagation algorithm achieved popularity in numerous research areas. One of the reasons for this was that it is a pioneer artificial neural network which showed promise to solve ill-defined, complicated, complex problems which are hard to describe in mathematical formula or expression. Fig. 1 shows the typical three layered back propagation neural network architecture.
The number of nodes directly affects the network's ability to learn and generalize the desired function. If there are too many nodes, the network will memorize the input data and provide poor generalization [13] . If there are too few nodes, the network will not be able to fully learn and will provide poor results for the training and testing data. The number of hidden nodes used is typically decided through a process of trial and error, and has a large impact on the network's performance. Some researchers have shown that the difference between four and sixteen hidden nodes affected the error value by only 3% [14] .
In general, multi-layer perceptions in the stage (training or learning phase) are filled with sample data (training data) which contain the required target output thus, it is possible to let a penalty-based learning function change the network parameters (supervised learning). In the second stage (the application phase), a new vector is the input and the output is to be obtained by the network. In general, the goal of NN (neural network) training is to determine the mapping from the training data. However, a small error during training does not necessarily imply good generalization, that is, good performance with data not seen before (problem of over training data).
The number of output and input nodes depends on the number of elements of the output vector and of the input vector. The number of hidden nodes can, in principle, be selected freely. However, NNs perform differently with different numbers of hidden nodes. To date, there is no reliable method to determine the optimal number of hidden nodes. Research results are able to suggest upper and lower bounds for the number of hidden nodes for narrowly defined application cases. The other suggestions by Nikola [13] involved on how to choose network parameters in a situation where the training set is clustered in groups with similar features. The number of these groups can be used to choose the number of hidden layers, the minimum number of hidden nodes should be h ≥ (p -1) / (n + 2), where p is the number of the training examples and n is the number of the inputs of the networks [15] .
NNs are robust, they are able, within limits, to deal with inexact or missing data. However, the appropriateness of the result depends on the type of application and the architecture of the network. Another property is the robustness of NNs against physical failure of a single component. The low level of complexity and the small number of training samples allow NNs to run on a single microcomputer [10] .
Methodology
A questionnaire survey was conducted to identify the most important factors affecting the parametric project cost estimation. Fourteen factors were identified as the most important factors using relative importance index. One hundred and six case studies from real implemented construction projects were collected. The collected cases were used to build up NNs model to predict parametric cost estimation.
The RII (relative importance index) methods are used to determine the ranks of all research factors. These factors include construction project manager leading characteristics, methods of leadership characteristics development, project manager characteristics, and personal factors of site managers. The relative importance index is computed as [16] 
where, W is the weighting given to each factor by the respondent, ranging from 1 to 5, (n 1 = number of respondents for strongly disagree, n 2 = number of respondents for disagree, n 3 = number of respondents for neutral, n 4 = number of respondents for agree, n 5 = number of respondents for strongly agree ). A is the highest weight (i.e., 5 in the study) and N is the total number of samples. The relative importance index ranges from 0 to 1.
The modeling phase includes the design of the NN architecture. It is a complex and dynamic process that requires the determination of the internal structure and rules (i.e., the number of hidden layers and neurons and the type of activation function). The model is designed according to the type of the data and the response is required by the application, the sequence for building the model was used: data collection, fitting the data, training process, create random initial values of weights, choose the pair of training from selected training group, calculate the network output, calculate the error between output and the desired output, and adjust the weights of the network according to the resulting error, error should be less than the accepted value. Finally the training pairs were finished by using cross validation.
Once the project cost most important factors which has been defined, it is necessary to evaluate the consistency of the available data, in terms of measurability, reliability and completeness (i.e., real information content). In particular, with regard to the last point, data could result in being not suitable or not sufficient for the purpose "which inevitably leads to recycles on the previous phases or they could be redundant" which causes inefficiencies.
Data analysis has revealed the main input parameters to be used in the modeling and training of the network. These parameters were the predominant cost drivers of the case examples. They defined the buildings formal characteristics and the amount of material required for the structural and architectural construction of the building. The total area bears a strong relation to the total cost of the building data analysis and identification of the design variables.
Model Building
An important issue to be resolved when applying NNs is to determine which training procedure to adopt. There are many other alternative paradigms to choose from. The back propagation algorithm which belongs to the realm of supervised [12] learning is the most widely used training technique for problems similar to the current study "construction estimate". This algorithm has been shown to be theoretically sound, performs well in modeling nonlinear functions, and is simple to code.
Additional to the activation law regulating the weight adjustment among the neurons, which is the hyperbolic tangent function explained in the modeling phase, another fundamental rule of the network is the learning law. All trial models experimented in this study were trained in a supervised mode by a back-propagation learning algorithm. Accordingly, the connection weights are modified continuously until the error between the desired output and the model output is minimized and the modeler has decided on the size of the training set and training type, learning rate and momentum coefficients, network architecture, and the number of iterations for achieving best model outputs [3] .
For each data set, the data was randomized. The networks were trained multiple times to increase the probability of producing a set of good initial weights in the model. Each training run is stopped when one of the following three conditions was met:
(1) The maximum number of epochs was reached; (2) The cross validation error started increasing; (3) A very large number of epochs without improvement in error are reached.
For the purposes of this research, the suitable number of epochs, giving the network sufficient time to learn without overwhelming computing resources and time, were allocated. The network was set to stop learning after 250 epochs without improvement. This limits the required computation time while assuring that the network has not reached a local minimum. Cross validation was used in all NN runs to avoid over-learning [11] .
Cross Validation
The process of cross validation removes the risk of the network memorizing the data [17] . Cross validation uses its own data set to monitor the NN's ability to produce generalized cost estimates. For all output-analysis iterations, the results for the cross validation set are also analyzed. The network continues to learn as the error for the cross validation data set and the training data set continue to decrease. Once the error for the cross validation data set starts to increase, the training stops and the weight values that provided the lowest error for the cross validation data set are considered optimal [11] . 
Results and
The study pop In Table  are hidden layers was alternated between one and two hidden layer. Also, the number of unites alternated between automatically and custom assigned for each layer. The activation function of hidden layer was assigned as sigmoid function to be consistent with the scale of independent variables, the activation function of hidden layer was assigned as identity to be consistent with the scale of dependent variables. The training process was assigned as batch type to get the optimum results, finally the cases with user-missing values on factors were excluded. Table 3 depicts the number of cases that was processed in each case.
The data was processed in four scenarios with all different alternatives combinations to get the minimum error. In all network stages, the sum of squares error was observed as the criteria of the network. A warning was appeared on all scenarios for the type of units as constant and has no effect on the network performance. The most appropriate option and results for the model structure are illustrated in Table 4 . This scenario was done by assigning two hidden layers with 13 of units in hidden layer one and 10 of units in hidden layer two. Table 5 illustrates the most suitable sum of squares error. From the four trials with all data in the network, the third scenario is the best of all as it has the minimum sum of squares error equal to 0.026.
Conclusions
An artificial neural network approach has been introduced to predict early cost estimation of the buildings. Early understanding of construction projects conceptual costs are critical for feasibility study of projects. Generally, all parties involved in the construction of a project are in need of reliable information about cost of the project in the early stage of a design. Therefore, a research work was conducted to develop the building construction costs models in the early phase of project.
A survey questionnaire was performed to identify the essential factors affecting cost estimation process. Fourteen most effective factors were selected. The weights of these factors were identified using relative importance index. These factors are used to build up a model for cost estimation. One hundred and six cases were collected from recently completed projects. The costs of influential parameters were identified. The historical data were evaluated and analyzed using artificial neural networks. First, ANNs represented reasonable accuracy of influential inputs identification and construction cost prediction. The second was sensitivity analyses which were conducted to evaluate the level of influence of each included parameter in the model. Therefore, the analysis resulted that the number of stories is the most important factor affecting the early cost estimation for buildings and the type of footing is the next in importance. Eight percent of case studies data were used to train and test the model. The remaining 20% was used for verification. The results revealed the ability to the model to predict cost estimate to an acceptable degree of accuracy. The minimum squares error with 0.005 in training stage and 0.021 in testing stage were recorded.
It is useful to note that, the neural network approaches can tolerate measurement errors. The artificial neural network approaches can play an important role in the design and development of early stages in cost estimation, and it can be concluded that the trained models of neural networks are reasonably succeeded in predicting the cost estimation of buildings at early stages by just using the basic and fundamental information of the projects without the need to detailed design.
