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QUASILINEAR RICCATI TYPE EQUATIONS WITH OSCILLATORY AND
SINGULAR DATA
QUOC-HUNG NGUYEN AND NGUYEN CONG PHUC
Abstract. We characterize the existence of solutions to the quasilinear Riccati type equation{
−divA(x,∇u) = |∇u|q + σ in Ω,
u = 0 on ∂Ω,
with a distributional or measure datum σ. Here divA(x,∇u) is a quasilinear elliptic operator
modeled after the p-Laplacian (p > 1), and Ω is a bounded domain whose boundary is sufficiently
flat (in the sense of Reifenberg). For distributional data, we assume that p > 1 and q > p. For
measure data, we assume that they are compactly supported in Ω, p > 3n−2
2n−1
, and q is in the
sub-linear range p− 1 < q < 1. We also assume more regularity conditions on A and on ∂Ω in
this case.
1. Introduction and main results
We address in this note the question of existence for the quasilinear Riccati type equation{
−divA(x,∇u) = |∇u|q + σ in Ω,
u = 0 on ∂Ω,
(1.1)
where the datum σ is generally a signed distribution given on a bounded domain Ω ⊂ Rn, n ≥ 2.
In (1.1) the nonlinearity A : Rn × Rn → Rn is a Carathe´odory vector valued function, i.e.,
A(x, ξ) is measurable in x for every ξ and continuous in ξ for a.e. x. Moreover, for a.e. x,
A(x, ξ) is differentiable in ξ away from the origin. Our standing assumption is that A satisfies
the following growth and monotonicity conditions: for some 1 < p <∞ and Λ ≥ 1 there hold
(1.2) |A(x, ξ)| ≤ Λ |ξ|p−1 , |∇ξA(x, ξ)| ≤ Λ |ξ|
p−2
and
(1.3) 〈A(x, ξ)−A(x, η), ξ − η〉 ≥ Λ−1(|ξ|2 + |η|2)
p−2
2 |ξ − η|2
for any (ξ, η) ∈ Rn × Rn \ (0, 0) and a.e. x ∈ Rn. The special case A(x, ξ) = |ξ|p−2ξ gives rise
to the standard p-Laplacian ∆pu = div (|∇u|
p−2∇u). Note that these conditions imply that
A(x, 0) = 0 for a.e. x ∈ Rn, and
〈∇ξA(x, ξ)λ, λ〉 ≥ 2
p−2
2 Λ−1|ξ|p−2|λ|2
for every (λ, ξ) ∈ Rn × Rn \ {(0, 0)} and a.e. x ∈ Rn.
More regularity conditions will be imposed later on the nonlinearity A(x, ξ) in the x-variable
and on the boundary ∂Ω of Ω.
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One can view (1.1) as a quasilinear stationary viscous Hamilton-Jacobi equation or Kardar-
Parisi-Zhang equation, which appears in the physical theory of surface growth [18, 19].
Necessary conditions: For q > p− 1, it is known (see [15, 26]) that in order for (1.1) to have
a u with |∇u| ∈ Lqloc(Ω) it is necessary that σ be regular and small enough. In particular, if σ
is a signed measure these necessary conditions can be quantified as
(1.4)
ˆ
Ω
|ϕ|
q
q−p+1 dσ ≤ Λ
q
q−p+1
(
q − p+ 1
p− 1
) 1−p
q−p+1
ˆ
Ω
|∇ϕ|
q
q−p+1dx
for all ϕ ∈ C∞0 (Ω). This can be seen by using |ϕ|
q
q−p+1 as a test function in (1.1) and applying
the first inequality in (1.2) to getˆ
Ω
|ϕ|
q
q−p+1dσ ≤
Λq
q − p+ 1
ˆ
Ω
|∇u|p−1|ϕ|
p−1
q−p+1 |∇ϕ|dx−
ˆ
Ω
|∇u|q|ϕ|
q
q−p+1dx.
Then by an appropriate Young’s inequality one arrives at (1.4) (see also [26] and [17]). Note
that (1.4) also holds when σ is a distribution in W
−1, q
p−1
loc (Ω) in which case the left-hand side
should be understood as 〈σ, |ϕ|
q
q−p+1 〉.
Thus if σ is a nonnegative measure (or equivalently a nonnegative distribution) compactly
supported in Ω then condition (1.4) implies the capacitary condition
(1.5) σ(K) ≤ C Cap1, q
q−p+1
(K)
for every compact set K ⊂ Ω and a constant C independent of K. Here Cap1, s, s > 1, is the
capacity associated to the Sobolev space W 1, s(Rn) defined for each compact set K ⊂ Rn by
Cap1, s(K) = inf
{ ˆ
Rn
(|∇ϕ|s + ϕs)dx : ϕ ∈ C∞0 (R
n), ϕ ≥ χK
}
,
where χK is the characteristic function of K.
Moreover, in the case of nonnegative measure datum σ, all solutions of (1.1) must obey the
regularity condition
(1.6)
ˆ
K
|∇u|qdx ≤ C Cap1, q
q−p+1
(K)
for every compact set K ⊂ Ω. However, unlike (1.5), the constant C in (1.6) might depend on
the distance from K to the boundary of Ω (see [15, 26]).
Motivated from (1.5), we now introduce the following definition.
Definition 1.1. Given s > 1 and a domain Ω ⊂ Rn we define the space M1, s(Ω) to be the set of
all signed measures µ with bounded total variation in Ω such that the quantity [µ]M1, s(Ω) < +∞,
where
[µ]M1, s(Ω) := sup
{
|µ|(K)/Cap1, s(K) : Cap1, s(K) > 0
}
,
with the supremum being taken over all compact sets K ⊂ Ω.
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It is well-known that a measure µ ∈M1, s(Ω) if and only if the trace inequality
(1.7)
ˆ
Rn
|ϕ|sd|µ| ≤ C
ˆ
Rn
(|∇ϕ|s + |ϕ|s)dx
holds for all ϕ ∈ C∞0 (R
n), with a constant C independent of ϕ. Here µ is extended by zero
outside Ω. For this characterization see, e.g., [1]. Other characterizations are also available (see
[20]).
In practice, it is useful to realize that the condition µ ∈M1, s(Ω) is satisfied if µ is a function
verifying the Fefferman-Phong condition µ ∈ L1+ǫ; s(1+ǫ)(Ω) for some ǫ > 0 (see [13]). Here
L1+ǫ; s(1+ǫ)(Ω) is a Morrey space (see, e.g., [21]). In particular, it is satisfied provided µ is a
function in the weak Lebesgue space L
n
s
,∞(Ω), s < n. Another sufficient condition is given by
(G1 ∗ |µ|)
s
s−1 ∈ L1+ǫ; s(1+ǫ)(Ω) for some ǫ > 0 (see [20]), where G1 is the Bessel kernel of order 1
defined via its Fourier transform by Ĝ1(ξ) = (1 + |ξ|
2)
−1
2 .
Now in view of (1.6), it is natural to look for a solution u of (1.1) such that |∇u|q belongs to
M
q
q−p+1 (Ω). In this paper, we will be interested in only such a space of solutions.
Sufficient conditions in capacitary terms: There are many papers that obtain existence
results for equation (1.1) under certain integrability conditions on the datum σ which are gen-
erally not sharp. The pioneering work [15] originally used capacities to treat (1.1) in the ‘linear’
case p = 2 in Rn (q > 1), or in a bounded domain Ω (q > 2). For p > 2 − 1n and q ≥ 1, it was
shown in [29, 30] (see also [14, 28] for the sub-critical case p − 1 < q < n(p − 1)/(n − 1)) that,
under certain regularity conditions on A and ∂Ω, if σ is a finite signed measure in M
q
q−p+1 (Ω),
with [σ]
M
q
q−p+1 (Ω)
being sufficiently small, then equation (1.1) admits a solution u ∈ W 1, q0 (Ω)
such that |∇u|q ∈M
q
q−p+1 (Ω). Similar existence results have recently been extended to the case
3n−2
2n−1 < p ≤ 2−
1
n , q ≥ 1, in [23] and to the case 1 < p ≤
3n−2
2n−1 , q ≥ 1, in [25]. We also mention
that the earlier work [26, 27] covers all p > 1 but only for q > p.
We observe that whereas the existence results of [15, 29, 23, 25, 26] are sharp when σ is a
nonnegative measure, they could not be applied to a large class distributional data σ with strong
oscillation. Take for example the function
f(x) = |x|−ǫ−s sin(|x|−ǫ),
where s = q/(q − p + 1) and ǫ > 0 such that ǫ+ s < n. Then σ = |f(x)|dx fails to satisfy the
capacitary inequality (1.5), but it is possible to show that the equation
−∆pu = |∇u|
q + λf, q ≥ p,
admits a solution u ∈ W 1,q0 (B1(0)) provided |λ| is sufficiently small. For this see [21] which
addresses oscillatory data in the Morrey space framework. See also [4, 5, 11, 12] in which the case
q = p is considered. Note that in this special case, the Riccati type equation −divA(x,∇u) =
|∇u|p + σ is strongly related to the Schro¨dinger type equation −divA(x,∇u) = σ|u|p−2u (see
[6]). This relation has been employed in an essential way in [16, 17] to study the existence of
local solutions in this case. Here by a local solution we mean one that belongs to W 1, ploc (Ω) and
has no pre-specified boundary condition.
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Main results: The first main result of this paper is to treat (1.1) with oscillatory data in the
framework of the natural space M1,
q
q−p+1 (Ω). This provides non-trivial improvements of the
results of [15, 29, 23, 25, 26] and [21] at least in the case q > p. We first observe the following
necessary condition on σ so that (1.1) has a solution u such that |∇u|q ∈M
1, q
q−p+1 (Ω).
Theorem 1.2. Let p > 1, q ≥ 1, and let A satisfy the first inequality in (1.2). Suppose that σ
is a distribution in a bounded domain Ω such that the Riccati type equation
(1.8) − divA(x,∇u) = |∇u|q + σ in D′(Ω)
admits a solution u ∈W 1, q(Ω) with |∇u|q ∈M
1, q
q−p+1 (Ω). Then there exists a vector field f on
Ω such that σ = div f and |f |
q
p−1 ∈ M1,
q
q−p+1 (Ω). In particular, we have σ ∈ W−1,
q
p−1 (Ω), and
moreover
(1.9)
∣∣∣〈σ, |ϕ| qq−p+1 〉∣∣∣ ≤ C ˆ
Ω
|∇ϕ|
q
q−p+1dx
for all ϕ ∈ C∞0 (Ω), with a constant C independent of ϕ.
Conversely, when q > p we obtain the following existence result.
Theorem 1.3. Let 1 < p < q <∞, R0 > 0, and assume that A satisfies (1.2)-(1.3). Then there
exists a constant δ = δ(n, p,Λ, q) ∈ (0, 1) such that the following holds. Let ω ∈ M1,
q
q−p+1 (Ω)
and let f be a vector field on Ω such that |f |
q
p−1 ∈ M
1, q
q−p+1 (Ω). Assume that Ω is (δ,R0)-
Reifenberg flat and that A satisfies the (δ,R0)-BMO condition. Then there exists a positive
constant c0 = c0(n, p,Λ, q,diam(Ω),diam(Ω)/R0) such that whenever
[ω]
q
p−1
M
1,
q
q−p+1 (Ω)
+ [|f |
q
p−1 ]
M
1,
q
q−p+1 (Ω)
≤ c0,
there exists a solution u ∈W 1, q0 (Ω) to the Riccati type equation{
−divA(x,∇u) = |∇u|q + ω + div f in Ω,
u = 0 on ∂Ω,
(1.10)
with |∇u|q ∈M
1, q
q−p+1 (Ω).
Remark 1.4. Under a slightly different condition on A(x, ξ), it is possible to use the results of
[2, 3] and the method of this paper to extend Theorem 1.3 to the end-point case q = p. However,
this case has been treated in [4] by using a different method (see also [5]).
The notion of (δ,R0)-Reifenberg flat domains mentioned in Theorem 1.3 is made precise by
the following definition.
Definition 1.5. Given δ ∈ (0, 1) and R0 > 0, we say that Ω is a (δ,R0)-Reifenberg flat domain
if for every x0 ∈ ∂Ω and every r ∈ (0, R0], there exists a system of coordinates {y1, y2, . . . , yn},
which may depend on r and x0, so that in this coordinate system x0 = 0 and that
Br(0) ∩ {yn > δr} ⊂ Br(0) ∩ Ω ⊂ Br(0) ∩ {yn > −δr}.
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Examples of such domains include those with C1 boundaries or Lipschitz domains with suffi-
ciently small Lipschitz constants. They also include certain domains with fractal boundaries.
On the other hand, the (δ,R0)-BMO condition imposed on A(x, ξ) allows it to have small
jump discontinuities in the x-variable. More precisely, given two positive numbers δ and R0, we
say that A(x, ξ) satisfies the (δ,R0)-BMO condition if
[A]R0 := sup
y∈Rn, 0<r≤R0
 
Br(y)
Υ(A, Br(y))(x)dx ≤ δ,
where for each ball B = Br(y) we let
Υ(A, B)(x) := sup
ξ∈Rn\{0}
|A(x, ξ)−AB(ξ)|
|ξ|p−1
,
with AB(ξ) =
ffl
B A(x, ξ)dx. Thus one can think of the (δ,R0)-BMO condition as an appropriate
substitute for the Sarason VMO condition.
The second main result of the paper is to treat (1.1) for the case p > 3n−22n−1 , p − 1 < q < 1,
and σ is a signed measure compactly supported in Ω. This extends the results of [23] to the
sublinear range p− 1 < q < 1, which cannot be dealt with by the method of [23] due to the lack
of convexity. However, here we assume that A(x, ξ) is Ho¨lder continuous in the x-variable, i.e.,
(1.11) |A(x, ξ)−A(x0, ξ)| ≤ Λ|x− x0|
θ|ξ|p−1
for some θ ∈ (0, 1) and all x, x0, ξ ∈ R
n. We note that this regularity assumption can be relaxed
by using a weaker Dini’s condition as in [24]. Moreover, for Ω we further assume the following
integrability condition (besides the (δ,R0)-Reifenberg flatness condition):
(1.12)
ˆ
Ω
d(x)−ǫ0dx < +∞
for some ǫ0 > 0. Here d(x) is the distance from x to ∂Ω, i.e., d(x) = inf{|x − y| : y ∈ ∂Ω}. It
is not clear to us if the (δ,R0)-Reifenberg flatness condition for a sufficiently small δ will imply
(1.12). Note that (1.12) holds (even with any 0 < ǫ0 < 1) for any bounded Lipschitz domain.
More generally, (1.12) holds for some ǫ0 > 0 provided we can find an ǫ > 0 such that
|{x ∈ Ω : τ < d(x) ≤ 2τ}| ≤ Cτ ǫ
holds for all small τ > 0.
Theorem 1.6. Let p > 3n−22n−1 , p − 1 < q < 1, R0 > 0, and assume that A satisfies (1.2),
(1.3), and (1.11). Suppose that (1.12) holds for an ǫ0 > 0 and that ω ∈ M
1, q
q−p+1 (Ω) with
supp(ω) ⋐ Ω. Then there exists a constant δ = δ(n, p,Λ, q, ǫ0) ∈ (0, 1) such that the following
holds. If Ω is (δ,R0)-Reifenberg flat, then there exists a positive constant
c0 = c0(n, p,Λ, q, θ, ǫ0,diam(Ω),diam(Ω)/R0,dist(supp(ω), ∂Ω))
such that whenever
(1.13) [ω]
q
p−1
M
1,
q
q−p+1 (Ω)
≤ c0,
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there exists a renormalized solution u, with |∇u|q ∈M1,
q
q−p+1 (Ω), to the Riccati type equation{
−divA(x,∇u) = |∇u|q + ω in Ω,
u = 0 on ∂Ω.
(1.14)
We refer to [8] for the notion of renormalized solutions. Note that in the case p ≤ 2− 1n the
gradients of such solutions should be interpreted appropriately.
Remark 1.7. It is worth mentioning that the case p > 2 − 1n and p − 1 < q < 1, which is
a sub-critical case, has been addressed in [14, 28] by different methods that require no compact
support condition on ω. However, our proof of Theorem 1.6 produces a solution to (1.14) whose
gradient is well controlled pointwise. Moreover, our proof also works in the super-linear case
q ≥ 1 that was considered earlier in [23].
2. Proof of Theorems 1.2 and 1.3
In this section we prove Theorems 1.2 and 1.3. We begin with the proof of Theorem 1.2.
Proof of Theorem 1.2. Here we employ an idea of [16, 17] that treated the case q = p. Let
B is a ball of radius diam(Ω) containing Ω and let G(x, y) be the Green function with zero
boundary condition associated to −∆ on B. Then it follows that
|∇u(x)|q = −div
ˆ
B
∇xG(x, y)|∇u(y)|
qχΩ(y)dy in D
′(Ω).
Thus by (1.8) we have that σ = div f in D′(Ω) with
f = −A(x,∇u) +
ˆ
B
∇xG(x, y)|∇u(y)|
qχΩ(y)dy.
Note that by the first inequality in (1.2) we find[
|A(x,∇u)|
q
p−1
] p−1
q
M
1,
q
q−p+1 (Ω)
≤ Λ[|∇u|q]
p−1
q
M
1,
q
q−p+1 (Ω)
.
On the other hand, using the pointwise estimate
(2.1) |∇xG(x, y)| ≤ C(n,diam(Ω))|x− y|
1−n ∀x, y ∈ B,x 6= y,
and [26, Corollary 2.5] we obtain[∣∣∣∣ˆ
B
∇xG(·, y)|∇u(y)|
qχΩ(y)dy
∣∣∣∣ qp−1
] p−1
q
M
1,
q
q−p+1 (Ω)
≤ C [|∇u|q]
M
1,
q
q−p+1 (Ω)
.
These show that |f |
q
p−1 ∈M
1, q
q−p+1 (Ω) with the estimate[
|f |
q
p−1
] p−1
q
M
1,
q
q−p+1 (Ω)
≤ C
(
[|∇u|q]
p−1
q
M
1,
q
q−p+1 (Ω)
+ [|∇u|q]
M
1,
q
q−p+1 (Ω)
)
.
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Finally, given any ϕ ∈ C∞0 (Ω) we have∣∣∣〈σ, |ϕ| qq−p+1 〉∣∣∣ = ∣∣∣∣ˆ
Ω
f · ∇(|ϕ|
q
q−p+1 )dx
∣∣∣∣ ≤ qq − p+ 1
ˆ
Ω
|f ||ϕ|
p−1
q−p+1 |∇ϕ|dx
≤
q
q − p+ 1
(ˆ
Ω
|f |
q
p−1 |ϕ|
q
q−p+1dx
) p−1
q
(ˆ
Ω
|∇ϕ|
q
q−p+1dx
) q−p+1
q
≤ C
ˆ
Ω
|∇ϕ|
q
q−p+1 dx.
Here the last inequality follows since by (1.7) and Poincare´’s inequality we haveˆ
Ω
|f |
q
p−1 |ϕ|
q
q−p+1 dx ≤ C(diam(Ω))
ˆ
Ω
|∇ϕ|
q
q−p+1 dx.
Thus (1.9) is verified, which completes the proof of the theorem. 
In order to Theorem 1.3, we need the following equi-integrability result.
Lemma 2.1. For each j = 1, 2, 3, . . . , let fj ∈ L
q
p−1 (Ω,Rn), q > p, and uj ∈ W
1,q
0 (Ω) be the
solution of
divA(x,∇u) = div fj in Ω.
Assume that {|fj |
q
p−1}j is a bounded and equi-integrable subset of L
1(Ω). Then, there exists
δ = δ(n, p,Λ, q) ∈ (0, 1) such that if Ω is (δ,R0)-Reifenberg flat and [A]R0 ≤ δ for some R0 > 0,
then the set {|∇uj |
q}j is also a bounded and equi-integrable subset of L
1(Ω).
Proof. By de la Valle´e-Poussin Lemma on equi-integrability we can find an increasing and convex
function G : [0,∞)→ [0,∞) with G(0) = 0 and limt→∞
G(t)
t =∞, such that
sup
j
ˆ
Ω
G(|fj |
q
p−1 )dx ≤ C.
Moreover, we may assume that G satisfies a ∆2 (moderate growth) condition (see, e.g., [22]):
there exists c1 > 1 such that
G(2t) ≤ c1G(t) ∀t ≥ 0.
It follows that the function Φ(t) := G(tq/p) also satisfies a ∆2 condition since
Φ(2t) = G(2q/ptq/p) ≤ G(2[q/p]+1tq/p) ≤ (c1)
[q/p]+1Φ(t),
where [q/p] is the integral part of q/p.
On the other hand, as G is convex and G(0) = 0, for c2 = 2
p
q−p > 1 we have
Φ(t) = G(c
−q/p
2 (c2t)
q/p) ≤ c
−q/p
2 G((c2t)
q/p) =
1
2c2
Φ(c2t).
In other words, Φ satisfies a ∇2 condition.
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Also, by the above properties of G we have that Φ is an increasing and convex Young function,
i.e.,
Φ(0) = 0, lim
t→0+
Φ(t)
t
= 0, and lim
t→∞
Φ(t)
t
=∞.
With these properties of Φ, by the main result of [9] (see also [10]), we have that
sup
j
ˆ
Ω
Φ(|∇uj|
p)dx = sup
j
ˆ
Ω
G(|∇uj |
q)dx ≤ C.
Here the constant C depends only on n, p, q,G,Λ,Ω, and δ. Hence by de la Valle´e-Poussin
Lemma, it follows that the sequence {|∇uj |
q}j is equi-integrable in Ω. 
We now recall that G1 is the Bessel kernel of order 1. For any nonnegative measure ν, we
define a Bessel potential of ν by
G1(ν)(x) := G1 ∗ ν(x) =
ˆ
Rn
G1(x− y)dν(y), x ∈ R
n.
Lemma 2.2. Let q > p > 1 and suppose that µ ∈ M
1, q
q−p+1 (Ω) and that g is a vector field on
Ω such that |g|
q
p−1 ∈M1,
q
q−p+1 (Ω). There exists a constant δ = δ(n, p,Λ, q) ∈ (0, 1) such that if
Ω is (δ,R0)-Reifenberg flat and [A]R0 ≤ δ for some R0 > 0 then the equation{
divA(x,∇U) = µ+ div g in Ω,
u = 0 on ∂Ω
(2.2)
admits a unique solution U ∈W 1, q0 (Ω) with
(2.3) G1(|∇U |
q) ≤ C [G1(|g|
q
p−1 ) + [µ]
q−p+1
p−1
M
1,
q
q−p+1 (Ω)
G1(|µ|)] a.e. in R
n.
Here U , g, and µ are extended by zero outside Ω. The constant C in (2.3) depends only on
n, p,Λ, q,diam(Ω), and diam(Ω)/R0.
Proof. Again, let B is a ball of radius diam(Ω) containing Ω and let G(x, y) be the Green
function with zero boundary condition associated to −∆ on B. Then we can write µ = −divhµ
in D′(Ω), where hµ is a gradient vector field on B given by
(2.4) hµ(x) =
ˆ
B
∇xG(x, y)dµ(y).
In what follows, we say that a function w ∈ A1 if w ∈ L
1
loc(R
n), w ≥ 0, and
sup
r>0
 
Br(x)
w(y)dy ≤ Aw(x) for a.e. x ∈ Rn.
The least possible constant A in the above inequality is called the A1 constant of w and is
denoted by [w]A1 .
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Note then that by [21, Theorem 1.10], for any weights w ∈ A1, there exists a constant
δ = δ(n, p,Λ, q, [w]A1 ) ∈ (0, 1) such that if Ω is (δ,R0)-Reifenberg flat and [A]R0 ≤ δ then
equation (2.2) admits a unique solution U ∈W 1, q0 (Ω) such that
(2.5)
ˆ
Ω
|∇U |qwdx ≤ C
ˆ
Ω
|g − hµ|
q
p−1wdx.
Moreover, the constant C in (2.5) depends on w only through [w]A1 .
We now observe from the asymptotic behavior of G1 (see [1, Section 1.2.4]) that the function
w(x) = G1(g)(x), where g is any nonnegative and bounded function with compact support,
satisfies the following local A1 condition
sup
0<r≤1
 
Br(x)
w(y)dy ≤ Aw(x) for a.e. x ∈ Rn.
The constant A is independent of g. Thus by [31, Lemma 1.1] there exists a weight w ∈ A1
such that w = w in B and [w]A1 ≤ C = C(n,diam(Ω), A). Then using w in (2.5) and applying
Fubini’s Theorem we find
ˆ
Rn
G1(|∇U |
qχΩ)gdx ≤ C
ˆ
Rn
G1(|g − hµ|
q
p−1χΩ)gdx.
Due to the arbitrariness of g, this yields
(2.6) G1(|∇U |
qχΩ) ≤ CG1(|g − hµ|
q
p−1χΩ) a.e. in R
n
for a constant C that depends only on n, p,Λ, q,diam(Ω), and diam(Ω)/R0.
Note that by (2.4) and the pointwise estimate (2.1) it follows that
(2.7) |hµ(x)| ≤ CG1(|µ|)(x) a.e. in R
n.
On the other hand, by [20, Theorem 1.2] we find
(2.8) G1[G1(|µ|)
q
p−1 ](x) ≤ C[µ]
q−p+1
p−1
M
1,
q
q−p+1 (Ω)
G1(|µ|)(x) a.e. in R
n.
Thus in view of (2.7) we see that
(2.9) G1[|hµ|
q
p−1 ] ≤ C[µ]
q−p+1
p−1
M
1,
q
q−p+1 (Ω)
G1(|µ|)(x) a.e. in R
n.
Combining (2.6) and (2.9) we arrive at the pointwise estimate (2.3) as desired. 
We are now ready to prove Theorem 1.3.
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Proof of Theorem 1.3. Let ω and f be as in the theorem. Our strategy is to apply Schauder
Fixed Point Theorem to the following closed and convex subset of W 1, q0 (Ω):
E :=
{
v ∈W 1, q0 (Ω) : G1(|∇v|
q) ≤ T G1[|f |
q
p−1 +G1(|ω|)
q
p−1 ] a.e.
}
,
where T > 0 is to be chosen.
Note that by (2.8) we have
G1[G1(|ω|)
q
p−1 ] ≤ C[ω]
q−p+1
p−1
M
1,
q
q−p+1 (Ω)
G1(|ω|).
Thus by Theorems 1.1 and 1.2 of [20] (see also [26, Theorem 2.3]), from the definition of E
we obtain for any v ∈ E,
[|∇v|q]
M
1,
q
q−p+1 (Ω)
≤ C0T
[
[ω]
q
p−1
M
1,
q
q−p+1 (Ω)
+ [|f |
q
p−1 ]
M
1,
q
q−p+1 (Ω)
]
for a constant C0 depends only on n, p,Λ, q,diam(Ω), and diam(Ω)/R0.
Therefore, if we assume that
[ω]
q
p−1
M
1,
q
q−p+1 (Ω)
+ [|f |
q
p−1 ]
M
1,
q
q−p+1 (Ω)
≤ c0,
where c0 is to be determined, then we have for any v ∈ E,
(2.10) [|∇v|q]
M
1,
q
q−p+1 (Ω)
≤ c0C0T.
Let S : E →W 1, q0 (Ω) be defined by S(v) = u where u ∈W
1, q
0 (Ω) is the unique solution of{
−divA(x,∇u) = |∇v|q + ω + div f in Ω,
u = 0 on ∂Ω.
We claim that there are T > 0 and c0 > 0 such that S : E → E.
By Lemma 2.2 we may assume that
(2.11) G1(|∇S(v)|
q) ≤ C1
[
G1(|g|
q
p−1 ) + [|∇v|q]
q−p+1
p−1
M
1,
q
q−p+1 (Ω)
G1(|∇v|
q)
]
a.e. in Rn,
where g = f − hω and hω is the gradient vector field associated to ω as in the proof of Lemma
2.2.
We next note from (2.7) that
(2.12) |g|
q
p−1 ≤ C2[|f |
q
p−1 +G1(|ω|)
q
p−1 ] a.e.
Moreover, in view of (2.10) we have
(2.13) [|∇v|q]
q−p+1
p−1
M
1,
q
q−p+1 (Ω)
G1(|∇v|
q) ≤ (c0C0T )
q−p+1
p−1 T G1[|f |
q
p−1 +G1(|ω|)
q
p−1 ].
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Combining (2.11), (2.12), and (2.13) yields
G1(|∇S(v)|
q) ≤ (max{C1, C2}+ 1)
2
(
(c0C0T )
q−p+1
p−1 T + 1
)
G1[|f |
q
p−1 +G1(|ω|)
q
p−1 ].
We now choose T = 2(max{C1, C2}+1)
2 and then choose c0 > 0 so that (c0C0T )
q−p+1
p−1 T ≤ 1.
Then it follows that
G1(|∇S(v)|
q) ≤ T
[
G1(|f |
q
p−1 ) +G1(|ω|)
]
,
and thus S(v) ∈ E as desired.
We next show that the set S(E) is precompact in the strong topology of W 1, q0 (Ω). Let
uk = S(vk) where {vk} is a sequence in E. We have{
−divA(x,∇uk) = |∇vk|
q + ω + div f in Ω,
uk = 0 on ∂Ω.
As |∇vk|
q + ω + div f = div (f − hω − h|∇vk|q) in D
′(Ω), where
|hω|+ |h|∇vk|q)| ≤ CG1(|ω|+ |∇vk|
q)
≤ C[G1(|ω|) + T G1[|f |
q
p−1 +G1(|ω|)
q
p−1 ]]
≤ C[G1(|ω|) +G1(|f |
q
p−1 )],
we may apply Lemma 2.1 to see that {|∇uk|
q} is a bounded and equi-integrable subset of L1(Ω).
On the other hand, by [7, Theorem 2.1] there exists a subsequence {uk′} and a function
u ∈W 1, q0 (Ω) such that
∇uk′ → ∇u
a.e. in Ω. Thus Vitali Convergence Theorem yields that uk′ → u in W
1, q
0 (Ω) as desired.
Similarly, by uniqueness we see that the map S is continuous on E (in the strong topology
of W 1, q0 (Ω)). Then by Schauder Fixed Point Theorem, S has a fixed point in E, which gives a
solution u to problem (1.10). This completes the proof of the theorem. 
3. Proof of Theorem 1.6
For any nonnegative measure ν we define
PR[ν](x) =
(ˆ R
0
(
ν(Br(x))
rn−1
)β dr
r
) 1
β(p−1)
, R = 2diam(Ω),
where β = 1 if p > 2−1/n and β is any number in
(
0, (p−1)nn−1
)
if 3n−22n−1 < p ≤ 2−1/n. For κ > 0,
we also let
T[ν](x) = d(x)−κPR[ν](x)χΩ(x),
where recall that d(x) is the distance from x to ∂Ω.
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It is clear that if ǫ0 is a positive number for which (1.12) holds then for any 0 < κ ≤
ǫ0
4n ,
(3.1) ‖d−κ‖L2n(Ω) ≤ C.
On the other hand, note that for any f ∈ L2n(Ω),
‖PR[|f |]‖L∞(Rn) ≤ C(R, β)‖f‖
1
p−1
L2n(Ω)
.
Thus we have that, for any 0 < κ ≤ ǫ04n ,
(3.2) ‖PR[d(·)−κχΩ(·)]‖L∞(Rn) ≤ C.
We now record the following result that was obtained in [24].
Lemma 3.1. Let p > 3n−22n−1 and suppose that µ is finite signed measure in Ω. If u is a renor-
malized solution to {
−divA(x,∇u) = µ in Ω,
u = 0 on ∂Ω,
and ∂Ω is sufficiently flat, then
|∇u(x)| ≤ CT[|µ|](x)
for a.e. x ∈ Rn, where |∇u(x)| is set to be zero outside Ω.
We can now prove Theorem 1.6.
Proof of Theorem 1.6. Let ǫ0 be as in the theorem and suppose that supp(ω) ⊂ Ωδ0 . In this
proof, we shall fix a κ ∈ (0, ǫ04n).
By inequality (2.10) of [26] and condition (1.13) we have
(3.3) PR[
(
PR[|ω|]
)q
](x) ≤ C[ω]
q−p+1
p−1
M
1,
q
q−p+1 (Ω)
P2R[ω](x) ≤ C(c0)
q−p+1
q PR[|ω|](x),
for a.e. x ∈ Ω.
Moreover, since supp(ω) ⊂ Ωδ0/2 we also have
‖PR[|ω|]‖L∞(Rn\Ωδ0/4)
≤ C(δ0, β, p, n,R)|ω|(Ω)
1
p−1 ,
and thus by (3.2),
PR[
{
d(·)−κPR[|ω|]χΩ(·)
}q
](x) ≤ C(δ0)P
R[
(
PR[ω]
)q
](x) + C |ω|(Ω)
q
(p−1)2 ,
Combining this with (3.3) and condition (1.13), we find
PR[
{
d(·)−κPR[|ω|]χΩ(·)
}q
](x) ≤ C (c0)
q−p+1
q PR[|ω|](x) + C |ω|(Ω)
q−p+1
(p−1)2 |ω|(Ω)
1
p−1
≤ C (c0)
q−p+1
q PR[|ω|](x) + C (c0)
q−p+1
q(p−1) |ω|(Ω)
1
p−1
≤ C[(c0)
q−p+1
q + (c0)
q−p+1
q(p−1) ]PR[|ω|](x)
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for a.e. x ∈ Ω. This gives
T[T[|ω|]q](x) ≤ C[(c0)
q−p+1
q + (c0)
q−p+1
q(p−1) ]T[|ω|](x)(3.4)
for a.e. x ∈ Rn.
Step 1: In this step, we assume that ω ∈ C∞c with supp(ω) ⊂ Ωδ0 . Let us set
V =
{
v ∈W 1, 10 : |∇v|χΩ ≤ NT[|ω|] a.e.
}
,
where N is to be determined. Since ω ∈ C∞c (Ω), in view of (3.1) we have that
|∇v(x)|q ≤ C(ω)d(x)−qκ ∈ L2n(Ω),
and in particular, |∇v|q ∈W−1,
p
p−1 (Ω) for any v ∈ V .
We next define a map S : V → W 1, 10 by letting S(v) = u, where v ∈ V and u is the unique
renormalized solution to {
−divA(x,∇u) = |∇v|q + ω in Ω,
u = 0 on ∂Ω.
By Lemma 3.1 and (3.4) we have
|∇u|χΩ ≤ T[|∇v|
qχΩ + |ω|]
≤ CN
q
p−1T[T[|ω|]q] +CT[|ω|]
≤ CN
q
p−1 [(c0)
q−p+1
q + (c0)
q−p+1
q(p−1) ]T[|ω|] + CT[|ω|].
Thus if we choose N = 2C and c0 sufficiently small we obtain that S(V ) ⊂ V . Moreover,
using the results of [8], it can be shown that S is continuous and compact (see also [23]). Thus
by Schauder Fixed Point Theorem, there exists a solution u ∈ V to the equation (1.14).
Step 2: Let ωk = ρk∗ω, where {ρk}k∈N is a standard sequence of mollifiers. Choose k sufficiently
large so that ωk ∈ C
∞
c (Ωδ0/2) for all such k. It is easy to see from condition (1.13) that
[ωk]
q
p−1
M
1,
q
q−p+1 (Ω)
≤ Ac0,
where A is independent of k. Thus we may apply Step 1 with ω = ωk to obtain a sequence of
solutions {uk} ⊂ V to the equation{
−divA(x,∇uk) = |∇uk|
q + ωk in Ω,
uk = 0 on ∂Ω.
Then we apply the results of [8] to get a subsequence {uk′} and function u such that ∇uk′ →
∇u in Lq(Ω) and u is a renormalized solution of (1.14) (see also [23]). 
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