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Abstract
In this paper, we compute the cup product structure of the preprojective algebra Dynkin quivers of type
D and E over a field of characteristic zero. This is a continuation of the work done in [P. Etingof, C. Eu,
Hochschild and cyclic homology of preprojective algebras of ADE quivers, arXiv: math.AG/0609006]
where the additive structure of the Hochschild cohomology (together with its grading) was computed. To-
gether with the results in [K. Erdmann, N. Snashall, On Hochschild cohomology of preprojective algebras.
I, J. Algebra 205 (2) (1998) 391–412, II, J. Algebra 205 (2) (1998) 413–434] (where the A-case was stud-
ied), this yields a complete description of the product in the Hochschild cohomology of ADE quivers over
a field of characteristic zero.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper, we compute the product structure of the Hochschild cohomology of preprojec-
tive algebras of quivers of types D and E over a field of characteristic zero. This is a continuation
of [EE2] where the cohomology spaces together with the grading induced by the natural grading
(all arrows have degree 1) were computed.
Together with the results in [ES2] where it was done for type A (over a field of any charac-
teristic), this yields a complete description of the product in the Hochschild cohomology ring of
preprojective algebras of ADE quivers over a field of characteristic zero.
We note that this description is essentially uniform (i.e. does not refer to particular Dynkin-
diagrams), while the proof uses case-by-case arguments.
For our computation, the same complex as in [ES2] is used, namely the one which we get
by applying the Hom-functor to the Schofield resolution (which is periodic with period 6) of the
algebra.
To compute the cup product, we use the same method as in [ES2]: via the isomorphism
HHi (A) ≡ Hom(ΩiA,A) (where for an A-bimodule M we write ΩM for the kernel of
its projective cover) and we identify elements in HHi (A) with equivalence classes of maps
Ωi(A) → A. For [f ] ∈ HHi (A) and [g] ∈ HHj (A), the product is [f ][g] := [f ◦ Ωig] in
HHi+j (A). We compute all products HHi (A) × HHj (A) → HHi+j (A) for 0 i  j  5. The
remaining ones follow from the perodicity of the Schofield resolution and the graded commuta-
tivity of the multiplication. Some computations are similar to those in [ES2] for type A.
In the first part of the paper, we introduce a basis for each cohomology space explicitly (for
each quiver). Then in the second part we compute the product in these bases. We use the results
about the grading of the cohomology spaces from [EE2] to find the bases and the products.
The main result of the paper is Theorem 4.0.8, which explicitly gives the product structure in
Hochschild cohomology of these preprojective algebras. The final section of the paper gives a
description of the Hochschild cohomology by generators and relations.
Note that for connected non-Dynkin quivers, the Hochschild cohomology and its product
structure were already calculated in [CBEG] where the situation is much easier because the
homological dimension of the preprojective algebra is 2.
We leave out long computations in the journal-version and want to refer the reader to the
web-version on arXiv: math.RT/0703568.
2. Preliminaries
2.1. Quivers and path algebras
Let Q be a quiver of ADE type with vertex set I and |I | = r . We write a ∈ Q to say that a is
an arrow in Q.
We define Q∗ to be the quiver obtained from Q by reversing all of its arrows. We call Q¯ =
Q∪Q∗ the double of Q.
Let C be the adjacency matrix corresponding to the quiver Q¯.
The concatenation of arrows generate the nontrivial paths inside the quiver Q¯. We define ei ,
i ∈ I to be the trivial path which starts and ends at i. The path algebra P ¯ = CQ¯ of Q¯ overQ
C.-H. Eu / Journal of Algebra 320 (2008) 1477–1530 1481C is the C-algebra with basis the paths in Q¯ and the product xy of two paths x and y is their
concatenation if they are compatible and 0 if not. We define the Lie bracket [x, y] = xy − yx.
Let R = ⊕i∈I Cei . Then R is a commutative semisimple algebra, and PQ¯ is naturally an
R-bimodule.
2.2. The preprojective algebra
Given a quiver Q, we define the preprojective algebra ΠQ to be the quotient of the path
algebra PQ¯ by the relation
∑
a∈Q[a, a∗] = 0.
Given a monomial x = a1a2 · · ·an ∈ PQ¯, we write x∗ to be the monomial a∗n · · ·a∗2a∗1 , and we
extend this definition linearly to all elements in PQ¯.
We introduce a grading, such that each trivial path has degree 0 and each arrow in Q¯ has
degree 1.
From now on, we assume that Q is of ADE type, and we write A = ΠQ.
2.3. Graded spaces and Hilbert series
Let M = ⊕d0 M(d) be a Z+-graded vector space, with finite dimensional homogeneous
subspaces. We denote by M[n] the same space with grading shifted by n. The graded dual space
M∗ is defined by the formula M∗(n) = M(−n)∗.
Definition 2.3.1 (The Hilbert series of vector spaces). Let M =⊕d0 M(d) be a Z+-graded vec-
tor space, with finite dimensional homogeneous subspaces. We define the Hilbert series hM(t)
to be the series
hM(t) =
∞∑
d=0
dimM(d)td .
Definition 2.3.2 (The Hilbert series of bimodules). Let M =⊕d0 M(d) be a Z+-graded bi-
module over the ring R, so we can write M =⊕i,j∈I Mi,j . We define the Hilbert series HM(t)
to be a matrix valued series with the entries
HM(t)i,j =
∞∑
d=0
dimM(d)i,j td .
2.4. Frobenius algebras and Nakayama automorphism
Definition 2.4.1. Let A be a finite dimensional unital C-algebra, let A∗ = HomC(A,C). We
call it Frobenius if there is a linear function f :A→ C, such that the form (x, y) := f (xy) is
nondegenerate, or, equivalently, if there exists an isomorphism φ :A 	−→A∗ of left A-modules:
given f , we can define φ(a)(b) = f (ba), and given φ, we define f = φ(1).
Remark 2.4.2. If f˜ is another linear function satisfying the same properties as f from above,
then f˜ (x) = f (xa) for some invertible a ∈A. Indeed, we define the form {a, b} = f˜ (ab). Then
{−,1} ∈ A∗, so there is an a ∈ A, such that φ(a) = {−,1}. Then f˜ (x) = {x,1} = φ(a)(x) =
f (xa).
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from above), the automorphism η :A→A defined by the equation (x, y) = (y, η(x)) is called
the Nakayama automorphism (corresponding to f ).
Remark 2.4.4. We note that the freedom in choosing f implies that η is uniquely determined up
to an inner automorphism. Indeed, let f˜ (x) = f (xa) and define the bilinear form {a, b} = f˜ (ab).
Then
{x, y} = f˜ (xy) = f (xya) = (x, ya) = (ya,η(x))= f (yaη(x)a−1a)
= (y, aη(x)a−1).
2.5. Root system parameters
Let w0 be the longest element of the Weyl group W of Q. Then we define ν to be the involution
of I , such that w0(αi) = −αν(i) (where αi is the simple root corresponding to i ∈ I ). It turns out
that η(ei) = eν(i) ([S]; see [ES2]).
Let mi , i = 1, . . . , r , be the exponents of the root system attached to Q, enumerated in in-
creasing order. Let h = mr + 1 be the Coxeter number in Q, i.e. the order of a Coxeter element
in W .
Let P be the permutation matrix corresponding to the involution ν. Let r+ = dim ker(P − 1)
and r− = dim ker(P + 1). Thus, r− is half the number of vertices which are not fixed by ν, and
r+ = r − r−.
A is finite dimensional, and the following Hilbert series is known from [MOV, Theorem 2.3]:
HA(t) =
(
1 + P th)(1 −Ct + t2)−1. (2.5.1)
It turns out that the top degree of A is h− 2 (i.e. A(d) vanishes for d > h− 2), and for the top
degree Atop part we get the following decomposition in 1-dimensional submodules:
Atop = A(h− 2) =
⊕
i∈I
eiA(h− 2)eν(i). (2.5.2)
It is known that A is a Frobenius algebra (see e.g. [ES2,MOV]).
3. Hochschild cohomology
The Hochschild cohomology spaces of A were computed in [EE2]. We recall the results:
Definition 3.0.3. We define the spaces
U =
⊕
d<h−2
HH0(A)(d)[2],
L = HH0(A)(h− 2)[−h+ 2],
K = HH2(A)[2],
Y = HH6(A)(−h− 2)[h+ 2].
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(1) U has the following Hilbert series:
hU(t) =
r∑
i=1
mi<
h
2
t2mi . (3.0.5)
(2) We have natural isomorphisms
K ≡ ker(P + 1),
L ≡ 〈ei ∣∣ ν(i) = i〉,
and
dimY = r+ − r− − #
{
i: mi = h2
}
.
Theorem 3.0.6. For the Hochschild cohomology spaces, we have the following natural isomor-
phisms:
HH0(A) = U [−2] ⊕L[h− 2],
HH1(A) = U [−2],
HH2(A) = K[−2],
HH3(A) = K∗[−2],
HH4(A) = U∗[−2],
HH5(A) = U∗[−2] ⊕ Y ∗[−h− 2],
HH6(A) = U [−2h− 2] ⊕ Y [−h− 2],
and HH6n+i (A) = HHi (A)[−2nh] ∀i  1.
Corollary 3.0.7. The center Z = HH0(A) of A has Hilbert series
hZ(t) =
r∑
i=1
mi<
h
2
t2mi−2 + (r+ − r−)th−2.
4. Main results
From Theorem 3.0.6, we already know the additive structure of HH∗(A). As the main result
of this paper, we present the product structure in HH∗(A). The rest of the paper is devoted to
this computation. Since the product HHi (A) × HHj (A) → HHi+j (A) is graded-commutative,
we can assume i  j here.
1484 C.-H. Eu / Journal of Algebra 320 (2008) 1477–1530Let (U [−2])+ be the positive degree part of U [−2] (which lies in nonnegative degrees).
We have a decomposition HH0(A) = C⊕ (U [−2])+ ⊕L[−h− 2] where we have the natural
identification (U [−2])(0) = C.
Let
• z0 = 1 ∈ C ⊂ U [−2] ⊂ HH0(A) (in lowest degree 0),
• θ0 the corresponding element in HH1(A) (in lowest degree 0),
• ψ0 the dual element of z0 in U∗[−2] ⊂ HH5(A) (in highest degree −4), i.e. ψ0(z0) = 1,
• ζ0 the corresponding element in U∗[−2] ⊂ HH4(A) (in highest degree −4), that is the dual
element of θ0, ζ0(θ0) = 1, ϕ0 : HH0(A) → HH6(A) the natural quotient map (which induces
the natural isomorphism U [−2] → U [−2h− 2]) and
• φ the quotient map L → Y induced by ϕ0 in Theorem 4.0.8.
Theorem 4.0.8 (The product structure in HH∗(A) for quivers of types D and E).
(1) The multiplication by ϕ0(z0) induces the natural isomorphisms ϕi : HHi (A) → HHi+6(A)
∀i  1 and the natural quotient map ϕ0. Therefore, it is enough to compute products
HHi (A)× HHj (A) → HHi+j (A) with 0 i  j  5.
(2) The HH0(A)-action on HHi (A):
(a) ((U [−2])+-action)
The action of (U [−2])+ on U [−2] ⊂ HH1(A) corresponds to the multiplication(
U [−2])+ ×U [−2] → U [−2],
(u, v) → u · v
in HH0(A), projected on U [−2] ⊂ HH0(A).
(U [−2])+ acts on U∗[−2] = HH4(A) and U∗[−2] ⊂ HH5(A) the following way:(
U [−2])+ ×U∗[−2] → U∗[−2],
(u,f ) → u ◦ f,
where (u ◦ f )(v) = f (uv).
(U [−2])+ acts by zero on L[h − 2] ⊂ HH0(A), HH2(A), HH3(A) and Y ∗[−h − 2] ⊂
HH5(A).
(b) (L[h− 2]-action)
L[h− 2] acts by zero on HHi (A), 1 i  4, and on U∗[−2] ⊂ HH5(A).
The L[h− 2]-action on HH5(A) restricts to
L[h− 2] × Y ∗[−h− 2] → U∗[−2],
(a, y) → y(φ(a))ψ0.
(3) (Zero products)
All products HHi (A)× HHj (A) → HHi+j , 1 i  j  5, where i + j  6 or i, j are both
odd are zero except the pairings
HH1(A)× HH5(A) → HH6(A)
C.-H. Eu / Journal of Algebra 320 (2008) 1477–1530 1485and
HH5(A)× HH5(A) → HH10(A).
(4) (HH1(A)-products)
(a) The multiplication
HH1(A)× HH4(A) = U [−2] ×U∗[−2] → HH5(A)
is the same one as the restriction of
HH0(A)× HH5(A) → HH5(A)
on U [−2] ×U∗[−2].
(b) The multiplication of the subspace U [−2]+ ⊂ HH1(A) with HHi (A) where i = 2,5 is
zero.
(c) The multiplication by θ0 induces a symmetric isomorphism
α : HH2(A) = K[−2] → K∗[−2] = HH3(A).
On HH5(A), it induces a skew-symmetric isomorphism
β :Y ∗[−h− 2] → Y [−h− 2] ⊂ HH6(A),
and acts by zero on U∗[−2] ⊂ HH5(A). α and β will be given by explicit matrices Mα
and Mβ later.
(5) (HH2(A)-products)
HH2(A)× HH2(A) → HH4(A),
(a, b) → 〈a, b〉ζ0
is given by 〈−,−〉 = α where α is regarded as a symmetric bilinear form.
HH2(A)× HH3(A) → HH5(A) is the multiplication
K[−2] ×K∗[−2] → HH5(A),
(a, y) → y(a)ψ0.
(6) (HH5(A)× HH5(A) → HH10(A))
The restriction of this product to
Y ∗[−h− 2] × Y ∗[−h− 2] → HH10(A),
(a, b) → Ω(a,b)ϕ4(ζ0)
is given by Ω(−,−) = −β where β is regarded as a skew-symmetric bilinear form.
The multiplication of the subspace U∗[−2] ⊂ HH5(A) with HH5(A) is zero.
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5.1. Labeling of quivers
From now on, we use the following labellings for the different types of quivers, as shown in
Figs. 1–4.
Fig. 1. Dn+1-quiver.
5.1.1. Q = Dn+1
A is the path algebra modulo the relations
a∗1a1 = 0,
a∗i+1ai+1 = aia∗i , 1 i  n− 3,
an−1a∗n−1 = ana∗n = 0,
a∗n−1an−1 + a∗nan = an−2a∗n−2.
Fig. 2. E6-quiver.
5.1.2. Q = E6
A is the path algebra modulo the relations
a1a
∗
1 = a4a∗4 = a5a∗5 = 0,
a∗1a1 = a2a∗2 ,
a∗4a4 = a3a∗3 ,
a∗a2 + a∗a3 + a∗a5 = 0.2 3 5
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5.1.3. Q = E7
A is the path algebra modulo the relations
a1a
∗
1 = a5a∗5 = a6a∗6 = 0,
a∗1a1 = a2a∗2 ,
a∗2a2 = a3a∗3 ,
a∗5a5 = a4a∗4 ,
a∗3a3 + a∗4a4 + a∗6a6 = 0.
Fig. 4. E8-quiver.
5.1.4. Q = E8
A is the path algebra modulo the relations
a0a
∗
0 = a5a∗5 = a6a∗6 = 0,
a∗0a0 = a1a∗1 ,
a∗1a1 = a2a∗2 ,
a∗2a2 = a3a∗3 ,
a∗5a5 = a4a∗4 ,
a∗3a3 + a∗4a4 + a∗6a6 = 0.
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Recall that A is a Frobenius algebra. The linear function f :A → C is zero in the nontop
degree part of A. It maps a top degree element ωi ∈ eiAtopeν(i) to 1. It is uniquely determined by
the choice of one of these ωi and a Nakayama automorphism.
For each quiver, we define a Nakayama automorphism η and make a choice of one ωi ∈
eiA
topeν(i).
5.2.1. Q = Dn+1, n odd
We define η by
η(ai) = −ai, (5.2.1)
η
(
a∗i
)= a∗i , (5.2.2)
and
ω1 = a∗1 · · ·a∗n−2a∗n−1an−1an−2 · · ·a1. (5.2.3)
Let
ai = (−1)iai−1 · · ·a1a∗1 · · ·a∗n−1an−1 · · ·ai+1 ∀1 i  n− 2,
an−1 = an−2 · · ·a1a∗1 · · ·a∗n−1,
an = −an−2 · · ·a1a∗1 · · ·a∗n−2a∗n,
a∗i = a∗i+1 · · ·a∗n−1an−1 · · ·a1a∗1 · · ·a∗i−1 ∀1 i  n− 2,
a∗n−1 = an−1 · · ·a1a∗1 · · ·a∗n−2,
a∗n = −anan−2 · · ·a1a∗1 · · ·a∗n−2,
and ωi = a∗i a∗i ∀1  i  n − 1 (where ω1 coincides with the expression in (5.2.3)), ωn =
an−1an−1, ωn+1 = anan. Then ωi+1 = aiai ∀1 i  n− 2, and ωi = ai · (−ai) ∀1 i  n− 1,
ωn = an · (−an) = an+1 · (−an+1), ωi+1 = a∗i a∗i ∀1 i  n.
These ωi define the function f (and the bilinear form) associated to the Frobenius algebra A.
Since {a1, . . . , an, a∗1 , . . . , a∗n} in A(h− 3) is a dual basis of {a1, . . . , an, a∗1 , . . . , a∗n} in A(1) and
{−a1, . . . ,−an, a∗1 , . . . , a∗n} in A(1) is a dual basis to {a1, . . . , an, a∗1 , . . . , a∗n} in A(h − 3), it
follows that the Nakayama automorphism associated to our bilinear form is given by Eqs. (5.2.1)
and (5.2.2).
5.2.2. Q = Dn+1, n even
We define η by
∀i  n− 2: η(ai) = −ai,
∀i  n− 2: η(a∗i )= a∗i ,
η(an−1) = −an,
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(
a∗n−1
)= a∗n,
η(an) = −an−1,
η
(
a∗n
)= a∗n−1,
ω1 = a∗1 · · ·a∗n−2a∗n−1an−1an−2 · · ·a1. (5.2.4)
Let
ai = (−1)iai−1 · · ·a1a∗1 · · ·a∗n−1an−1 · · ·ai+1 ∀1 i  n− 2,
an−1 = an−2 · · ·a1a∗1 · · ·a∗n−2a∗n,
an = −an−2 · · ·a1a∗1 · · ·a∗n−1,
a∗i = a∗i+1 · · ·a∗n−1an−1 · · ·a1a∗1 · · ·a∗i−1 ∀1 i  n− 2,
a∗n−1 = an−1 · · ·a1a∗1 · · ·a∗n−2,
a∗n = −anan−2 · · ·a1a∗1 · · ·a∗n−2
and ωi = a∗i a∗i ∀1  i  n − 1 (where ω1 coincides with the expression in (5.2.4)), ωn =
an−1an−1, ωn+1 = anan. Then ωi+1 = aiai ∀1  i  n − 2, ωn−1 = a∗na∗n and ωi+1 = a∗i ai
∀1 i  n− 2, ωn = a∗n−1a∗n , ωn+1 = a∗na∗n−1, ωi = ai · (−ai) ∀1 i  n− 2, ωn = a5 · (−a6),
ωn+1 = an · (−an−1).
Again, these ωi define the function f (and the bilinear form) associated to the Frobenius al-
gebra A. Since {a1, . . . , an, a∗1 , . . . , a∗n} in A(h − 3) is a dual basis of {a1, . . . , an, a∗1 , . . . , a∗n}
in A(1) and {−a1, . . . ,−an,−an−1, a∗1 , . . . a∗n, a∗n−1} in A(1) is a dual basis to {a1, . . . ,
an−1an, a∗1 , . . . , a∗n−1, a∗n} in A(h− 3), it follows that the Nakayama automorphism associated to
our bilinear form is given by η above.
5.2.3. Q = E6
We define η by
η(a1) = −a4,
η
(
a∗1
)= a∗4 ,
η(a2) = −a3,
η
(
a∗2
)= a∗3 ,
η(a5) = −a5,
η
(
a∗5
)= a∗5 ,
and
ω3 = a∗3a3
(
a∗2a2a∗3a3
)2
. (5.2.5)
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a1 = −a2a∗3a∗4a4a3a∗5a5a∗3a∗4 ,
a2 = a∗3a∗4a4a3a∗5a5a∗3a∗4a4,
a3 = a∗5a5a∗3a∗4a4a3a∗2a∗1a1,
a4 = −a3a∗5a5a∗3a∗4a4a3a∗2a∗1 ,
a5 = a∗2a∗1a1a2a∗3a∗4a4a3a∗5 ,
a∗1 = −a1a2a∗3a∗4a4a3a∗5a5a∗3 ,
a∗2 = −a∗1a1a2a∗3a∗4a4a3a∗5a5,
a∗3 = −a∗4a4a3a∗5a5a∗3a∗4a4a3,
a∗4 = −a4a3a∗5a5a∗3a∗4a4a3a∗2 ,
a∗5 = a5a∗2a∗1a1a2a∗3a∗4a4a3
and ω1 = a1a1, ω2 = a2a2, ω3 = a∗2a∗2 (which coincides with the expression in (5.2.5)), ω4 =
a3a3, ω5 = a4a4. ω6 = a5a5. Then ω2 = a∗1a∗1 , ω3 = a∗3a∗3 = a∗5a∗5 , ω4 = a∗4a∗4 and ω1 = a∗1a∗4 ,
ω2 = a∗2a∗3 = a1 · (−a4), ω3 = a2 · (−a3) = a3 · (−a2) = a5 · (−a5), ω4 = a∗3a∗2 = a4 · (−a1),
ω5 = a∗4a∗1 , ω6 = a∗5a∗5 .
Again, these ωi define the function f (and the bilinear form) associated to the Frobenius
algebra A. Since {a1, . . . , a5, a∗1 , . . . , a∗5} in A(h − 3) is a dual basis of {a1, . . . , a5, a∗1 , . . . , a∗5}
in A(1) and {−a4,−a3,−a2,−a1,−a5, a∗4 , a∗3 , a∗2 , a∗1 , a∗5 } in A(1) is a dual basis to {a1, . . . ,
a5a∗1 , . . . , a∗5} in A(h− 3), it follows that the Nakayama automorphism associated to our bilinear
form is given by η above.
5.2.4. Q = E7
We define η by
η(ai) = −ai,
η
(
a∗i
)= a∗i ,
and
ω4 =
(
a∗4a4a∗3a3
)4
. (5.2.6)
Given the basis {a1, . . . , a6, a∗1 , . . . , a∗6} in A(1), we claim that a dual basis {a1, . . . , a6, a∗1 , . . . ,
a∗6} in A(h− 3) is given by
a1 = −a2a3a∗6a6a∗4a4a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1 ,
a2 = a3a∗6a6a∗4a4a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1a1,
a3 = −a∗a6a∗a4a∗a3a∗a∗a5a4a∗a∗a∗a1a2,6 4 3 4 5 3 2 1
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a5 = a4a∗3a∗2a∗1a1a2a3a∗6a6a∗4a4a∗3a3a∗4a∗5 ,
a6 = a∗4a4a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1a1a2a3a∗6 ,
a∗1 = −a1a2a3a∗6a6a∗4a4a∗3a3a∗4a∗5a5a4a∗3a∗2 ,
a∗2 = −a∗1a1a2a3a∗6a6a∗4a4a∗3a3a∗4a∗5a5a4a∗3 ,
a∗3 = −a∗2a∗1a1a2a3a∗6a6a∗4a4a∗3a3a∗4a∗5a5a4,
a∗4 = −a∗5a5a4a∗3a∗2a∗1a1a2a3a∗6a6a∗4a4a∗3a3,
a∗5 = −a5a4a∗3a∗2a∗1a1a2a3a∗6a6a∗4a4a∗3a3a∗4 ,
a∗6 = a6a∗4a4a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1a1a2a3
and ωi = aiai ∀1  i  3, ωi+1 = aiai ∀4  i  6, ω4 = a∗3a∗3 . Then ω2 = a∗1a∗1 , ω3 = a∗2a∗2 ,
ω4 = a∗4a∗4 = a∗6a∗6 (which coincides with the expression (5.2.6)), ω5 = a∗5a∗5 and ωi = a∗i a∗i
∀1 i  3, ωi+1 = a∗i a∗i ∀4 i  6, ωi+1 = ai · (−ai) ∀1 i  3, ωi = ai · (−ai) ∀4 i  5,
ω4 = a6 · (−a6).
Again, these ωi define the function f (and the bilinear form) associated to the Frobenius al-
gebra A. Since {a1, . . . , a6, a∗1 , . . . , a∗6} in A(h − 3) is a dual basis of {a1, . . . , a6, a∗1 , . . . , a∗6 }
in A(1) and {−a1, . . . ,−a6, a∗1 , . . . , a∗6 } in A(1) is a dual basis to {a1, . . . , a6a∗1 , . . . , a∗6} in
A(h − 3), it follows that the Nakayama automorphism associated to our bilinear form is given
by η above.
5.2.5. Q = E8
We define η by
η(ai) = −ai,
η
(
a∗i
)= a∗i ,
and
ω4 =
(
a∗4a4a∗3a3
)7
. (5.2.7)
Then
a0 = a1a2a3a∗6a6a∗4a4a∗6a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1a∗0 ,
a1 = −a2a3a∗6a6a∗4a4a∗6a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1a∗0a0,
a2 = a3a∗6a6a∗4a4a∗6a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1a∗0a0a1,
a3 = −a∗6a6a∗4a4a∗6a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1a∗0a0a1a2,
a4 = −a∗6a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1a∗0a0a1a2a3a∗6a6a∗4 ,
a5 = a4a∗a∗a∗a∗a0a1a2a3a∗a6a∗a∗a6a∗a3a∗a3a∗a4a∗a3a∗a3a∗a∗,3 2 1 0 6 4 6 3 3 4 3 3 4 5
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a∗0 = a0a1a2a3a∗6a6a∗4a4a∗6a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1 ,
a∗1 = a∗0a0a1a2a3a∗6a6a∗4a4a∗6a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4a∗5a5a4a∗3a∗2 ,
a∗2 = a∗1a∗0a0a1a2a3a∗6a6a∗4a4a∗6a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4a∗5a5a4a∗3 ,
a∗3 = a∗2a∗1a∗0a0a1a2a3a∗6a6a∗4a4a∗6a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4a∗5a5a4,
a∗4 = −a4a∗6a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1a∗0a0a1a2a3a∗6a6,
a∗5 = a5a4a∗3a∗2a∗1a∗0a0a1a2a3a∗6a6a∗4a∗6a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4 ,
a∗6 = a6a∗3a3a∗3a3a∗4a4a∗3a3a∗3a3a∗4a∗5a5a4a∗3a∗2a∗1a∗0a0a1a2a3a∗6a6a∗4a4
and ωi = aiai ∀0  i  3, ωi+1 = aiai ∀4  i  6, ω4 = a∗3a∗3 . Then ω2 = a∗1a∗1 , ω3 = a∗2a∗2 ,
ω4 = a∗4a∗4 = a∗6a∗6 (which coincides with the expression (5.2.7)), ω5 = a∗5a∗5 and ωi = a∗i a∗i
∀0 i  3, ωi+1 = a∗i a∗i ∀4 i  6, ωi+1 = ai · (−ai) ∀0 i  3, ωi = ai · (−ai) ∀4 i  5,
ω4 = a6 · (−a6).
Again, these ωi define the function f (and the bilinear form) associated to the Frobenius
algebra A. Since {a0, . . . , a6, a∗0 , . . . , a∗6} in A(h − 3) is a dual basis of {a0, . . . , a6, a∗0 , . . . , a∗6}
in A(1) and {−a0, . . . ,−a6, a∗0 , . . . , a∗6 } in A(1) is a dual basis to {a0, . . . , a6, a∗0 , . . . , a∗6} in
A(h − 3), it follows that the Nakayama automorphism associated to our bilinear form is given
by η above.
5.3. Preprojective algebras by numbers
We summarize useful numbers associated to preprojective algebras, by quiver:
Q Exponents mi h degAtop Degrees HH0(A)
Dn+1
n odd
n even
1,3, . . . ,2n− 1, n 2n 2n− 2 0,4, . . . ,2n− 6,2n− 20,4, . . . ,2n− 4,2n− 2
E6 1,4,5,7,8,11 12 10 0,6,8,10
E7 1,5,7,9,11,13,17 18 16 0,8,12,16
E8 1,7,11,13,17,19,23,29 30 28 0,12,20,24,28
We see that for quivers of types D and E, the degrees of the space U (which are 2mi , mi < h2 )
are even and range from 0 to h− 2.
We get the following degree ranges for the Hochschild cohomology:
HH0(A) = U [−2] ⊕L[h− 2], 0 deg HH0(A) h− 2,
HH1(A) = U [−2], 0 deg HH1(A) h− 4,
HH2(A) = K[−2], deg HH2(A) = −2,
HH3(A) = K∗[−2], deg HH3(A) = −2,
HH4(A) = U∗[−2], −h deg HH4(A)−4,
HH5(A) = U∗[−2] ⊕ Y ∗[−h− 2], −h− 2 deg HH5(A)−4,
HH6(A) = U [−2h− 2] ⊕ Y [−h− 2], −2h deg HH6(A)−h− 2.
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We recall the Schofield resolution of A from [S].
Define the A-bimodule N obtained from A by twisting the right action by η, i.e., N = A as
a vector space, and ∀a, b ∈ A,y ∈N : a · y · b = ayη(b). Introduce the notation a = 1 if a ∈ Q,
a = −1 if a ∈ Q∗. We write B for a set of all homogeneous basis elements of A, let (xi)xi∈B be
a homogeneous basis of A and (x∗i )xi∈B the dual basis under the form attached to the Frobenius
algebra A. Let V be the bimodule spanned by the arrows of Q¯.
We start with the following exact sequence:
0 →N [h] i−→ P2 d2−→ P1 d1−→ P0 d0−→ A → 0,
where P2 = A⊗R A[2], P1 = A⊗R V ⊗R A, P0 = A⊗R A,
d0(u⊗ v) = uv,
d1(u⊗ v ⊗w) = uv ⊗w − u⊗ vw,
d2(u⊗ v) =
∑
a∈Q¯
aua ⊗ a∗ ⊗ v +
∑
a∈Q¯
au⊗ a ⊗ a∗v,
i(a) = a
∑
xi∈B
xi ⊗ x∗i ,
where B is a homogeneous basis of A.
Since η2 = 1, we can make a canonical identification A =N ⊗A N (via x → x ⊗ 1), so by
tensoring the above exact sequence with N , connecting with the original exact sequence and
repeating this process, we get the Schofield resolution
· · · → P6 d6−→ P5 d5−→ →P4 d4−→ P3 d3−→ P2 d2−→ P1 d1−→ P0 d0−→ A → 0,
with
Pi+3 = (Pi ⊗R N )[h].
We will work with the Hochschild cohomology complex obtained from this resolution, which
is given explicitly in [EE2, Subsection 4.5]. This allows us to identify HHi (A) with quotients of
subsets of AR , NR , (V ⊗ A)R and (V ⊗N )R , where denote UR as the space of R-invariants
in U . For an element v in AR , NR , (V ⊗ A)R or (V ⊗N )R , we denote its cohomology class
by [v].
5.5. Basis of the preprojective algebra for Q = Dn+1
We need to work with the Hilbert series and with an explicit basis of A. We do this for each
type of quiver separately.
We write B for a set of all homogeneous basis elements of A, Bi,− for a homogeneous basis
of eiA, B−,j for a homogeneous basis of Aej , Bi,j for a basis of eiAej and Bi,j (d) for a basis
of eiAej (d).
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For k, j  n− 1:
Bk,n =
{(
ak−1a∗k−1
)l
a∗k · · ·a∗n−2a∗n−1
∣∣ 0 l  k − 1},
Bk,n+1 =
{(
ak−1a∗k−1
)l
a∗k · · ·a∗n−2a∗n
∣∣ 0 l  k − 1},
Bn,n =
{(
an−1a∗nana∗n−1
)l ∣∣∣ 0 l  { n−12 n odd,
n−2
2 n even
}
,
Bn+1,n+1 =
{(
ana
∗
n−1an−1a∗n
)l ∣∣∣ 0 l  { n−12 n odd,
n−2
2 n even
}
,
Bn+1,n =
{
ana
∗
n−1
(
an−1a∗nana∗n−1
)l ∣∣∣ 0 l  { n−32 n odd,n−2
2 n even
}
,
Bn,n+1 =
{
an−1a∗n
(
ana
∗
n−1an−1a∗n
)l ∣∣∣ 0 l  { n−32 n odd,n−2
2 n even
}
,
Bn,j =
{
an−1an−2 · · ·aj
(
aj−1a∗j−1
)l ∣∣ 0 l  j − 1},
Bn+1,j =
{
anan−2 · · ·aj
(
aj−1a∗j−1
)l ∣∣ 0 l  j − 1}.
For k  j  n− 1,
Bk,j =
{(
ak−1a∗k−1
)l
a∗k · · ·a∗j−1
∣∣ 0 l min{k − 1, n− j − 1}}
∪ {(ak−1a∗k−1)la∗k · · ·a∗n−1an−1an−2 · · ·aj ∣∣ 0 l  k − 1}
∪ {(ak−1a∗k−1)la∗k · · ·a∗nanan−2 · · ·aj ∣∣ 0 l  k − 1 + j − n}.
For j < k  n− 1,
Bk,j =
{
ak−1 · · ·aj
(
a∗j aj
)l ∣∣ 0 l min{n− k − 1, j − 1}}
∪ {a∗k · · ·a∗n−2a∗n−1an−1an−2 · · ·aj (a∗j aj )l ∣∣ 0 l  j − 1}
∪ {a∗k · · ·a∗n−2a∗nanan−2 · · ·aj (a∗j aj )l ∣∣ 0 l  j − 1 + k − n}.
5.6. Hilbert series of the preprojective algebra for Q = E6
We give the columns of the Hilbert series HA(t) which can be calculated from (2.5.1):
(
HA(t)i,1
)
1i6 =
⎛
⎜⎜⎜⎜⎜⎝
1 + t6
t + t5 + t7
t2 + t4 + t6 + t8
t3 + t5 + t9
t4 + t10
3 7
⎞
⎟⎟⎟⎟⎟⎠ ,t + t
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HA(t)i,2
)
1i6 =
⎛
⎜⎜⎜⎜⎜⎝
t + t5 + t7
1 + t2 + t4 + 2t6 + t8
t + 2t3 + 2t5 + 2t7 + t9
t2 + 2t4 + t6 + t8 + t10
t3 + t5 + t9
t2 + t4 + t6 + t8
⎞
⎟⎟⎟⎟⎟⎠ ,
(
HA(t)i,3
)
1i6 =
⎛
⎜⎜⎜⎜⎜⎝
t2 + t4 + t6 + t8
t + 2t3 + 2t5 + 2t7 + t9
1 + 2t2 + 3t4 + 3t6 + 2t8 + t10
t + 2t3 + 2t5 + 2t7 + t9
t2 + t4 + t6 + t8
t + t3 + 2t5 + t7 + t9
⎞
⎟⎟⎟⎟⎟⎠ ,
(
HA(t)i,4
)
1i6 =
⎛
⎜⎜⎜⎜⎜⎝
t3 + t5 + t9
t2 + 2t4 + t6 + t8 + t10
t + 2t3 + 2t5 + 2t7 + t9
1 + t2 + t4 + 2t6 + t8
t + t5 + t7
t2 + t4 + t6 + t8
⎞
⎟⎟⎟⎟⎟⎠ ,
(
HA(t)i,5
)
1i6 =
⎛
⎜⎜⎜⎜⎜⎝
t4 + t10
t3 + t5 + t9
t2 + t4 + t6 + t8
t + t5 + t7
1 + t6
t3 + t7
⎞
⎟⎟⎟⎟⎟⎠ ,
(
HA(t)i,6
)
1i6 =
⎛
⎜⎜⎜⎜⎜⎝
t3 + t7
t2 + t4 + t6 + t8
t + t3 + 2t5 + t7 + t9
t2 + t4 + t6 + t8
t3 + t7
1 + t4 + t6 + t10
⎞
⎟⎟⎟⎟⎟⎠ .
6. HH0(A) = Z
From the Hilbert series (Corollary 3.0.7) we see that we have one (unique up to a con-
stant factor) central element of degree 2mi − 2 for each exponent mi < h2 . We will denote
a deg i(< h− 2) central element by zi .
From (2.5.2) and from the Hilbert series we can also see that the top degree (= degh − 2)
center is spanned by one element ωi in each eiAei , such that ν(i) = i.
The ωi ∈ L[h− 2] are already given in Section 2.4, and we will find the zi ∈ U [−2] for each
Dynkin quiver separately.
6.1. Q = Dn+1
We define the nonzero elements
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bi,j = a∗i · · ·a∗i+j−1ai+j−1 · · ·ai
(
where 1 j min{i − 1, n− 1 − i}),
ci,j = a∗i · · ·a∗n−2
(
an−2a∗n−2
)j
an−2 · · ·ai (where 1 i  n− 2, 1 j  i − 1),
cn−1,j =
(
an−2a∗n−2
)j
, 1 j  n− 2,
c′i = a∗i · · ·a∗n−2a∗n−1an−1
(
an−2a∗n−2
)i−1
an−2 · · ·ai, 1 i  n− 1,
d0 = en,
dj =
(
an−1a∗nana∗n−1
)j for 1 j < n
2
,
d ′0 = en+1,
d ′j =
(
ana
∗
n−1an−1a∗n
)j for 1 j < n
2
and extend this notation for any other j , where bi,j , ci,j , dj and d ′j are zero.
The exponents mi are 1,3, . . . ,2n− 1, n and h = 2n. From Corollary 3.0.7 we get the Hilbert
series of Z, depending on the parity of n, since r+ = n+ 1 for n odd and r+ = n− 1 for n even:
n odd: hZ(t) = 1 + t4 + t8 + · · · + t2n−6 + (n+ 1)t2n−2,
n even: hZ(t) = 1 + t4 + t8 + · · · + t2n−4 + (n− 1)t2n−2.
The central elements of degree 4j < 2n− 2 are
z4j =
n−1−2j∑
i=2j+1
bi,2j +
2j−1∑
i=0
cn−1−i,2j−i + dj + d ′j .
The top degree central elements are ωi = c′i (1  i  n − 1), and additionally ωn = dn−12 ,−ωn+1 = d ′n−1
2
if n is odd.
For j + k < n−12 we get the following product:
z4j z4k = z4(j+k).
If n is odd and j + k = n−12 , the multiplication becomes
z4j z4k = dn−1
2
+ d ′n−1
2
= ωn −ωn+1.
6.2. Q = E6
The Coxeter number is h = 12, and the exponents mi < h2 = 6 are 1, 4, 5, r+ = 2. For the
center, we get the following Hilbert series (from Corollary 3.0.7):
hZ(t) = 1 + t6 + t8 + 2t10.
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always 0. The central elements are z0 = 1, z6, z8, ω3 and ω6.
We give the central elements z6 and z8 explicitly (it can be easily checked that they are cen-
tral):
Proposition 6.2.1.
(1) The central element of deg 6 is
z6 = a1a2a∗3a3a∗2a∗1 − a2
(
a∗3a3
)2
a∗2 − a∗5a5a∗3a3a∗5a5 + a3
(
a∗2a2
)2
a∗3 − a4a3a∗2a2a∗3a∗4 ,
(2) the central element of deg 8 is
z8 = −a2a∗5a5a∗3a3a∗5a5a∗2 − a∗5a5
(
a∗3a3
)2
a∗5a5 − a3a∗5a5a∗2a2a∗5a5a∗3 .
6.3. Q = E7
The Coxeter number is h = 18, the exponents mi < h2 = 9 are 1,5,7, r+ = 7, and the Hilbert
series of the center is (see Corollary 3.0.7):
hZ(t) = 1 + t8 + t12 + 7t16.
The center is spanned by z0 = 1, z8, z12, ω1, . . . ,ω7. The only interesting product to compute
is z28 which lies in the top degree.
We give z8 and z12 explicitly:
Proposition 6.3.1.
(1) The central element of degree 8 is
z8 = −a1a2a3a∗6a6a∗3a∗2a∗1 − a2a3
(
a∗4a4
)2
a∗3a∗2 − a3a∗6a6a∗4a4a∗6a6a∗3
− a∗4a4
(
a∗3a3
)2
a∗4a4 − a4a∗4a4a∗6a6a∗4a4a∗4 + a6a∗4a4a∗6a6a∗4a4a∗6 .
(2) The central element of degree 12 is
z12 = −a3
(
a∗4a4a∗6a6
)2
a∗4a4a∗3 − a∗4a4a∗6a6
(
a∗4a4
)2
a∗6a6a∗4a4
+ a4
(
a∗6a6a∗4a4
)2
a∗6a6a∗4 + a6
(
a∗4a4a∗6a6
)2
a∗4a4a∗6 .
Proposition 6.3.2. We get
z28 = ω1 +ω3 −ω7.
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The Coxeter number h = 30, and the exponents mi < h2 = 15 are 1,7,11,13, r+ = 8. For the
center, we get the following Hilbert series (from Corollary 3.0.7):
hZ(t) = 1 + t12 + t20 + t24 + 8t28.
The center is spanned by z0 = 1, z12, z20, z24, ω1, . . . ,ω8. The only interesting product is z212.
Proposition 6.4.1.
(1) The central element of degree 12 is
z12 = a1a2a3a∗6a6a∗4a4a∗6a6a∗3a∗2a∗1 + a2a3a∗4a4
(
a∗3a3
)2
a∗4a4a∗3a∗2
+ a3
(
a∗4a4a∗6a6
)2
a∗4a4a∗3 +
(
a∗3a3a∗4a4a∗3a3
)2 − a4(a∗6a6a∗4a4)2a∗6a6a∗4
+ a5a4a∗6a6
(
a∗4a4
)2
a∗6a6a∗4a∗5 − a6
(
a∗4a4a∗6a6
)2
a∗4a4a∗6 .
(2) The central element of degree 20 is
z20 = −a1a2a3
(
a∗4a4
)2(
a∗3a3
)3(
a∗4a4
)2
a∗3a∗2a∗1 − a2a3
(
a∗6a6a∗4a4
)2(
a∗4a4a∗6a6
)2
a∗3a∗2
+ a3
(
a∗6a6a∗4a4
)4
a∗6a6a∗3 −
(
a∗4a4a∗6a6
)5 + (a∗6a6(a∗4a4)2)3a∗6a6
− (a∗6a6a∗4a4)5 − a4(a∗4a4a∗6a6a∗4a4)3a∗4 − a6(a∗4a4a∗6a6)4a∗4a4a∗6 .
(3) The central element of degree 24 is
z24 = z212.
7. HH1(A)
Recall Theorem 3.0.6 where we know that HH1(A) is isomorphic to the nontopdegree part of
HH0(A). In fact, HH1(A) is generated by the central elements in the following way:
Proposition 7.0.2. HH1(A) is spanned by maps
θk : (A⊗ V ⊗A) → A,
θk(1 ⊗ ai ⊗ 1) = 0,
θk
(
1 ⊗ a∗i ⊗ 1
)= a∗i zk.
Proof. These maps clearly lie in kerd∗2 : Recall
A⊗A d2−→ A⊗ V ⊗A,
x ⊗ y −→
∑
¯
axa ⊗ a∗ ⊗ y +
∑
¯
ax ⊗ a ⊗ a∗y,a∈Q a∈Q
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d∗2 ◦ θk(1 ⊗ 1) = θk
(∑
a∈Q¯
aa ⊗ a∗ ⊗ 1 +
∑
a∈Q¯
a1 ⊗ a ⊗ a∗
)
=
∑
i∈I
aia
∗
i zk −
∑
i∈I
a∗i aizk =
∑
i∈I
[
ai, a
∗
i
]
zk = 0.
We will later see in section 10 that HH4(A) is generated by ζk where ζk(θk) = 1 under the
duality HH4(A) = (HH1(A))∗ established in [EE2], so θk is nonzero in HH1(A). 
8. HH2(A)
We know from Theorem 3.0.6 that HH2(A) = K[−2] lies in degree −2, i.e. in the lowest
degree of AR[−2] (using the identifications in [EE2, Section 4.5]), that is in R[−2]. Since the
image of d∗2 lies in degree > −2, HH2(A) = kerd∗3 .
Proposition 8.0.3. HH2(A) is given by the kernel of the matrix HA(1), where we identify CI =
R =⊕i∈I Rei .
Proof. Recall
d∗3 (y) =
∑
xi∈B
xiyx
∗
i =
∑
j,k∈I
∑
xi∈Bj,k
xiyx
∗
i .
For each xi ∈ ekAej , we see that xielx∗i = δjlωk .
It follows that for y =∑i∈I λiei the map is given by
d∗3 (y) =
∑
i∈I
μiωi,
where the vectors λ = (λi)i∈I ∈ CI and μ = (μi)i∈I ∈ CI satisfy the equation
HA(1)λ = μ. (8.0.4)
So the kernel of d∗3 is given by the kernel of HA(1). 
Now, we find the elements in HH2(A) for the quivers separately.
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HA(1) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 2 2 2 . . . . . . 2 1 1
2 4 4 4 . . . . . . 4 2 2
2 4 6 6 . . . . . . 6 3 3
2 4 6 8 . . . . . . 8 4 4
...
...
...
...
. . .
...
...
...
...
...
...
...
. . .
...
...
...
2 4 6 8 . . . . . . 2(n− 1) n− 1 n− 1
1 2 3 4 . . . . . . n− 1 n2 n2
1 2 3 4 . . . . . . n− 1 n2 n2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(8.1.1)
with kernel 〈en − en+1〉. So a basis of HH2(A) is given by{
fn = [en − en+1]
}
.
8.2. Q = E6
HA(1) =
⎛
⎜⎜⎜⎜⎜⎝
2 3 4 3 2 2
3 6 8 6 3 4
4 8 12 8 4 6
3 6 8 6 3 4
2 3 4 3 2 2
2 4 6 4 2 4
⎞
⎟⎟⎟⎟⎟⎠ (8.2.1)
with kernel 〈e1 − e5, e2 − e4〉. So a basis of HH2(A) is given by{
f1 = [e1 − e5], f2 = [e2 − e4]
}
.
9. HH3(A)
We know that HH3(A) lives in degree −2. Using the notations and identifications in [EE2,
Subsection 4.5], we see that the kernel of d∗4 has to be the top degree part of NR[−h] (since
Imd∗3 lives in degree −2), so
HH3(A) =NR[−h](−2)/ Imd∗3 .
Proposition 9.0.2. HH3(A) is given by the cokernel of the matrix HA(1), where we identify
C
I = Atop =⊕i∈I eiAtopeν(i).
Proof. This follows immediately from the discussion in the previous section because d∗3 is given
by HA(1). 
Note that HH3(A) = (HH2(A))∗ under the duality in [EE2]. We choose a basis hi of HH3(A),
so that hi(fj ) = δi,j .
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From HA(1) in (8.1.1) we see that:
d∗3 (2e1 − e2) = 2ω1,
d∗3 (−ei−1 + 2ei − ei+1) = 2ωi ∀2 i  n− 2,
d∗3
(
(−n− 1)en−2 + 2(n− 1)en−1 − 2(n− 1)en
)= (n− 1)ωn−1,
d∗3 (2en − en−1) = ωn +ωn+1,
so
HH3(A) = (NR)top[−h]/(ω1 = ω2 = · · · = ωn−1 = 0, ωn +ωn+1 = 0)
with basis
{
hn = [ωn]
}
.
9.2. Q = E6
From HA(1) in (8.2.1) we see that:
d∗3 (2e1 − e2) = ω1 +ω5,
d∗3 (−e1 + 2e2 − e3) = ω2 +ω4,
d∗3 (−2e2 + 2e3 − e6) = 2ω3,
d∗3 (−e3 + 2e6) = 2ω6,
so
HH3(A) = (NR)top[−h]/(ω3 = ω6 = ω1 +ω5 = ω2 +ω3 = 0)
with basis
{
h1 = [ω1], h2 = [ω2]
}
.
10. HH4(A)
We have HH4(A) = U∗[−2], so its top degree is −4, and its generators sit in degrees −4 −
deg zk for each central element, one in each degree.
Proposition 10.0.1. Let ζ0 ∈ kerd∗5 be a top degree element in (V ⊗N )R[−h − 2], such that
m(ζ0) is nonzero, where m is the multiplication map. Then HH4(A) is generated by elements
ζk ∈ kerd∗ which satisfy ζkzk = ζ0.5
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For every nontopdegree central element zk we can find a ζk satisfying the properties above,
which is done for each quiver separately below.
For any central element z ∈ A, we have that d∗4 (zy) = d∗4 (y)z. If ζk = d∗4 (y), then by con-
struction ζ0 = ζkzk = d∗4 (zky) which is a contradiction.
So these ζk are all nonzero in HH4(A), and also generate this cohomology space. 
A basis of HH4(A) is given by these ζk , and we choose them so that ζk(θk) = 1 under the
duality HH4(A) = (HH1(A))∗ in [EE2].
10.1. Q = Dn+1, n odd
We define
ζ0 =
[
a∗n−1 ⊗ an−1a∗nan
(
a∗n−1an−1a∗nan
) n−3
2
+ an−1 ⊗ a∗nana∗n−1
(
an−1a∗nana∗n−1
) n−3
2
]
,
ζ4k = 12
[
a∗n−1 ⊗ an−1a∗nan
(
a∗n−1an−1a∗nan
) n−3
2 −k
+ an−1 ⊗ a∗nana∗n−1
(
an−1a∗nana∗n−1
) n−3
2 −k
− a∗n ⊗ ana∗n−1an−1
(
a∗nana∗n−1an−1
) n−3
2 −k
− an ⊗ a∗n−1an−1a∗n
(
ana
∗
n−1an−1a∗n
) n−3
2 −k].
10.2. Q = Dn+1, n even
We define
ζ0 =
[
a∗n−1 ⊗ an−1
(
a∗nana∗n−1an−1
) n−2
2 −k
+ an−1 ⊗ a∗n
(
ana
∗
n−1an−1a∗n
) n−2
2 −k],
ζ4k = 12
[
a∗n−1 ⊗ an−1
(
a∗nana∗n−1an−1
) n−2
2 −k
+ an−1 ⊗ a∗n
(
ana
∗
n−1an−1a∗n
) n−2
2 −k
− a∗n ⊗ an
(
a∗n−1an−1a∗nan
) n−2
2 −k
− an ⊗ a∗n−1
(
an−1a∗nana∗n−1
) n−2
2 −k].
10.3. Q = E6
We define
ζ0 =
[
a∗ ⊗ a3
(
a∗a2a∗a3
)2 + a3 ⊗ a∗(a2a∗a3a∗)2],3 2 3 2 3 2
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[−a∗3 ⊗ a3a∗2a2 − a3 ⊗ a∗2a2a∗2 + a∗2 ⊗ a2a∗2a2 + a2 ⊗ a∗2a2a∗3
− a∗2 ⊗ a2a∗3a3 − a2 ⊗ a∗3a3a∗3 + a∗3 ⊗ a3a∗3a3 + a3 ⊗ a∗3a3a∗2
]
,
ζ8 = 12
[
a∗3 ⊗ a3 + a3 ⊗ a∗2 − a∗2 ⊗ a2 − a2 ⊗ a∗3
]
.
10.4. Q = E7
We define
ζ0 =
[
a∗4 ⊗ a4a∗3a3
(
a∗4a4a∗3a3
)3 + a4 ⊗ a∗3a3a∗4(a4a∗3a3a∗4)3],
ζ8 = 12
[
a∗4 ⊗ a4a∗3a3a∗4a4a∗3a3 + a4 ⊗ a∗3a3a∗4a4a∗3a3a∗4
− a∗3 ⊗ a3a∗4a4a∗3a3a∗4a4 − a3 ⊗ a∗4a4a∗3a3a∗4a4a∗3
]
,
ζ12 = 12
[
a∗4 ⊗ a4a∗3a3 + a4 ⊗ a∗3a3a∗4 − a∗3 ⊗ a3a∗4a4 − a3 ⊗ a∗4a4a∗3
]
.
10.5. Q = E8
We define
ζ0 =
[
a∗4 ⊗ a4a∗3a3
(
a∗4a4a∗3a3
)6 + a4 ⊗ a∗3a3a∗4(a4a∗3a3a∗4)6],
ζ12 = 12
[
a∗4 ⊗ a4a∗3a3
(
a∗4a4a∗3a3
)3 + a4 ⊗ a∗3a3a∗4(a4a∗3a3a∗4)3
− a∗3 ⊗ a3a∗4a4
(
a∗3a3a∗4a4
)3 − a3 ⊗ a∗4a4a∗3(a3a∗4a4a∗3)3],
ζ20 = 12
[
a∗4 ⊗ a4a∗3a3a∗4a4a∗3a3 + a4 ⊗ a∗3a3a∗4a4a∗3a3a∗4
− a∗3 ⊗ a3a∗4a4a∗3a3a∗4a4 − a3 ⊗ a∗4a4a∗3a3a∗4a4a∗3
]
,
ζ24 = 12
[
a∗4 ⊗ a4a∗3a3 + a4 ⊗ a∗3a3a∗4 − a∗3 ⊗ a3a∗4a4 − a3 ⊗ a∗4a4a∗3
]
.
11. HH5(A)
We have HH5(A) = U∗[−2] ⊕ Y ∗[−h− 2]. We discuss these two subspaces separately.
11.1. U∗[−2]
In U∗[−2], like in HH4(A), we have generators coming from the center in some dual sense.
We have d∗6 (U∗[−2]) = 0.
Proposition 11.1.1. Let ψ0 be a top degree element [ωi] in some eiNRei[−h−2]. Then HH5(A)
is generated by ψk ∈NR which satisfy ψkzk = ψ0.
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∑
a∈Q¯ a ⊗ xa ∈ V ⊗ NR lies in degree −4, then the image of d∗5 (x) =
∑
a axa −
xaη(a), under the linear map f (which is associated to A as a Frobenius algebra) is zero where
f (ωi) = 1. So ψ0 is nonzero in HH5(A).
For every nontopdegree central element zk we can find a ζk satisfying the properties above,
which is done for each quiver separately in Subsection 11.3.
For any central element z ∈ A, we have that d∗5 (zy) = d∗5 (y)z. If ψk = d∗5 (y), then by con-
struction ψ0 = ψkzk = d∗4 (zky) which is a contradiction.
So these ψk are nonzero in HH5(A) and generate this cohomology space. 
The relation axa = xaη(a) then gives us that all ωi ’s are equivalent in HH5(A).
11.2. Y ∗[−h− 2]
We have to introduce some new notations.
Definition 11.2.1. We define F to be the set of vertices in I which are fixed by ν, i.e.
F = {i ∈ I ∣∣ ν(i) = i}.
Definition 11.2.2. Let ηij be the restriction of η on eiAej (i, j ∈ F ). Let n+ij = dim ker(ηij − 1)
and n−ij = dim ker(ηij + 1).
We define the signed truncated dimension matrix (HηA)i,j∈F in the following way:(
H
η
A
)
ij
= n+ij − n−ij .
Now we can make the following statement:
Proposition 11.2.3. Y ∗[−h − 2] is given by the kernel of the matrix HηA, where we identify
C
F =⊕i∈F Rei .
Proof. Y ∗[−h − 2] is the kernel of the restriction d∗6 |NR[−h−2](−h−2)=RF [−h−2] → AR[−2h],
where RF is the linear span of ei ’s, such that i is fixed by ν,
d∗6 (y) =
∑
xj∈B
xjyη
(
x∗j
)= ∑
xj∈B
η(xj )yx
∗
j ,
then
d∗6 :RF [−h− 2] →
(
Atop
)R[−2h]
can also be written as a matrix multiplication
H
η
A :C
F → CF
under the identifications RF = CF =⊕i∈F eiAtopei . 
We compute the matrices Hη and their kernels for each quiver separately.A
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explicitly for each quiver.
11.2.1. Q = E6,E8
h
2 is not an exponent, so Y
∗ = RF .
11.2.2. Q = Dn+1, n odd
All basis elements of ekAej given in Section 5.5 are eigenvectors of ηkj .
For any of these basis elements x, η(x) = (−1)nx x where nx is the number of no-star letters
in the monomial expression of x. So HηA can be computed directly, and we get
H
η
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
2 0 · · · 2 0 1 1
0 0 · · · 0 0 0 0
...
...
. . .
...
...
...
...
2 0 · · · 2 0 1 1
0 0 · · · 0 0 0 0
1 0 · · · 1 0 n+12 −n−12
1 0 · · · 1 0 −n+12 n+12
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
and the kernel is given by
〈
e2k−1 − e1, e2k, (en + en+1)− e1
∣∣∣ k  n− 12
〉
.
11.2.3. Q = Dn+1, n even
Since F = {1, . . . , n − 1}, we work only with ekAej for j, k  n − 1, and we have to work
with a modified basis, so that they are all eigenvectors of η:
For k  j  n− 1,
Bk,j =
{(
ak−1a∗k−1
)l
a∗k · · ·a∗j−1
∣∣ 0 l min{k − 1, n− j − 1}}
∪ {(ak−1a∗k−1)la∗k · · · (a∗n−1an−1 − a∗nan)an−2aj ∣∣ 0 l  k − 1}
∪ {(ak−1a∗k−1)la∗k · · · (a∗n−1an−1 + a∗nan)an−2aj ∣∣ 0 l  k − 1 + j − n}.
For j < k  n− 1,
Bk,j =
{
ak−1 · · ·aj
(
a∗j aj
)l ∣∣ 0 l min{n− k − 1, j − 1}}
∪ {a∗k · · ·a∗n−2(a∗n−1an−1 − a∗nan)an−2 · · ·aj (a∗j aj )l ∣∣ 0 l  j − 1}
∪ {a∗ · · ·a∗ (a∗ an−1 + a∗nan)an−2 · · ·aj (a∗aj )l ∣∣ 0 l  j − 1 + k − n}.k n−2 n−1 j
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H
η
A =
⎛
⎜⎜⎜⎜⎜⎜⎝
2 0 · · · 2 0 2
0 0 · · · 0 0 0
...
...
. . .
...
...
...
2 0 · · · 2 0 2
0 0 · · · 0 0 0
2 0 · · · 2 0 2
⎞
⎟⎟⎟⎟⎟⎟⎠ ,
and we get immediately its kernel
〈
e2k+1 − e1, e2k
∣∣∣ 1 k  n2
〉
.
11.2.4. Q = E7
We do not use an explicit basis of A here. All we have to know is the number of no-star letters
in the monomial basis elements which can be directly obtained from the Hilbert series HA(t) in
the following way: given a monomial x of length l in ekAej , nkj the number of arrows in Q on
the shortest path from j to k of length d(k, j), x contains nk,j + l−d(k,j)2 arrows in Q.
So we obtain the formula
(
H
η
A
)
k,j
= (−1)nk,j
HA(t)k,j
td(k,j)
∣∣∣∣
t=√(−1)
,
where we can get HA(
√−1) from (2.5.1) and compute
H
η
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
3 0 3 0 0 0 −3
0 0 0 0 0 0 0
3 0 3 0 0 0 −3
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
−3 0 −3 0 0 0 3
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
and its kernel is
〈e1 + e7, e2, e3 + e7, e4, e5, e6〉.
11.3. Result
Now we give explicit bases for each quiver where ψi ∈ U∗[−2] satisfy the properties given in
Section 11.1 and εi ∈ Y ∗[−h− 2] are taken from Section 11.2.
Note the duality HH6(A) = (HH5(A))∗ which was established in [EE2], φ0(z0) ∈
U [−2h − 2], ϕ0(ωi) ∈ Y [−h − 2]. We choose ψ0 such that ψ0(ϕ0(z0)) = 1 (from that follows
ψk(ϕ0(zk)) = zkψk(ϕ0(z0)) = ψ0(ϕ0(z0)) = 1) and εi such that εi(φ0(ωj )) = δij .
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We define
ψ4k =
[(
a∗n−1an−1a∗nan
) n−1
2 −k],
ε2k−1 = [e2k−1 − e1], ε2k = [e2k], εn =
[
(en + en+1)− e1
]
, k  n− 1
2
.
11.3.2. Q = Dn+1, n even
We define
ψ4k =
[
a∗n−1an−1
(
a∗nana∗n−1an−1
) n−2
2 −k],
ε2k+1 = [e2k+1 − e1], ε2k = [e2k], 1 k  n2 − 1.
11.3.3. Q = E6
We define
ψ0 =
[
a∗3a3
(
a∗2a2a∗3a3
)2]
,
ψ6 =
[−a∗3a3a∗2a2],
ψ8 =
[
a∗3a3 − a∗2a2
]
,
ε3 = [e3], ε6 = [e6].
11.3.4. Q = E7
We define
ψ0 =
[(
a∗4a4a∗3a3
)4]
,
ψ8 =
[(
a∗4a4a∗3a3
)2]
,
ψ12 =
[
a∗4a4a∗3a3
]
,
ε1 = [e1 + e7], ε2 = [e2], ε3 = [e3 + e7],
ε4 = [e4], ε5 = [e5], ε6 = [e6].
11.3.5. Q = E8
We define
ψ0 =
[(
a∗4a4a∗3a3
)7]
,
ψ12 =
[(
a∗4a4a∗3a3
)4]
,
ψ20 =
[(
a∗4a4a∗3a3
)2]
,
ψ24 =
[
a∗4a4a∗3a3
]
,
ε1 = [e1], ε2 = [e2], ε3 = [e3], ε4 = [e4],
ε5 = [e5], ε6 = [e6], ε7 = [e7], ε8 = [e8].
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HH6(A) = U [−2h − 2] ⊕ Y [−h − 2] = HH0(A)/ Im(d∗6 ), and Im(d∗6 ) is spanned by the
columns of the matrices HηA which were computed in the previous section.
This gives us the following result:
Proposition 12.0.1. HH6(A) is a quotient of HH0(A). In particular,
HH6(A) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
HH0(A), Q = E6,E8,
HH0(A)/(
∑n−2
i=1
odd
ωi = 0,ωn = ωn+1), Q = Dn+1, nodd,
HH0(A)/(
∑n−1
i=1
odd
ωi = 0), Q = Dn+1, n even,
HH0(A)/(ω1 +ω3 −ω7 = 0), Q = E7.
13. Products involving HH0(A) = Z
Recall the decomposition HH0(A) = C ⊕ (U [−2])+ ⊕ L[h − 2]. It is clear that the C-part
acts on HHi (A) as the usual multiplication with C, with z0 as identity. From the periodicity of
the Schofield resolution with period 6, it follows that the multiplication with ϕ(z0) ∈ HH6(A)
gives the natural isomorphism HHi (A) → HHi+6(A) for i  1.
We summarize all products not involving the C-part.
13.1. HH0(A)× HH0(A)HH0(A)
This is already done in the HH0(A)-section of this paper. We state the results:
13.1.1. Q = Dn+1, n odd
The products are
z4j z4k =
⎧⎪⎨
⎪⎩
z4(j+k), j + k < n−12 ,
ωn −ωn+1, j + k = n−12 ,
0, j + k > n−12 .
13.1.2. Q = Dn+1, n even
The products are
z4j z4k =
{
z4(j+k), j + k < n−12 ,
0, j + k  n−12 .
13.1.3. E6
All products are zero.
13.1.4. E7
The only nonzero product is z2 = ω1 +ω3 −ω7.8
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The only nonzero product is z212 = z24.
13.2. HH0(A)× HH1(A)HH1(A)
From the definition of the maps θk (which are generated by the central elements zk), it follows
that the Z-action is natural, i.e. the multiplication rule is the same as with the zk counterpart:
zkθ0 = θk .
We state the other nonzero products:
13.2.1. Q = Dn+1
We have z4j θ4k = θ4(j+k) if j + k < n−12 .
13.2.2. E8
We have z12θ12 = θ24.
13.3. HH0(A)× HHi (A)HHi (A), i = 2 or 3
HH2(A) = K[−2] and HH3(A) = K∗[−2] live in only one degree, so (U [−2])+ ⊂ HH0(A)
acts by zero.
13.4. HH0(A)× HH4(A)HH4(A)
We defined ζk , such that zkζk = ζ0 holds. By degree arguments, only these other products are
nonzero:
13.4.1. Q = Dn+1
For l < k, z4lζ4k = ζ4(k−l) (since z4(k−l)(z4lζ4k) = (z4(k−l)z4l )ζ4k = ζ0, and ζ4(k−l) is (up to a
multiple) the only one element of degree −4 − 4(k − l) in HH4(A)).
13.4.2. Q = E8
We have z12ζ24 = ζ12 (since z12(z12ζ24) = (z12z12)ζ24 = ζ0, and ζ12 is (up to a multiple) the
only element of degree −16 in HH4(A)).
13.5. HH0(A)× HH5(A)HH5(A)
By definition, zkψk = ψ0 holds. Since ψi ∈ U∗[−2] corresponds to ζi ∈ U∗[−2] in HH4(A)
with the rule zkψk = ψ0 corresponding to zkζk = ζ0 above, the multiplication rules of ψk with
elements in HH0(A) can be derived from above.
Products involving ωi ∈ L[h− 2] ⊂ HH0(A) and
εj =∑k∈F λkek ∈ Y ∗[−h− 2] are easy to calculate: ωiεj = λi[ωi] = λiψ0.
Proposition 13.5.1. The multiplication ((U [−2])+)× Y ∗[−h− 2] → HH5(A) is zero.
We will show this for any quiver separately.
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For l < k, z4lψ4k = ψ4(k−l).
The nonzero products involving ωi ∈ L[h− 2] ⊂ HH0(A) and εj ∈ Y ∗[−h− 2] are
ω2k−1ε2k−1 = ω2kε2k = ωnεn = ωn+1εn = ω1ε2k−1 = ω1εn = ψ0,
ω1ε2k−1 = ω1εn = −ψ0.
We show (U [−2])+ × Y ∗[−h − 2] 0−→ HH5(A): by degree argument, z4kεi = λψ2n−2−4k .
Then z2n−2−4k(z4kεi) = λz2n−2−4kψ2n−2−4k = λψ0, and by associativity this equals
(z2n−2−4kz4k)εi = (ωn −ωn+1)εi = 0, so λ = 0.
13.5.2. Q = Dn+1, n even
For l < k, z4lψ4k = ψ4(k−l).
The nonzero products involving ωi ∈ L[h− 2] ⊂ HH0(A) and εj ∈ Y ∗[−h− 2] are
ω2k+1ε2k+1 = ω2kε2k = ψ0,
ω1ε2k+1 = −ψ0.
We show (U [−2])+ × Y ∗[−h − 2] 0−→ HH5(A): by degree argument, z4kεi = λψ2n−2−4k . Then
z2n−2−4k(z4kεi) = λz2n−2−4kψ2n−2−4k = λψ0, and this equals (z2n−2−4kz4k)εi = 0, so λ = 0.
13.5.3. Q = E6
The nonzero products involving ωi ∈ L[h− 2] ⊂ HH0(A) and εj ∈ Y ∗[−h− 2] are
ω3ε3 = ω6ε6 = ψ0.
By degree argument, (U [−2])+ × Y ∗[−h− 2] 0−→ HH5(A).
13.5.4. Q = E7
The nonzero products involving ωi ∈ L[h− 2] ⊂ HH0(A) and εj ∈ Y ∗[−h− 2] are
ω1ε1 = ω2ε2 = ω3ε3 = ω4ε4 = ω5ε5 = ω6ε6 = ω7ε1 = ω7ε3 = ψ0.
We show (U [−2])+ × Y ∗[−h− 2] 0−→ HH5(A): by degree argument, only products involving z8
may eventually be nontrivial,
z8εi = λψ8, λ ∈ C.
Then
z8(z8εi) = λz8ψ8 = λψ0,
and by associativity this equals
z28εi = (ω1 +ω3 −ω7)εi = 0,
so λ = 0.
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14.1. HH1(A)× HH1(A) 0−→ HH2(A)
This follows by degree argument since deg HH1(A) > 0, deg HH2(A) = −2.
14.2. HH1(A)× HH2(A)HH3(A)
HH2(A) and HH3(A) are trivial for Q = Dn+1 where n is odd and for Q = E7,E8.
We know that HH1(A) is generated by maps θk and HH2(A) by fi (i = ν(i)), and we lift
fi :A⊗A[2] → A,
1 ⊗ 1 → ei − eν(i)
to
fˆi :A⊗A[2] → A⊗A,
1 ⊗ 1 → ei ⊗ ei − eν(i) ⊗ eν(i).
Then
fˆid3(1 ⊗ 1) = fˆi
( ∑
xj∈B
xj ⊗ x∗j
)
=
∑
xj∈B
xj ei ⊗ eix∗j − xj eν(i) ⊗ eν(i)x∗j .
To compute the lift Ωfi , we need to find out the preimage of
∑
xj ei ⊗ eix∗j − xj eν(i) ⊗ eν(i)x∗j
under d1.
Definition 14.2.1. Let b1, . . . , bk be arrows, p the monomial ±b1 · · ·bk and define
vp := ±(1 ⊗ b1 ⊗ b2 · · ·bk + b1 ⊗ b2 ⊗ b3 · · ·bk + · · · + b1 · · ·bk−1 ⊗ bk ⊗ 1),
and for i < j ,
v
(i,j)
p := ±
j∑
l=i
b1 · · ·bl−1 ⊗ bl ⊗ bl+1 · · ·bk.
We will use the following lemma in our computations.
Lemma 14.2.2. In the above setting,
d1(vp) = ±(b1 · · ·bk ⊗ 1 − 1 ⊗ b1 · · ·bk).
From that, we see immediately that when assuming all xj are monomials (which we can do),
then
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( ∑
xj∈B
xj ⊗ x∗j
)
= d1
( ∑
xj∈B
v
(1,deg(xj ))
xj eix
∗
j
− v(1,deg(xj ))
xj eν(i)x
∗
j
)
+ 1 ⊗
∑
xj∈B
(
xj eix
∗
j − xj eν(i)x∗j
)
︸ ︷︷ ︸
=0
,
so we have
Ωfi :Ω
3(A) → Ω(A),
1 ⊗ 1 →
∑
xj∈B
v
(1,deg(xj ))
xj eix
∗
j
− v(1,deg(xj ))
xj eν(i)x
∗
j
.
Then
θk
( ∑
xj∈B
v
(1,deg(xj ))
xj eix
∗
j
− v(1,deg(xj ))
xj eν(i)x
∗
j
)
= zk
( ∑
xj∈B−,i
s(xj )xj x
∗
j −
∑
xj∈B−,ν(i)
s(xj )xj x
∗
j
)
,
where s(xj ) is the number of arrows in Q∗ in the monomial expression of xj .
So we get
(θk ◦Ωfi)(1 ⊗ 1) = zk
( ∑
xj∈B−,i
s(xj )xj x
∗
j −
∑
xj∈B−,ν(i)
s(xj )xj x
∗
j
)
.
Under our identification in [EE2, Subsection 4.5],
θkfi =
[
zk
(∑
l∈I
∑
xj∈Bl,i
s(xj )ωl −
∑
l∈I
∑
xj∈Bl,ν(i)
s(xj )ωl
)]
∈ HH3(A).
All products are zero if zk lies in a positive degree, so we only have to calculate the products
where k = 0.
We make the following
Proposition 14.2.3. The multiplication with θ0 induces a symmetric isomorphism
α : HH2(A) = K[−2] ∼=−→ K∗[−2] = HH3(A).
Now we have to work with explicit basis elements xj ∈ Aei , i = ν(i), so we treat the Dynkin
quivers separately and find the matrix Mα which represents this map.
14.2.1. Q = Dn+1, n even
We can work with the basis given in Section 5.5 and compute
θ0fn = n2
([ωn+1] − [ωn])= −nhn (14.2.4)
because of the relation [ωn] + [ωn+1] = 0 in HH3(A). α is given by the matrix
Mα = (−n).
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We will write out the basis elements of Ae1,Ae5:
B1,1 =
〈
e1, a1a2a
∗
5a5a
∗
2a
∗
1
〉
,
B2,1 =
〈
a∗1 , a2a∗5a5a∗2a∗1 , a2a∗3a3a∗5a5a∗2a∗1
〉
,
B3,1 =
〈
a∗2a∗1 , a∗3a3a∗2a∗1 , a∗3a3a∗3a3a∗2a∗1 , a∗5a5a∗3a3a∗3a3a∗2a∗1
〉
,
B4,1 =
〈
a3a
∗
2a
∗
1 , a3a
∗
5a5a
∗
2a
∗
1 , a3a
∗
5a5a
∗
3a3a
∗
5a5a
∗
2a
∗
1
〉
,
B5,1 =
〈
a4a3a
∗
2a
∗
1 , a4a3a
∗
5a5a
∗
3a3a
∗
5a5a
∗
2a
∗
1
〉
,
B6,1 =
〈
a5a
∗
2a
∗
1 , a5a
∗
3a3a
∗
5a5a
∗
2a
∗
1
〉
,
and
eiAe5 =
〈
η(x)
∣∣ x ∈ eν(i)Ae1〉,
where η(a) = −aa¯ and for any arrow a : i → j , a¯ is the arrow j → i, so η preserves the number
of star letters of a monomial x. From this, we obtain
θ0f1 = −4[ω1] − 2[ω2] + 2[ω4] + 4[ω5] = −8h1 − 4h2
because of the relations [ω1] + [ω4] = [ω2] + [ω3] = 0 in HH3(A).
We do the same thing for Ae2 and Ae4:
B1,2 =
〈
a1, a1a2a
∗
5a5a
∗
2 , a1a2a
∗
5a5a
∗
3a3a
∗
2
〉
,
B2,2 =
〈
e2, a2a
∗
2 , a2a
∗
5a5a
∗
2 , a2a
∗
3a3a
∗
5a5a
∗
2 , a2a
∗
5a5a
∗
3a3a
∗
2 , a2a
∗
5a5a
∗
3a3a
∗
5a5a
∗
2
〉
,
B3,2 =
〈
a∗2 , a∗5a5a∗2 , a∗3a3a∗2 , a∗5a5a∗3a3a∗2 , a∗3a3a∗5a5a∗2 ,
a∗3a3a∗5a5a∗3a3a∗2 , a∗5a5a∗3a3a∗5a5a∗2 , a∗5a5a∗3a3a∗5a5a∗3a3a∗2
〉
,
B4,2 =
〈
a3a
∗
2 , a3a
∗
5a5a
∗
2 , a3a
∗
3a3a
∗
2 , a3a
∗
3a3a
∗
5a5a
∗
2 ,
a3a
∗
5a5a
∗
3a3a
∗
5a5a
∗
2 , a3a
∗
3a3a
∗
5a5a
∗
3a3a
∗
5a5a
∗
2
〉
,
B5,2 =
〈
a4a3a
∗
2 , a4a3a
∗
5a5a
∗
2 , a4a3a
∗
5a5a
∗
3a3a
∗
5a5a
∗
2
〉
,
B6,2 =
〈
a5a
∗
2 , a5a
∗
3a3a
∗
2 , a5a
∗
3a3a
∗
5a5a
∗
2 , a5a
∗
3a3a
∗
5a5a
∗
3a3a
∗
2
〉
,
and we get the basis elements for eiAe3 from η(xj ) where xj ∈ eν(i)Ae4. Since η preserves the
number of star-letters of a monomial, we can immediately calculate
θ0f2 = −2[ω1] − 4[ω2] + 4[ω4] + 2[ω5] = −4h1 − 8h2
because of the relations [ω1] + [ω4] = [ω2] + [ω3] = 0 in HH3(A).
So α is given by the symmetric, nondegenerate matrix
Mα =
(−8 −4
−4 −8
)
. (14.2.5)
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This follows by degree argument: deg HH1(A)  0, deg HH3(A) = −2, but
deg HH4(A)−4.
14.4. HH1(A)× HH4(A) → HH5(A)
Proposition 14.4.1. Given θk ∈ HH1(A) and ζl ∈ HH4(A), we get the following cup product:
θkζl = ψlzk. (14.4.2)
Proof. It is enough to show θ0ζ0 = ψ0: zl(θ0ζl) = θ0ζ0ψ0 implies that (θ0ζl) = ψl , and the
equation above follows from θk = zkθ0.
Let in general x =∑a∈Q¯ a ⊗ xa ∈ HH4(A). Then x represents the map
x := A⊗ V ⊗N [h] → A,
1 ⊗ ai ⊗ 1 → −xa∗i ,
1 ⊗ a∗i ⊗ 1 → xai ,
and it lifts to
xˆ :A⊗ V ⊗N [h] → A⊗A,
1 ⊗ a ⊗ 1 → −1 ⊗ xa∗ ,
1 ⊗ a∗ ⊗ 1 → 1 ⊗ xa.
Then
(xˆ ◦ d5)(1 ⊗ 1) = xˆ
(∑
a∈Q¯
aa ⊗ a∗ ⊗ 1 +
∑
a∈Q¯
a1 ⊗ a ⊗ a∗
)
=
∑
a∈Q
a ⊗ xa −
∑
a∈Q
1 ⊗ xaη(a)+
∑
a∈Q
a∗ ⊗ xa∗ −
∑
a∈Q
1 ⊗ xa∗η
(
a∗
)
=
∑
a∈Q
a ⊗ xa −
∑
a∈Q
1 ⊗ axa
∑
a∈Q
a∗ ⊗ xa∗ −
∑
a∈Q
1 ⊗ a∗xa∗
= d1
(∑
a∈Q
1 ⊗ a ⊗ xa + 1 ⊗ a∗ ⊗ xa∗
)
,
so we have
Ωx :Ω5(A) → Ω(A),
1 ⊗ 1 →
∑
1 ⊗ a ⊗ xa + 1 ⊗ a∗ ⊗ xa∗ ,a∈Q
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(θ0 ◦ x)(1 ⊗ 1) =
∑
a∈Q
a∗xa∗ ,
so the cup product is
θ0 · x =
∑
a∈Q
a∗xa∗ . (14.4.3)
It can be easily checked by using explicit elements that the RHS is ψ0 for x = ζ0, but we the
reason here why this is true: for x =∑a∈Q¯ a ⊗ xa = ζ0, the RHS becomes∑
a∈Q
a∗xa∗ =
∑
a∈Q
(
a∗, xa∗
)[ωt(a)],
where (−,−) :A×A → C is the bilinear form attached to A as a Frobenius algebra (see 2.4).
But under the bilinear form on V ⊗ A, given in [EE2, Subsection 4.3] which induces the
duality HH4(A) = (HH1(A))∗,
(a ⊗ xa, b ⊗ xb) = δa,b∗a(xa, xb),∑
a∈Q
(
a∗, xa∗
)= (θ0, ζ0) = 1.
So for x = ζ0, Eq. (14.4.3) becomes
θ0ζ0 = (θ0, ζ0)ψ0 = ψ0, (14.4.4)
because [ωi] = ψ0 in HH5(A) for all i ∈ I . 
14.5. HH1(A)× HH5(A) → HH6(A)
We know that
0 deg
(
HH1(A)
)
 h− 4,
−h− 2 deg(HH5(A))−2,
−2h deg(HH6(A))−h− 2,
so the product is trivial unless we pair the lowest degree parts of HH1(A) (generated by θ0) and
HH5(A) (which is Y ∗[−h − 2]). The product will then live in degree −h − 2 which is the top
degree part of HH6(A), the space Y [−h− 2].
Given an element ψ ∈ HH5(A)(−h− 2) which has the form
ψ :A⊗N [h+ 2] → A,
1 ⊗ 1 →
∑
λiei ∈ R,i∈F
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ψˆ :A⊗N [h+ 2] → A⊗A,
1 ⊗ 1 →
∑
i∈F
λiei ⊗ ei .
Then
ψˆ
(
d6(1 ⊗ 1)
)= ψˆ( ∑
xj∈B
xj ⊗ x∗j
)
= ψˆ
( ∑
xj∈B
η(xj )⊗ η
(
x∗j
))
=
∑
xj∈B
∑
i∈F
λiη(xj )ei ⊗ eix∗j
= d1
(∑
i∈F
∑
xj∈B
λiv
(1,deg(xj ))
η(xj )eix
∗
j
)
+ 1 ⊗
∑
xj∈B
∑
i∈F
λiη(xj )eix
∗
j
︸ ︷︷ ︸
=0
,
so ψ lifts to
Ωψ :Ω6(A) → Ω(A),
1 ⊗ 1 →
∑
i∈F
∑
xj∈B
λiv
(1,deg(xj ))
η(xj )eix
∗
j
.
We get
(θ0 ◦Ωψ)(1 ⊗ 1) =
∑
i∈F
∑
xj∈B−,i
λis(xj )η(xj )x
∗
j ,
where s(xj ) is the number of arrows in Q∗ in the monomial expression of xj (or in general if xj
is a homogeneous polynomial where each monomial term has the same number of arrows in Q∗,
then s(xj ) is the number of Q∗-arrows in each monomial term).
Under our identifications in [EE2, Subsection 4.5],
θ0ψ =
∑
i∈F
∑
xj∈B−,i
λis(xj )η(xj )x
∗
j =
∑
i,k∈F
∑
xj∈Bki
λis(xj )η(xj )x
∗
j .
To simplify this computation, we will choose a basis, such that all xj ∈ ekAel for some k, l ∈ I
and that additionally xj is an eigenvector of η for k, l ∈ F (since η is an involution on ekAel for
k, l ∈ F ). Let B+k,l be a basis of (ekAel)+ = ker(η|ekAel − 1) and B−k,l a basis of (ekAel)− =
ker(η|ekAel + 1).
Let us define
κk,l =
∑
xj∈B+
s(xj )−
∑
xj∈B−
s(xj ). (14.5.1)
k,l k,l
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θ0ψ =
∑
l∈F
λl
∑
k∈F
κk,lϕ0(ωk). (14.5.2)
Proposition 14.5.3. The multiplication by θ0 induces a skew-symmetric isomorphism
β :Y ∗[−h− 2] ∼=−→ Y [−h− 2].
We will treat the Dynkin quivers separately and find the matrix Mβ which represents β for each
of these quivers.
14.5.1. Q = Dn+1, n odd
We use the same basis as given in Section 5.5. Recall that these basis elements have the
property η(x) = (−1)nx x where nx is the number of Q-arrows in the monomial expression of x.
We can compute that for k, l  n− 1,
κk,l =
⎧⎪⎨
⎪⎩
n− k + l − 1, k odd, l odd,
l − n, k odd, l even,
−k, k even, l odd,
0 k even, l even,
κk,n = κk,n+1 =
{
n− k+12 , k odd,
− k2 , k even,
κn,l = κn+1,l =
{
n− l−12 , l odd,
l
2 , k even,
κn,n = κn+1,n+1 = n
2 − 1
4
,
κn+1,n = κn,n+1 = −
(
n− 1
2
)2
.
Y ∗[−h− 2] has basis ε2k+1 = [e2k+1 − e1] (0 k  n−32 ), ε2k = [e2k] (k  n−12 ), εn = [en +
en+1 − e1], and we can calculate the products
θ0ε2k+1 =
∑
i∈F
(κi,2k+1 − κi,1)ϕ0(ωi)
= 2k
n−2∑
i=1
odd
ϕ0(ωi)− n
2k∑
i=2
even
ϕ0(ωi)+ kϕ0(ωn +ωn+1),
θ0ε2k =
∑
i∈F
(κi,2k+1)ϕ0(ωi)
= (2k − n)
2k−1∑
i=1
ϕ0(ωi)+ 2k
n−2∑
i=2k+1
ϕ0(ωi)+ kϕ0(ωn +ωn+1),odd odd
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∑
i∈F
(κi,n + κn+1,1 − κi,1)ϕ0(ωi)
= (n− 1)
n−2∑
i=1
odd
ϕ0(ωi)− n
n−1∑
i=2
even
ϕ0(ωi)+ n− 12 ϕ0(ωn +ωn+1).
We use the defining relations in Y [−h− 2],
ϕ0(ω1) = −ϕ0
(
n−2∑
i=3
odd
ϕ0(ωi)− ϕ0(ωn)
)
,
ϕ0(ωn+1) = ϕ0(ωn)
to write the RHS of the above cup product calculations in terms of the basis (ωi)2in:
θ0ε2k+1 = −n
2k∑
i=2
even
ϕ0(ωi),
θ0ε2k = n
n−2∑
i=2k+1
odd
ϕ0(ωi)+ nϕ0(ωn),
θ0εn = −n
n−1∑
i=2
even
ϕ0(ωi).
β is given by the skew-symmetric, nondegenerate matrix
Mβ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −n 0 −n . . . . . . −n 0 −n 0 −n
n 0 0 0 . . . . . . 0 0 0 0 0
0 0 0 −n . . . . . . −n 0 −n 0 −n
n 0 n 0 . . . . . . 0 0 0 0 0
0 0 0 0 . . . . . . −n 0 −n 0 −n
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
n 0 n 0 . . . . . . 0 0 0 0 0
0 0 0 0 . . . . . . 0 0 −n 0 −n
n 0 n 0 . . . . . . 0 n 0 0 0
0 0 0 0 . . . . . . 0 0 0 0 −n
n 0 n 0 . . . . . . 0 n 0 n 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with respect to the chosen basis ε2, ε3, . . . , εn of Y ∗[−h− 2] and the dual basis ϕ0(ω2), ϕ0(ω3),
. . . , ϕ0(ωn) of Y [−h− 2].
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We use the same basis as in Section 11.2.3 for our computations.
For k, l  n− 1,
κk,l =
⎧⎪⎨
⎪⎩
n− k + l − 1, k odd, l odd,
l − n, k odd, l even,
−k, k even, l odd,
0, k even, l even.
Y ∗[−h − 2] has basis ε2k = [e2k], ε2k+1 = [e2k+1 − e1] (1 k  n−22 ), and we calculate the
products
θ0ε2k+1 =
∑
i∈F
(κi,2k+1 − κi,1)ϕ0(ωi)
= 2k
n−1∑
i=1
odd
ϕ0(ωi)− n
2k∑
i=2
even
ϕ0(ωi),
θ0ε2k =
∑
i∈F
(κi,2k)ϕ0(ωi)
= (2k − n)
2k−1∑
i=1
odd
[ωi] + 2k
n−2∑
i=2k+1
ϕ0(ωi),
and we use the defining relation of Y [−h− 2],
ϕ0(ω1) = −
n−2∑
i=3
odd
ϕ(ωi)
to write the results of the cup product calculations in terms of the basis ϕ0(ω2), ϕ0(ω3), . . . ,
ϕ0(ωn−1). We get
θ0ε2k+1 = −n
2k∑
i=2
even
ϕ0(ωi),
θ0ε2k = n
n−1∑
i=2k+1
ϕ0(ωi).odd
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Mβ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −n 0 −n . . . . . . −n 0 −n 0 −n
n 0 0 0 . . . . . . 0 0 0 0 0
0 0 0 −n . . . . . . −n 0 −n 0 −n
n 0 n 0 . . . . . . 0 0 0 0 0
0 0 0 0 . . . . . . −n 0 −n 0 −n
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
n 0 n 0 . . . . . . 0 0 0 0 0
0 0 0 0 . . . . . . 0 0 −n 0 −n
n 0 n 0 . . . . . . 0 n 0 0 0
0 0 0 0 . . . . . . 0 0 0 0 −n
n 0 n 0 . . . . . . 0 n 0 n 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
with respect to the basis ε2, ε3, . . . , εn−1 and its dual basis ϕ0(ω2), ϕ0(ω3), . . . , ϕ0(ωn−1).
14.5.3. Q = E6
We work with the bases
B+3,3 =
{
e3, a
∗
3a3 − a∗2a2,
(
a∗3a3 − a∗2a2
)2
, a∗5a5a∗3a3a∗5a5,
a∗5a5a∗3a3a∗5a5a∗3a3, a∗3a3a∗5a5a∗3a3a∗5a5a∗3a3
}
,
B−3,3 =
{
a∗5a5, a∗3a3a∗5a5, a∗5a5a∗3a3, a∗3a3a∗5a5a∗3a3,
a∗5a5a3a∗3
(
a∗3a3 − a∗2a2
)2
, a∗3a3a∗5a5a3a∗3
(
a∗3a3 − a∗2a2
)2}
,
B+6,3 =
{
a5a
∗
3a3a
∗
5a5, a5a
∗
3a3a
∗
5a5a
∗
3a3, a5a
∗
3a3a
∗
5a5a3a
∗
3
(
a∗3a3 − a∗2a2
)}
,
B−6,3 =
{
a5, a5a
∗
3a3, a5a
∗
3a3
(
a∗3a3 − a∗2a2
)}
,
B+3,6 =
{
a∗5 , a∗3a3a∗5 ,
(
a∗3a3 − a∗2a2
)
a∗3a3a∗5
}
,
B−3,6 =
{
a∗5a5a∗3a3a∗5 , a∗3a3a∗5a5a∗3a3a∗5 , a∗3a3a∗5a5
(
a∗3a3
)2
a∗5
}
,
B+6,6 =
{
e6, a5a
∗
3a3a
∗
5a5
(
a∗3a3
)2
a∗5
}
,
B−6,6 =
{
a5a
∗
3a3a
∗
5 , a5
(
a∗3a3
)2
a∗5
}
.
We immediately get the matrix
Mβ =
(
κ3,3 κ3,6
κ6,3 κ6,6
)
=
(
0 −6
6 0
)
which represents the β with respect to the basis ε3, ε6 and dual basis ϕ0(ω3), ϕ0(ω6).
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For E7 and E8 we do not have to work with an explicit basis to calculate κk,l since for any
basis element x, η(x) = ±x. It is enough to know the following: given any monomial x ∈ ekAej
of length l, nk,j the number of arrows x ∈ Q and d(k, j) the distance between the vertices k, j ,
we know that x contains nk,j + l−d(k,j)2 arrows in Q and d(k, j)− nk,j + l−d(k,j)2 arrows in Q¯.
We can derive the following formula:
κk,j = (−1)nk,j
((
d(k, j)− nk,j
)HA(t)
td(k,j)
∣∣∣∣
t=√−1
+ 1
2
t
d
dt
HA(t)
td(k,j)
∣∣∣∣
t=√−1
)
. (14.5.4)
The resulting matrix is
(κk,j )k,j =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
12 6 9 3 0 3 −9
−6 0 3 0 0 0 −3
15 −3 12 3 0 3 −12
−3 0 −3 0 0 0 −6
0 0 0 0 0 −9 0
−3 0 −3 0 9 0 −6
−15 3 −12 6 0 6 12
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
A basis of Y ∗[−h− 2] is given by
ε1 = [e1 + e7], ε2 = [e2], ε3 = [e3 + e7], ε4 = [e4], ε5 = [e5], ε6 = [e6].
(θ0εi)116 is given by⎛
⎜⎜⎜⎜⎜⎜⎜⎝
3 6 0 3 0 3
−9 0 0 0 0 0
3 −3 0 3 0 3
−9 0 −9 0 0 0
0 0 0 0 0 −9
−9 0 −9 0 9 0
−3 3 0 6 0 6
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
ϕ0(ω1)
ϕ0(ω2)
ϕ0(ω3)
ϕ0(ω4)
ϕ0(ω5)
ϕ0(ω6)
ϕ0(ω7)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
Now use the defining relation of Y [−h− 2],
ϕ0(ω7) = ϕ0(ω1)+ ϕ0(ω3)
to obtain the matrix
Mβ =
⎛
⎜⎜⎜⎜⎜⎝
0 9 0 9 0 9
−9 0 0 0 0 0
0 0 0 9 0 9
−9 0 −9 0 0 0
0 0 0 0 0 −9
−9 0 −9 0 9 0
⎞
⎟⎟⎟⎟⎟⎠
which represents β with respect to the basis ε1, . . . , ε6 and its dual basis ϕ0(ω1), . . . , ϕ0(ω6).
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We can use (14.5.4) and get the matrix
Mβ = (κk,j )k,j =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 15 0 15 0 0 0 −15
−15 0 0 0 0 0 0 0
0 0 0 15 0 0 0 −15
−15 0 −15 0 0 0 0 0
0 0 0 0 0 0 0 −15
0 0 0 0 0 0 −15 0
0 0 0 0 0 15 0 −15
15 0 15 0 15 0 15 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
which represents β with respect to the basis ε1, . . . , ε8 and its dual basis ϕ0(ω1), . . . , ϕ0(ω8).
Remark 14.5.5. With respect to our chosen bases (εi)i∈I ′ and φ0(ωi)i∈I ′ , such that the vertex
set I ′ ⊂ I , together with the arrows in I form a connected subquiver Q¯′, Mβ can be written in
this general form:
Mβ = h2 · (C
′), (14.5.6)
where we call (C′) the signed adjacency matrix of the subquiver Q¯′, that is
(C′)ij =
{0 if i, j are not adjacent,
+1 if arrow i ← j lies in Q∗,
−1 if arrow i ← j lies in Q.
(14.5.7)
In the Dn+1-case, we have
Mβ = n ·
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 · · · · · · · · · · · · 0
−1 0 1 0 · · · · · · · · · 0
0 −1 0 1 0 · · · · · · 0
...
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
...
. . .
. . .
. . . 1
0 · · · · · · · · · · · · 0 −1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−1
,
in the E6-case, we have
Mβ = 6 ·
(
0 1
−1 0
)−1
,
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Mβ = 9 ·
⎛
⎜⎜⎜⎜⎜⎝
0 −1 0 0 0 0
1 0 −1 0 0 0
0 1 0 −1 0 0
0 0 1 0 1 0
0 0 0 −1 0 1
0 0 0 0 −1 0
⎞
⎟⎟⎟⎟⎟⎠
−1
,
and in the E8-case, we have
Mβ = 15 ·
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −1 0 0 0 0 0 0
1 0 −1 0 0 0 0 0
0 1 0 −1 0 0 0 0
0 0 1 0 −1 0 0 0
0 0 0 1 0 1 0 1
0 0 0 0 −1 0 1 0
0 0 0 0 0 −1 0 0
0 0 0 0 −1 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−1
.
15. Products involving HH2(A)
We start with HH2(A) × HH3(A) → HH5(A) first and then deduce HH2(A) × HH2(A) →
HH4(A) from associativity.
15.1. HH2(A)× HH3(A) → HH5(A)
We will prove the following general proposition:
Proposition 15.1.1. For the basis elements fi ∈ HH2(A), hj ∈ HH3(A), the cup product is
fihj = δijψ0. (15.1.2)
Proof. Recall the maps
hj :A⊗N → A,
1 ⊗ 1 → ωj
and lift it to
hˆj :A⊗N → A⊗A,
1 ⊗ 1 → 1 ⊗ωj .
Then
hˆj
(
d4(1 ⊗ a ⊗ 1)
)= hˆj (a ⊗ 1 − 1 ⊗ a) = a ⊗ωj = d1(1 ⊗ a ⊗ωj ),
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Ωhj :Ω
4(A) → Ω(A),
1 ⊗ a ⊗ 1 → 1 ⊗ a ⊗ωj .
Then we have
Ωhj
(
d5(1 ⊗ 1)
)= Ωhj( ∑
a∈Q¯Q
aa ⊗ a∗ ⊗ 1 +
∑
a∈Q¯
a1 ⊗ a ⊗ a∗
)
=
∑
a∈Q¯
a ⊗ a∗ ⊗ωj = d2(1 ⊗ωj ),
so
Ω2hj :Ω
5(A) → Ω2(A),
1 ⊗ 1 → 1 ⊗ωj .
This gives us
fi
(
Ω2hj
)
(1 ⊗ 1) = fi(1 ⊗ωj ) = δijωj ,
i.e. the cup product
fihj = δij [ωj ] = δijψ0. 
15.2. HH2(A)× HH2(A) → HH4(A)
Since deg HH2(A) = −2, their product has degree −4 (i.e. lies in span(ζ0)), so it can be
written as
HH2(A)× HH2(A) → HH4(A),
(a, b) → 〈a, b〉ζ0,
where 〈−,−〉 : HH2(A)× HH2(A) → C is a bilinear form. We prove the following proposition:
Proposition 15.2.1. The cup product HH2(A) × HH2(A) → HH4(A) is given by 〈−,−〉 = α,
where α ( from Proposition 14.2.3) is regarded as a symmetric bilinear form.
Proof. We use (14.4.2) to get
θ0(fifj ) = θ0
(〈fi, fj 〉ζ0)= 〈fi, fj 〉ψ0. (15.2.2)
On the other hand, by Propositions 14.2.3 and 15.1.1,
(θ0fi)fj = α(fi)fj =
∑
(Mα)lihlfj = (Mα)jiψ0 = (Mα)ijψ0. (15.2.3)
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〈fi, fj 〉 = (Mα)ij .  (15.2.4)
15.3. HH2(A)× HH4(A) 0−→ HH6(A)
This computation uses the Batalin–Vilkovisky structure on Hochschild cohomology: We have
deg HH2(A) = −2, deg HH4(A)−h and deg HH6(A)−h− 2. So we know by degree argu-
ment that
fkζl =
{
0, l > h− 4,∑
s λsϕ(ωs), l = h− 4. (15.3.1)
We use [Eu3, (6.0.12)] and the isomorphism HHi (A) = HH6m+2−i (A) to get for the Gersten-
haber bracket on HH∗(A):
[fk, ζl] = Δ(fkζl)−Δ(fk)︸ ︷︷ ︸
=0
ζl − fk Δ(ζl)︸ ︷︷ ︸
=0
=
∑
s
λs
(
1
2
+m
)
hβ−1
(
ϕ(ωs)
)
.
The Gerstenhaber bracket has to be independent of the choice of m  0. This implies that the
RHS has to be zero, so all λs = 0. This shows that
fkζh−4 = 0, (15.3.2)
so we have that the cup product of HH2(A) with HH4(A) is zero.
15.4. HH2(A)× HH5(A) 0−→ HH7(A)
Let a ∈ HH2(A) and b ∈ HH5(A) be homogeneous elements, then ab = λθk ∈ HH7(A) =
U [−2h− 2], λ ∈ C. Then
λψ0 = λψkzk = λθkζk = λb(aζk) = 0,
the last equality coming from the product aζk ∈ HH2(A)∪ HH4(A) = 0.
16. Products involving HH3(A)
16.1. HH3(A)× HH3(A) 0−→ HH6(A)
This follows by degree argument: deg HH3(A) = −2, deg HH6(A)−h− 2 < −4.
16.2. HH3(A)× HH4(A) 0−→ HH7(A)
This follows by degree argument: deg HH3(A) = −2, deg HH4(A)  −h, deg HH7(A) 
−h− 4 < −h− 2.
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This follows by degree argument: deg HH3(A) = −2, deg HH5(A)−h− 2, deg HH8(A) =
−2h− 2 < −h− 4.
17. Products involving HH4(A)
17.1. HH4(A)× HH4(A) 0−→ HH8(A)
This follows by degree argument: deg HH4(A)−h, deg HH8(A) = −2h− 2 < −2h.
17.2. HH4(A)× HH5(A) 0−→ HH9(A)
This is clear for Q = Dn+1, n odd, Q = E7, E8 where HH9(A) = K[−2h− 2] = 0.
Let Q = Dn+1, n even or Q = E6. Let a ∈ HH4(A), b ∈ HH5(A). The product HH2(A) ×
HH3(A) → HH5(A), (x, y) → 〈x, y〉ζ0 induces a nondegenerate bilinear form 〈−,−〉. If ab ∈
HH9(A) = HH3(A)[−2h] is nonzero, then we can find a c ∈ HH2(A), such that c(ab) = ζ0. But
this equals (ca)b = 0 since HH2(A)× HH4(A) 0−→ HH6(A) which gives us a contradiction.
18. HH5(A) × HH5(A) → HH10(A)
Proposition 18.0.1. The multiplication of the subspace U [−2]∗ with HH5(A) is zero.
The pairing on Y ∗[−h− 2] is
Y ∗[−h− 2] × Y ∗[−h− 2] → HH10(A),
(a, b) → Ω(a,b)ϕ4(ζ0), (18.0.2)
where the skew-symmetric bilinear form Ω(−,−) is given by the matrix −Mβ from Subsec-
tion 14.5.
Proof. We have deg HH5(A)−h − 2 and deg HH10(A)−2h − 4, so we can get a nonzero
multiplication only by pairing bottom degree parts of HH5(A) which is Y ∗[−h−2]. The product
lies in the top degree part of HH10(A) = HH4(A)[−2h] which is spanned by ϕ4(ζ0). This gives
us the pairing of the form (18.0.2).
We want to find the matrix (Ω(εi, εj ))i,j where εi are a basis of Y ∗[−h − 2], given in the
section about HH5(A). Recall that the multiplication HH1(A)× HH5(A) → HH6(A) was given
by a skew-symmetric matrix ((Mβ)i,j )i,j∈F , so that θ0εi =∑k∈F (Mβ)k,iϕ0(ωk).
We multiply εiεj = Ω(εi, εj )ϕ4(ζ0) with θ0 (see 14.4.2):
θ0(εiεj ) = Ω(εi, εj )ϕ5(ψ0). (18.0.3)
Using associativity, this equals
(θ0εi)εj =
∑
(Mβ)k,iϕ0(ωk)εj = (Mβ)j,iψ0 = −(Mβ)i,j ϕ5(ψ0). (18.0.4)
k∈F
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Ω(εi, εj ) = −(Mβ)i,j .
This completes the cup product computation of HH∗(A). 
19. Presentation of HH∗(A)
For each quiver, we give a presentation of HH∗(A) as an algebra over C by generators and
relations. We write X for the element φ0(z0) ∈ HH6(A).
19.1. Q = Dn+1, n odd
HH∗(A) is generated by
1, z4,ω1, . . . ,ωn, θ0, ζ2n−6, ε2, . . . , εn,X
with relations (∀i, j = 2, . . . , n, ∀k, l = 1, . . . , n)
(z4)
n+1
2 = θ20 = ζ 22n−6 = z4εi = 0,
z4ωk = θ0ωk = ζ2n−6ωk = ωlωk = X
n−2∑
m=1
m odd
ωm = Xz
n−1
2
4 = 0,
ωiεj = δij z
n−3
2
4 θ0ζ2n−6,
εiεj = −Ω(εi, εj )Xz
n−3
2
4 ζ2n−6,
where Ω(−,−) is a skew-symmetric bilinear form given by the matrix
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −n 0 −n . . . . . . −n 0 −n 0 −n
n 0 0 0 . . . . . . 0 0 0 0 0
0 0 0 −n . . . . . . −n 0 −n 0 −n
n 0 n 0 . . . . . . 0 0 0 0 0
0 0 0 0 . . . . . . −n 0 −n 0 −n
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
n 0 n 0 . . . . . . 0 0 0 0 0
0 0 0 0 . . . . . . 0 0 −n 0 −n
n 0 n 0 . . . . . . 0 n 0 0 0
0 0 0 0 . . . . . . 0 0 0 0 −n
n 0 n 0 . . . . . . 0 n 0 n 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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HH∗(A) is generated by
1, z4,ω1, . . . ,ωn−1, θ0, fn, ζ2n−4, ε2, . . . , εn−1,X
with relations (∀i, j = 2, . . . , n− 1, ∀k, l = 1, . . . , n− 1)
(z4)
n
2 = θ20 = z4fn = ζ 22n−4 = ζ2n−4fn = 0,
z4εi = fnεi = 0,
z4ωk = θ0ωk = fnωk = ζ2n−4ωk = ωlωk = X
n−1∑
m=1
m odd
ωm = 0,
f 2n = −nz
n−2
2
4 ζ2n−4
ωiεj = δij z
n−2
2
4 θ0ζ2n−4,
εiεj = −Ω(εi, εj )Xz
n−2
2
4 ζ2n−4,
where Ω(−,−) is a skew-symmetric bilinear form given by the matrix⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −n 0 −n . . . . . . −n 0 −n 0 −n
n 0 0 0 . . . . . . 0 0 0 0 0
0 0 0 −n . . . . . . −n 0 −n 0 −n
n 0 n 0 . . . . . . 0 0 0 0 0
0 0 0 0 . . . . . . −n 0 −n 0 −n
...
...
...
...
. . .
...
...
...
...
...
...
...
...
...
. . .
...
...
...
...
...
n 0 n 0 . . . . . . 0 0 0 0 0
0 0 0 0 . . . . . . 0 0 −n 0 −n
n 0 n 0 . . . . . . 0 n 0 0 0
0 0 0 0 . . . . . . 0 0 0 0 −n
n 0 n 0 . . . . . . 0 n 0 n 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
19.3. Q = E6
HH∗(A) is generated by
1, z6, z8,ω3,ω6, θ0, f1, f2, ζ6, ζ8, ε3, ε6,X
with relations (for u,v ∈ {6,8}, k, l ∈ {3,6}, i, j ∈ {1,2})
zuzv = θ20 = zufi = ζuζv = ζufi = zuεk = fiεk = 0,
zuωk = θ0ωk = fiωk = ζuωk = ωlωk = 0,
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fifj = 〈fi, fj 〉z8ζ8,
where 〈−,−〉 is the symmetric bilinear form, given by the matrix
(−8 −4
−4 −8
)
,
εkεl = −Ω(εk, εl)Xz8ζ8,
where Ω(−,−) is a skew-symmetric bilinear form, given by the matrix
(
0 −6
6 0
)
.
19.4. Q = E7
HH∗(A) is generated by
1, z8, z12,ω1, . . . ,ω6, θ0, ζ8, ζ12, ε1, . . . , ε6,X
with relations (for u,v ∈ {8,12}, k, l ∈ {1, . . . ,6})
zuz12 = θ20 = z3u = zuεk = 0,
zuωk = θ0ωk = ωlωk = Xz28 = 0,
z8ζ8 = z12ζ12, ωkεl = δklθ0z12ζ12,
εkεl = −Ω(εk, εl)Xz12ζ12,
where Ω(−,−) is a skew-symmetric bilinear form, given by the matrix
⎛
⎜⎜⎜⎜⎜⎝
0 9 0 9 0 9
−9 0 0 0 0 0
0 0 0 9 0 9
−9 0 −9 0 0 0
0 0 0 0 0 −9
−9 0 −9 0 9 0
⎞
⎟⎟⎟⎟⎟⎠ .
19.5. Q = E8
HH∗(A) is generated by
1, z12, z20,ω1, . . . ,ω8, θ0, ζ20, ζ24, ε1, . . . , ε6,X
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zuz20 = θ20 = z3u = zuεk = z312 = 0,
zuωk = θ0ωk = ωlωk = 0,
z212ζ24 = z20ζ20, ωkεl = δklθ0z20ζ20,
εkεl = −Ω(εk, εl)Xz20ζ20,
where Ω(−,−) is a skew-symmetric bilinear form, given by the matrix⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 15 0 15 0 0 0 −15
−15 0 0 0 0 0 0 0
0 0 0 15 0 0 0 −15
−15 0 −15 0 0 0 0 0
0 0 0 0 0 0 0 −15
0 0 0 0 0 0 −15 0
0 0 0 0 0 15 0 −15
15 0 15 0 15 0 15 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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