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ABSTRACT 
Substitution of an operator into an operator-valued map is defined and studied. A 
Bezout-type remainder theorem is used to derive a number of results. The tensor map 
is used to formulate solvability conditions for linear matrix equations. Some applica- 
tions to system theory are given, in particular an application to the regulator problem. 
1. INTRODUCTION 
In this paper, we describe properties of operator substitution into an 
operator-valued analytic function. The general definitions and many proper- 
ties are valid for operators defined on Banach spaces, but the most complete 
results can be obtained for finite-dimensional operators. The substitution 
operation described here is a generalization of the more familiar operation of 
substituting an operator A into a scalar function f(z). This latter operation is 
described rather extensively in functional analysis (see e.g. [3, Chapter VII]), 
and it is attributed to M. Riess and N. Dunford. On the other hand, the 
substitution of an operator into an operator-valued function is only consid- 
ered rarely. An example is [6, Chapter IV, $31, where the special case of 
substitution of matrices into a matrix-valued polynomial is mentioned. 
In Section 2, we will derive a number of basic results. In particular, a 
Bezout-type remainder theorem and what we will call the partial substitution 
rule will play a crucial role in the rest of the paper. A number of convenient 
properties of substitution into scalar functions, like the product rule, are not 
valid in the general case, unless some commutativity assumption is made. The 
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consequences of such an assumption are discussed in Section 3. In Section 4, 
the tensor map corresponding to a function F and an operator A is 
introduced. This map has nice algebraic properties. It can be used for 
deriving conditions for the solvability of linear operator equations. This will 
be the subject of Sections 5 and 6. The concept of operator substitution turns 
out to be useful in system theory. This will be demonstrated in Section 7, 
where we give some small examples of applications to system theory, and in 
Sections 8 and 9, where we apply the results to the regulator problem. 
2. FUNDAMENTAL CONCEPTS 
If S and T are Banach spaces, we denote by Zs, the space of linear 
bounded maps S -+ T. If Ln 2 C is a nonempty open set, we denote the 
space of analytic functions fl *PST by A(0 +2’s,>. If F E A(fi +Ps,, 
and G E A(Ci +L?..~), then (GF) E A(Cn +LZs,> is defined by (GFXZ) := 
G(z)F(z) for z E s1. In particular, we write (GCXz) for G(z)C, where C is 
a constant function, i.e., C ~3~~. The expression (BFXz) for constant B is 
defined similarly. Also, we will use the notation ( F + GX Z) := F( z > + G( .Z >, 
whenever the addition is well defined. 
In the remainder of this paper, we will start from the following setup: 
SETUP 2.1. 
1. S, T, U are Banach spaces. 
2. fi is an open set in C. 
3. F E A(fi +Z’sST). 
4. A ~Zss is such that o(A) c Q. 
Here, a( A) denotes the spectrum of A. 
We define the right substitute of A into F(z) as the map 
F(A) :=$F(z)(zZ - A)-‘dz, (1) 
where $ is an abbreviation of (1/2rri)l and I is a contour enclosing a( A) 
and contained in 0 together with its enclosed area. It is a consequence of 
Cauchy’s theorem that this integral is independent of the particular choice of 
r. 
OPERATOR 
REMARK 2.2. Similarly, we may define the le$ substitute of A into 
F(z) as 
# 
$zZ - A)-lF(z) dz. 
Results about this concept will be similar. We will concentrate on the right 
substitute. 
If F(z) is scuZur, i.e., of the form F(z) =f(z>Z, then F(A) =f< A). 
Hence right substitution is a generalization of the familiar concept of substi- 
tution of a map into a scalar analytic function. Some of the properties of the 
scalar case remain valid in this more general situation. For example, it is 
obvious that (F + G)(A) = F(A) + G(A), F( LYZ) = F(a), and (BF)( A) = 
BF( A), where G E A( R +_.P&), B EL?&, and IY E C. In particular, we 
have (M)(A) = AF( A), for h E C. Also, if F,,(z) + F(z) (n + a) holds 
uniformly on a, then F,,(A) + F(A) (n + m>. Similarly, if H(z, 5 ) is 
analytic on fi X R with values in 9sr. it follows easily from (1) that H(z, A) 
is analytic in R. 
EXAMPLE 2.3. We mention a number of special cases of right sub- 
stitution: 
1. If F is polynomial, say, F(z) = F, + F,z + 0-a +F, zn, then F(A) 
= F, + F,A + e-e + F,, A”. This is an easy consequence of the linearity and 
the scalar case. 
2. If F is given by a power series, say, F(z) = CEO F,,z”, and a(A) is 
contained in the domain of convergence, then F(A) = Z:= o F, A”. This is a 
consequence of the limit property. 
3. Let F(z) := /j f(t, z)H(t) dt, where H is a continuous _5?s,-valued 
function and f is a continuous complex function which is analytic w.r.t. z for 
.z E 0. Then F(A) = 1,” H(t)f(t, A)&. 
Some properties for the scalar case are no longer valid. For instance, the 
product rule (fgx A) = f( A)g( A) and the spectral-mapping theorem do not 
carry over. As to the latter property, ope might for instance be tempted to 
expect that F(A) is invertible if F(z) is invertible for every z E a( A). The 
following example shows that this is not true: 
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EXAMPLE 2.4. Let S := T := C2, and F and A be given by the matrix 
representations 
=Z+zN, A:=[ _; ‘:I, 
Then F(z) is invertible for all .z E C. On the other hand, F(A) = I + NA is 
singular. This example also shows that the product rule does not hold. In fact, 
F(z)F( -z) = I, but F( A)F( -A) = Z cannot be true, because otherwise, 
F(A) would be invertible. 
The main obstacle here is the noncommutativity of maps. In the next 
section, we will derive a number of results based on a commutativity 
assumption. In this section, we develop some basic results. 
LEMMA 2.5. Zf P ~9~~ has its spectrum in &I, G E A(fI +_YTu), and 
C EJ& satisfies PC = CA, then (GC) A = G( P)C. In particular, we have 
VA)(A) = F(A)A. 
Proof. Because (zZ - P)-‘C = C(zZ - A>-l for z @ a(A) U c+(P), 
the result follows immediately from the definition. n 
PROPERTY 2.6 (Remainder theorem). 
1. ZfF(z) = M(z)(zZ -A)+ Rf or some M E A(fi -JL?“~) and R E 
TsT, then I$ A) = R. 
2. There exists a function W E A(iI +2&-) such that F( z> = F(A) + 
W(z)(zZ - A). 
Proof. The first property follows directly from the definition. As a 
consequence of this part, we observe that if F(z) = M(z)z, we have 
F(z) = M( z)(zZ - A) + (MAX z> and hence F(A) = M(A) A, where we 
have also used Lemma 2.5. 
For the proof of the second statement, we define H(z, 5) := [F(x) - 
F(5)l/(z - f>. It IS easily seen that H is analytic in R X s1. Therefore 
W( .z) := H(z, A) is in A(0 +Ps,). Substitution of 5 = A into the relation 
F(z) - F(l) = H(z, 5x1~ - 5) yields F(z) - F(A) = W(zXzZ - A), in 
view of the remarks in the previous paragraph (with z replaced by 5 ). n 
As a result, we have the partial-substitution rule: 
COROLLARY 2.7. ZfG E A(0 -_%&), then (GFX A) = (GF(A)XA). 
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Proof. Because of Property 2.6,2 we have (GFXz) - (GF(A)XZ) = 
G(zXF(z) - F(A)) = G(x)W(zXzZ - A) for some W E A(R -+2&-). Be- 
cause of Property 2.6,1, it follows that (GFX A) - (GF( A)X A) = 0. n 
The main result of this section is the following: 
THEOREM 2.8. Let U be a Banach space and G E A(fl *L&>. Fur- 
thermore, let P ~2~~ be such that a(P) c a. Consider the following 
statements: 
1. F(z)A = PF(z) for all z E a, 
2. F(A)A = PF(A), 
3. (GFXA) = G(P)F(A). 
Then we have 1 * 2 j 3. 
Proof. 1 - 2: We have (PFXZ) = (FAX& and hence PF(A) = 
(PFX A) = (FAX A) = F( A)A, because of Lemma 2.5. 
2 * 3: (GFX A) = (GF( A))( A) = G(P)F( A), where we have, applied 
Lemma 2.5 with C = F(A). n 
Next, we investigate the invertibility of F(A). We say that F is left 
A-invertible if there exists an open set fir containing u(A) and a function 
G E A(R, +LZTs) such that G(z)F(z) = Is on fir n a. 
LEMMA 2.9. Zf F is left A-invertible, then F( z,,) is left invertible for each 
z,, E (+(A). Conversely, if F(z,) is left invertible for each z,, E a(A) and (i> 
S = T or (ii) u(A) is countable, then F is lef A-invertible. 
A proof will be given in the appendix. Notice that the countability 
condition holds if A is compact, in particular if S is finite dimensional. 
COROLLARY 2.10. Let F be lej A-invertible. Then F(A) is lefi invertible 
zf there exists a map P E pTT such that F(A) A = PF( A). 
Proof. The “if’ part follows from G( P> F( A) = I,, where G is a left 
inverse of F. If M is a left inverse of F(A), we can take P := F(A) AM. n 
Finally, we remark that in the finite-dimensional case, the function F may 
be replaced by a polynomial. 
THEOREM 2.11. Zf S has dimension n, there exists a polynomial map P of 
degree < n such that P(A) = F(A). 
For the proof, we need the following lemma: 
LEMMA 2.12. Zf f E A( fi -+ C> and p is a polynomial of degree n, there 
exists q E A(i-l + C) and a polynomial r of degree < n such that f(z) = 
q(z)p(z) + r(z). 
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Proof. We may assume that p is monk. We use induction with respect 
to n. If n = 1, then p is of the form p(z) = z - a. Then we have 
f(z) = (2 - a>q(z) +f<a> ( corn p are Property 2.6). If the result is shown for 
n-1,wewrite p=p,p,,wheredegp,=n-land p,=z-a.Then 
we have f = p,q, + rl, with 9i E A(fI -+ C) and deg ri < n - 1. Next 
we substitute 9i(z> = (z - a)q(z) + 9i(a) into this equation. This yields 
f(z) = p(z)q(z) + r(z), w h ere r(z) := q,(alp,(z) + ri(z) is a polynomial 
of degree < n. n 
Alternatively, one can use the Mittag-Leffler theorem to prove this 
lemma. 
Proof of Theorem 2.11. Write F(z) = Q(z)p(z) + P(z), where 
p(z) := det(zZ - A), and P(z) is a polynomial map of degree < n. 
Then F(A) = Q(A)p(A) + P(A) = P(A), b ecause of the Cayley-Hamilton 
theorem. Notice that (QpXA) = Q( A)p(A) is a consequence of Theorem 
2.8. n 
REMARK 2.13. The Cayley-Hamilton theorem is actually an easy conse- 
quence of our results: If A is a map in a finite-dimensional space, then; 
according to Cramer’s rule, we have (adj A) A = (det A)Z. Replacing A with 
zZ - A, we find that B(z)(zZ - A) = p(z)Z, where B(x) is a polynomial and 
p(z) is the characteristic polynomial of A. Substituting z = A gives p(A) = 
0. A proof based on (left) substitution of a matrix into a matrix polynomial was 
already given by Frobenius in 1896 (see [S]). 
3. THE COMMUTATIVE CASE 
In this section, we are going to assume the setup given in Section 2, with 
the additional assumption that S = T and F(A) A = AF( A). The latter 
condition holds if F(z) A = AF( .z) for all z E Ln. (See Theorem 2.8.) In this 
situation, F is A-invertible iff F(z,) is invertible for all z0 E m(A). 
Special cases of the theorems of the previous section are the following: 
THEOREM 3.1. 
1. of G E A(ln +_Y..,,) then (GFX A) = F( A)F( A). 
2. Zf F is A-invertible then F(A) is invertible. 
The A-invertibility of F is not necessary for F(A) to be invertible. 
OPERATOR SUBSTITUTION 
EXAMPLE 3.2. Define over S := C2 
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F(z):=[‘;’ ;I=,,+[-; ;], A:=[; ;]. 
Then 
F(A) = [; ;] + [ -; ;] = [ -:, ;]. 
We can obtain information about the spectrum of F(A): 
COROLLARY 3.3. &‘(A)) G u,, gcAj dF( /-d). 
Proof. If A E u(F( A)), th en F(A) - AZ is not invertible. Because of 
the previous lemma, F(z) - AZ is not A-invertible. Hence, there exists 
,u E u(A) for which F( p) - AZ is not invertible. n 
REMARK 3.4. This is a one-sided version of the spectral-mapping 
theorem. The two-sided version is not valid, because the sets are usually not 
equal, as follows from the previous example. In fact, U,, V(Aj a(F( /.L)) can 
be quite a lot bigger than dF(A)). For example if S = C”, F(z) := 
diag(f,(z), . . . , f,,(z)>, and A := diag(a,, . . . , a,,), then ’ F(A) = 
diag(f,(a,), . . . , f,<u,)). Hence dF( A)) = {fi<ul), . . . , f,<u,>>, whereas 
U CLt ccAj dF(/d) = {jj(a,) Ij, k = 1,. . . , 4. 
Finally, we can derive a formula for a composite function: 
COROLLARY 3.5. Let Cl, be an open set in C which contains the closure 
A of U,, o(Aj cr(F(p.)), and let G E A(s1, -+L?&,>. Then (G 0 FXA) = 
G(F(AN. 
Proof. Define H(z, 5) := [zZ - F( 5)l-l for z E C, 5 E fi such that 
z G (T( F( J 1). Substituting C = A into the equality H( z, 5 X zZ - F( d )) = I, 
we find H(z, A) = [zZ - F(A)]-’ for z G A. We choose a contour I1 
enclosing A and contained in a,. Furthermore, I2 is a contour enclosing 
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G(F(A)) =$G(z)[zZ-F(a)]-‘dz 
1 
=$ G(F(l))(lZ-A)-‘dJ=(Go F)(A). n 
r, 
Notice that, because of Remark 3.4, it may happen that G(F( A)) is 
defined whereas (G 0 FX A) is not. 
4. THE TENSOR MAP 
In this section, we drop the assumptions of the previous section, and we 
use the setup given in (2.1). We define and study a map FA : PST +&. 
This map can be used to investigate the solvability of a certain class of linear 
map equations. 
DEFINITION 4.1. The (right) tensor map FA : PST +_Ys, is defined by 
FOX := (FxXA). 
Recall that (FX) stands for the function z H F(z)X. 
THEOREM 5.2. We have the following properties: 
1. (F + G), = FA + GA, 
2. IA = I, (BF), = BF,, 
3. (GF), = G,F,, 
provided that in each case the map B and the domains of the functions G are 
such that the algebraic formulas are well defined. 
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Proof. We only show property 3. For X E-E”&, we define Y := 
(FXX A) = FAX and we find 
(GF)AX= ((GF)X)(A) = @@X))(A) = (G(FX)(A))(A) 
= (GY)( A) = GAY = G,F’X. Y 
COROLLARY 4.3. lf F is lef A-invertible, then FA is lefi invertible. If S 
and T are finite dimensional, the converse implication holds. Similar state- 
ments can be ma& about right invertibility. 
Proof. Let G be an analytic left inverse of F on some set a,, containing 
(T(A). Then G(z)F(.z) = Z implies GAFA = I. 
Let S and T be finite dimensional. Because of Lemma 2.9, it suffices to 
show that F(h) is injective (and hence left invertible) for every A E o(A). 
Suppose that there exists v # 0 satisfying F(h)v = 0. We will identify o with 
the (injective) map (Y ++ (YU : C -+ S. We also have an eigenvector w E S’ of 
the adjoint map A* : S ’ + S’ corresponding to the eigenvalue A. Then 
wA = Aw. (Here WA denotes the composition of maps. Note that w : S -+ C.> 
If we define X := VW, then X # 0 and we obtain 
FAX = ( Fvw)( A) = (( Fv)w)( A) = ( Fv)( A)w = F( A)vw = 0, 
where we have used Lemma 2.5, with C = w, P = A. 
The statements about right invertibility follow by duality. n 
We can also obtain a form of the spectral-mapping theorem. 
THEOREM 4.4. Suppose that F E A(0 +_YT,> and hence FA : _Ys, + 
PST. Then 
If S and T are finite dimensional, then we have equality. 
Proof. If A E a(F,), then FA - AZ is not invertible. By Corollary 4.3, it 
follows that F(x) - AZ is not A-invertible. Consequently, F( ~1 - AZ is not 
invertible for some p E V(A). Hence A E IJ,, PcA) u(F( CL)). 
If S and T are finite dimensional, the converse implication chain can be 
made, because if F(z) - AI is A-invertible then FA - AZ is invertible. n 
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Next we show how the tensor map appears as the derivative of a nonlinear 
operator map. Let F(z) be an 9&alued function on 0. Then F(z) defines 
the map 9: X ++ F(X) : _C&, -+L&., defined for X with spectrum contained 
in a. We are interested in the derivative (or linearization) of this map. Given 
A with spectrum in a, we have for small Y 
=$F(z)(zZ-A-Y)-‘Y(zZ-A)-‘&. 
r 
It follows easily that the required linearization is 
We can also write this as 
T(Y) = $W(z)Y(zZ - A)-’ dz = (WY)(A) = W,Y, 
where W(z) := [F(z) - F,( A)](zZ - A)-‘. (See Property 2.6.) Here we have 
used that 
# 
(zZ-A)?Y(zZ-A)-‘dz=O, 
I- 
as one can easily see by letting I be a circle with radius tending to ~0 and 
using the estimate 1KzZ - A>-1ll < M(lzl(-’ for sufficiently large 11211. 
We can use this result to investigate the local invertibility of the map 53 
To this end, we apply the inverse-function theorem. This theorem states that 
9 is locally invertible at A iff 9 is invertible, i.e., iff W, is invertible. 
According to Corollary 4.3, this is the case if W is A-invertible. The latter 
condition can be written as: W(A) is invertible for A E a( A). In the 
finite-dimensional case, this condition is also necessary. 
In the special case of substitution of a map into a scalar function 
F(z) =f(z), th is condition can be simplified. In this case, according to the 
spectral-mapping theorem, W(A) is invertible iff H( CL, h) z 0 for /..L E a( A). 
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Here, H(z, 5) := [f(z) -fCg>]/(z - t>. [Recall that W(z) = H(z, A).] 
As a consequence, we find: 
COROLLARY 4.5. If S is a finitedimensional space, &@- is defined by 
9+: X ++ f(X) : S + S, where f(z) is a scalar analytic function on fi, and 
A ~pss is such that u( A) _C R, then 9 is locally invertible at A ifi 
f(h) +f( P) (&P-+(A), A#P.)> 
f’(h) * 0 (A = a(A))* 
Notice that these conditions are exactly the conditions for the function 
f(z) to be locally invertible on cr( A), i.e., for the existence of a function 
g(z), analytic in a neighborhood of f(c+(A)), such that g(f(z)) = z. Hence 
the local inverse of F is given by F : X +B g( X). We find that we have the 
following: 
COROLLARY 4.6. Ijf S: X c-, f( X) has a B1 inverse at a certain map A, 
then it has an inverse of the form 3 : X * g(X), where g is an analytic 
function on some neighborhood of A. 
Notice that not every function that is analytic in the neighborhood of a 
certain map has the representation g(X) (take e.g., g = XT, the transposed 
map, with respect to a given basis). 
5. OPERATOR EQUATIONS: UNIVERSAL SOLVABILITY 
In this section, we investigate the equation 
(FX)(A) = C (2) 
for X E..Fsr, where C ~9~~. Recall that (F’X)( A) denotes the result of 
substitution of A into the function z * F(z)X. We restrict ourselves to the 
finite-dimensional case, where the most complete results can be obtained. 
However, a number of the results, in particular the sufficiency parts, can be 
generalized to the general case. 
We will call Equation (2) universally solvable if it has a solution for every 
C. If a solution exists for a particular C, the equation is called individually 
solvable. The following general condition for the universal solvability of 
Equation (2) is an immediate consequence of Corollary 4.3: 
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THEOREM 5.1. Equation (2) is universally solvable iff F is right A-inveti- 
ible, i.e., iff F(h) is right invertible for every A E a( A). Spec$cally, a 
solution is given by X := (GC)( A), where G is a right inverse analytic on 
a( A). 
EXAMPLE 5.2. Sylvester’s equation reads BX - XA = C, where A E 
Zss, B EL+, and C ~_!Zsr are given maps. This can be viewed as (FXX A) 
= C, where F(z) := B - XI. Theorem 5.1 yields a well-known result: This 
equation is universally solvable iff F(h) is invertible for every A E a( A), i.e., 
iff A and B have no common eigenvalue (see [15, Theorem 46.21). Note that 
in [I71 the solution of the Sylvester equation was also expressed in terms of 
contour integrals. 
EXAMPLE 5.3. More generally, consider the equation 
5 pj( B)Xqj( A) = C, 
j=o 
where pj and qj are functions, analytic on o(B) and a( A), respectively, and 
A and B are as in the previous example. Here we find universal solvability in 
terms of p(z, 5) := C$=, pj(z)qj( j). In fact the equation is universally 
solvable iff p(h, CL) f 0 for A E U(B), /.L E a( A) (see [15, Theorem 43.81). 
EXAMPLE 5.4. We get a further generalization if we consider an equation 
of the form 
5 Z$Xqj( A) = C, 
j=O 
where Fj ~-9’s~ for j = O,..., k. Now we find universal solvability iff the 
polynomial map F(z) := PC0 qqj( z is left invertible for z E o(A). This > 
result was given in [lo]. Th e special case of this result where S = T was 
given in [2] and [19]. A recent discussion and an algebraic treatment are given 
in [21]. 
EXAMPLE 5.5. Let 
F(z) := kTe’(B-i’) &,
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where B is a map in S + S, and S a finite-dimensional linear space. Then 
F( z> is an entire function and 
(FX)( A) = jnr,tBXe-‘A dt. 
Now F is left A-invertible iff 
/ 
Te(A-@)tdt # 0, 
0 
i.e., iff h - p z 2rik/T for any nonzero integer k for h E a(A), /L E 
u(B). Hence the equation 
I 
T 
etBXemtA dt = C 
0 
is universally solvable iff for all nonzero k E Z, we have 27rik/T e (+(A) - 
c+(B). (Compare [16, 914.21.) 
6. OPERATOR EQUATIONS: INDIVIDUAL SOLVABILITY 
For individual solvability, we will give a generalization of Roth’s theorem. 
THEOREM 6.1 (Roth). Let S and T be finite-dimensional linear spaces, 
and A ET&, B E_Y&, C E-Y& linear maps. Then the equation BX - 
XA = C has a solution if and only if the maps 
in _Yr,, res are similar. 
(See [18]. A more elegant proof is given in [12, Theorem 4.4.221.) 
In order to be able to generalize this theorem, we reformulate it. 
According to [6, VI, $04, 51, two maps M and N are similar iff ZZ - M and 
ZZ - N are C[z]-equivalent, i.e., iff there exist invertible polynomial maps 
P(z) and Q(z) such that P(zxzZ - M) = (zZ - N@(z). Using the theory 
of Section 2, we can give an easy proof of a generalization of this result, 
which also holds for infinite-dimensional maps. We will say that P and Q in 
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A(!J +9’s,) are &equiuaZent if there exist maps F, G E A(fl +9’ss) in- 
vertible in Q and satisfying P(z)F(z) = G(z)Q(z). 
THEOREM 6.2. Let B, A E&., n 3_ c+(B) U a(A). Then zZ - B and 
zZ - A are fbequivalent if and only if B and A are similar. 
Proof. If B and A are similar, say B = P-lAP, then (zZ - B)F(z) = 
G(zX zZ - A), where F(z) := G(z) := P. On the other hand, if (zZ - 
B)F( z) = G(zXzZ - A), we substitute z = A into this equation and obtain 
F( A)A = BF( A). Now the result follows, since by Corollary 2.10, F(A) is 
invertible. n 
Consequently, Roth’s theorem can be reformulated as: The equation 
BX - XA = C has a solution if 
zZ-B -C 
0 1 [ zZ - B 0 zZ-A ’ 0 ZZ - A I 
are a-equivalent. 
In [20], a similar formulation was given for an analogue of Roth’s theorem 
for the equation X - AXB = C. 
The extension of Roth’s theorem reads as follows: 
THEOREM 6.3. Let F E A(ll +L?“T), A EL?&, and C ES&.. Then the 
following statements are equivalent: 
1. The equation (FXX A) = C has a solution X ~55”~. 
2. The equation 
F(z)+) + V(z)(zZ -A) = C 
has a solution (U(z>,V(z)) E A(Q +P’ss> X A(IR +2ZsT>. 
3. The maps 
(4) 
F(z) -C 1 [ F(z) 0 0 zZ-A ’ 0 xl - A 1 
are R-equivalent. 
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Proof. 1 j 2: According to Property 2.6, there exists a function W E 
A(rR +9&-) such that 
F(z)X= (FX)(z) = (FX)(A) + W(z)(zZ-A) 
= C + W(z)(zZ -A). 
Hence, we can take U(z) := X, V(z) := -W(z). 
2 * 1: Right substitution of z = A into (4) yields 
(FU(A))(A) = (FU)( A) = C, 
so that X := U(A) is a solution. 
2 M 3: We apply Gustafson’s extension of Roth’s theorem to general 
commutative rings (see [7]). In that paper, Gustafson proves that the matrix 
equation AU + VB = C over an arbitrary commutative ring 9 has a solu- 
tion iff the matrices in (3) are 9-equivalent. We obtain our desired equiva- 
lence by applying this result with the ring of analytic functions on 0 and 
interpreting the maps as matrices. n 
7. EXAMPLES IN SYSTEM THEORY 
We give a few examples to demonstrate how the concepts of operator 
substitution can be useful in system theory. We assume the systems to be 
finite dimensional. Let S and T be finite-dimensional spaces. We are 
interested in the equation 
V(z)G(z) + W(z)(zZ -A) = F(z), (5) 
where G E A(fl -+_&.>, A E_%“~, F E A(K! +9”r), fi 2 a(A), and V, W 
are the sought functions, which we require to be analytic on a. The special 
case of this equation where G(z) = C is constant, or rather its dual, appears 
when one tries to find a state feedback achieving some prescribed (matrix) 
denominator for the transfer function. Specifically, if the system is described 
by the frequency-domain equations zx = Ax + Bu, a feedback of the form 
u = Mx + v, where M = ND-’ is the transfer function of the compensator, 
yields x = (zZ - A - BM)-‘Bv = D[(zZ - A)D - BN]-lB. So we see that 
(zZ - A)D - BN is the denominator of the transfer function. We are 
interested in achieving that this denominator takes a prescribed value, say 
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F(z). Hence we want to find polynomials N and D such that (zZ - A) D(Z) 
- BN(z) = F(z). Equation (5) [with G(x) = C ] is a dual version of this 
equation. An additional restriction is that ND-’ must be (possibly strictly) 
proper. 
THEOREM 7.1. Let V E A(fl +LZ-s). Then there exists W E A(fl! + 
_Yss) such that (V, W > is a solution of Equation (5) if and only if (VG)( A) = 
(VG( A))( A) = F(A). Consequently, there exists a solution ifi the equation 
V(z)G(z) + W(zxzZ - A) = F(A) has a solution. 
Proof. If (V, W) is a solution, we can substitute z = A and 
find (VGX A) = F(A). Conversely, if (VGX A) = F( A), we find (VG)(z) - 
F(A) = (VG)(z) - (VG)(A) = -W(z>(zZ - A) for some 
W E A( Cl + _.Y&),according to Property 2.6. n 
A pair of maps (C, A), where C ~_Ysr, A EL?‘~, is called observable if 
the map 
AZ -A 
[ 1 C 
is left invertible or, equivalently, 
rank Al-A = 
[ I C n 
for every h E g(A), 
following corollary: 
COROLLARY 7.2. 
(VG(A)XA) = F(A) 
ments are equivalent: 
where n denotes the dimension of S. We have the 
Equation (5) has a solution (V, W > iff the equation 
has a solution V. Furthermore, the following state- 
1. Equation (5) is universally solvable (i.e., has a solution for every F). 
2. One has 
rank 
AI - A 
[ 1 G( hJ = n (6) 
for every h E a( A). 
3. (G(A), A) is observable. 
Here are two examples where one encounters the condition (6). 
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EXAMPLE 7.3 (Cascade connection). Consider a series connection z:,,, of 
two observable systems I& : wi = A,q + Biui, yi = Cixi + Diuj, with 
state-space dimensions n, for i = 1,2. Assume that c+( A,) f~ a( A,) = 0. 
Then it is known (see [9]> that I&, is observable iff rank H(h) = ran for all 
A E a( A,), where 
zl - A, 
H(z) := C,F,(z) ’ I 1 
and F,(z) := C,(zZ - A,)-‘B, + D,. 
EXAMPLE 7.4 (Sampling). Consider the observed continuous-time 
system 
i=AX, y = cx, 
where C ~_Fsr, A ~2”~. Assume that the output is sampled with sampling 
period T via the sampling mechanism 
Yk = ~h(B))Y(e + k7) (k = O,l,...), 
where R(O) EZ&, and U is a finite-dimensional linear space. We assume 
that R is of bounded variation. The sampling operation results in a discrete- 
time system 
xk+l = Fxk, yk = Hz,, 
where F := eTA, H := j,‘(dR(B))Ce . eA In [8], it is shown that the sampled 
system is observable iff 
for every h E a(A), where N(h) := /ieAt dR(t). 
The results found in this section enable us to give a solvability condition 
for the following “Operator-interpolation problem” (cf. [l]): 
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PROBLEM 7.5. Given maps Ai ~_.S$ss, Ci ~9”r, M, EL?“‘,, for i = 
1 , . . . , k, determine an open set fi z C such that cr(Ai) 2 Cn (i = 1,. . . , k), 
and a map F E A(R +_YTs) such that (FC,XA,) = Mi (i = 1,. . . , k). 
THEOREM 7.6. 
solution if <??, x) 
In the situation of the previous problem, there exists a 
is observable, where 
c:= [c,,...,c,], 
A:= diag( A,,..., Ak). 
_Proof. The relations (FC,)( A,) = Mi (i = 1, . . . , k) are equivalent to 
(FCXA) = [M,,..., Mk]. Hence we can apply Corollary 7.2. n 
COROLLARY 7.7. Zf (Ci, Ai) is observable for i = 1,. . . , k and c+(AJ n 
a( Aj) = 0 for i # j, Problem 7.5 has a solution. 
Proof. The conditions of the corollary imply that (E, & is observable. 
n 
Finally, we have 
THEOREM 7.8. Zf Equation (5) has a solution, there is also a solution 
where V is a polynomial of degree < n, where n = dim S. 
Proof. According to Lemma 2.12 we can write V(z) = Q(z)p(z) + 
R(z), where p(z) := det(zI - A) and R(z) is a polynomial map of degree 
< n. Then we have (VGXz) = (QGXZ)~(~) -t (RGXz), and hence 
(VGX A) = (QGX A)p( A) + (RGX A) = (RGX A). n 
It is a consequence of this result that if a solution of Equation (5) can be 
found, and if F(z) is a monk polynomial with deg F(z) > n, we can find a 
solution (U, V > with deg V < n. It is easily seen that then U must be a manic 
polynomial with deg U > n - 1. Hence VU-l is proper. 
8. THE REGULATOR PROBLEM 
We consider the regulator problem with internal stability as discussed 
in [4]. Two systems are involved: The disturbance generating system (or 
exosystem) Zl and the plant &. 
1. 2, is described by the equation 
Xl * =A,x,. 
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This system is normally not assumed to be stable. If it is, the problem reduces 
to the standard stabilization problem. In fact, one typically assumes that C, is 
antistable, i.e., that the eigenvalues A of A, satisfy Re A >, 0. 
2. C, is given by the equations 
x2 = A2xz + A,x, + B,u, 
y = c,x, + c,x,, 
z = D,x, + D,x, + Eu, 
where u(t) E R" is the control input, y(t) E R' the measurable output, 
and z(t) E RP the output to be controlled. Furthermore, the disturbance 
from X1 enters the plant via the term A,x, and via the terms C,x, and 
D, x1 in the output equations. We allow a feedthrough term Eu from the 
control input to the to-be-controlled output. We could have added such a 
term in the equation for y, but we have omitted it because it would have 
been inconsequential for the present problem. 
It is convenient to combine X1 and Z2 into one system Z with state 
variable x := [xi, xi]’ and coefficient matrices 
‘:=[z: 12]7 ~:=[i~], c:=[c,,c,I, D:=[D,,D,], 
(7) 
so that we have the following equations: 
x =Ax + Bu, y = cx, z = Dx + Eu. 
We say that 2 is end&able if 2, is internally stable, i.e., if for x,(O) = 0, 
u = 0, and arbitrary x,(O), the state x,(t) converges to zero as t + 00. We 
say that Z is output regulated if z(t) --f 0 (t --f m> for any initial state x(O) 
and whenever the control u is identically zero. Our objective will be to 
construct a compensator for the system that makes it endostable and output 
regulated. Before we specify what type of compensator we use, we express 
these properties in terms of the coefficient matrices. Obviously, Z is endo- 
stable iff A is a stability matrix, i.e., v( A2) c C- (the open left half plane). 
For output regulation, we have the following result: 
732 M. L. J. HAUTUS 
LEMMA 8.1. Assume that U( A,) G C-. Then the system C is output 
regulated if the equations 
TA, - A,T = A,, D,T -I- D, = 0 (8) 
in T are solvable. Zf A, is antistable, this condition is also necessary. 
Proof. Let T be a matrix satisfying the equation TA, - A,T = A,. We 
introduce the variable v := x2 - TX,. In an easy calculation, one derives from 
the system equations of C, that, if u = 0, we have 
d = A,v, z = (D, + D,T)x, + D,v. (9) 
Now assume that the equations (8) have a solution. Then Equation (9) holds 
and reduces to d = A,v, z = D,v. Since A, is a stability matrix, it follows 
that z(t) + -x (t + m>. 
Conversely, assume that the exosystem is antistable and that the total 
system is regulated and endostable. Sylvester’s theorem implies that there 
exists a T satisfying the first equation of (8). Consequently, Equation (9) 
applies again, and we have that z(t) -+ 0 (t + a> and v(t) + 0 (t -+ a>. 
Hence (0, + D,T)x,(t) + 0 (t + a). S’ mce this is true for all solutions of 
the antistable exosystem, the matrix D, + D,T must be zero. n 
If the system is not endostable, we try to make it endostable by means of 
a compensator. We use a compensator I of the form 
ti = Kw + Ly, u = Mw + Ny. (10) 
It takes y as input and produces an output that is used as control input for 
X2. (See Figure 1.) Th e result will be the combined system 2, := (C,, C,,), 
FIG. 1. 
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where C,, is given by 
where 
A,, := 
A, + B,NC, B,M 
LG 1 K j 
D,, := D, + ENC,, 
733 
A,, := [ A3 ;;Ncl], (11) 
D,, := [D, + ENC,, EM]. 
We call r a regulator if C, is endostable and regulated. According to 
Lemma 8.1, we can find a regulator by finding r = (K, L, M, N) such that 
A,, is stable and the equations 
T, A, - A& = A,, > D,,T, + D,, = 0 (12) 
have a solution T,. The existence of such a solution is necessary if A, is 
antistable. In order to be able to solve this problem we make the following 
assumptions: 
ASSUMPTION 8.2. 
1. I$, hence (A,, B,), is stabilizable. 
2. 2, hence (C, A), is detectable. 
These conditions are discussed in [4]. The following is an extension of [4, 
Theorem I]: 
THEOREM 8.3. Assume that Assumption 8.2 is satisfied. Then there 
exists a regulator if the equations 
TA, - A,T - B,V = A,, D, + D,T + EV = 0 (13) 
have a solution (T, V). Zf A, is antistable, the solvability of (13) is necessary 
for the existence of a regulator. 
Proof. Assume that A, is antistable and that a regulator exists. This 
regulator satisfies (12) for some T,. We decompose T, as T,’ = [T’, U’] and 
734 M. L. J. HAUTUS 
substitute (11) into (13). The first row block of the resulting equation reads 
TA, - ( A, + B,NC,)T - B,LMU = A, + l&NC,, 
and the second equation 
D, + (D, + ENC,)T + EMU + ENC, = 0. 
These relations show that (T, N,CT + MU + NC,) is a solution of (13). 
Conversely, assume that (T, V) satisfies (13). A regulator is constructed as 
follows: 
1. Determine G such that A + GC is stable. 
2. Determine F, such that A, + B,F, is stable. 
3. Define F, := F,T + V and F := [F,, F,]. 
Then the compensator r := (K, L, M, N), where 
K := A + GC + BF, L:= -G, M := F, N := 0, (14) 
is a regulator. To show this, we have to prove that the resulting system is 
endostable, and that we have the regulation property. 
With respect to endostability, we introduce r := w - x and notice that x 
and r satisfy 
i = (A + BF)x + BFr, i = (A + GC)r. 
If x,(O) = 0 [and hence xl(t) = 0 f or all t], the first equation reduces to 
iz = (A, + B,F,)x, + B,Fr. 
Hence, r + 0 (t -+ m> and consequently x + 0 (t + w>. We see that the 
system is endostable. 
Next we have to show that the system is regulated. To this end, we define 
U := [I, T’]‘, and we claim that T, := [T’, U’]’ satisfies (12). To show this, 
we substitute this and (I4 into (12). Th en we have to prove for the first part 
that 
A2 
- CC, A+:f+BF][:] = [ -:Cj. 
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We notice that FU = V. Hence the first block equation is exactly the 
first equation of (13). Th e second equation reads G(C, + C,T - CU) + 
UA, - AU - BV = 0. The expression between parentheses equals zero be- 
cause of the definition of U. The remaining terms are decomposed according 
to (7): 
where we have used the first equation of (12). Next we consider the second 
equation of (12). It reads D, + D,T + EV = 0, which is the same as the 
second equation of (13). n 
Let us now consider Equation (13) . m more detail. We may rewrite it as 
[ iit2 iB][F] + [(: :][;]A1 = [$]. (15) 
This is an equation of the type considered in Example 5.4 and Theorem 6.3. 
In the notation of these theorems, we must set 
A =A,, C= (16) 
Hence, according to Theorem 6.3, Equation (13) has a solution iff the 
matrices 
0 0 
xZ-A, -B, , 
D, E 1 
zZ - A, 0 0 
P&J z) := 0 .zZ-A, -B, 
0 D, E 1 
are R[z]-equivalent. Here we have applied an obvious row and column 
permutation. Notice that the matrix P(z) is the system matrix of C in the 
sense of Rosenbrock. The matrix PdiS,(z) can also be interpreted as a system 
736 M.L.J.HAUTUS 
matrix, viz. the system matrix of Z’di3c, i.e., the system obtained by disconnect- 
ing 2, and C,, i.e., by setting ‘A, = 0, D, = 0. (Here we ignore the 
measurable output y, which does not play an important role in any of the 
algebraic considerations. It will only serve to reconstruct the state of C via an 
observer which is implicitly contained in the regulator constructed in the 
proof of Theorem 8.3.) 
According to [6, Chapter VI, $51, two polynomial matrices are R[ z]- 
equivalent iff they have the same invariant polynomials. The invariant polyno- 
mials of a system matrix are exactly the transmission polynomials of the 
system (see [I3]). Consequently, we have: 
THEOREM 8.4. Let Assumption 8.2 hold. Then there exists a regulator 
for X if C and ISdiSc have the same transmission polynomials. Zf A, is 
antistable, this condition is necessa y. 
9. WELL-POSEDNESS 
We say that the regulator problem is well posed at 2 (see [22, Chapter 8, 
$31) if th e p bl ro e-m has _a s$ufion, not only for Z = (A, B, C, D, E), but also 
for an arbitrary 2 = (A, B, C, D, E) sufficiently close to Z. It is well known 
that stabilizability and detectability are preserved under small perturbations. 
Therefore, we do not have to bother about Assumption 8.2. So for the 
regulator problem to be well posed at 2, it suffices to concentrate on the 
equations (13). It is easily seen that these equations are well posed iff the 
map 
2: (T,v) ++ (TA, - A,T - B,V, D,T + EV) 
is surjective. It follows that the regulator problem is well posed if 9 is 
surjective. And again, if A, is antistable, this condition is necessary. Notice 
that the condition of A, being antistable is not preserved under small 
perturbations of the data. This is why we have insisted on not imposing this 
condition for the sufficiency part of the results obtained. The surjectivity of 9 
is equivalent to the universal solvability of the equation (15). A condition for 
this is given in Example 5.4. This leads to: 
THEOREM 9.1. Let Assumption 8.2 hold. Then the 
well posed ay (13) is universally solvable-equivalently, 
regulator problem is 
t$ 
rank 
zZ-A, -B, 
D, E I 
=n,+m 
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(where n2 is the dimension of S,), i.e., if this matrix is offull row rank. Zf 
A, is antistable, this condition is necessary. 
In systemic terms, this condition can be formulated as follows: 
& is right invertible, and its transmission zeros do not coincide with 
poles of IZI. 
This result was given (under slightly more restricted conditions) in 
[22, Exercise 8.81. The proof of the equivalence of the universal solvability 
of (13) and the rank condition was based on a Jordan decomposition of 
Equation (13). 
10. APPENDIX: PROOF OF LEMMA 2.8 
The first statement is obvious. Assume now that S = T and that F(z) is 
invertible for z E o(A). Then G(z) := [F(z)]-i exists and is analytic in 
some neighborhood fi, of a( A) (see [14, Chapter 7, $11). 
The rest of the proof is concerned with the case where cr( A) is count- 
able. Let A,, A,, . . . be an enumeration of o(A). The map F(hj) is left 
invertible for every j, with left inverse, say Gj. Since GjF<hj> = I, there 
exists cj > 0 such that G,F(z) is invertible for 1 z - Ajj < .sj. Next we 
construct a sequence of discs D, with centers ,uu, E u(A) and radii .sf > 0 
satisfying the following properties: 
1. D, ~0. 
2. .cz < sj, where j is determined by 5 = pu,. 
3. The boundary of D, is disjoint with a( A). 
4. D, is disjoint with the closure of V, := lJ~-~‘, D, for k = 2,. . . , m. 
We define D, := {z E C ( 1 z - h,J < E:}, where E: Q .~i is chosen positive 
and such that the boundary of D, contains no points of o(A) and D, c a. 
Now assume that D,, . . . , D, have been constructed as described above. 
Then we choose the first hj that is not contained in V,, i. Then, by - 
construction, we know that h. P V. Hence we can find a positive EC+ 1 < cj 
such that the disc D,, 1 := (5 E C I( z - Ajl < st+ 1} is disjoint with v, is 
contained in R, and contains no points of u(A) on its boundary. We can 
continue this way until a( A) is contained in 1c1, := l_ik = i 0,. Note that this 
must happen for a finite k, because of the compactness of a( A). [Otherwise 
we would get a countable sequence of open discs covering (T(A), which we 
could reduce to a finite covering.] Now we can define the function H : R, + 
P& by H(x) := G. for z in the disc D, with center hj. Then H(z)F(z) is 
analytic and invert1 % le on fin,. Hence we can take G := (HF)-‘H. 
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REMARK 10.1. The result can be generalized. To this end, we define a 
set A c C to be totally disconnected if for all E > 0, there exists a finite set 
of points zl,. . . , z, such that A c Uy+ B(zj, E) and B(zj, E) n B(zk, E) 
= 0 for j f k. Here B(a, r) := (z E C 1 Iz - al < r}. Then we have: Zf 
F(x,) is left invertible for each q, E u(A) and U(A) is totally disconnected, 
then F is left A-invertible. 
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