Abstract-In order to better understand the process of gene translation, the ribosome flow model (RFM) with pool was introduced recently. This model describes the movement of several ribosomes along an mRNA template and simultaneously captures the dynamics of the finite pool of ribosomes. Studying this system with respect to the number and stability of its equilibria was so far based on monotone systems theory [1]. We extend the results obtained therein by using a geometric approach, showing that the equilibria of the system constitute a normally hyperbolic invariant submanifold. Subsequently, we analyze the Jacobi linearization of the system evaluated at the equilibria in order to show that the equilibria are asymptotically stable relative to certain affine subspaces. As this approach does not require any monotonicity features of the system, it may also be applied for more complex systems of the same kind such as bi-directional ribosome flows or time-varying template numbers.
I. INTRODUCTION
The ribosome flow model (RFM) as presented in [2] describes the movement of ribosomes along an mRNA template and can be used to study the dynamics of mRNA translation, an important step in the process of protein synthesis. In order to better understand and eventually design genetic regulatory networks (GRNs), the RFM with pool can be used to provide a simulation framework which not only simulates the production of certain proteins but also takes into account the allocation of the ribosomes. Thus, a better evaluation of the performance of artificial GRNs, an important topic in the field of synthetic biology ( [3] ), will be possible. Several versions of the RFM have been proposed recently, all of them built upon the works [4] and [5] where a probabilistic model of a growth center moving along a nucleic acid template is considered. This model, also known as the totally asymmetric exclusion process (TASEP) was then simplified and adapted in [2] to obtain the RFM, a deterministic description of the movement of several ribosomes along a strand of mRNA. For this classical RFM, where the amount of ribosomes is assumed to be abundant and only a single mRNA is studied, several results on model properties such as uniqueness of the steady state and convergence to this equilibrium point were presented in [1] wherein the authors make use of the theory of monotone systems and the contraction principle. Recently, [6] studied a network of several mRNA templates in interaction with a finite pool of ribosomes, following up the argumentation of [1] , the authors show that the solution of the RFM network with *Supported by the research cluster BW 2 (www.bwbiosyn. pool monotonically converges to a certain equilibrium point which is determined solely by the initial condition. In contrast to the monotone systems theory approach, we propose a geometric approach to study the stability properties of the model in [6] in order to provide a concept to study non-monotonic variants of the RFM in future.
In particular, after introducing the detailed system description of the RFM with pool, we show that the equilibria of the RFM with pool constitute a normally hyperbolic invariant submanifold and therefore the restriction of the linearization of this system to the normal spaces of this submanifold can be used to study the stability properties of the submanifold. Finally, we conclude that these equilibria are asymptotically stable relative to certain affine subspaces.
II. THE RIBOSOME FLOW MODEL WITH POOL As described in [2] , the mechanism of translation can be approximated as an initiation event followed by several elongation steps. To be more precise, after binding to the mRNA, the ribosomes perform a unidirectional movement along the mRNA until they reach its end and subsequently unbind. In general, the speed of this motion is not constant, but to focus on the system theoretic analysis and for the sake of simplicity however, a constant elongation speed is assumed in the remainder. The RFM with pool can be modeled as the differential equationṘ
. . .
with initial conditions
The model states and parameters are explained in Table  (I) . The number of discretization points is determined such that each state can take up exactly one ribosome, therefore n = ml rlspec with ml the length of the mRNA template and rl spec the specific length a single ribosome occupies on the mRNA template. Typically, the elongation rate λ c is cell type dependent and therefore might be determined from biological data. The remaining free variables are ml, λ as well as R tot , the total amount of available ribosomes. R ∈ [0, ∞): molecular amount of free ribosomes
avg. ribosome density at mRNA location i = 1, . . . , n λ ∈ R + : initiation rate λc ∈ R + : elongation rate n ∈ N:
number of discretization points on mRNA template
For simpler notation, we collect all states such that
with x 0 = R and x ∈ R n+1 . Further, as x 1 , . . . , x n are densities, it only makes sense to consider solutions
and as shown in [6] , all solutions starting in Ω will not only stay in this set but also are separated from the boundary ∂Ω in finite time.
III. MODEL PROPERTIES
Similarly to the work of [6] and [1] , we are interested in the number of equilibra of System (6) as well as their stability properties. In order to analyze similar models with slightly different conditions such as bidirectional flow on the template ( [7] ) or even combinations of such systems, a geometric point of view for the stability analysis will turn out to be beneficial.
A. Equilibrium points
In order to find all equilibra of the RFM with pool, we bring System (6) into the forṁ
with
and rewrite the nullspace of A as
This curve now represents the continuum of all equilibria of (6) through f (x) = 0 ⇔ x ∈ span(v(x)). However, notation (9) is quite unhandy and for that reason we will first give an alternative representation of (9) . Instead of using the span of a state dependent vector we can define a parameterization γ : s → γ(s) of the nullspace with s a scalar independent variable. Specifically, we define γ such that
Calculating γ is straight forward and can be achieved by multiplying v with the independent variable s and then recursively solving γ(s) = sv(x) and substituting all x i , which then results in
with the components γ i (s) given recursively as a series of continued fractions with
In the remainder, we restrict our attention to solutions initialized in int Ω, the interior of Ω. This is justified as solutions initialized on ∂Ω attain values in int Ω in finite time. Under this assumption we notice that
We henceforth restrict the domain of γ to (0,s). This is a rather technical assumption to ensure that we study the RFM with pool in a domain which makes sense biologically.
It is further possible to show that for s * >s, γ(s * ) / ∈ Ω and for this case, the model ceases to have any biological meaning. The value ofs is only dependent on the number of discretization points n and further is a solution of the polynomial equation
The derivation of this result is given in the appendix and we note on the side that thiss can be used to calculate an upper bound on the protein production rate κ = λ cs of the studied mRNA template. With this representation of the equilibria of (6) at hand, we can proceed with studying their stability properties.
B. Stability of equilibria
In this section, we consider the Jacobian of f in order to study the stability properties of the equilibria:
and evaluate this Jacobian at γ(s), i.e.
where we omitted the argument s for the sake of readability.
Theorem 1:
This means that, using Gerschgorin circles ( [8] ) with their center coordinates given by the value of the diagonal elements J i,i f (γ) and their radius given by k =i |J
f (γ)|, all eigenvalues have a real part smaller or equal to zero. It remains to show that J f (γ) has precisely one eigenvalue equal to zero which then also implies that the remaining eigenvalues have a real part strictly smaller than zero. Therefore we use the theorem on the reduced row echelon form and bring J f (γ) into upper triangular form, such that
Now that the rank of U is n − 1, this concludes the proof.
One might be tempted to use Lyapunov's indirect method ( [9] ), that asymptotic stability of a hyperbolic equilibrium is determined by the Jacobi linearization, or the theorem of Hartman-Grobman ( [10] ), that a vector field and its linearization are conjugate in a neighborhood of a hyperbolic equilibrium, in order to draw conclusions about the stability properties of the equilibria. However, the existence of the zero eigenvalue means that the equilibria are non-hyperbolic and these methods are not applicable. Yet, [11] offers an extension to normally hyperbolic invariant manifolds in the following sense: a vector field and the restriction of its linearization to the normal spaces of a given normally hyperbolic invariant manifold are conjugate in a neighborhood of the normally hyperbolic invariant manifold. Therefore, following the notation of [12] , we will show in the next section that f is normally hyperbolic at γ((0,s)) in order to continue with the stability analysis.
C. Normal hyperbolicity
In this section, we proceed as follows: we already noted that γ ((0,s) ) is a manifold of equilibria (and thus invariant) and that J f (γ), the Jacobian of f evaluated on γ, has precisely one zero eigenvalue. Next, we show that the eigenvector associated with the zero eigenvalue lies in the tangent space T γ(s) γ((0,s)) = span({γ(s)}) of γ((0,s)) at γ(s), no matter at which s ∈ (0,s) we evaluate γ. Further, as shown in Theorem (1), all other eigenvalues of the Jacobian are negative if evaluated on γ ((0,s) ) and we will show that their eigenvectors span N γ(s) γ((0,s)), the normal space of γ((0,s)) at γ(s) in R n+1 . In conclusion, γ((0,s)) is not only normally hyperbolic, but further asymptotically stable in a sense we detail further below.
Lemma 1: The eigenvector associated with the zero eigen-
Proof: It is sufficient to show that
We thus consecutively show that
with J i f the i + 1-th row of the Jacobian J f . We start with showing (26):
Showing (25) can now be achieved in a general form since for all i = 1, . . . , n−1 the structure of J i f is identical, namely
We rearrange the last equation to get
Now, we can utilize the generating equation (13) again to realize thaṫ
and using (33) for i = 1, . . . , n − 1 to arrive at the equality
Finally, we merely need to verify whether this is also true for (24):
Now withγ n = 1, and using equation (33) for i = 0,
This concludes the proof. One says that f is normally hyperbolic at γ((0,s)) if the derivative of f evaluated at γ(s) leaves the continuous splitting
invariant and if the normal behavior dominates the tangent one. N u and N s in that respect are the subspaces spanned by the normal eigenvectors of the Jacobian associated with positive and negative eigenvalues respectively. Due to Theorem (1) we know that N u = ∅. Lemma (1) shows that the dynamics of f on T γ(s) γ((0,s)) is determined by the zero eigenvalue and it remains to show that the (generalized) eigenvectors of the remaining eigenvalues span the normal space of γ((0,s)) at any γ(s). In order to do so, we define the affine subspaces
and note the following proposition: Proposition 1: Any solution of System (6) initialized on a certain S p will stay on S p for all times and p = R tot .
Proof: Assume the initial state of System (6) lies in S p , i.e. p = R tot , then choose
as a Lyapunov function such that S p is just the level set
This shows that any level set of V is invariant under (6) . With Proposition (1) at hand, it remains to show that the intersection of γ with all S p is always transversal and never tangential to conclude normal hyperbolicity of f at γ((0,s)).
Lemma 2: For all p > 0, the curve γ intersects S p uniquely and transversely. In other words, this means that the continuum of equilibria of system (6) represented by the curve γ never intersects the n-dimensional affine subspace S p tangentially. Proof: We start with showing the transversality of the intersection of γ and S p as the uniqueness of this intersection then follows as we will show at the end of the proof. In order to do so, we note that the affine subspace S p is always the same subspace M translated in direction of x 0
with e 1 the canonical unit vector and the subspace M defined as the image of
This means that the only vectors perpendicular to M are multiples of the all ones vector 1 and it is thus sufficient to show that the velocity vector of γ never is perpendicular to 1, in other words
Showing this will be achieved by noting thatγ i is positive for all i = 0, . . . , n. This can be achieved by the following inductive argument starting with the highest appearing index n and then reducing it step wise. First, we consider γ n (s) = s and see thaṫ
Next, we assume that the statement thaṫ
is true. Now further reducing the index, we need to show that (48) still holds forγ i−1 . Therefore we differentiate the generating equation (13) for index i − 1 to arrive aṫ
As shown in (14) we already know that γ i ∈ (0, 1) ∀i > 0.
Together with (48), this means thaṫ
which concludes the proof for the transversality of the intersection. Now that we further know that all derivatives of γ with respect to s are larger than zero for s ∈ (0,s), the uniqueness of the intersection follows directly from the combination of these arguments. Fig. (1) illustrates two affine subspaces S 2 (red) and S 3 (green) and the continuum of equilibria γ((0, subspace uniquely and not tangentially. We are now able to formulate our main result.
Theorem 2:
The invariant set γ((0,s)) of (6) is asymptotically stable.
Proof: With Lemmata (1) and (2) at hand we can conclude that f is normally hyperbolic at γ((0,s)) and therefore f and the restriction of its linearization to the normal spaces of γ((0,s)) are conjugate in a neighborhood of γ((0,s)). As shown in Theorem (1), the eigenvalues of this linearization evaluated at γ(s) are all strictly negative except for one, which is exactly zero. Now that the eigenvector associated with this zero eigenvalue lies in the tangent space T γ(s) γ((0,s)) and we are only interested in the eigenvectors lying in the normal spaces of γ((0,s)), which thus are all associated with strictly negative eigenvalues, this concludes the proof. We further showed in Proposition (1) that the affine subspaces S p are also invariant under the system dynamics. This further means that any solution initialized on a certain S p with p > 0 will converge to the unique equilibrium given by the intersection of γ(s) with S p . In other words, this intersection point is asymptotically stable relative to S p , following the terminology of [13] .
IV. CONCLUSION
We considered the RFM with pool, a model describing the movement of ribosomes along a single mRNA template as well as the dynamics of a pool of available ribosomes. We found that the equilibria of the system can be characterized by a curve γ and that there exist affine subspaces S p which are invariant under the dynamics of the system. In order to characterize the stability of the equilibria we studied the Jacobi linearization of the system evaluated on γ and found that all eigenvalues are smaller than zero except for precisely one which is equal to zero, therefore the equilibria are non-hyperbolic. In order to draw any conclusions from the linearization we showed that the system under study is normally hyperbolic at γ. This was achieved in two steps, first, showing that the eigenvector associated with the zero eigenvalue of the Jacobian evaluated on γ is linearly dependent on the velocity vector of γ and second, showing that γ intersects all S p transversely. This insight then enabled us to apply the results of [11] in order to conclude that the equilibria of the system are asymptotically stable relative to the affine subspaces S p . In previous works on the RFM ( [6] ) monotone systems theory was used to show that every equilibrium point is semistable in a sense that any solution initialized on a certain S p monotonically converges to a unique equilibrium point which is dependent on the initial condition. Our results now offer a more detailed characterization of the stability of the RFM with pool and further introduce a geometric approach for studying similar systems with higher complexity as this approach does not require any monotonicity features of the system. Such more complex systems may for instance be models where the copy number of templates is varying over time or the flow of ribosomes is allowed to be bi-directional.
