This paper focuses on the problem of finding a distribution for an associated entropic vector in the entropy space nearest to a given, possibly non-entropic, target vector for random variables with a constraint on alphabet size. We show the feasibility to find distribution for associated vector via a sequence of perturbations in the probability mass function. Then we present an algorithm for numerically solving the problem together with extensions, applications, and comparison with the known results.
I. INTRODUCTION
A fundamental problem in information theory is to determine whether a given vector (point) in the entropy space is entropic or not. This problem is also of practical importance. For instance, a solution to this question can tell us about the existence of a network code with the feasible rate for a given network since if there exists a code with certain rate then there is an entropic point induced by random variables involved and vice versa. Applications to some network information theory problems are described in [1] . If the point does not satisfy an unconstrained information inequality then it is certainly non-entropic. But whether it is entropic can be answered with certainty only if we have the complete characterization of the entropic region (the set of all entropic points). This appears to be an extremely hard problem even for three random variables [2] . For four or more random variables [3] , even the closure of the entropic region (the set of almost or asymptotically entropic points) is unknown.
Another approach to address the problem is to determine the existence of a distribution consistent with the given point and if a distribution exists then the point is certainly entropic. In [4] an algorithm to determine whether a point is binary entropic by checking the feasibility of explicit construction of a consistent binary distribution is given. The algorithm is then used to check binary entropic candidacy of extreme points of an outer bound on normalized [1, Eq. (5) ] entropic vectors. The convex hull of entropic extreme points of the outer bound gives an inner bound for normalized entropic vectors. Characterization of similar inner bounds has been studied in [5] via rank functions for vector spaces, in [6] via quasi-uniform distributions and in [4] via binary distributions.
Also, optimization of functions over the entropic region has been of great interest recently. Well known functions related to Ingleton inequality [7] are Ingleton score [8] , [9] and Ingleton violation index [10] . While the existence of almost entropic points with lower Ingleton score than the one obtained by the "four-atom distribution" is established in [11] , the quest for explicit distributions is still on. Ingleton violating entropic points are of special interest since they cannot be induced by vector spaces and subspaces or Abelian groups and subgroups [7] , [12] . Moreover, characterization of Ingleton violating almost entropic points would give the complete characterization of the closure of entropic region for four random variables. Ingleton violating entropic points are studied in [5, Theorem 4] via an explicit construction, in [13] - [15] via construction of groups, in [10] via quasi-uniform distributions, in [9] , [16] via optimization over distributions with small number of atoms.
A generalization of binary entropic candidacy problem is to determine whether given a vector h, does the ray E h {ah : a > 0} contain an entropic point or almost entropic point for a given alphabet size for random variables. This general setup involving a ray is independent of alphabet size and hence from a practical viewpoint, it is more important. Whether a ray contains an entropic point(s) cannot be determined with certainty using the algorithm in [4] . An even further generalization of the problem is: for random variables with a constraint on alphabet size, find a "nearest" entropic point to a given ray and associated distribution. In this paper, we focus on addressing this generalized problem. 1 In Section II, we present a few properties of alphabet constrained entropic sets and define normalized distance. Based on these properties and the notion of normalized distance, in Section III, a randomized local search algorithm to find distributions corresponding to a point nearest to the given target point is given. In Section IV, we present extensions of the algorithm, compare the numerical results and discuss a few applications. Conclusion and future work is discussed in Section V.
II. ENTROPIC SETS AND NORMALIZED DISTANCE

A. Alphabet Constrained Entropic Sets
Consider a random vector X N = (X 1 , . . . , X n ) with the index set N = {1, . . . , n} over a finite alphabet X X 1 × . . . × X n where X i is the alphabet of X i . Its probability mass function (pmf) is denoted by the vector p = [p(x), x ∈ X ].
Let P be the set of all possible pmfs for the random vector. That is,
Note that the set P is closed, connected and bounded. For a given p ∈ P, let p(X α ), ∅ = α ⊆ N be the marginal pmfs and let P(X α ) be the set of all possible marginal pmfs for each nonempty α ⊆ N . Also note that P(X α ) is a projection of P on to certain coordinates and hence this set too is closed and connected. We refer a change in quantities as a perturbation. The size of perturbation in pmf is defined as follows.
Definition 1 (Perturbation size). The size of perturbation between distributions p, p ∈ P for random vector X N is 2
(2) Corollary 1. A small perturbation in p results in a small perturbations in the marginals p(X α ). That is,
Definition 2 (Alphabet constrained entropic set). Entropic set for a given random vector X N over a finite alphabet X = X 1 × . . . × X n is the set of all entropic points and is denoted
where h α h(p(X α )) and h is the Shannon entropy function.
For random vector (X 1 , . . . , X n ), the closure of entropic region (or set) without alphabet constraints is denoted Γ * n [2] . A well known outer bound on Γ * n is defined by Shannontype inequalities and is denoted Γ n [2] . The Shannon-type inequalities are the polymatroidal axioms [18] and hence any point satisfying the inequalities (and hence in Γ n ) is also called a polymatroid (the entropy function is a polymatroid function).
The following corollary suggests that a small perturbation in a distribution results in a distribution such that the distance between corresponding entropy points too is small. It may be viewed as a generalization of continuity property of scalar entropy function to entropy vectors. Corollary 2. For X N , a perturbation in p results in a new pmf p . As the perturbation size δ → 0, the Euclidean distance between h and h also diminishes.
Proof: Note that, as δ → 0, we have p → p and by Corollary 1, p (X α ) → p(X α ) for all non-empty α ⊆ N . Since the entropy function h is continuous for finite alphabet 3
Proof: Γ * n,X is connected since P is connected and the continuous image h(P) of this connected set is connected. Let h be a vector in Γ * n,X . Then there exists a sequence of vectors
. Now, since P is closed and bounded implies p (m) → p where p ∈ P and continuity of entropy function implies h(p (m) ) → h(p). Thus, h = h(p) and hence is in Γ * n,X , which implies Γ * n,X is a closed set. An implication of Proposition 1 is that, for any given distribution for a random vector over a given alphabet and a given vector in the entropic set, there exists a sequence of perturbations such that the distribution converges to a distribution corresponding to the given entropic vector.
B. Normalized Distance
Definition 3 (Normalized distance). Consider two polymatroids x, y ∈ Γ\{0}. The normalized distance d norm (x, y) of x from y is the distance between x and y inf y * ∈Ey x − y * divided by the norm of y . That is,
Note that, the normalized distance is the tangent of the angle θ x,y between the rays defined by the given polymatroids x, y and hence it is commutative. The distance is "normalized" in a sense that it remains the same for any two points on given polymatroidal rays. That is,
It is undefined when x and y are orthogonal, x · y = 0, but it is well-defined for polymatroids since no rays defined by two polymatroids are orthogonal (verification is straightforward).
By definition, d norm (x, y) ≥ 0. Moreover, we define the equivalence relation as x ∼ y if E x = E y and hence equivalence class for a given point x is E x . Then, we have
But, we note that d norm : Γ \ {0} × Γ \ {0} → R + is not a true metric since it fails to satisfy the triangle inequality
in the range θ x,y + θ y,z ∈ [0, π/2] (however, tan θ is strictly increasing for θ ∈ [0, π/2]). Normalized distance has an interesting property: If d norm (x, y ) < d norm (x, y) then E y is strictly inside the cone
and hence for a sequence of polymatroids y (m) such that
Theorem 1. Consider any p, h and a given vector h t . If there exists no perturbation h of h such that it can result in d norm (h , h t ) < d norm (h, h t ) then either h ∈ E ht or h is at the boundary of the entropic set (an exterior).
Proof: Note that if d norm (h, h t ) = 0 then h ∈ E ht . Now assume that h is in interior of the entropic set and d norm (h, h t ) > 0 then it is sufficient to show that there always exists a perturbation h of h such that it can result in d norm (h , h t ) < d norm (h, h t ). Now, for any > 0 there exists entropic h such that d norm (h , h t ) < d norm (h, h t )+ since the entropic set is closed and connected. Hence, by letting → 0,
Proposition 2. Given a complete characterization of Γ * n,X , a distribution for a nearest (by d norm ) entropic vector to a given target vector h t can be obtained with arbitrary precision by starting at any distribution and iteratively perturbing the distribution with perturbations in the range (0, ] for any > 0.
Proof: If the complete characterization of the entropic set Γ * n,X is known, it is feasible to find h = inf h∈Γ * n,X d norm (h, h t ). Now, since the entropic set is connected, Proposition 1, one can start from any distribution and choosing appropriate intermediate target points (to avoid perturbations leading to some another boundary point of the entropic set, see Theorem 1), can obtain a distribution consistent with h by trying random perturbations in the range (0, ] for any > 0.
On the other hand, if we have some distributions then conic hull of respective entropic points gives an inner bound for Γ * n . Also, in Proposition 2 it is sufficient to choose (to ensure noncovergence at a boundary point other than h ) intermediate target points such that for consecutive target points h i , h i+1 ,
n,X if such points exist, though it is not necessary. For realizing entropy vectors, an alternative procedure to [4] may be obtained by extending the procedure in [20] . For further discussion on vectors and rays in the entropy space, please refer to the extended version [21] .
C. Additional Information Equality Constraints
Now we discuss entropic sets with constraints on distributions in addition to alphabet size, such sets are of practical importance since a communication system usually induces constraints on the distributions of random variables involved. Moreover, in many cases such constraints on distributions translate into linear entropic equalities (e.g., functional dependence, conditional or unconditional independence). For instance, network coding capacity region [22, Chapter 21] for alphabet constrained system will simply be the projection of the intersection of the entropic set with network induced linear information constraints onto the coordinates associated with source entropies. Corollary 3. The entropic set Γ * n,X constrained by linear entropic constraints can, in general, be a disconnected set.
Proof: The corollary follows from the example of the unique extreme ray of Γ 3 which contains disconnected entropic points [2] . Alternatively, since Γ * n,X is non-convex in general [1] , its intersection with linear or non-linear constraints can result in a disconnected set.
Note that, Proposition 2 is not valid for constrained entropic sets because due to disconnectedness, convergence cannot be guaranteed by starting from any distribution for a point in the constrained entropic set and employing perturbations in the range (0, ] for any > 0. Thus, searching over constrained (and hence in general disconnected) entropic set via arbitrary perturbations may not yield fruitful results. However, given an entropic vector associated with achivable rate vector for a communication system (and hence in a constrained entropic set), we can still conduct a search over Γ * n,X using perturbations in the range (0, ] for a distribution consistent with the entropic vector.
III. ALGORITHM
For a given target polymatroid h t ∈ Γ n \ {0}, Algorithm 1 iteratively tries perturbations to find a distribution with strictly less d norm of associated entropic point from the target point, starting from a distribution p s ∈ P(X ) on a given alphabet X . Here, the simplest type of perturbation is employed in which a distribution and its perturbed distribution differ only in two probability mass points. for m = 1 to M do 6:
Choose indexes i, j of p k uniformly randomly 7: Choose λ ∈ [0, ] uniformly randomly 8: return p k , h k and terminate 19: end if 20: end for 21: return p k , h k ISITA2018, Singapore, October 28-31, 2018
Copyright (C) 2018 by IEICE Proposition 3. For sufficiently large L and M , Algorithm 1 terminates with an output distribution and its entropic vector at least δ-near (in d norm ) to either the ray defined by the target vector or a boundary point of Γ * n,X for any given δ ≥ 0. Proof: The statement follows by Theorem 1. The algorithm can be used to find entropic points (and associated distributions) near to the boundary of Γ * n,X in various directions by choosing appropriate starting points and the target points. Moreover, we can replace d norm with Euclidean distance, or another metric, to obtain numerical results for the respective minimization problem.
For the algorithm, letting the initial distribution p s as uniform independent distribution is an obvious and easy choice. But, since the entropic vector corresponding to a random vector with independent random variables is at the boundary or a supporting hyperplane of Γ * n (and hence, also at the boundary of Γ * n,X ), it is not the best choice for every given target vector. In general, we take the starting distribution as the cetroid of Γ n due to lack of characterization of entropic or almost entropic vectors for n ≥ 4.
Definition 4 (Centroid and centroid ray). A centroid c of a set in an Euclidean space is the mean of the points in the set, similarly centroid ray E c for a pointed cone is the mean of its rays.
For instance, the centroid ray of Γ n is the mean of its extreme rays and is the "inner most" ray of Γ n . A more effective choice for initial distribution can be made from the knowledge available about the shape of Γ * n,X and the orientation of h t . [9] . The initial point is a point on the centroid ray of the base points of the Ingleton pyramid [9] (also see the next section) and alphabet size is 2 for each random variable. We note that for entropic vectors, four-atom conjecture point (brown asterisks) and the point in [5, Theorem 4] (green asterisks), in most instances the algorithm terminates with a point very close to the target point in d norm . But, in a few instances, the returned points are not very near to the target entropic points. This is due to noconvexity of the entropic set and a particular trajectory (or path or direction) defined by random perturbations. However, as suggested by Theorem 1 and Proposition 3, the returned points are most likely very near to the boundary of the entropic set. For Vámos polymatroid, there are two clusters of points (red asterisks). It is important to note that the returned results are dependent on the initial point and the trajectory (which may be specified by defining intermediate target points) and even more consistent results may be obtained by suitable choice of these parameters. Due to space limitation, the exact distributions and additional numerical results are made available in the extended version [21] .
IV. EXTENSIONS, COMPARISON AND APPLICATIONS
We first present a few extensions to optimize different functions over an entropic set. We restrict our attention to examples and numerical results for the random vectors of size four.
We briefly describe the known results for comparison. For h an Ingleton expression is h 12 +h 13 +h 23 +h 14 +h 24 −h 1 −h 2 − h 123 −h 124 −h 34 ∆ 34 and the Ingleton inequality is ∆ 34 ≥ 0 [7] . There are six distinct Ingleton inequalities via permutation. The Ingleton score for h is I(h) ∆ 34 /h 1234 [9] , [11] and the Ingleton violation index is ι(h) −∆ 34 / h [10] . It has been shown in [11] that a polymatroid h can be decomposed into modular h mod and tight h ti components such that h = h mod + h ti . Since, modular polymatroids are trivially entropic, the study of entropic region reduces to characterization of tight entropic polymatroids. Also, it has been shown that for entropic polymatroid, its tight component is almost entropic. These new results were used to refute the four-atom conjecture. Moreover, it has been shown that a particular linear transformation, we denote t(·), on an almost entropic tight point yields another almost entropic tight point with better Ingleton score (see [11] for details).
As suggested in the previous section, the algorithm can be extended for a variety of optimization functions. We also extend the perturbation based technique to optimize the functions I and ι. As summarized in Table I , we get better and in some cases nearly as good numerical results. So far, we have obtained simulations for only upto alphabet size of 5 (or less in some cases). Various initial points and a new search approach is used. For instance, to restrict the search area, we propose incorporating alternative hyperplane score reduction in addition to normalized distance reduction (see [21] for details about the approach and detailed numerical results). Now, we present a simple approach to obtain an inner bound for a given polyhedral outer bound on Γ * n with the same "description complexity" but with significant improvement over known inner bounds. Here, by equal description complexity, we mean that the inner bound is expressed using the same number of inequalities as the outer bound. This is Groups [15] extremely important in practice where the interest is to use inner bounds for computational purposes, e.g., computing an inner bound for network coding capacity, and it is desirable that the best possible inner bound is expressed by only certain number of linear inequalities. 4 The simple approach is, for the extreme rays of a given polyhedral outer bound, to obtain nearest entropic rays. The conic hull of these entropic rays delivers an inner bound. To demonstrate the idea, consider the part of Γ 4 cut-off by reverse Ingleton inequality, such a cone is referred as a pyramid in [9] . Characterization of Γ * 4
reduces to the entropic points in this pyramid defined by 15 extreme rays [9] . The pyramid is further cut-off by two ZY98 [3] inequalities. This removes one extreme ray (associated with Vámos polymatroid) and introduces 9 additional extreme rays. This outer bound with 23 extreme rays (or equivalently, 17 hyperplanes) has a relative volume of 98.4568% [9] . Our inner bound with the same description complexity has relative volume 43.8026%. Also, we obtained best inner bound with relative volume 56.2590% and with least number of extreme rays 285 using a new grid approach (see [21] for details). We emphasis that for numerical results we have only used binary distributions. Inner bounds obtained this way may be further used, for instance, to find achievable rate vectors for network coding. Also, we find binary entropic points near to 35 extreme rays of the Ingleton cone. The total of 26 points thus obtained are very close to the respective extreme rays and hence approximately binary entropic as it can be confirmed by results in [4] . For the remaining 9 extreme rays near binary entropic points are also found and the numerical results confirm that these 9 extreme rays are not binary entropic as listed in [4, Table 1 ] (see extended version [21] for details).
V. CONCLUSION AND FUTURE WORK
We presented the notion of d norm and perturbation based randomized local search algorithm which, in principle, has the potential to deliver numerical inner approximations for alphabet constrained entropic sets. Various extensions of the algorithm are presented and the numerical results are compared to the known results. The application to obtain inner bounds from outer bounds with the same description complexity also signifies the importance of the main results. We note that though the algorithm employs randomized local
