Abstract. We determine all continuous solutions g : I →
Introduction
Given an interval I ⊂ R we are interested in determining all continuous functions g : I → I satisfying (1.1) g 3 (x) = 3g(x) − 2x.
Here and throughout the paper g n denotes the n-th iterate of a given self-mapping g : I → I; i.e., g 0 = id I and g k = g • g k−1 for all integers k ≥ 1. There are two reasons to find all continuous solutions g : I → I of equation (1.1) . The first one is to answer a problem posed by Zoltán Boros (see [2] ) of determining all continuous functions f : (0, +∞) → (0, +∞) satisfying
x 2 . The second reason is that equation (1.1) belongs to the class of important and intensively investigated iterative functional equations; i.e., the class of polynomial-like iterative equations of the form
where a n 's are given real numbers, F : I → I is a given function and g : I → I is the unknown function. For the theory of equation (1.3) and its generalizations we refer the readers to books [6, 14] , surveys [1, 22] , and some recent papers [3, 4, 5, 7, 10, 12, 13, 15, 16, 17, 20, 21] . Equation (1.3) represents a linear dependence of iterates of the unknown function and looks like a linear ordinary differential equation with constant coefficients, expressing the linear dependence of derivatives of the unknown function. The difference between these two equations is that linear ordinary differential equations with constant coefficients have a complete theory for finding their solutions, in contrast, even to a very interesting subclass of homogeneous polynomial-like iterative equations of the form
The difficulties in solving equation (1.4) , and hence also equation (1.3), comes from the fact that the iteration operator g → g n is non-linear. The problem of finding all continuous solutions of equation (1.4) for a given positive integer N seems to be very difficult. It is completely solved in [11] (see also [9] ) for N = 2, but it is still open even in the case where N = 3 (see [8] ). It turns out that the nature of continuous solutions of equation (1.3) depends deeply on the behavior of complex roots of its characteristic equation
This characteristic equation is motivated by the Euler's idea for differential equations; it is obtained by putting g(x) = rx into (1.4) to determine all its linear solutions. There are some results describing all continuous solutions of equation (1.4) with N ≥ 3 in very particular cases where the complex roots of equation (1.5) fulfill special conditions (see [18, 19, 23] ). Note that the characteristic equation of equation (1.1) is of the form r 3 − 3r + 2 = 0, and it has two roots: r 1 = 1 of multiplicity 2 and r 2 = −2 of multiplicity 1. Therefore, none of known results can be used to determine all continuous solutions g : I → I of equation (1.1).
Preliminary
It is easy to check that the identity function, defined on an arbitrary set A ⊂ R, is a continuous solution of equation (1. Proof. Fix x, y ∈ I and assume that g(x) = g(y). Then by (1.1) we obtain
Since g is continuous, it follows that it is strictly monotone.
Assume now that I = R and suppose that, contrary to our claim, g is strictly decreasing. Put a = inf I and b = sup I. If b = +∞, then
a contradiction. Therefore, we have proved that a, b ∈ R. Put c = inf g(I). Since I is non-degenerated and g is strictly decreasing, we have a ≤ c < b. Moreover, by (1.1) we have c ≤ lim
Proof. According to Lemma 2.1 it is enough to show that lim x→+∞ g(x) ∈ {−∞, +∞} and
Suppose, towards a contradiction, that lim x→+∞ g(x) ∈ R. By the continuity of g we have g
a contradiction. In the same manner we obtain lim x→−∞ g(x) ∈ {−∞, +∞}.
Lemma 2.3. Define sequences (a n ) n∈N 0 , (b n ) n∈N 0 and (c n ) n∈N 0 by putting
for all n ∈ N 0 and x ∈ I. Moreover, for every n ∈ N 0 , the following assertions hold:
Proof. The proof is by induction on n ∈ N 0 . To prove the main part of the lemma if is enough to observe that putting g(x) instead of x in (2.1) and making use of (1.1) we obtain
for every x ∈ I.
(i) Since a 0 + b 0 + c 0 = 1 and a n+1 + b n+1 + c n+1 = a n + b n + c n , the assertion follows.
(ii) From assertion (i) we have
Now we need only to observe that
[(−2) 4 + 11]. Moreover, by assertion (ii) we have
which completes the proof.
From now on (a n ) n∈N 0 , (b n ) n∈N 0 and (c n ) n∈N 0 will stand for the sequences defined in the foregoing lemma. 
Proof. From Lemma 2.3 we conclude that lim n→∞ . Dividing both sides of (2.1) by b n and next tending with n to infinity we obtain (2.2). 
Proof. As in the previous proof we obtain lim n→∞ 1 bn = 0. Then Lemma 2.4 implies
By a simple induction we obtain
Finally, tending with n to infinity in (2.5) we come to (2.3).
Lemma 2.6. Assume that g : I → I is a continuous solution of equation (1.1). (i) If for some x
(ii) If g is increasing, then (2.5) holds.
Proof. (i) Lemmas 2.4 and 2.3 yield
(ii) If g is increasing, then the sequence (g n (x)) n∈N is monotone for every x ∈ I. Hence lim n→∞ g n (x) exists and it equals either a real number or ±∞. In both the cases (2.6) cannot be satisfied. Then by assertion (i) we see that (2.4) holds. In consequence (2.5) holds.
Main results
We are now in a position to find all continuous solutions g : I → I of equation (1.1). We will do it in three steps. Proof. By Lemma 2.1 we see that g is strictly increasing. This jointly with boundedness of I yields that for every x ∈ I the sequence (g n (x)) n∈N converges to a real number. Lemma 2.5 completes the proof. Proof. From Lemma 2.1 we see that g is strictly increasing. By replacing the function g by the function g : − I → −I given by g(x) = −g(−x) if necessary, we can assume that sup I = +∞. By Theorem 3.1 we can also assume that g has no fixed point in intI. Indeed, if g(x 0 ) = x 0 for some x 0 ∈ intI, then g(x) = x for every x ∈ (−∞, x 0 ] ∩ I, by Theorem 3.1, and g solves (1.1) on (x 0 , +∞).
First, we prove that g(x) > x for every x ∈ intI. Suppose the contrary; i.e., g(x) < x for every x ∈ intI. Then for every x ∈ I the sequence (g n (x)) n∈N converges to inf I. Since inf I is a real number, it follows, by Lemma 2.5, that (2.3) holds; a contradiction.
By Lemma 2.6 we see that (2.5) holds. From (2.1), Lemma 2.3 and (2.4) we obtain
for all n ∈ N 0 and x ∈ I. Hence
for all n ∈ N 0 and x, y ∈ I with x = y. Fix x ∈ intI and choose y ∈ I and k ∈ N such that x < y and y < g k (x); it is possible because lim k→∞ g k (x) = +∞. Then by the monotonicity of g and (2.5) we obtain
and hence lim n→∞ g n+3 (y)−g n+3 (x) (n+3)(y−x) = 0. Thus, dividing both sides of (3.2) by (n + 3) and next tending with n to infinity, we obtain
This jointly with continuity of g gives (3.1) with c = g(y) − y > 0.
In conclusion, we have proved that (3.1) holds with some c > 0 in the case where g has no fixed point in intI; otherwise (3.1) holds with c = 0. g(x) = −2x + c for every x ∈ I.
Proof. From Lemma 2.2 we see that either g is an increasing bijection from R onto R or it is a decreasing bijection from R onto R. First, we consider the case where g is an increasing bijection. If there exists x 0 ∈ R such that g(x 0 ) = x 0 , then both the functions g| (−∞,x 0 ] and g| [x 0 ,+∞) satisfy equation (1.1). Then applying Theorem 3.2 we conclude that (3.1) holds with c = 0.
If g(x) = x for every x ∈ R, then either g(x) > x for every x ∈ R or g(x) < x for every x ∈ R. Assume that g(x) > x for every x ∈ R. Fix y ∈ R and observe that the function g| [y,+∞) satisfies equation (1.1). By Theorem 3.2 there exists c > 0 such that g(x) = x + c for every x ∈ [y, +∞). Letting with y to −∞ we conclude that (3.1) holds. In the same way we can prove that (3.1) holds with some c < 0 in the case where g(x) < x for every x ∈ R.
Secondly, we consider the case where g is a decreasing bijection. By Lemma 2.2 we see that the formula G = g −1 defines a strictly decreasing bijection G : R → R. Putting g −3 (x) in place of x in (1.1) we conclude that
for every x ∈ R. Fix x ∈ R and define a sequence (x n ) n∈N 0 putting x 0 = x and x n = G(x n−1 ) for every n ∈ N.
By (3.4) we have (3.5)
for every n ∈ N 0 . It is clear that we can find unique real constants A, B and C (depending on x) such that (3.6)
for n ∈ {0, 1, 2}. According to (3.5) we conclude, by a simple induction, that (3.6) holds for every n ∈ N 0 . Since G is strictly decreasing, it follows that the sequence (x n ) n∈N 0 is anti-monotone; i.e., the expression (−1) n (x n+1 − x n ) does not change its sign. This forces A = 0, and hence 2G
C − B − C = 0. In conclusion, we have proved that
for every x ∈ R. Putting g 2 (x) in place of x in (3.7) we obtain
for every x ∈ R. Finally, applying Theorem 9 from [11] we conclude that (3.3) holds.
A Zoltán Boros' problem
In this section we answer the question posed by Zoltán Boros of determining all continuous solutions f : (0, +∞) → (0, +∞) of equation (1.2) . In fact, we determine all continuous solutions f : J → J of equation (1.2), where J is a subinterval of the half-line (0, +∞); open or closed or closed on one side, possible infinite or degenerated to a single point.
The proof of the next lemma is very easy, so we omit it. for every x ∈ (0, +∞).
