Abstract. Group codes are right or left ideals in a group algebra of a finite group over a finite field. Following ideas of Bazzi and Mitter on group codes over the binary field [3], we prove that group codes over finite fields of any characteristic are asymptotically good. On the way we extend a result of Massey on the fractional weight of distinct binary n-tuples [13] and a result of Piret on an upper bound on the weight distribution of a binary code [16] to any finite field.
Introduction
Let F be a finite field of characteristic p and let G be a finite group. By a group code or, more precisely, a G-code we denote a right or left ideal in the group algebra FG. Many interesting linear codes are group codes. For example, cyclic codes of length n are group codes for a cyclic group C n ; Reed-Muller codes are group codes for an elementary abelian p-group [4, 7] ; the binary extended self-dual [24, 12, 8] Golay code is a group code for the symmetric group S 4 on 4 letters [5] and the dihedral group D 24 of order 24 [14] . Many best known codes are group codes as well. For instance, F 5 (C 6 × C 6 ) contains a [32, 28, 6] and F 5 (C 12 × C 6 ) a [72, 62, 6] group code [12] . Both codes improved earlier examples in Grassl's list [10] .
Already in 1965, Assmus, Mattson and Tyrun [2] asked the question whether the class of cyclic codes, i.e., the class of group codes over cyclic groups, is asymptotically good. The answer is still open. In [3] , Bazzi and Mitter proved that the class of group codes over the binary field is asymptotically good. Using the trivial fact that by field extensions neither the dimension nor the minimum distance changes, group codes are asymptotically good in characteristic 2. In this note we use the ideas of Bazzi and Mitter to prove in the last section our main result.
Theorem. Group codes over fields are asymptotically good in any characteristic.
Following the lines of [3] , we need to generalize results of Massey [13] and Piret [16] to characteristic p, which we do in section 2 and 3. These results are of interest in their own right. Section 4 , in which we analyze the structure of a particular group algebra, heavily depends on methods from representation theory. For the background we refer the reader to [1] and Chapter VII of [11] . W. Willems is with Otto-von-Guericke Universität, Magdeburg, Germany, and Universidad del Norte, Barranquilla, Colombia. 
On the fractional weight of distinct p-ary regular k-tuples
In this section we extend a result of Massey [13] about the fractional weight of distinct binary k-tuples to an arbitrary finite field F p (here p is a prime power). To do so, we need to add an hypothesis of regularity on the set of k-tuples, which is automatically satisfied if p = 2.
Let M be a set of distinct k-tuples with entries in F p . Furthermore, let p be the fraction of the M k positions of k-tuples in M which contain an element different from 0, and let p i be the fraction of those k-tuples whose i-th component is an element different from 0. Clearly,
Let X = X 1 ⋯X k be a random variable which takes on each of the M given distinct k-tuples values with probability 1 M . Then the entropy of this random k-tuple is
. . , α p−1 } with α 0 = 0. For j ∈ {0, . . . , p − 1}, let us call p i,j the fraction of those k-tuples whose i-th component is equal to j, so that
Finally, we define p #j by
Remark 2.2. If the k-tuples in M form a linear code, then obviously M is regular. Actually, we even can relax the hypothesis of linearity: it is enough to assume that the set of k-tuples in M is stable under multiplication by elements in F × p . Suppose now that M is regular. Then
Note also that p i,0 = 1 − p i and p #0 = 1 − p. Because of our probabilistic assignment
where
and due to the convexity of h p (x) ( [17] , Theorem 1.2.9), we have
It follows log p (M ) ≤ k ⋅ h p (p). Thus we have proved the following p-ary version of ( [13] , Theorem). 
We would like to mention here that the bound is sharp. For instance, we may take the vector space F k p for M .
3. An upper bound on the weight distribution of some linear p-ary codes Let C be an [n, k] p code (here p is a prime power). Recall that
of size k is called an information set for C if the restriction of I to these positions leads to all vectors in F k p . Now let I(C) denote the set of all information sets. To I(C) we associate a matrix M (I(C)) with n columns and #I(C) rows in the following way. Each row has a 0 outside the corresponding information set and a 1 inside. We are interested in codes C for which the matrix M (I(C)) contains a submatrix M (U (C)), corresponding to a subset U (C) of I(C) and having a constant number r ≥ 1 of 1's in each of its n columns. If a subset U (C) of I(C) has this property, we say that C has a balanced set of information k-tuples. By counting the 1's, we immediately see that #U (C)k = rn.
Furthermore, for w ∈ {0, . . . , n}, let A w (C) ∶= #{c ∈ C wt(c) = w} denote the number of code words of weight w in C. Finally, for i ∈ I(C), we define W (i, w) by Let M ∶= {π i (c) c ∈ C, wt(c) = w}. This is a set of A w (C) distinct k-tuples over F p and it is regular, since C is linear, so that the k-tuples in M are stable under multiplication by elements in F × p . Clearly, the fraction of the M k positions of these k-tuples which contain an element different from 0 is W (i, w) kA w (C). Thus, by Theorem 2.3, we have
With this we obtain the p-ary version of Piret's result ( [16] , Theorem 2).
Proof. Recall that for x = p−1 p the function h p (x) has its maximum value. Assume that 1
Next we estimate σ ∶= i∈U (C)
in two different ways. By the result above,
On the other hand, since any coordinate is counted r times in σ, we also obtain
Thus r > #U (C)k n, which contradicts the equality #U (C)k = rn.
Remark 3.2. Note that group codes always admit balanced sets of information tuples. This can be seen as follows. Let C ≤ F p G be a group code and let S ⊆ G be an information set of C. Then {Sg} g∈G are information sets as well, because C is invariant under the action of G. Moreover, for all h ∈ G, the number of Sg which contain h is exactly #S = dim C.
4.
The structure of the group algebra F p G p,q
Let p ≠ 2 be a fixed prime and let q be a prime such that p divides q − 1 (there are infinitely many such q, by Dirichlet's Theorem). Note that q ≠ 2 and let
Clearly, the mapˆ∶ Q → Q is an F p -algebra automorphism. From the relation αβ = β 
into 2-sided ideals Q i , where each Q i is a simple algebra over F p . If
We may suppose that f 0 = x − 1, so that
Now let ζ q be a primitive q-th root of unity in an extension field of F p . It is well-known by basic Galois theory that, for every i ∈ {1, . . . , s}, there exists exactly one coset
for i ∈ {1, . . . , s}. The automorphismˆmaps each Q i to some Q j . More precisely,Q i corresponds to the coset
In what follows we need to understand which conditions on q implyQ i = Q i for all i ∈ {1, . . . , s}. Note that obviously Q 0 =Q 0 . Theorem 4.1. If q is a prime with p q − 1, then the following conditions (i) are equivalent.
(1) There exists i ∈ {1, . . . , s}
Proof. Clearly (2) implies (1). By the discussion above,Q i = Q i for all i ∈ {1, . . . , s} iff q−1 p A i = A i for all i ∈ {1, . . . , s}, which happens iff
p ∈ ⟨p⟩ iff s p (q) is even. Hence (4) and (3) are equivalent. Now let p be a fixed odd prime and put P = {a prime, p q − 1 and s p (q) even} By ( [15] , Theorem 2), the set P of primes is infinite and it has positive density. Remark 4.2. Actually in case p ≡ 3 mod 4 one can easily see that P = ∞: Suppose that p ≡ 3 mod 4 and let h, k be integers such that ph + 4k = 1. Then, by Dirichlet's Theorem, P 0 ∶= {≡ 3ph + 4k mod 4p and q a prime} is infinite. Since for q ∈ P 0 we have q ≡ 3 mod 4 and p q − 1 we get by the quadratic reciprocity law p q = (−1)
By Legendre's formula, it follows
2 mod q, so that 2 s p (q). Thus P 0 ⊆ P.
From now on, we assume that q ∈ P.
Theorem 4.3. The structure of R i is as follows. a) All R i are 2-sided ideals of F p G. b) As a left F p G-module we have R 0 ≅ F p G N . In particular, R 0 is uniserial of dimension p and all composition factors are isomorphic to the trivial F p G-module. c) For i > 0 all minimal left ideals in R i are projective F p G-modules. Thus R i is a completely reducible left F p G-module for i > 0. d) R i is indecomposable as a 2-sided ideal, hence a p-block of F p G. In particular, R i contains up to isomorphism exactly one irreducible left F p G-module which is of dimension l i = s p (q). e) R i ≅ Mat p (F p l i p ) for i > 0 and R i contains up to isomorphism exactly one irreducible left
Proof. 
) is a minimal ideal in R i . Clearly, Q i ≅ M i as a left F p N -module. Thus Q i has an extension to the irreducible F p G-module M i . But all extensions are isomorphic since G N is a p-group. Thus R i has up to isomorphism exactly one irreducible F p G-module and F p G has exactly s + 1 non-isomorphic F p G-modules. If some R i is a direct sum of two non-zero 2-sided ideals, then R i contains at least two non-isomorphic irreducible F p G-modules, a contradiction. e) By c) and d), we know that R i contains up to isomorphism exactly one irreducible left F p Gmodule, say M i , which has dimension l i . Thus R i ≅ M i ⊕ . . . ⊕ M i with p components M i . That R i has the indicated matrix algebra structure now follows by Wedderburn's Theorem.
Proof. a) This is obviously true. b) Since α acts fixed point freely on N ∖{1} we get dim{a ∈ Q * â = a} = q−1 p . Now, it is sufficient to show that dim Z 1 = dim Z j for j ≥ 1, which implies
LetF p be a splitting field for G. To prove that dim Z 1 = dim Z j for j ≥ 1 first note that
)x)F p and χ j is a linear non-trivial character ofF p N . Thus α acts regularly on the set {V 1 , . . . , V l i }, which proves that the fixed
p . This implies that the fixed point space on W i also has dimension
In order to determine all minimal left ideals in R i we need the following notation. For b ∈ Q 
) with x = a ′−1 a and y = bb ′−1 . Since
we obtain xy = 1 = xŷ, hence y =ŷ. It follows
p by Lemma 4.4, we have constructed so far exactly
minimal left ideals. According to Lemma 4.3 e) we have R i ≅ Mat p (F p l i p ). It is well-known that there is a bijection between the set of minimal left ideals in Mat p (F p l i p ) and the set of 1-dimensional subspaces in a p-dimensional vector space over F p l i p , which has cardinality
Asymptotically good group codes
In this section we prove that group codes are asymptotically good in any characteristic. We consider here the group algebra F p G p,q and all the notations are as in Section 4.
Lemma 5.1 (Chepyzhov [8] ). Let r ∶ N → N denote a non-decreasing function and let
If r(t) << γ ⋅ t log p t, with γ = log p (e) ⋅ log p (2), then P (r) is infinite and dense in the set of all primes. In particular, if log p (t) << r(t) << γ ⋅ t log p t, then the set of primes t such that s p (t) grows faster than log p (t) is infinite and dense in the set of all primes.
Proof. Let B n be the set of primes t less than n which are not in P (r) (i.e., if π(n) is the set of primes less than n, then π(n) = B n ⊔ (P (r) ∩ π(n))). Since s p (t) is the multiplicative order of p modulo t, there exists for every t in B n integers a ∈ N and k ∈ N such that 0 < a < r(t) and p
By the Prime Number Density Theorem, we have π(n) ∼ n log n. Thus the set P (r) is infinite, even dense in the set of all primes.
Remark 5.2. Since P has positive density, there are infinitely many q ∈ P such that s p (q) grows faster than log p (q).
Proof. Recall that Q 0 , Q 1 , . . . , Q s are the irreducible modules in Q where dim Fp Q 0 = 1 and dim Fp Q i = s p (q) for i ∈ {1, . . . , s}. An ideal of dimension l is a direct sum of at most l s p (q) + 1 of these irreducible modules. There are at most (s + 1) l sp(q)+1 such sums and the assertion follows from s + 1 ≤ q = s p (q) ⋅ s + 1.
Let Q * = ⊕ s i=1 Q i and let Q * × be the multiplicative group of units of Q * .
Lemma 5.4. If f ∈ Q * such that dim f Q = l and
for i ∈ S (recall that Q i is isomorphic to a field), we get
By Lemma 4.5, we have
where #I 
