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Abstrat
We establish a Poinaré-Dula theorem for sequenes (Gn)n∈Z of holomor-
phi ontrations whose dierentials d0Gn split regularly. The resonant relations
determining the normal forms hold on the moduli of the exponential rates of
ontration. Our results are atually stated in the framework of bundle maps.
Suh sequenes of holomorphi ontrations appear naturally as iterated in-
verse branhes of endomorphisms of CP
k
. In this ontext, our normalization
result allows to estimate preisely the distortions of ellipsoids along typial or-
bits. As an appliation, we show how the Lyapunov exponents of the equilibrium
measure are approximated in terms of the multipliers of the repulsive yles.
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1 Introdution and results
As it is well known, any holomorphi funtion F whih is invertible and ontrating at
the origin of C is onjugated to its linear part A := F ′(0). Moreover, the onjugation is
realized by a funtion N obtained by a renormalization proedure : N = limnA
−nF n.
Remarkably, the proof only relies on the fat that, by analytiity, F is tangent to A at
the order 2. It turns out that these arguments may be adapted to the ase of holomor-
phi mappings and yield to the Poinaré-Dula theorem. We show in this paper that
this strategy also works in a non-autonomous setting, that is for families of holomor-
phi ontrations.
Our results will be expressed in the framework of bundle maps whih we now briey
desribe (see the subsetion 2.1 for more details). Let X be a set and X := X × Ck.
For any funtion r on X , the tube E(r) ⊂ X is dened by
E(r) :=
⋃
x∈X
{(x, v) ∈ X , |v| < r(x)},
1
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where | . | is the eulidean norm on Ck. A bundle map over a bijetive map τ : X → X
is a map of the form
K : E(r) −→ X
(x, v) 7−→ (τ(x), Kx(v))
where Kx is holomorphi and Kx(0) = 0. A bundle map K is tame when the oeients
of the Taylor expansion of Kτn(x) grow exponentially slowly when n tends to innity.
A funtion φǫ : X →]0, 1] is ǫ-slow if φǫ(τ±1(x)) ≥ e−ǫφǫ(x). We note I the identity
map of X over IdX .
Let us now present our results. To this purpose we will desribe the autonomous
ase (Poinaré-Dula theorem) and, step by step, preise the orresponding statements
for bundle maps. Let F : Ck → Ck be an holomorphi map whose linear part A satises
m|v| ≤ |A(v)| ≤ M |v|. If M q+1 < m, the sequene (A−nF n)n onverges as soon as
F and A are tangent at the order q + 1. This means that a suently high tangeny
between F and A allows to overome the fat that ‖A‖ 6= ‖A−1‖−1 and implies the
onjugation (when k = 1, then m = M and one sees again that the tangeny at
the order 2 sues). Moreover, the linear map A may atually be replaed by any
automorphism N whih is tangent to F at the order q + 1. The same phenomenon
atually ours in a non-autonomous setting, the preise statement is the following :
Theorem 1.1 Let F and N be two tame bundle maps over τ whih are tangent at the
order q+1, with q ≥ 1. Assume that their linear part A satises m|v| ≤ |Ax(v)| ≤M |v|
for any x ∈ X, where 0 < m ≤M < 1 and M q+1 < m. Then F is onjugated to N .
More preisely, there exists a ǫ-slow funtion ρǫ suh that F , N ontrat the tubes
E(ρǫ), E(2ρǫ) and a bundle map T := limn→+∞N−nFn whih is κ-tangent to I at the
order q + 1 suh that the following diagram ommutes :
E(ρǫ)
F
//
T

E(ρǫ)
T

E(2ρǫ)
N
// E(2ρǫ) .
Moreover, for any M q+1/m < θ < 1, the following estimate
∀n ≥ 1 , ∀v ∈ Ex(ρǫ) , |(Nnx ◦ Tx − F nx )(v)| ≤ ϕǫ(x)(mθ)n|v|q+1
ours for some ǫ-fast funtion ϕǫ.
Let us return to the autonomous ase. To obtain a onjugation between F and
A it thus would sue to perform loal hanges of oordinates anelling the non-
linear terms of order at most q in the Taylor expansion of F . The determination of
these hanges of oordinates is a purely algebrai problem whih yields to the so-alled
Poinaré's homologial equations. As one easily sees, these equations have solutions
when there are no resonane relations among the eigenvalues of A. In that ase F is
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thus linearizable. When resonanes do our, a nite number of monomials in the Tay-
lor expansion of F an not be anelled. However, as it turns out, these terms added to
A dene a triangular automorphism N . Then, the sequene (N−nF n)n onverges and
the map F is onjugated to N . This is the Poinaré-Dula theorem for an holomorphi
ontration.
This proedure may be used for a bundle map whose linear part is regular and
ontrating, a property whih we state here formally :
Denition 1.2 A linear bundle map A over τ is regular ontrating if there exist
- an integer 1 ≤ l ≤ k and a deomposition k = k1 + . . .+ kl,
- real numbers Λl < . . . < Λ1 < 0 and ǫ≪ |Λ1| suh that :
A(Lj) = Lj and eΛj−ǫ|v| ≤ |Ax(v)| ≤ eΛj+ǫ|v| for any (x, v) ∈ Lj and 1 ≤ j ≤ l,
where Lj := X × [{0} × . . .× Ckj × . . .× {0}] so that X = L1 ⊕ . . .⊕ Ll.
We say that a bundle map is regular ontrating if its linear part is. In this set-
ting, the resonanes hold on the moduli of the ontration rates of A, that is the
Λj . These are relations of the form α · λ = Λj where α := (α1, . . . , αk) ∈ Nk and
λ := (Λ1, . . . ,Λ1, · · · ,Λj, . . . ,Λj, · · · ,Λl, . . . ,Λl) (see the subsetion 2.3 for more de-
tails). As in the autonomous ase, the monomials zα11 · · · zαkk in the j-th omponent of
the maps Fx may be anelled by suitable hanges of oordinates if α · λ 6= Λj. This is
the meaning of the proposition 3.2 whih, ombined with the above theorem 1.1 gives
the following version of Poinaré-Dula theorem for bundle maps :
Theorem 1.3 A tame and regular ontrating bundle map G over τ is onjugated to a
resonant bundle map R. More preisely there exist a bundle map V whih is κ-tangent
to I and a ǫ-slow funtion rǫ suh that the following diagram ommutes :
E(rǫ)
G
//
V

E(rǫ)
V

E(2rǫ)
R
// E(2rǫ)
and G,R ontrat the tubes E(rǫ), E(2rǫ).
The above theorem is a linearization statement (R = A) when there are no res-
onanes among the Λj. Let us however stress that even in the resonant ase, the
stability properties of resonant bundle maps (see propositions 2.7 and 5.1) imply
that the iterated bundle maps Rn and An behave similarly, a fat whih is of great
importane for our appliations.
Similar results were proved by Guysinsky-Katok-Spatzier ([KS℄, [GK℄ theorem 1.2)
for smooth bundle maps and by Jonsson-Varolin ([JV℄ theorem 2) in the holomorphi
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ase. In this artile, Jonsson and Varolin proved the Bedford's onjeture on the om-
plex struture of stable manifolds of holomorphi automorphisms in the non-uniform
setting. The artiles of Fornæss-Stensønes [FS℄ and Peters [P℄ are also dediated to
this onjeture.
The originality of our approah is the use of a renormalization tehnique. It has
the advantage of being simpler and also provides an answer to a question asked by
Jonsson and Varolin ([JV℄ nal remarks). To our knowledge, this approah also gives
the simplest proof of Poinaré-Dula theorem for an holomorphi ontration (see the
survey [B℄ for a preise exposition). Other simple proofs are due to Sternberg [St℄ and
Rosay-Rudin [RR℄.
The Oselede-Pesin redution theorem (see theorem 4.2) opens a large eld of ap-
pliations for the theorem 1.3 in the setting of smooth ergodi dynamial systems. We
will here investigate the ase of holomorphi endomorphisms of the omplex proje-
tive spae CP
k
. Our aim is to preisely desribe the asymptoti behaviour of typial
iterated inverse branhes for suh endomorphisms. Let us reall that the works of
Fornaess-Sibony [S℄ and Briend-Duval [BD℄ show that any holomorphi endomorphism
f : Pk → Pk of algebrai degree d ≥ 2 indues an ergodi dynamial system (Pk, f, µ)
where µ is the unique maximal entropy measure of f . This measure is mixing and its
Lyapunov exponents χ1 ≤ . . . ≤ χk are bounded from below by log
√
d.
We aim to apply the Oselede-Pesin redution theorem and the normalization theorem
1.3 to a bundle map generated by the inverse branhes of f . For that purpose we work
in the set of orbits O := {xˆ := (xn)n∈Z , xn+1 = f(xn)}. The right shift τ ats on O and
leaves invariant a probability measure ν related to µ by ν(π−1(A)) = µ(A), π being the
time zero projetion π(xˆ) = x0. A typial orbit xˆ does not interset the ritial lous
of f for all n and we may therefore dene the inverse branh f−nxˆ of f
n
that sends x0
to x−n. Our result ompares f
−n
xˆ with its linear tangent map :
Theorem 1.4 Let f be an holomorphi endomorphism of algebrai degree d on Pk. Let
Σs be the sum of the s largest Lyapounov exponents of the maximal entropy measure µ.
Let ν be the measure indued by µ on the natural extension O of (Pk, f, µ) and τ the right
shift on O. There exist a full measure subset X of O, ǫ-slow funtions rǫ, tǫ : X →]0, 1],
a resonant bundle map R over τ and an injetive bundle map S over IdX suh that the
following diagram ommutes for all n ≥ 1 (we note Rnxˆ = Rτn(xˆ) ◦ . . . ◦Rxˆ) :
Bx0(rǫ(xˆ))
f−n
xˆ
//
Sxˆ

f−nxˆ [Bx0(rǫ(xˆ))]
Sτn(xˆ)

B(tǫ(xˆ))
Rn
xˆ
// B(tǫ(τ
n(xˆ)))
There exist also onstants α,M > 0 and ǫ-fast funtions βǫ, Lǫ, Tǫ : X → [1,+∞[ suh
that for all n ≥ 0 :
1. f−nxˆ [Bx0(rǫ(xˆ))] ⊂ Bx−n(M),
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2. ∀(p, q) ∈ f−nxˆ [Bx0(rǫ(xˆ))] , α d(p, q) ≤ |Sτn(xˆ)(p)− Sτn(xˆ)(q)| ≤ βǫ(τn(xˆ)) d(p, q),
3. Lip f−nxˆ ≤ Lǫ(xˆ)e−nχ1+nǫ on Bx0(rǫ(xˆ)),
4. for all p ∈ f−nxˆ [Bx0(rǫ(xˆ))], | 1n log ‖
∧s dpfn ‖ − Σs| ≤ 1n log Tǫ(xˆ) + ǫ.
The above result is useful for studying the properties of the maximal entropy mea-
sure µ. A weak version of it, orresponding to the ase where all Lyapunov exponents
are equal, has been used in [BDu℄ for haraterizing the endomorphisms f for whih
µ is absolutely ontinuous with respet to the Lebesgue measure. In this artile, we
will use the theorem 1.4 for proving the following approximation formula for Lyapunov
exponents :
Theorem 1.5 We use the same notations than in the previous theorem, reall that
Σs = χk−s+1+ . . .+χk. Let Rn (resp. R
∗
n) be the set of repulsive periodi points whose
period divides n (resp. equals n). Then : Σs = limn→+∞
1
dnt
∑
p∈Rn
1
n
log ‖∧s dpfn ‖ =
limn→+∞
1
dnt
∑
p∈R∗n
1
n
log ‖∧s dpfn ‖.
Bedford-Lyubih-Smillie [BLS℄ proved a similar result for the positive Lyapunov
exponent of a Hénon map f : C2 → C2, with Rn replaed by the n-periodi saddle
points. The theorem 1.5 was proved by Szpiro-Tuker for rational maps (k = 1) whose
oeients are in a number eld ([ST℄, orollary 6.1). Observe also that for s = k, the
exterior produt
∧k dpfn is the jaobian of fn at p, whih satises the multipliative
property
∧k dpfm+n = ∧k dfn(p)fm.∧k dpfn. We thus also have :
Corollary 1.6 limn→+∞
1
dnt
∑
p∈Rn
log |Jac dpf | = χ1 + . . .+ χk.
These approximation formulas have some importane in the study of bifurations
of holomorphi families of endomorphisms of Pk. In partiular the theorem 2.2 of
Bassanelli-Berteloot [BB℄ is a onsequene of the above orollary.
We may extend the theorems 1.4 and 1.5 to polynomial-like mappings i.e. holomor-
phi and proper maps F : U → V between two open sets U ⋐ V ⊂ Ck. The dynamial
properties of these maps have been studied by Dinh-Sibony [DS℄. They proved in
partiular the existene of an equilibrium measure µ when dt ≥ 2. This measure is
mixing and its Lyapunov exponents are positive if µ is PLB (i.e. the plurisubharmoni
funtions are in L1(µ)). The theorem 1.5 remains valid if the ardinal of the n-periodi
points is asymptotially bounded from above by dnt ([DS℄ subsetion 3.5). These on-
ditions are fulllled e.g. for perturbations of polynomial lifts of endomorphisms of
Pk.
2 Generalities
2.1 Slow and fast funtions, tube and bundle maps
We introdue in this subsetion several notations and denitions. We onsider a set
X and a xed bijetive map τ : X → X . A funtion φǫ : X →]0, 1] is ǫ-slow if
5
φǫ(τ
±1(x)) ≥ e−ǫφǫ(x). A funtion φ : X →]0, 1] is slow if φ is bounded from below by
a ǫ-slow funtion for all ǫ≪ 1. A funtion ψǫ : X → [1,+∞[ is ǫ-fast if 1/ψǫ is ǫ-slow
and a funtion ψ : X → [1,+∞[ is fast if 1/ψ is slow.
Lemma 2.1 Assume that X is endowed with a τ -invariant probability measure ν. Let
ǫ > 0 and u : X →]0, 1] satisfying log u ∈ L1(ν). Then there exists a ǫ-slow funtion
uǫ suh that uǫ ≤ u for ν-almost every x ∈ X.
Similarly, if v : X → [1,+∞[ satises log v ∈ L1(ν) then there exists a ǫ-fast
funtion vǫ suh that v ≤ vǫ for ν-almost every x ∈ X.
Proof : By Birkho ergodi theorem, we have limn→±∞
1
n
log u(τn(x)) = 0 for ν-
almost every x ∈ X . So there exists V : X →]0, 1] suh that u(τn(x)) ≥ e−|n|ǫV (x) for
all n ∈ Z. Let uǫ(x) := infn∈Z{u(τn(x))e|n|ǫ}. We have V (x) ≤ uǫ(x) ≤ u(x) and
uǫ(τ(x)) = infn∈Z{u(τn+1(x))e|n|ǫ}
= e−ǫ infn∈Z{. . . , u(τ−1(x))e3ǫ, u(x)e2ǫ, u(τ(x))eǫ, u(τ 2(x))e2ǫ, . . .}
≥ e−ǫ infn∈Z{. . . , u(τ−1(x))eǫ, u(x), u(τ(x))eǫ, u(τ 2(x))e2ǫ, . . .}
= e−ǫuǫ(x).
We prove similarly uǫ(τ
−1(x)) ≥ e−ǫuǫ(x) : the funtion uǫ is therefore ǫ-slow. The
analogous property for v is obtained by onsidering u := 1/v. ✷
We set X = X × Ck. Let Ex = {(x, v) ∈ X , v ∈ Ck} and Ex(t) := {(x, v) ∈
X , |v| < t}. For any funtion r : X → [0,+∞[, we note Ex(r) := Ex(r(x)) and
E(r) =
⋃
x∈X Ex(r(x)). The subset E(r) ⊂ X is the tube of radius r. We say that E(r)
is slow (resp. ǫ-slow) if r is slow (resp. ǫ-slow). Idem with the fast terminology.
Let σ ∈ {IdX , τ}. A holomorphi bundle map K : E(r) → X over σ is a map
satisfying K(x, v) = (σ(x), Kx(v)), where Kx : Ex(r) → Eσ(x) is holomorphi and
Kx(0) = 0. We say that K is tame if there exists ǫ0 > 0 suh that for all ǫ < ǫ0 there
exist a ǫ-slow funtion rǫ and a ǫ-fast funtion sǫ with K : E(rǫ)→ E(sǫ).
A stable bundle map, that is a map of the form K : E(r)→ E(r), may be iterated.
The n-th iterate Kn is dened by Knx := Kσn−1(x) ◦ · · · ◦Kx.
When it makes sense, we onsider K−1 the inverse bundle map of K. We note
K−1(x, v) = (σ−1(x), K−1x (v)) where K−1x := (Kσ−1(x))−1 : Ex → Eσ−1(x) (this map is
dened in a neighboorhood of 0 ∈ Ex).
We note Lip (K) := supx∈X Lip (Kx) and say that K ontrats E(r) if Lip (K) < 1
on E(r). The tube E(r) is stable if K(E(r)) ⊂ E(r). Let I be the identity map of X
over IdX and O the zero bundle map over τ , whih sends X to X × {0}. We say that
a bundle map K over IdX is κ-tangent to I if Lip (K − I) < κ.
Let m ≥ 1. A bundle map K is homogeneous of degree m (or m-homogeneous) if
the map Kx is homogeneous of degree m for all x ∈ X . Let
∑
m≥1K(m) be the Taylor
6
expansion of K, where K(m) is m-homogeneous. The linear part of K is K(1). A bundle
map K is polynomial if there exists m0 ≥ 1 suh that K =
∑m0
m=1K(m).
Let K1 and K2 be two bundle maps over σ ∈ {IdX , τ}. We say that K1 is tangent
to K2 at the order m+1 if K1 and K2 share the same Taylor expansion up to the order
m. We then note K1 = K2+O(m+1). When m = 1, we just say that K1 is tangent to
K2. If K1 and K2 are bundle maps over τ , we say that K1 is onjugated to K2 if there
exist a bundle map W tangent to I and positive funtions r, s suh that the following
diagram is ommutative :
E(r)
K1
//
W

E(r)
W

E(s)
K2
// E(s)
We say that K1 is onjugated to K2 at the order m+ 1 if K1 is onjugated to a bundle
map K˜2 whih is tangent to K2 at the order m+ 1.
Let |K(m)|(x) := maxv 6=0 |K(m)x (v)|/|v|m (also denoted |K(m)x |). For any α = (α1, . . . , αk) ∈
Nk, we note |α| := α1+. . .+αk and Pα(z1, . . . , zk) = zα11 . . . zαkk . Then |K(m)|(x) is equal
(up to a onstant) to the maximum of the oeients of K
(m)
x with respet to the basis
{Pαei , |α| = m, 1 ≤ i ≤ k}, (ei)1≤i≤k being the anonial basis of Ck. The notation
| . | will also be used for the standard hermitian norm on the spaes (∧sCk)1≤s≤k and
for the norm of operators :
∧s
Ck → ∧sCk.
2.2 Two simple lemmas on bundle maps
Lemma 2.2 Let σ ∈ {IdX , τ} and K : E(r) → E(s) be a bundle map over σ. For all
m ≥ 1, |K(m)| ≤ s ◦ σ/rm. In partiular |K(m)| is a fast funtion when K is tame.
Proof : Let Kx : Ex(r)→ Eσ(x)(s). For all v 6= 0 and ρ < r(x), we have :
ρm
|v|mK
(m)
x (v) = K
(m)
x
(
ρ
v
|v|
)
=
1
2π
∫ 2π
0
Kx
(
ρ
v
|v|e
iθ
)
e−imθ dθ.
The lemma follows by taking the norm and the limits when ρ tends to r(x). ✷
Lemma 2.3 Let σ ∈ {IdX , τ} and K be a tame bundle map over σ. Let D be the
linear part of K. Assume that there exist 0 < a ≤ b suh that a|v| ≤ |Dx(v)| ≤ b|v|.
Let γ, κ > 0. Then for ǫ≪ 1 there exists a ǫ-slow funtion φǫ suh that :
1. ∀(u, v) ∈ Ex(φǫ), ae−γ|u− v| ≤ |Kx(u)−Kx(v)| ≤ beγ |u− v|.
In partiular if beγ ≤ e−ǫ then the tube E(φǫ) is stable by K.
2. Lip (K −D) ≤ κ on E(φǫ).
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3. If D = I, |∧s IdCk −∧s(dtKx)±1| ≤ 110 for all t ∈ Ex(φǫ) and 1 ≤ s ≤ k.
Proof : Let ǫ′ = ǫ/3 with ǫ≪ 1. As K is tame, there exist a ǫ′-slow funtion rǫ′ and a
ǫ′-fast funtion sǫ′ suh that K : E(rǫ′)→ E(sǫ′). Let x ∈ X . The Cauhy's estimates
on Ex(rǫ′/2) bound the seond derivatives of Kx by c sǫ′(σ(x))/rǫ′(x)
2
, where c is a
onstant depending only on the dimension k. We dedue that for all 0 ≤ ρ ≤ rǫ′(x)/2 :
∀t ∈ Ex(ρ) , |dt(Dx −Kx)| = |d0Kx − dtKx| ≤ c sǫ′(σ(x))
rǫ′(x)2
ρ. (1)
Let η < 1 be suh that for any 1 ≤ s ≤ k and any linear map L : Ck → Ck,
|IdCk − L| < η implies |
∧s IdCk −∧s L±1| ≤ 110 . Dene the ǫ-slow funtion φǫ by:
φǫ :=
r2ǫ′
c sǫ′ ◦ σ min{(e
γ − 1)b , (1− e−γ)a , κ, η}.
As φǫ ≤ r
2
ǫ′
c sǫ′◦σ
and rǫ′ ≤ 1 ≤ sǫ′, we may assume that φǫ ≤ rǫ′/2 by taking c ≥ 2.
Making ρ = φǫ in (1) we get the following estimates on Ex(φǫ) :
|Kx(u)−Kx(v)| ≤ |Dx(u)−Dx(v)|+ |(Dx −Kx)(u)− (Dx −Kx)(v)|
≤ b|u− v|+ c sǫ′(σ(x))
rǫ′(x)
2 φǫ(x)|u− v|
≤ beγ |u− v|.
We have similarly |Kx(u) − Kx(v)| ≥ ae−γ |u − v|. If beγ ≤ e−ǫ, then |Kx(u)| ≤
beγφǫ(x) ≤ e−ǫφǫ(x) ≤ φǫ(σ(x)) on E(φǫ), and the tube E(φǫ) is stable by K. The
points 2 and 3 are also a onsequenes of (1) with ρ = φǫ, using respetively the esti-
mates φǫ ≤ κ r2ǫ′/c sǫ′ ◦ σ and φǫ ≤ η r2ǫ′/c sǫ′ ◦ σ. ✷
2.3 Resonanes
In this subsetion, we will onsider a linear bundle map A over τ whih is regular
ontrating. Our aim is to disuss the resonanes assoiated to suh a bundle map.
Aording to denition 1.2, there exist k = k1+ . . .+kl, Λl < . . . < Λ1 < 0 and ǫ≪ |Λ1|
suh that
∀1 ≤ j ≤ l , Lj := X × [{0} × . . .× Ckj × . . .× {0}] ,
A(Lj) = Lj and ∀(x, v) ∈ Lj , eΛj−ǫ|v| ≤ |Ax(v)| ≤ eΛj+ǫ|v|.
Observe that the matrix of Ax in the anonial basis is blok diagonal.
Let us now onsider a bundle map K : E(r) → X whose linear part is equal to
A. Let πj(K) : E(r) → Lj be the j-th omponent of K with respet to the splitting
X = ⊕1≤j≤lLj. If α ∈ Nk, we note παj (K) : X → Lj the homogeneous part of degree α
in πj(K).
8
We set (λ1, . . . , λk) := (Λ1, . . . ,Λ1, · · · ,Λj, . . . ,Λj, · · · ,Λl, . . . ,Λl), where Λj ap-
pears kj times. If α = (α1, . . . , αk) ∈ Nk, we note α · λ := α1λ1 + . . .+ αkλk. We shall
denote by q˜ ≥ 1 the entire part of Λl/Λ1.
Denition 2.4 Let A be the above linear bundle map. For any 1 ≤ j ≤ l, the set Rj
of j-resonant degrees is dened by :
Rj := {α ∈ Nk , |α| ≥ 2 and α · λ = Λj}.
The set Bj of j-subresonant degrees is dened similarly with α · λ < Λj and the set
Pj of j-superresonant degrees with α · λ > Λj. We set B := ∪lj=1Bj, R := ∪lj=1Rj
and P := ∪lj=1Pj.
It should be observed that the sets R, B and P are unhanged if A is replaed by
An. As Λl < . . . < Λ1 < 0 one sees that {|α| ≥ q˜+1} ⊂ B and R∪P ⊂ {2 ≤ |α| ≤ q˜}.
In partiular, R and P are nite sets. Observe also that the set R1 is empty, and that
αi = 0 for α ∈ Rj and i ≥ k1 + . . .+ kj−1 + 1. In partiular for any j ≥ 2 and α ∈ Rj ,
the bundle map παj (K) may be viewed as a bundle map from L1 ⊕ . . .⊕Lj−1 to Lj :
παj (K) : E(r) ∩
[L1 ⊕ . . .⊕ Lj−1] −→ Lj . (2)
The following lemma will be used in subsetion 3.2, the proof is left to the reader. We
reall that ǫ≪ |Λ1|.
Lemma 2.5 There exists ζ > 0 suh that for all 1 ≤ j ≤ l :
1. if α ∈ Bj then α · λ− Λj + (|α|+ 2)ǫ ≤ −ζ.
2. if α ∈ Pj then α · λ− Λj − (|α|+ 2)ǫ ≥ ζ.
The disjoint sets R,B,P lead to the following deomposition for K : E(r)→ X :
K = K(1) +
∑
1≤j≤l , α∈Rj
παj (K) +
∑
1≤j≤l , α∈Bj
παj (K) +
∑
1≤j≤l , α∈Pj
παj (K).
These three sums are respetively denoted R(K), B(K), P(K) and alled the resonant
part and the sub/superresonant parts of K.
Denition 2.6 A bundle map K over τ is resonant if B(K) = P(K) = O (the zero
bundle map over τ). In other words, K is resonant if K = A+R(K) = K(1) +R(K).
The following lassial result will be ruial. It asserts that resonant bundle maps
enjoy strong stability properties under iteration (see setion 5 for a proof).
Proposition 2.7 Let K be a resonant bundle map. For any n ≥ 1, we have B(Kn) =
P(Kn) = O. In partiular Kn = An +R(Kn) and the degree of Kn is bounded by q˜.
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Remark 2.8 Let K be a resonant bundle map. It follows from (2) and the proposition
2.7 that for any x ∈ X, w ∈ Ex and n ≥ 1, the matrix of the dierential dwKnx is
blok lower triangular, with a blok diagonal part equal to Anx.
The following result ompares |∧s dwKnx | and |∧sAnx| (see setion 5).
Proposition 2.9 Let K : E(ρǫ) → E(ρǫ) be a resonant bundle map where ρǫ is a ǫ-
slow funtion. There exists η > 0 (depending only on q˜, k and not on K) and a ηǫ-fast
funtion Hηǫ : X → [1,+∞[ suh that for all w ∈ Ex(ρǫ), s ∈ {1, . . . , k} and n ≥ 1 :∣∣∣1
n
log |
s∧
dwK
n
x | − (λ1 + . . .+ λs)
∣∣∣ ≤ 1
n
logHηǫ(x) + ηǫ.
3 Normalization of ontrating bundle maps
This setion is devoted to the proof of theorem 1.3. We essentially proeed in two
steps. We rst prove that suently tangent bundle maps are onjugated. We then
show that any bundle map satisfying the assumptions of theorem 1.3 is tangent to a
resonant bundle map.
3.1 High tangeny implies onjugation
The aim of this subsetion is to prove the theorem 1.1 stated in the introdution.
Proof : Let M q+1/m < θ < 1 and κ > 0. We set σ :=
∑
j≥0 θ
j
and β :=
e(q+2)ǫM q+1/m where ǫ is so small that Meǫ ≤ e−ǫ and βeǫ ≤ θ.
To establish the theorem, we will show that there exist a ǫ-slow funtion rǫ and a
ǫ-fast funtion Dǫ suh that the map Tx,n := N
−n
τn(x)F
n
x is well dened on Ex(rǫ) and
the following estimates hold on Ex(rǫ) :
max {|Fx(v)| , |Nx(v)|} ≤ Meǫ|v|, (3)
|Tx,n+1(v)− Tx,n(v)| ≤ βnDǫ(τn(x))|v|q+1. (4)
Let us note that for any ǫ-slow funtion ρǫ ≤ rǫ2 the inequality Meǫ ≤ e−ǫ and (3)
implies that E(ρǫ) and E(2ρǫ) are stable by F and N .
We start by showing how the theorem 1.1 follows from (3) and (4). We hek the
onvergene of Tx,n on E(rǫ) and dene the funtions ϕǫ and ρǫ ≤ rǫ. The estimate (4)
implies for all v ∈ Ex(rǫ) :
|Tx,n+1(v)− Tx,n(v)| ≤ βnDǫ(x)enǫ|v|q+1 ≤ θnDǫ(x)|v|q+1. (5)
Therefore Tx := limn→+∞ Tx,n exists on Ex(rǫ) and satises Tx = N
−1
τ(x)Tτ(x)Fx. We
dene ϕǫ := σDǫ and ρǫ := min{ rǫ2 , κ/ϕǫ}. Observe that (5) implies on Ex(ρǫ) :
|Tx(v)− v| ≤
∑
n≥0
θnDǫ(x)|v|q+1 = ϕǫ(x)|v|q+1.
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Thus, by the very denition of ρǫ, the ommutative diagram holds and T is κ-tangent
to I. The ommutative relation Tx = N−1τ(x)Tτ(x)Fx implies for all v ∈ Ex(ρǫ) :
|Nnx Tx(v)− F nx (v)| = |Tτn(x)F nx (v)− F nx (v)| ≤ ϕǫ(τn(x))|F nx (v)|q+1.
By the ǫ-fast property of ϕǫ, (3) and the stability of E(ρǫ), the right hand side is lower
than :
ϕǫ(x)e
nǫ(Mnenǫ)q+1|v|q+1 = ϕǫ(x)(mβ)n|v|q+1 ≤ ϕǫ(x)(mθ)n|v|q+1,
whih ompletes the proof of the theorem 1.1.
We shall now dene the funtions rǫ, Dǫ and establish the estimates (3) and (4).
Let ǫ′ := ǫ
q+2
. By the lemma 2.3(1), there exists a ǫ′-slow funtion φǫ′ suh that (3)
and the following property hold on E(φǫ′) :
∀(u, v) ∈ Ex(φǫ′) , me−ǫ|u− v| ≤ |Nx(u)−Nx(v)| ≤Meǫ|u− v|. (6)
Dene Cǫ := 4/φ
q+1
ǫ′ , Dǫ := Cǫ/me
−ǫ
and
rǫ := min
{
φǫ′
2
,
me−ǫφǫ′
σCǫ
,
me−ǫφǫ′
Meǫ
}
.
The funtions Cǫ, Dǫ are
q+1
q+2
ǫ-fast and rǫ is ǫ-slow. Sine rǫ ≤ φǫ′, the estimate (3) is
satised on E(rǫ). In partiular, as Me
ǫ ≤ e−ǫ, E(rǫ) is stable by F and N . Also it
follows from (6) that Nx is invertible on Eτ(x)(me
−ǫφǫ′(x)) and satises :
∀(u′, v′) ∈ Eτ(x)(me−ǫφǫ′(x)) , |N−1τ(x)(u′)−N−1τ(x)(v′)| ≤
1
me−ǫ
|u′ − v′|. (7)
In order to establish (4) we need the following lemma. The last point relies on the
tangeny of F and N at the order q + 1.
Lemma 3.1 For all v ∈ Ex(rǫ) and n ≥ 0 :
1.
[∑n
j=0Cǫ(τ
j(x))βj
]
|v| ≤ me−ǫφǫ′(x).
2. max {|Fx(v)| , |Nx(v)|} ≤ me−ǫφǫ′(x).
3. |Fx(v)−Nx(v)| ≤ Cǫ(x)|v|q+1.
Proof : By the ǫ-fast property of Cǫ, the left hand side in the point 1 is lower than
n∑
j=0
(βeǫ)jCǫ(x)|v| ≤ σCǫ(x)rǫ(x) ≤ σCǫ(x)me
−ǫφǫ′(x)
σCǫ(x)
= me−ǫφǫ′(x).
11
The point 2 is a onsequene of (3) :
max {|Fx(v)| , |Nx(v)|} ≤Meǫrǫ(x) ≤Meǫme
−ǫφǫ′(x)
Meǫ
= me−ǫφǫ′(x).
We now ome to the last point. By lemma 2.2 and the stability of E(rǫ) by F and N ,
we have for all j ≥ 1 and v ∈ Ex(rǫ) :
max
{|F (j)x (v)| , |N (j)x (v)|} ≤ φǫ′(τ(x))
φjǫ′(x)
|v|j ≤
( |v|
φǫ′(x)
)j
≤
(
rǫ(x)
φǫ′(x)
)j
≤ 1
2j
.
As F and N are tangent at the order q + 1, we dedue that :
|Fx(v)−Nx(v)| ≤ 2
( |v|
φǫ′(x)
)q+1∑
m≥0
1
2m
= 4
|v|q+1
φq+1ǫ′ (x)
= Cǫ(x)|v|q+1. ✷
To end the proof of the theorem, we establish (4) by indution. Let us rewrite (4)
expliitely :
(pn) : ∀v ∈ Ex(rǫ) , |N−(n+1)τn+1(x)F n+1x (v)−N−nτn(x)F nx (v)| ≤ βnDǫ(τn(x))|v|q+1.
The proof of (pn)⇒ (pn+1) will use the following auxiliary inequality :
(qn) : ∀v ∈ Ex(rǫ) , |N−nτn+1(x)F n+1x (v)| ≤
[
n∑
j=0
Cǫ(τ
j(x))βj
]
|v|.
The assertion (p0) is a onsequene of (7) and the two last points of lemma 3.1 :
|N−1τ(x) (Fx(v))−N−1τ(x) (Nx(v)) | ≤
1
me−ǫ
|Fx(v)−Nx(v)| ≤ Dǫ(x)|v|q+1.
The assertion (q0) follows from (3) and the observation Me
ǫ ≤ 1 ≤ Cǫ.
Assume now that (pn) and (qn) are satised. Let v
′ ∈ Ex′(rǫ), v := Fx′(v′) and
x := τ(x′). Observe that v ∈ Ex(rǫ) beause the tube E(rǫ) is stable by F . Using
Dǫ = Cǫ/me
−ǫ
and (3), the assertion (pn) yields :
|N−(n+1)τn+2(x′)F n+2x′ (v′)−N−nτn+1(x′)F n+1x′ (v′)| ≤ βn Cǫ(τ
n+1(x′))
me−ǫ
|Fx′(v′)|q+1
≤ βn Cǫ(τn+1(x′))
me−ǫ
(Meǫ)q+1|v′|q+1,
whih, by the denition of β, leads to :
|N−(n+1)τn+2(x′)F n+2x′ (v′)−N−nτn+1(x′)F n+1x′ (v′)| ≤ βn+1Cǫ(τn+1(x′))|v′|q+1. (8)
We now dedue (qn+1) from (qn) and (8). For all v
′ ∈ Ex′(rǫ) we have :
|N−(n+1)τn+2(x′)F n+2x′ (v′)| ≤ βn+1Cǫ(τn+1(x′))|v′|q+1 +
[∑n
j=0Cǫ(τ
j(x′))βj
]
|v′|
≤
[∑n+1
j=0 Cǫ(τ
j(x′))βj
]
|v′|.
12
It follows from (qn), (qn+1) and the lemma 3.1-(1) that |N−(n+1)τn+2(x′)F n+2x′ (v′)| and |N−nτn+1(x′)F n+1x′ (v′)|
are lower than me−ǫφǫ′(x
′). We may thus ompose (8) by N−1τ(x′) and, using (7), get :
|N−(n+2)τn+2(x′)F n+2x′ (v′)−N−(n+1)τn+1(x′)F n+1x′ (v′)| ≤ βn+1Cǫ(τ
n+1(x′))
me−ǫ
|v′|q+1
≤ βn+1Dǫ(τn+1(x′))|v′|q+1,
whih is the assertion (pn+1). ✷
3.2 Normalization at a nite order
We prove here that a bundle map whih satises the assumptions of theorem 1.3 is, for
any presribed order, tangent to some resonant bundle map :
Proposition 3.2 Let G be a tame and regular ontrating bundle map over τ . For any
p ≥ 1, there exists a resonant bundle map R suh that G is tangent to R at the order
p+ 1. More preisely, for any ǫ > 0 and 0 < κ < 1, there exist a ǫ-slow funtion σǫ, a
bundle map U whih is κ-tangent to I and a bundle map F = R+O(p+ 1) suh that
the following diagram ommutes :
E(σǫ)
G
//
U

E(σǫ)
U

E(2σǫ)
F
// E(2σǫ)
and the tubes E(σǫ), E(2σǫ) are ontrated.
Following Jonsson-Varolin ([JV℄, lemma 5.2), we rst solve the Poinaré's homolog-
ial equation in a non-autonomous setting.
Proposition 3.3 Let A be a linear regular ontrating bundle map (see denition 1.2).
Let H = H(m) be a m-homogeneous bundle map over τ and R(H) be its resonant part.
Assume that |H| is a fast funtion. Then there exists a m-homogeneous bundle map Q
over IdX suh that |Q| is a fast funtion and H + (Q ◦ A −A ◦ Q) = R(H).
Proof : It sues to onsider a bundle map M := παj (H), where |α| = m and
1 ≤ j ≤ k. We treat the three ases α ∈ Rj ,Bj and Pj separately. If α ∈ Rj , we let
Q = 0. If α ∈ Bj , we set Q :=
∑
n≥0A−(n+1)MAn, i.e.
∀x ∈ X , Qx = A−1τ(x)Mx +
∑
n≥1
[
A−1τ(x) . . . A
−1
τn+1(x)Mτn(x)Aτn−1(x) . . . Ax
]
. (9)
A formal omputation shows that Q is m-homogeneous and satises Mx+(Qτ(x) ◦Ax−
Ax ◦Qx) = 0 = R(Mx) for all x ∈ X . We now hek the onvergene of the series (9),
whih we denote Qx :=
∑
n≥0Qn,x. Let ψǫ ≥ |H| ≥ |M| be a ǫ-fast funtion. Observe
13
that eah of the kj oordinates of M : X → Lj is a multiple of the monomial Pα. We
have therefore by the ǫ-fast property of ψǫ and the regular ontrating property of A :
∀n ≥ 1 , |Qn,x(v)| ≤ e−(n+1)(Λj−ǫ) [ψǫ(x)enǫ] en(λ·α+|α|ǫ) |v|m
≤ en[λ·α−Λj+(|α|+2)ǫ]e−Λj+ǫψǫ(x)|v|m
≤ e−nζe−Λj+ǫψǫ(x)|v|m,
where ζ > 0 is dened in the lemma 2.5. Besides the onvergene of (9) this shows
that |Q| ≤ [e−Λj+ǫ∑n≥0 e−nζ ]ψǫ(x), so that |Q| is fast.
Finally, if α ∈ Pj , we set Q := −
∑
n≥0AnMA−(n+1), i.e. :
Qx = −Mτ−1(x)A−1x −
∑
n≥1
[
Aτ−1(x) . . . Aτ−n(x)Mτ−(n+1)(x)A
−1
τ−n(x) . . . A
−1
x
]
.
We obtain in that ase :
|Qn,x(v)| ≤ en(Λj+ǫ)
[
ψǫ(x)e
(n+1)ǫ
]
e(n+1)(−λ·α+|α|ǫ) |v|m
≤ e(n+1)[−λ·α+Λj+(|α|+2)ǫ]e−(Λj+ǫ)ψǫ(x)|v|m
≤ e−(n+1)ζe−(Λj+ǫ)ψǫ(x)|v|m,
and we onlude as before. ✷
Corollary 3.4 Let K : E(sǫ)→ E(sǫ) be a regular ontrating bundle map, where sǫ is
ǫ-slow. Suppose that Lip (K) ≤ c < 1 on E(sǫ). Let m ≥ 2 and γ > 0 small (depending
on c, ǫ). There exist a ǫ-slow funtion r˜ǫ ≤ sǫ, a bundle map Sm tangent to I and a
bundle map K̂ tangent to A+K(2) + . . .+K(m−1) +R(K(m)) at the order m+ 1, suh
that the following diagram ommutes for any ǫ-slow funtion rǫ ≤ r˜ǫ :
E(e−γrǫ)
K
//
Sm

E(e−γrǫ)
Sm

E(rǫ)
bK
// E(rǫ) .
Moreover Lip (K̂) ≤ ce2γ.
Proof : Let γ > 0 suh that ce2γ ≤ e−ǫ. The bundle map K is tame, so the funtion
|K(m)| is fast (see lemma 2.2) and we may apply the proposition 3.3 : there exists a
m-homogeneous bundle map Q over IdX suh that |Q| is fast and
K(m)x + (Qτ(x) ◦ Ax − Ax ◦Qx) = R(K(m)x ). (10)
We let S := I +Q, this bundle map is tame. As S is tangent to I, one may derease
r˜ǫ to obtain (see lemma 2.3(1)) :
∀(u, v) ∈ Ex(eγ r˜ǫ) , e−γ|u− v| ≤ |Sx(u)− Sx(v)| ≤ eγ |u− v|.
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In partiular, S−1 exists on E(r˜ǫ). Thus, for any ǫ-slow funtion rǫ ≤ r˜ǫ, the bundle
map K̂ := S ◦ K ◦ S−1 is well dened on E(rǫ) and is ce2γ-Lipshitz. Furthermore,
E(rǫ) is stable by K̂ sine ce2γ ≤ e−ǫ. It remains to prove that K̂ is tangent to
A + K(2) + . . . + K(m−1) + R(K(m)) at the order m + 1. Let us write Ux ≃ Vx when
Ux−Vx = O(m+1). Observe rst that S−1x ≃ IdCk−Qx. Moreover, asQ is homogeneous
of degree m ≥ 2, we have :
KxS
−1
x ≃
[
(Ax +K
(2)
x + . . .+K
(m−1)
x ) +K
(m)
x
]
◦ (IdCk −Qx)
≃ (Ax +K(2)x + . . .+K(m−1)x ) +K(m)x − Ax ◦Qx
and then :
Sτ(x)KxS
−1
x ≃
(
IdCk +Qτ(x)
) ◦ [(Ax +K(2)x + . . .+K(m−1)x ) +K(m)x − Ax ◦Qx]
≃ (Ax +K(2)x + . . .+K(m−1)x ) +K(m)x +Qτ(x) ◦ Ax − Ax ◦Qx
≃ (Ax +K(2)x + . . .+K(m−1)x ) +R(K(m)x ),
where the last line follows from (10). ✷
Proof of the proposition 3.2 : If p = 1, we just take R = A, so let p ≥ 2. By
the lemma 2.3(1), there exists a ǫ-slow funtion sǫ suh that G : E(sǫ) → E(sǫ) and
LipG ≤ eΛ1+ǫeǫ < 1 (take b = eΛ1+ǫ and γ = ǫ). Let c′ := eΛ1+2ǫ and γ small enough
suh that 1/2 ≤ e−(p−1)γ and c′e2(p−1)γ < 1. We apply suessively the orollary 3.4
with (m, c) = (2, c′), (3, c′e2γ), . . . , (p, c′e2(p−2)γ). We obtain bundle maps S2,S3, . . . ,Sp
tangent to I and a ǫ-slow funtion rǫ suh that the following diagram is ommutative,
where U := Sp ◦ . . . ◦ S2 :
E(e−(p−1)γrǫ)
G
//
U

E(e−(p−1)γrǫ)
U

E(rǫ)
F
// E(rǫ)
The bundle map F is tangent toR at the order p+1 and satises Lip (F) ≤ c′e2(p−1)γ <
1 on E(rǫ). We have U : E(rǫ/2) → E(rǫ) beause 1/2 ≤ e−(p−1)γ . We set σǫ := rǫ/2.
The bundle map U is κ-tangent to I on E(σǫ) (derease σǫ if neessary, see lemma
2.3(2)). ✷
3.3 Proof of theorem 1.3
Let G be a tame and regular ontrating bundle map over τ , let m := eΛl−ǫ,M := eΛ1+ǫ
and q˜ be the entire part of Λl/Λ1 (so that M
q˜+1 < m). We apply suessively the
proposition 3.2 and the theorem 1.1 with p = q = q˜. There exists bundle maps T ,U
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tangent to I, a resonant bundle map R and a ǫ-slow funtion σǫ suh that the following
diagram ommutes :
E(σǫ)
G
//
U

E(σǫ)
U

E(2σǫ)
R+O(q˜+1)
//
T

E(2σǫ)
T

E(4σǫ)
R
// E(4σǫ)
We let V := T ◦ U and ρǫ ≤ σǫ be a ǫ-slow funtion suh that V is κ-tangent to I on
E(ρǫ) (see lemma 2.3). We obtain V : E(ρǫ)→ E(2ρǫ) by hoosing κ < 1. ✷
4 Appliation to holomorphi dynamis
We prove in this setion the theorems 1.4 and 1.5, let us rst reall the setting in whih
we will work. We onsider an holomorphi endomorphism f : Pk → Pk of algebrai
degree d ≥ 2. The topologial degree of f is dt := dk. The equilibrium measure µ of f
is given by µ = limn→∞
1
dnt
fn∗ωk, where ω is the Fubini-Study (1, 1) form on Pk. This
measure is mixing, satises µ(f(B)) = dtµ(B) whenever f is injetive on the borel set
B, and does not harge any analyti subset of Pk. As Briend-Duval [BD℄ proved, the
Lyapunov exponents χ1 ≤ . . . ≤ χk of µ are bounded from below by log
√
d. We are
interested in the following quantities :
Σs := χk−s+1 + . . .+ χk.
Let O := {xˆ := (xn)n∈Z , xn+1 = f(xn)} be the set of orbits. We note fˆ the left
shift sending (. . . , x−1, x0, x1, . . .) to (. . . , x0, x1, x2, . . .) and τ := fˆ
−1
. Let π be the
projetion xˆ 7→ x0 and ν be the unique probability measure on O invariant by τ and
satisfying ν(π−1(B)) = µ(B) on the borel sets B ⊂ Pk. The measure ν is mixing. We
will work with the subset X := {xˆ ∈ O , xn /∈ Cf , ∀n ∈ Z} where Cf is the ritial
set of f . This subset has full ν-mesure, beause µ(Cf) = 0. For all xˆ ∈ X , the inverse
branh of fn that sends x0 to x−n is denoted f
−n
xˆ .
We note d(., .) the distane on Pk indued by the Fubini-Study metri, Bx(r) ⊂ Pk
the ball entered at x of radius r for this metri and B(r) the ball {|z| < r} ⊂ Ck for
the standard metri.
4.1 Normalization along orbits of endomorphisms of Pk
Our aim here is to prove the theorem 1.4. To this purpose we will rst onstrut
the bundle map F−1 of the inverse branhes of an endomorphism f : Pk → Pk. We
will then apply to F−1 the Oselede-Pesin redution theorem and our theorem 1.3.
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For dening this bundle map we shall use a family of harts (ψx)x∈Pk satisfying the
following properties, where 0 < M0 < 1 is a onstant independant of x ∈ Pk :
(P1) ψx : C
k → Pk is a biholomorphism onto its image and ψx(0) = x.
(P2) for all (z1, z2) ∈ B(M0), 12 |z1 − z2| ≤ d(ψx(z1), ψx(z2)) ≤ 2|z1 − z2|.
We also require the following ondition where | . |x,u is the norm on the spaes (
∧s
Ck)1≤s≤k
inherited by the stritly positive (1, 1) form (ψ∗xω)(u) :
(P3) for all u ∈ B(M0), 110 | . | ≤ | . |x,u ≤ 10| . | and | . |x,0 = | . |.
For xˆ ∈ X , we identify Exˆ = {(xˆ, v) , v ∈ Ck} with Ck and let ψxˆ : Exˆ → Pk be
the map ψxˆ := ψx0 : C
k → Pk. We dene
Fxˆ := ψ
−1
fˆ(xˆ)
◦ f ◦ ψxˆ.
This map satises Fxˆ(0) = 0. By the uniform ontinuity of f , there exists 0 < M1 ≤M0
suh that the following bundle map is well dened :
F :
E(M1) −→ E(M0)
(xˆ, z) 7−→
(
fˆ(xˆ), Fxˆ(z)
)
.
Reall that X = {(xn)n∈Z , xn+1 = f(xn) , xn /∈ Cf}. So for any xˆ ∈ X the map
Fτ(xˆ) is invertible in a neighbourhood of the origin. As the next lemma shows, the
bundle map F−1 is atually tame.
Lemma 4.1 There exists a slow funtion α : X →]0, 1] and a (tame) bundle map
F−1 : E(α) −→ E(M1)
(xˆ, z) 7−→ (τ(xˆ), F−1xˆ (z)) ,
where F−1xˆ := (Fτ(xˆ))
−1 =
(
ψ−1xˆ ◦ f ◦ ψτ(xˆ)
)−1
.
Proof : Let t(xˆ) :=
∥∥ (dx−1f)−1 ∥∥−2. There exists a onstant c > 0 depending only
on the rst and seond derivatives of f suh that the map F−1xˆ exists on Exˆ(ct). We
use here a quantitative version of the inverse loal theorem (see e.g. [BD℄, lemma 2).
We let α := min{ct, 1}. As logα is ν-integrable (see [S℄, subsetion 3.7), there exists
a ǫ-slow funtion αǫ : X →]0, 1] suh that αǫ ≤ α (see lemma 2.1). The funtion α is
therefore slow. ✷
Let D be the linear part of F−1. The Oselede-Pesin theorem asserts that D is
regular ontrating after onjugation by a tempered family C of linear maps :
Theorem 4.2 (Oselede-Pesin ǫ-redution [KH℄) There exist a linear bundle map
C over IdX and a funtion hǫ : X → [1,+∞[ suh that :
1. A := C ◦ D ◦ C−1 is regular ontrating.
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2. ∀xˆ ∈ X, |v| ≤ |Cxˆ(v)| ≤ hǫ(xˆ)|v| and e−ǫhǫ(xˆ) ≤ hǫ(τ(xˆ)) ≤ eǫhǫ(xˆ).
The ontration rates Λl < . . . < Λ1 < 0 of A are in our ontext the distint opposite
Lyapunov exponents of (Pk, f, µ) (i.e. the distint −χi) and are negative. The integers
kj are the multipliities of these exponents.
As the reader may easily hek, the following proposition is a version of the theorem
1.4. We stress that the points 2 and 3 are onsequenes of the algebrai properties of
the resonant maps (see proposition 2.9). We reall that ǫ≪ |Λ1|.
Proposition 4.3 With the preeding notations, there exist ǫ-slow funtions ηǫ, tǫ :
X →]0,M0], a resonant bundle map R over τ and an injetive bundle map W over
IdX (tangent to C) suh that the following diagram ommutes for all n ≥ 1 :
E(ηǫ)
F−n
//
W

F−nE(ηǫ)
W

E(tǫ)
Rn
// E(tǫ) .
We have F−nE(ηǫ) ⊂ E(M0). There exist α′ > 0 and ǫ-fast funtions β ′ǫ, L′ǫ, T ′ǫ : X →
[1,+∞[ suh that :
1. ∀(y, y′) ∈ F−nxˆ (Exˆ(ηǫ)), α′ |y − y′| ≤ |Wτn(xˆ)(y)−Wτn(xˆ)(y′)| ≤ β ′ǫ(τn(xˆ))|y − y′|.
2. LipF−nxˆ ≤ L′ǫ(xˆ)e−nχ1+nǫ on Exˆ(ηǫ),
3. for all z ∈ F−nxˆ (Exˆ(ηǫ)), | 1n log |
∧s dzF nτn(xˆ)| − Σs| ≤ 1n log T ′ǫ(xˆ) + ǫ.
Proof : Let ǫ′ = ǫ/2(k + η) (the onstant η is dened in the proposition 2.9 and
depends only on q˜, k). By the lemma 4.1 and the theorem 4.2, there exist a ǫ′-slow
funtion αǫ′ ≤ α and a ǫ′-fast funtion hǫ′ suh that the bundle map G := C ◦F−1 ◦C−1
is well dened E(αǫ′) → E(M1hǫ′) and is regular ontrating (observe that E(ρ) ⊂
C(E(ρ)) ⊂ E(ρ.hǫ′)). In partiular G is tame. By the theorem 1.3, there exists a
ǫ′-slow funtion ξǫ′, a bundle map V 1/2-tangent to I and a resonant bundle map R
suh the following diagram ommutes :
E(ηǫ)
F−n
//
C

F−nE(ηǫ)
C

E(ξǫ′)
Gn
//
V

E(ξǫ′)
V

E(2ξǫ′)
Rn
// E(2ξǫ′) .
We may assume that ξǫ′ ≤ M0/2 and that |
∧s IdCk − ∧s(dtVxˆ)±1| ≤ 1/10 for any
t ∈ Exˆ(ξǫ′) and xˆ ∈ X (lemma 2.3(3)). Let ηǫ = ξǫ′/hǫ′ and tǫ := 2ξǫ′. These funtions
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are ǫ-slow and satisfy ηǫ, tǫ ≤M0. Moreover F−nE(ηǫ) ⊂ C−1E(ξǫ′) ⊂ E(ξǫ′) ⊂ E(M0).
We let W := V ◦ C. Observe that :
∀(y, y′) ∈ F−nxˆ (Exˆ(ηǫ)) ,
1
2
|y − y′| ≤ |Wτn(xˆ)(y)−Wτn(xˆ)(y′)| ≤ 3
2
hǫ′(τ
n(xˆ))|y − y′|.
The point 1 follows with α′ = 1/2 and β ′ǫ =
3
2
hǫ′. Now we prove the points 2 and 3.
Let y ∈ Exˆ(ηǫ) and t = Cxˆ(y). We obtain by the theorem 4.2(2) and the ommutative
diagram above :
|
s∧
dyF
−n
xˆ | ≤ |C−1τn(xˆ)|s|
s∧
dtG
n
xˆ||Cxˆ|s ≤ |
s∧
dtG
n
xˆ|hǫ′(xˆ)s,
|
s∧
dtG
n
xˆ| ≤ |Cτn(xˆ)|s|
s∧
dyF
−n
xˆ ||C−1xˆ |s ≤ (hǫ′(xˆ)enǫ
′
)s|
s∧
dyF
−n
xˆ |.
We dedue the estimate :∣∣∣1
n
log |
s∧
dyF
−n
xˆ | −
1
n
log |
s∧
dtG
n
xˆ|
∣∣∣ ≤ 1
n
log hkǫ′(xˆ) + kǫ
′. (11)
Now let w := Vxˆ(t), G
n := Gnxˆ, R
n := Rnxˆ , V := Vxˆ, Vn := Vτn(xˆ) and write :
s∧
dtG
n =
s∧
(dGn(t)Vn)
−1
s∧
dwR
n
s∧
dtV := (
s∧
IdCk + Ω1)
s∧
dwR
n(
s∧
IdCk + Ω2),
where Ωi :
∧s
Ck → ∧sCk satisfy |Ωi| ≤ 1/10. This implies that
1
2
|
s∧
dwR
n| ≤ |
s∧
dtG
n| ≤ 2|
s∧
dwR
n|. (12)
The proposition 2.9 gives a ηǫ′-fast funtion Hηǫ′ suh that for all s ∈ {1, . . . , k} :∣∣∣ 1
n
log |
s∧
dwR
n
x | − (λ1 + . . .+ λs)
∣∣∣ ≤ 1
n
logHηǫ′(x) + ηǫ
′.
We dedue with (11), (12) and λi = −χi :∣∣∣ 1
n
log |
s∧
dyF
−n
xˆ |+ (χ1 + . . .+ χs)
∣∣∣ ≤ 1
n
log[2Hηǫ′h
k
ǫ′ ](x) + (k + η)ǫ
′. (13)
The funtion L′ǫ := 2Hηǫ′h
k
ǫ′ is (k+η)ǫ
′
-fast (therefore ǫ-fast). The point 2 follows from
(13) with s = 1. For the point 3, observe that |∧s dzF nτn(xˆ)| = |∧k−s dyF−nxˆ ||∧k dyF−nxˆ |−1
where z = F−nxˆ (y). We obtain by using (13) twie :∣∣∣ 1
n
log |
k−s∧
dyF
−n
xˆ |+ (χ1 + . . .+ χk−s)
∣∣∣ ≤ 1
n
logL′ǫ(x) + (k + η)ǫ
′,
∣∣∣1
n
log |
k∧
dyF
−n
xˆ |+ (χ1 + . . .+ χk)
∣∣∣ ≤ 1
n
logL′ǫ(x) + (k + η)ǫ
′.
These estimates imply :∣∣∣ 1
n
log |
s∧
dzF
n
τn(xˆ)| − (χk−s+1 + . . .+ χk)
∣∣∣ ≤ 1
n
logL′2ǫ (x) + 2(k + η)ǫ
′.
We nally let T ′ǫ := L
′2
ǫ , whih is a ǫ-slow funtion. ✷
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4.2 An approximation formula for sums of Lyapunov exponents
This subsetion is devoted to the proof of theorem 1.5. Let Rn (resp. R
∗
n) be the set
of repulsive periodi points whose period divides n (resp. equals n). Let us onsider
the funtion ϕn dened on P
k
by
ϕn(z) :=
1
n
log
∥∥∥∥∥
s∧
dzf
n
∥∥∥∥∥ .
Then, the theorem 1.5 may be stated as follows:
lim
n→+∞
1
dnt
∑
p∈Rn
ϕn(z) = lim
n→+∞
1
dnt
∑
p∈R∗n
ϕn(z) = Σs. (14)
Let Fn := {z ∈ Pk , fn(z) = z}. Sine the number of xed points of fn ounted with
multipliity is, by Bezout's theorem, equal to 1+dn+ . . .+dnk (see [S℄, subsetion 1.3)
we have Card(Fn) ≤ (k+1)dnt . This implies that for any n ≥ 1, Card(Rn)−Card(R∗n) ≤∑
m Card(Fm) ≤ n(k+1)dn/2t , where the sum runs over the integers 1 ≤ m ≤ n/2 whih
divide n. The rst equality in (14) is then a onsequene of the following lemma.
Lemma 4.4 There exists Γ ≥ 0 suh that for all p ∈ Rn and n ≥ 1, 0 ≤ ϕn(p) ≤ Γ.
Proof : Let p ∈ Rn and (p0, p1, . . . , pn−1) be the repulsive yle generated by
p0 := p. Let Γ := k.maxz∈Pk log
+ ‖ dzf ‖. The observations ‖
∧s dpfn ‖ ≤ ‖ dpfn ‖k ≤∏n−1
i=0 ‖ dpif ‖k and 0 ≤ ϕn(p) = 1n log+ ‖
∧s dpfn ‖ imply the inequalities : 0 ≤ ϕn(p) ≤
k. 1
n
∑n−1
i=0 log
+ ‖ dpif ‖ ≤ Γ. ✷
The proof of the theorem 1.5 basially onsists in produing repulsive yles by
Briend-Duval's method taking into aount the information on inverse branhes given
by our theorem 1.4.
Let 0 < ǫ≪ χ1. We introdue :
R
ǫ
n := {p ∈ Rn , |ϕn(p)− Σs| ≤ 2ǫ}
and write
1
dnt
∑
p∈Rn
ϕn(p)− Σs = 1dnt (un + vn + wn), where
un :=
∑
p∈Rǫn
(ϕn(p)− Σs) , vn :=
∑
p∈Rn\Rǫn
(ϕn(p)− Σs) , wn := (Card(Rn)− dnt )Σs.
We show that for n suiently large the sequenes un, vn and wn are essentially
bounded by ǫdnt . The key estimate is given by the following lemma whose proof is
postponed to the end of the subsetion.
Lemma 4.5 There exists n1 ≥ 1 suh that :
∀n ≥ n1 , Card(Rǫn) ≥ dnt (1− ǫ)3.
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Let us now give the expeted bounds on un, vn, wn. As Rn ⊂ Fn and Card(Fn) ≤
(dnt d
n − 1)(dn − 1)−1 (reall that dt = dk), there exists n2 ≥ 1 suh that :
∀n ≥ n2 , Card(Rn) ≤ dnt (1 + ǫ). (15)
Using (15) and the lemma 4.5 we see that for any n ≥ max{n1, n2} :
|un| ≤ Card(Rǫn)2ǫ ≤ 2ǫ(1 + ǫ)dnt ≤ 4ǫdnt and |wn| ≤ 4Σs · ǫdnt .
The lemmas 4.4, 4.5 and the estimate (15) nally give :
|vn| ≤ (Γ + Σs) (Card(Rn)− Card(Rǫn)) ≤ (Γ + Σs)[(1 + ǫ)− (1− ǫ)3]dnt ,
whih is bounded by 5(Γ + Σs) · ǫdnt .
We now end the proof of the theorem 1.5 by establishing the lemma 4.5.
The funtions rǫ, Tǫ and Lǫ have been introdued in the theorem 1.4. We note them
shortly r, T and L. In the sequel, we will not use their ǫ-slow/fast properties. For any
xˆ ∈ X , let n(xˆ) be the smallest integer satisfying logL(xˆ) ≤ nǫ and log T (xˆ) ≤ nǫ. Let
n1 ≥ 1 large enough and r0 > 0 small enough suh that the set
Ĥ := {xˆ ∈ X , r(xˆ) ≥ r0 , n(xˆ) ≤ n1}
satises ν(Ĥ) ≥ 1 − ǫ/2. We have in partiular for all xˆ ∈ Ĥ and n ≥ n1 (see the
theorem 1.4) :
(a1) Lip f
−n
xˆ ≤ e−nχ1+2nǫ on Bx0(r0),
(a2) for all z ∈ f−nxˆ (Bx0(r0)), | 1n log ‖
∧s dzfn ‖ − Σs| ≤ 2ǫ.
We onsider two onentri families of balls (Bi)1≤i≤m ⊂ (Bγi )1≤i≤m ⊂ Pk whose
radii are respetively equal to r and r + γ ≤ r0/2 (with 0 < γ ≪ r) and satisfy the
following properties :
(b1) the balls B
γ
i are disjoint,
(b2) µ(∪mi=1Bi) ≥ 1− ǫ/2,
(b3) µ(Bi) ≥ (1− ǫ)µ(Bγi ).
We may inrease n1 suh that for all n ≥ n1 and 1 ≤ i ≤ m :
(c1) e
−nλ1+2nǫ(r + γ) < γ (in partiular e−nλ1+2nǫ < 1),
(c2) if B̂i := π
−1(Bi), then ν
(
f̂−n(B̂i ∩ Ĥ) ∩ B̂i
)
≥ (1− ǫ)ν(B̂i ∩ Ĥ)ν(B̂i).
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The last assertion is a onsequene of the mixing property of ν.
Let us temporarily x i ∈ {1, . . . , m} and note B := Bi, Bγ := Bγi and B̂γ :=
π−1(Bγ). Observe that if xˆ ∈ Ĥ ∩ B̂γ, then the set f−nxˆ (Bγ) is well dened sine
xˆ ∈ Ĥ ⊂ {r(xˆ) ≥ r0} and the radius of Bγ satises r + γ ≤ r0/2.
Let us onsider the olletion Cn(B) of sets of the form f−nxˆ (Bγ) whih do interset
B, where xˆ ∈ Ĥ ∩ B̂γ . Note that the elements of Cn(B) are disjoint open subsets of
P
k
. We will establish the following estimates for n ≥ n1 :
Card(Rǫn ∩ Bγ) ≥ Card(Cn(B)) ≥ dnt (1− ǫ)2ν(Ĥ ∩ B̂). (16)
Let E be an element of Cn(B) : E = f−nxˆ (Bγ) intersets B and xˆ ∈ Ĥ ∩ B̂γ . By (a1)
and (c1), f
−n
xˆ ontrats on B
γ ⊂ Bx0(r0). Moreover E is ontained in Bγ , beause E
intersets B and its diameter is less than γ by (c1). We thus obtain a point p ∈ E whih
is xed by f−nxˆ : B
γ → Bγ . This point is n-periodi and repulsive for f , so p ∈ Rn.
We have also p ∈ f−nxˆ (Bγ) ⊂ f−nxˆ (Bx0(r0)) whih leads to p ∈ Rǫn by (a2). This gives
the rst inequality in (16).
Let us now justify the seond inequality. Aording to (c2) and the relation µ = π∗ν
we obtain :
(1− ǫ)ν(B̂ ∩ Ĥ)µ(B) ≤ µ
[
π
(
f̂−n(Ĥ ∩ B̂)
)
∩ B
]
≤ µ
(⋃
f−nxˆ (B
γ)
)
,
where the union runs over the elements of Cn(B). By the jaobian property we have
µ(f−nxˆ (B
γ)) = µ(Bγ)/dnt and the right hand side is thus equal to Card(Cn(B))µ(Bγ)/dnt .
We then get the desired inequality by (b3).
The estimates (16) imply nally :
Card(Rǫn) ≥
m∑
i=1
Card(Rǫn ∩ Bγi ) ≥
m∑
i=1
Card(Cn(Bi)) ≥ dnt (1− ǫ)2ν(Ĥ ∩ ∪mi=1B̂i). (17)
As ν(Ĥ) ≥ 1 − ǫ/2 and ν(∪mi=1B̂i) = µ(∪mi=1Bi) ≥ 1 − ǫ/2 (see (b2)) we have ν(Ĥ ∩
∪mi=1B̂i) ≥ 1− ǫ. So, by (17), Card(Rǫn) ≥ dnt (1− ǫ)3, and the lemma 4.5 is proved.
5 Appendix : properties of resonant maps
We prove here the proposition 2.7 and 2.9 we stated in the subsetion 2.3. A result
similar to the proposition 2.7 may be found in the artile [GK℄, lemma 1.1.
5.1 Proof of the proposition 2.7
We want to prove that for all 2 ≤ j ≤ k, the omponent
πj(Kτ(x))(Kx) = πj(Kτ(x))(π1(Kx), . . . , πj−1(Kx))
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is made of j-resonant monomials (the dependane of the j − 1 rst omponents in the
right hand side is a onsequene of (2), subsetion 2.3). For simpliity, we may assume
that kj = 1 for all 1 ≤ j ≤ k, therefore λj = Λj. As we are onerned with a degree
property, we do not ompute the oeients of polynomials (we set them equal to 1).
Reall that Pα = z
α1
1 · · · zαkk . By writing πj(Kτ(x)) =
∑
β∈Rj
Pβ, it sues to onsider
the following polynomial, where β ∈ Rj :
Pβ(π1(Kx), . . . , πj−1(Kx)) = (π1(Kx))
β1 . . . (πj−1(Kx))
βj−1 . (18)
For all 1 ≤ l ≤ j−1, we write πl(Kx) =
∑
Card(Rl)
i=0 Pα(l,i), where α(l, 0) = (0, . . . , 1, . . . , 0)
(so that Pα(l,0) = zl) and {α(l, i) , 1 ≤ i ≤ Card(Rl)} = Rl. Observe that we have for
any 1 ≤ l ≤ j − 1 and 0 ≤ i ≤ Card(Rl) :
j−1∑
p=1
αp(l, i)Λp =
l∑
p=1
αp(l, i)Λp = Λl. (19)
We now expand (18) and prove that we get a sum of j-resonant monomials. By the
Newton's formula, the monomials that appear in the expansion of (18) have the form :
Pγ =
Card(R1)∏
i=0
P
β1(i)
α(1,i) . . .
Card(Rj−1)∏
i=0
P
βj−1(i)
α(j−1,i) , (20)
where
∑
Card(Rl)
i=0 βl(i) = βl for all 1 ≤ l ≤ j − 1. We have to prove that γ ∈ Rj , that
is :
∑j−1
p=1 γpΛp = Λj. First observe that |γ| ≥ |β| ≥ 2 and that Pγ = zγ11 . . . zγj−1j−1
(indeed there are no zj , . . . , zk in the right hand side of (18)). By (20) we have for all
1 ≤ p ≤ j − 1 :
γp =
Card(R1)∑
i=0
αp(1, i)β1(i) + . . .+
Card(Rj−1)∑
i=0
αp(j − 1, i)βj−1(i) =
j−1∑
l=1
Card(Rl)∑
i=0
αp(l, i)βl(i).
Thus the sum
∑j−1
p=1 γpΛp is equal to :
j−1∑
p=1
Λp
 j−1∑
l=1
Card(Rl)∑
i=0
αp(l, i)βl(i)
 = j−1∑
l=1
Card(Rl)∑
i=0
βl(i)
(
j−1∑
p=1
αp(l, i)Λp
) . (21)
By using suessively (19),
∑
Card(Rl)
i=0 βl(i) = βl and β ∈ Rj , the right hand of (21) is
equal to
j−1∑
l=1
Card(Rl)∑
i=0
βl(i) Λl
 = j−1∑
l=1
βlΛl = Λj.
We have therefore γ ∈ Rj , whih ompletes the proof of the proposition.
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5.2 Proof of the proposition 2.9
Let R be a resonant bundle map. By the proposition 2.7, the degree of the iterates
of R is bounded by q˜. We dene the funtion ‖R‖ := max{|R(1)|, . . . , |R(q˜)|} : for
all x ∈ X , ‖R‖ (x) is the maximum of the oeients of the polynomial map Rx (see
subsetion 2.1 for the denition of |R(j)|). We show in the next proposition that for
all 1 ≤ j ≤ l, ‖ πj(Rn) ‖ is lose to ‖ πj(An) ‖. This fat will be useful for proving the
proposition 2.9.
Proposition 5.1 Let R : E(ρǫ) → E(ρǫ) be a resonant bundle map where ρǫ is a
ǫ-slow funtion. There exist θ ≥ 1 (depending only on q˜) and a θǫ-fast funtion Mθǫ :
X → [1,+∞[ suh that
∀j ∈ {1, . . . , l} , ∀n ≥ 1 , en(Λj−ǫ) ≤ ‖πj(Rn) ‖ ≤ Mθǫen(Λj+θǫ).
Proof : The estimate from below follows from ‖πj(Rn) ‖ ≥ |πj(An)| ≥ en(Λj−ǫ). We
prove the estimate from above. We may assume that kj = 1 and λj = Λj for all
1 ≤ j ≤ k. Let also ∆ := Card(R) + 1. Let 1 ≤ s ≤ k and dene the assertion (is) :
there exists a (q˜ + . . .+ q˜s−1)ǫ-fast funtion Ms : X → [1,+∞[ suh that
∀j ∈ {1, . . . , s} , ∀n ≥ 1 , ‖πj(Rn) ‖ ≤Msen(Λj+q˜2sǫ).
Let ψq˜ǫ be a q˜ǫ-fast funtion suh that ψq˜ǫ ≥ ‖R‖ (f lemma 2.2). We proeed by
indution on s. The assertion (i1) is satised with M1 := 1. Indeed, π1(Rn) = π1(An)
beause R1 is empty (see subsetion 2.3). Assume that (is−1) is satised for 1 ≤ s−1 ≤
k − 1. We dene
Ms :=
ψq˜ǫM
q˜
s−1∆
q˜+1e−Λs
1− e−(q˜2s−1)ǫ .
Observe that Ms is (q˜ + . . . + q˜
s−1)ǫ-fast. As Ms ≥ Ms−1, the assertion (is) is proved
if we establish the following assertions for all n ≥ 1 :
(iin) : ‖ πs(Rn) ‖ ≤Msen(Λs+q˜2sǫ).
The assertion (ii1) is fullled beause :
‖ πs(R) ‖ ≤ ‖R‖ ≤ ψq˜ǫ ≤ ψq˜ǫM
q˜
s−1∆
q˜+1eq˜
2sǫ
1− e−(q˜2s−1)ǫ = Mse
Λs+q˜2sǫ.
Let us assume that (iin) is true and establish (iin+1). We have
πs(R
n+1
x ) = πs(Rτn(x))(π1(R
n
x), . . . , πs(R
n
x)). (22)
By (2) (subsetion 2.3), the polynomial πs(Rτn(x)) has the form
πs(Rτn(x))(z1, . . . , zs) = σ(τ
n(x))zs +
∑
α∈Rs
σα(τ
n(x))Pα(z1, . . . , zs−1),
24
where σ(τn(x)), σα(τ
n(x)) ∈ C. So by (22), πs(Rn+1x ) is the sum of In and Jn :
In := σ(τ
n(x))πs(R
n
x),
Jn :=
∑
α∈Rs
σα(τ
n(x))Pα(π1(R
n
x), . . . , πs−1(R
n
x)). (23)
To simplify the exposition, we note in the sequel u := eΛs+q˜
2sǫ
and Ms for Ms(x), ψq˜ǫ
for ψq˜ǫ(x), et. We obtain by (iin) and |σ(τn(x))| ≤ eΛs+ǫ :
‖ In ‖ ≤ eΛs+ǫMsun =
[
Mse
−(q˜2s−1)ǫ
]
un+1.
The end of the proof onsists in verifying the following estimate, by using (is−1) :
‖ Jn ‖ ≤
[
∆q˜+1ψq˜ǫM
q˜
s−1e
−Λs
]
un+1. (24)
Indeed the two preeding lines imply (iin+1) by the very denition of Ms :∥∥ πs(Rn+1) ∥∥ ≤ ‖ In ‖+ ‖ Jn ‖ ≤ [Mse−(q˜2s−1)ǫ +∆q˜+1ψq˜ǫM q˜s−1e−Λs] un+1 = Msun+1.
We now prove (24). By the proposition 2.7, Jn is a linear ombination of reso-
nant monomials. Reall also that ‖ Jn ‖ is the maximum of the oeients of Jn
in the basis (Pβ)β∈Rs. Fix a resonant degree β ∈ Rs. Let α ∈ Rs and expand
Pα(π1(R
n
x), . . . , πs−1(R
n
x)). Observe that for all 1 ≤ j ≤ s − 1, πj(Rnx) is a sum
of at most ∆ = Card(R) + 1 monomials, beause R is resonant. So the degree
β ∈ Rs appears in the preeding expansion at most ∆α1+...+αs−1 times. It implies
that the Pβ-oeient σβ(α) of σα(τ
n(x))Pα(π1(R
n
x), . . . , πs−1(R
n
x)) satises by (is−1)
and |σα(τn(x))| ≤ ψq˜ǫ(x)enǫ :
|σβ(α)| ≤ |σα(τn(x))|∆α1+...+αs−1 ‖π1(Rnx) ‖α1 . . . ‖ πs−1(Rnx) ‖αs−1
≤ ψq˜ǫ(x)enǫ[∆Ms−1enq˜2(s−1)ǫ]α1+···+αs−1en(α1Λ1+···+αs−1Λs−1).
Observe that α ∈ Rs implies α1 + . . .+ αs−1 ≤ q˜ and α1Λ1 + . . .+ αs−1Λs−1 = Λs. We
dedue (use 1 + q˜q˜2(s−1) ≤ q˜2q˜2(s−1) = q˜2s) :
|σβ(α)| ≤ [ψq˜ǫ∆q˜M q˜s−1e−Λs ]e(n+1)q˜
2sǫe(n+1)Λs = [ψq˜ǫ∆
q˜M q˜s−1e
−Λs]un+1.
We now use (23) to obtain ‖ Jn ‖ ≤
∑
α∈Rs
|σβ(α)| ≤ ∆[ψq˜ǫ∆q˜M q˜s−1e−Λs]un+1, this om-
pletes the proof of (24). We let nally θ = max{q˜ + . . . + q˜k−1, q˜2k} to get the two
assertions : the funtion Mθǫ := Mk is θǫ-fast and ‖πj(Rn) ‖ ≤Mθǫen(Λj+θǫ). ✷
We now prove the proposition 2.9. Reall that
(λ1, . . . , λk) = (Λ1, . . . ,Λ1, · · · ,Λj, . . . ,Λj, · · · ,Λl, . . . ,Λl),
where Λj appears kj times. We note (ei)i the anonial orthonormal basis of C
k
. If
A : Ck → Ck is linear, we dene ∧sA : ∧sCk → ∧sCk as the linear extension of the
map L satisfying L(ei1 ∧ · · · ∧ eis) := A(ei1) ∧ · · ·A(eis) for any 1 ≤ i1 < · · · < is ≤ k.
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Proposition 2.9 Let R : E(ρǫ) → E(ρǫ) be a resonant bundle map where ρǫ is a
ǫ-slow funtion. Let η := kθ (θ depends on q˜, see proposition 5.1). There exists a
ηǫ-fast funtion Hηǫ : X → [1,+∞[ suh that for all w ∈ Ex(ρǫ), s ∈ {1, . . . , k} and
n ≥ 1 :
∣∣∣ 1n log |∧s dwRnx | − (λ1 + . . .+ λs)∣∣∣ ≤ 1n logHηǫ(x) + ηǫ.
Proof : We rst give the proof in the ase kj = 1 for all 1 ≤ j ≤ k (it implies
λj = Λj). Let x ∈ X and w ∈ Ex(ρǫ). By the remark 2.8 (subsetion 2.3), the matrix
of dwR
n
x in the anonial basis (ei)1≤i≤k is lower triangular, so we have :
dwR
n
x(ei) = ζn(i)ei +
k∑
j=i+1
ωn(i, j)ej and dwR
n
x(ek) = ζn(k)ek.
We x 1 ≤ i ≤ k and i+ 1 ≤ j ≤ k. We give bounds for ζn(i) and ωn(i, j). We have
en(Λi−ǫ) ≤ |ζn(i)| ≤ en(Λi+ǫ) (25)
beause the diagonal part of dwR
n
x is equal to A
n
x (see remark 2.8). Reall that πj(R
n
x)
is a sum of at most Card(Rj) resonant monomials with degree α lower than q˜ (see the
proposition 2.7). We dedue by the proposition 5.1 and ρǫ ≤ 1 that :
|ωn(i, j)| ≤
∑
α∈Rj
‖πj(Rnx) ‖ |α|ρǫ(x)|α|−1 ≤ Card(Rj)Mθǫ(x)en(Λj+θǫ)q˜. (26)
Let M ′θǫ(x) := Card(R)q˜Mθǫ(x) ≥ 1. In the sequel, we will multiply M ′θǫ by onstants
depending only on k and s without mentionning it. By (25), (26) and the inequality
Λj < Λi, we get :
|dwRnx(ei)| ≤M ′θǫ(x)en(Λi+θǫ). (27)
Now we fous on the oeients of the matrix
∧s dwRnx in the orthonormal basis
ei1∧. . .∧eis , with 1 ≤ i1 < . . . < is ≤ k. We begin with the vetor
∧s dwRnx(e1∧. . .∧es)
whih is equal to :
ζn(1) . . . ζn(s)e1 ∧ . . . ∧ es +
∑
(i1,...,is)6=(1,...,s)
ω′n(i1, . . . , is)ei1 ∧ . . . ∧ eis . (28)
Observe now the following estimates for (i1, . . . , is) 6= (1, . . . , s) and n ≥ 1. The rst
inequality is a onsequene of (26) :
|ω′n(i1, . . . , is)| ≤M ′θǫ(x)sen(Λi1+...+Λis+sθǫ) ≤M ′θǫ(x)sen(Λ1+...+Λs+kθǫ). (29)
We obtain with the lines (25), (28) and (29) that for any n ≥ 1 :
en(Λ1+...+Λs−sǫ) ≤ |
s∧
dwR
n
x(e1 ∧ . . . ∧ es)| ≤ M ′θǫ(x)ken(Λ1+...+Λs+kθǫ). (30)
We now fous on
∧s dwRnx(ei1 ∧ . . .∧eis). The Hadamard's inequality implies with (27)
:
|∧s dwRnx(ei1 ∧ . . . ∧ eis)| ≤ |dwRnx(ei1)| . . . |dwRnx(eis)|
≤ M ′θǫ(x)sen(Λi1+...+Λis+kθǫ)
≤ M ′θǫ(x)ken(Λ1+...+Λs+kθǫ).
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We nally obtain the following estimates for any n ≥ 1, where η = kθ and Hηǫ is equal
to the ηǫ-fast funtion (M ′θǫ)
k
:∣∣∣ 1
n
log |
s∧
dwR
n
x | − (λ1 + . . .+ λs)
∣∣∣ ≤ 1
n
logHηǫ(x) + ηǫ.
We sketh the proof in the general ase, i.e. when k =
∑l
i=1 kj and kj ≥ 1. We may
assume that the blok diagonal matrix Anx is a lower (blok) triangular matrix. Indeed,
for all 1 ≤ j ≤ l, there exists a matrix Vj ∈ Ukj (C) suh that T nj := Vj [πj(Anx)]V −1j is
lower triangular. The metri property :
∀(x, v) ∈ Lj , en(Λj−ǫ)|v| ≤ |πj(Anx)(v)| ≤ en(Λj+ǫ)|v|
implies that the modulus of the oeients of T nj are ≤ en(Λj+ǫ), and that the diagonal
oeients (ζ
(j)
n (i))1≤i≤k of T
n
j satisfy :
en(Λj−ǫ) ≤ |ζ (j)n (i)| ≤ en(Λj+ǫ).
We thus obtain estimates analogous to (25). Let V be the blok diagonal matrix
(V1, . . . , Vl). The matrix T
n
x := V [A
n
x ]V
−1
is therefore blok diagonal, with lower trian-
gular bloks (T n1 , . . . , T
n
l ). The matrix S
n
x := V [dwR
n
x ]V
−1
is also lower triangular (see
remark 2.8) and its oeients outside the blok diagonal matrix T nx satisfy estimates
analogous to (26) (the (Vj)1≤j≤l are unitary transformations). We dedue as before
that for any n ≥ 1 :∣∣∣ 1
n
log |
s∧
Snx | − (λ1 + . . .+ λs)
∣∣∣ ≤ 1
n
logHηǫ(x) + ηǫ.
The onlusion follows from |∧s Snx | = |∧s V [∧s dwRnx ] ∧s V −1| = |∧s dwRnx |. ✷
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