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ABSTRACT

Wei, Shuang. M.S., Purdue University, August 2014. Computer Vision Aided Lip
Movement Correction to Improve English Pronunciation. Major Professor: Yingjie Chen.
This paper explored the possibility of improving the pronunciation of English as a
Foreign Language (EFL) learners by correcting their mouth-lip movement through visual
feedback methods. As an EFL learner, I noticed that while learning pronunciation, for
some words, the mouth-lip movement (e.g., opening size and duration) will affect the
final pronunciation. A prototype system was developed to compare the standard
pronunciation mouth shape movement with a user’s pronunciation mouth shape
movement and give visual feedback to users. Using computer vision technology, the
mouth shape movement of standard pronunciation is extracted into moving contours. The
user’s mouth movement is video recorded. The standard mouth contour movement is
overlaid on top of the user’s video for comparison.
Evaluation found that the computer vision aided lip movement correction method
might be effective in improving English pronunciation on a small portion of English
words, but could not be generalized to all English words. According to the evaluation
data, pronunciation of some words that have obvious mouth shape movement differences
might be improved through the proposed computer vision aided lip movement correction
method.
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CHAPTER 1. INTRODUCTION

This chapter provides an overview of my research. The significance of the research
is stated and the research questions, assumptions, limitations and delimitations are
described in this chapter. Some key terms used in the study are also defined in this
chapter.

1.1

Background

Mastering English is an essential part of the study program for international students
in the U.S. Compared to writing and reading, speaking is more difficult for many
international students because they have had limited opportunities to speak English in
their own country (Goodwin, 2001). When they are able to live in the target language
culture and to have direct contact with native speakers, changing stabilized pronunciation
habits is difficult. I am an international student suffering from inaccurate English
pronunciation, and am eager to improve pronunciation through self-study. Here I propose
a computer vision aided English pronunciation training approach to help people who are
non-native speakers of English interactively correct the lip shape while speaking.
The goal of this research is to implement this computer vision approach into a
working prototype system and use this system evaluate this approach to see if it could
help improve the English pronunciation of international students. This study will give
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answers to the questions: “Could the approach help international students improve their
pronunciation of English?” and “To what extent could the approach help international
students improve their pronunciation of English.”

1.2

Significance

Through reading pronunciation education literature, I found that self-repetition
(Derwing, Rossiter, & Munro, 2002), self-evaluation (Hismanoglu, 2012), and
monitoring articulatory gestures (Derwing et al., 2002; Osburne, 2006) were three
important methods to improve English pronunciation. The traditional ways to improve
pronunciation rely on repetitive imitation and feedback from teachers, which requires
substantial amounts of time (Egbert & Hanson-Smith, 2007). However, students have to
study in face-to-face meetings, which may make them nervous and may cause additional
difficulties.
Computer-Assisted Pronunciation Training (CAPT) software reduces the time
commitment of teachers by letting students practice on their own and evaluate their
progress. To help users evaluate their pronunciation, a variety of feedback was provided
to users, such as record comparison, spectrum, and mouth shape movement comparisons.
The lips are one part of pronunciation organs. Lip movement is an important factor
that could influence the pronunciation of learners (Dobrovolsky & Katamba, 1996). It is
helpful for learners to get visual feedback about their mouth shape movement because
through the feedback, learners could directly know where the mouth movement is wrong
and how to correct it. Arai & Oda (2012) used 3D models to help the user understand the
correct mouth lip shape in their research. The evaluation showed that the visual lip
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movement feedback helped to improve the pronunciation of deaf people for single
sounds.
Here, I hypothesize that by using computer vision technology to automatically
compare and show the difference of the mouth shape movement of the user and the
standard mouth shape movement in real time, learners could notice the differences and
may improve their pronunciation.

1.3

Research Questions

Can lip movement feedback that is provided by computer vision aid English
pronunciation training improve the pronunciation of international students?
To what extent could the method help international students improve their
pronunciation of English?

1.4

Assumptions

The following assumptions are preconditions of this study. The conclusion of the
research is based on these assumptions.
1. Lip movement feedback is useful for English pronunciation learning.
2. Mouth shape movement should be similar for different people.
3. In an evaluation test, the evaluator’s evaluation was accurate and consistent.
4. The English Foreign Language learners in the evaluation were typical enough to
represent the majority of targeted users.
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1.5

Limitations

The following limitations are potential weakness of this research.
1. The participants were limited to college-aged English foreign language learners,
as the participants were recruited from Purdue University, West Lafayette
campus.
2. This study was limited to the pronunciation of individual words and phonemes
without the influence of context.
3. This study was limited by the robust level of computer vision technology in lip
detection.

1.6

Delimitation

The following delimitations defined the boundaries of this research.
1. The target audience of this method is international students who want to improve
their English pronunciation
2. The computer vision feedback was only about lip movement. It didn’t relate to
other phonetic organs such as tongue, teeth.
3. This research only evaluated the effect of the method on a small group of handpicked English words.
4. The evaluators were English native speakers.
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1.7

Definition of Key Terms

ASR (automatic speech recognition) – A technology that can analyze a user’s speech in
real time and transcribe the spoken language into text or spectrogram (Stuckless,
1994).
CALL (computer assisted language learning) – Any process in which learners use
electronic products driven system or software to improve their language ability
(Beatty, 2010).
CAPT (computer assisted pronunciation teaching) – Using CALL software or technology
to help pronunciation training (Beatty, 2010).
Computer Vision – A technology that could be used to extract interesting information
from an image or a sequence of images by using computer (Sonka, Hlavac, &
Boyle, 2008).
Cascade classification – A process that uses pre-trained classifiers to detect the input
image and find interest areas, i.e., the areas that are likely to show the object
(face/object) (Viola & Jones, 2001).
Minimal Pairs – A pair of words or phrases that have different meanings but are
pronounced in the same manner except for a single phonological element
(Brown, 1995).

1.8

Summary

This chapter describes the background and significance of the study. The research
questions, assumptions, limitations and delimitations are also presented in detail in this
chapter. Finally, the definitions of key terms are explained. In the next chapter, the
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traditional pronunciation education method, the advantages of CALL, the examples of
CAPT applications and lip contour extract technology will be introduced.
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CHAPTER 2. LITERATURE REVIEW

This chapter outlines the development history of computer-aided instruction in
language education. Some important and representative examples of educational software
and research are introduced in this chapter to explain the advantages of using computers
to help with language learning, especially pronunciation training. Computer vision
technology is also introduced in this chapter.

2.1

Pronunciation Education

Teaching English pronunciation is crucial to English language learners as
“pronunciation is the language feature that most readily identifies speakers as non-native”
(Goodwin, 2001, p. 117).
When EFL learners have pronunciation weaknesses, they can be hard to understand
and they can feel embarrassment in conversation. Goodwin (2001) related the following
experience of a graduate student: “Sometime when I speak to Native American, I guess
because of my Chinese a sense or mispronounce the word, they ask me what did you say,
can you repeat, or I beg your pardon. Sometime my face turns red, and become so
embarrassed in front of them. I remember once my tears were in my eyes” (p. 117).
Pronunciation is so important that “in the International Phonetic Association’s declaration
of principles of second language teaching, the spoken language is held to be primary, and
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training in phonetics is important for both teachers and learners” (Seidlhofer, 2001, p.
57).

2.1.1

Two Key Aspects in Pronunciation Education

There are two aspects of pronunciation education. One aspect focuses on segmental
features such as minimal pairs and phonemes, and another focuses on supra-segmental
features such as stress and intonation (Goodwin, 2001).
According to Goodwin (2001), one way to teach stress and intonation is based on
the concept of “thought groups,” which “usually represent a meaningful grammatical
unit” (p. 119). Instructors give learners a paragraph and let students divide the text into
thought groups. Students are required to read this paragraph aloud and they are not
supposed to stop until a thought group is complete. By reading and being aware of
sentence structure, the speech of EFL learners becomes more understandable. Also based
on thought groups, instructors let learners highlight the words that need to be stressed. In
this process, instructors can assess whether learners understand stress patterns.
Segmental pronunciation education is another important aspect of pronunciation
instruction. Often instructors will give a list of minimal pairs to students and let them
read this list aloud. Instructors will listen and assess the pronunciation of learners (Fraser,
2001). Based on the result of the test, instructors can define which specific segments
learners need to improve. Then teachers will pay more attention to those segments. The
learning process requires practice, often twenty to fifty times (Fraser, 2001).
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2.1.2

English Phonetics

To introduce English phonetics, pronunciation organs should be introduced first.
“To produce speech, air must flow from the lungs through the vocal tract, which includes
the vocal folds, the nose or nasal cavity, and the mouth or oral cavity” (Delahunty &
Garvey, 2010, p. 90).
There are two categories of sounds in all languages: vowels and consonants.
According to Delahunty & Garvey (2010), the qualities of vowel sound are determined
by the position of the tongue and “the tension of the muscles and the configuration of the
lips” (p. 98). So the pronunciation of vowel sounds is influenced by the tongue position
and the lips.
The way to pronounce consonants relates to vocal cords, teeth, lips and so on. The
state of the vocal cords could influence the articulation of consonants. When vocal folds
are relaxed, the flow of air could pass freely through the glottis, so the sound is
"voiceless". When vocal folds vibrate, the sound is "voiced" (O’Grady, Dobrovolsky, &
Katamba, 1996). For example, “s” is a voiceless sound and “z” is a voiced sound.
The point of articulation also makes difference. Interdentals (θ, ð) are made by
putting the tongue between the front teeth; bilabial sounds (p, b, and m) are made by
bringing both lips closer together; and labiodental consonants (f, v) are made with the
lower lip against the upper front teeth (O’Grady et al., 1996).
To improve the quality of pronunciation, learners should notice the position change
of jaw, lip, teeth, and part of the tongue.
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2.1.3

Strategies of Teaching and Learning

Fraser (2001) argued that a good way for educators to teach English pronunciation is
by “having a suitable curriculum, being student-centered, helping learners become selfreliant, giving opportunities to practice, and knowing what’s best” (Fraser, 2001, p. 32).
Of these five principles, being student-centered and giving opportunities to practice are
very hard to complete during courses, as instructors often need to respond to many
students. Instructional time is limited and pronunciation correction requires a large
amount of time. Instructors must leave some of these tasks to students and let them
practice by themselves.
Hismanoglu (2012) conducted a study about the pronunciation learning strategies of
advanced English as a Foreign Language learners to evaluate the factors that significantly
influenced their English pronunciation learning. Despite the importance of getting
feedback on articulation, Hismanoglu found that very few of the learners asked other
people to correct their pronunciation. He thought this reluctance might be attributed to
embarrassment and time limitations. Hismanoglu found that self-evaluation was the most
frequently used learning strategy. More than that, his analysis showed that self-evaluation
was a significant difference between successful pronunciation learners and unsuccessful
pronunciation learners.
The importance of monitoring articulatory gestures was emphasized by Derwing et
al. (2002) and Osburne (2006). Students corrected their mouth shape and the position of
their teeth and tongue through comparing instructor’s articulatory gestures and their own
articulatory gestures. This strategy effectively improved their performance.
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Self-repetition is another strategy that contributes to pronunciation learning
(Derwing et al., 2002), as students must devote huge amounts of time to practicing
pronunciation before they can produce the correct articulation gestures naturally.
In conclusion, self-evaluation, monitoring articulatory gestures, and self-repetition
are three important and useful strategies that can be used to improve learning English
pronunciation.

2.2

Computer-Assisted Language Learning (CALL)

Computer-assisted language learning (CALL) has been used for several decades.
Instructors and students all showed positive attitudes toward CALL (Talebi & Teimoury,
2013). Zhao (2003) analyzed 156 journal articles and concluded that computer
technology could be effectively used in every area of language education. A large body
of similar research (Grgurović, Chapelle, & Shelley, 2013; Liu, Moore, Graham, & Lee,
2002) provides strong evidence that CALL has positive effects on language learning.
The literature shows that CALL can motivate learners (Ismail, Al-Awidi, &
Almekhlafi, 2012), reinforce practices (Hashemi & Aziznezhad, 2011), give feedback in
real time (Coleman, 2002), and provide greater interaction (Lee, 2000).
Compared with traditional learning methods, learners could more easily access the
learning material and then practice by themselves by using CALL applications. CALL
can reduce learner stress and anxiety because it provides repeated lessons as often as
needed (Dina & Ciornei, 2013). In addition, textual, visual, and audio feedback provided
by CALL applications may help users judge whether a task is completed correctly (Kim,
2006). Last but not least, Intelligent CALL (ICALL) could even provide some specific
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advice for different users by analyzing their performance (Arai & Oda, 2012). Learners
can self-evaluate based on the analysis of CALL software.
Although CALL cannot take the place of traditional teaching, the advantages of
using CALL software to facilitate language learning means that many students may
prefer using CALL software together with traditional teaching methods.

2.3

Computer-Assisted Pronunciation Training (CAPT)

The use of technology in pronunciation education is an important component of
language education and has also received attention from researchers. Researchers have
found positive effects on the pronunciation achievement of students who use computerassisted pronunciation training (CAPT) software along with traditional methods (Talebi
& Teimoury, 2013).

2.3.1

Positive Effects of CAPT

Talebi and Teimoury (2013) evaluated the effect of computer-assisted language
learning on improving EFL learners' pronunciation ability. Sixty participants were
divided into a control group and an experiment group. In a pre-test, all students were
required to read a list of words aloud and their pronunciations were recorded. For a
month, the control group used a traditional way to learn pronunciation while the
experiment group used CALL. At the end of the study, both groups were interviewed and
their performances were evaluated again. At the beginning of the study, both groups were
comparable in their performance. However, after the treatment, the experimental group
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significantly improved as compared to the control group. This study supports the
effectiveness of CAPT.

2.3.2

CAPT Applications & Systems

In this section, four typical CAPT applications are introduced. The method proposed
by Inouye, Sheres, & Inouye in 1994 gave leaners a basic training method, while the
“SAUNDZ” system provided rich pronunciation instruction. The other two applications
were developed to provide more visual feedback to learners.
2.3.2.1 Basic Training Method - (Inouye et al., 1994)
Inouye et al. (1994) published the patent “Method for teaching spoken English using
mouth position characters”. In the patent, they described a speech training system which
allows learners to listen to a phrase, reference with the mouth position characters, and
speak along with the video. By using a mirror, students could compare their mouth shape
movement with the standard pronunciation movement and make needed improvements.
2.3.2.2 Rich Pronunciation Instruction - SAUNDZ
Today, Inouye’s method is still used but more instructional elements have been
added. An example is SAUNDZ, which is available in the Apple iTunes Store.
Using the application, learners can look at a text description, listen to the standard
pronunciation, and imitate the visual animation. Furthermore, the application can record
the pronunciation of users and "match" it with standard pronunciation. Learners can listen
to the audio and find their mistakes. The application provides rich instruction and
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effective audio feedback. As stated in the slogan of the application, users can “hear it, see
it, record it, and compare it!”
2.3.2.3 Visual Feedback - Spectrogram
Automatic Speech Recognition (ASR) technology can analyze a user’s speech in
real time and transcribe the spoken language into text or spectrogram (Stuckless, 1994).
Developers put a spectrogram in an English pronunciation training application to give
users visual feedback so learners could know which part of the word is mispronounced.
“Tell Me More English” is a typical example. In the application, the pronunciation
of the user is recorded and transcribed into a spectrogram. Users can visually compare
their pronunciation with standard pronunciation. This kind of application is helpful for
tone and prosodic training, but “segmental errors cannot be shown clearly in this kind of
application” (Hansen, 2006).

2.4

Visual Feedback of Lip Movement

Monitoring mouth shape movement is another way to provide visual feedback to
learners. Arai and Oda developed an application called “Lip Reading AI” in 2007. The
system allows users to look at their mouth shape movement and compare it with standard
mouth shape movement. To make the application more efficient, in 2012, Arai and Oda
integrated computer graphic (CG) animation into the application. They created the user’s
3D face model in advance. Then, the model was used to show the standard pronunciation
mouth shape movement. In this way, it was easier for users to compare, as individual
differences were eliminated.
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The application was evaluated in a study in which eight kindergarten boys and girls
participated. They took three tests, in which they practiced their pronunciation with
moving picture only, voice only, and moving picture together with voice. Their
pronunciations were evaluated before and after their practice. “After pronunciation
practice, children’s pronunciation is improved by 3-9% from before pronunciation
practice for all three cases. This result implies that their pronunciation is certainly
improved” (Arai & Oda, 2012, p. 128).
The problem with this approach is that it can only help to improve single sounds.
For a word or a sentence, the mouth shape will change too quickly, and it will be difficult
for the user to compare two videos side by side.
There are a lot of English pronunciation applications and most of them are helpful in
improving the pronunciation of learners (Al-Qudah, 2012; Talebi & Teimoury, 2013). As
this review of the literature indicates, researchers have provided support for rich and
effective pronunciation instruction, but more work needs to be done to provide real-time
visual feedback.

2.5

Computer Vision Technology

Computer vision technology can be used to extract information from an image or a
sequence of images (Sonka et al., 2008). By using this technology, people’s lip contour
can be extracted and analyzed to help lip reading, recognition, etc.
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2.5.1

Face Detection

As the very first step for visual speech recognition, cascade classification is used to
detect whether a face exists in an image. Cascade classification is a process that uses pretrained classifiers to detect the input image and find interest areas, which means the areas
likely to show the object (face/object) (Viola & Jones, 2001).
Haar Feature-based Cascade classifiers are one type of cascade classifiers widely
used in face detection. According to Viola and Jones, initially, hundreds of positive
images (images with faces) and negative images (images without faces) are used to train
the classifier. Then useful features are extracted in this process.
Viola and Jones found that the up-down two-rectangle feature and the threerectangle feature are useful features in face detection. The up-down two-rectangle feature
means “adjacent regions have the same size but the sum of the pixels within two
rectangular regions are different” (Viola & Jones, 2001, p. 512) . The three-rectangle
feature means “the sum within two outside rectangles subtracted from the sum in a center
rectangle” (Viola & Jones, 2001, p. 512). These two features are useful may be because
the eye region is darker than the surrounding skin, and the nose is brighter than the eyes.
With these relevant features, the classifier can detect images and find faces.

2.5.2

Lip Region Segmentation

For the extraction of the lip contour, accurately locating the lip region is the first
step. A number of methods have been put forward to detect the lip region. The first way
is to set color filtering (Wark, Sridharan, & Chandran, 1998) or transform color (Eveno,
Caplier, & Coulon, 2001) to enlarge the color difference between the lips and skin, and
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improve the accuracy of detection. Another way is anthropometric heuristics, which
considers the distances between eyes, nose, and mouth, and then locates the position of
the mouth (Qi, Sheng, & Xian-wei, 2009). Edge detection is also used to detect the mouth
position (Wang, Liew, Lau, & Leung, 2009).

2.5.3

Lip Contour Extraction from Video Sequences

But detecting the region of the lips is usually not enough. Accurate lip segmentation
is also needed. Deformable templates (Silsbee & Su, 1996), active shape models (Luettin,
Thacker, & Beet, 1996), and active contour models (Dalton, Kaucic, & Blake, 1996) are
three models that are widely used to detect accurate lip contour.
2.5.3.1 Deformable Templates
“A deformable template can be understood as a model of an object, by turning a set
of parameters, the template can be deformed to match the object in some optimal way”
(Hennecke, Prasad, & Stork, 1994, p. 580). For example, Hennecke used 11 parameters
to describe the shape, location, and contour of the lips template.
As the template is only influenced by the 11 parameters, the computation process
can be done quickly and the result is robust even in a complex environment.
2.5.3.2 Active Shape Model
According to (Caplier, 2001), as compared with detecting mouth shape frame-byframe, it is more effective and accurate to analyze mouth shape over an image sequence.
In his method, an average mouth shape, taken from the training of many mouth shape
images, is used as the initial shape of the first frame. Then a filter is used to predict the
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change of parameters (both mouth corners and Cupidon’s arch). By using the initial
shape, the prediction of parameters, and the lip position automatically detected in real
time, a more accurate lip contour can be detected.
2.5.3.3 Active Contour Model
"Snakes" are typical active contour models. According to (Lievin, Delmas, James, &
Gimel’farb, 2009), “active contours are deformable curves which evolve to minimize
their associated energy. The curves deform to minimize the attached energy from their
initial position towards a final position” (p. 183). There are two categories of energy
work on the contour: internal energy and external energy. External constraint forces are
responding to put the snake near the desired features using image information.
Active contour model is used to automatically detect the lines, edges, or subjective
contours (Kass, Witkin, & Terzopoulos, 1988, p. 321).

2.6

Summary

This chapter provides an overview of English pronunciation education and English
phonetics. Self-evaluation, monitoring articulatory gestures, and self-repetition were
introduced and presented as three important and useful strategies that have been used by
students learning English pronunciation.
The positive effects of CALL software in pronunciation education are explained, and
some CAPT application examples are given. This chapter also outlines the computer
vision technology in detecting lip contours.
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In the next chapter, the prototype system framework and evaluation methodology
will be introduced.
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CHAPTER 3. FRAMEWORK AND METHODOLOGY

The purpose of this research is to “develop a computer vision aided approach which
may improve the pronunciation of international students” and “to evaluate the approach
to see to what extent the approach could improve”. For the evaluation part, internal
factors should be eliminated to ensure the changes were a result of the research variables.
A true-experimental design was an appropriate research method and in this design,
students were divided into an experimental group and a control group. In the research, the
pretest and posttest were designed to eliminate individual English differences. Both
quantitative and qualitative data were collected.
This chapter introduces the system workflow and algorithm. The evaluation methods
that are used in this research, including framework, population, sampling, measurement
unit, data collection, and analysis methods, are also outlined.

3.1

Theoretical Framework

My approach emphasized practice and feedback, two important factors that
influence the improvement of pronunciation. Language learning, especially pronunciation
training, is an iterative process of feedback and practice. CALL software could serve as
“an anxiety-free, widely accessible and personalized tutor that fills the gap between the
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shortage of qualified language teachers and the growing need from the students” (Yuen et
al., 2011, p. 85).
The CAPT software that is commonly used by educators provides detailed and
accurate pronunciation instruction, with a variety of information including text,
pronunciation audio, standard pronunciation video, and two-dimensional animation.
However, from my experience, feedback is often absent in software used daily. In recent
years, ASR technology was developed and used in CAPT software. To some extent, it
provided feedback by scoring learners. Some literature (Kim, 2006; Yuen et al., 2011)
proved that providing feedback with ASR technology was useful and effective.
Arai & Oda (2012) argued that visualized feedback, along with phonetics, could
improve the pronunciation performance of learners.
The feedback of my approach focuses on visual feedback of mouth lip movement.
Computer vision technology can be used to detect lip contour and be used to provide
visual feedback to learners. By using computer vision technology, the computer can
compare the learner’s mouth movement with standard mouth movement and give visual
feedback automatically.

3.2

Prototype System Framework

To evaluate the proposed approach, I developed a functional prototype system. This
prototype automatically compared users' mouth shape movement with standard mouth
shape movement and provided visual feedback to users. The workflow of this prototype
is introduced in this section, and the system's algorithm is briefly introduced.
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3.2.1

Workflow

Figure 3.1 shows the workflow of the system.

Figure 3.1 System workflow
In the comparison step, the computer will detect the user’s mouth corners (shown in
Figure 3.2). Based on the two mouth corners, the prototype system would change the size
of a standard pronunciation mouth shape and overlay it with the user’s pronunciation
mouth shape. In Figure 3.3, the red contour is a standard mouth movement contour,
which indicates that the user opened her mouth too big.

Figure 3.2 Two key points (green)
3.2.2

Figure 3.3 Lip contours overlay
Algorithm

Computer vision technology was used to detect users' lip contours. There were three
steps to extract lip contour (Lievin et al., 2009):
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Step One: Lip segmentation
1. Transform color space from RGB (red-green-blue) to HI (hue and intensity).
2. Segmentation of the mouth area.
Step Two: Determine Mouth characteristics.
1. Detect mouth corners.
2. Detect top and bottom points of mouth.
Step Three: Lip contour
1. Based on key points, the snake active contour model was used to extract mouth
contour.
In the first step, image color was transformed from RGB to HI. The luminance of
the image was used to detect lip region. To decrease the dependence on light conditions,
hue was used together with image luminance. “The hue transform was defined using the
G and B channels as the difference between red and green is greater for lips than skin”
(Saeed & Dugelay, 2010, p. 2). After image color transformation, Haar cascade
classification (Viola & Jones, 2001) was used to detect the lip region.
The purpose of Step Two was to detect the key points. “Areas of darkness usually
occur at the inner border of lips on horizontal mouth transitions” (Lievin et al., 2009, p.
181). The vertical minima of the image could be used to detect the position of mouth
corners. An accurate result is easier to get since the detection area was limited to the
close vicinity of the mouth. The vertical gradient could be used to detect top and bottom
points, as these two points are darker than surrounding skin (Caplier, 2001).
Finally, based on the four key points, in Step Three the snake active contour model
(Kass et al., 1988) was used to extract the lip contour.
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3.3

Evaluation

This section introduces the methods, participants, data collection and data analysis
tools that were used in the evaluation research.

3.3.1

Evaluation Method

Pretest-posttest control group within subjects design was used to evaluate the
system.
Pretest-posttest control group design is a true-experimental design that is often used
in the evaluation of education methods (Campbell & Stanley, 1963). Many of researchers
have used this research design to evaluate their pronunciation applications (e.g., AlQudah, 2012; Arai & Oda, 2012), because its advantages ensure internal validity. In
pretest-posttest control group design, there are two groups: a control group and an
experimental group. Subjects in each group should take a pretest and a posttest. In preand posttests, the subject will test on the same test items. Through comparison of the
results of the pre- and posttests, the effects of treatment can be measured. Through
comparison of the results of the control group and the experimental group, the difference
between different treatments can be measured.
Campbell & Stanley (1963) pointed out that pretest-posttest control group design is
the most used of the recommended designs in the methodological literature because it can
control many internal invalidity sources such as history, maturation, testing,
instrumentation, selection bias, statistical regression, mortality, and selection interaction.
In this study, I used pretest-posttest control group design to test the effects of the system
on English second language pronunciation learning.
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Within-subjects design means the same subject serves in both treatments. The
strengths of within-subjects design is increasing the power of experiment. As one subject
serves both in a control group and an experimental group, as the number of subjects
increases, statistical power increases. Another advantage is that within-subjects design
could decrease error variance. In between-subjects’ design, much of error variance is due
to the difference between the control group’s subjects and the experimental group’s
subjects. However, in within-subject design, every subject is his own control group. This
greatly decreases error variance (Hall, 1998).
The weakness of within-subjects design is that the subject’s experience in the first
treatment may influence his performance in the second treatment, which is called
“carryover effects”. To reduce the influence of carryover effects, I randomly chose the
sequence of treatments.

3.3.2

Study Environment

This study was conducted at Purdue University, West Lafayette, Indiana. Purdue
University has the second-largest international student population among U.S public
universities: 4,900 undergraduate international students and 2,900 graduate international
students. These people brought essential cultural diversity to the campus and enriched
Purdue’s academic environment. However, these benefits would not be realized if there
was a language barrier. As a result, Purdue University provides language services, such
as the Writing Lab and the Oral English Proficiency Program (OEPP), to help
international students to overcome their language barriers. The huge second-language-
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student population provided a good environment for my research, and the diverse
language services provided convenience to the research.

3.3.3

Population

All of the participants were EFL learners. Part of the participants of this study were
from ENG 620: “Classroom Communication in ESL for International Teaching
Assistants”. ENG 620 is a course provided by the Oral English Proficiency Program for
prospective international teaching assistants (TAs). The purpose of this class was to
improve the English proficiency of students, especially in spoken English. Therefore, the
students of this class seemed to be an appropriate population for this research.

3.3.4

Sampling Approach and Sample Size

I conducted two sampling approaches. First, I went to the ENG 620 classroom and
talked to students face to face. Second, I sent out emails to international students to
recruit participants. According to the research design, twenty EFL learners would be
needed.

3.3.5

Unit of Measurement and Variables

This study’s research question was “How will EFL learners’ pronunciation be
influenced by a computer vision aided pronunciation training approach?” So, an
individual learner was the unit of measurement in this study.
In this experiment, there are three kinds of variables: independent, dependent and
controlled variables. Treatment is the independent variable. There are two treatments:
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using the system to practice pronunciation and using video to practice pronunciation.
Pronunciation accuracy of learners is the dependent variable and the pronunciation words
is the control variable.

3.3.6

Data Collection

Both qualitative and quantitative data were collected in this study. To get
quantitative data, I first chose a group of words, let subjects read the words and recorded
the pronunciation of the subjects before they practiced the pronunciation of the words
with the treatment. After they practiced the pronunciation of the words with the
treatment, I recorded their pronunciation again. In this way, I got two videos, which were
the data results of pretest and posttest. Then each pronunciation in the videos were
graded. The scores are quantitative data.
In addition to the quantitative data, qualitative data was collected via interviews.
Interview questions included two sections. The first section was about the students’
background, age, gender, race, and years of learning English. The second section was
about the perceptions of using the computer vision assisted pronunciation training
approach for pronunciation learning. Questions included: “Do you think the feedback that
was given by the system is useful?” and “Do you think your pronunciation accuracy is
improved?” Their answers were collected, recorded, and transcribed.

28
3.3.7

Data Analysis

For quantitative data, the means of individual student pronunciation scores in pretest
and posttest were calculated. Then, based on individual pronunciation means, group
means were calculated.
A paired sample t-test for mean was used to analyze the differences between two
groups’ means to see if the system had a positive effect on pronunciation learning.
Statistical significance was used to determine if significant differences existed between
the scores of the experimental group and the control group.
Qualitative data were obtained through identify and transcription. Then these data
were analyzed to get patterns and themes to see if these patterns helped to answer the
research questions.

3.4

Summary

This chapter describes the system framework and algorithms. It also introduces the
evaluation methodology including the experiment method, environment, target
population, data collection and data analysis method. In the next chapter, the
development process of the system will be present.
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CHAPTER 4. SYSTEM DESCRIPTION

To approve my hypothesis of using mouth shape to correct pronunciation, I
developed a prototype system to test different ways of training and evaluate the
effectiveness of the method. Throughout the system development process, system
effectiveness is the first principle of development. The current system is the result of
several revisions. This chapter introduces the layout and detailed workflow of the system.
I will also introduce the development process of the system. Some thoughts and
discussions of the system's development are at the end of this chapter.

4.1

Overview

The figure 4.1 below is the layout of the system. There are three parts: word lists,
operation buttons and player windows.
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Figure 4.1 Layout of the system
The systems keeps a repository of words and their pronunciation videos. Since this
system is a prototype to evaluate the proposed pronunciation training method, I only
collected sixteen words in the repository. There were two principles used in choosing
these words: they include obvious mouth shape movement changes, and they have some
challenges for the participants.
The standard pronunciation was produced by a professional English trainer. The
mouth shape movement contour was extracted from the video. To get accurate and
smooth contour, I chose a quiet studio with good lighting conditions to complete the
recording, as lighting is very important to the extraction of contour. If the lighting is not
uniform, for example if there is shadow under the lower lip, then when the frame of the
video is converted to a grayscale image, the lip will mix with the shadow, and the edge
cannot be detected correctly.
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In this paper, these videos are referred as standard video. Later the users will use
these standard videos to compare and adjust their pronunciation and mouth movements.
To use this system, the user chooses the word that he wants to practice. The player
window in the lower right-hand corner will show the corresponding standard
pronunciation video to the user. Then the user can compare his/her own mouth shape
movement with the standard one by interacting with the system following these steps:
start the camera, detect self-mouth corners, record self-pronunciation, and play the mouth
shape movement comparing the video. To compare the user’s mouth shape with the
standard one, the mouth shape movement video is created by overlaying the standard
mouth shape movement contour (blue lines) onto the recorded pronunciation video. The
user may easily compare and find his own mistakes through the help of blue lines.

4.2

Workflow

Figure 4.2 Interaction flow and working flow of the system
There were two challenges I needed to solve in order to accurately compare the
user's mouth with the standard one. First, people's mouths are different sizes, so I had to
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accurately match the two mouths by resizing and positioning them. Second, I had to
synchronize a start time point to have the two sequences of mouth motions start at the
same time.
In Figure 4.2, we see that there are three steps to complete the mouth corner
detection command, which is my solution to resize and position the two mouths. Before
the user records self-pronunciation, his mouth corners should be detected so that the
system can know how wide the user’s mouth is and then change the size of the standard
mouth to create comparison video. To capture the user’s mouth corners, the system will
first find the user’s face, then the lower third will be recognized as the mouth region.
Then the corners are detected, but the detection area is smaller than the mouth region.
Because of the smaller detection area, it is easier to obtain accurate mouth corners. To be
even more accurate, the user needs to adjust the value of the threshold to make the system
effective for different people in different lighting conditions. In the system, the threshold
parameter controls how the grayscale image is converted into a binary image. The value
of every pixel in a grayscale image is between 0 and 255. When the image is converted
into binary image, the value of every pixel will change to 0 or 1. The threshold will
determine the value of each pixel. If the value of a pixel is higher than the threshold, it
will be 1 (white). If it is lower than the threshold, it will be 0 (black). Normally, the
user’s mouth corners are the darkest points. When the threshold rises above 0, the mouth
corners will change to black color before any other points will. By adjusting the
threshold, mouth corners can be more easily detected. In summary, through pushing
forward detection, accurate mouth corners are obtained.
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In playing the mouth shape movement comparison video, corner detection is
conducted again but is automatically based on the chosen threshold, because the user may
sway slightly in the interval of corner detection and recording. To make sure that the
standard mouth corners overlay correctly on the user’s mouth corners, corner detection is
conducted again on the first frame of the recorded video.

4.3

Explorations in the System Development Process

I encountered a lot of problems in the process of system development. For example:
the accuracy of mouth corner detection, the start point of video recording, and the
playback of the mouth shape movement comparison video. This section will introduce
these problems and the solutions to these problems.

4.3.1

Matching the Start Point of Mouth Movement

To overlay two mouth movements, I had to synchronize the start point of the two
mouth movements. To find an accurate start point, I investigated several solutions.
4.3.1.1 Sound Detection
At the beginning, I wanted to use audio peaks to detect exactly when the user started
to pronounce a word. However, after looking at the standard pronunciation video, I found
that before making the sound, people often already opened their mouths. As the purpose
of this system is to compare the recorded pronunciation video with the standard mouth
shape movement video, using audio peaks to find the initial point of sound is inaccurate.
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4.3.1.2 Mouth Movement
Since mouth movement is often one step ahead of making a sound, could I use
visual mouth movement as the start point of recording? Based on the initial mouth corner
positions, I set a specific movement range and if the relative corner positions moved out
of the range, the system assumed the user started pronunciation.
After completing this function, I recruited some subjects to test this system and
found out the result of this method did not work well, because some users (notably Asian
ESL learners), tended to not open their mouth very wide when they speak. This
phenomenon decreased the reliability of the system.
4.3.1.3 Countdown Timer
Finally, I adapted a countdown timer to control the start point of the recording (also
the start point of playing back the comparison video playing). When the user clicks the
"Record" button, a countdown number shows on the button to remind the user of the
remaining time of the start recording. When the number changes to "Recording", the user
starts pronunciation. In this way, the system will know at which point the standard mouth
shape movement video should overlay onto the recorded video. Besides that, as users’
response time are different, the user can manually delay start points to fit individual
reaction time.

4.3.2 Play Function Development
After the development of the record function, I developed the play function in which
the standard pronunciation video overlaid onto the recorded video to provide direct visual
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feedback to users. To ensure that the standard pronunciation video was shown clearly and
effectively, several changes were made in the process of development.
4.3.2.1 Standard Pronunciation Video
At first, I wanted to show more information about the position of lips, teeth and
tongue, so I directly overlaid the standard pronunciation video onto the recorded video
(Figure 4.3).

Figure 4.3 The overlay of the recorded video and standard pronunciation video
However, too much information and similar colors made it hard to distinguish
between the user’s mouth and the standard mouth. Directly overlaying two videos is not a
good way to visualize the mouth shape movement information.
4.3.2.2 Standard Mouth Shape Movement Video
To make the comparison video more effective, it is necessary to extract partial
information from the standard pronunciation video and put it into the comparison video. I
created a method to overlay the standard mouth shape movement video onto the recorded
video. To extract the information from the standard mouth shape movement video, I
transferred the frames of the standard pronunciation video into binary images to find the
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mouth region, then detected the edges of the mouth, and finally filled any holes left over
in the center of the mouth contour (Figure 4.4).

Figure 4.4 The extraction process of standard mouth shape movement video
After the standard mouth shape movement video was extracted, it was directly
inserted into the recorded video. However, the standard mouth contour consisted of many
individual pixels (Figure 4.5). The distance between these pixels increased when the
mouth was opened widely. This discontinuous contour might block the effect of standard
mouth shape movement visualization. So instead of using individual pixels, I plotted lines
between points (Figure 4.6).

Figure 4.5 Discontinuous mouth contour
4.4

Figure 4.6 Continuous mouth contour

System Development Discussion

I tried different computer vision technologies during the development process of the
system. With the help of computer vision technology, people could effectively extract the
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features from images and videos. For example, in the system, lip contours were extracted
from videos which were made by a sequence of images. However, computer vision
technology also has its disadvantages. "The most significant and fundamental technical
limitation to computer vision is its robustness in the face of changing environmental
conditions” (Guan, Bayless, & Neelakantan, 2011). Different lighting, different users,
and even different skin tones can lead to different results. To increase the robustness of
the system, I let users adjust the threshold according to different lighting. I also limited
the area of detection to decrease the influence of the environment. These methods
increased the accuracy of the detection but at same time increased the workload of the
users.
“Computer vision also requires significant computing resources. Data processing
and analytics in computer vision systems is usually intensive and requires large amounts
of computational resources and memory (Adrian, Steven, & Radha, 2012).” In the
development process, I deeply felt this point as the system is real time application,
calculating speed is important for recording and smooth playing of videos.
Although robustness of the environment and calculating speed are two limitations of
the system, it basically realized the initial design and implemented necessary functions,
which can be used to evaluate the proposed pronunciation training method. Next
chapters, the evaluation of the system will be introduced.
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CHAPTER 5. EVALUATION

I conducted an evaluation based on the developed prototype system to answer these
research questions: whether the mouth shape matching approach would improve English
as a Foreign Language learners’ pronunciation, and to what extent the approach could
improve EFL learners’ pronunciation. In this chapter, the evaluation preparation, data
collection and data analysis are presented.

5.1

Evaluation Method

To eliminate the influence of the English proficiency differences between different
participants, pretest - posttest control group design was used to evaluate the effect of the
approach by comparing it with the standard mouth shape movement video. The
difference between posttest and pretest, which is also called “gain score”, would be
recognized as the result of the treatment. In other words, in the experimental group, the
gain score is the result of using the system to practice the words’ pronunciation. In the
control group, the gain score is the result of using the standard video to practice the
words’ pronunciation. By analyzing gain scores, I wanted to find out if the pronunciation
for each student had improved or not.
To increase statistical power, a within subjects design was conducted, which means
a participant took part in the control group and the experimental group at the same time.
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To accomplish this design, two groups of words, A and B, were provided. Participants
randomly used one treatment to practice one group of words’ pronunciation. However, a
main weakness of within subjects design is the experience in one group may influence the
participant’s performance in the other group. The sequence of using treatment was
different for different people, so there were four cases.
Table 5.1 Different experiment combinations
First Round

Second Round

Case 1

Group A + System

Group B+ Video

Case 2

Group A + Video

Group B + System

Case 3

Group B + System

Group A + Video

Case 4

Group A + Video

Group B + System

Table 5.1 shows the different experiment combinations. In this way, both the control
group and the experimental group could have many subjects, thus increasing the power of
experiment.

5.2

The Selection of Test Words

Because I used within test design, two groups of words were needed. To ensure that
treatment was the only independent variable, test words had to be controlled, which
meant that the difficulty of the two word groups needed to be similar.
Moreover, as the purpose of this evaluation was to test whether lip movement
feedback could improve EFL learners’ pronunciation, the pronunciations of the words
chosen had to have obvious mouth shape movement.
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Finally, these words had to include common pronunciation problems for EFL
learners.
Based on the three principles above, I borrowed a word list from the Oral English
Pronunciation Program (OEPP), which was used to diagnose EFL learners’ pronunciation
issues. I invited a linguistic student to help me analyze the word list. In 53 pairs of
phonetic symbols, there were about 10 pairs of phonetic symbols that have obvious
mouth shape changes when pronounced, so we chose words that included these phonetic
symbols.
For evaluation purpose, I selected only 16 words. Two words were taken out of
Group C, and were used as an illustration to help subjects learn how to use the prototype.
The other 14 words were divided into two groups.

5.3

Participants

The target population of the experiment was EFL learners. To diversify the
participants, I not only went to OEPT courses but also recruited participants through
email and through face-to-face conversation. Finally, 22 EFL learners from different
countries, and age groups were recruited. But in the test procedure, one female participant
used a camera to practice control group words and another female read the wrong words.
These two participants failed the test. So there were 20 sets of valid data. The figures
below show the detailed information of the 20 participants.
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Figure 5.1 The age of participants

Figure 5.3 Gender

Figure 5.2 Country

Figure 5.4 Years of living in USA

Figure 5.1 is the age distribution of the participants. As the participants were
recruited from Purdue University, all of them were college students. The age range is
from 17 to 38. About 50% of the participants were about 22 years old. Most of these
participants were from China (Figure 5.2), and three of them came from India. There
were 9 females and 13 males (Figure 5.3). As years of learning English could not
accurately measure English proficiency, especially for students who were not living in an
English culture environment before, I counted the years of living in the USA instead of
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the years of learning English (Figure 5.4). Sixty four percent of the participants had lived
in the USA for one or two years.

5.4

Data Collection

There were three stages of data collection: video data collection, qualitative data
collection, and quantitative data collection.

5.4.1

Video Data Collection

After the participant signed the consent form, I randomly assigned an experiment
combination to the participant. For example, for the first round: using video to practice
Group A’s words; for the second round: using the prototype to practice Group B’s words.
Then, in the first round, two videos were taken before and after the subject’s practice. In
the second round, another two videos were shot.
During this stage, 88 videos of 22 participants were collected.

5.4.2

Qualitative Data Collection

After the experiment, the subjects were required to take a survey. Besides some
participants’ information, there were 7 questions.
5. Do you think you have problems in the pronunciation of the given words?
6. Do you think the system is helpful to your pronunciation?
7. Do you think you improved the accuracy of your pronunciation?
8. Do you think you improved in the words’ segmental pronunciation?
9. Do you think the feedback (graphics, video) provided by the system is helpful?
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10. Will you use this software to practice your pronunciation in the future?
11. Comments / Advice.
Except for Question 7, a five-points rating scale was used for the other 6 questions.
In a five-points rating scale, the agreement increased as the points increased. 1 meant
“strongly disagree” and 5 meant “strongly agree”.

5.4.3

Quantitative Data Collection

To determine whether there was significant improvement in the pronunciation of
participants, video data was evaluated and converted to quantitative data.
To enforce investigator triangulation, I recruited two linguistics students who were
native English speakers to help evaluate the videos. A five-points rating scale (Bongaerts,
Van Summeren, Planken, & Schils, 1997) was used in the evaluation.
1. Very strong foreign accent: definitely nonnative.
2. Strong foreign accent.
3. Noticeable foreign accent.
4. Slight foreign accent.
5. No foreign accent at all: definitely native. (p. 456)
I used the five-points rating scale was because the evaluators were not trained before
their evaluation. Their opinions on a same pronunciation may have been different. The
five-rating scale could make their evaluations more consistent.
To protect privacy and ensure the unbiasedness of the evaluation, a number was
used to name each video and there was no relationship between the number and the pre-/
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post-test. For each word’s pronunciation, evaluators graded on overall pronunciation,
mouth shape movement and segmental pronunciation three features.

5.5

Data Analysis

This section presents the analysis process and results of the quantitative and
qualitative data.

5.5.1

Quantitative Data Analysis

The research question was: whether the method was able to improve the
pronunciation of EFL learners; in other words, whether the mean of post-test
pronunciation is higher than the mean of pre-test pronunciation. As a formula, this
sentence is expressed as μpost > μpre.
There were two evaluators who graded the pronunciation, so every word had two
scores. I averaged each word’s score first. Then the average score of each word was
added up to calculate the mean of the entire group of words by dividing it by the number
of the words in the group. The group mean is also the participant’s pronunciation mean.
After the participant’s pretest and posttest pronunciation means were calculated,
paired two sample t test for mean was used in order to test the hypothesis. The Table 5.2
shows the result of the overall pronunciation scores after using the system. It indicates
there was improvement in the participants’ pronunciation. However the improvement is
not significant (p=0.767).
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Table 5.2 T-test: pre-post pronunciation for means

Mean
Variance
Observations
df
t Stat
P(T<=t) one-tail
t Critical one-tail
P(T<=t) two-tail
t Critical two-tail

A-postA-preOverall
Overall
3.68631 3.588839
0.339708 0.405357
20
20
19
0.742412
0.233459
1.729133
0.466917
2.093024

The scores of the mouth shape movement and segmental pronunciation features
were also analyzed, and the results showed that after using the system, the participants
improved but not significantly.
I then analyzed control group data to test whether or not the practice time was too
short. If the control group also had no significant improvement, it was probably because
participants could not make great improvement in less than a half-hour practice.
However, the analysis showed that the pronunciation of the participants in the control
group did make significant improvement (p=0.993).
But there was one thing which attracted my attention, notably that the pronunciation
scores of the words “vowel” and “I’m” were significantly improved after using the
system (pvowel=0.9689, pI’m=0.9876), while using the standard video alone did not
improve these two words’ pronunciation significantly (pvowel=0.8688, pI’m=N/A). Table
5.3 and Table 5.4 show the pronunciation means’ change from pretest to posttest by using
the different methods. When the mean scores were decreased after using the methods, I
signed “N/A” to the p-value.
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Table 5.3 Pre-post pronunciation means’ change by using the video
Mean

Rush

Vent

Than

Thigh

Saw

I’m

Technology

Pre

3.875

3.75

3.8636

2.7273

3.583333

3.6875

3.7083

Post

3.8333

3.875

3.8636

3.3636

4.125

3.5625

3.9167

P-value

N/A

0.6885

0.5

0.9693

0.9851

N/A

0.8306

Mean

Vowel

Then

Sunder

Pick

Nine

Walt

Campus

Pre

2.6875

3.4444

4

3.7778

3.75

2.8

4.125

Post

3.125

3.7778

4.125

3.8889

3.8125

3.1

4.375

P-value

0.8688

0.8904

0.7008

0.3112

0.6076

0.7236

0.915

Table 5.4 Pre-post pronunciation means’ change by using the system
Mean

Rush

Vent

Than

Thigh

Saw

I’m

Technology

Pre

3.6875

4

3.5556

3.0556

4.125

2.7

4.375

Post

3.625

3.75

3.9444

3.3333

4.25

3.4

4.3125

N/A

N/A

0.9231

0.7996

0.3872

0.9876

N/A

Mean

Vowel

Then

Sunder

Pick

Nine

Walt

Campus

Pre

2.4583

3.4091

3.4167

4.0455

3.7917

3.3333

4.125

Post

3.2083

3.5901

3.625

4.0455

3.5

2.8889

4.0417

P-value

0.9689

0.7345

0.8412

0.5

N/A

N/A

N/A

P-value
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In summary, the quantitative data partially supported the hypothesis. For some
words (vowel, I’m), after using the system to practice English pronunciation, the mean of
posttest pronunciation is higher than the mean of pre-test pronunciation. However, for the
other words, there were no significant improvement. Therefore, this approach cannot be
generalized to improve pronunciation of all English words in general.

5.5.2

Qualitative Data Analysis

I collected participants’ opinions on the system. Figure 5.5 shows the results for
questions about the helpfulness of the system.

Figure 5.5 Opinions on the helpfulness of the system
More than 95% of the participants agreed that the system improved their
pronunciation accuracy and the segmental pronunciation features. They thought that the
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mouth shape movement feedback was helpful and they would like using this system in
the future.
At same time, a lot of advice about the system was given. Thirty percent of the
participants pointed out that there were too many operation steps to use the system. This
distracted the learners. Twenty percent of the participants thought the system could be
improved if mouth detection was more accurate. More suggestions were made, such as
adding sound analysis to the system, giving verbal suggestions to the user and providing
both male and female pronunciation videos.
Although there were some deficiencies in the system, the qualitative data show that
the participants approved the effectiveness of the system.

5.5.3

Discussion

Why did only the pronunciation of “vowel” and “I’m” show significant
improvement while the pronunciation improvement of other words was limited? I
consulted the evaluator and tried to figure out if there are some differences between these
two words and the other words tested.
After discussion, we decided that there were two main reasons for this.
The first reason, for “I’m” and “vowel”, is that there is a larger difference in the way
that the vowel is produced. But in pronouncing the other words, “then” and “than”, there
is a subtle difference in the opening of the mouth, which is a phonological distinction
between mid and low level vowels. Since most non-native speakers will not have this
distinction in their vowel inventories, they may not have the capacity to hear or see the
difference in the opening of the mouth. Another discrepancy was that “then” and “than”
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were put into two separate groups in the test, thus making it even harder for participants
to notice the difference. But the words “I’m” and “vowel” contain diphthongs which
require motion during the production of the sound. They require continuous closing of the
mouth and are followed by a bilabial stop (/m/) and lateral liquid (/l/). The significant
improvement in the pronunciation of these two words may be due to better production or
to watching the slow and continuous rise of the oral tract.
Another reason may be that, for some words, the wrong pronunciation is not related
to the mouth shape movement, as in “rush”. The evaluator said he noticed some
participants’ pronunciation sound strange even when the mouth shape movement was
correct. So may be the reason why the method could not improve every word’s
pronunciation.
But why did using the standard pronunciation video improve every word’s
pronunciation? Why could not the participants use the standard pronunciation video in
the system to make significant improvement? After analyzing the video, I found it may
be because the participants were forced to compare their mouth shape movement with the
standard mouth shape movement. They could not pay enough attention to other
information, like the sound of standard pronunciation video. Besides that, some
participants hesitated and tried to remember the correct mouth shape movement when
they pronounced the words. But the hesitation and deliberation made their pronunciation
sound strange.
Also, because the participants worked hard and tried to improve in their mouth
shape movement, they gave positive feedback on the system in the after test survey.
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In summary, the system could not improve every word’s pronunciation in the
evaluation because the system could only improve pronunciations that had obvious
mouth shape movement. If the word’s mouth shape movement was not obvious or the
pronunciation issue was not related to mouth shape movement, the computer vision aided
English pronunciation training was not able to help very much.

5.6

Summary

In this chapter, I introduced the evaluation process of the computer vision aided
English pronunciation prototype system. A combination of quantitative and qualitative
data was used to improve the effectiveness of the evaluation. However, the results of
quantitative data show only two words’ pronunciation were significantly improved.
Why? After discussion, I found that the mispronounced phonetic symbols in these two
words have a larger mouth shape movement. In the next chapter, while considering the
result of the data analysis and discussion, I will give the conclusion of the thesis.
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CHAPTER 6. CONCLUSION AND FUTURE WORK

Based on the evaluation data and discussion of the last chapter, this chapter will
present the conclusion of the thesis. After that, future improvements of the prototype and
the generalization of the approach will also be discussed.

6.1

Conclusion

As an EFL learner, I started with my own experience and proposed the idea to
develop a computer vision aided English pronunciation application to improve the
pronunciation of EFL learners. I developed a prototype system to test this idea. The
collected quantitative data partially supported the hypothesis. For a portion of the
selected words, through using the prototype system, the users’ pronunciation was
significantly improved. However, for a larger portion of the words, there was no
significant improvement. Apparently, this approach cannot be generalized to all English
words, but may be useful for a certain number of words.
This thesis states the research questions, and describes the process of the system
development, evaluation test and data analysis. Through analyzing the data, the
conclusion is that, computer vision aided English pronunciation training has limitations in
improving the pronunciation of EFL learners. These limitations mean that the method can
only improve the pronunciation of some words.
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6.2

Future Improvements

This thesis is not the end of the computer vision aided English pronunciation
training method. More improvements to the system and evaluation could be done in the
future. Here I suggest several potential improvements.

6.2.1

Evaluation

There are some shortcomings of the current evaluation process. For example, the
pronunciation evaluators were not trained before they graded pronunciations. Also
because the evaluators were not trained, a five-point rating scale was used. But this rating
scale is too small and does not aid obtaining efficient data. So in future evaluations, a tenpoint rating scale should be used and the evaluators should be trained before their
evaluations. Besides that, using a bigger group of evaluators could also increase the
evaluation accuracy.

6.2.2

Prototype System

In the current system, there are 6 buttons needed to complete one word’s practice.
The user needs to start camera, then detect mouth corners every time he practices. Too
many buttons and operation requirements distract user. The system could be more
efficient if the operation requirements were reduced in the future. More work needs to be
done to improve the accuracy of mouth detection, synchronizing the recorded video and
the standard mouth shape movement video, and visualizing the standard mouth shape
movement. The interface of the system is another important aspect that could be
improved in the future.

53
In addition, to make the system more helpful, more functions could be added to the
system such as sound and verbal feedbacks. I believe after improvement and perfection,
this method could be helpful in improving the pronunciation of EFL learners.

6.2.3 Expanding the Words
Apparently the proposed method is useful for certain words. I believe many such
words exist whose pronunciation can be improved by using my proposed method. I will
do more research to find additional applicable words in the future. I think this method
should not be only used for individual words. Some similar phonetic sounds could also be
improved by using this method, for example, [ɛ] and [æ]. These similar phonetic sounds
could be tested together using my method to compare, practice and improve
pronunciation. The slight mouth shape difference could be pointed out to the learner,
combining it with the proper pronunciation sound. In this way, I believe leaners’
pronunciation would improve.

6.3

Future Generalization

The method that I proposed has several limitations not only for target pronunciations
but also with the technology needed to complete the accurate mouth shape movement
detection without environmental influence. Computer vision technology is developing
rapidly today, and I believe in the near future, the technology limitations will be solved.
After that, this method could be used in daily pronunciation learning. For example, a
full functional application for smartphones could be developed to help EFL learners. This
method could also be combined with audio wave analysis to provide efficient feedback to
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learners. I would like to generalize the idea and I believe that this method could help a lot
of EFL learners who are struggling with improving their English pronunciation.
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