This article examines the relation between changing categorization decision rules and the nature of the underlying perceptual representation. Observers completed a matching task that required them to adjust the length and orientation of a single line stimulus until they perceived it to "match" a second line stimulus (Alfonso-Reese, 1996 . The same observers then completed four categorization tasks with the same stimuli. Data from the matching task were used to estimate a perceptual representation for each stimulus and observer. Three hypotheses regarding potential interactions between categorization decision rules and perceptual representation were examined. One assumed that there was no interaction between decision rules and perceptual representation. The second assumed that linear categorization rules affect the perceptual representation differently from nonlinear categorization rules. The third assumed that dimensional integration rules affected the perceptual representation differently from decision rules that require the observer to set a criterion along one stimulus dimension while ignoring the other; this is referred to as decisional selective attention. The results suggested that (a) the matching task perceptual representation provided a good account of the categorization data, (b) decisional selective attention affected the perceptual representation differently than decisional integration, and (c) decisional selective attention generally decreased the perceptual variability along the attended dimension.
require the observer to integration information across dimensions when generating a response. A comparison of decisional selective attention and decisional integration rules was a major focus of Nosofsky's (1986) study. Using an exemplar-similarity approach, Nosofsky found that the similarity relations among items in the multidimensional (MDS) psychological space differed qualitatively across the two types of decision rules. Although an important finding in its own right, one weakness of the exemplar-similarity approach is that it does not separate perceptual processes from decisional processes. Thus, it is unclear whether the "selective attention" effect observed by Nosofsky (1986) is due to changes in perceptual processes, decisional processes, or both. A major focus of the current research is to determine the locus of this "selective attention" effect. To achieve this goal we utilized a different theoretical approach, decision bound theory, that postulates separate and uniquely identifiable perceptual and decisional processes.
The following two (second and third) sections of the article briefly review the relevant literature, and introduce briefly decision bound theory. The fourth section details the methods, and the fifth section reports the results and theoretical analyses. Finally, we close with some general comments.
Effects of Perceptual Representation on Categorization Performance It is clear from psychophysics research that perceptual processing is probabilistic--that is, repeated presentations of the same stimulus yield different perceptual effects (e.g., Ashby & Townsend, 1986; Geisler, 1989; Geisler & Albrecht, 1997; Geisler & Chou, 1996; Green & Swets, 1967) . This is termed perceptual noise. Over trials, a single multidimensional stimulus can be represented perceptually by a multivariate probability distribution. Despite the importance of noise in perceptual processing, few categorization theories incorporate explicitly perceptual noise into their framework. Many theories assume that there is no perceptual noise, and that each category exemplar can be represented by a point in some multidimensional psychological space (e.g., Nosofsky, 1986) , or by a set of feature values (e.g., Medin & Schaffer, 1978) . Although this assumption may be reasonable with some artificial stimuli, this assumption is clearly incorrect when dealing with the dimensions of real-world object that shows noise to be a fundamental component of all perceptual systems. A notable exception is decision bound theory (also called general recognition theory) which is a generalization of signal detection theory to multidimensional stimuli (e.g., Ashby, 1992a; Ashby & Lee, 1991; , 1994 Ashby & Perrin, 1988; Ashby & Townsend, 1986; Kadlec & Hicks, 1998; Thomas, 1995) . For a two-dimensional stimulus, a bivariate normal distribution is assumed to describe the set of percepts. A bivariate normal distribution is described by a mean and variance along each dimension, as well as a covariance term, µ x , µ y ,σ 2 x , σ 2 y , cov xy , where the subscripts x and y denote dimensions x and y. Figure 1 depicts hypothetical equal likelihood contours for four stimuli constructed from the factorial combination of two levels along two dimensions x and y. With bivariate normal distributions the equal likelihood contours are always circular or elliptical. When the major and minor axes of the contour are parallel to the coordinate axes, the covariance (correlation) is zero. All four distributions in Figure 1 have zero correlation. A positive slope for the major axis implies a positive covariance (correlation), and a negative slope implies a negative covariance. The greater the variance along a dimension, the wider the contour in that direction. Notice that there is greater variance along dimension y for all four stimuli.
-
----------------------------------------INSERT FIGURE 1 ABOUT HERE -----------------------------------------
In decision bound theory, the experienced observer learns to divide the perceptual space into response regions, and assigns a categorization response to each region. The partition between separate response regions is called the decision bound. Within the framework of decision bound theory, the perceptual representation parameters are separate, and in most cases are uniquely identifiable, from the parameters that denote the decision bound. This is an important property of the theory because our goal is to tease apart the separate influences of perceptual and decisional processes.
In contrast, in exemplar models, such as Nosofsky's (1986) generalized context model, perceptual and decisional factors affect the nature of the psychological space, often operating on the same parameters. Thus, the perceptual representation parameters are not separate, and identifiable, from the parameters that define the decision process (see Nosofsky, 1998 for a discussion). For example, the attention weight parameter, w, in the generalized context model modifies the similarity relations among items in the psychological space, and thus has a strong effect on the equal similarity contour that separates the psychological space into two regions; one in which the probability of responding "A" is greater than 0.5, and the other in which the probability is less than 0.5. However, Ashby and Perrin (1988; see also Maddox & Ashby, 1998) showed that the attention weight parameter is directly related to the perceptual variance parameters in a simple version of decision bound theory in which the perceptual covariance matrices are identical across stimuli, and in which perceptual independence is satisfied, constraints that were not satisfied in the current study. Thus, the attention weight parameter is also directly related to the perceptual form of attention postulated in decision bound theory.
One approach to studying the effects of perceptual representation on categorization has been to estimate the perceptual representation and decision rule parameters simultaneously from data collected in several categorization conditions (e.g., . One weakness of this approach is that often too few degrees of freedom are available for testing general perceptual representations, and so simplifying assumptions are usually made. An alternative approach is to estimate the perceptual distribution parameters from data collected in one task, such as an identification task, and then to use the resulting perceptual representation to predict quantitatively performance in a series of categorization tasks using the same stimuli and observers. The advantage of this approach is that more general perceptual representations can be examined. Ashby and Lee (1991) took this approach and found that the perceptual representation estimated from identification provided a good description of performance across four different categorization conditions. [see also Kadlec & Hicks, 1998; Kingston, Macmillan, Dicky, Thorburn, & Bartels, 1997; Macmillan & Ornstein, 1998; Maddox & Ashby, 1996; Nosofsky, 1986; Wickens, & Olzak, 1992.] Effects of Categorization Decision Rule on Perceptual Representation A growing body of research suggests that the act of categorization might alter the structure of the perceptual representation (e.g., Ashby & Lee, 1991; Goldstone, 1994; Maddox & Ashby, 1996 ; however see Kadlec & Hicks, 1998) . For example, Ashby and Lee (1991; see also Maddox & Ashby, 1996) found that a perceptual representation that satisfied perceptual separability provided a better account of the categorization data than the perceptual representation estimated from the identification data 2 . In other words, the perceptual representation that best described the categorization data was different from the perceptual representation that best described the identification data. The implication is that the act of categorization changed the structure of the perceptual representation. Ashby and Lee (1991) did not examine the possibility that the perceptual representation might be altered differently be different categorization decision rules. They assumed that the perceptual representation was the same across all categorization conditions. We refer to this as categorization condition invariance because the representation is assumed to be invariant across categorization conditions. We test this categorization condition invariance hypothesis in the current study.
The hypothesis that categorization decision rules alter perceptual processes is supported by several results from the neuroscience literature. First, single cell recording work in the monkey suggests that the receptive fields and firing rates of cells change when the task demands change. In particular, there is evidence that the sensitivity of certain cells increase when the task requires decisional selective attention to a single relevant aspect of the stimulus (e.g., Desimone & Ungerleider, 1989; Moran & Desimone, 1985; Spitzer, Desimone, & Moran, 1988) . Second, there is widespread agreement that human attention is subserved by separate subsystems. Specifically, perceptual (i.e., visual) attention is mediated by a posterior system that includes visual cortex, much of posterior parietal cortex, the pulvinar, and the superior colliculus. Executive (i.e., conscious) attention is thought to be mediated by an anterior system that includes anterior cingulate, prefrontal cortex, and perhaps the basal ganglia and pulvinar (Ashby, AlfonsoReese, Turken, & Waldron, 1998; Desimone & Duncan, 1995; Goldman-Rakic, 1995; LaBerge, 1997; Olshausen, Anderson, & Van Essen, 1993; Posner & Petersen, 1990) . Maddox, Ashby, & Waldron (1999) tested empirically the hypothesis that these systems are functionally independent. Maddox, et al had four college-age observers participate in a categorization task that required the executive attention system to set a decision criterion along one stimulus dimension while ignoring another. On 80% of the trials the perceptual attention system was focused on the relevant stimulus dimension, whereas on the remaining trials the perceptual attention system was focused on the irrelevant dimension. Maddox, et al (1999) found support for the independence hypothesis, but also found evidence that the executive decisional system affected the perceptual representation. Taken together, these results suggest that categorization decision rules can affect the perceptual representation, and that this is likely when the categorization decision rule requires decisional selective attention to one aspect of the stimulus.
MATCHING-CATEGORIZATION EXPERIMENT
The primary goal of the present research was to investigate potential interactions between the categorization decision rule and the nature of the perceptual representation. Our approach was to have observers complete a matching task (referred to as the "noise measurement" technique by its developer Alfonso-Reese, 1996 ) that would be used to estimate a perceptual representation, and to have the same observers complete several different categorization tasks using the same stimuli 3 . On each trial of the matching task the observer is presented with two stimuli and the task is to adjust one of the stimuli until it "matches" the other. We collected a large body of data from the matching task, and then we used these data to estimate the parameters of a perceptual representation for each stimulus. The categorization data, specifically the observed categorization response probabilities for each stimulus, were then predicted quantitatively from the estimated perceptual representation. For completeness two other perceptual representations were also examined. One assumed perceptual separability (Ashby & Lee, 1991; Maddox & Ashby, 1996) , and the other assumed stimulus invariance-that is that the perceptual covariance matrix for each stimulus is identical . Three categorization condition invariance hypotheses were examined. One assumed that the perceptual representation was not differentially affected by different categorization rules (i.e., that categorization condition invariance was satisfied). The second and third hypotheses each instantiated a specific violation of categorization condition invariance.
METHOD

Observers
Three observers participated in the experiment. Observer 1 was the second author. Observers 2 and 3 were female college students from Arizona State University. All three observers had prior experience with these types of experiments and stimuli. Stimuli Matching. The stimulus set consisted of 12 lines selected from a set of 16 lines that were constructed from a factorial combination of 4 line lengths with 4 line orientations (see Figure 2a) . Previous research suggests that length and orientation are separable (e.g., Garner, 1974; Garner & Felfoldy, 1964; Shepard, 1964 ; however see Ashby & Lee, 1991; Ashby & Maddox, 1990; Maddox, 1992) . The four line lengths were 100, 112, 124, and 136 pixels. The four line orientations were .864, 1.021, 1.178, and 1.335 radians from horizontal. Observers were seated approximately 40 inches from the computer screen, and each stimulus subtended a visual angle of approximately one-degree. The stimuli were computer generated and displayed on a non-interlaced VGA monitor with 1024 X 768 resolution in a dimly lit room. Each line was presented in white on a black background 4 .
low-resolution monitors. This routine was not used in the present study, but an examination of the data did not reveal any obvious artifact of jaggedness. Lines that are nearer to horizontal or vertical tend to be more jagged, are probably easier to match, and thus should yield smaller variance estimates. This "jaggedness" hypothesis predicts that the orientation variance estimates should decrease with increasing orientation. Averaged across line length values, the orientation variance estimates generally decreased with increasing orientation, although the decrease was monotonic only for Observer 1. As a test of this hypothesis we conducted one-way within subjects ANOVA's separately for each of the four line length values. The observed significance levels were .08, .22, .38, and .29 for line lengths of 100, 112, 124, and 136 pixels, respectively. Assuming a lax α level of .10, since each ANOVA contained data from only 3 observers, only data for the line length of 100 pixels supported the "jaggedness" hypothesis. Even so, the anti-alias routine is extremely useful and should be applied whenever possible.
Categorization. The stimulus ensemble for each categorization condition consisted of 8 of the 12 matching task stimuli. The response mappings for the criss-cross, interior-exterior, linear integration, and decisional selective attention conditions are depicted in Figure 2b -2e, respectively. These conditions were modeled after those used by Nosofsky (1986) . Procedure Matching. On each trial, one of the 12 stimuli was selected at random with equal probability. This served as the standard stimulus on that trial. The center of the standard stimulus was presented 150 pixels to the left of the horizontal center of the computer screen and 10 pixels below the vertical center of the screen. The center of the comparison stimulus was presented 150 pixels to the right of the horizontal center of the computer screen and 10 pixels above the vertical center of the screen. The stimuli were offset vertically to minimize the possibility that the observer would use a matching strategy based solely on the endpoints of the stimuli. The length and orientation of the comparison stimulus were determined as follows. First, a length was selected at random from a uniform (-50, 50 pixel) distribution, and was added to the standard stimulus length. Second, an orientation was selected at random from a uniform (-.157, .157 radian) distribution, and was added to the standard stimulus orientation. These values were used to construct the comparison stimulus. The observer's task was to adjust the length and orientation of the comparison stimulus until it matched the standard stimulus. Four keys on the keyboard were used to control the adjustment. Two of the keys were used to adjust the length (longer or shorter), and two keys were used to adjust the orientation (steeper or shallower). Each key press led to a small change in the length or orientation of the comparison stimulus. Small adjustment amounts were chosen so that each unit of change would be imperceptible to the observer. Once the observer perceived the comparison and standard stimuli to match, he or she pressed another key, and the next trial was initiated. Observers were told "to be as accurate as possible". Each session consisted of four blocks of 30 trials with breaks in between each block. Categorization. After completing the matching task, each observer completed two one-hour sessions in each of four categorization conditions. The order of the conditions was randomized across observers. The condition orders were as follows. Observer 1: interior-exterior, decisional selective attention, linear integration, criss-cross. Observer 2: criss-cross, decisional selective attention, interior-exterior, linear integration. Observer 3: decisional selective attention, linear integration, criss-cross, interior-exterior. Each session consisted of four blocks of 200 trials for a total of 800 trials per session. Within each 200 trial block, each of the eight stimuli was presented 25 times. The stimulus sequences were randomized within blocks. The first session of each condition was considered practice and was excluded from all subsequent analysis.
In each condition the observers were instructed that there were two categories of line stimuli, and that their task was to categorize each stimulus into one of the two categories by pressing the appropriate key. Accuracy was emphasized over speed of responding. The timing of each trial was as follows. At the start of each trial a single line stimulus was presented (centered) on the screen for 300 ms, followed by a pattern mask. Once the observer responded corrective feedback was presented for 500ms, followed by a 1000ms blank screen and initiation of the next trial.
RESULTS AND THEORETICAL ANALYSES
Matching Task To estimate the perceptual representation, we computed the sample orientation and length means (mean vector entries), the sample orientation and length variances and the sample length-orientation covariance (covariance matrix entries). Because two stimuli were presented simultaneously in the matching task, these variance and covariance estimates actually represent the sum of the standard and comparison stimulus variances and covariances (AlfonsoReese, 1997). Assuming statistical independence between the percepts of the standard and comparison stimuli, we divided each entry in the covariance matrix by two 5 . The mean vector and covariance matrix was assumed to represent an estimate of the population parameters for each bivariate normal distribution of perceptual effects 6 . The perceptual distribution parameters for each observer are displayed in the Appendix (Table A-1) . 5 The independence assumption is likely incorrect, but in the present situation it should lead to a constant error across stimuli. Since even our simplest modeling application to the categorization data will allow for an additive constant to be applied to the perceptual variances, this "error" should not adversely affect our ability to interpret the data. 6 Two ancillary issues are addressed here. First, one could argue that some sessions should have been considered practice and excluded from the analyses. This is a reasonable argument, but we deemed it important to use all the data to obtain the most stable and accurate estimates of the distribution parameters. This is one reason that we used highly trained observers. Even so, we computed the distribution parameters after excluding Sessions 1 -3 and compared these with the parameters estimated from the complete set of data. The mean length estimates differed by As suggested by Alfonso-Reese (1997) , one advantage of the matching task is that statistical tests of the bivariate normality assumption can be performed. Following Alfonso-Reese (1997), Mardia's (1970 Mardia's ( , 1974 skewness and kurtosis tests of multivariate normality were performed on all 12 distributions for each observer using a liberal (α = .05), and a conservative (α = .01) significance value. Assuming a violation of bivariate normality results when both the skewness and kurtosis measures are significant, bivariate normality was rejected for 3, 0, and 7 of the 12 distributions for Observers 1 -3, respectively using a liberal alpha, and for 2, 0, and 4 of the 12 distributions (in the same order) for a conservative alpha. Thus, the bivariate normality assumption appears reasonable, although some violations were observed especially for Observer 3. Again following Alfonso-Reese (1997), we performed tests to determine whether the length and orientation values were statistically independent. When bivariate normality is assumed, statistical independence implies perceptual independence (see Equation 3 ). As a test of statistical independence, likelihood ratio tests (Wilks' Λ) were performed on all 12 distributions for all observers. The hypothesis that length and orientation are statistically independent was rejected for 1, 7, and 2 out of the 12 distributions (α = .05) and 0, 2, and 1 out of 12 distributions (α = .01) for Observers 1 -3, respectively. The details of these statistical tests are outlined in the Appendix.
Figures 3a -c display the equal likelihood contours (for likelihood = .003) estimated from the matching task for the 12 stimuli for Observers 1 -3, respectively. Several aspects of these plots are of interest. First, the representations are nearly perceptually separable, although some violations exist. This was expected as length and orientation is thought to be separable (Garner, 1974; Shepard, 1964) . Second, the contours are generally perpendicular to the coordinate axis; this result suggests perceptual independence, and converges with the results of our Wilks' Λ tests. Third, although not obvious from the plots, variability in perceived length increased monotonically as physical length increased. Specifically, variability in perceived length increased monotonically with physical length at each of the four orientations for Observers 2 and 3, and at 3 of 4 orientations for Observer 1. This result is predicted from Weber's law. Finally, notice that the resulting perceptual representations are quite similar across observers. The similarities among our equal likelihood contours and to those from previous research (e.g., Ashby & Lee, 1991) suggest that the matching task provided a reasonable approximation of the true perceptual distributions.
It is important to note that our analyses of these data provide only a rough estimate of perceptual noise. These analyses ignored the possibility that there was noise in the decision process (termed criterial noise). We tried to minimize the effects of criterial noise by: (a) using highly trained observers, (b) presenting the stimuli simultaneously, (c) using high-contrast displays, and (d) allowing the observer unlimited time to perform each trial. However, there was probably some criterial noise that is not being accounted for. Even so, one advantage of estimating the perceptual representation from one task (such as the matching task), and then using that representation to predict performance in another task (such as categorization), is that any changes in perceptual and criterial noise across tasks can be estimated. While we would prefer that "true" perceptual noise estimates could be garnered from the matching task, our dual-task approach should allow us to adequately tease apart these two sources of noise. Of course, the strongest test of our claim, that the matching task yields reasonable estimates of the perceptual representation, will come from actually applying this representation to the categorization data.
Categorization Task Accuracy Rates
The accuracy rates for the criss-cross, interior-exterior, linear integration, and decisional selective attention conditions for each observer are presented in Table 1. Table 1 also displays the average accuracy rates across the two .071, .018, and .541 pixels, and the length variance estimates differed by .196, 1.125, and .300 pixels squared for Observers 1 -3, respectively. In the same order, the mean orientation estimates differed by .0006, .0024, and .0014 radians, and the orientation variance estimates differed by .00001, .00005, and .00001 radians squared. Because these difference are quite small, it is unlikely that any of our conclusions would change if we had used Sessions 4 -12. Thus, we deem it appropriate to use data from all sessions to derive our distribution estimates. Second, there was some concern that our matching data might have been affected by the magnitude of the initial difference between the standard and comparison stimuli. When the initial difference was large, the observer might get tired of adjusting the comparison stimulus and accept a poor match. This would inflate our estimates of the perceptual variances and would undermine the usefulness of the matching task. To test this hypothesis, we computed the correlation between the error in matching (defined as the Euclidean distance between the standard length and orientation and the "matched" comparison length and orientation) and the initial error (defined as the Euclidean distance between the standard length and orientation, and the initial comparison length and orientation). Correlations were also computed separately for length and orientation. If highly dissimilar standard and comparison values led to large errors, then each correlation should be large and positive. The results were clear. Across the 12 stimuli and three observers, the correlations were not significantly different from zero. nonlinear decision rule conditions (i.e., criss-cross and interior-exterior), and across the two linear decision rule conditions (i.e., linear integration and decisional selective attention). Three results stand out. First, as expected the nonlinear decision rule conditions were more difficult for all observers than the linear decision rule conditions. Second, the interior-exterior condition yielded the lowest accuracy. Nosofsky (1986) also found this to be a difficult condition for observers. Finally, decisional selective attention and linear integration accuracy were approximately the same.
---------------------------------------------INSERT TABLE 1 ABOUT HERE ----------------------------------------------Model-Based Analyses
To facilitate model-based comparisons across length and orientation a method was needed to equate these two measures. To facilitate this goal, all orientation values (measured in radians) were transformed via a linear transformation with slope = 73.38, and intercept = 34.01. All model-based analyses were performed at the level of the individual observer. Maddox (1999; see also showed that averaging can alter the structure of the data in such a way that the correct model of individual observer performance might provide a poor account of the aggregate data.
Perceptual Representation Assumptions Three different perceptual representations were tested in their ability to predict quantitatively the categorization data. The perceptual representation assumptions are outlined in the first two columns of Table 2 . First, we tested the hypothesis that the perceptual representation, estimated from the matching task, was also the correct perceptual representation for the categorization tasks. Support for this hypothesis validates the matching task as a tool for estimating a perceptual representation. Second, we tested the hypothesis that a perceptually separable representation provides the best account of the categorization data (Ashby & Lee, 1991; Maddox & Ashby, 1996) . For completeness we also tested the hypothesis that a stimulus invariant perceptual representation provides the best account of the data ).
-------------------------------------------INSERT TABLE 2 ABOUT HERE --------------------------------------------Decision Bound Assumptions
All models assumed a quadratic decision bound in the criss-cross and interior-exterior conditions, and a linear decision bound in the linear integration and decisional selective attention conditions 7 . A separate criterial noise parameter was assumed for each of the four conditions for all but one model (to be described shortly). Ashby (1992a; see also showed that when the decision bound is quadratic, perceptual and criterial noise are identifiable, but when the decision bound is linear, only the sum of perceptual and criterial noise can be estimated. One of the advantages of modeling categorization data using a perceptual representation estimated from another task is that the perceptual and criterial noise parameters become identifiable, even when the decision bound is assumed to be linear.
Categorization Condition Invariance Assumptions Categorization Condition Invariance. The simplest assumption is that the perceptual representation in categorization is unaffected by different categorization decision rules. Thus, the same perceptual representation is assumed for all four categorization conditions. However, we do allow for the possibility that there might be a global change in the perceptual noise which results when the observer shifts from the matching task to the categorization task. This possibility was instantiated by estimating two scalars. One was added to the orientation variance for each stimulus, and the other was added to the length variance for each stimulus. These scalars were allowed to be negative with the constraint that none of the "scaled" variances was negative.
Linear Invariance/Nonlinear Invariance. This more general version assumes that the perceptual representation in categorization is affected by the nature of the categorization decision rule, and tests the specific hypothesis that nonlinear decision rules affect the perceptual representation differently from linear decision rules. The fact that categorization performance is strongly affected by the linearity of the categorization rule makes this an important hypothesis to test (see Ashby & Gott, 1988; Ashby & Maddox, 1990 Maddox, Ashby, & Gottlob, 1998; 7 A series of models were also applied that allowed quadratic decision bounds in all four conditions. In no case did these models provide a superior AIC fit value. In addition, a series of models were applied that assumed optimal decision bounds. These models performed poorly and will not be discussed further. Maddox & Bohil, 1998 ; see also Brehmer, 1987; Hammond & Summers, 1972; Mellers, 1980 for similar findings from the multiple cue probability learning literature; however see Medin & Schwanenflugel, 1981) . Specifically, we estimated one pair of additive scalars (one for orientation and one for length) that were applied to the nonlinear categorization conditions (i.e., criss-cross and interior-exterior), and another pair of additive scalars that were applied to the linear categorization conditions (i.e., linear integration and decisional selective attention).
Decisional Integration Invariance/Decisional Selective Attention Invariance. This version also assumes that the perceptual representation in categorization is affected by the nature of the category decision rule. It tests the hypothesis that categorization decision rules that require decisional integration of (or attention to) both dimensions lead to a different perceptual representation from categorization decision rules that require decisional selective attention to one dimension. see also Ashby & Lee, 1991; Maddox & Ashby, 1996; Maddox, et al, 1999) suggested that decisional selective attention may lead to a perceptual form of selective attention that affects the nature of the perceptual representation. To instantiate this, we estimated one pair of additive scalars that were applied to the decisional integration conditions (i.e., criss-cross, interior-exterior, and linear integration), and another pair of additive scalars that were applied only to the decisional selective attention condition. Unfortunately, in this model, the decisional selective attention criterial noise parameter is nonidentifiable with the additive scalars for the decisional selective attention condition. To alleviate this problem, we set the criterial noise parameter to zero and estimated only the scalars. Thus, in this condition the additive scalars represent the sum of the perceptual noise effect with the effects of criterial noise. Fortunately, our focus will be on a comparison of the two scalars with each other, so this nonidentifiability will not adversely affect the comparison.
The factorial combination of three perceptual representation assumptions with three categorization condition invariance assumption led to the development of 9 models each of which was applied simultaneously to the data from each of the four categorization conditions for each observer. The model parameters were estimated using maximum likelihood procedures (Ashby, 1992b; Wickens, 1982) and the goodness-of-fit statistic was AIC = 2r -2lnL, where r is the number of free parameters and L is the likelihood of the model given the data from the four categorization conditions (Akaike, 1974; Takane & Shibayama, 1992) 8 . For completeness, we also performed our analyses using sum of squared errors (SSE). We report only the AIC results, but the SSE results led to qualitatively similar conclusions. The total AIC summed across four categorization conditions for each of the 9 models is displayed in Table 3 . The three rows for each observer denote the three perceptual representation assumptions. The three columns of data denote the three categorization condition invariance assumptions. The best fitting model for each observer is displayed in bold type.
-------------------------------------------INSERT TABLE 3 ABOUT HERE --------------------------------------------
The hypothesis that different categorization decision rules have differential effects on the perceptual representation was supported by the data from Observers 1 and 2, but was not supported by the data from Observer 3. One hypothesis states that nonlinear decision rules affect the perceptual representation differently from linear decision rules, whereas the other hypothesis states that decisional integration rules affect the perceptual representation differently from decisional selective attention rules. For Observer 1 both hypotheses received support, although there was a slight advantage for the decisional integration/decisional selective attention hypothesis. For Observer 2, the linear invariance/nonlinear invariance rule was superior for the stimulus invariant and perceptually separable representations, but the decisional integration/decisional selective attention hypothesis was superior for the matching task perceptual representation. These results provide empirical support for Maddox and Ashby's (1998; see also Ashby & Lee, 1991; Maddox & Ashby, 1996; Maddox, et al, 1999) claim that decisional selective attention might lead to a form of perceptual selective attention. Perceptual selective attention results when the perceptual variance along 8 The AIC statistic penalizes a model for extra free parameters in such a way that the smaller the AIC, the closer a model is to the "true model," regardless of the number of free parameters. Thus, to find the best model among a given set of competitors, one simply computes an AIC value for each model, and chooses the model associated with the smallest AIC value. A major problem in model fitting is to avoid "local minima". Local minima occur when the parameter estimation algorithm identifies a set of parameters that are "locally" superior (i.e., provide the best fit), but are not "globally" superior. Although one can never be certain that they have obtained the global minima, procedures should be followed to minimize this possibility. Along these lines we tried multiple starting parameter values for all of our fits. We then chose the best of these fits when they did not converge to the same value. In addition, since many of our models were nested, we were able to use the parameters from a more restricted model as starting values for a more general model. These procedures likely improved our changes of identifying the global minima.
the decisionally attended dimension is small relative to the perceptual variance along the decisionally unattended dimension. To test this hypothesis we compared the additive scalars for the decisionally attended and unattended dimensions for all three observers and the best fitting perceptual representation (i.e., perceptual separability for Observer 1, and matching for Observers 2 and 3). For all three observers, the scalar on the attended dimension was much smaller than on the unattended dimension (Observer 1: 4.27 vs. 24.04; Observer 2: 1.78 vs. 88.99; Observer 3: -2.75 vs. 8.90, for attended and unattended dimension, respectively, in standard deviation units).
In addition, the fit of the best model for each observer was quite good. For example, the percent of responses accounted for (averaged across four categorization conditions) by the best fitting model was 99.18, 99.25, and 97.68 for Observers 1 -3, respectively. Even so, the null model (i.e., the model that provided a perfect account of the data) provided a significantly better account of the data than the best fitting model for all three observers (AIC for null model 174.76, 158.12, and 213.42, for Observers 1 -3, respectively). Clearly there is room for improvement in the model fits. The observed and predicted probability of responding "A" for the best fitting model for each condition and observer are presented in Table 4 .
The primary goals of this article were (a) to provide additional validation for the matching task as a method for estimating a perceptual representation, and (b) to examine empirically the relation between changing categorization decision rules and the nature of the underlying perceptual representation. The fits of the matching task were quite good, accounting for over 97% of the variance in each observer's categorization data. This along with the results of Alfonso-Reese (1997) validate the matching task is a good tool for estimating a perceptual representation. Three hypotheses regarding the relation between categorization decision rules and perceptual representation were tested. One hypothesis assumed that the perceptual representation remained unchanged across categorization decision rules. Although rarely stated explicitly, this categorization condition invariance hypothesis is the most common hypothesis made in previous research. A second hypothesis assumed that nonlinear decision rules have a different effect on the perceptual representation than linear decision rules. A third hypothesis assumed that categorization decision rules that require attention to both stimulus dimensions (termed decisional integration) have a different effect on the perceptual representation than decision rules that require decisional selective attention. The hypothesis that decisional integration affects the perceptual representation differently from decisional selective attention gained support from two observer's data. In addition, decisional selective attention led to a smaller perceptual variance along the decisionally attended dimension, and to a larger perceptual variance along the decisionally unattended dimension. To our knowledge this is the first study of its kind to contrast several forms of perceptual representation simultaneously with several hypotheses about potential interactions between categorization decision rule and perceptual representation. In addition, these data provide solid evidence that category decision rules, generally assumed to affect only decision processes, can also have a strong effect on perceptual processes, and the nature of the perceptual representation.
These results converge with those of Nosofsky's (1986; see also Maddox & Ashby, 1996) seminal study in showing that selective attention rules often affected the nature of the psychological representation differently from rules that required attention to all stimulus attributes. However, this study goes a step further by teasing apart the separate influences of decisional selective attention tasks on perceptual and decisional processes.
These results also converge with current thinking in the cognitive neurosciences, and a recently proposed neuropsychological theory of categorization. recently proposed a neuropsychological theory of categorization that postulates a COmpetition between Verbal and Implicit categorization Systems (COVIS). Briefly, the theory proposes two separate and competing categorization systems, one dominated by verbal categorization rules, and the other dominated by implicit (non-verbal) categorization rules. The implicit system bases its decision on a perceptual representation computed in some visual area (IT or lower), whereas the verbal system presumably uses a representation from object-based working memory (thought to be in ventrolateral prefrontal cortex; Baddeley, 1995) . Current theories of visual selective attention postulate separate attentional effects in low level visual areas, in IT, and in ventrolateral prefrontal cortex (e.g., LaBerge, 1995) . Thus, the perceptual representation used by the verbal system receives different (but overlapping) attentional processing than the representation used by the implicit system. In the current study it is reasonable to suppose that the decisional selective attention condition is dominated by a verbal rule (i.e., if the length is small then respond "A'; if the length is long then respond "B"), whereas the other three conditions are dominated by the implicit system (since no verbal rule exists that could adequately solve these categorization problems). Because the perceptual representations for the verbal and implicit systems receive different (but overlapping) attentional processing, it is possible that the representations would be affected differently. Clearly this reasoning is tentative and requires more rigorous empirical testing. Even so, these data and the current approach provide an interesting crossroads between traditional studies of categorization, and the growing interest in cognitive neuroscience.
This study provides important information regarding the potential interaction between changing decision rules and the nature of the perceptual representation in multidimensional perceptual categorization. Even so, it is important not to over-generalize these results. For example, this study focused exclusively on separable-dimension stimuli. This was a reasonable approach for this initial investigation, but clearly extensions to integral-dimension stimuli are in order. It is possible that interactions between the categorization decision rule and the nature of the perceptual representation will be different for integral-than for separable-dimension stimuli. In addition, the finding that decisional selective attention leads to a different perceptual representation than decisional integration needs to be examined further. Finally, it would be extremely useful to examine empirically the relation between the matching and identification tasks, and to relate each of these to categorization performance. Note: CC = Criss-Cross; IE = Interior-Exterior; LI = Linear Integration; DSA = Decisional Selective Attention. 
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