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THE SECOND BOUNDARY VALUE PROBLEM FOR A DISCRETE
MONGE-AMPE`RE EQUATION WITH SYMMETRIZATION
GERARD AWANOU
Abstract. In this work we propose a natural discretization of the second boun-
dary condition for the Monge-Ampe`re equation of geometric optics and optimal
transport. For the discretization of the differential operator, we use a recently pro-
posed scheme which is based on a partial discrete analogue of a symmetrization of
the subdifferential. Existence, unicity and stability of the solutions to the discrete
problem are established. Convergence results to the continuous problem are given.
1. Introduction
In this paper we propose a natural discretization of the second boundary condition
for the Monge-Ampe`re equation. Let Ω and Ω∗ be bounded convex domains of Rd.
Let f ≥ 0 be an integrable function on Ω and R > 0 a locally integrable function
on Ω∗. We are interested in discrete approximations of convex weak solutions in the
sense of Aleksandrov of the model problem
R(Du(x)) detD2u(x) = f(x) in Ω
χu(Ω) = Ω∗,
(1.1)
where χu denotes the subdifferential of the function u.
Crucial to our analysis is the point of view that the unknown in (1.1) is a function de-
fined on Rd whose behavior at infinity is prescribed by the second boundary condition.
In other words, the equation χu(Ω) = Ω∗ gives the asymptotic cone of the convex
body prescribed by the convex function u on Ω. We review the notion of asymptotic
cone in section 2. We approximate Ω∗ by convex closed polyhedra K∗ ⊂ Ω∗ and give
an explicit formula for the extension of a mesh function uh on Ω which guarantees
that the latter has an asymptotic cone K associated with K∗ so that χuh(Ω) = K
∗.
One then only need to apply the discrete Monge-Ampe`re operator in this class of
mesh functions, c.f. (3.11) below. It was thought [22, p. 24] that ”dealing with an
asymptotic cone as the boundary condition is inconvenient”.
In this paper we consider Cartesian grids and a generalization of the discretization
of the Monge-Ampe`re operator proposed by Mirebeau [20] for the Dirichlet prob-
lem. The left hand side of (1.1) is to be interpreted as the density of a measure
ω(R, u, .) associated to the convex function u and the mapping R c.f. section 3.1.
It is defined through the subdifferential of u. We define a discrete analogue based
on a symmetrization of a discrete version of the subdifferential. There is no explicit
approximation of the gradient in our scheme.
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Equations of the type (1.1) appear for example in optimal transport and geometric
optics. While there have been previous numerical simulations of the second boundary
value problem (1.1), c.f. [13, 10, 25, 19], advances on theoretical guarantees are very
recent [19, 9, 17]. The approach in [19, 17] is to enforce the constraint χu(Ω) = Ω∗
at the discrete level at all mesh points of the computational domain. Open questions
include uniqueness of solutions to the discrete problem obtained in [17] and existence
of a solution to the discrete problem obtained in [19] for a target density R only
assumed to be locally integrable.
Our work is closer to the one by Benamou and Duval [9] who proposed a conver-
gence analysis based on the notion of minimal Brenier solution. Our analysis relies
exclusively on the notion of Aleksandrov solution with guarantees on existence and
uniqueness of a solution to the discrete problem. Unlike the approaches in [19, 9, 17],
we do not use a discretization of the gradient in the first equation of (1.1). Perhaps
the main difference of this work with [9] is that we do not view the second boundary
condition as an equation to be discretized. Analogous to methods based on power di-
agrams [14, 18], the unknown is sought as a function over only the domain Ω with the
second boundary condition enforced implicitly. That feature is lacking in [9] leading
to an artificial treatment of the nonlinear discrete problem.
The discrete 2D Monge-Ampe`re operator based on lattice basis reduction used in [9]
MALBR(uh) and our discrete Monge-Ampe`re operator ωs(R, uh, .), are both consis-
tent for (a class of) quadratic polynomials in the case R = 1 with ωs(1, uh, x) ≤
MALBR(uh)(x) at a mesh point x.
We note that the approaches in [14, 18] for example which are related to the Oliker-
Prussner discretization [23], do not discretize the first equation in (1.1) but solve a
related optimal transport problem which may not be available for some generalizations
of (1.1) which appear in geometric optics.
The symmetrization of a discrete version of the subdifferential, c.f. section 3.2, is
not necessary for the second boundary condition. For uniqueness of a solution to the
discrete problem, the symmetrization requires us to assume that 1/2Ω∗−1/2Ω∗, the
Minkowski sum of 1/2Ω∗ and −1/2Ω∗, is contained in Ω∗. This holds for example
when −Ω∗ ⊂ Ω∗, an assumption fulfilled in all numerical experiments in [9].
The uniqueness of a solution of the discrete problem is important for the use of globally
convergent Newton’s methods. The assumption 1/2Ω∗ − 1/2Ω∗ ⊂ Ω∗ can be easily
avoided with the use of the non symmetric discrete version of the subdifferential [5].
This leads to a new closely related scheme based on lattice basis reduction method
which we consider in [2]. We believe that the discretizations of the Monge-Ampe`re
operator based on an integration on a set related to the subdifferential, such as the
one analyzed in this paper, are fundamental in the sense that they allow a natural
geometric proof of uniqueness for the second boundary value problem. Uniqueness
for other schemes, such as the one we consider in [5, 2], can then be obtained from
the former through a perturbation argument.
Existence of a solution and the convergence of the discretization are established for
constant densities R and when R is homogeneous of degree s ≤ 0, −Ω∗ = Ω∗ with R
even. The arguments rely on a comparison between set functions associated with the
3symmetric and non symmetric discrete subdifferentials. Again, these restrictions seem
due to the symmetrization. We choose to present the arguments for the symmetric
version because of its connection, mentioned above, with the numerical experiments
in [9]. Convergence of the discretization does not assume any regularity on solutions
of (1.1).
The implementation of the method we introduce in the case R 6= 1 may require a
numerical integration, the effect of which we study in [3]. Obviously the discretization
of the second boundary value problem proposed in this paper can also be applied to
the Oliker-Prussner discretization of the Monge-Ampe`re operator [23]. We wish to
discuss this case as well as numerical experiments in a separate work [4].
We organize the paper as follows: In the next section we review the notion of asymp-
totic cone of convex bodies. This leads to the extension formula. In section 3 we
introduce some notation and recall the interpretation of (1.1) as [22] ” the second
boundary value problem for Monge-Ampe`re equations arising in the geometry of con-
vex hypersurfaces [8] and mappings with a convex potential [11].” We then describe
the numerical scheme. Existence, uniqueness and stability of solutions are given in
section 4. In section 5 we give several convergence results for the approximations.
2. Asymptotic cone of convex bodies
The purpose of this section is to review the geometric notion of asymptotic cone and
give an analytical formula, with a geometric interpretation, for the extension to Rd
of a convex function on a polygon Ω, in such a way that it has a prescribed behavior
at infinity, i.e. asymptotic cone a polygon K.
Let v be a convex function on Rd. For y ∈ Rd, the normal image of the point y (with
respect to v) or the subdifferential of v at y is defined as
χv(y) = { q ∈ R
d : v(x) ≥ v(y) + q · (x− y), for all x ∈ Rd }.
For y ∈ Ω, the local normal image of the point y (with respect to v) is defined as
∂v(y) = { q ∈ Rd : v(x) ≥ v(y) + q · (x− y), for all x ∈ Ω }.
Since we have assumed that Ω is convex and v is convex, the local normal image and
the normal image coincide for y ∈ Ω [15, Exercise 1].
2.1. Cones. Following [8], denote by Ed the Euclidean space. We will use the nota-
tion PQ for the vector with initial point P and endpoint Q. We will often identify
R
d with the Euclidean space Ed. In that case, for p, q ∈ Rd, q − p denote the vector
with initial point p and endpoint q.
Let L be a line in Ed, A be some point of L, and e ∈ Rd be a direction vector of L.
The sets
L+A,e = {X ∈ L,AX = λe, λ ≥ 0 },
and
L−A,e = {X ∈ L,AX = λe, λ ≤ 0 },
are the rays of L with vertex A. Any convex set consisting of the union of rays with a
common vertex is called a convex cone. The common vertex of all these rays is called
the vertex of this cone. Formally
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Definition 2.1. A set K ⊂ Ed is a cone with vertex A if for X ∈ K, we have
A+ λ AX ∈ K for all λ > 0.
LetM be a set. We denote by KA(M) the set of points lying on the rays starting from
the point A ∈ M and contained in M . If there are no such rays, we set KA(M) = A.
We say that a set K1 is a parallel translation of K2 if K2 = e+K1 for some direction
e ∈ Rd. It is known that when M is convex, KA(M) is a convex cone independent of
the point A ∈ M (up to a parallel translation) called asymptotic cone of the convex
set M [8, Theorem 1.8 and Corollary 1]. Formally
Definition 2.2. The asymptotic cone K(M) of the set M is defined for A ∈M as
{B ∈ L+A,e for e ∈ R
d and L+A,e ⊂M } = {B = A+ µe, µ ≥ 0, e ∈ R
d,
A+ λe ∈M ∀λ ≥ 0 }.
We recall the following equivalent characterization of the asymptotic cone [1].
Lemma 2.3. Let M be a closed set and A ∈ M . The following two statements are
equivalent
(1) L+A,e ⊂M
(2) ∃λk ∈ R, λk →∞ and ∃Ak ∈M such that Ak/λk → e.
Proof. Assume that L+A,e and let λk →∞. Then Ak = A+ λke ∈M and Ak/λk → e.
Conversely suppose λk → ∞ and Ak ∈ M is such that Ak/λk → e. Put dk =
(Ak − A)/λk. Then Ak = A + λkdk ∈ M and dk → e. Let λ > 0 and choose k
sufficiently large such that λ ≤ λk. Since M is convex
A + λdk =
(
1−
λ
λk
)
A+
λ
λk
Ak,
is in M and hence its limit A+ λe is in M as M is closed. 
LetK∗ ⊂ Rd be a convex polygon with vertices a∗1, a
∗
2, . . . , a
∗
N . Define for (p, µ) ∈ Ω×R
the convex function
kp,µ(x) = max
1≤i≤N
(x− p) · a∗i + µ.
Recall that the epigraph of kp,µ is the convex set
Kp,µ = { (x, w) ∈ R
d × R, w ≥ kp,µ(x) }.
Lemma 2.4. The epigraph of kp,µ is a convex cone in E
d+1 with vertex (p, µ) and
hence is equal to its asymptotic cone. Furthermore, the epigraph of kp,µ can be obtained
from the one of kq,γ by a parallel translation.
Proof. As the maximum of convex functions, kp,µ is a convex function and hence Kp,µ
is a convex set.
We now show that Kp,µ is a cone with vertex (p, µ). Let (q, γ) ∈ Kp,µ. We show that(
p+ λ(q − p), µ+ λ(γ − µ
)
∈ Kp,µ. Since (q, γ) ∈ Kp,µ we have
γ ≥ (q − p) · a∗i + µ, ∀i = 1, . . . , N.
5It follows that
µ+ λ(γ − µ) ≥ λ(q − p) · a∗i + µ, ∀i = 1, . . . , N.
From the definition of kp,µ we have µ + λ(γ − µ) ≥ kp,µ(p + λ(q − p)) which proves
the claim.
Next, we show that Kp,µ = Kq,γ+(q−p, γ−µ). It is enough to show that η ≥ kp,µ(r)
if and only if η + (γ − µ) ≥ kq,γ(r + (q − p)). But this follows immediately from the
definition.
Finally it is immediate that a cone is equal to its asymptotic cone since by definition
Kp,µ(Kp,µ) ⊂ Kp,µ and moreover, by definition of a cone, Kp,µ ⊂ Kp,µ(Kp,µ). 
To the convex polygon K∗ we associate the cone K ≡ K0,0. Recall that Kp,µ =
K + (p, µ).
2.2. Unbounded polyhedra. Following [8], the pointsX0, X1, . . . , Xk are in general
position if the vectors X0X1, . . . , X0Xk are linearly independent.
A convex closed set M in Ed is called a k-convex body, if M contains k + 1 points in
general position, but does not contain k + 2 points in general position.
A k-convex body F in Ed+1 is called a k-convex solid polyhedron, if F is the inter-
section of a finite number of closed half spaces.
A d-convex polyhedron is the boundary of a (d+1)-convex solid polyhedron in Ed+1.
Every d-convex polyhedron S can be decomposed into the finite union of d-solid
convex polyhedra (lying in Ed). These d-solid convex polyhedra are called d-faces of
the convex polyhedron S.
Applying this process of decreasing dimensions of the faces of S we finally obtain the
zero-faces of S which are called the vertices of S or the vertices of the corresponding
(d+ 1)-solid convex polyhedron M such that S = ∂M .
We call polyhedral angle a convex body formed by three or more planes intersecting at
a common point, called the vertex of the angle. The asymptotic cone of an unbounded
or infinite solid convex polyhedron is a polyhedral angle.
Theorem 2.5. [8, Theorem 4.2] Every solid infinite convex polyhedron is the convex
hull of its vertices and its asymptotic convex polyhedral angle, which is placed at one
of its vertices.
2.3. Minkowski sum and sweeping. Let A and B be two subsets of Ed+1 and put
for b ∈ B
Ab = b+ A.
The Minkowski sum of A and B is defined to be A + B = { a + b, a ∈ A, b ∈ B }.
Then we have
A +B = { b+ A, b ∈ B }
= ∪b∈BAb.
We say that the sum A +B is obtained by sweeping the set A over B,
(2.1) A+B = ∪b∈BAb.
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2.4. Convex extensions. Let (a1, u1), . . . , (am, um) be a set of points in E
d+1 and
assume that the convex hull of these points is a domain S with (a1, u1), . . . , (ap, up)
p ≤ m, on the lower part of its boundary. We recall that a point x is on the lower
part of the boundary of S if x− (0, . . . 0, λ) /∈ S for all λ > 0. Let K1 be a polyhedral
angle with vertex at (a1, u1) and consider the infinite convex solid polyhedron M
which is the convex hull of K1 and the points (a1, u1), . . . , (am, um). We denote by
P the convex polyhedron which is the boundary of M . It defines a piecewise linear
convex function u on Ed such that
u(ai) = ui, i = 1, . . . , p.
Our goal is to determine for (x, u(x)) /∈ S a formula for u(x). Let us assume that the
polyhedral angle K1 has boundary given by the graph of the function
ka1,u1(x) = max
1≤j≤N
(x− a1) · a
∗
j + u1,
for given vectors a∗j , j = 1, . . . , N .
Lemma 2.6. Let S denote the convex hull of the points (ai, ui), i = 1, . . . , m of
Ω × R. And let K denote the polyhedral angle with boundary given by the graph of
max1≤j≤N x · a
∗
j . Then the closure of the convex hull M of S and the polyhedral angle
K + (a1, u1) is given by S +K.
Proof. Let x ∈M and put Ai = (ai, ui), i = 1, . . . , m. There exists points Ci ∈ K, i =
m+ 1, . . . , n for an integer n and scalars αi, i = 1, . . . , n such that
x =
m∑
i=1
αiAi +
n∑
i=m+1
αi(A1 + Ci), with
n∑
i=1
αi = 1, 0 ≤ αi ≤ 1.
Since K is convex and the origin O ∈ K,
(∑m
i=1 αi
)
O +
∑n
i=m+1 αiCi ∈ K. On the
other hand
∑m
i=1 αiAi +
∑n
i=m+1 αiA1 ∈ S. Thus M ⊂ S + K. Since S is closed
bounded and K closed, S +K is closed. Thus M ⊂ S +K.
Let now x ∈ S +K, i.e. x =
∑m
i=1 αiAi + z with z ∈ K and
∑n
i=1 αi = 1, 0 ≤ αi ≤ 1.
We have x =
∑m
i=1 αi(Ai + z). Let ǫ > 0 and consider the point
Aiǫ = A1 + z + (1− ǫ)(Ai −A1) = ǫ(A1 +
z
ǫ
) + (1− ǫ)Ai.
The point Aiǫ is a convex combination of a point inK1 and a point in S. Thus A
i
ǫ ∈M .
As ǫ→ 0,
∑m
i=1 αiA
i
ǫ →
∑m
i=1 αi(Ai + z) = x. This proves that x ∈ M . The proof is
complete. 
Theorem 2.7. Let S denote the convex hull of the points (ai, ui), i = 1, . . . , m of
Ω × R. Assume that the projection Ω˜ on Rd of the lower part of S has vertices
ai, i = 1, . . . , p. Let K denote the polyhedral angle with boundary given by the graph
of max1≤j≤N x · a
∗
j . The convex hull M of S and the polyhedral angle K + (a1, u1)
defines a piecewise linear convex function u which is given for x /∈ Ω˜ by
u(x) = min
1≤i≤p
max
1≤j≤N
(x− ai) · a
∗
j + ui.
7Proof. Put Ki = (ai, ui) +K for the translate of K by (ai, ui). Note that (x, u) ∈ Ki
if and only if (x− ai, u− ui) ∈ K or u− ui ≥ max1≤j≤N(x− ai) · a
∗
j .
We have by (2.1)
M = S +K = ∪(s,µ)∈SK(s,µ).
We conclude that
(2.2) u(x) = inf
s∈Ω˜
max
1≤j≤N
(x− s) · a∗j + u(s).
We need a representation formula for u which involves only the points ai ∈ Ω˜, i =
1, . . . , p. By construction for x /∈ Ω˜, we have χu(x) ⊂ { a
∗
1, . . . , a
∗
N }. In other words,
there exists r ∈ Ω˜ and k, 1 ≤ k ≤ N such that u(x) = (x−r) ·a∗j+u(r). If a
∗
k ∈ χu(x),
then
(2.3) u(x) = inf
s∈Ω˜
(x− s) · a∗k + u(s).
Let x0 /∈ Ω˜ and assume that a
∗
k0
∈ χu(x0). Then there is a subset Ω0 ⊂ Ω˜ such that
u(x0) = (x0 − s) · a
∗
k0
+ u(s), s ∈ Ω0.
In particular, for s ∈ Ω0, the plane (x, (x − s) · a
∗
k0
+ u(s)) is a proper face of the
polyhedral angle K(s,u(s)). We show that Ω0 ∩ ∂Ω˜ 6= ∅. Note that Ω˜ is closed. For a
given integer i, consider the closed set
Vki = { x /∈ Ω˜, a
∗
ki
∈ χu(x) }.
If Vki ∩ Ω˜ = ∅, we choose xi+1 ∈ ∂Vki closest to Ω˜ and a
∗
ki+1
∈ χu(xi+1). Since N is
finite, for some integer l, we have Vkl ∩ Ω˜ 6= ∅. Let now xl+1 ∈ Vkl ∩ Ω˜.
On Vkl ∩ Ω˜, u will be given by a face of K(xl+1,u(xl+1)). That is, on Vkl ∩ Ω˜ 6= ∅, we
have
u(x) = (x− xl+1) · a
∗
kl
+ u(xl+1).
A priori, as a∗kl ∈ χu(xl), we have on Vkl ∩ Ω˜, u(x) = (x− r) · a
∗
kl
+ u(r), r ∈ Ω˜. But
xl+1 ∈ Vkl ∩ Ω˜ as well, so that
(x−xl+1) · a
∗
kl
+u(xl+1) = (x−xl+1) · a
∗
kl
+(r−xl+1) · a
∗
kl
+u(r) = (x− r) · a∗kl +u(r).
Since a∗kl ∈ χu(xl+1) and using the above representation of u on Vkl ∩ Ω˜ we obtain
u(x0) ≥ (x0 − xl+1) · a
∗
kl
+ u(xl+1),
and hence by (2.3)
(x0 − xl+1) · a
∗
kl
+ u(xl+1) ≤ u(x0) ≤ (x0 − xl+1) · a
∗
kl
+ u(xl+1).
Therefore u(x0) = (x0 − xl+1) · a
∗
kl
+ u(xl+1). We conclude that for x /∈ Ω˜
(2.4) u(x) = inf
s∈∂Ω˜
(x− s) · a∗k + u(s).
Next, we observe that if s = λp1 + (1 − λ)p2 with p1, p2 ∈ Ω˜, λ ∈ [0, 1] and u linear
on the line segment [p1, p2] joining p1 to p2, then
λ
(
(x− p1) · a
∗
k + u(p1)
)
+ (1− λ)
(
(x− p2) · a
∗
k + u(p2)
)
= (x− s) · a∗k + u(s).
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It follows that for s ∈ [p1, p2]
min{ (x− p1) · a
∗
k + u(p1), (x− p2) · a
∗
k + u(p2) } ≤ (x− s) · a
∗
k + u(s).
Otherwise, if (x−s) ·a∗k+u(s) < (x−p1) ·a
∗
k+u(p1) ≤ (x−p2) ·a
∗
k+u(p2) for example,
we would have λ
(
(x−p1)·a
∗
k+u(p1)
)
+(1−λ)
(
(x−p2)·a
∗
k+u(p2)
)
> (x−s)·a∗k+u(s).
In other words, the minimum of the linear function −s · a∗k + u(s) for s on the line
segment [p1, p2] is reached at an endpoint.
Next, we note that the piecewise linear function u induces a simplicial decomposition
of Ω˜ with u linear on each simplex. If s is in a simplex T such that T ∩ ∂Ω˜ 6= ∅ and
we consider a line segment L through s with endpoints on opposite faces of T ,
min
s∈L
(x− s) · a∗k + u(s) ≥ min
s∈∂L
(x− s) · a∗k + u(s).
Continuing this process with simplices of decreasing dimension, we obtain
u(x) = min
1≤i≤p
max
1≤j≤N
(x− ai) · a
∗
j + ui,
that is, the minimum is reached at a vertex on the boundary of Ω˜. The proof is
complete. 
Theorem 2.8. Let S denote the convex hull of the points (ai, ui), i = 1, . . . , m of
Ω × R. And let K denote the polyhedral angle with boundary given by the graph of
max1≤j≤N x · a
∗
j . Then the closure of the convex hull M of S and the polyhedral angle
K + (a1, u1) has asymptotic cone K + (a1, u1).
Proof. We prove that K(a1,u1)(S +K) = K(a1,u1).
We first note that if S ⊂ T and A ∈ S, then KA(S) ⊂ KA(T ). Indeed if B ∈ KA(S),
then there is a direction e such that B ∈ L+A,e ⊂ S ⊂ T . Since K(a1,u1) ⊂ S +K we
have K(a1,u1) = K(a1,u1)(K(a1,u1)) ⊂ K(a1,u1)(S +K).
Let now B ∈ K(a1,u1)(S + K). Put A1 = (a1, u1). Let e such that B = A1 + µe for
some µ > 0 and L+A1,e ⊂ S +K. We show that L
+
A1,e
⊂ A1 +K.
By Lemma 2.3 there exists a sequence λk →∞ and sequences sk ∈ S and bk ∈ K such
that (sk+ bk)/λk → e. But S is compact and so we may assume that the sequence sk
converges to s ∈ S. This implies that sk/λk → 0 and hence bk/λk → e. By Lemma
2.3 again, L+O,e ⊂ K, where O is the origin of E
d. It follows that L+A1,e ⊂ A1 +K.

Theorems 2.7 and 2.8 provide the formula for the extension of a convex function,
defined by the lower part of the convex hull of a finite set of points, to have a given
asymptotic cone.
2.5. Minimal convex extensions. The formula for u given by Theorem 2.7 can be
interpreted as a minimal convex extension in some sense or a special form of infimal
convolution [9, (15)]. Such an extension of a function u0 is given by
u˜(x) = inf{ y ∈ Ω, u0(y) + sup
z∈Ω∗
(x− y) · z }.
9In our formula, based on geometric arguments, the supremum is restricted to boun-
dary vertices of ∂Ω∗ and the infimum taken over boundary vertices of Ω in the case
that Ω is polygonal.
Another extension formula used in [12, p. 157] is given by
u˜(x) = sup{ u0(y) + (x− y) · z, y ∈ Ω, z ∈ χu0(y) }.
The above formula for u˜ was used to make sure that χu0 is well defined on ∂Ω. Its
discrete version would require a discretization of the gradient.
3. The discrete scheme
In this section, we introduce some notation and recall the interpretation of (1.1)
as the second boundary value problem for Monge-Ampe`re equations arising in the
geometry of convex hypersurfaces. We then recall discrete versions of the notion of
subdifferential and describe the numerical scheme. We now assume that R = 0 on
R
d \ Ω.
3.1. R-curvature of convex functions. The presentation of the R-curvature of
convex functions given here is essentially taken from [8] to which we refer for further
details. Let v be a convex function on Rd.
For any subset E ⊂ Rd, the normal image of E (with respect to v) is defined as
χv(E) = ∪x∈Eχv(x).
It can be shown that χv(E) is Lebesgue measurable when E is also Lebesgue mea-
surable. The R-curvature of the convex function v is defined as the set function
ω(R, v, E) =
∫
χv(E)
R(p)dp,
which can be shown to be a measure on the set of Borel subsets of Rd. For an
integrable function f ≥ 0 on Ω and extended by 0 to Rd, equation (1.1) is the
equation in measures
ω(R, u, E) =
∫
E
f(x)dx for all Borel sets E ⊂ Ω
χu(Ω) = Ω∗.
(3.1)
This implies the compatibility condition
(3.2)
∫
Ω
f(x)dx =
∫
Ω∗
R(p)dp.
Associated to the domain Ω∗ and a point (a1, u1) in Ω × R is a cone KΩ∗ whose
boundary defines a function z = kΩ∗(x) on R
d with the property that χkΩ∗ (R
d) = Ω∗,
[22, p. 22]. For each p ∈ Ω∗ one associates the half-space Q(p) = { (x, z), z ≥
p · (x − a1) + u1 }. The cone KΩ∗ is the intersection of the half-spaces Q(p), p ∈ Ω∗,
i.e.
(3.3) KΩ∗ = ∩p∈Ω∗ Q(p).
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Note that in the case Ω∗ is the convex hull of a∗i , i = 1, . . . , N , kΩ∗ depends only
on a∗i , i = 1, . . . , N . Indeed if p =
∑N
i=1, λia
∗
i ,
∑N
i=1, λi = 1, 0 ≤ λi ≤ 1, then
z ≥ a∗i · (x− a1) + u1 for all i implies z ≥ p · (x− a1) + u1.
Theorem 3.1. [8] Assume that (3.2) holds. There exists a convex function v on Rd
with asymptotic cone KΩ∗ such that
ω(R, v, E) =
∫
E
f(x)dx for all Borel sets E ⊂ Ω.
Such a function is unique up to an additive constant.
Corollary 3.2. [22, p. 23] The function v given by Theorem 3.1 satisfies χv(Ω) = Ω∗.
Theorem 3.1 and Corollary 3.2 give existence of a convex solution v on Rd which solve
(3.1). Its unicity up to a constant follows from Theorem 3.1 and the following lemma.
Lemma 3.3. Let v be a function on Rd such that χv(Ω) = Ω∗. Then v has asymptotic
cone KΩ∗.
Proof. Let M denote the epigraph of v and assume that A1 = (a1, u1) ∈ ∂M .
We first prove that KΩ∗ ⊂ KA1(M). Let (x, w) ∈ KΩ∗ and put e = (x, w)− (a1, u1).
We show that for all λ > 0, A1 + λe ∈ M . Assume by contradiction that this does
not hold. Let B be the point of intersection with ∂M of the line through A and with
direction e. The half line L+B,e is then not contained in M . Choose C ∈ L
+
B,e, C 6= B
and put
B = (xB, zB) = A1 + µ1e and C = (xC , zC) = A1 + µ2e, µ1, µ2 > 0.
By construction µ2 − µ1 > 0. Now let p ∈ χv(xB). We know that the plane z =
p · (x− xB) + zB is a supporting hyperplane to M at B with A1 and C on opposite
sides. Thus
zC < p · (xC − xB) + zB.
Since zC − zB = (µ2 − µ1)(w − u1) and xC − xB = (µ2 − µ1)(x − a1), we obtain
w − u1 < p · (x − a1). By assumption p ∈ Ω∗. Since (x, w) ∈ KΩ∗ , by (3.3) we have
w ≥ p · (x− a1) + u1. Contradiction.
Next, we prove that KA1(M) ⊂ KΩ∗ . Let (x, w) ∈ KA1(M). The half-line L
+
A1,e
⊂M
with e = (x, w)− (a1, u1). That is (a1, u1) + λ(x− a1, w − u1) ∈M for all λ > 0.
For each p ∈ Ω∗ we can find xp ∈ Ω such that z = p · (x− xp) + v(xp) is a supporting
hyperplane to M at (xp, v(xp)). Thus
u1 + λ(w − u1) ≥ p · (a1 + λ(x− a1)− xp) + v(xp).
This gives w − u1 ≥ p · (x − a1) + (p · (a1 − xp) + v(xp) − u1)/λ. Taking λ → ∞
we obtain w ≥ p · (x − a1) + u1 for all p ∈ Ω∗. Thus (x, w) ∈ KΩ∗ and the proof is
complete. 
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3.2. Discretizations of the R-curvature. Let h be a small positive parameter
and let Zdh = {mh,m ∈ Z
d } denote the orthogonal lattice with mesh length h. Put
Ωh = Ω ∩ Z
d
h and denote by (r1, . . . , rd) the canonical basis of R
d. Let
∂Ωh = { x ∈ Ωh such that for some i = 1, . . . , d, x+ hri /∈ Ωh or x− hri /∈ Ωh }.
Note that we have by our definition
∂Ωh ⊂ Ωh.
We consider a polygonal domain K∗ ⊂ Ω∗ with boundary vertices a∗j , j = 1, . . . , N .
We first solve an approximate problem where the solution satisfies χu(Ω) = K
∗. In
view of the compatibility condition (3.2), we consider a modified right hand side
f˜(x) = (1− ǫ)f(x) where 0 < ǫ < 1 is defined by
ǫ =
∫
Ω∗\K∗
R(p)dp∫
Ω
f(x)dx
.
Note that since R > 0 on Ω∗, by (3.2)
∫
Ω
f(x)dx > 0. Furthermore∫
Ω∗\K∗
R(p)dp =
∫
Ω∗
R(p)dp−
∫
K∗
R(p)dp =
∫
Ω
f(x)dx−
∫
K∗
R(p)dp <
∫
Ω
f(x)dx,
so that ǫ < 1. Moreover, in view of (3.2), we obtain∫
Ω
f(x)dx−
∫
Ω∗\K∗
R(p)dp =
∫
Ω∗
R(p)dp−
∫
Ω∗\K∗
R(p)dp =
∫
K∗
R(p)dp.
Therefore
(3.4)
∫
Ω
f˜(x)dx =
∫
K∗
R(p)dp.
We therefore consider, using a slight abuse of notation for u, the problem: find u
convex on Rd such that
ω(R, u, E) =
∫
E
f˜(x)dx for all Borel sets E ⊂ Ω
χu(Ω) = K
∗.
(3.5)
The unknown in the discrete scheme is a mesh function (not necessarily the interpolant
of a convex function) on Ωh which is extended to Z
d
h using the extension formula
(3.6) vh(x) = min
y∈∂Ωh
(
vh(y) + max
1≤j≤N
(x− y) · a∗j
)
,
motivated by Theorem 2.7. Note that simply extending a discrete convex mesh func-
tion on Ωh may not make the extension discrete convex on Z
d
h.
The discrete normal image of the point y ∈ Zdh is defined as
χvh(y) = { p ∈ R
d, p · e ≥ vh(y)− vh(y − e) ∀e ∈ Z
d
h }.
Similarly, the discrete normal image of E (with respect to vh) is defined as χvh(E) =
∪x∈Eχvh(x). The discrete R-curvature of vh is defined as the set function
ω(R, vh, E) =
∫
χvh(E)
R(p)dp.(3.7)
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The coordinates of a vector e ∈ Zd are said to be co-prime if their great common
divisor is equal to 1. A subset W of Zd is symmetric with respect to the origin if
∀y ∈ W,−y ∈ W .
Assumption 3.4. Let V be a (finite) subset of Zd \ {0} of vectors with co-prime
coordinates which is symmetric with respect to the origin. Assume that V contains
the elements of the canonical basis of Rd and that V contains a normal to each side
of the target domain K∗. We also assume that V spans Rd and any vector in Zd can
be written as a linear combination with integer coefficients of elements of V .
Part of the motivation of the introduction of the stencil V is to reduce the size of the
stencil of the discrete scheme, depending on accuracy requirements [20]. We do not
quantify in this paper the effect of the choice of the stencil V on the convergence.
We define for a function vh on Z
d
h, e ∈ Z
d and x ∈ Zdh
∆hevh(x) = vh(x+ he)− 2vh(x) + vh(x− he).
Next, let
DV vh(x) = { p ∈ R
d, 2p · e ≤
∆hevh(x)
h
∀e ∈ V }.
Since V spans Rd the set DV vh(x) is bounded.
The symmetric version of the discrete R-curvature of vh is defined as
ωs(R, vh, x) =
∫
DV vh(x)
R(p)dp, x ∈ Ωh.
We are interested in mesh functions on Ωh which are extended to Z
d
h using (3.6) and
are discrete convex in the sense that ∆hevh(x) ≥ 0 for all x ∈ Ωh and e ∈ V .
Recall that the support function σY of the closed convex set Y is a representation of
Y as a set of points z formed by an intersection of half spaces p · z ≤ σY (p), where
σY (p) = sup
z∈Y
p · z.
It essentially says that for the direction p, Y lies on one side of the hyperplane
p · z = σY (p). For x = (x1, . . . , xd) ∈ R
d, put ||x||1 =
∑
i=1,...,d |xi|.
We need the following lemma which follows from [9, Proposition 4.3]. Its proof is
given at the end of this section.
Lemma 3.5. Let vh be a mesh function such that ∆hevh(x) ≥ 0 for x ∈ Ωh and
e ∈ V , with vh(x) for x /∈ Ωh given by (3.6). Then for e ∈ V , integers k and l such
that k ≥ l and x+ khe and x+ lhe are in Ωh
(3.8) − σK∗(−he) ≤ vh(x+ lhe)− vh(x+ (l − 1)he)
≤ vh(x+ (k + 1)he)− vh(x+ khe) ≤ σK∗(he).
Moreover
(3.9) |vh(x)− vh(y)| ≤ C||x− y||1,
for x, y ∈ Ω ∩ Zdh and for a constant C independent of h and vh.
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The next lemma describes how the extension formula (3.6) enforces the second boun-
dary condition.
Lemma 3.6. Assume that ∆hevh(x) ≥ 0 for all x in Ωh and and e ∈ V , with vh(x)
for x /∈ Ωh given by (3.6). We have
χvh(Ωh) ⊂ K
∗.
Moreover, if
1
2
(Ω∗ − Ω∗) ⊂ Ω∗,
then for x ∈ Ωh, DV vh(x) ⊂ Ω
∗.
Proof. With k = l = 0 in Lemma 3.5, we obtain for e ∈ V
(3.10) − σK∗(−he) ≤ vh(x)− vh(x− he) ≤ vh(x+ he)− vh(x) ≤ σK∗(he).
Let p ∈ χvh(x). Since for e ∈ V , −e ∈ V , we have p · (−he) ≥ vh(x)− vh(x+ he) for
all e ∈ V , that is
p · (he) ≤ vh(x+ he)− vh(x) ≤ σK∗(he).
This proves that p · e ≤ σK∗(e) for all e ∈ V . Since V contains all normals to faces of
the polygon K∗, we conclude that p ∈ K∗ and thus χvh(Ωh) ⊂ K
∗.
Using again (3.10), we get ∆hevh(x) ≤ σK∗(he) + σK∗(−he). Therefore for p ∈
DV vh(x) we have
p · e ≤
1
2h
(σK∗(he) + σK∗(−he)) =
1
2
(σK∗(e) + σK∗(−e))
=
1
2
(σK∗(e) + σ−K∗(e)) =
1
2
σK∗−K∗(e) = σ 1
2
(K∗−K∗)(e).
Again, since V contains all normals to faces of the polygon K∗, we conclude that
p ∈
1
2
(K∗ −K∗) ⊂
1
2
(Ω∗ − Ω∗) ⊂ Ω∗.

Definition 3.7. A mesh function on Ωh which is extended to Z
d
h using the exten-
sion formula (3.6), and which is discrete convex is said to have asymptotic cone K
associated with K∗.
Below, we will consider only discrete convex mesh functions with asymptotic cone K.
We can now describe our discretization of the second boundary value problem: find
uh ∈ Ch with asymptotic cone K such that
ωs(R, uh, { x }) =
∫
Ex
f˜(t)dt, x ∈ Ωh,(3.11)
where Ex = x+ [−h/2, h/2]
d is a cube centered at x with Ex ∩ Ωh = { x }.
The unknowns in the above equation are the mesh values uh(x), x ∈ Ωh. For x /∈ Ωh,
the value uh(x) needed for the evaluation of DV vh(x) is obtained from the extension
formula (3.6).
Equation (3.11) is not an equation in measures like (3.5). One may define for a Borel
set E,DV vh(E) = ∪x∈EDV vh(x) and ωs(R, uh, E) =
∫
DV vh(E)
R(p)dp. However, we
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need not have
∑
x∈E ωs(R, uh, { x }) = ωs(R, uh, E), and as a consequence the set
function ωs(R, uh, .) may not be σ-additive. Because of this difficulty, we cannot use
for existence of a solution to (3.11), methods for (1.1) in the class of convex polyhedra,
e.g. [8, Theorem 17.2]. Since we may have
∑
x∈Ωh
ωs(R, uh, { x }) ≥ ωs(R, uh,Ωh), we
do not have a discrete version of the compatibility condition (3.4) for (3.11).
3.3. Proof of Lemma 3.5. Since ∆hevh(x) ≥ 0 for each e ∈ V , we have
vh(x+ he)− vh(x) ≥ vh(x)− vh(x− he).
Therefore for integers k and l such that k ≥ l, x+ khe and x+ lhe are in Ωh
vh(x+ (k + 1)he)− vh(x+ khe) ≥ vh(x+ lhe)− vh(x+ (l − 1)he).
Let us now assume that k and e are such that x+ khe ∈ Ωh but x+ (k + 1)he /∈ Ωh.
Then by definition, since x+ khe ∈ ∂Ωh
vh(x+ (k + 1)he) ≤ max
1≤j≤N
he · a∗j + vh(x+ khe).
It follows that
vh(x+ (k + 1)he)− vh(x+ khe) ≤ max
1≤j≤N
he · a∗j .
This can be writen
vh(x+ (k + 1)he)− vh(x+ khe) ≤ σK∗(he).
Assume now that x+ (l − 1)he /∈ Ωh but x+ lhe ∈ Ωh. Then
vh(x+ (l − 1)he) ≤ max
1≤j≤N
−he · a∗j + vh(x+ lhe).
It follows that
vh(x+ lhe)− vh(x+ (l − 1)he) ≥ −σK∗(−he).
In summary, for integers k and l such that k ≥ l and x + khe and x+ lhe are in Ωh
(3.8) holds.
The proof of (3.9) is given in [9, Proposition 4.3 (5)]. Note that in (3.8), x+(k+1)he
and x+(l−1)he may not be in Ωh. Let now x and y in Ω∩Z
d
h and put y = x+
∑d
i=1 lihri
where we recall that (r1, . . . , rd) denote the canonical basis of R
d and are in V by
assumption. Rewriting (3.8) as
−σK∗(−he) ≤ vh(x+ lhe)− vh(x+ (l − 1)he) ≤ σK∗(he)
−σK∗(he) ≤ vh(x+ khe)− vh(x+ (k + 1)he) ≤ σK∗(−he),
we see that if li ≥ 0, we have −lihσK∗(−ri) ≤ vh(x+ lihe)− vh(x) ≤ lihσK∗(ri) while
when li ≤ 0, −|li|hσK∗(ri) ≤ vh(x+ lihe)− vh(x) ≤ |li|hσK∗(−ri). Therefore
|vh(x+ lihe)− vh(x)| ≤ |li|hmax{ |σK∗(−ri)|, |σK∗(ri)| },
which gives
|vh(y)− vh(x)| ≤ h
d∑
i=1
|li|max{ |σK∗(−ri)|, |σK∗(ri)|, i = 1, . . . , d }.
The proof is complete.
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4. Stability, uniqueness and existence
The stability of solutions is an immediate consequence of (3.9).
Theorem 4.1. For f > 0 in Ω, solutions of (3.11) with vh(x
1) = α for an arbitrary
number α and x1 ∈ Ωh, are bounded independently of h.
Proof. If vh is a solution of (3.11), then for all x ∈ Ωh and each direction e ∈ V , we
have ∆hevh(x) > 0. This follows from our assumptions that f > 0 in Ω and R ≥ 0
on Rd. For each x ∈ Ωh, DV vh(x) has non zero measure and hence ∆hevh(x) > 0 for
each e ∈ V . The result then follows from (3.9). 
Theorem 4.2. For f > 0 in Ω and 1/2(Ω∗ − Ω∗) ⊂ Ω∗, solutions of the discrete
problem (3.11) are unique up to an additive constant.
Proof. The proof is based on principles similar to the ones in the proof of uniqueness
of a solution to (1.1) in the class of convex polyhedra, i.e. when the right hand side
is a sum of Dirac masses. See for example [8, Theorem 17.2].
We first note that if uh is a solution of (3.11), then uh+C is also a solution of (3.11)
for a constant C. Let vh and wh be two solutions of (3.11). We may assume that
vh(x) ≥ wh(x) for all x ∈ Ωh, if necessary by adding a constant to wh. It follows from
(3.6) that vh ≥ wh on Z
d
h. Furthermore, we may also assume that there exists x
1 ∈ Ωh
such that vh(x
1) = wh(x
1). We show that vh = wh and hence any two solutions can
only differ by a constant.
We claim that DVwh(x
1) ⊂ DV vh(x
1) with DV vh(x
1)\DVwh(x
1) of non zero measure.
Since vh(x
1) = wh(x
1) and vh(x) ≥ wh(x) for all x ∈ Z
d
h, we have ∆hevh(x
1) ≥
∆hewh(x
1) for all directions e ∈ Zd, which gives DVwh(x
1) ⊂ DV vh(x
1).
Next, we note that DVwh(x
1) is a polygon with faces given by hyperplanes orthogonal
to directions e in a subset Vˆ of V . We consider a subset of V because some faces may
only intersect DVwh(x
1) at a vertex in two dimensions.
If there is some f ∈ Vˆ such that ∆hfvh(x
1) > ∆hfwh(x
1), then DV vh(x
1) \DVwh(x
1)
has non zero measure. Since R > 0 on Ω∗ and by Lemma 3.6 DV vh(x
1) ⊂ Ω∗, and by
assumption ωs(R, vh, { x
1 }) = ωs(R,wh, { x
1 }), this is impossible from properties of
the Lebesgue integral.
We have proved that under the assumption that vh(x
1) = wh(x
1), we must have
∆he(vh − wh)(x
1) = 0 ∀e ∈ Vˆ and therefore (vh − wh)(x
1 ± he) = 0 ∀e ∈ Vˆ . In fact,
repeating the same argument, (vh−wh)(x±he) = 0 ∀e ∈ Vˆ whenever vh(x) = wh(x).
As DVwh(x
1) is bounded, the set Vˆ must span Rd as well. Thus, given x ∈ Ωh we may
write x−x1 =
∑m
i=1 hλfifi for integers λfi and fi ∈ Vˆ . We then obtain vh−wh = 0 at
the points x1 + hλf1f1, (x
1 + hλf1f1) + hλf2f2, . . . , x. We conclude that vh = wh. 
We shall construct a solution using the form of the method of coordinate lifting [24, 23]
recently used in [21]. Let x1 ∈ Ωh be fixed. We show existence of a solution to (3.11)
which satisfies uh(x
1) = α for an arbitrary number α.
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We recall the Brunn-Minkowski’s inequality [26, Theorem 7.1.1 and page 371] . A
map Vd on the set of bounded convex bodies K
d is a valuation if it satisfies
Vd(E ∪ F ) = Vd(E) + Vd(F )− Vd(E ∩ F ), E, F ∈ K
d.
An example of valuation is given by
E 7→
∫
E
R(p)dp.
Lemma 4.3. Let K and L be two nonempty compact convex sets and Vd a valuation.
We have
Vd(K + L)
1
d ≥ Vd(K)
1
d + Vd(L)
1
d .
Lemma 4.4. We have
(4.1) ω(1, vh, { x }) ≤ ωs(1, vh, { x }) ∀x ∈ Ωh.
Let λ = 1/2 and put Rλ(p) = R(λp). We have
(4.2)
1
2
ω(Rλ, vh, { x }) +
1
2
ω(R−λ, vh, { x }) ≤ ωs(R, vh, { x }) ∀x ∈ Ωh.
Proof. The proof is given in [20, Lemma 2.7] and [9, Lemma 4.2] for the case R = 1.
For p1, p2 ∈ χvh(x), we have p1 · (−he) ≥ vh(x)−vh(x+he) and −p2 · (he) ≤ −vh(x)+
vh(x−he). It follows that (p1−p2)·e ≤ 1/h×∆hevh(x). Hence 1/2(χvh(x)−χvh(x)) ⊂
DV vh(x). By the Brunn-Minkowski’s inequality, c.f. Lemma 4.3(∫
DV vh(x)
R(p)dp
) 1
d
≥
(∫
1
2
(χvh (x)−χvh(x))
R(p)dp
) 1
d
≥
(∫
1
2
χvh(x)
R(p)dp
) 1
d
+
(∫
− 1
2
χvh(x)
R(p)dp
) 1
d
.
(4.3)
In the case R = 1, this gives
|DV vh(x)|
1
d ≥
∣∣∣∣12χvh(x)
∣∣∣∣
1
d
+
∣∣∣∣− 12χvh(x)
∣∣∣∣
1
d
= |χvh(x)|
1
d = ω(1, vh, { x })
1
d ,
which proves (4.1). In the general case(∫
1
2
χvh(x)
R(p)dp
) 1
d
=
1
2
ω(Rλ, vh, { x })
1
d and
(∫
− 1
2
χvh(x)
R(p)dp
) 1
d
=
1
2
ω(R−λ, vh, { x })
1
d ,
which gives (4.2). 
We establish existence of a solution in the case R = 1. To illustrate the difficulties with
the symmetrization, we also establish existence for the case R even and homogeneous
of degree s ∈ R, i.e.
R(µp) = µsR(p), ∀µ > 0,
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with s ≤ 0. It is not difficult, by copying the proof below, to establish existence in
the case of the non symmetrical version of the subdifferential (3.7) (adapted to the
stencil V ).
Theorem 4.5. For f > 0 in Ω and either R = 1, or −Ω∗ = Ω∗ with R even and
homogeneous of degree s ≤ 0, there exists a solution to (3.11).
Proof. We first establish that there is a discrete convex mesh function wh with asymp-
totic cone K such that
(4.4) ωs(R,wh, { x }) ≥
∫
Ex
f˜(t)dt, x ∈ Ωh.
Let w be a piecewise linear convex function which solves
ω(1, w, { x }) =
∫
Ex
f˜(t)dt, x ∈ Ωh
χw(Ω) = K
∗.
We recall that the existence of w follows from Theorem 3.1, Corollary 3.2 and Lemma
3.3. Note that in the case R = 1, the compatibility condition (3.4) now reads∫
K∗
f˜(t)dt = |K∗|.
Let us denote by wh its restriction to Ωh. Then wh ∈ Ch and has asymptotic cone K
associated with K∗. By (4.1)
ωs(1, wh, { x }) ≥ ω(1, wh, { x }) = |χwh(x)| ≥ |χw(x)| =
∫
Ex
f˜(t)dt, ∀x ∈ Ωh,
which proves (4.4) in the case R = 1. Above χwh(x) is a discrete subdifferential while
χw(x) is the subdifferential of the piecewise linear convex function w.
We now consider the case R 6= 1. Let v be the Aleksandrov solution of the problem
ω(Rλ, v, E) = 2
d
∫
E
f˜(t)dt for all Borel sets E ⊂ Ω and λ =
1
2
χv(Ω) = λ
−1K∗.
We note that the compatibility condition (3.2) implies that∫
λ−1K∗
Rλ(p)dp =
∫
λ−1K∗
R(λp)dp = λ−d
∫
K∗
R(p)dp = λ−d
∫
Ω
f˜(t)dt =
∫
Ω
2df˜(t)dt,
and recall that the existence of v follows from Theorem 3.1, Corollary 3.2 and Lemma
3.3. We have, first using χλv = λχv and then the homogeneity of R
ω(Rλ, λv, E) =
∫
λχv(E)
R(λp)dp = λs
∫
λχv(E)
R(p)dp = λd+s
∫
χv(E)
R(λp)dp
= λd+sω(Rλ, v, E) = λ
s
∫
Ex
f˜(t)dt ≥
∫
Ex
f˜(t)dt,
since s ≤ 0. Note that χλw(Ω) = λχw(Ω) = K
∗.
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We let wh denote the restriction to Ωh of w = λv and recall that χw(x) ⊂ χwh(x).
As in the case R = 1, we obtain ω(Rλ, wh, { x }) ≥
∫
Ex
f˜(t)dt. Since R is even and
Rλ = R−λ, we obtain (4.4) from (4.2) under the assumptions of this theorem.
Let M denote the cardinality of Ωh and denote by x
i the ith node, i = 1, . . . ,M . We
may assume that wh(x
1) = α for a fixed real number α. We construct an increasing
sequence of mesh functions wkh with w
0
h = w, obtained by moving the mesh values
of wk−1h as follows. The mesh function w
k
h is obtained from intermediate functions
wk−1,ih , i ≥ 1 constructed by incrementing the value w
k−1
h (x
i). We set wk−1,0h = w
k−1
h
and have by construction wk−1,ih (x
j) = wk−1h (x
j) for j > i. If ωs(R,w
k−1,i−1
h , { x
i }) >∫
E
xi
f˜(t)dt, i ≥ 1 we increment the value wk−1h (x
i) to a new value ci to be determined
below so that the resulting mesh function wk−1,ih satisfies w
k−1,i
h (x
i) = ci and we have
ωs(R,w
k−1,i
h , { x
i }) =
∫
E
xi
f˜(t)dt with ωs(R,w
k−1,i
h , { x
j }) ≥
∫
E
xj
f˜(t)dt, j 6= i.
If ωs(R,w
k−1,i−1
h , { x
i }) =
∫
E
xi
f˜(t)dt we set wk−1,ih (x
i) = wk−1h (x
i). Finally wkh =
wk−1,Mh .
Next, if necessary, we move wkh down, by subtracting a constant (same constant at
all meshpoints), so that wkh(x
1) = α.
Since f > 0 in Ω, ωs(R,w
k−1,i
h , { x }) > 0 for all x ∈ Ωh. It follows that DVw
k−1,i
h (x)
has non zero Lebesgue measure for all x ∈ Ωh and hence w
k−1,i
h is discrete convex.
It also has asymptotic cone K per our definition (3.7). By Lemma 3.5, (wkh)k is
uniformly Lipschitz and hence uniformly bounded as wkh(x
1) = α. As an increasing
sequence, it therefore converges to a mesh function uh which by construction cannot
satisfy ωs(R, uh, { x }) >
∫
E
xi
f˜(t)dt for a mesh point x ∈ Ωh.
To complete the proof, we show that the value ci used above can be found.
Note that |DV vh(x
i)| is a decreasing function of vh(x
i). Thus ωs(R,w
k−1,i−1
h , { x
i })
is a decreasing function of wk−1h (x
i) while ωs(R,w
k−1,i−1
h , { x
j }), j 6= i may increase
with wk−1h (x
i). While it is possible that for some directions e both xi ± he /∈ Ωh and
hence ∆hew
k−1,i−1
h (x
i) may not change by increasing wk−1h (x
i), such directions cannot
be the only ones which form normals to the faces of the polygon DVw
k−1,i−1
h (x
i).
Because, if |DVw
k−1,i−1
h (x
i)| remains constant, we could increase wk−1h (x
i) arbitrarily
while retaining the constraint ωs(R,w
k−1,i−1
h , { x
i }) >
∫
E
xi
f˜(t)dt. This contradicts
the uniform boundedness in k of wkh.
The value of ci above is chosen such that ωs(R,w
k−1,i
h , { x
i }) =
∫
E
xi
f˜(t)dt. 
5. Convergence of the discretization
We first recall some definitions. Let Ωˆ be a convex domain such that Ω ⊂ U ⊂ Ωˆ for
an open set U . We define Ωˆh = Ωˆ∩Z
d
h and let Conv Ωˆh denote the convex hull of Ωˆh.
Let Th be a triangulation of Conv Ωˆh with vertices in Ωˆh and denote by I(vh) a
piecewise linear continuous function which is equal to vh on the set of vertices of Ωˆh.
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We say that uh converges to a function u on Ω uniformly if and only if I(uh) converges
uniformly on Ω to u. Set
f˜(t) = 0 outside Ω.
Given a Borel set E ⊂ Ω we define
νh(E) =
∑
x∈B∩Ωh
∫
Ex
f˜(t)dt.
We recall that a sequence µn of Borel measures converges to a Borel measure µ if
and only if µn(B) → µ(B) for any Borel set B with µ(∂B) = 0. Let hk be a
sequence converging to 0. Then νhk weakly converges to the measure ν defined by
ν(B) =
∫
B
f˜(t)dt.
For the convergence of the discretization, we will assume that V = Zd \{0}. This will
allow us to claim that ∆heuh(x) ≥ 0 for all x ∈ Ωh and all directions e. Therefore we
can claim that when a subsequence converges to a function v, the limit function is
convex [6]. This part of the argument relies on the consistency of the discretization for
smooth C2 convex functions. It is known that it is enough to consider strictly convex
quadratic polynomials as test functions [16, Remark 1.3.3]. Although the stencil V
can be chosen to have consistency for a class of quadratic polynomials [20], we do not
know how to choose V based on the assumption f > 0.
Put it differently, convergence requires both h → 0 and the stencil V to approach
Z
d \ {0}. The analysis below is for the case V = Zd \ {0}.
Theorem 5.1. Under the assumptions of Theorem 4.5, solutions uh of (3.11) with
uh(x
1) = α for a mesh point x1 in Ωh for all h, converge uniformly on Ω to the unique
solution u of (3.1) with u(x1) = α.
Proof. Part 1 Existence of a converging subsequence with converging measures.
Since uh(x
1) = α and the discrete convex mesh functions uh are uniformly Lipschitz
on Ω ∩ Zdh by (3.9), the family I(uh) is bounded and equicontinuous on Ω. By the
Arzela-Ascoli theorem there is a subsequence uhk which converges uniformly on the
compact set Ω to a function v. The limit function is convex on Ω because uh is
discrete convex on Ωh. This is proven in [6] using viscosity solutions. As a uniform
limit of continuous functions I(uhk), v ∈ C(Ω).
Under the assumptions of Theorem 4.5, we have
ω(R, uh, { x }) ≤ ωs(R, uh, { x }) =
∫
Ex
f˜(t)dt, x ∈ Ωh.
It is proven in [7] that ω(R, uh, .) defines a Borel measure which converge weakly to
ω(R, v, .). Thus as an equation in measures, we obtain
ω(R, v, E) ≤
∫
E
f˜(t)dt = ω(R, u, E),
for all Borel sets E ⊂ Ω.
Part 2 The limit function has asymptotic cone K
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We claim that uhk converges pointwise, up to a subsequence, to v on R
d \ Ω with v
given for x /∈ Ω by
(5.1) v(x) = inf
s∈Ω
v(s) + max
j=1,...,N
(x− s) · a∗j .
Assume that xh → x as h → 0. We may assume that xh /∈ Ωh. Therefore
uh(xh) = uh(yh) + maxj=1,...,N(xh − yh) · a
∗
j for yh ∈ ∂Ωh. Let yhk be a subsequence
such that yhk → y ∈ Ω. If necessary, by taking a further subsequence, we use the
uniform continuity of uhk to v on Ω to conclude that uhk(yhk)→ v(y). We may write
maxj=1,...,N(xhk − yhk) · a
∗
j = (xhk − yhk) · a
∗
jk
, and again up to a subsequence, this con-
verges to (x− y) · al for some l ∈ { 1, . . . , N }. Since (xhk − yhk) · a
∗
jk
≥ (xhk − yhk) · a
∗
j
for all j, we get (x − y) · al = maxj=1,...,N(x − y) · a
∗
j . We conclude that uhk(xhk)
converges to
v(y) + max
j=1,...,N
(x− y) · a∗j , for y ∈ Ω.
Next, if z ∈ ∂Ω and zh → z, we have uh(xh) ≤ uh(zh) + maxj=1,...,N(xh − zh) · a
∗
j and
repeating the same argument, we obtain for all z ∈ ∂Ω
v(y) + max
j=1,...,N
(x− y) · a∗j ≤ v(z) + max
j=1,...,N
(x− z) · a∗j .
This proves (5.1). As a consequence of Lemma 2.6, Theorems 2.7 and 2.8, v has
asymptotic cone K when Ω is polygonal. We outline the proof for a general convex
domain.
Let S denote the epigraph of v as a function on Ω. And put A = (x, v(x)), x ∈ ∂Ω.
We then letM denote the convex hull of KA and S. As in the proof of Lemma 2.6, we
have M = S+KA. Next, the lower part ofM is given for x /∈ Ω by (2.2). This means
by (5.1) that the epigraph of v as a convex function on Rd is equal to M . Finally, as
in the proof of Theorem 2.8, M has asymptotic cone KA.
We conclude by Corollary 3.2 that χv(Ω) = K
∗. As a consequence
(5.2) ω(R, v,Ω) =
∫
K∗
R(p)dp = ω(R, u,Ω).
Part 3 The limit function solves (3.1).
Since uh converges uniformly to v on Ω, it is proven in [7] that for each compact set
K ⊂ U ⊂ U ⊂ Ω for an open set U , χv(K) ⊂ lim infhk→0 χuhk (U ∩Z
d
hk
) up to a set of
measure 0. We recall from Lemma 3.6 that χuh(Ωh) ⊂ K
∗. Thus χv(Ω) ⊂ K
∗.
Next, we recall that the set of points which are in the normal image of more than
one point is contained in a set of measure 0, [16, Lemma 1.1.12]. As χv(Ω) = K
∗
and χv(Ω) ⊂ K
∗, we have χv(∂Ω) ⊂ ∂K
∗ up to a set of measure 0. In other words,
|χv(∂Ω)| = 0.
We conclude that
ω(R, v, E) = ω(R, v, E ∩ Ω) + ω(R, v, E ∩ ∂Ω) = ω(R, v, E ∩ Ω)
≤ ω(R, u, E ∩ Ω) ≤ ω(R, u, E),
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for all Borel sets E ⊂ Ω. Thus, it is not possible to have ω(R, v, E) < ω(R, u, E) for
a Borel set E since that would give
ω(R, v,Ω) = ω(R, v, E)+ω(R, v,Ω\E) < ω(R, u, E)+ω(R, u,Ω\E) = ω(R, u,Ω),
contradicting (5.2). We conclude that ω(R, v, E) = ω(R, u, E) for all Borel sets
E ⊂ Ω. Since (3.1) has a unique solution with u(x1) = α and v(x1) = α, we have
u = v and hence uh converges uniformly on Ω to u. 
We now address the convergence of solutions to (3.1) to the solution of (1.1) as
K∗ → Ω∗. In the remaining part of this section, we use fK∗(t) = f˜(t).
The distance of the point x to the set K is denoted d(x,K). The Hausdorff distance
between two nonempty subsets K and H of Rd is defined as
max{ sup[d(x,K), x ∈ H ], sup[d(x,H), x ∈ K] }.
We say that a sequence of domains Ωm is increasing to Ω, if Ωm ⊂ Ωm+1 ⊂ Ω and
d(∂Ωm, ∂Ω)→ 0 as m→∞.
Theorem 5.2. Let K∗m be bounded convex polygonal domains increasing to Ω
∗. Then
the convex solution um of
ω(R, u, E) =
∫
E
fK∗m(x)dx for all Borel sets E ⊂ Ω
χu(Ω) = K
∗
m
u(x0) = α,
(5.3)
for x0 ∈ Ω and α ∈ R converges uniformly on Ω to the solution u of (3.1) with
u(x0) = α.
Proof. Recall that fK∗m(x) = f(x) − ǫ
∗
mf(x) where ǫ
∗
m =
∫
Ω∗\K∗m
R(p)dp
/∫
Ω
f(x)dx.
As K∗m → Ω
∗, ǫ∗m → 0. Thus
∫
E
fK∗m(x)dx →
∫
E
f(x)dx for all Borel sets E ⊂ Ω
with |∂E| = 0. We may assume that the Borel sets E ⊂ Ω are contained in a larger
bounded domain Ωˆ such that Ω ⊂ U ⊂ Ωˆ for an open set U , and set fK∗m(x) = 0 and
f(x) = 0 outside Ω.
Recall that Ω∗ is bounded. Let C such that |p| ≤ C, ∀p ∈ Ω∗. We claim that the
functions um are Lipschitz continuous with the same Lipschitz constant. The proof
is analogous to the one for [16, Lemma 1.1.6]. Essentially because χum(Ω) ⊂ Ω
∗ for
all m. Thus for all x, y ∈ Ω, we have for a constant C independent of m
|um(x)− um(y)| ≤ C||x− y||1.
Moreover since um(x
0) = α and Ωˆ is bounded, we conclude that the sequence um is
uniformly bounded and equicontinuous on Ω. By the Arzela-Ascoli theorem, there
is a subsequence also denoted um which converges uniformly on the compact set
Ω to a function v on Ω. It is known that such a function v is convex. By the
weak convergence of R-curvatures [8, Theorem 9.1], ω(R, um, .) weakly converges to
ω(R, v, .) We conclude that ω(R, v, E) =
∫
E
f(x)dx for all Borel sets E ⊂ Ω.
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Next we show that χv(Ω) = Ω∗. Let p ∈ Ω
∗. There exists a sequence pm ∈ K
∗
m such
that pm → p in R
d, see for example [26, Theorem 1.8.8-a]. Therefore there exists
xm ∈ Ω such that pm ∈ χum(x
m), i.e.
um(y) ≥ um(x
m) + pm · (y − x
m) ∀y ∈ Rd.
The bounded sequence xm converges up to a subsequence to a point x ∈ Ω. We
conclude that v(y) ≥ v(x) + p · (y−x) for all y ∈ Ω˜. Thus p ∈ χv(Ω) and Ω
∗ ⊂ χv(Ω.
A similar argument shows that χv(Ω) is closed. Therefore Ω∗ ⊂ χv(Ω). Using (3.2)∫
χv(Ω)
R(p)dp = ω(R, v,Ω) =
∫
Ω
f(x)dx =
∫
Ω
f(x)dx =
∫
Ω∗
R(p)dp =
∫
Ω∗
R(p)dp.
Therefore |χv(Ω) \Ω∗| = 0. We conclude that Ω∗ is dense in χv(Ω). But Ω∗ is closed.
Thus χv(Ω) = Ω∗.
Moreover, if K is compact and U is open such that K ⊂ U ⊂ U ⊂ Ω, we have up to
a set of measure 0, χu(K) ⊂ lim infm→∞ χum(U), by [16, Lemma 1.2.2]. This implies
χu(Ω) ⊂ Ω
∗. As in the proof of Theorem 5.1, using [16, Lemma 1.1.12], we obtain
|χu(∂Ω)| = 0. So we actually have ω(R, v, E) =
∫
E
f(x)dx for all Borel sets E ⊂ Ω.
Clearly v(x0) = α and so v is the unique solution of (3.1) which satisfies v(x0) = α.
It follows that the whole sequence um converges uniformly to u on Ω. 
Remark 5.3. It follows from the above proof that existence holds for the discrete prob-
lem for f > 0 under conditions on R which assure that ω(R, vh, { x }) ≤ ωs(R, vh, { x })
for all x ∈ Ωh. Existence holds whenever one uses a discrete version of the subdiffe-
rential which overestimates the ”true” discrete version of the R-curvature (3.7).
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