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We present a magneto-photoluminescence study on neutral and charged excitons confined to
InAs/GaAs quantum dots. Our investigation relies on a confocal microscope that allows arbitrary
tuning of the angle between the applied magnetic field and the sample growth axis. First, from
experiments on neutral excitons and trions, we extract the in-plane and on-axis components of
the Lande´ tensor for electrons and holes in the s-shell. Then, based on the doubly negatively
charged exciton magneto-photoluminescence we show that the p-electron wave function spreads
significantly into the GaAs barriers. We also demonstrate that the p-electron g-factor depends on the
presence of a hole in the s-shell. The magnetic field dependence of triply negatively charged excitons
photoluminescence exhibits several anticrossings, as a result of coupling between the quantum dot
electronic states and the wetting layer. Finally, we discuss how the system evolves from a Kondo-
Anderson exciton description to the artificial atom model when the orientation of the magnetic field
goes from Faraday to Voigt geometry.
I. INTRODUCTION
In the last fifteen years, quantum dots (QDs) have at-
tracted a lot of interest from the scientific community as
they allow for the development of a new class of quantum
optoelectronic devices including single photon emitters1,
photon entangled pairs emitters2,3 or all-optical logic
gates.4 Furthermore, recognition that the behaviour of
QDs departs from the “artificial atom” model opens new
areas of investigation involving the coupling between the
discrete electronic states of the QD with a continuum.5–8
One of the most versatile ways of investigating the fine
structure and the spin properties of electronic excitations
confined to QDs is to study their response to a mag-
netic field.9–14 Magneto-photoluminescence experiments
on excitons and trions have also proved successful in aid-
ing estimation of the shape,15,16 the alloy composition,17
and the symmetry of QDs.18,19 Less is known about the
magneto-photoluminescence of more negatively charged
excitonic complexes.6,20 Still, the spectroscopy of such
highly charged excitons makes it possible to study the
interaction between charge carriers occupying different
states in the dot.20–22 In addition, when three or more
electrons are confined in the QD, applying a magnetic
field may hybridize the QD electronic states with the
Landau levels of the two-dimensional wetting layer.6
In this work, we present a magneto-photoluminescence
(PL) study of charged excitons confined in InAs/GaAs
QDs. Our experiment permits arbitrary tuning of the
angle between the applied magnetic field and the sam-
ple growth axis. This allows the study of the evolution
of the diamagnetic shift of the excitonic complex with
respect to the orientation of the field, providing infor-
mation on the electron-hole correlation length of the ex-
citon wave function, and the extraction of the in-plane
and on-axis components of the electron and hole Lande´
g-factors. In the peculiar case of the doubly negatively
charged exciton X2−, we deduce from its magneto-PL
that the p-shell electron wave function spreads signifi-
cantly inside the GaAs barriers and that this spreading
strongly depends on the presence of a hole in the s-shell.
The triply negatively charged exciton X3− is found to
show PL that strongly deviates from the magnetic field
dependence seen for the neutral exciton, the trions and
the X2−. As in the work of Karrai et al.,6 we attribute
this observation to the hybridization between the QDs
electronic states with the wetting layer and we describe
the evolution of this coupling as the magnetic field is ro-
tated.
The paper is organized as follows. In Section II, we
present the structure of our QD sample and we describe
our confocal magneto-PL apparatus. In Section III, we
identify by PL the different charge states of the exci-
ton. In Section IV, we discuss the magneto-PL of the
neutral exciton, the trions and the X2−. Based on the
magnetic field dependence of the emission lines, we de-
duce in particular in Sections IV.A and IV.B the shape
of the exciton wave function and the electron and hole
Lande´ tensors, respectively. In Section V, we present the
magnetic field dependence of the X3− and we describe
how the coupling of the final state of the recombination
with the wetting layer affects the exciton recombination
energies. We finally present our conclusions in Section
VI.
2II. EXPERIMENTAL DETAILS
The InAs/GaAs QD sample has been grown by molec-
ular beam epitaxy. The QDs are obtained by the
Stranski-Krastanov growth mode transition and are em-
bedded in a field effect structure. The QD layer is located
25 nm above a n-doped GaAs substrate and 205 nm be-
low a Schottky contact layer. We deposited on top of the
structure a 40 nm gold mask patterned with apertures
with 400 nm diameter. In order to access the different
charge states of the QD, a voltage ranging between -0.8
and 0.15 V was applied to the Schottky structure. For
all PL experiments, the sample was excited with a cw
Ti:Al2O3 laser operating at 780 nm. In the case of PL
experiments at zero magnetic field, the emitted light was
analysed by a triple spectrometer operating in additive
mode (spectral resolution better than 20 µeV) and was
detected by a Peltier-cooled CCD. Magneto-PL experi-
ments were carried out at 4.5 K in a confocal set-up, in
which the confocal head is rotatable with respect to the
field, as showed in Figure 1.23 This allows setting the
angle θ between the sample growth axis and the applied
magnetic field to any arbitrary value between 0 (Faraday
geometry) and 90o (Voigt geometry). Magnetic fields up
to B = 10 T have been obtained with a ‘dry’ supercon-
ducting magnet. In the present study, we only consider
B = (Bx = B sin(θ), By = 0, Bz = B cos(θ)), where
the x, y and z directions correspond to the [110], [110]
and [001] crystallographic axes of the QD sample, respec-
tively. For PL experiments carried out in magnetic field
the light was analysed by a single monochromator with
spectral resolution better than 150 µeV. While the con-
clusions made in this paper are based on the magneto-PL
characterization of more than 25 QDs from the same sam-
ple, we have chosen, for clarity reasons, only to present
here the results obtained on a single representative QD.
III. IDENTIFICATION OF THE CHARGE
STATES OF THE EXCITON
We show in Figure 2 the QD emission spectra at zero
magnetic field for applied gate voltages between -0.8 to
0.15 V. We attribute the abrupt changes in the QD PL
energy to the charging of the QD.24 Using the method
of Ediger et al.22, we identify the emission from the neu-
tral exciton X0 and from the singly, doubly and triply
negatively charged excitons X−, X2− and X3−, respec-
tively. Applying gate voltages larger than 0.1 V results
in the filling of wetting layer states, making it impossi-
ble to observe the emission from QD exciton states more
negatively charged than X3−.24–27 When increasing the
excitation density, additional lines become visible [Figure
2(b)]. We attribute them to the recombination of neutral
and charged biexciton complexes27 and to the emission
from the positively charged trion X+.28 Finally, we em-
phasize that the gate voltages at the charging steps are
excitation dependent, which we ascribe to the modifica-
FIG. 1. (colour online) Confocal magneto-photoluminescence
set-up. The applied magnetic field is always along the vertical
direction. Inset: the sample and the microscope objective are
mounted on a rotatable support. The angle θ can take any
value between 0 and 90o
.
tion of the effective electrostatic potential felt by the QD
in presence of excess charges.
FIG. 2. (colour online): QD emission spectra as a function of
the gate voltage, for an excitation density of 5× 109µW/cm2
(a) and 60 × 109µW/cm2 (b). Vertical dotted lines indicate
the different charging steps. Arrows show at which voltage
the magneto-PL scans in Figures 5, 6 and 7 have been taken.
IV. MAGNETO-PHOTOLUMINESCENCE OF
THE X+, X0, X− AND X2− QUANTUM DOT
STATES
In the presence of a magnetic field, the emission lines
from the X+ to X2− complexes split and shift. The QD
3emission energies E follow E(B) = E(0)+γ1B+γ2B
2.29
In the case ofX0, γ1B describes the Zeeman effect and γ2
is the diamagnetic coefficient. We first discuss in Section
III.A the evolution of γ2 with respect to θ and to the
charge-state of the exciton. Then, we extract in Section
III.B the electron and hole g−factors and the exchange
energies for the different complexes.
A. Diamagnetic shift of the neutral and charged
exciton complexes
We show in Figure 3 the angle dependence of γ2 for
X0, X+, X− and X2−. The diamagnetic shift of X0
is given by γX
0
2 = e
2〈ρ2〉/8µ,29,30 where µ and
√
〈ρ2〉
are the exciton reduced mass and the exciton correlation
length perpendicular to the axis of the applied magnetic
field, respectively. As shown in Figure 3, γX
0
2 decreases
from 8.5 to 4.0 µeV/T2 when going from Faraday to Voigt
geometry. Even if the hole mass anisotropy contributes
slightly to the decrease of γX
0
2 when increasing θ, the
θ-dependence of γX
0
2 arises mainly from the geometry
of the investigated QD. The corresponding θ-dependence
of
√
〈ρ2〉 indicates that this QD exhibits a lens-shaped
form. Clearly the shape of the exciton wave function is
imposed by the QD geometry, which confirms that the
investigated excitons are strongly confined in the QD.
For charged complexes, γ2 is given by the diamagnetic
shift of both the initial and the final states of the tran-
sition: it consequently provides some information on the
relative spatial extent of these two states.15,16 For self-
assembled InAs/GaAs QDs, γ2 for X
− may be equal to
or smaller than γX
0
2 , depending on the size of the QD.
15
As already detailed by Fu et al.16, for the smallest QDs,
the wavefunction of the s-electron spreads significantly
in the barriers. The presence of a hole in the QD reduces
the electron delocalization, as a consequence of Coulomb
attraction. Due to the increase in spatial extent for the
s-electron wavefunction after recombination of the X−,
the corresponding emission line shows a reduced γ2 com-
pared to γX
0
2 . Although the previous discussion in prin-
ciple also applies to the case of X+, its γ2 should not be
much affected by the presence of an electron in the QD,
since the large effective mass of the heavy hole prevents it
from spreading into the barrier. As shown in Figure 3, we
measure in Faraday geometry similar γ2 for X
0, X+ and
X−. This indicates that both the s-electron and the s-
hole are strongly localized in the QD. In contrast to this,
for X2− we observe a much smaller γ2. This shows that
the p-electron wave function is sensitive to the presence
of a hole in the QD: in the initial state of the transition,
the hole binds the p-electron to the QD; after recombina-
tion the p-electron is more weakly confined and its wave
function spreads more into the GaAs barriers. Finally,
compared to X0 and the trions, γ2 for the X
2− shows a
reduced anisotropy that arises from the delocalization of
the p-electron inside the GaAs barriers.
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FIG. 3. (color online): Diamagnetic shift γ2 as a function of θ
for an excitation density of 5×109µW/cm2 (for X+ an excita-
tion density of 60× 109µW/cm2 was required). Experiments
on X+, X0, X−, X2− have been taken with gate voltages
of -0.78, -0.60,-0.30 and -0.04 V, respectively. On the right
scale, the corresponding values for the square of the X0 co-
herence length 〈ρ2〉 are shown. The grey shaded area shows
the uncertainty on the γ2 values extracted for X
0, X+ and
X−.
FIG. 4. (colour online): PL spectra of the X0, X−, X2−
and X3− complexes (squares, circles, diamonds and trian-
gles, respectively). Solid lines show the result of fitting with
Lorentzian curves.
B. Magneto-photoluminescence of neutral and
singly charged excitons
We display in Figure 4 emission spectra from the neu-
tral and negatively charged exciton complexes at zero
magnetic field. The X0 full width at half maximum
(FWHM) is 71 µeV and no splitting is resolved. We
therefore estimate that the anisotropic exchange split-
ting |cx + cy|/2 between the two bright states of X
0 is
not larger than 30 µeV (cx and cy characterize the in-
plane electron-hole spin-spin interaction along the [110]
and [110] crystal axes, respectively),10,31 which indicates
that the symmetry of the QD is nearly D2d. Coming
4to the anisotropic exchange splitting |cx − cy|/2 between
the two dark X0 states, it is of the order of µeV
32 we
therefore neglect it, as is usually done when discussing
the magneto-PL of InAs QDs.9 No fine structure is ex-
pected for the trion emission because of electron spin
pairing and, for a given excitation density, the X− emis-
sion is narrower than the X0. Note that the 62 µeV
linewidth measured for the X− emission is likely to be
given by spectral diffusion effects.33 The magnetic field-
dependences of X+, X0 and X− emission energies for θ
equal to 0, 45 and 90o are shown in Figure 5. In Faraday
geometry, the emission from the X0 bright states splits
into two lines, whose energies EX
0
F follow:
9,10
EX
0
F (B) = E0+
cz
4
±
1
2
µBB|g
sz
e + g
z
h|+ γ
X0
2 (0
o)B2. (1)
gsze and g
z
h are the s-electron and hole Lande´ factors
along the dot axis, respectively, and cz/2 is the isotropic
exchange splitting.10,31 Away from Faraday geometry,
the in-plane component of the magnetic field introduces
some mixing between the X0 bright and dark states. Ac-
cordingly, two additional emission lines are observed for
fields larger than about 2 T [Figure 5(b,c)]. In the specific
case of Voigt geometry, the eigenenergies EX
0
V,B and E
X0
V,D
of the primarily bright and dark states, respectively, are
given by:9,34
EX
0
V,B(B) = E0 +
cx
4
±
1
2
√
(cz − cy)2
4
+ µ2BB
2(gxh + g
sx
e )
2
+ γX
0
2 (90
o)B2,
(2)
and
EX
0
V,D(B) = E0 −
cx
4
±
1
2
√
(cz + cy)2
4
+ µ2BB
2(gxh − g
sx
e )
2
+ γX
0
2 (90
o)B2,
(3)
where gsxe and g
x
h are the s-electron and hole g-factors
along [110], respectively. While the data taken in Fara-
day and Voigt geometries were fitted using Equations (1-
3), the data taken at intermediate θ were analyzed solving
numerically the van Kesteren Hamiltonian.10,35 Using the
magnetic field dependence of X0 emission energies for θ
equal to 30, 45, 60 and 90o, we extract cz = 718 ± 54
µeV. This rather large cz is in agreement with the fact
that the investigated X0 is strongly confined, cz having
been shown to scale like the inverse of the QD volume.9
Coming to the trions, their emission energies in Faraday
geometry are given by:36
EX
−,X+
F (B) = E0 ±
µBB
2
|gsze + g
z
h|+ γ
X−,X+
2 (0
o)B2.
(4)
FIG. 5. (colour online): Magnetic field-dependence of the
PL energies of the X+, X0 and X− complexes (diamonds,
squares and triangles respectively) at 4.5 K for θ = 0o, 45o
and 90o. Full and open symbols correspond to the emission
from the primarily bright and dark states, respectively. In
Faraday geometry, the X+, X0 and X− magneto-PL spectra
have been recorded at gate voltages of -0.78, -0.60 and -0.30V
respectively (comparable voltages were used for θ 6= 0). Solid
and dashed lines show the result of the fitting procedure of
the emission energies of the predominantly bright and dark
states, respectively.
where γX
−
2 (θ) and γ
X+
2 (θ) are the diamagnetic shifts
of the negative and positive trions respectively. In Voigt
geometry, the emission energies from the predominantly
bright states are:36
5FIG. 6. (colour online): (a): Schematic representation of the X2− fine structure. The red vertical arrows show the four
optically allowed transitions in Faraday geometry. (b-e) Magneto-PL of the X2− for θ = 0o (b), 45o (c), 60o (d) and 90o (e).
(b) In Faraday geometry, two emission lines are resolved. (c-e) For non-zero θ, the mixing between bright and dark states
makes it possible to observe four distinct emission lines. In this tilted state, for fields larger than about 8 T the asymmetry
of diamagnetic forces in the apparatus is sufficient to alter slightly the optical alignment of the system, resulting in a decrease
in emission intensity for all emission lines. In (e) the “jump” occurring at 8 T is caused by a magnetic field-induced change
in the electrostatic environment of the QD (f-h): Experimental data points (blue circles) and parabolic fitting (blue lines)
corresponding to the data shown in (b,c,e). The dotted lines in (g,h) show the parabolic fits to the dark states emission energies
(open circles).
EX
−,X+
V,B (B) = E0 ±
µBB
2
|gsxe + g
x
h|+ γ
X−,X+
2 (90
o)B2,
(5)
and those from the predominantly dark states are:
EX
−,X+
V,D (B) = E0 ±
µBB
2
|gsxe − g
x
h|+ γ
X−,X+
2 (90
o)B2.
(6)
The magnetic field dependence of X+ and X− PL en-
ergies were fitted with the same approach than for X0.
It is worth emphasizing that experiments performed in
Voigt geometry do not allow for an accurate determina-
tion of gxe and g
x
h, the splittings between the different
emission lines being too small. In view of this, experi-
ments carried out at θ = 45o [Figure 5(b)] yield a balance
between the emission intensity of the predominantly dark
states and their energy splitting (splitting of about 200
µeV at 8 T). From the magnetic-field dependence of X0
and the trions for θ = 0, 15, 30, 45, 60 and 90o, we deduce
|gsxe | = 0.40± 0.01, |g
sz
e | = 0.47± 0.01, |g
x
h| = 0.02± 0.01
and |gzh| = 1.50 ± 0.05. First, we manage with this set
of parameters to fit the X0, X+ and X− magneto-PL
satisfactorily for all θ. The value deduced for |ge| is
typical of InAs quantum dots17,34,37,38 and the slight
anisotropy obtained for the ge tensor confirms recent
time-resolved pump-probe ellipticity experiments.39 Al-
though magneto-PL experiments can only provide the
modulus of the electron g-factor (see discussion by Oberli
et al.38), we assume that the s-electron g-factor is nega-
tive, in agreement with recent theoretical40,41 and exper-
imental reports42. We therefore take gsze = -0.47 and g
sx
e
= -0.40. Concerning gh, we attribute the small value of
its in-plane component to the fact that the cubic terms in
the spin Hamiltonian are negligible, as previously shown
by Toft and Phillips.34. We emphasize that the values
reported in the literature for gzh and g
x
h in InAs QDs are
extremely scattered.34,37,38,43 This is usually assigned to
the fact that gh is a function of the heavy-hole light-hole
mixing, the latter being strongly dependent on the shape,
the composition and the strain state of the QD.44–47
C. Magneto-photoluminescence of doubly
negatively charged excitons
We present in this Section the emission properties of
X2− in magnetic field for various θ. We only discuss here
the magnetic-dependence of the recombination of X2−
into the triplet final state. The emission corresponding
to the recombination into the singlet state is too weak
for us to track its magnetic field-dependence. At zero
magnetic field, the recombination into the triplet is com-
posed of two lines (FWHM = 80±2 µeV) split by 99 µeV
(Figure 4). In contrast to the X0, both the |±1〉 and the
| ± 2〉 states of the X2− couple to the light at zero mag-
netic field (we still denote these states as bright and dark,
respectively, in analogy with what done in Section III.B).
The exchange interaction between the s-hole and the p-
electron of the X2− should in principle make it possible
to resolve four distinct lines for the recombination into
the triplet: (i) the isotropic exchange interaction splits
energetically the bright and the dark states of X2− by an
amount cspz /2 and (ii) the | ± 1〉 states are further split
6by an amount that we take equal to (cspx + c
sp
y )/2 [see
Figure 6(a)]. Following the approach by Kazimierczuk et
al. and Ediger et al.20,21, we first neglect the exchange
energy splitting between the | ± 2〉 states. Then, and in
contrast to the case of X0, (cspx + c
sp
y )/2 is typically 1.4
to 1.7 times larger than cspz /2.
20,21 We thus ascribe the
lower energy line of the doublet to the recombination of
the | ± 2〉 and the | − 1〉 states, while the higher energy
one corresponds to the emission from the | + 1〉 state.21
We also deduce (cspx +c
sp
y )/2 = 99 µeV and c
sp
z /2 = 65±6
µeV, in agreement with previous reports.21
The θ-dependent magneto-PL of the X2− is displayed
in Figure 6(b-e). In Faraday geometry, applying a mag-
netic field splits both the initial and the final states in-
volved in the X2− recombination [Figure 6(a)]. As a
first approximation, following Kazimierczuk et al.,20 we
consider similar g-factors for electrons in the s and the
p-shells, irrespectively of the presence of a hole in the s-
shell. It follows that the energy of the photons resulting
from the recombination of the | − 1〉 and the |+2〉 states
[labeled as transitions 1 and 2 in Figure 6(a)] should ex-
hibit a Zeeman shift of µB|g
z
h − g
sz
e |B/2. Similarly, we
obtain that the linear shift of the emission from the |−2〉
and the | + 1〉 X2−[transitions 4 and 3 in Figure 6(a)]
would be −µB|g
sz
e − g
z
h|B/2. Since the exchange terms
involved are smaller than the spectral resolution of our
set-up, the emission from the | + 2〉 and | − 1〉 (| − 2〉
and |+ 1〉, respectively) X2− overlap: we therefore only
observe two distinct lines in Faraday geometry [Figure
6 (b)]. Now, the situation is made complicated by the
fact that the p-electron envelope spreads into the GaAs
barriers, this spreading depending on the presence of the
hole in the s-shell (see Section III.A). Consequently, not
only should the s- and the p-electron g-factors differ,48–50
but so will the p-electron g-factor for the initial and the
final states of the X2− recombination.51 With gpz,ie and
gpz,fe the p-electron g-factors of the initial and the final
states of the X2− recombination, the magnetic field de-
pendence of the recombination energies of the X2− dark
states in Faraday geometry are given by:
EX
2−
F,D (B) = E0 −
cspz
4
±
µBB
2
|gsze − g
z
h + g
pz,f
e − g
pz,i
e |
+ γX
2−
2 (0
o)B2
(7)
where gpz,ie and g
pz,f
e are the p-electron g-factors for
the initial and the final states of the X2− recombina-
tion. In a similar manner, the emission energies for the
recombination of the bright states into the triplet are:
EX
2−
F,B (B) = E0 +
cspz
4
±
1
2
µBB|g
pz,f
e − g
sz
e |+ γ
X2−
2 (0
o)B2
±
1
2
√
[∓(cspx + c
sp
y )]2
4
+ (µBB|gzh − g
pz,i
e |)2
(8)
Using Equations (7) and (8) to fit the data in Figure
6(a) (we take gsze , g
z
h, c
sp
z , (c
sp
x + c
sp
x )/2 and γ
X2−
2 (θ) as
determined above), we get |gpz,fe − g
pz,i
e | = 0.12 [the re-
sult of the fitting is shown in Figure 6(f)]. In agreement
with our discussion in Section IV.A on the diamagnetic
coefficient of the X2− complex, we attribute the observed
variation in p-electron g-factor to the increased spreading
of the p-electron wavefunction inside the dot barriers af-
ter recombination of the X2−. As the p-electron is more
bound to the dot for the initial state of the X2−, its g-
factor should be close to that measured for the s-electron.
As an approximation, we first take gpz,ie = g
sz
e = -0.47,
which leads to gpz,fe = -0.59 or g
pz,f
e = -0.35. Second, as
the p-electron wavefunction probes both the QD and the
barrier, gpz,fe ranges between the electron g-factor in the
QD (gsze = -0.47) and the electron g-factor in the barrier.
In the presence of alloy intermixing between the InAs QD
and GaAs barriers,52 the latter is between gInAse = -14.7
and gGaAse = -0.44,
53 which leads finally to gpz,fe = -0.59.
When a magnetic field with an in-plane component
is applied, the initial and the final states of the X2−
recombination get mixed. Accounting for the different
channels available for the recombination of each of the
four X2− states, we could now expect to detect twelve
distinct emission lines. Now, as mentioned above, the ex-
change terms are small compared to our spectral resolu-
tion. Furthermore, not all the possible transitions carry
an oscillator strength large enough for detection.20 We
therefore only detect four distinct lines [Figure 6(b,c)],
although, based on the analysis in Ref. 20, we suspect
each of these lines to be the result of the convolution be-
tween the emission from two distinct X2− recombination
channels. Similarly to what seen for X0 and the tri-
ons and in agreement with magneto-PL experiments on
X2− in CdTe/ZnTe QDs,20 the Zeeman splittings reduce
with increasing θ. In Voigt geometry, it becomes almost
impossible to resolve the multiple splittings of the emis-
sion lines [Figure 6(d)]. In addition, any quantitative
discussion of the Zeeman splittings at intermediate θ is
hindered by the fact that (i) gpze and g
px
e depends on
the spreading of the p-electron wave function in the bar-
riers and (ii) the shape of the p-electron wave function
strongly depends on the field orientation.49
V. ANGLE-DEPENDENT HYBRIDIZATION OF
ELECTRONIC QUANTUM DOT STATES WITH
THE WETTING LAYER
We now turn our attention to the magneto-PL from
the triply negatively charged exciton X3−. The two p-
electrons of this complex may occupy either a different
or the same sub-shell. In the case of QDs with in-plane
isotropy, the px and py states are degenerate and theX
3−
exhibits an open-shell configuration: both the px and the
py states are occupied and the two p-electrons have par-
allel spins. The open-shell X3− may recombine into a
triplet or a singlet state, giving rise to two emission bands
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FIG. 7. (colour online): (a)-(d) Magneto-photoluminescence intensity maps versus photon energy and magnetic field of the
X3− taken at θ = 0o (a), 30o (b), 60o (c) and 90o (d). Solid lines in (a-c) are guides to the eye highlighting the anticrossings
that result from the coupling between the final state of the X3− recombination and the electron Landau levels of the wetting
layer. (e,f) PL spectra of the X3− taken at 0, 2.5, 5, 7.5 and 10 T in Faraday (e) and Voigt (f) geometries. In (e) the black
and red arrows indicate the emission from the closed (cs) and open-shell (os) X3−. The inset in (f) shows that the emission of
the X3− in Voigt geometry splits into four components. The red line shows the result of a deconvolution of the spectrum using
four Lorentzian curves with a FWHM of 120 µeV (blues lines). (g) Ratio between the emission intensity from the closed-shell
X3− I(cs) and the total X
3− I(tot) emission intensity with respect to the magnetic field. We define as Bsf the magnetic field
at which Ics
Itot
= 1− (1/e) (green dashed line). (h) Evolution of Bsf with respect to θ.
split by electron-electron exchange interaction.24 As was
the case for the X2−, we will not comment further on the
recombination of the X3− into the singlet because of the
relatively low intensity of this emission.24 In the presence
of in-plane anisotropy, the degeneracy between the px and
the py states is lifted. When the in-plane anisotropy is
such that the energy separation between the px and the
py states is larger than the exchange energy between the
px and py electrons, both p-electrons occupy the lower-
energy subshell:54 the X3− is said to adopt a closed-shell
configuration. Note that the observation at zero mag-
netic field of the closed-shell X3− does not necessarily
imply that the QD exhibits an in-plane anisotropy. For
instance, the presence of electrons in the wetting layer is
sufficient to break the potential symmetry in the QD and
to favour the closed-shell configuration.55,56
The emission spectra from the X3− at zero-magnetic
field is shown in Figure 7. It is dominated by an emis-
sion band centered at 1267.9 meV that we attribute to
the recombination of the open-shell X3− into the triplet.
The open-shell X3− emission shows a fine structure (Fig-
ure 4), as a result of exchange interaction between the s-
hole and the p-electrons.54,56 While the 100 µeV exchange
splitting observed here between the open-shellX3− states
is similar to what reported respectively by Urbaszek et
al. and Warburton et al.54,56 (Figure 4), the emission
lines appeared to be much broader (FWHM = 170 µeV
compared with 70 µeV in Refs. 54 and 56). We observe
a much weaker and broader (FWHM = 790 µeV) emis-
sion band centered at 1266.5 meV [Figure 7(e)], that we
ascribe to the recombination of the closed-shell X3−.57
As shown in Figure 8, after recombination of the closed-
shell X3−, the QD is in an excited state. Fast reconfigu-
ration of the final state occurs by an Auger process and
results in the large emission broadening observed in Fig-
ure 7. We emphasise that the electron excited into the
d-shell couples to the wetting layer.57,58 The behaviour
of the magneto-PL of the closed-shell X3−, the so-called
Kondo-Anderson excitons,58,59 will be discussed in the
remainder of this paper.
The evolution of the X3− emission energies in a mag-
netic field at θ = 0 is quite different from that observed so
far for less-charged complexes [Figure 7(a)]. First, when
increasing the magnetic field, the emission from the open-
shell X3− quenches in favour of the closed-shell emission.
Applying a magnetic field splits the px and py subshells,
making the closed-shell configuration energetically more
favourable.55 With Ics and Itot the emission intensity
8from the closed-shell X3− and the total X3− emission
intensity, respectively, we define the spin-flip magnetic
field Bsf as the field at which
Ics
Itot
= 1 − 1
e
≃ 0.63.60
We measure Bsf = 1.77 ± 0.1 T [Figure 7(g)]]. Second,
the emission from the closed-shell X3− does not follow
a parabolic dependence with increasing magnetic field
[Figure 7(a,e)]. In agreement with earlier works,6,55,56
the closed-shell X3− emission shows several anticrossings
for intermediate values of the magnetic field ranging be-
tween 2 and 8 T. This is the signature of the hybridiza-
tion between localized (QD with a full p-shell and one
electron in the s-shell) and extended states (QD with a
full s-shell and one electron delocalized in the wetting
layer).6 We underline that the asymptotes of the closed-
shell X3− emission energies are linear with the magnetic
field, as a result of the development of the wetting layer
continuum of states into Landau levels. At resonance be-
tween the localized and the delocalized electronic states,
∆ = (n+3/2)e~B/me, where me is the electron effective
mass in the wetting layer, n the index for the nth Landau
level and ∆ the kinetic energy at zero field of the electron
in the wetting layer.55 Using me = 0.067m0, we obtain
∆ = 15± 1 µeV. Concerning the asymptotes themselves,
their magnetic field dependences are given by:6
E0 +∆− (n+
3
2
)e~B/me, (9)
where E0 is the emission energy from the closed-shell
X3− at zero field. For magnetic fields larger than 8 T, the
final state of the X3− recombination is fully localized in
the QD. As the initial and the final states of the recombi-
nation are influenced by the magnetic field only through
coupling to the spins of the s-hole and the s-electron,
respectively, the closed-shell emission is split into two
components whose energy separation is proportional to
|gsze − g
z
h|B. In addition, we deduce from Figure 7(e) a
paramagnetic behaviour (i.e. γ2 < 0) for the closed-shell
X3−. According to our previous discussions in Sections
IV.A and IV.C, this observation confirms that the ex-
tent into the GaAs barriers of the p-electron envelope is
larger for the final state than for the initial state of the
recombination.
Some remarkable changes occur when the magnetic
field is tilted with respect to the growth axis. First, as
displayed in Figure 7(a-d,h), Bsf increases with θ. We
emphasize that in Voigt geometry, the emission from the
open-shell X3− dominates the spectrum over the whole
range of investigated magnetic fields. To explain this ob-
servation, we consider the evolution of the energy spec-
trum of a QD in a tilted magnetic field. This generalised
version of the Fock-Darwin problem has been solved an-
alytically by Henriques and Efros61. In this work, Hen-
riques and Efros predict for a given value of the magnetic
field a reduced splitting between the px and py states as θ
is increased. It follows thatBsf increases with θ, in agree-
ment with the data in Figure 7(h). Second, the slope of
the asymptotes of the closed-shell X3− emission ener-
gies decrease with θ [Figure 7(a-c)]. In particular, when
FIG. 8. (colour online) (a) Applying a magnetic field parallel
to the quantum dot high symmetry axis splits the px and py
subshells, favouring the closed-shell X3− against the open-
shell one. (b) After recombination of the closed-shell X3−,
the QD is in an excited state. Auger interaction promotes
an electron into the d-shell, which couples with wetting layer
states. In presence of magnetic field, the wetting layer con-
tinuum of states develops into Landau levels, giving rise to
the anticrossings seen in Figure 7(a-c). This figure follows
the scheme outlined by Karrai et al.6
θ = 90o, the magnetic field-dependence of the closed-shell
X3− emission energies exhibits no anticrossing [Figure
7(d,f)]. We attribute such a decrease in the slopes of the
asymptotes to the fact that the eigenenergies for an elec-
tron in a quantum well in presence of a tilted magnetic
field are proportional to the component of the magnetic
field parallel to the confinement axis.62 In agreement, the
asymptotes in Figure 7(b,c) are fitted fairly well using
Equation (9) with B the on-axis component of the ap-
plied magnetic field. We underline that tuning θ and
the amplitude of the magnetic field modifies the shape
of the wave function of electrons confined in the QD,49
which opens the possibility of studying different configu-
rations of Kondo-Anderson states. When θ = 90o, both
the open-shell and the closed-shell X3− emission ener-
gies exhibit a quadratic behaviour with magnetic field,
as an indication that the X3− can now be treated in the
artificial atom model. For instance, at 10 T, the open-
shell X3− emission splits into four lines, as a result of the
Zeeman effect on both the initial and the final state of
the recombination. Concerning, the X3− in the closed-
shell configuration, its emission energy in Voigt geometry
shows almost no dependence on the magnetic field: no
splitting is resolved and γ2 = 0.5 µeV/T
2.
VI. CONCLUSIONS
In conclusion, we have carried out photoluminescence
experiments in tilted magnetic field on neutral and
charged excitons in InAs/GaAs quantum dots. Per-
forming magneto-photoluminescence with different field
orientation not only allows estimation of the shape of
the exciton wave function, but also makes it possible to
determine accurately the Lande´ g-tensors for electrons
9and holes in the s-shell. Experiments on doubly and
triply negatively charged excitons provide information
on carriers in high-energy shells. In particular, we have
demonstrated that the g-factor of the p-electron depends
strongly on the spreading of its wave function inside the
dot barriers and on the presence of the hole in the s-
shell. Finally, we have observed coherent coupling be-
tween the quantum dot electronic states and the wetting
layer Landau levels. We have investigated the magnetic
field-dependence of this coupling for various orientations
of the magnetic field. Based on the energy spectrum of
electrons in quantum dot in tilted magnetic fields, we
have shown that when increasing the angle between the
magnetic field and the dot high symmetry axis, the sys-
tem evolves from a Kondo-Anderson exciton description
to the artificial atom model.
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