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Abstract
Marine and hydro-kinetic (MHK) energy hold promise to become significant contributor
towards sustainable energy generation. Despite the promise, commercialization of MHK
energy technologies is still in the development stage. While many simplified models for
MHK site resource-assessment exist, more research is needed to enable efficient energy
extraction from identified MHK sites. A marine energy company named Verdant Power
Inc. was granted first federal license to install up to 30 axial hydrokinetic turbines in
the East River in New York City under what came to be known as Roosevelt Island
Tidal Energy (RITE) project. Therefore, in this study we investigate issues of relevance
to post-site-identification stage for a real-life tidal energy project, the RITE project,
using high-fidelity numerical simulations.
An effective way to develop arrays of hydrokinetic turbines in river and tidal channels
is to arrange them in TriFrame configurations where three turbines are mounted together
at the apexes of a triangular frame. The TriFrames serve as the building block for
rapidly deploying multi-turbine arrays. The wake structure of a TriFrame of three model
turbines is investigated. We employ large-eddy simulation (LES) with the curvilinear
immersed boundary method (CURVIB) for fully resolving the turbine geometry details
to simulate turbine-turbine wake interactions in the TriFrame configuration. First, the
computed results are compared with experiments in terms of mean flow and turbulence
characteristics with overall good agreement with bed-flume experiments. The flow-fields
are then analyzed to elucidate the mechanisms of turbine interactions and wake evolution
in the TriFrame configuration. We found that the wake of the upstream TriFrame
turbine exhibits unique characteristics indicating presence of the Venturi effect as the
wake encounters the two downstream turbines. We finally compare the wakes of the
TriFrame turbines with that of an isolated single turbine wake to further illustrate how
the TriFrame configuration affects the wake characteristics and power production in an
array of TriFrames.
Lastly, we propose a large eddy simulation (LES)-based framework to investigate
the site-specific flow dynamics past MHK arrays in a real-life marine environment. To
this end, the new generation unstructured Cartesian flow solver, coupled with a sharp
iv
interface immersed boundary method for 3D incompressible flows, is used. Optimized
data-structures and efficient algorithms were developed to enable faster simulation on
high-resolution grids. Multi-resolution simulations on locally refined grids are then
employed to model the flow in a section of the East River with detailed river bathymetry
and inset turbines at field scale. The results are analyzed in terms of the wake recovery
and overall wake dynamics in the array. Comparison with the baseline flow in the East
River reveal the effects of tidal array installation.
v
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Chapter 1
Motivation
Water has been a reliable source of energy for our civilization since the invention
of water wheel to power flour grinding, irrigation and water lifting. Technological ad-
vancements in hydropower since then have been increasing the usable hydropower. By
the end of 2011, the global installed hydroelectric capacity was reported to be 1.31
TWe [17]. As per the U.S. Energy Information Administration [18], total hydroelectric
production in the U.S. during 2005 was 270 TW·h, about three quarters of total renew-
able energy production in the nation. In 2012, the total hydroelectric production was
about the same, but its share in renewable energy production decreased to 55% from
the 205 share of 75%. Clearly, in spite of hydroelectricity being a renewable resource,
the industry has not seen significant growth in the U.S; growth figures are similar for
many other developed countries.
Hydroelectric power plants create a range of adverse impacts on the environment.
Lack of dissolved oxygen in the tailrace of the plant severely affects the wildlife in
the downstream water [19, 20]. Hydropower operations can also significantly alter the
sediment transport and river channel dynamics in the long run [21, 22]. This creates
space for more research in order to overcome existing challenges in extracting energy
from hydro sources. While there are efforts to improve hydroelectric power generation,
a viable alternative to harness energy from flowing stream of water has come up in
the form of Marine and hydrokinetic (MHK) systems which do not require a dam for
impounding water [23]. Instead, MHK systems use the kinetic energy of the free flowing
natural streams (or bodies) of water - river, tidal channels, sea waves etc. Hydrokinetic
1
2generation does not involve significantly altering the natural flow path of the water
streams.
Figure 1.1: MHK turbines under development for deployment at commercial scale [2].
According to the U.S. Marine and Hydrokinetic Renewable Energy Roadmap [2],
MHK resource has potential to supply up to 10% of total U.S. energy demand, more than
the amount of electricity produced by all conventional hydropower in the country. Ocean
Renewable Energy Coalition (OREC) lists the total installed MHK energy capacity of
at least 15 GW by 2030 as one of its goals in this roadmap. However, MHK power
generation is a relatively new research field and currently in commercial development
stage. There are several proposed MHK devices for energy extraction which are still
undergoing prototype testing phase (See Fig. 2.1). One can draw stark similarities
between the nascent MHK industry as it stands today and the wind energy sector
before it became a booming industry in last 10 years. Sustained efforts in research and
development are needed to support the industry through the current phase in order to
realize the goal of 15 GW by 2030.
The complex features of the marine environments such as intricate bed topogra-
phy, highly turbulent flows and moving sediment beds pose major research challenges.
These features can significantly influence the performance and structural integrity of
the hydrokinetic turbines. Critical prerequisites for the successful development of an ef-
ficient multi-turbine MHK arrays are to develop techniques for: quantifying the amount
of energy the array can extract under a wide range of turbulent flow conditions; op-
timizing the placement of turbines in the array; and evaluating potential interactions
between the turbines and the aquatic environment. Computational modeling presents
a viable approach for tackling these questions. The answers are highly correlated to the
features of the site under consideration. The marine bathymetry, flow speeds and sedi-
ment bed characteristics play important role in determining the array configuration for
3maximum energy extraction. The turbine-turbine and turbine-bathymetry interactions
should also be accurately accounted for in the model. The goal of the current study is to
investigate the research questions posed here in a site specific manner and address the
computational challenges in development of an efficient and scalable numerical model.
Chapter 2
Introduction
Water has been a reliable source of energy for our civilization since the invention
of water wheel to power flour grinding, irrigation and water lifting. Technological ad-
vancements in hydropower since then have been increasing the usable hydropower. By
the end of 2011, the global installed hydroelectric capacity was reported to be 1.31
TWe [17]. As per the U.S. Energy Information Administration [18], total hydroelectric
production in the U.S. during 2005 was 270 TW·h, about three quarters of total renew-
able energy production in the nation. In 2012, the total hydroelectric production was
about the same, but its share in renewable energy production decreased to 55% from
the 205 share of 75%. Clearly, in spite of hydroelectricity being a renewable resource,
the industry has not seen significant growth in the U.S; growth figures are similar for
many other developed countries.
Hydroelectric power plants create a range of adverse impacts on the environment.
Lack of dissolved oxygen in the tailrace of the plant severely affects the wildlife in
the downstream water [19, 20]. Hydropower operations can also significantly alter the
sediment transport and river channel dynamics in the long run [21, 22]. This creates
space for more research in order to overcome existing challenges in extracting energy
from hydro sources. While there are efforts to improve hydroelectric power generation,
a viable alternative to harness energy from flowing stream of water has come up in
the form of Marine and hydrokinetic (MHK) systems which do not require a dam for
impounding water [23]. Instead, MHK systems use the kinetic energy of the free flowing
natural streams (or bodies) of water - river, tidal channels, sea waves etc. Hydrokinetic
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streams.
Figure 2.1: MHK turbines under development for deployment at commercial scale [2].
According to the U.S. Marine and Hydrokinetic Renewable Energy Roadmap [2],
MHK resource has potential to supply up to 10% of total U.S. energy demand, more than
the amount of electricity produced by all conventional hydropower in the country. Ocean
Renewable Energy Coalition (OREC) lists the total installed MHK energy capacity of
at least 15 GW by 2030 as one of its goals in this roadmap. However, MHK power
generation is a relatively new research field and currently in commercial development
stage. There are several proposed MHK devices for energy extraction which are still
undergoing prototype testing phase (See Fig. 2.1). One can draw stark similarities
between the nascent MHK industry as it stands today and the wind energy sector
before it became a booming industry in last 10 years. Sustained efforts in research and
development are needed to support the industry through the current phase in order to
realize the goal of 15 GW by 2030.
The complex features of the marine environments such as intricate bed topogra-
phy, highly turbulent flows and moving sediment beds pose major research challenges.
These features can significantly influence the performance and structural integrity of
the hydrokinetic turbines. Critical prerequisites for the successful development of an ef-
ficient multi-turbine MHK arrays are to develop techniques for: quantifying the amount
of energy the array can extract under a wide range of turbulent flow conditions; op-
timizing the placement of turbines in the array; and evaluating potential interactions
between the turbines and the aquatic environment. Computational modeling presents
a viable approach for tackling these questions. The answers are highly correlated to the
features of the site under consideration. The marine bathymetry, flow speeds and sedi-
ment bed characteristics play important role in determining the array configuration for
6maximum energy extraction. The turbine-turbine and turbine-bathymetry interactions
should also be accurately accounted for in the model. The goal of the current study is to
investigate the research questions posed here in a site specific manner and address the
computational challenges in development of an efficient and scalable numerical model.
The primary mechanism of energy extraction for (MHK) turbines is similar to wind
turbines. Multiple aerofoil shaped blades are connected to a rotor shaft. The kinetic
energy of flowing water turns the blades around the rotor. This spins the rotor which
in turn is used to spin the electrical generator. In the present study, we are interested
in turbines laid out in an array in a current based system. Though current based
sources may include river, ocean and tidal currents and canals, our focus lies on the
tidal currents. A field scale three dimensional numerical simulation of a long reach of
stream of water, with or without the turbines, is an extremely challenging computational
problem because of high Reynolds number and complex natural river geometry and
bathymetry. This is also apparent in the previously published literature on natural
river simulations. The following sub-sections summarize related computational efforts
in the literature.
2.1 Previous works on river flow simulation
Sinha et al.’s work [24] was the first attempt to simulate a large reach of a natural
river along with the complex features including the islands on the river and bathymetry
with sharp geometric gradients. They used the k- turbulence model with the Reynolds
Averaged Navier-Stokes (RANS) equations in generalized curvilinear coordinates to
study flow in a 4 km stretch of Columbia river downstream of the Wanapum Dam.
Boundary fitted grids were used to conform to the geometrical features. A maximum
Reynolds number of 27300 was simulated. A multi-block grid approach was used to
refine the grid in the vicinity of complex features in the domain. The computed mean
velocity profile was in excellent agreement with the measured values.
In 2004, Rodriguez et al. [25] performed numerical simulations of flow in a highly
sinuous 70m reach of the Embarras river incorporating natural geometry using Flow-3D
software. The grid was reconstructed from field data of the river bathymetry. Boundary
conditions were based on the field measurements. The Renormalization Group (RNG)
7theory, an improvement over k-, was used for turbulence closure of RANS equations.
The RNG theory is known to provide better predictions for near-wall flows and flows
with rapid distortions [26, 27]. The Reynolds number was approximately 5× 105, much
higher compared to similar studies. The computed results agreed well with the mea-
surements in the reach. Abad et al. [28] also performed simulations based on a natural
river geometry using a model similar to that of Rodriguez et al. [25]. They studied
the flow in a meander bend of the Sugar Creek and the numerical results were in good
agreement with the field measured data,
Kang. et al. [29] studied flow in a pseudo-natural meandering channel in the Out-
door Stream Lab (OSL) installed at the St. Anthony Falls laboratory (SAFL). The
CURvilinear Immersed Boundary (CURVIB) method [30] was extended to incorporate
dynamic Large Eddy Simulation (LES). Subgrid stresses were modeled using a dynamic
Smagorinsky model [31]. LES is well suited for river flows where most of the energy is
contained in energetic albeit slowly moving large eddies. The mean velocity field predic-
tions from the computations were in good agreement with the velocity measured in the
OSL. LES results were compared with the k−ω RANS model and it was found that the
RANS model predicted an order of magnitude higher turbulent kinetic energy (TKE)
in a shallow region near the bed. This limitation of the RANS type two equation model
was also reported earlier by Stosser et al. [32]. Furthermore, Kang and Sotiropoulos
[33] showed that the k − ω model was not able to capture the complex multi-cellular
patterns of the secondary flow within strongly curved meandering bend. LES, on the
other hand, could successfully reproduce the secondary cells.
The simulation in a natural river geometry with highest reported Reynolds number
was performed using Fluent software for a reach of the Hudson river estuary [34]. The
Reynolds number based on mean depth of 20 m was 11 million. Both LES and unsteady
RANS were used for turbulence modeling and results were validated with average ve-
locity measurements from ADCPs (Acoustic Doppler Current Profilers) installed in the
Hudson river.
Recently, Khosronejad et al. [35] developed a high fidelity framework to model the
coupled river hydrodynnamics and morphodynamics. In this method, the sediment
water interface is treated as Immersed Boundary using the CURVIB-FSI approach of
Borazjani et al. [5]. The method is extensively validated with the existing literature.
8This method could predict the scouring around bridges piers [36] and to study scour
produced by flow past different stream restoration rock structures in a laboratory setting
[37].
2.2 Previous works on resource assessment for energy ex-
traction
Garrett and Cummins [51, 52, 53] determines the maximum limit of power that can
be extracted from tidal channels using turbines. A one dimensional theoretical model
suggested that the limit is considerably less than the average kinetic energy flux of the
channel without turbines. This is because as the number of turbines flocking the channel
is increased the available energy for successive turbines is reduced. Table 2.1, reproduced
from [1], summarizes the numerical studies in the last 10 years for resource assessment
of marine current energy at various sites across the world. Ben et al. [39] developed a
Matlab model to simulate forces the on rotor and power generated by turbines. Turbines
were modeled using Blade Element Momentum (BEM) approach. Modeling of flow over
the turbine was simply done by taking flow velocity from oceanographic databases and
using them with the turbine model, without considering the natural site geometry. In
another 2D model for resource assessment in tidal passage [40] a series of turbines
were represented by increasing the bottom friction over the entire passage. The power
generated in such a model was estimated as a fixed fraction of total drag power on the
bottom of channel. In resource evaluation study for Rı´a de Muros (Northwest Spain)
[41] the depth averaged 2D equations were solved using Delft3D-FLOW numerical code.
Power extraction was modeled (using equation 2.1) as fixed fraction (equal to power
coefficient Cp) of kinetic energy flux incident on the cross section equivalent to a fictitious
turbine.
pc =
1
2
CpρV
3 (2.1)
where ρ is density of water, V is flow speed over the turbine and pc is the extracted
power. The power coefficient was assumed constant Cp = 0.33.
O’Rourke et al. [44] employed a 2D depth-averaged model for resource assessment
with a grid spacing of 405m (and subgrids of 45m and 135m in some regions) and
claimed it to be more accurate in resolving bathymetry of the site than the previous
9Table 2.1: Numerical assessment of marine current energy by various researchers[1]
Year Site Model Developer Ref.
2006 Portland Bill, UK TE´LE´MAC E´lectricite´ de France [38]
2007 Raz de Sein, Brit-
tany, France
Matlab-Simulink MathWorks [39]
2008 Minas Passage, Bay
of Fundy, Canada
2-D finite-volume
model (FVCOM)
C. S. Chen, Cowles G
& Beardsley
[40]
2009 Ra de Muros, Spain Delft 3D-FLOW Delft Hydraulics [41]
Various sites in Nor-
way
Bergen Ocean Model
& High Resolution
Tidal Model
University of Bergen
& University of Oslo
[42]
Puget Sound, Wash-
ington, USA
1-D time dependant
model
University of Wash-
ington
[43]
2010 Various sites in Ire-
land
2-D depth-integrated
numerical model
RPS Kirk McClure
Morton
[44]
South Wales coast,
UK
Refined finite volume
numerical model
Cardiff University [45]
Various sites in
Malasiya
Princeton Ocean
Model (POM)
Princeton University [46]
2011 Georgia coast, USA Regional Ocean
Modeling System
(ROMS)
Rutgers IMCS Ocean
Modeling Group
[47]
Verde Island Passage,
Philippines
Delft 3D Delft Hydraulics [48]
2012 Langyatai Strait,
China
Delft 3D-FLOW Delft Hydraulics [49]
South Carolina coast,
USA
Regional Ocean
Modeling System
(ROMS)
Rutgers IMCS Ocean
Modeling Group
[50]
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studies using grid spacing of the order of several kilometers. The model was validated
against ADCP measurements on the east coast of Ireland. The power extraction was
determined using an empirical relationship similar to Equation 2.1.
In many other resource assessment studies similar approaches were used i.e., em-
ployment of a 2D depth averaged model to obtain the flow velocity and equation 2.1
with pre-specified Cp to estimate power extraction [45, 46, 49]. Some others use special-
ized ocean modeling codes like Princeton Ocean Model (POM) [54] or Regional Ocean
Modeling System (ROMS) [55] to obtain the flow field [46, 47, 50].
2.3 Previous works on 3D simulations of flow over MHK
turbines
Numerical modeling techniques have proven useful in studying the wake of wind tur-
bines - either resolving the actual 3D turbines or modeling the turbine as a momentum
sink (actuator disk theory) [56, 57, 58]. Numerical techniques are an effective tool for
optimization of MHK turbines arrays. However, there are very few previous researchers
who have studied the specific problem of flow past MHK turbines and its effects on and
interaction with river beds through 3D numerical simulations. Most studies on flow
around MHK have so far focused on artificial channel or straight ducts, often using a
2D simplification.
Kang et al. [59] made the first attempts to model turbulent flow past real-life 3D
turbine. A turbine resolving LES was carried out in a straight laboratory flume with 185
million grid nodes accurately resolving the geometry of the rotor blades and all other
structures of the turbine. The spatially filtered mean flow Navier-Stokes equations were
solved using the CURVIB method [30] with wall modeling for reconstructing velocity
boundary conditions near all solid surfaces. Firstly, flow past an isolated rotor was
simulated along with a grid convergence study. For the second simulation, a complete
turbine including all three rotating blades, nacelle and the mounting structure were
included as immersed boundaries. The computed torque, power and Cp were within
9.4%, 5.5% and 4.1% of their values measured in experiments respectively. However,
among the two simulations mentioned, even though the predicted Cp were very close,
the instantaneous downstream flow patterns were significantly different (see Fig. 2.2). It
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Figure 2.2: The contour plot of the instantaneous streamwise velocity nondimension-
alized by bulk mean velocity at the xy-plane located 0.5 diameters downstream of the
rotor at the fifth rotor revolution. The rotor rotates in the clockwise direction around
the +z axis. The solid and dash-dot lines denote the zero streamwise velocity contours
and the trace of the tip of the blades, respectively. The arrows mark the footprints of
the three blade tip vortices. Simulation with (a) rotor only; (b) full assembly.
was concluded that, for the turbine geometry under consideration, the presence of parts
other than rotor does not significantly affect the pressure field near the rotor (which
was indicated by only slight difference in torque), power and Cp values.
Wake meandering of an MHK turbine was further investigated by Kang et al. [11].
A geometry resolving LES was performed to mimic the experiments of Chamorro et al.
[10]. It was found that the precessing hub vortex has a profound effect on the down-
stream wake. The inner swirling flow, rotating counter to the turbine rotation, interacts
with the outer shear layer at some downstream location. This results in considerable
increase in the streamwise and cross-stream strength of the wake, enhanced wake mean-
dering and increased turbulence mixing across the wake boundaries. In comparison with
simulations with actuator models it was shown that they under-predicted the thickness
and streamwise extent of the meandering region. This study highlighted the importance
of resolving the geometry of the turbine.
Lawson et al. [60] at National Renewable Energy Laboratory (NREL) used the
standard rotor design Reference Model 1 described by the Department of Energy (DOE)
to perform a turbine resolving 3D numerical simulations (using STAR CCM+ solver).
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Both steady RANS and unsteady RANS (k − ω SST model) turbulence models were
employed to study turbine performance. Good agreement was reported between the
two methods. Steady state rotor torque was compared with the corresponding BEM
prediction and found that BEM method under-predicts the hydrodynamic force on the
rotor. Effects of grid size and time step were also investigated. The study concluded
that in order to make accurate predictions, better turbulence models are needed to
incorporate the effect of flow separation over blades. Unfortunately comparisons with
measurement was not available in any of the simulated cases.
Pinon et al. [61] adopted an alternative approach to model the marine turbine wake.
They used an unsteady Lagrangian formulation called vortex-particle method. Vorticity-
velocity formation of Navier-Stokes equations were solved with a LES turbulence model.
BEM theory was used to model the turbines. Computed power coefficient (Cp) curve
for different tip speed ratio was validated against the previous works of Bahaj et al.
[62].
2.4 Previous works on turbine-turbine interactions in an
array
A multi-turbine array is used to extract more energy from a stream of water. As
the number of turbines in the array increase, the blockage effect increases and the
power available to successive turbines decreases. This creates a need for optimizing
the array configuration. A better understanding of turbine wake characteristics and
turbine-turbine interaction is needed for this purpose.
Colby and Adonizio [63] at Verdant Power studied the effect of turbine-turbine in-
teraction and its effect on marine ecology. ANSYS CFX was used to model flow over
multiple turbines in the New York’s east river. The simulations were unable to resolve
the full turbine wake and hence under-predicted the strength of wake. The numerical
wake recovered completely after around 5 rotor diameters downstream whereas experi-
ments in the field showed that they persisted much longer.
The MHK turbines in an array have also been modeled as single energy extraction
points in a 2D domain [64]. James et al. used a modification of Environmental Fluid
Dynamics Code (EFDC) developed at Sandia National Laboratories (SNL) to simulate
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Figure 2.3: Contours of the time-averaged streamwise velocity (left) and turbulence
kinetic energy(right) on the x-z plane through the center of turbines for different intra-
turbine spacing. The water surface is indicated by the white line. [3]
changes to marine environment caused by array of MHK turbines. The volumetric
momentum extraction rate (SQ) by the turbine using Equation 2.2 was used with fixed
thrust coefficient CT = 0.5.
SQ = −1
2
CTAMU
2 (2.2)
where AM is the flow-facing area of the turbine and U is the local flow speed in a
computational cell. Power extracted by the turbine was calculated using equation 2.1.
The National Wind Technology Center at NREL is working on creating a framework
for simulating MHK turbine arrays in natural waterways [65]. The effects of turbulence
in the incoming flow on the wake characteristics was studied in an artificial straight
channel. Ten different configurations including counter-rotating and co-rotating tur-
bines modeled as actuator discs were investigated. It was found that for non-staggered
co-rotating case, increasing spacing between rows improved array performance. Stag-
gering turbines downstream in the row also resulted in improved performance. However,
the published numerical data were not verified with the experiment measurement. Bai
et al. [66] also studied multi-row array of turbines wakes using Fluent and employing
actuator disc model but no validation of the model was provided.
Yang et al. [3] developed a computational framework to perform LES of the MHK
turbine array in natural waterways. The CURVIB method used by Kang et al. [29]
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was implemented with actuator lines modeling the turbines. This framework, which
can potentially be applied to a natural waterway, was tested with an array of MHK
turbines in a straight channel flow. For the same section of the channel, a single row of
turbines was simulated with different inter-turbine spacing - (a) 3D, (b) 5D and (c) 7D;
where D is diameter of the turbine rotor. Figure 2.3 shows results for the three cases.
Except when the intra-turbine spacing is 3D, the strength of the wake is weakest for the
first turbine and strengthens as flow passes over downstream turbines. However, for 3D
spacing, the strongest wake does not correspond to the last turbine. The wake is similar
from turbine 3 to 6 and weakens for the last turbine. In the TKE plot, it was observed
that the strength of TKE in shear layer near rotor top tip was much larger compared
to that near bottom tip. This can be attributed to the wall effects of dampening some
turbulence and larger shear stress near the rotor top tip [10]. TKE also increases for
each successive turbine as the flow moves downstream. For 3D and 5D spacing, the
power extracted by second turbine was lower than from the first turbine because of
wake effects but for the 7D spacing it was slightly greater than that of the first turbine.
2.4.1 Comparison with wind turbine arrays
There is a wealth of literature in the related field of simulation of wind turbine
arrays in the atmosphere [56, 57, 58]. Knowledge of turbine-turbine interaction from
this literature can provide us valuable insights if used judiciously as they share a lot
of similarity. However, it is important to point out that there are some fundamental
differences between the two. Mayers et al. [67] showed that close proximity of the free
surface significantly affects the wake structure downstream of the turbine. Due to the
presence of sea or river-bed and at the bottom and water free-surface at the top the
wake cannot be characterized as axisymmetric.
A difference which can act in favor of marine energy development at commercial scale
is that, unlike wind, water flows in natural environment can be forecast with a relatively
higher degree of certainty. This makes integration of MHK turbine power plants to the
existing electrical grids easier. Higher water density also helps in increasing the energy
extraction density for MHK turbines. Some other differences include very high Reynolds
numbers, potential for cavitation and stall under water.
Chapter 3
Objectives and outlines
3.1 Objective
The review presented in the previous section indicates that there is considerable liter-
ature for a first order analysis of sites for energy resource assessment. This is a good
starting point for setting up MHK power plants. There are also several studies quantify-
ing the wake characteristic of the hydrokinetic turbines [62, 3, 11, 68]. Turbine turbine
interactions have also been investigated in different configurations. Most of the wake
characterization studies in the literature use idealized straight or curved channels. While
this sheds important insights into the behavior of flow past the turbine(s), the effects of
the complex interactions of turbine with the natural river environment were not incor-
porated. To the best of my’ knowledge only O’Rourke et al. [44] have used a natural
geometry for simulations over turbine but it was simplified to 2D and simulations were
carried out without considering river bathymetry. Khosronejad et al. [69] have shown
that the bathymetry and other features in the natural environment can give rise to
complex flow dynamics specific to the environment. Other studies have also shown that
the geometry of the channel, the flow conditions and the configuration of the turbines
placed in the channel all dictate the amount of power generated [65, 66, 3]. Therefore
in order to accurately quantify and optimize the power generation, it is important to
account for the aforementioned effects.
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There are several challenges that need to be addressed before field-scale high resolu-
tion 3D numerical simulation can be performed with inset turbines in natural environ-
ment. Rodriguez et al. [25] rightly pointed out that ample data is needed to reconstruct
a model of the channel geometry as a necessary input for the simulations. Knowledge
of discharge rate and velocity profiles are also essential to feed as boundary conditions
to emulate the natural site. The highly dynamic nature of marine environment adds to
the complexity. The flow speed in natural streams of interest are of the order of 1 m/s
and the depth is of the order of tens of meters or more leading to Reynolds number of
the order of millions or higher. Moreover ,the complex bathymetry and other natural
and man-made structures in the stream such as rocks and boulders, riﬄes and pools,
trunks, bridge foundations, etc. give rise to vast range of spatial and temporal flow
scales making numerical simulations more challenging. While the statistical approaches
of turbulence modeling like RANS are computationally less expensive, they are unable
to resolve the dynamically rich coherent vortices. Coherent structure resolving turbu-
lence modeling techniques like LES require a large grid which may require unfeasible
computational time for completion. Stosser et al. [32] observed that “Because of the
high computational cost, LES can currently only be used for lower Reynolds numbers
making it not directly applicable in the river engineering practice where usually Re num-
bers are above 106 and computational domains sizes range from several hundred meters
to kilometers”. Other researchers [28, 29] have also acknowledged the computational
challenges in dealing with natural geometries.
The present study aims at addressing some of the above challenges to make possible
the high Reynolds number field scale LES of river with embedded turbines through the
use of innovative computer algorithms. By using a new efficient Cartesian Unstructured
mesh solver with capability to locally refine the grid, we attempt to push the limit of
practical realizability for field-scale numerical simulations. We create a framework that
can be used to simulate river flow over an array of MHK turbines accounting for turbine-
turbine and turbine-bathymetry interactions. It is envisioned that actuator type models
will be used to simulate turbines in the array simulation. Since for large arrays, use
of actuator models is essential, there is a need to quantify the potential of actuator
models in predicting the wake of the MHK turbines. As part of this study we will
investigate the predictive capabilities of actuator models for simulating a “tri-frame”
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configurations of turbine (figure 6.1) where three turbines are mounted together at the
apexes of a triangular frame. Motivation for this part of study comes from the fact
that turbines mounted on a tri-frame can serve as building block for rapidly deploying
multi-turbine arrays in field.
The objectives of the study can be succinctly stated as 1) assess the predictive
capability of actuator model in predicting the wake of the MHK turbines mounted on
a tri-frame configuration; 2) develop and validate an efficient code that incorporates
locally refined unstructured Cartesian meshes and immersed boundary approaches and
is able to carry out LES of MHK arrays in arbitrarily complex natural channels; and 3)
use the computational framework developed herein to perform a field scale LES of an
array of 30 MHK turbines placed in East River of New York City.
3.2 Outline
The reminder of this thesis organized in chapters 4–9. In Chapter 4, details of numerical
method used for this thesis are detailed. We describe the governing equations that are
solved as well as the boundary conditions and their implementation in the numerical
model. The methods used for turbulence modeling are discussed. The details of im-
mersed boundary method used for modeling the arbitrarily complex immersed boundary
method is described. We used two different types of solvers developed in-house at SAFL.
Details of both solvers can be found in this chapter.
In Chapter 5, we validate the numerical models used herein using various test cases.
We begin with a simple channel flow test case which is compared with the experiment.
Next, the immersed boundary method is validated using flow past stationary sphere.
Turbine modeling is validated by simulating wind tunnel experiments of an array of tur-
bines. We further validate the moving immersed boundary by simulating an experiment
of flow past a model hydrokinetic turbine in a water tunnel.
Following the successful validation of numerical methods, in Chapter 6, we study the
flow past 3 model hydrokinetic turbines in a TriFrame arrangement. The composite wake
of the 3 turbines is analyzed using high fidelity geometry resolving simulations. Both
the instantaneous as well as statistically averaged flow-fields are analyzed. We discuss
the role of TriFrame as a building block in constructing an array of MHK turbines.
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In Chapter 7, we perform river flow simulations of a real life deployment site - East
River in New York City. This simulation is performed using the bathymetry data of
river obtained from a recent survey. Once we have a baseline simulation of the East
River, we simulate the river with 30 inset turbines at field scale. The flow-field in the
river past 30 turbines is analyzed and compared with the baseline flow.
In chapter 8 we describe the results of a study of density current formation on sloping
surfaces, characteristic of dense underflow in oceans and rivers.
In Chapter 9, we conclude the thesis by summarize the findings of this work in
relation to numerical challenges that were addressed in order to simulate array of MHK
turbines in a site specific manner. A discussion of insights gained on deployment of
MHK turbine arrays through numerical simulations is presented.
Appendix A describes the new data structures and algorithms developed for the
Cartesian unstructured grid solvers that made possible the large scale simulation.
Chapter 4
Numerical Methods
This study is numerical in nature. Computational tools are employed to achieve
the aforementioned objectives. Two different numerical solvers were used for the sim-
ulations discussed. Initially, simulations were performed using a legacy Navier-Stokes
solver known as Virtual Flow Simulator (VFS). Details of the VFS solver are described
in section 4.5 For later part of the dissertation, a newly developed unstructured grid
solver is used. In this method the incompressible Navier-Stokes equations are solved on
locally refined fully unstructured Cartesian grids. The implementation of this method is
discussed in the section 4.6. Contributions for the development of unstructured Carte-
sian grid solver method were made as part of this dissertation. More specifically, con-
tributions were towards redesigning more efficient data structures as they central for
unstructured method solver (Berger and Oliger [70]); better implementation of HYPRE
library Poisson solver; other algorithmic optimization crucial for performing large scale
simulations in realistic time scale.
4.1 Governing Equations
For simulating fluid flow around turbines incompressibility is assumed. The Mach
number in such flows remains in the incompressible range. In the environmental flows
involving water as fluid, the viscosity is assumed constant and significant for most
applications. Flow is considered three-dimensional and solved as unsteady in time.
With these assumptions, throughout this work, 3D Navier-Stokes equations for mass
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and momentum conservation are solved. The spatially-filtered form of equations for
LES read as following:
∂ui
∂xi
= 0 (4.1)
∂u¯i
∂t
+
∂uiuj
∂xi
= − ∂p
∂xi
+
1
Re
∂2ui
∂xj∂xj
− ∂τij
∂xj
+ fi (4.2)
where ui (i=1,2,3) denote the resolved Cartesian velocity components in xi Cartesian
coordinates, ρ denotes the density of fluid, p denotes resolved pressure divided by ρ,
τij denotes subgrid tensor and Re denotes the Reynolds number based on the chosen
characteristic length and velocity scales for non-dimensionalization. The term fi denotes
the contribution of external body forces in the flow field. Such body force could be due
to presence of real force field such as gravitational, magnetic, electric field, etc. or
introduced as a result of modeling the turbines in the flow using actuator type models.
VFS method solves the spatially averaged (or filtered) Navier-Stokes equation for
LES and time averaged equations for RANS in generalized curviliear coordinates. In-
compressible continuity equation (4.3) and Navier-Stokes equations (4.4) transformed
in generalized curvilinear coordinates can be written as:
J
∂U i
∂ξi
= 0 (4.3)
1
J
∂U i
∂t
=
ξil
J
(
− ∂
∂ξj
(
U juj
)
+
1
ρ
∂
∂ξj
(
µ
gjk
J
∂ui
∂ξk
)
− 1
ρ
∂
∂ξj
(
ξjl p
J
)
− 1
ρ
∂τij
∂ξj
+ Fl
)
(4.4)
where ξj is the jth curvilinear coordinate, J is the Jacobian of the geometric transfor-
mation, ξil =
ξi
xl
are the transformation metrics, gjk = ξjl ξ
k
l is the contravariant metric
tensor, U i = uj
∂ξi
∂xj
are the contravariant volume fluxes, ui are the Cartesian velocity
components, p is the static pressure divided by the density, µ is the dynamic viscosity
and ρ is the density, τij is the sub-grid stress (SGS) tensor for LES method or Reynolds
stress tensor for URANS method, Fl is the body force due to forces exerted by the
turbine. U i, ui and P are either filtered (for LES) or averaged (for URANS) quantities.
Equations are expressed using Einstein’s notation for tensors where repeated indices
imply summation.
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4.2 Turbulence Modeling
When solving the Navier-Stokes equations in a discretized domain, the discrete
grid cannot resolve the flow scales smaller than the grid cells. In order to accurately
capture all the relevant scales the grid resolutions requirements for a Direct Numerical
Simulation (DNS) becomes very strict (grid cells smaller than Kolmogorov length scale)
at higher Reynolds numbers leading to large grid sizes. Alternate approaches involve
modeling the turbulent scales which are not resolved. Turbulence modeling in the VFS
method can be done by using either Large Eddy Simulation (LES) or Unsteady Reynolds
Averaged Navier-Stokes (URANS) method.
4.2.1 Large Eddy Simulation
In Large Eddy Simulation (LES) method of turbulence modeling, the flow scales (or
eddies) smaller than a pre-determined filter size are modeled using 1 equation whereas
scales larger than this filter are solved for directly. After applying a spatial filter to the
Navier-Stokes equations, an additional term known as sub-grid stress term (τij) appears
in filtered momentum equations (refer to Eq. 4.4) or 4.1). The τij term is a tenser and
defined as τij = uiuj − u¯iu¯j in terms of other quantities; the over-bar on the quantities
denotes the filtering operation. This definition introduces one additional equation and
one new unknown term uiuj . Hence the set of equations are still not closed. To close
the set of equations, the sub-grid stress term is modeled instead. In this work, the
Smagorinsky sub-grid scale model (see [71]) is used for closure of turbulence. In this
model, the τij is defined using the concept of turbulent viscosity µt as:
τij − 1
3
τkkδij = −2µtSij (4.5)
where δij is Kronecker delta and Sij is the filtered strain-rate tensor defined as:
Sij =
1
2
(
∂u¯i
∂x¯j
+
∂u¯h
∂x¯i
)
(4.6)
The eddy viscosity is equivalent to the physical viscosity working to diffuse fluid mo-
mentum of scales which are not resolved. For incompressible flow, the flow is divergence
free and τkk = 0. The eddy viscosity µt was further modeled by Smagorinsky as
µt = Cs∆
2|S| (4.7)
22
where Cs is the Smagorinsky constant, ∆ is the filter size and |S| =
√
2SijSij . The
present method uses box filter with the filter size as cube root of the grid local cell
volume i.e. ∆ = J−1/3
The value of Smagorinsky constant Cs can either be assumed a constant e.g. Cs = 0.1
suggested by Smagorinsky or calculated dynamically. A dynamic Smagorinsky constant
is a better modeling technique but requires calculation of additional terms in order to
determine Cs. In the dynamic Smagorinsky modeling technique, the constant Cs is
dynamically calculated for each instance in time and space using method of Germano et
al. [31]. Germano proposed that the Cs is related to the smallest scale that is resolved
in a local region. Cs is calculated locally using with the help of a test filtering operation.
The filtered Navier-Stokes equations are further passed through a test filter giving rise
to a Leonard term:
Lij = ̂¯uiu¯j − ˆ¯ui ˆ¯uj (4.8)
where the hat symbol operator (̂ ) denotes the test filtering operation. The Smagorinsky
constant is then calculated using the test filtered velocities as following:
Cs =
LijMikGjk
MnpMnqgpq
(4.9)
Mnp = 2∆
2̂¯Sp|S¯| − 2∆ˆ2 ¯Snp| ˆ¯S| (4.10)
where ∆ˆ is the test filter size, and gjk is the covariant metric tensor for cuvilinear
coordinates. For unstructured Cartesian grid solver, gjk is set to identity. Setting test
filter size as twice the size of grid filter is an acceptable practice and provides consistent
results. Cs is calculated at cell centers in the above equations and then interpolated at
the cell faces using linear interpolation.
4.2.2 URANS
For URANS turbulence model the time averaged equations are give in Eq. (4.3 and
4.4). τij term represents the Reynolds stress tensor which is modeled using Boussinesq
hypothesis:
τij = −2µtS˜ij + 2
3
ρkδij (4.11)
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where S˜ij is the Reynolds averaged strain-rate tensor, µt is eddy viscosity, k is the
turbulent kinetic energy and δij is the Kronecker delta. µt is obtained using k − ω
model of Wilcox [72] to close the equations. The closure equations of this models are:
1
J
∂ (ρk)
∂t
+
∂
∂ξj
(
ρkU j
)
= τij
ξkj
J
∂ui
∂ξk
− 1
J
β∗ρk ω +
∂
∂ξj
(
(µ+ σ∗µt)
gjk
J
∂k
∂ξk
)
(4.12)
1
J
∂ (ρω)
∂t
+
∂
∂ξj
(
ρωU j
)
= α
ρω
k
τij
ξkj
J
∂ui
∂ξk
− 1
J
βρω2 +
∂
∂ξj
(
(µ+ σ∗µt)
gjk
J
∂ ω
∂ξk
)
(4.13)
µt = ρk/ω (4.14)
where the values of closure coefficients are specified as α = 5/9, β = 3/40, β∗ = 9/100,
σ = 1/2 and σ∗ = 1/2.
4.3 Boundary Conditions
At the free surface of the flow, a rigid lid assumption is made. The shape of the
free surface is prescribed a priori from the experiments. This assumption holds for low
Froude numbers. Mathematically the condition is expressed as follows:
∂ui
∂nj
sj = 0 (4.15)
uj nj = 0 (4.16)
where sj denotes tangential and nj denotes normal directions to the free surface respec-
tively. At rigid walls, the velocity boundary conditions depend on the grid resolution
near the wall. If the grid is fine enough such that the first off-wall grid node lies in the
laminar sub-layer of the boundary layer then a no-slip boundary condition (Eq. 4.17)
is applied.
ui = 0 (4.17)
This is often the case with low Reynolds number flows when we can sufficiently resolve
the wall. In other cases a model, described in the following sub-section, is used.
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4.3.1 Wall model
For cases with very high Reynolds number the laminar sub-layer of boundary layer
is very thin. To have a grid point which will extend in this sub-layer will require many
more grid points and hence, is computationally expensive. To circumvent this problem,
a wall modeling approach is used for rough or smooth walls [73]. Shear stress boundary
condition and no flux boundary conditions are used for tangential and normal velocity
components respectively. To calculate shear stress at a rough wall, the rough-wall log-
law [74] is used:
us
u∗
=
1
κ
log
(
x3
z0
)
(4.18)
In the above equation, us is the tangential velocity, u∗ is the shear velocity, κ = 0.4 is
von Ka´rma´n constant, x3 is the wall-normal direction and z0 is the roughness height of
the bed. The velocity at the second off-grid node is known from solution and is used
to obtain u∗ from equation 4.18. The two components of wall shear stress - streamwise
(τwall,x1) and spanwise (τwall,x2) - are obtained as:
τwall,xi =
ui
us
ρu2∗ (i = 1, 2) (4.19)
where ui is the velocity at second off-wall grid node and us =
√
u21 + u
2
2 is the tangential
component of velocity at the same point.
The smooth walls are treated in a similar fashion, the only difference being instead
of equation 4.18 the smooth wall power law equation is used:
us
u∗
= 8.3
(x3 u∗
ν
) 1
7
(4.20)
4.3.2 Boundary condition for k − ω equations
For cases with low Reynolds number, when wall is resolved and first grid point lies
in laminar sub-layer, following conditions are applied at the boundaries [72]:
k = 0 (4.21)
ω =
6µ
ρβd2
(4.22)
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where d is the distance of first grid point from the wall. If the first grid point lies in the
log-layer of boundary layer following conditions are applied [72]:
k =
u2τ√
β∗
(4.23)
ω =
uτ√
β∗κd
(4.24)
where κ = 0.4 is the von Ka´rma´n constant and uτ the is shear velocity other variables
being as described earlier.
4.4 Actuator line model for axial turbines
In performing simulations of axial turbines, the most accurate methodology is when the
full geometry of turbine including the blades and nacelle are resolved with very fine grids.
Alternative approach is to parameterize the turbine geometry using a model to mimic
the forces in the flow. Actuator models – actuator disk, actuator line or actuator surface
model – model the force exerted by the rotating turbine blades on the fluid. All three
models have been used to study wind and hydrokinetic turbines [11, 75, 8, 76, 77, 78, 3].
Such modeling approaches significantly reduce the computational cost of simulations
compared to immersed boundary method of representing turbines at the expense of
accuracy. In this dissertation, the actuator line model is used to parameterize the axial
turbines for some of the simulations. The details of modeling approach is as follows.
In the actuator line model the blades of the turbine are represented by line forces in
the flow. A one-dimensional line mesh is introduced for each blade of the turbine rotor.
Forces are calculated on the line mesh based on the velocity field upstream of the turbine
and the two-dimensional airfoil characteristic of the turbine rotor blade. The drag CD
and lift CL coefficients define the airfoil characteristic of the blades. Additionally, local
pitch angle is defined for the rotor blade construction of the turbine in question, as an
input to actuator lines. In Fig. 4.1 (a), the cross-sectional airfoil element at radius r
in the (θ,z) plane indicates that the local relative velocity Urel and the local angle of
attack α can be calculated from the velocity triangle as:
Urel =
√
U2x + (Uθ − ωr)2 (4.25)
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Figure 4.1: Schematic representation of the actuator line model. (a) Sketch of a turbine
and a two dimensional section of the blade. (b) Actuator lines immersed within an
unstructured Cartesian mesh used to represent the blades of a turbine. (c) Velocity and
force analysis with respect to the axial and tangential coordinates. [4]
α = φ− γ (4.26)
φ = atan
(
Ux
Uθ − ωr
)
(4.27)
where ω is the angular velocity rotating turbine, Uθ is the tangential velocity component,
Ux is the axial velocity component, γ is local pitch angle of the rotor blade and φ the
angle between the relative velocity and the rotor plane (Fig. 4.1c). In the present
implementation of the actuator line method, the cell centered Cartesian velocity values
are interpolated on the actuator line (ee Fig. 4.1b) using a 3-point smoothed discrete
delta function [79]. Considering that the lift, CL, and drag, CD, coefficients are function
of the angle of attack, α, the lift L and drag D forces, per chord length c, can be
calculated after having projected the velocity field along the actuator line grid points:
L = c
1
2
CL(α)ρ U
2
rel (4.28)
D = c
1
2
CD(α)ρ U
2
rel (4.29)
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4.5 The Virtual Flow Simulator (VFS) method
4.5.1 The Fractional Step Method
The governing equations 4.3 and 4.4 are solved using the second order time accurate
implicit fractional step method of Ge and Sotiropoulos [30]. In this method left hand
side (LHS) of momentum equation is discretized fully implicitly using a second-order
backward difference scheme in time as follows:
1
J
U∗ − Un−1
∆t/2
= RHS (U∗, u∗) (4.30)
where superscripts n and n − 1 denote the time-step levels and RHS is the right hand
side of the momentum equation 4.4. The advective and diffusion terms in the RHS
are descritized using the second-order accurate central difference scheme on a hybrid
staggered/non-staggered grid. The velocity field solution thus obtained by solving this
equation U∗ is not guaranteed to be divergence free since the continuity equation was
not imposed as of yet. In the fractional step method, a divergence free condition is
imposed in the next step in the form of Poisson equation for pressure correction variable
φ = pn+1 − pn as follows:
−J ∂
∂ξi
(
1
ρ
ξil
J
∂
∂ξj
(
ξjl φ
J
))
=
3
2∆t
J
∂U∗j
ξj
(4.31)
Following the solution of the above Poisson equation the velocity field and pressure are
projected, using equations 4.32 and 4.32, to obtained a divergence free velocity field
satisfying both momentum and continuity equations.
pn+1 = pn + φ (4.32)
Un+1i = U
∗
i − J
2∆t
3
1
ρ
ξil
J
∂
∂ξj
(
ξjl φ
J
)
(4.33)
4.5.2 Iterative Solvers
In the above discretization method there are two equations that need to be solved
numerically. Iterative solvers implemented in PETSc (Portable, Extensible Toolkit for
Scientific Computation) library are used for both equations. Generalized Minimal Resid-
ual(GMRES) method is used to solve the linear system for the pressure correction
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Poisson equation 4.31. Algebraic multigrid (AMG) is used as a preconditioner for the
GMRES method to accelerate the convergence (see [29] for details). The non-linear
discrete momentum equation 4.30 is solved using matrix-free Newton-Krylov method.
The inner iterations of the Newton-Krylov solvers also use GMRES method but with-
out preconditioning. Because of the equations are solved in fully implicit manner the
numerical scheme does not impose any CFL (Courant-Friedrichs-Lewy) restriction. The
code is efficiently parallelized using PETSc library and MPI (Message Passing Interface)
to exploit massively parallel computer clusters.
4.5.3 Curvilinear immersed boundaries method
The VFS code incorporates the CURVilinear Immersed Boundary (CURVIB) method
which is a sharp interface immersed boundary method capable of simulating arbitrar-
ily complex geometries. The complex body is immersed in the mesh discretizing the
background domain. All the points in the mesh are classified as either fluid nodes,
solid nodes or Immersed Boundary (IB or Interface) nodes (See Fig. 4.2). The bound-
ary conditions on the solid nodes are defined by the type of motion of the solid body.
Boundary condition at IB nodes are obtained by interpolation using neighboring solid
and fluid nodes. Interpolation can be linear or quadratic, for grids sufficiently fine to
resolve the viscous sublayer, or utilize a wall model approach for high Reynolds number
simulations.
Figure 4.2: Sharp interface immersed boundary method [5].
29
4.6 Cartesian Unstructured Grid Solver
Subsection are adapted from journal article Angelidis, D., Chawdhary, S., & Sotiropou-
los, F. (2016). Unstructured Cartesian refinement with sharp interface immersed bound-
ary method for 3D unsteady incompressible flows. Journal of Computational Physics,
325, 272–300.
River flows are characterized by broad range of scales in different regions of the
reach under consideration. Presence of in-stream structures of different length scales -
channel geometry is of order of 10m, turbine blades are few meters, bed characteristics
at cm scale - in the flow domain further distorts the spatial and temporal flow scales.
LES is best suited for simulating such flows because it directly resolves the large energy
containing eddies while modeling only the smaller scale eddies. In spite of this decided
advantage it is not always possible to perform field scale LES because at high Reynolds
number very fine grid resolution is required. As an example, consider a 20m deep,
200m wide and 1km long stretch of river with 5m diameter turbine and a bridge pier
of 1m diameter. In order to resolve the coherent structures using LES from the turbine
blades, at least 40 points per diameter is needed. A good quality uniform grid for flow
domain with this resolution will run upto 2 billion grid points. The grid size, however,
is limited by computational power. To optimize the use of computational resources and
enable multi-resolution calculations, in this work the unstructured Cartesian flow solver,
developed in [4]. The main features of the algorithm are described below.
4.6.1 Grid topology
In order to perform calculation on unstructured flow solvers connectivity between cells
should be established. If a reference cell is assumed to be located in the middle of a
Rubik’s cube (Fig. 4.3a,b), the surrounding cells represent neighbors if thus cell. Hence,
we can locally define the mesh topology on locally structured grids. If this idea is
extended to multi-resolution grids, all the 27 cells of the Rubik’s cube can be considered
as hyper-cells and they can be further refined. By doing so, a locally structured 3×3×3
mesh may describe the position of any hyper-cell and we can readily access any refined
component of a hyper-cell that may be called sub-cell. In order to achieve smooth
transition between the levels of refinement and maintain algorithmic simplicity, the
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Figure 4.3: The Rubik’s cube analogy employed to describe the grid’s topology around
a reference cell: (a) Rubik’s cube; (b) grid’s topology without refinement and (c) grid’s
topology with refinement.
allowed difference between the refinement level of the hyper-cells cannot be larger than
one. The structure cell in our method contains any information needed to define local
or global indices regarding the local grid topology. In this way, any local or global
indices can be easily obtained by using a structure like cell.rubiks cube[i][j][k][m] where
i, j, k={−1, 0, 1} indicate the position of a hyper-cell and m ∈ [1, 8] the corresponding
sub-cells, if any (Fig. 4.3c). It should be noted that the total number of cells included
in the 3× 3× 3 hyper-cells is the maximum information needed to generate the support
stencil needed for all the calculations.
To manage the unstructured staggered arrangement, global indices are defined at the
cell centers as well as the face centers. Whenever neighboring cells have different levels
of refinement, face indices are defined for the four smaller faces. The adopted mono-
lithic single-block arrangement enables straightforward partition of the computational
domain, which is crucial to achieve load balance and control the scalability potential of
the solver. All the variables of the staggered arrangement are stored in one-dimensional
vectors and the parallelization of the calculations is achieved by distributing the vectors
in accordance to the domain decomposition. The adjacency list of the unstructured grid
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is modified every time the grid topology is changing and is provided to the partitioner
for domain decomposition.
4.6.2 Lagrange reconstruction around cells of varying resolution
The descritization procedure in the vicinity of cells surrounded by other cells with differ-
ent levels of resolution, is facilitated by using hanging nodes and Lagrange interpolation
formula. Provided that the Lagrange basis polynomials can be described as:
Li(ω) =
nω∏
s=0,s 6=1
ω − ωs
ωi − ωs , 0 ≤ i ≤ nω (4.34)
where ω can be any Cartesian coordinate ξ, η and (nω +1) is the number of data points,
the 1D interpolation can be defined as:
φ(ξ) =
nξ∑
i=0
f(ξi)Li(ξ) (4.35)
the 2D interpolation will be:
φ(ξ, η) =
nξ∑
i=0
nη∑
j=0
f(ξi, ηj)Li(ξ)Lj(η) (4.36)
The above Lagrange interpolant polynomials interpolate (nξ+1) or (nξ+1)×(nη+1) data
points f(ξi) or f(ξi, ηj) respectively. Essentially, the interpolated values derived from
the Lagrangian basis polynomials constitute a correlation between weighting factors and
the information from the data points.
Second order accurate interpolations are performed by utilizing the 1D Lagrange for-
mula on a three-point stencil which results in a quadratic reconstruction and perform
2D Lagrange interpolation on a 3 × 3 stencil resulting in a bi-quadratic quadrilateral
reconstruction. Thus, the equivalent polynomial reconstruction of the Lagrangian inter-
polations enables the definition of weighting factors when points of the reconstruction
stencil lie along the boundaries of the domain governed either by Dirichlet or Neumann
conditions. For this reason, the 2D Lagrange interpolation may also be expressed as:
φ(ξ, η) =
nξ∑
i=0
nη∑
j=0
f(ξi, ηj)wij(ξ, η) (4.37)
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and the 2D Lagrange operator can be defined as:
S(.) =
nξ∑
i=0
nη∑
j=0
(.)ξi,ηjwij(ξ, η) (4.38)
Around any reference cell, 3 × 3 support stencils can be formed from the cell centered
values of the surrounding hyper-cells, which are coplanar and parallel to its six faces
(Fig. 4.3). However, if the hyper-cells are split then the hyper-cells’ centered values
are obtained by performing averaging from the cell centered values of the corresponding
isotropically refined cells, which essentially represents trilinear interpolation on uniform
stencils. When all the neighboring cells have the same level of refinement, three-point
central finite difference formulas can be readily used. Near cells with varying grid
resolution, however, a different approach needs to be employed.
A differencing operator δξ will now be of the following general form:
δξ(.)i =
c0S(.)i+1 + c1S(.)i−1 + c2S(.)i−2
∆ξ
+O(∆ξ2) (4.39)
with c0, c1, c2 = g(hi+1, hi−1, hi−2) is used. C0, C1 and C2 are calculated by performing
Taylor expansion around hi+1, hi−1, hi−2. The latter equation enables the calculation
of f
′
with 2nd order accuracy in the middle of faces adjacent to cells with varying grid
resolution. This is feasible by using 1D non-uniform stencils and ghost nodes, which
will be explained in a following paragraph.
4.6.3 The unstructured hybrid staggered/non-staggered grid layout
A 3D unstructured hybrid staggered/non-staggered grid layout facilitates the satisfac-
tion of the discrete divergence free constraint and simplify the imposition of boundary
conditions in the context of the immersed boundary method. The idea of the hybrid
staggered/non-staggered approach was initially proposed by [80, 81] but was restricted
to structured Cartesian grids. However, the discretization of the governing equations
and the employment of the fractional step method on a hybrid unstructured layout re-
quires utilization of hanging nodes. In this work, the velocity components normal to
the cell faces are located in the middle of the shared cell surfaces while the pressure is
stored at the cell centers. Even though for every cell the pressure is stored at its center,
the velocity components to be calculated are located in the middle of the shared faces
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and their number depend on the level of refinement of the adjacent cells, as shown in
Fig. 4.4. Hence, one cell may be governed by 6 to 24 normal velocity components.
The hybrid formulation enables the satisfaction of both the continuity equation and the
momentum equations on arbitrarily refined cells, avoiding at the same time odd-even
decoupling of the pressure nodes.
Even though fully unstructured grid arrangement is adopted in this work, for clarity
we assume that a computational cell adopt a locally structured grid indexing system
(i,j,k), as shown in Fig. 4.4. The continuity equation (Eq. 4.1) is discretized by
integrating it over control volumes of the unstructured grid. If we assume that the
total number of the shared faces of each side (l ± 12), (l=i,j,k) of a reference cell, p, is
NFaces
∣∣
l± 1
2
, the discrete divergence operator over the cell will be:
D(u) = vol
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+ ...
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(4.40)
where vol is the control volume, S(
l± 1
2
)
N
, N = 1, NFaces
∣∣
l± 1
2
represent the area of the
shared faces and u(
l± 1
2
)
N
the corresponding face centered Cartesian velocity compo-
nents.
Figure 4.4: Hybrid staggered/non-staggered grid layout on unstructured Cartesian
grids. • Cell centered values of pressure or the reconstructred velocity components;
4 face centered normal velocity components. [4]
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As mentioned above, to avoid odd-even decoupling of the pressure nodes and facili-
tate the discretization procedure, the normal to the cell faces velocity components are
calculated in the middle of the shared faces of the unstructured mesh and the three
velocity components are then reconstructed at the cell centers. The velocity field can
be calculated at the cell centers from the cell face Cartesian velocity components by
averaging the corresponding volume fluxes and dividing by the corresponding normal
surface area. For instance, the reconstruction of the Cartesian velocity component (u1)
is accomplished as follows:
(u1) =
NFaces
∣∣i+ 1
2∑
N=1
(u1)(i+ 1
2
)NS
(
i+ 1
2
)
N
+
NFaces
∣∣i− 1
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(u1)(i− 1
2
)NS
(
i− 1
2
)
N
2
NFaces
∣∣i− 1
2∑
N=1
S(
i− 1
2
)
N
(4.41)
and similarly the (u2), (u3) components are determined by interpolating along their
perspective Cartesian directions. Having calculated the Cartesian velocity components
at the cell centers, discretization schemes can be implemented in the same manner as
in collocated grids, as explained below.
The momentum equations (4.2) can be formulated in a discrete operator form as
follows:
∂uj
∂t
= −A(uj)− Gj(p) (4.42)
where G is the pressure gradient operator and A is a summation of the convective C and
viscous V operators:
A(.) = C(.)− 1
Re
V(.) (4.43)
which are defined as:
C(.) = ∂
∂xi
(ui.) (4.44)
and
V(.) = ∂
∂xi
(
∂
∂xi
.
)
(4.45)
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respectively. The pressure gradient operator is calculated by using the differencing
operator δξ, defined in (4.39), as follows:
Gj(p) = δxj (p) (4.46)
For instance, discretizing the xmomentum equation in the middle of theN=1,NFaces
∣∣
i+ 1
2
shared faces of the unstructured mesh (Fig. 4.4), we obtain the following semi-discrete
form at (i+12):
∂u1
∂t
∣∣∣∣(
i+ 1
2
)
N
= −A(u1)
∣∣∣∣(
i+ 1
2
)
N
− G1(p)
∣∣∣∣(
i+ 1
2
)
N
(4.47)
The G1(p)
∣∣∣∣(
i+ 1
2
)
N
term is the differencing operator (Eq. 4.39) applied to calculate the
pressure gradient at the faces. Essentially, the 2D Lagrangian operator (Eq. 4.38) is
used to calculate the pressure values at hanging nodes, from cell centered values of
the hyper-cells, and subsequently, a second order accurate derivative is calculated on a
three-point stencil of collinear points (Eq. 4.39). In this case, the hanging nodes are
located at the normal intersection of a line passing from the center of the finer cell and
a plane passing from the center of mass of hyper-cells, that constitute a 3 × 3 stencil
which is parallel to the calculation face. Additionally, assuming that the Ai,j,k terms
have been calculated at all the cell centers, the above mentioned three-point stencil
can also be utilized to perform 1D Lagrange interpolation (Eq. 4.35) and calculate the
terms A at the perspective surfaces.
Figure 4.5: One dimensional representation of the discretization scheme employed when
a reference cell is adjacent to other cells of a) Equal and b) Varying refinement levels.
• Cell centered values;  cell centered values (1D) or values at hanging nodes (2D or
3D); N calculations in the middle of the shared surfaces between neighboring cells of
varying refinement levels.
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Concerning the spatial discretization of the convective terms in the momentum
equation, we are using the conventional cell-centered based second-order central dif-
ferencing scheme (CDS) when the support stencil includes cells of equal grid resolution.
This approach has been successfully utilized in the CURVIB solver where the hybrid
staggered/non-staggered was adopted [81, 82, 8]. However, to control the level of accu-
racy when discretizing the governing equations around arbitrarily refined cells, hanging
nodes are used and the conventional second-order central differencing scheme is mod-
ified. To calculate the convective flux of a dependent variable, φ, in the middle of
shared surfaces from cells with varying grid resolution, a 1D three-point stencil is used
to perform quadratic interpolation (Fig. 4.5). By doing so, the convected variable φ
is calculated on a non-uniform stencil with second order accuracy and strong coupling
between coarse/fine interfaces is achieved.
The convection term (Eq. 4.44) of a variable φ for the first velocity component u1,
for example, is discretizated on a hybrid staggered/non-staggered layout when using a
second-order central differencing scheme, as follows:
C(φ)
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2
∂
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∂
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with
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In the general case when a cell i of level Li and grid spacing ∆ξ is adjacent to the refined
cells i + 1 and i + 2 of level Li+1 and grid spacing 12∆ξ, the semi-discrete convective
term is calculated as follows:
C(φ)
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i
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∂
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i+2
L2 (4.50)
where L = Lk(ξ), k = 0, 2 the Lagrange basis polynomials (Eq. 4.34) which apply
quadratic interpolation on the three-point stencil. The cell centered convective terms
for the cell i, is calculated as:
∂
∂ξ
(u1φ)
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i
=
(u1)i+ 1
2
φi+ 1
2
− (u1)i− 1
2
φi− 1
2
∆ξ
(4.51)
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The values of φi− 1
2
and φi+ 1
2
are determined with linear interpolation from the neighbor-
ing cells if they have the same resolution and can form uniform stencil or with quadratic
interpolation otherwise. For instance, if the cells i−2, i−1, i have the same refinement
level, Li and the cells i+ 1 and i+ 2 are refined cells with Li+1 (Fig. 4.5) we get:
∂
∂ξ
(u1φ)
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(u1)i+ 1
2
(L0φi + L1φi+1 + L2φi+2)− (u1)i− 1
2
(
1
2φi +
1
2φi−1
)
∆ξ
(4.52)
To calculate the viscous terms V (Eq. 4.45), the above mentioned approach extended
with the use of hanging nodes, Lagrange interpolation (Eqs. (4.35), (4.38)) and the
second order differencing operator of Eq. (4.39). The viscous terms are calculated
at the cell centers and subsequently interpolated in the middle of the shared surfaces,
procedure described above. The semi-discrete cell centered viscous term for the (u1)
component of the momentum equation can be written as:
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(4.53)
and similarly the V(u2), V(u3) components are obtained. More details about the dis-
cretization can be found in [4].
4.6.4 Time integration method
The fractional step algorithm is outlined as follows. The momentum equations are solved
implicitly discretized in time via the second order accurate backward Euler differencing
scheme:
3u∗ − 4un + un−1
2∆t
= −∇p
n
ρ
− u∗∇u∗ + 1
Re
∇2u∗ (4.54)
where n denotes the time step and u∗ represents the intermediate staggered velocity
field, which does not satisfy the continuity equation. The right hand side of the above
equation is discretized in space according to the hybrid staggered/non-staggered ap-
proach described. The pressure correction step is employed to enforce satisfaction of
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the continuity equation at the time step n+1:
−3ρ(u
n+1 − u∗)
2∆t
= ∇Πn (4.55)
∇un+1 = 0 (4.56)
and the pressure correction, Π:
Π = pn+1 − pn (4.57)
can be obtained by the Poisson equation resulted by the combination of the Eqs. (4.55)
and (4.56):
∇2Π = 3ρ∇u
∗
2∆t
(4.58)
The velocity field that satisfies the continuity equation is then obtained as follows:
un+1 = u∗ − 2∆t∇Π
3ρ
(4.59)
The Jacobian-free Newton-Krylov method is employed to solve the momentum equation
in a fully implicit manner. The discretization of pressure (Eq. 4.46) following the strong
coupling approach, leads to the generation of a non-symmetric sparse matrix. For this
reason, the Algebraic Multi-Grid (AMG) serves as the preconditioner to accelerate the
convergence rate of the Newton-Krylov solver when solving the Poisson equation (Eq.
4.58).
4.7 Sharp interface immersed boundary method on adap-
tively refined meshes
In this work, the local grid refinement of the background mesh is applied in the vicinity of
immersed boundaries to improve the accuracy of the calculations with low computational
cost. Algorithmically, the sharp interface immersed boundary method involves two
steps: a) The grid node classification and b) the reconstruction of the velocity and
pressure fields and imposition of appropriate boundary conditions in the immediate
vicinity of the immersed body [80, 82].
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According to the present approach, the governing equations are discretized on a
background grid which does not conform to the physical boundaries of the immersed
bodies. For this reason, the cell centered nodes of the background unstructured mesh
are classified as either solid, IB (immersed boundary) or fluid nodes, as required by
the sharp-interface immersed boundary method. The solid nodes are the nodes which
are located inside the body and are excluded from the calculations. The IB nodes are in
the immediate vicinity but exterior to the body and need special treatment in order to
impose the appropriate boundary conditions in the vicinity of the complex boundaries
(see below). The governing equations are discretized and solved on all the other nodes of
the background grid which are classified as fluid nodes (Fig. 4.7). To identify the solid
nodes on an arbitrarily refined mesh, the immersed boundaries are discretized using
unstructured triangular meshes and the ray-casting method is employed. The overall
search algorithm is accelerated by adopting the concept of the bounding box, proposed
by Borazjani et al. [82].
Figure 4.6: Classification of the cell centered nodes on unstructured Cartesian grids
and utilization of 1D three-point stencils to facilitate the reconstruction of pressure and
velocity field around immersed bodies. Bottom: Utilization of stencils to reconstruct
the pressure and velocity field around the immersed bodies on unstructured Cartesian
grids [4].
If we assume that the dynamically evolving solid surface Γb(t) is represented by a
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set of K material points that lie on Γb(t), the corresponding Lagrangian position vector
rk(t) will be:
rk(t) ∈ Γb(t) ∀ t > 0, with rk(0) = rk0 ∀ k = 1,K (4.60)
with rk0 being the initial position of the k
th material point on Γb0 ≡ Γb(0). In fact,
the material points are the nodes of the triangular mesh of the immersed body. The
prescribed motion of the immersed body correlate the velocity of the material points
with the temporal variation of the location of those points; as a result of the movement
of the interface Γb(t):
∂rk
∂t
= Uk(t), with rk(0) = rk0 ∀ k = 1,K (4.61)
The Lagrangian specification of the velocity of the material points can be linked with
the Eulerian velocity vector:
u(rk(t), t) = Uk(t) ∀ k = 1,K (4.62)
and this constitutes boundary condition to be imposed at every time step.
The pressure field around the immersed body can be calculated by enforcing the
Neumann boundary condition on the Γb(t) interface, by projecting the momentum equa-
tion along to the wall normal direction, Γb and neglecting the viscous forces and the
subgrid-scale stresses:
−∂p
∂n
∣∣∣∣
rk
= nk
∂Uk(t)
∂t
(4.63)
where nk denotes a unit vector normal to the body at rk. Note that the pressure on
the immersed boundary surface is required when the forces imparted by the flow on the
body need to be calculated.
Concerning the discretization of the governing equations in the immediate vicinity of
the immersed body, the approach described by [80, 82] on unstructured Cartesian grids
is employed. Initially, the velocity field is reconstructed at all the IB nodes (node-B)
from the material nodes (node-A) and the hanging nodes (node-C) (Fig. 4.7). Nodes-A
correspond to each IB nodes (node-B) and are identified by projecting the IB nodes to
the IB surface triangular mesh. Dirichlet condition is imposed at the nodes-A and the
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components of the velocity field are calculated from the values of the material points
(the vertices of the triangular elements) from Eq. (4.62), by using an inverse distance
function [80]. The hanging nodes, node-C, are identified as the closest intersection
of the surface-normal vector and any of the six planes around the IB cells, which are
essentially 3×3 support stencils formed from the cell centered values of the surrounding
hyper-cells, and are parallel to the IB cells’ faces (Fig. 4.3). Then, having identified the
3× 3 support stencil, the three closest, coplanar hyper-cell centers (F1, F2 and F3) are
used to calculate the velocity components at the nodes-C, by using the above mentioned
inverse distance function, as shown in Fig. 4.7. Finally, the velocity components at the
IB nodes are calculated from the nodes-A and C as described in [83]. The pressure field
needs to be reconstructed at the IB nodes, pb, only if the immersed body is moving, due
to the hybrid staggered/non-staggered layout. In such a case, the pressure at the IB
nodes can be obtained after discretizing Eq. (4.63) and enforcing Neumann condition:
pb = pc + n
Un −Un−1
∆t
lbc (4.64)
where lcb is the distance between the nodes-A and B (Fig. 4.7), the superscripts n and
n − 1 denote the current and previous time steps and pc is the value for pressure at
node-C which can be calculated following the above mentioned approach to reconstruct
the velocity field. More details about the implementation of the immersed boundary
method can be found in Angelidis et al. [4].
4.8 Performance on parallel cluster
On a parallel computing cluster, Message Parsing Interface (MPI) is used to commu-
nicate across different processors. Each communication call comes at expense of extra
computational time. Reducing the number of MPI communications is a critical aspect
of increasing the compute time efficiency of any parallel code. Because of the monolithic
nature of unstructured grid implementation and multiple levels of cell refinement, infor-
mation required for computations from the neighboring cells is more than the structured
case in CURVIB. Absence of a structured cell geometry makes it difficult to optimize
the grid partitioning. This results in more MPI communications and higher over all ex-
ecution time. It is proposed that changes in data structures which minimize the number
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of MPI (Message Parsing Interface for parallel computer) communications and hence
decrease the execution time of the code are critical for performance improvements of
unstructured solvers on parallel computers. This is done by using a data structures for
defining the neighborhood information. Referring to Fig. 4.3, the data structure named
cellConnectivity holds the information about the neighbors not only in terms of global
indices but also the local index numbering in the local vector on each processor. The
structure is described in Fig. 4.8.
Figure 4.7: cellConnectivity data structure for each cell describing its position in the
grid and details of neighboring cells and faces.
The values in the structures are populated at the beginning of the run only once and
saved for every cell in an array of cellConnectvity data structures. The size of this array
on each processor is total number of local cells plus the number of cells in ghost layer
(belonging to other processors that are) required for computations. The calculation of
local indices in the local vectors (along with ghosted cells) is obtained by an inverse
mapping from global to local indices. The inverse mapping is not scalable over large
number of processor because each local processor searches in the global vector [84].
Chapter 5
Validation of numerical method
In this chapter the numerical methods are validated against standard test cases and
results from previously published works. Each of the different test cases are described
in separate sections below.
5.1 Open channel flow
In this section the VFS flow solver is used to validate the code for a fully-developed
flow in a long open channel. Incompressible fully-developed turbulent flow in a square
duct is a popular canonical flow problem studied by many investigators. An interesting
phenomena that is challenging to reproduce in numerical simulations is the presence of
secondary flow structures specially at the mixed-boundary corner i.e. the corner where
the corner where free surface and the sidewalls of the channel meet. Such secondary flows
are also common around obstacles in a river flow [6]. The production and dissipation
of turbulence are higher near the wall compared to the bulk of the flow. Near the free
surface dissipation is non-zero but very small compared to the bulk. The production
of turbulence is negligible near the free surface. This disparity near the no-slip wall
and free surface corner and the anisotropy near the boundaries leads to anisotropy and
results in the secondary flows are a result of anisotrpy. Therefore, turbulence models
which do not account for the anisotropy cannot inherently reproduce the secondary flow.
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Figure 5.1: Domain for periodic open channel flow simulation in a square duct.
5.1.1 Computational Setup
One of the test case of Broglia et. al.’s [6] open-channel duct flow was chosen for
simulation. They performed calculations at several Reynolds number, of which, the
one with the highest Reynolds number is chosen. For this case the Reynolds number
based on the side of the duct D and friction velocity uτ is Reτ = 1000. Reb = 17130
based on side of duct and bulk mean inflow velocity (Ub). The computational domain,
as shown in Fig. 5.1, is a duct of cross section of D ×D and streamwise length 2piD.
As shown by [], the streamwise length of 2piD is enough to contain the longest eddy
in the flow for a duct of size D. The computational grid for this case is also shown
in Fig. 5.2. The grid has 301, 197 and 197 points in the streamwise (z), vertical (y)
and spanwise (x) directions, respectively, and approximately 1.2 × 107 grid points in
total. In the z direction, the grid points was distributed uniformly whereas in the x
45
Figure 5.2: Computational grid used for periodic open channel flow simulation in a
square duct. Every 5th grid lines are shown for the purpose of clarity.
and y directions, grid points were clustered close to the wall such that the first grid
point off the wall was x+ = 5.5 and y+ = 5.5 wall units away from the wall boundary.
In order to simulate the fully developed flow in a very long channel periodic boundary
conditions are used in the streamwise direction of the domain. At the top free surface,
symmetric boundary conditions were imposed. At the rest of the three boundaries,
no-slip boundary condition was imposed.
The Navier Stokes equations were solved on the computational grid using the method
described in Sec. 4.5. Equations were integrated in time until the total Kinetic energy
of the computational domain is stabilized indicating that the fully developed flow con-
ditions have been reached. The simulations were run for another 25 eddy turnover
times (one eddy turnover time is the time for mean flow to travel across the com-
putational domain). The simulations were further averaged over cross-sections in the
streamwise direction to achieve better statistical averaging by increasing the sample
size.
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Figure 5.3: Open channel flow results: contours of (a) mean streamwise velocity and
(b) mean streamwise vorticity in a plane perpendicular to the streamwise flow direction.
Left half shows contours from [6] and right half are results from present LES calculations.
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Figure 5.4: Open channel flow results: Comparison of streamwise velocity in the vertical
direction at the central plane. Dots are from [6] and line is from results from present
LES calculations.
5.1.2 Comparison
The contours of averaged results are shown in Fig. 5.3. The mean streamwise velocity
contours are qualitatively similar behavior. It is difficult to compare exact contour
levels because the number of contours levels were not specified in the results of [6]. The
pattern of in-plane vectors also show similar pattern. The plots for streamwise vorticity
also show similar levels of qualitative agreement showing the important characteristics
of the flow. The extrema of the vorticity occurs near the fixed walls because of the no-
slip wall which acts as a source of vorticity in the flow. Near the bottom corner of the
domain, the counter rotating vortex pair can be seen. In the central region of the duct,
local extrema of vorticity exists. The secondary flows near the corner of the ducts can
also be seen. The wall-wall corner and the wall-free surface corner both show secondary
flow circulation but are different from each other. The secondary flow in the wall-free
surface corner is composed of an inner and an outer mean secondary flow region. The
inner secondary flow is weaker and convects fluid from the free surface region towards
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the corner, whereas, the outer secondary fluid convects momentum from the wall region
towards the free surface.
For more quantitative comparison, the mean streamwise velocity profile is plotted
in the mid-plane in vertical direction i.e.X = 0 plane (Fig. 5.4). The velocity profile
agree with each other well, specially in the log layer. There is some discrepancy closer
to the wall which could be attributed to the coarser grid used for present LES.
5.2 Flow past an isolated model turbine
This section presents the validation of the actuator line model and the unstructured
Cartesian grid flow-field solver. The wind tunnel experiments of Chamorro and Po´rte-
Agel [7] with an isolated miniature turbine model of a wind turbine is chosen for sim-
ulation. Their experiment has also been previously simulated using numerical models
by Wu and Po´rte-Agel [85] and by Yang et al. [8] using actuator models. As shown
in the Fig 5.5, the diameter of the model turbine was D = 15 cm and hub-height was
h = 5D/6. The turbine was rotating during the experiments with a Tip Speed Ratio
(TSR) λ = 4.1. Reynolds number based on the incoming velocity at the hub height and
the turbine diameter was Re = 4.2× 104.
The computational domain for present simulation has dimensions of 5D, 3D and
20D in the spanwise (x), vertical (y) and streamwise (z) directions, respectively. The
miniature turbine for this simulation is modeled using actuator lines using NACA0012
profiles [86] as used previously by Yang et al. [8] in their simulation. The numerical
method employed is the Cartesian unstructured grid solver described earlier in 4.6
The initial starting grid had 51, 31 and 136 grid points in x, y and z directions,
respectively resulting in a grid with 2×105 cells. Grid points were distributed uniformly
in all three directions. Simulation is first performed with this initial grid (grid I )
without any refinement. Subsequently, the initial grid is refined up to two levels using
local grid refinement procedure to produce grid II. The resolution of of grid I gives
approximately 10 grid-points per turbine diameter. The refinement is carried out in a
region defined by a cylinder. This cylinder extends in the streamwise direction from
2D upstream to 14D downstream of the turbine location. The axis of this cylinder
coincides with the turbine.The final refined grid II consisted of total 1.7×106 cells giving
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Figure 5.5: Wind tunnel experiments of Chamorro and Po´rte-Agel [7] with a miniature
model of a wind turbine. Schematic of the model wind turbine – side and front views
(top figure); photograph of wind tunnel with the miniature turbine (bottom figure).
a resolution of 40 points per turbine diameter in spanwise and vertical, and 28 points per
turbine diameter in streamwise direction. An equivalent Cartesian grid with uniform
distribution of gridpoints corresponding to the resolution of the two level refined grid II
would consist of 1.3× 107 cells. The computational domain of Yang et al.‘s simulation
[8] studying the same problem was 30D, 12D and 3D in the streamwise, spanwise and
vertical directions, respectively. The grid used for this simulation was had non-uniform
distribution of grid-points with 481, 241 and 121 grid-points in the streamwise, spanwise
and vertical directions, respectively, having a resolution of 40 points per diameter.
Free-slip boundary conditions were imposed at the top boundary as well as the two
side walls in the spanwise (y) directions. At the bottom wall, wall modeling approach of
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[87] is implied to account for the insufficient wall-resolving grid resolution in near-wall
region. At the streamwise exit boundary, Newmann outflow boundary condition is used
whereas the inlet is fed with a pre-computed fully developed turbulent flow. A separate
LES with periodic boundary condition was performed to obtain this fully-developed
turbulent flow. Time step for the simulations was set to ∆t = 0.001D/Wh where Wh is
the incoming velocity at the hub-height of the turbine.
In Fig. 5.6 (a), the vertical profiles of mean streawise velocity are plotted in a
central plan bisecting the domain at 4 different downstream distances from the turbine
location. Similar profiles from the experiment of Chamorro and Po´rte-Agel [7] and
simulation of Yang et al. [8] are also plotted for comparison. The present simulation
shows good agreement with the previous simulation and the experimental measurements.
The velocity deficit in near the hub region in the near-wake of the turbine is under-
predicted by the actuator line model results. This discrepancy of actuator line model
is well documented and observed in other previous actuator line calculations as well
[11, 8]. This is caused because in actuator line model, the nacelle is not modeled.
The velocity deficit caused by the presence of the nacelle obstructing the flow is not
accounted in the model giving rise to lower velocity deficit in simulation. The streamwise
turbulence intensity profile on central bisecting plane is compared in Fig. 5.6 (b) with
the experiments and previous computations. The results from present calculation show
good levels of agreement for turbulence intensity with the previous computations and
experiment. The prediction becomes better as we move downstream in the turbine
wake. As with the mean streamwise velocity, the turbulence intensities are also affected
in the near wake due to absence of nacelle and tower in the computations. Similar
trends are observed in the prediction of the Reynolds shear stress component in the
streamwise-vertical component with overall acceptable prediction in the wake but more
accurate in the far-wake.
Overall, the simulations showed good comparison with experiments except the near
wake discrepancies due to missing nacelle geometry. Actuator line model provides an
excellent way of modeling axial turbines in a computationally less expensive simulation.
Combining the actuator model with the local mesh refinement gives us a powerful way
to less expensive simulation of wake prediction capturing the essential dynamics in the
wake.
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Figure 5.6: Comparison of the vertical profiles of mean flow quantities, at different
locations downstream the wind turbine [7], calculated on a uniform Cartesian grid
51× 31× 136 without refinement (grid I) and on a 2-level refined grid adapted around
and in the wake of the wind turbine’s rotor (grid II), against previous experimental
measurements [7] and numerical simulations [8]. (a) Streamwise velocity, (b) stream-
wise turbulence intensity, and (c) Reynolds shear stress component. Here σw is the
streamwise turbulence intensity, v and w are the instantaneous velocities in the y, and
z directions, respectively, and Wh is incoming velocity at the hub height. The prime
symbol denotes fluctuating quantities and <...> indicates the time averaging operation.
(Figure adapted from [4]
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5.3 Flow past an array of model wind turbine
In this section we model a miniature wind farm to illustrate the ability of flow solver to
replicate flows with multiple axial turbines. The incompressible Navier-Stokes equations
is solved on locally refined unstructured Cartesian grids using method described in
section 4.6. Large-eddy simulation of multiple wind turbine wakes is carried out with
the AL parameterization. The experiments of Chamorro and Porte´-Agel [9] are chosen
for the propose of this simulation. These experiments were also simulated using LES
method earlier by Yang et al. [88].
Experiments were performed by Chamorro and Porte´-Agel [9] at SAFL wind tunnel
with 18 miniature wind turbines to form an aligned wind farm of 3 rows each with 6
aligned turbines in streamwise direction. The streamwise and spanwise spacing between
the turbines are 5D and 4D, respectively. The miniature turbine used for this experiment
are the same D = 15 cm diameter model turbine as in the previous section 5.2. The
incoming wind velocity profile in the wind tunnel was such that velocity was Uh =
2.1m/s at the hub-height. The boundary layer depth of the incoming profile was 0.5m
and the free-stream velocity was 3m/s. The turbines were rotating at tip speed ratio
at λ = 4.1. The Reynolds number based on boundary layer depth and the free-stream
velocity was Re∞ = 1.12× 105 where as ReD = 23500 based on the hub-height velocity
and the turbine diameter. The computational domain to simulate the wind farm is
5D, 12D and 33D in the spanwise (X), vertical (Y) and streamwise (Z) directions,
respectively. The computational grid for this case had 120, 60 and 330 grid cells in
the X, Y and Z directions, respectively. The grid was refined to 1 level in a cylindrical
region such that its axis is aligned with the axis of the middle column of turbine and
its diameter is 1.4D. The refinement region extends from 1D upstream of first turbine
to 5D downstream of the last turbine in the row (see Fig. 5.7.
In Fig. 5.8 the mean streamwise velocity in the wake is shown for the central
row of turbines. The velocities are compared with experimental measurements along
streamwise direction in the central plane at three different heights – (a) at the top-tip
height, (b) at the hub-height and (c) at the bottom tip height. Excellent agreement
is obtained for velocity profile at the top tip height of turbines. The profile at hub-
height shows overall good agreement. For initial turbines, immediately downstream
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Figure 5.7: Computational domain and refinement for miniature wind farm simulation
using actuator line model. The green mesh shows the region of 1 level refinement in the
domain.
of the turbine, velocity is over-predicted. The lack of nacelle in actuator line model
creates acceleration at the hub height leading to the over-prediction in the near wake.
This under-prediction was also seen in the single turbine simulation previously. At the
bottom tip location, velocity is over predicted for first 3 turbine wakes. For the last 3
turbines, excellent velocity prediction is obtained in the wake.
5.4 Flow past an isolated hydrokinetic turbine
(This section is adapted from and published in [4])
In this last simulated validation case the potential of the Cardesian unstructured grid
refinement is illustrated. LES of a hydrokinetic turbine is carried out while resolving
the turbine via the Immersed Boundary method (rather than parameterizing with the
AL method). All geometrical details of the turbine, including the blades, nacelle and
the tower are resolved. The experiment of Chamorro et al. [10] involve a very complex
hydrokinetic turbine geometry and has also been studied numerically using the CURVIB
method on structured Cartesian grids by Kang et al. [11].
The model turbine with diameter D = 0.5m was placed in the main channel of the
St. Anthony Falls Laboratory (SAFL) of the University of Minnesota. This channel
is 2.75m wide and 85m long and the mean flow depth of the water (H) during the
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Figure 5.8: Comparison of mean streamwise velocity for miniature wind farm simulation
at the central plane at (a) top-tip height, (b) hub height and (c) bottop-tip height. Lines
represent results from present LES and circles are results from Chamorro and Porte´-Agel
[9]
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experiments was 1.15m. The turbine was located in the center of the channel so that
the flow was fully-developed before it encounters the turbine. The bulk mean velocity
in the channel was U = 0.4m/s. The Reynolds number based on bulk mean velocity
and turbine diameter was Re = 1.7 × 105. The turbine was rotating with an angular
speed of ω = 9.43rad/s about its axis, resulting in a TSR of λ = 5.89. More details of
the experiments can be found in [10].
Similar to [11], a subsection of the main channel 9D long (z) , 5D wide (x) and
2.3D deep (y) is chosen as computational domain. Inside the computational domain,
the rotating center of the turbine is placed at (0,0.8D,0) and the base of the pylon is at
(0,0,-0.3D). The inlet is fed with a fully developed channel flow pre-computed from a
separate LES of periodic channel flow. The channel of this LES had same cross section
as the computational domain for turbine simulation. The two channel side walls and the
bottom bed were assumed to be hydrodynamically smooth. Wall-modeling approach of
Wang and Moin [89] was used to reconstruct velocity boundary conditions at all turbine
surface and channel walls; the details of implementing the wall model in the context of
the Immersed Boundary method can be found in [82]. At the free surface of the domain,
zero-flux and free-slip boundary conditions are employed.
The primary uniform Cartesian grid for this case has Nx=126, Ny=58 and Nz=451
grid nodes (Nx, Ny and Nz are the number of grid nodes in x, y and z, respectively)
resulting in a resolution of 25 × 25 × 50 cells per rotor diameter, along x, y and z
directions, respectively (level zero). This is locally refined near the turbine rotor by
applying two levels of refinement around and in wake of the turbine, as shown in Fig.
5.9. The resulted refined grid had maximum resolution of 100×100×200 cells per rotor
diameter, along x, y and z directions, in the immediate vicinity of the turbine and a
total of 8 × 107 cells. The simulations were first run for 25 revolutions until the total
kinetic energy of the domain reached a quasi-steady state. Subsequently, the results
were time averaged for another 55 rotor revolutions.
Figure 5.10 presents the instantaneous contours of the streamwise velocity on the
x=0 and y/D=0.8 planes across the hub. It is evident that the energetic, slowly precess-
ing low streamwise velocity region originates in the immediate vicinity of the nacelle,
as was also identified by Kang et al. [11] who extensively studied its importance on the
far wake development. The simulations also capture the onset of far wake meandering
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that manifests itself as large-amplitude, low-frequency lateral fluctuations starting at
approximately 3D downstream of the rotor. These findings are in excellent agreement
with the findings of Kang et al. [11] regarding the rich coherent dynamics of the turbine
wake and the importance of accurately resolving the details of the turbine nacelle for
capturing such dynamics (Fig. 5.10).
Figure 5.9: 2-level local mesh refinement adapted around and in the wake of a hydroki-
netic turbine [10]. A primary uniform Cartesian grid 126× 58× 451 is refined resulting
in a maximum resolution of 100 × 100 × 200 cells per rotor diameter in the vicinity of
the turbine and 8 × 106 computational cells. The hydrokinetic turbine is discretized
using a triangular mesh of 1.1× 104 elements.
In Fig. 5.11a, the vertical profiles of the mean streamwise velocity are compared
against experimental measurements [10] and simulations of the same case using the
AL approach and previous geometry resolving LES [11]. The 2-level turbine resolving
LES calculations agree well with the experimental measurements of [10]. Discrepancies
between our results and the measurements may be attributed to the fact that the pre-
computed LES of fully developed channel flow fed at the inlet performed on the coarse
primary grid to avoid any interpolation at the inlet of the domain. Also, further grid
refinement is expected to improve velocity deficit prediction. Comparison with the AL
calculations of [11] reveal that the over-prediction of the streamwise velocity in the near
wake region of the turbine which is inherent in AL models [8, 11] is avoided by resolving
the details of the hub and nacelle geometry. Our results also compare also well with
the geometry resolving simulations of [11] who solved the same problem on a structured
grid using the CURVIB solver [82]. Remarkably, with the locally refined unstructured
Cartesian grid, the same level of agreement is achieved by using 20 times smaller number
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Figure 5.10: Contours of the instantaneous streamwise velocity w, normalized by the
bulk velocity U , on planes across the hub: (a) x=0; (b) y=0.8D, for the geometry
resolving LES around a hydrokinetic turbine [10] with tip speed ratio λ=5.89 at Re =
1.7 × 105. Calculations are performed on a 2-level refined mesh and the inlet is fed
with a fully developed channel flow pre-computed from a seperate LES. The blue and
green solid lines indicate the regions where the 1st and 2nd levels of refinement applied,
respectively.
of computational cells.
The computed vertical profiles of the turbulence kinetic energy (TKE) are shown in
Fig. 5.11b. It can be observed that the pockets of high TKE that emanate from the
nacelle and the tip vortices merge together and the TKE at upper tip height suddenly
starts to increase when z>3D, in agreement with the study of [11]. The over predic-
tion of the computed TKE levels in the near weak region around the hub height may
indicate that higher grid resolution is needed. However, in the far wake (z>3D) our
calculations are in very good agreement with the experimental measurements of [10],
while the geometry resolving calculations of [11], who used very fine stretched Cartesian
grid, under-predict the levels of turbulence kinetic energy. It is demonstrated that with
our method the induced turbulence mixing can be accurately resolved on locally refined
grids. Even though the AL simulations predict correctly the TKE levels on a coarse
structured grid [11], the inherent weaknesses of the actuator line parameterization con-
cerning the accuracy of near wake calculations and the non-grid independent solution
of such methods have been discussed in [8, 11].
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Figure 5.11: Comparison of the vertical profiles of mean flow quantities, at different lo-
cations downstream the hydrokinetic turbine [10], of geometry resolving LES computed
on a 2-level refined grid, against previous calculations [11] and experimental measure-
ments [10]. (a) Streamwise velocity, (b) turbulence kinetic energy. Here w and k are
the instantaneous streamwise velocity and the turbulence kinetic energy, respectively,
and <...> indicates the time averaging operation.
Chapter 6
Wake past TriFrame of turbines
Adapted from Journal Article:
Wake characteristics of a TriFrame of axial-flow hydrokinetic turbines,
Saurabh Chawdhary, Craig Hill, Xiaolei Yang, Michele Guala, Dean
Corren, Jonathan Colby, Fotis Sotiropoulos, Renewable Energy, 2016.
(In review)
6.1 Introduction
In the many of the computational works discussed in the review, turbine parametrization
was used to save computational cost involved in resolving the detailed geometry of a
turbine. However, it was shown by Kang et al. [11] that the classic actuator disc
and actuator line models without a model for the nacelle cannot accurately predict the
velocity deficit in the near-wake, wake meandering and turbulence intensity in the far
wake. The geometry-resolving model using immersed boundary method, on the other
hand, captures the turbine wake dynamics for both near- and far-wake regions, and the
computed results agree well with the measurements
An effective way to develop arrays of hydrokinetic turbines in river and tidal channels
is to arrange them in conjunction, which is convenient for installation and maintenance
of the turbines underwater. However, to the best of our knowledge, there are no studies
on the wakes of turbines in conjunction available in literature that use a fully resolved
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geometry of turbines. In this chapter, we employ the numerical method, i.e. LES module
of the VFS code (see Section 4.5), resolving every geometrical details of the turbine, as
in Kang et al. [11], together with experiments done by colleagues at SAFL, to study a
TriFrame1 of turbines, or simply TriFrame, which is defined as a layout where three
turbines are mounted together at the apexes of a triangular frame (Fig. 6.1 (a)). The
resulting arrangement is equivalent to two rows in a staggered fashion. TriFrames are
an effective way to develop arrays of hydrokinetic turbines in river and tidal channels
because of convenient installation and maintenance of the turbines underwater. The
objective of this work is to study the wake characteristics of the three turbines in a
TriFrame configuration and evaluate the feasibility of using such system as a building
unit for turbine arrays.
(a) (b)
Figure 6.1: (a) Sketch of TriFrame geometry used in the experiments and computations
(D = turbine diameter = 0.15m); (b) TriFrame of small scale model turbines placed in
the laboratory flume at Saint Anthony Falls Laboratory (SAFL).
This paper is organized in the following fashion. In Section 6.2, the experimental and
computational setup is described. Section 6.3 gives the details about domain splitting
method used in the simulations. This is followed in Section 6.4 by discussion of the
results obtained.
6.2 Test Case: TriFrame in Laboratory Flume
6.2.1 Experimental Setup
To study the wake of a TriFrame of axial-flow turbines, three model turbines were
placed in a laboratory flume at Saint Anthony Falls Laboratory (SAFL). The channel
1 TriFrame is a trademark of Verdant Power Inc.
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was 0.9m wide, 8m long, and utilized a three axis automated traversing carriage to
position different instruments to monitor water surface elevation and 3D instantaneous
velocity. The miniature three-bladed axial-flow hydrokinetic turbines (Fig. 6.1 (b))
with rotor diameter, D = 0.15m, were installed in the channel. Additional details
of the turbines used, including geometry, data acquisition techniques, and methods
for determining tip-speed ratio can be found in Hill et al.[90, 91, 92]. Average flow
depth was H = 0.28m and average volumetric flow rate Qw = 0.068m
3/s resulting in
a bulk approaching velocity of approximately Ub = 0.27m/s and a mean hub height
velocity of Uhub = 0.32m/s. Reynolds number based on the bulk mean inflow velocity
Ub and turbine diameter D is Re = 4.1 × 104. Using the same parameters, Froude
number for the prescribed hydraulic condition was Fr = 0.16. The hub height of
all three turbines was at Hhub = 0.135m above the channel bottom. The upstream
turbine (T1) in the first row was placed approximately 7m downstream of the channel
inlet and was rotating with an averaged angular speed of ω¯ = 19.1 rad/s while the
two downstream turbines (T2, T3) in the second row were tangential slightly faster
with ω¯ = 19.5 rad/s. Because the turbines did not have precise and constant angular
velocity control, their angular velocity varied slightly in time due to unsteadiness in the
approach flow; however, the mean tip speed ratio was λ ≈ 4.5 for the first row turbine
(T1) and λ ≈ 4.6 for the second row of turbines (T2, T3). Here, tip speed ratio is
defined as the ratio of the rotating speed at the blade outer tip and the incoming hub
height velocity (Uhub) in the experiment (i.e. λ = ω¯r/Uhub, where r is the radius of the
turbine rotor.). The blockage induced by the upstream turbine (≈ 7%) created a slight
acceleration on the lateral sides, thus resulting in an increased angular velocity for the
downstream turbines. All three turbines rotated counter-clockwise looking downstream.
An acoustic Doppler velocimeter (ADV) sampling at 100Hz was used to measure the
three velocity components at several points at hub height, Hhub, in a plane parallel to
the channel bottom. A second experiment using a single turbine but with the same
hydraulic condition was also completed. These data are compared to the wakes of a
TriFrame turbine configuration.
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6.2.2 Computational Setup
Simulations were performed for both a TriFrame of turbines and a single isolated tur-
bine for comparison. In order to save computational time, near-wake and far-wake
simulations were carried out separately. The near-wake domain contains the turbines
while the far-wake domain starts at the outflow of the near-wake domain as seen in
Fig. 6.2. The streamwise length of the near-wake and far-wake domains is 9D and 12D,
respectively. The velocity time-series from near-wake simulation is sampled at x = 8D
from the near-wake simulation and fed to the far-wake simulation. This amounts to
a one-way coupling between the two computational domains. This one-way coupling
is acceptable because convection of wakes to further downstream locations dominates
the flows around 7D downstream from the TriFrame. Further validation is provided in
Section 6.3 by comparing flow-field in the overlapping region. The TriFrame of turbines
is placed in the center of the flume such that the rotating center of the upstream T1
turbine (or the only turbine for single turbine case) is located at (2D, 0, 0.9D), 2D
downstream from the inlet plane. The second row turbines (T2, T3) are located as per
Fig. 6.1(a). For the near-wake simulation, fully developed turbulent flow condition is
prescribed at the inlet boundary. To achieve this, a separate precursor channel flow sim-
ulation is run with periodic boundary conditions in the streamwise direction to obtain
a fully developed turbulent inflow. The cross section of this channel is the same as the
flume. Time-series of the velocity on a cross section from this simulation are saved and
introduced as the inlet velocity boundary condition for the near-wake simulations. The
inflow for the far-wake simulation, on the other hand, is provided by the outflow of the
near-wake simulation using time series of velocity vector extracted at each point on the
plane X = 8D (marked as section AA’ in Fig. 6.2) saved in the near-wake simulation.
The bottom and side walls of the flume had a small roughness height corresponding to
the transition roughness regime. Since no roughness model is available to model this
regime, the walls were assumed to be smooth. This assumption is not expected to sig-
nificantly affect the velocity field near the turbines far away from the wall region. The
top free surface of the channel, in both near- and far-wakes simulations, was modeled as
rigid lid. Since the free surface level in the experiments did not change more than 3.5%
of the flow depth, the rigid lid assumption will be an acceptable modeling approach.
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At the exit of both near- and far-wake domains, Neumann boundary conditions are im-
posed. On the bottom bed and side walls, the first off-wall grid node was approximately
32 and 58 wall units away from the wall, respectively, in all cases. Since these points
lie outside of the laminar region of the boundary layer, a wall-modeling approach was
used (as described earlier in Section 4.3.1).
Figure 6.2: Simulation was performed in two parts - near-wake and far-wake. Section
AA’ is position where velocity was extracted in near-wake and fed to far-wake simulation.
Comparison of velocity is made at section BB’ for validation (see Fig. 6.4).
Figure 6.3: (a) Background grid for newar-wake simulation with TriFrame. Every
fifth grid line is shown in all three direction. (b) Turbine geometry represented by
unstructured triangular meshes.
The size of computational domain for each simulation is presented in Table 6.1. The
table also lists number of grid points Nx, Ny and Nz in the X, Y and Z directions,
respectively. The grid was stretched such that points were clustered in the region
of the turbines as well as immediately downstream of the turbines. Fig. 6.3 shows
background grid for near-field simulation with TriFrame. Same figure also shows turbine
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represented by unstructured triangular mesh. In the near- and far-wake domains, the
grid is stretched in the spanwise (Y) and vertical (Z) directions so that more points are
clustered in the region near the turbines. The Y spacing ranges between D/100 and
D/40 whereas Z spacing range between D/100 and D/75 where minimum spacings occur
close to turbine and maximum spacings occur away from the turbine. These values do
not change in the streamwise direction for both near-wake and far-wake simulations.
For streamwise (X) grid spacing in the near-wake simulation, the grid is stretched such
that near the turbine, the X-spacing is D/400 so that the blade thickness is resolved
by the background grid cells. Very far away downstream from the turbine location,
this spacing grows to D/25. In the far-wake simulation, the X-spacing has uniform
value of D/50. For grid sensitivity studies, we rely on the earlier published works
([11, 93]) using the same code. They showed that, using immersed boundary method,
the spatial resolution employed in the present work can give a reasonable agreement
with the measurements of torque generation [93] and wake of the turbine [11]. The
size of the time step was ∆t = 7.3 × 10−4D/Ub for all simulations. Simulations were
run until the total kinetic energy of the whole computational domain converged to an
asymptotic value which took approximately 1.5− 2 flow-through times or 15− 20 rotor
revolutions of the first (T1) turbine in TriFrame (or single turbine). Subsequently, the
results were time averaged for another 180 rotor revolutions for the TriFrame near-
wake simulation and 75 revolutions for the single turbine near-wake simulation. For the
far-wake simulations, averaging period was 180 rotor revolutions of T1 turbine in the
TriFrame case and 63 rotor revolutions for single turbine case.
6.3 Domain splitting method
Both near- and far-wake characteristics of a TriFrame of turbines are important for de-
veloping TriFrame based turbine arrays. However, it is very expensive to simulate both
the near- and far-wake locations in a single simulation using a sharp interface immersed
(IB) boundary method because of the additional computational cost from identifying
fluid, IB and solid nodes at every time step in the IB method, and reconstructing the
left-hand-side matrix in the Poisson solver. In order to reduce this computational cost,
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Figure 6.4: Comparison of flow field in section BB’ of Fig. 6.2. (a) Normalized mean
streamwise velocity U/Ub; (b) Spanwise profile of streamwise velocity at hub height; (c)
Spanwise profile of TKE at hub height; (d) Spanwise profile of mean vertical velocity
at hub height.
in this work we employ a domain splitting technique to simulate the near-wake and far-
wake separately. In this technique, the velocities on a plane normal to the streamwise
direction near the outlet of the near-wake simulation are saved at every time step. The
saved velocity fields are then fed into the far-wake simulation as inflow conditions. The
computational setup for the current simulations using this domain splitting technique
will be presented in Section 6.2.2. Validation of this technique will be shown in Section
6.3.
The section between 8D and 9D is common between both simulations allowing for
validation of the two-domain approach. Time averaged flow-field from both near- and
far-wake simulations is extracted at section BB’ at 8.5D (shown with blue dashed line
in Fig. 6.2) and compared in Fig. 6.4. The contours of mean streamwise velocity from
the two simulations match with each other well such that they differ by only 2% on
average and 10% at most. Plots of mean velocity components and turbulence kinetic
energy (TKE) in spanwise direction at the hub height approach each other, confirming
the validity of the two domain technique.
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6.4 Results and Discussion
In the following section we discuss the results of the experiments performed at SAFL
with a TriFrame of turbines and the subsequent LES. Both mean flow and turbulence
statistics are presented below.
6.4.1 Time-averaged flow field
In Fig. 6.5, time-averaged streamwise velocity profiles are plotted from both the ex-
perimental measurements and LES prediction along the span of the domain in the hub
height plane at different downstream locations. Velocity deficit is created downstream
of all three turbines. Simulation predictions show good agreement in the region down-
stream of the turbines. The peak in velocity deficit is captured accurately for both rows
of turbines. Further downstream, the velocity is under-predicted by the LES. Velocity
at the center line of the turbine wakes is within 7% of experimental value. Closer to the
wall, towards the outer boundary of the wakes, the discrepancy is close to 10% which
can be attributed to the discrepancy in the inlet profiles near walls.
The turbulence kinetic energy (TKE) in Fig. 6.6 shows a similar trend. Most
of the TKE in the flow is generated due to the presence of the turbines. Similar to
what is obtained in the measurement as well as observed by Kang et al.[11], the LES
prediction shows multiple peaks in TKE created by each turbine. The peaks in TKE
are well predicted in the near wake but under-predicted (by up to 25%) in the far wake
downstream region.
The vertical velocity component (due to the wake rotation) profiles in the same plane
are plotted in Fig. 6.7. The incoming flow has little to no vertical velocity component
at hub height. The flow past the first turbine near the blades has a significant vertical
velocity component which is accurately predicted by LES. Further downstream, the
vertical component weakens and the LES prediction is not as accurate as in the near
wake. Unlike LES, the incoming flow in the experiment has slight non-zero vertical
velocity at hub height. This difference is propagated and seen downstream (until ≈ 1D).
This difference aside, vertical velocity from LES compares well with the experiments.
Next, contours predicted by the simulations are plotted in a streamwise-vertical
plane normal to the channel bed and passing through the center of the turbines. In Fig.
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Figure 6.5: Comparison of streamwise velocity past the TriFrame of turbines at distances
(a) 1D upstream and (b) 0.5D, (c) 1D, (d) 2.5D, (e) 3D, (f) 4D downstream of the first
turbine (T1) in a horizontal plane at the turbine hub height.
6.8 the contours of time averaged streamwise velocity are shown for the three turbines of
the TriFrame. Turbine numbers correspond to those indicated in Fig. 6.2. The contour
plots show the shape of the wake and its recovery. There is a strong deceleration of
the flow downstream of the turbine rotor and the hub. The wake is different for the
first row and second row turbines with the latter showing lower recovery rate. The
white lines on the plot mark zero streamwise velocity contour indicating presence of
reverse flow in the vicinity of the hub. The transverse velocity contours in Fig. 6.9
show the compound wakes with an inner wake associated with the hub and an outer
wake associated with the rotor. At approximately 2D to 3D downstream of turbine
the two wake structures merge into one. The TKE (Fig. 6.10) shows contours similar to
what was seen in Kang et al. [11]. Two regions of TKE generation exist - the tip of the
rotor blades and the hub. These regions of TKE extend downstream, interacting close
to the outer rotor shear layer. It is interesting to note that the wake of the upstream
turbine shows significantly lower levels of TKE than the downstream ones.
To further analyze the differences between the wakes of different turbines in the
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Figure 6.6: Comparison of turbulence kinetic energy (TKE) past the TriFrame of tur-
bines at distances (a) 1D upstream and (b) 0.5D, (c) 1D, (d) 2.5D, (e) 3D, (f) 4D
downstream of the first turbine (T1) in a horizontal plane at the turbine hub height.
TriFrame, contours of streamwise velocity and TKE are plotted on the wall parallel
plane at hub height in Fig. 6.11. It is evident from this figure that the spanwise extent
of the wake of the first turbine (T1) narrows starting at 2D downstream from the
turbine and recovers at a much higher rate than the wakes of the other two turbines. In
this region of wake constriction, the streamwise velocity is higher and the TKE levels
are lower than the two downstream turbine wakes. These findings, attributed to the
Venturi effect induced by turbines T2 and T3, have also been reported in experiments
of Chamorro et al. [94] on a laboratory scale staggered wind farm. Simulations of
Ammara et al. [95] also observed flow acceleration between two turbines in staggered
configuration in their simulations.
The spanwise variation of streamwise velocity and TKE for the far-wake simula-
tions are shown in Fig. 6.12. In the previously discussed Fig. 6.5, large momentum
deficits were observed in the near wake, specially within 0.5D of the turbines where the
streamwise velocity is negative. In the far wake, after 10D downstream, most of the
momentum has recovered and the velocity profile of the superwake of the TriFrame of
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Figure 6.7: Comparison of vertical velocity past the TriFrame of turbines at distances
(a) 1D upstream and (b) 0.5D, (c) 1D, (d) 2.5D, (e) 3D, (f) 4D downstream of the
first turbine (T1) in a horizontal plane at the turbine hub height.
turbines changes very little. Fig 6.12(b) shows that the TKE generated by turbines in
the near wake (see Fig. 6.6) decays in the wake slowly. Beyond 10D, the TKE profiles
of the superwake change very slowly.
6.4.2 Comparison with single turbine wake
To compare the wake of a TriFrame of turbines with that of a single turbine, a separate
experiment and a separate LES were performed with an isolated single turbine in the
same flume under the same conditions. The velocities from this experiment were also
measured at hub height at different downstream locations in the near wake.
Fig. 6.13 and 6.14 illustrate the streamwise velocity and TKE, respectively, at cer-
tain distances downstream from the position of each of the three turbines in TriFrame
and the isolated single turbine. For T2 and T3 TriFrame turbines in plots of Fig. 6.13
and 6.14, positive Y represents the locations near the channel center and negative Y
represents locations near the channel wall. This is not applicable to the other two tur-
bines since they have symmetric wall conditions on both sides in the spanwise direction.
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Figure 6.8: Contours of time averaged streamwise velocity, U , normalized by bulk mean
inflow velocity, Ub, in the vertical plane passing through the center of the rotor for the
turbines T1, T2 and T3. White line marks the contour of U/Ub = 0. Dash-dot line
shows the start of far-wake simulation.
As can be seen from Fig. 6.13, the streamwise velocity profile for all turbines look very
similar at 1D where the wake from the upstream turbine in the TriFrame is not yet
influenced by the two downstream turbines. Further downstream ( 2D to 3D), the
wake of the upstream turbine T1 of the TriFrame recovers much faster than the isolated
turbine and the two downstream TriFrame turbines because of the Venturi effect. Be-
yond 3D downstream, the wake recovery of the first turbine (T1) occurs at nearly the
same rate as the other turbines. On the other hand, the spanwise profiles of velocity of
the two downstream turbines of the TriFrame and the isolated single turbine still look
very similar to each other. The difference between the T1 turbine wake and the other
turbines diminishes as we move downstream. At 12D and beyond, this difference is
very small and the mean wake for all turbines has mostly recovered. At 15D, the T1
turbine wake has completely recovered. For the two downstream TriFrame turbines, the
streamwise velocity is nearly symmetric within the wake, yet the streamwise velocity out
of the wake is larger near the channel center than near the channel walls. The T2 and
T3 turbines recover at a rate similar to that of the isolated turbine for the region within
the wake i.e. within spanwise distance of approximately 0.5D centered at turbine rotor.
In regions far from the center the recovery is faster for T2 and T3 turbines.
Lower TKE levels in the wake will result in less fatigue loading on the downstream
turbines in the array. Therefore, it is important to discuss the spatial evolution of TKE
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Figure 6.9: Contours of time averaged transverse velocity, V , normalized by bulk mean
inflow velocity, Ub, in the vertical plane passing through the center of the rotor for the
turbines T1, T2 and T3. Dash-dot line shows the start of far-wake simulation.
in the wake. Fig. 6.14 highlights the spanwise profiles of TKE at different downstream
locations, illustrating the effect of turbine-turbine interactions on TKE levels. After 2D,
the TKE of the T1 turbine wake is significantly lower than both T2 and T3 turbines
(between 17-23% lower) and the isolated turbine (23% lower) in regions near the rotor
tip (marked with dashed grey lines in the plots). In the inner wake region, the TKE
levels for each of the turbines are comparable to each other for much of the wake
except between 4D and 8D when T1 turbine inner wake also shows lower TKE (by
16-40%) than the other turbines. The difference in TKE levels continues to diminish
and profiles of all wakes look similar at 12D and beyond where values are within 4% of
each other. In Fig. 6.15 we plot the time-averaged TKE contours on Y-Z planes (wall-
normal, perpendicular to flow) located at 2D, 3D and 4D downstream of the respective
turbines First, the TKE from the first turbine in the TriFrame is lower than the other
three turbines at all three downstream locations. At 2D and 3D, the intensity of the
maximum TKE from the two downstream turbines in the TriFrame are very similar
to that of the single turbine. At 4D, on the other hand, the TKE in the wake of the
two downstream turbines in the TriFrame are higher and distributed in a wider region,
which is significantly different from that of the single turbine.
To understand the Venturi effects in the superwake, we define a special wake function
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Figure 6.10: Contours of TKE normalized by the square of bulk mean inflow velocity in
the vertical plane passing through the center of the rotor for the turbines T1, T2 and
T3. Dash-dot line shows the start of far-wake simulation.
Φ using the following relationship:
Φ(x, y) =
U(x, y, zc)− U(x, yc, zc)
Uhub,in
(6.1)
where U(x, y, z) is the time-averaged streamwise velocity any point in space, (xc, yc, zc) is
the location of the center of turbine rotor and Uhub,in is the incoming hub height velocity
intercepted by the turbine. In Fig. 6.16 we plot Φ at different distances downstream
from the turbine rotor for the single turbine and T1 turbine of TriFrame. Plots of Φ(x, y)
for T2 and T3 turbines are not shown for succinctness. The maxima near the rotor tip
region defines the spanwise extent of the mean wake of the turbine. The locus of these
maxima in Φ is also shown in the plot. This locus represents the shape of the mean
wake. In Fig. 6.16 (c), the locus of maxima for the single turbine and the TriFrame
turbines are collectively shown in the XY plane at hub height. It shows that the wake
of all turbine in the TriFrame follow that of the single turbine until 2D downstream
distance. After this distance, the turbines T2 and T3 are encountered and the Venturi
effect causes the T1 wake to constrict. This is shown by the kink in the locus of T1
turbine. The locus for T2 and T3 turbines also depart from the single turbine case,
although the T2 wake is most similar. The wakes of T2 and T3 turbines also differ from
each other in spite of the apparent symmetry of the setup. This asymmetry originates
from the fact that all three turbines rotate in the same (-X) direction introducing an
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Figure 6.11: Contours of time averaged normalized (a) streamwise velocity and (b) TKE
in hub height plane for the three turbines. Dash-dot line shows the start of far-wake
simulation.
inherent asymmetry. Also note that the side-wall is present on different side of turbine
for T2 and T3 with respect to rotation direction.
Recovery in the superwake near the hub region of the TriFrame and its comparison
with single turbine is shown in Fig. 6.17. The average over a disc of diameter Davg
(Davg = 1.1D for streamwise velocity and Davg = 1.4D for TKE) and along the axis
of the turbine was obtained for the quantities (see Fig. 6.17 (a)). Averaging diameter
was chosen based on the gradients of quantities in the radial directions. Discontinuity
in averaged quantities in the streamwise direction, especially for (c) the streamwise
derivative, is found at the joint location of the near-wake and far-wake simulations.
To avoid possible misconceptions, the corresponding parts are removed in the plots.
In (b), the spatial average of streamwise velocity over the disc is normalized using
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Figure 6.12: Profiles of (a) time averaged streamwise velocity and (b) TKE in far wake
of TriFrame of turbine at several downstream distances (as labeled on plot) measured
from the location of first row turbine (T1).
the corresponding value at 1D upstream of the concerned turbine. Among the three
TriFrame turbines, the upstream T1 turbine recovers much earlier than the T2 and T3
turbines. The two downstream turbines are, however, similar in recovery (within 2%)
to that of the single turbine case. As evident in the plot of recovery rate (c) (obtained
by taking the streamwise derivative of the values in velocity recovery plot (b)), the most
significant difference in recovery rate is between 1D and 4D downstream of the turbines,
i.e., just after the the second row of turbines in the TriFrame are encountered by T1
turbine. Beyond 10D, the rate of recovery for all turbines is slow and comparable to
each other (9-12% of maximum recovery rate of T1 turbine). The disc-averaged TKE
plot (d) in the wakes of the turbines reveals a similar trend. The two downstream
turbines of TriFrame, T2 and T3, and the single turbine have TKE levels within 2% of
each other throughout the wake but T1 turbine wake has dampened TKE levels in the
near wake. However, in the far wake (beyond 10D downstream), the TKE levels for all
turbines are similar (within 3%).
6.4.3 TriFrame deployment in an array
A large scale power producing array of turbines can be constructed by deploying mul-
tiple TriFrames of turbines at a site. This means successive TriFrames are in the wake
of preceding ones. Since the power production by axial hydrokinetic turbines is propor-
tional to the cube of incoming velocity, a speedier recovery of the wake means better
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Figure 6.13: Comparing wakes past turbines in TriFrame with the wake past isolated
single turbine. Streamwise velocity comparison downstream from the position of turbine
in a horizontal plane at the turbine hub height (a) through (h). 1 turbine is from
isolated single turbine simulation and Expt. 1 turb. is from corresponding experiment.
(Yc denotes Y coordinate of the center of the turbine.)
performance for the downstream TriFrames. From the above results of the simulations,
it is clear that each of the turbines in the TriFrame has different wake characteristics.
Fig. 6.16 describes the averaged spatial evolution of their wake and differences with
single turbine. The flow accelerates between the two downstream turbines resulting
in an early recovery of the upstream T1 turbine compared to the single turbine wake.
Table 6.2 compares the percentage of upstream velocity, averaged over a disc (see Fig.
6.17(a)), recovered for each of the turbines at distances 5D, 8D, 10D and 15D down-
stream of turbine. At 5D downstream of the turbine, T1 turbine has recovered 81%
of the incoming flow whereas the isolated turbine wake has recovered only 70% by this
distance. Due to the slowing recovery rate (Fig. 6.17(c)) it takes another 5D (total of
10D downstream) for the single turbine to recover up to 81%, at which point T1 turbine
has recovered approximately 90% of the upstream value.
Consider two TriFrames placed in an array in an aligned manner as shown in Fig.
6.18. For the second TriFrame ∆2, the incoming velocities for T4 is lower than T1 (of
first TriFrame ∆1) by fractions listed (as percent) in column 3 of Table 6.2. Similar
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Figure 6.14: Comparing wakes past turbines in TriFrame with the wake past isolated
single turbine. TKE comparison downstream from the position of turbine in a horizontal
plane at the turbine hub height (a) through (h). (Yc denotes Y coordinate of the center
of the turbine.)
fraction for T5 over T2 and T6 over T3 is in the next column. The fifth column in the
table (PT4 − PST2)/PST2 represents the amount of additional power that T4 turbine of
TriFrame ∆2 generates as compared to ST2 turbine a of single turbine array instead
of TriFrames (P# denotes the power produced by turbine/TriFrame index # as shown
in Fig. 6.18). If the distance between the successive units (x) is 5D, the upstream
turbine (T4) of second TriFrame (∆2) can generate up to 37.9% more power. Owing to
different velocity recovery, the power production of a single turbine in the wake ( ST2
in Fig. 6.18(b)) will be different from that of the turbines in array of TriFrames ( T4
- T6 in Fig. 6.18(a)). The last column in Table 6.2 gives the error in TriFrame power
production estimate (of ∆2) if the individual turbine wakes of the TriFrame ∆1 were
simply modeled as single turbine wakes. If the spacing between successive TriFrames is
5D, this error could be up to 17%. However, if the spacing is large (15D), less than 5%
error in power production results.
The fluctuating components of velocities in the incoming flow are responsible for fa-
tigue loading on the turbine blades. Long term exposure to fatigue loading compromises
the structural integrity of the turbine with severely damaging effect on its performance
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Single turbine TriFrame T3 TriFrame T1 TriFrame
T2
Figure 6.15: TKE contours on wall-normal (Y-Z) planes perpendicular to flow at 2D,
3D and 4D downstream of turbines. Arrow shows direction of rotation for all turbines
and dashed circle marks projection of area swept by turbine rotor. TriFrame turbines
T1, T2 and T3 are as defined in Fig. 6.2. Channel side-walls are indicated by black
lines on contour figures for T2 and T3.
and safety. Therefore, it is important to analyze the turbulence in the incoming flow for
the turbines in an array. Even if the incident flow on first turbine (or first TriFrame) of
the array has little to no incoming turbulence, the rotating turbine produces significant
levels of turbulence for the downstream turbines of the array. In case of a TriFrame of
turbines, lower levels of TKE in the wake of T1 turbine were observed as compared to
the single turbine (ST1) wake (see Fig.6.17(d)). The disc averaged TKE at 5D for T1
wake is 10% lower than that of the isolated turbine. At 10D, the averaged TKE for all
turbines (T1, T2 and T3) are 4% lower than the ST1 wake whereas at 15D they are
within 2.5% of the corresponding ST1 value. We therefore demonstrate that for an array
deployment of MHK turbines, the interaction between wakes has to be properly resolved
in a TriFrame simulation to provide a better prediction of generated power. As seen in
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(a) (b)
(c)
Figure 6.16: Special wake function plots for (a) Isolated turbine; (b) T1 turbine in
TriFrame; (c) Boundaries of the turbine wakes computed using the locus of maxima of
special wake function for all turbines. For turbines T2 and T3, negative ordinate values
represent locations close to the wall and positive values are locations close to channel
center.
aforementioned calculations of the power generation estimates (values in Table 6.2), the
power produced by TriFrame of turbines could be underestimated if wake-interaction
effects are unaccounted.
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Simulation X/D range Y/D range Z/D range Nx Ny Nz
TriFrame: Near [0,9] [-3,3] [0,1.87] 592 521 184
TriFrame: Far [8,20] [-3,3] [0,1.87] 601 521 184
1 Turbine: Near [0,9] [-3,3] [0,1.87] 592 521 184
1 Turbine: Far [8,20] [-3,3] [0,1.87] 601 521 184
Table 6.1: Details of simulation grids used for TriFrame case and isolated single tur-
bine (1 turbine) case. “Near” and “Far” denote near-wake and far-wake simulations,
respectively.
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Figure 6.17: Characteristics of the TriFrame turbine wakes in comparison with the single
turbine wake using the disc-averaged quantities. (a) A schematic showing computation
of the disc-averaged quantities at spanwise-vertical discs with diameter Davg > D along
the rotor axial direction at different streamwise locations, and (b) disc-averaged stream-
wise velocity (Davg = 1.1D), (c) wake recovery rate computed using the disc-averaged
streamwise velocity, and (d) disc-averaged TKE (Davg = 1.4D) at different streamwise
locations.
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x
Single
Turbine
TriFrame
T1
TriFrame
T2,T3
PT4−PST2
PST2
P∆2−3×PST2
P∆2
5D 69.1% 81.0% 69.7% 37.9% 17.0%
8D 79.1% 86.8% 80.7% 24.7% 11.2%
10D 83.1% 89.7% 84.4% 20.5% 8.7%
15D 85.5% 93.8% 88.8% 16.0% 4.7%
Table 6.2: Recovery of velocity in the wakes of different turbines at downstream dis-
tances 5D, 8D, 10D and 15D from the turbine. PT4 and P∆2 denote power produced
by T4 turbine and total TriFrame power of ∆2, respectively, for a second downstream
TriFrame in the wake. P# denotes the power produced by turbine/TriFrame # as in
Fig. 6.18. (See A for evaluation of PT4/PST2 and PST2/P∆2)
Figure 6.18: Array of MHK turbines consising of (a) TriFrame configuration with
TriFrames ∆1 and ∆2 and (b) single turbines ST1 and ST2 separated by x distance.
Chapter 7
Field scale simulation of
hydrokinetic turbine array in
East River, NY
In this chapter the details of a field-scale study of MHK turbine array in natural
marine environment is discussed. The study is part of a National Science Founda-
tion’s partnership-for-innovation project for the deployment of hydrokinetic turbine
array in the East River in New York City by a small company, Verdant Power Inc.
This project is formally known as the Roosevelt Island Tidal Energy (RITE) (see
www.theriteproject.com). The electric power produced by the array is proposed to
be supplied to the Roosevelt island. It is the first MHK energy project to be licensed by
the Federal Energy Regulatory Commission (FERC) (License number 12611) to produce
grid-connected electricity.
energy from the channel.
7.1 The Roosevelt Island Tidal Energy (RITE) project
The map in Fig. 7.1 shows the FERC licensed boundary, within which, the turbines are
to be installed. Verdant Power has developed a Kinetic Hydro-Power System (KHPS)
turbines that will be used to extract These turbines are 5m in diameter with three
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Figure 7.1: A map showing the RITE project boundaries where the turbines of array
are to be installed. Copyright of Verdant Power Inc. [12]
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Figure 7.2: Deployment of KPHS turbines by Verdant Power at RITE site in the East
River [12]
blades for the rotor. Fig. 7.2 shows images from successful deployment tests of KHPS
at the RITE site. The rated power generation capacity of these machines is 56; kW which
varies with the actual water velocity at any given instant. The nominal generated power
in the doployment tests was reported to be around 35 kW [12] They have successfully
performed deployment of individual turbines and TriFrame at the site. The proposed
plan is to deploy up to 30 turbines in the East Channel of the East River in several phases
with constant testing and environmental monitoring. Each triangle represents proposed
location of a TriFrame of turbine in multiple stages from A to C. Underwater cables
from each unit connect to the onshore controls which connect to the electric grid.. The
average annual production from the array is estimated to be between 1680−2400MWh
[12]. The electricity produced will power the buildings on the Roosevelt Island through
the grid.
7.2 Description of the river site
The deployment site for the RITE project as ascertained under the FERC license was
a reach of the East Channel of the East River. A part of this reach was chosen for
simulations. For the purpose of the simulations, bathymetry data from an old survey
(Survey-H11353) by National Oceanic and Atmospheric Administration, U.S. Depart-
ment of Commerce (NOAA) in 2004, is initially used. This survey provided data on
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Figure 7.3: Detailed bathymetry survey of a section of East Channel of the East River
performed by Ocean Surveys Incorporated (OCI) in 2015.
Figure 7.4: Digital elevation model of the channel section to be simulated
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a grid of 2m × 2m. A more recent high-resolution bathymetry survey, on a grid of
0.5 ft× 0.5 ft, was performed by a vendor Ocean Surveys Incorporated (OCI) in 2015.
The results of this survey are as shown in Fig. 7.3. Using this bahtymetry survey a
digital elevation model of the river was created. Some areas where survey data was
discontinuous, were truncated and/or interpolated to provide continuous and smooth
elevation. The simulated reach and the digital elevation model are shown in Fig 7.4.
The reach is 720m long and 200m wide. The width of the channel in this reach varies
between 320m and 180m. The flow depth varies between 2m and 13m. Most common
depth over the reach is approximately 10m.
East River is a tidal channel which means that it starts and ends in ocean and the
flow is driven by the tides. The flow is pulsating with a time period of 12 hours. Thus,
the flow direction is changing every 12 hours. In spite of pulsating nature of the flow,
it is possible to treat the flow as unidirectional for the purpose of our study for the
following 2 reasons: (1) the time scale (12 hours) of flow pulsation is much larger than
the time taken for the hydrodynamics within the simulated section to attain a steady
state; the simulations were run for a total of 900 s and (2) the turbines in the flow are
allowed to yaw so that they are facing the primary flow direction. The tidal channel
bed is made of rigid bed-rocks.
7.3 Simulation of East River with baseline flow
In this section we performed the river flow simulation at the nominal inflow value without
the inset turbines. The baseline simulation will provide a reference of river flow to see
the effect of installing the array of turbines in the river. The unstructured Cartesian grid
refinement method, described earlier in section 4.6, was used to carry out the LES. The
simulations results are then compared with the field measurement in terms of vertical
velocity profile measured using Acoustic Doppler Current Profiler(ADCP).
7.3.1 Computational setup
A Cartesian box of size 720m, 14m and 270,m in the streamwise (Z), spanwise (X)
and vertical(Y) directions, respectively, was chosen as the computational domain. This
digitally reconstructed section of river constitutes immersed boundary in computational
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domain of the simulation. Necessary extrapolation of missing data points in the survey
was done to complete the bathymetry. The shore-line for the river was extracted using
ArcGIS mapping tool from a satellite map made available within the tool. This ensured
that the physical shore-line of the river are accurately captured in the computational
domain. The bathymetry was then extended outside of the river boundaries to span the
computational domain in the XZ plane. Finite positive depth (1m) was assigned to on-
shore region in the land. Lastly, the outlet boundary section was extended by extruding
the outlet section by 100m in the streamwise direction so as to increase the total size of
the domain by this amount. This was done so that the outflow boundary does not have
any effect on the flow in the river domain because of the artificial reflections associated
with Newman boundary condition. For the purpose of representation of results, this
portion is always excluded since it is not part of the physical domain.
Fig. 7.5 shows the immersed boundary mesh of the river used in the computation.
The background computational domain is also shown. The bottom bed was treated
as rigid bed with no sediment transport since it is made of bed-rock. The sediment
transport was not modeled in the flow. A wall modeling approach, as described earlier,
was used for boundary condition on the bed. The side-walls of the domain do not take
part in the solution of equation because of the immersed boundary between the fluid
and the walls. At the inlet boundary of the domain, a fully developed turbulent inflow
profile was specified. This was obtained in a precursory LES with periodic boundary
conditions. The cross-section of the precursory simulation was same as the cross section
at the inlet. Domain for this simulation was obtained by extruding the inlet cross-
section in the streamwise direction. At the downstream outlet boundary of the domain,
Newman boundary conditions were imposed for all three velocity components. The free
surface of the river is treated as rigid lid.
The nominal flow rate in the river and representative velocity based on the ADCP-
measurements by Verdant Power were approximated to be 3.28× 103m3/s and 2m/s,
respectively. From the bathymetry survey, the modal depth in the channel is approxi-
mately H = 10m. Using the above values of velocity and depth, the Reynolds number
in the river is 2× 107 which is typical for environmental flows. The computational grid
was discretized to have 360, 40 and 1036 cells in the X, Y and Z directions, respectively,
and total of 1.49 × 107 grid cells. Grid points are distributed uniformly in all three
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Figure 7.5: Top: Computational domain and immersed boundary. Bottom: Portion of
river bathymetry represented as immersed boundary unstructured triangular mesh.
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directions. The grid resulted in spacing of 0.75m, 0.35m and 0.7m in the X, Y and
Z directions, respectively. The non-dimensional time step was ∆t∗ = 0.001 where non
dimensional time is defined as t∗ = tWb/H where H is the representative flow depth and
Wb is the bulk inflow velocity. This ∆t
∗ gave a Courant-Friedrichs-Lewy (CFL) number
is less than 1. The simulations were run until the total kinetic energy in the domain is
converged. Subsequently, the flow-field was averaged for approximately 3 flow-through
times where a flow-through time is defined as time taken to travel the streamwise ex-
tent of the domain at velocity Wb. The simulations were run on 264 processors of HPC
clusters composed of Intel 2.4 GHz processors.
7.3.2 Results and comparison
Figure 7.6: Comparison of computed and measured velocity in the East River. Hori-
zontal solid line denotes hub-height position if a turbine were to be placed here. Dashed
lines show rotor-tip position of the turbine.
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The velocity profile was measured at a location in the river using ADCP along the
depth, hereafter known as ADCP-N location at (588987.03 E, 4513118.35 N) in the
Universal Transverse Mercator (UTM) coordinate system.Figure 7.6 shows comparison
of computed mean velocity with the field measurements in East River provided by
Verdant Power Inc. The computed time-averaged velocity profile obtained at ADCP-
N location is shown with black line. The overall shape of the profile is in excellent
agreement with the measured velocity profile. The power law (u = Ayα) index is
α = 0.25 for measured profile and α = 0.23 for simulated profile. Near the top free
surface, as expected, the velocity profile shows a dip. The velocity at the hub height of
a turbine if it were to be installed at this location is 1.65 m/s. Unfortunately, due to
the nature of site, it is extremely difficult to obtain detailed measurements (turbulence
statistics, etc.) in the field. In the limit of available data and considering the variability
of the processes involved, it can be argued that simulations are in good agreement with
the measurements.
Average streamwise velocity contour plot at the free surface (Fig. 7.7) shows high
velocity in the region where turbine-TriFrames are proposed to be installed. The in-
stantaneous contours of the vertical (Y) vorticity show that the unique geometry of the
river shoreline gives rise to the vortex shedding in the several regions of the simulated
reach. More results for this case are shown in next section in comparison with the
turbine array simulation.
7.4 Simulation of East River with the turbine array
In this section the LES of 10 TriFrame of axial hydrokinetic turbine inset in the river
is performed. Using the Generation 5d (Gen5d) design of Verdent Power KPHS axial
hydrokinetic turbine, an array of 30 turbines was placed in a section of East River as
shown in Fig. 7.8 The Gen5d turbine are 5m in diameter and the hub height is 4.58
above the base of the tower. This height is fixed due to the construction of the tower
component of the tower and is uniform for all turbines. The depth of the turbine is vari-
able depending on the depth of channel at the individual turbine installation location.
All turbines are installed in TriFrame units; the details of TriFrame arrangement is dis-
cussed in detail in Chapter 6. The geometrical configuration of turbines in a TriFrame
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Figure 7.7: Contours of average velocity magnitude at free surface of East River. Blue
triangle are proposed locations of TriFrames of turbines. (velocity is in m/s and verticity
is in s−1)
91
Figure 7.8: Contours of time-averaged streamwise velocity at free surface of East River.
Blue triangle indicate the proposed locations of TriFrames of turbines. This simulation
was done without turbine.
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is shown in 6.1. The location of the TriFrame units was proposed based on the project
proposal and is not shown here for copyright concerns.
The computational grid for this simulation is derived form the one used for baseline
case in previous section i.e. the initial starting grid was a structured grid with 360, 40
and 1036 cells in the X,Y and Z directions, respectively. This grid was then refined
locally so that higher resolution is obtained in the wake region of the turbines. The
local refinement was cylindrical in fashion with the central axis of cylinder aligning with
the center of the turbines. The radius of refinement region was 1.2 times the turbine
diameter D. Refinement region extended from 1D upstream of turbine location to 7D
downstream of the turbine. The grid refinement procedure added approximately 106
cells, resulting in the post-refinement grid having 1.59× 107 number of Cartesian cells.
The grid cells were all Cartesian and the cell aspect ratio was 2.1:1:2 for all grid cells.
The local resolution in the turbine wake was 0.375m, 0.175m ,0.35m in the X, Y and
Z directions, respectively, which corresponds to 14, 29, 15 points per turbine diameter.
Such a grid resolution is known to acceptable results for the turbine modeled with
actuator line model [3]. Details of the actuator line model are discussed in Chapter
4. The rest of the flow and boundary conditions were same as used for base line flow
simulation in the Section 7.3.1. The simulation was run until the total kinetic energy
in the domain is converged which happened in approximately 1.2 flow-through times.
The flow-field was then averaged for another 5 flow-through times.
7.4.1 Results
Figure 7.9 shows the contours of time-averaged streamwise velocity at the free-surface
of the channel. The results from the baseline simulation without turbines is also shown
using the same contour levels for comparison. The baseline simulation shows that the
velocity at free-surface is higher in the upper half (as per orientation in the figure) of the
river. The velocity distribution is greatly affected by the strong deceleration in the lower
left corner of the XZ plane in the figure. A strong wake with low velocity is observed.
This particular flow feature is caused by the kink in the geometry upstream of the
simulated section of the channel. It’s effect on the simulated section is caused because
of the shape of the precursory simulation for generating the inflow. The domain for
inflow generation channel was generated by extrusion in the streamwise (Z) direction.
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Figure 7.9: Contours of time-averaged streamwise velocity at free surface of East River
(top) without turbine array and (bottom) with turbine array.
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This is a reasonable approximation because the channel is upstream of the inflow section
is straight at the end of curvature. This was necessitated because bathymetry data was
available only for a limited channel reach. Ideally, the simulated channel reach should
extend upstream of present channel. More bathymetry survey is required to better
model the reach. The contours from the simulation with turbine array show a similar
trend as the baseline case with high velocity in the upper half of the river. There is a
weak signature of the turbine wakes shown as reduced velocity on the free-surface of the
channel. This wake is more pronounced for the TriFrames in the middle of the array.
The first 2 TriFrames barely show any effect on the free surface. The hub height of the
turbines in these TriFrames is much lower compared to the other TriFrames. This is
evident from the digital elevation model showing depth contour in the river (Fig. 7.4).
In the next two figures, Fig. 7.10 and 7.11, the contours of time-averaged velocity
are shown in planes 7m and 5m below free surface. The hub of the upstream turbines
are around 7m whereas the downstream turbines are around 5m In the top figure from
simulation without turbines, a noticeable feature of the bathymetry is on the bottom-
left corner where a ridge is seen to contribute to the slow velocity wake in this region
discussed earlier. In both these sections 7m and 5m deep, the wakes of the turbines
are clearly visible. The wakes of first 3 TriFrames, specifically the first and second, do
not align with the axis of rotation. This indicates that the yawing mechanism of the
turbines should turn them in the primary incoming flow direction which is not in Z
directions for these turbines. The yawing mechanism was not modeled in present case,
hence we see the wake alignment departing from the axis of rotation. The overall wake
of the array suggests that the staggering of the 10 TriFrames is more efficient for energy
extraction because of higher incoming flow momentum for the successive TriFrames.
Figure 7.12 shows the free surface of the river channel with time-averaged vorticity
contours. Without the turbine array, there are no significant vorticity at the free surface
for the scale shown here, except the vorticity generated by the wall. For the simulation
with turbine array, the TriFrame seem to have very small effect on the vorticity values
which is visibly only at the exaggerated scales chosen here. In Fig. 7.13 and 7.14,
the time-averaged vorticity contours are shown at the XZ planes 7m and 5m below
free surface of the channel. The wakes of the turbines show existence higher vorticity
magnitude, which was absent when no turbines were installed. The vorticity magnitude
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Figure 7.10: Contours of time-averaged streamwise velocity in an XZ plane at 7m depth
of East River (top) without turbine array and (bottom) with turbine array.
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Figure 7.11: Contours of time-averaged streamwise velocity in an XZ plane at 5m depth
of East River (top) without turbine array and (bottom) with turbine array.
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contours follow the low velocity wakes similarr to the streamwise vorticity distribution.
Higher vorticity also exist near walls and other geometrical features in the river as seen
in 7.14 near the downstream end of the channel.
Figure 7.12: Contours of time-averaged vorticity magnitude normalized by Wb/D in an
XZ plane at free surface of East River (top) without turbine array and (bottom) with
10 TriFrames of turbines installed.
Additionally, Fig. 7.15 shows contours of instantaneous streamwise velocity on a
plane 7m below near at the hub-height of the first TriFrame. This contour plot shows
the dynamics of the flow captured in the simulation. The large range of the scales
present in the model can be seen. The 5m-diameter turbine is orders of magnitudes
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Figure 7.13: Contours of time-averaged vorticity magnitude normalized by Wb/D in an
XZ plane at 7m depth of East River with 10 TriFrames of turbines installed.
Figure 7.14: Contours of time-averaged vorticity magnitude normalized by Wb/D in an
XZ plane at 5m depth of East River with 10 TriFrames of turbines installed.
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Figure 7.15: Contours of instantaneous streamwise velocity in an XZ plane 7m below
the free surface of the East River with 10 TriFrames of turbines installed.
smaller than the dimensions of the river. Yet, the unstructured Cartesian grid enabled
us to locally refine the grid and resolves the flow in the wake of turbines modeled by the
actuator line model. The complex interaction of the scales resolved by the refined grid
is shown in the inset figure for a smaller highlighted region. An uniform Cartesian with
equivalent resolution in turbine wake would require 1.2× 108 grid cells. Having faster
calculation on such vast range of scales is only possible using multi-resolution modeling.
Chapter 8
Large eddy simulation of density
current on sloping bed
Adapted from Journal Article:
Large eddy simulation of density current on sloping beds, Chawdhary,
S., Khosronejad, A., Christodoulou, G., Sotiropoulos, F., Physical Re-
view Fluids, 2017. (In review)
This research topic is not directly related to the title of the thesis but was performed
as part of the Ph.D. as a separate research project and encompassed under the topic of
environmental flow. The findings are discussed as an independent article in this chapter.
8.1 Introduction
Stratified flows, in the form of density (or gravity) currents, are capable of transporting
material across long distances in natural geophysical flows. Such currents are formed as a
result of mixing of fluids with differing density. The source of density difference could be
either temperature difference, salinity, presence of suspended sediments or a combination
of these factors. Examples of naturally occurring phenomena due to density currents
include katabatic winds on the mountains, haboobs or dust storms, cold weather fronts
under warmer air mass and thunderstorm outflow boundary [96]. Density current plumes
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on sloping surfaces can arise in various natural and man-made situations. Currents of
heavier bottom fluid commonly develop underwater on open slopes, spreading mostly
laterally and sometimes vertically. They can also occur in rivers flowing into the ocean or
industrial eﬄuents merging in a river or lake, and advancement of saline under-currents
in estuaries. Therefore, the study of density currents is important in evaluating impact of
underflows on natural environmental flows and understanding of the conditions leading
to their formation in nature.
The mixing due to density currents and its dynamics have been widely studied at
laboratory scale under various conditions. These studies can be classified based on
whether the density current develops on a horizontal plane or a sloping bed. Most
commonly, density current is studied on a horizontal plane as a lock exchange problem,
emulating a dam break wherein a vertical lock between two fluids of different densities
is instantaneously removed. There are three separate phases of mixing following the
lock release which are [97] (i) slumping phase, during which dense fluid slumps and
moves with almost constant front velocity; (ii) inertial phase, during which flow is dom-
inated by inertial and buoyancy forces; and (iii) viscous phase, during which flow is
dominated by viscous and buoyancy forces. Hacker et al. [98] performed laboratory
experiments with different aspect ratios of the lock and identified the density struc-
tures formed during the different phases of mixing. Breaking of Kelvin-Helholtz (KH)
billows were deemed responsible for the spreading of stratified fluid from the density
current head. Parsons and Garc´ıa [99] explored the similarity in density distribution in
flow with higher Reynolds number. There are some early works which studied the two-
dimensional (2D) gravity current on a slope (by continuously releasing a “line source”
of dense fluid) on long gently sloping fresh-water flumes [100, 101, 102]. This action
forms a dense underflow of gravity current spreading in vertical and streamwise direc-
tion, but is confined in the lateral direction. However, dense fluid released from a finite
source on an open slope results in three-dimensional (3D) spreading, giving rise to a
negatively buoyant plume, where lateral spreading is much more important than ver-
tical (see Fig. 8.1). Experimental study on 3D spreading of density currents on slope
was first performed by Hauenstein and Dracos [103] by releasing saline water from a
point source on the sloping floor immersed in a fresh-water tank. Alavian [104] studied
velocity and density distribution and the steady state plume-shape for different angles
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of the sloping bottom bed. Several important conclusions regarding the structure of the
plume were drawn most notable being the fact that the plume developed rapidly for
some initial distance, and then became relatively constant in breadth. On mild slopes
(< 1/10) the entrainment of ambient fluid was negligible and has well-defined plume
boundaries. This study was followed by further experimental investigations of plumes
on steep slopes only [13] wherein the behavior of density currents on an incline with
respect to different parameters was systematically quantified. It was found that, un-
like 2D gravity plumes, spreading of a 3D plume front is nonlinear. The spreading was
highly dependent upon the buoyancy flux of dense fluid at the inlet, but only loosely de-
pendent on inlet momentum flux. For similar inlet conditions, the spreading rate of the
dense plume decreased with slope. With the help of experimental data and theoretical
considerations, analytical expressions for the longitudinal and lateral spreading were de-
veloped. Choi and Garc´ıa [105] developed a relationship for spreading rate and verified
it with their earlier experimental results (for slopes from 2◦ to 10◦). Christodoulou and
Tzachou [106] performed experiments for steep slopes to study unconfined 3D gravity
currents at sufficiently high Reynolds numbers. The dense plume in all cases attained
a “normal” width at some longitudinal distance after which the dimensions of dense
current changed only marginally. This normal width correlated well with the buoyancy
flux and reduced gravity. Using more experiments, Christodoulou [107] attempted to
formulate the spreading laws relating the lateral and longitudinal spreading of plume
in different regions of the dense plume. It was argued that the spreading laws do not
depend on slopes for the range of slopes investigated (2◦ to 15◦).
Laboratory experiments of density currents often require very large setups and so-
phisticated data acquisition equipment, whereas field measurements of 3D gravity cur-
rents are difficult to carry out because of their unexpected occurrence. Numerical simu-
lations are effective tools for such problems but they are challenging due to the complex
nature of these flows. A detailed anlysis of the dynamics of density currents’ evolution
is aslo possible owing to detailed temporal and spatial information from the simulated
flow field. Following are some of the numerical investigations of density currents. Ha¨rtel
et al. were the first to perform 3D direct numerical simulation (DNS) of the lock- release
problem. The flow topology at the head of the dense current was analyzed to understand
the lobe-and-cleft instability. The mechanism for instability formation was elucidated
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with linear stability analysis. Cantero et al. [108] analyzed the propagation of the front
of 2D and cylindrical gravity currents using highly resolved 2D and 3D simulations.
The complex three dimensional structure nature throughout the head, body and tail of
the current was identified. Tokyay et al. [109, 110, 111, 112] and Gonzalez-Juez et al.
[113, 114] employed large-eddy simulation (LES) to investigate the interaction of gravity
current past obstacles. Other notable 2D and 3D numerical works on lock-release grav-
ity currents on a flat bed are [115, 116, 117, 118] and [119, 120, 121, 122, 123, 122, 124],
respectively. Paik et al.’s [125] 3D unsteady Reynolds Averaged Navier-Stokes (RANS)
simulations were also able to capture the intricate 3D flow structures such as the KH
billows, breakdown of the billows (similar to the experiments of Hacker et al. [98]),
lobe-and-cleft instabilities, and complex deformations of the density interface due to
mixing. They noted that 2D approximation of density currents tend to under-predict
the propagation of the dense front during the buoyancy-inertia regime. Tokyay and
Garc´ıa [126] used LES to investigate the effect of inflow conditions on the propagation
of density currents on mild (5%) slopes. The front velocity and structure of the cur-
rent produced by continuous release of dense fluid from line source was studied. RANS
modeling was used by Firoozabadi et al. [127] to simulate the density current plumes
on extremely mild slopes. The steady state plume shape compared well with the ex-
periments performed with sloping bed in a large tank. It was concluded from a large
set of simulations and experiments that the inlet Richardson number has a profound
effect on the structure of the density current. Other numerical studies on the density
currents (on a slope) formed by a finite volume of fluid release instead of a continuous
release [128, 129, 130, 131, 132]. However, these are not discussed here in detail since
the focus of our work is density current formation due to continuous release (constant
flux) of dense fluid from a finite source (as opposed to line source).
In this work we carry out LES of flow and density characteristics of 3D density
currents down a sloping bed. We use the curvilinear framework which has been already
extensively validated for buoyant [133] and non-buoyant [69, 37, 11, 29] flows. High-
resolution LES in this work resolves intricate flow features and enable us to study the
vortex formation at the genesis of a dense front near the inlet. This genesis is contrasted
with an unstratified submerged jet to identify the role played by stratification on under-
flows. Frequency of large-scale structures is also identified via spectral analysis.
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Figure 8.1: Schematic of a 3D spreading of negatively buoyant plume on a slope. Re-
produced from Tsihrintzis and Alavian [13]
Remainder of this chapter is organized as follows. In sections 8.2 and 8.3, we describe
the numerical method and experimental setup of the problem, respectively. This is
followed by the description of the numerical procedure employed for the simulation
in section 8.4. The results obtained from the simulation are subsequently discussed.
Finally, we conclude the paper with a summary and discuss the areas of future research.
8.2 Numerical Method
We solve spatially filtered continuity and Navier Stokes equations with Bousinessq ap-
proximation to account for stratification. These governing equations, in which repeated
indices imply summation while index values of 1, 2 and 3 correspond to X,Y and Z
direction, respectively, are shown in non-dimensional form as follows [133]
J
∂U j
∂ξj
= 0 (8.1)
1
J
∂U i
∂t
=
ξil
J
{− ∂
∂ξj
(U jul) +
∂
∂ξj
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J
∂ul
∂ξk
)
− ∂
∂ξj
(
ξjl p
J
)
−∂τlj
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+RiC (
δi3
J
)}
(8.2)
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where J =
∣∣∂(ξ1, ξ2, ξ3)/∂(x1, x2, x3)∣∣ is the Jacobian of the geometric transformation,
x3 is the vertical coordinate, ξ
i
l = ∂ξ
i/∂xl are the transformation metrics, ui is the i
th
Cartesian velocity component, U i=(ξim/J)um is the contravariant volume flux, G
jk =
ξjl ξ
k
l are the components of the contravariant metric tensor, p is the pressure, τij is the
sub-grid stress (SGS) tensor arising when LES filter is applied [29], δ is the Kronecker
delta. Additionally, C is the concentration of dense fluid in volume fraction defined as
[69]:
C =
ρ− ρo
ρs − ρo (8.3)
where ρs is the density of the dense fluid at inlet, ρo is the ambient fluid density (the
density of water at 20◦C in the present case) and ρ is the density of the mixed fluid.
All quantities in the equations are appropriately non-dimensionalized using ρo, uin, the
bulk velocity at the inlet and h0, the height of the inlet. The non-dimensional numbers
in the equations are Richardson (Ri) and Reynolds (Re) numbers, defined as:
Re =
uinh0
ν
; Ri =
(ρs − ρo)
ρo
gh0
u2in
(8.4)
where ν is the kinematic viscosity of water at 20◦C and g is acceleration due to gravity.
The concentration field of the dense fluid is obtained by solving the following non-
dimensional convection-diffusion equation:
1
J
∂C
∂t
=
∂
∂ξj
(
Sc
Gjk
J
∂C
∂ξi
)
− ∂
∂ξj
(
CUj
J
)
(8.5)
In the above equation, Sc is the Schmidt number of the dense fluid. Saline solution
at 20◦C was reported as Sc = 700 [134]. The SGS tensor (τij), which appears after
applying the spatial filter to the turbulence, is modeled using the Smagorinsky model
[71]:
τij − 1
3
τkkδij = −2µtSij , (8.6)
where the eddy viscosity (µt) was further modeled by Smagorinsky as
µt = Cs∆
2|S| (8.7)
In Eq. (8.6) and (8.7), over-bar denotes spatial filtering operation, Sij is the filtered
strain-rate tensor, δij is Kronecker delta, Cs is the Smagorinsky constant, ∆ is the filter
size (cube root of the grid cell volume in the present method) and |S| =
√
2SijSij .
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Smagorinsky constant Cs is dynamically calculated using the method of Germano et al.
[31]. More details of the Cs calculation in the context of our numerical method can be
found in Kang et al. [29].
The governing equations are discretized in space using a second-order central finite
difference scheme and advanced in time using a second-order fractional step method
[135, 29]. Iterative solvers implemented in Portable, Extensible Toolkit for Scientific
Computation (PETSc) library are used for solving the discretized equations. Gener-
alized Minimal Residual (GMRES) method is used to solve the linear system for the
pressure-correction Poisson equation. Algebraic multigrid (AMG) is used as a precon-
ditioner for the GMRES method to accelerate the convergence. The nonlinear discrete
momentum equation is solved using matrix-free Newton-Krylov method. The inner
iterations of the Newton-Krylov solvers also use GMRES method, but without precon-
ditioning. The code is efficiently parallelized using PETSc library and Message Passing
Interface (MPI) to exploit massively parallel computer clusters.
8.3 Experiments
Laboratory experiments have been carried out in the Hydraulics Laboratory of the Na-
tional Technical University of Athens, Greece, using a bed at various slopes in a shallow
5m × 7m tank. Details of the experimental setup and findings of those laboratory ex-
periments have been published previously in [106, 107] and partially used in connection
with numerical modeling efforts [136]. It was observed that the density currents show
different characteristics depending on the slope and on the initial Richardson (Ri) and
Reynolds (Re) numbers at the source. The most notable observation was that large-scale
periodic disturbances resembling roll waves appeared for cases with low slope, low Re
and high Ri. This is in agreement with similar observations by Tsihrintzis [137]. Two
experiments were chosen for numerical simulation and are described in the following
section.
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8.4 Computational Details
We simulate two test cases denoted as cases A and B which correspond to experiments
on slopes 5◦ and 15◦ to the horizontal, respectively. The computational domain consists
of a shallow container with sloped bed (L×W ) inclined at θ degrees to the horizontal.
Fig. 8.2 shows a schematic of the computational domain. As shown in Fig. 8.2, the
width and height of the rectangular opening are b0(= 5cm) and h0. Table 8.1 shows
values of physical parameters for the two cases. Initially the domain is filled with
ambient density fluid (water at 20 oC). At t = 0, fluid that is slightly denser (saline
water) is released from a rectangular inlet.
Case θ
h0
(cm)
uin
(m/s)
Q
(cm3/s)
∆ρ/ρ
L
(m)
W
(m)
Re Ri
A 15o 1.42 0.14 99.5 0.005 2 2.84 1989 0.03
B 5o 1.17 0.085 50 0.030 4 3.51 1000 0.47
Table 8.1: Details of the two different cases in the present study. hin represents the
opening height of the inlet.
Figure 8.2: Schematic of the simulated cases. b0 = 5cm and h0, L and θ are listed in
Table 8.1
Case Nx Ny Nz ∆z at inlet u
∗/uin ∆z+ at inlet
A 1301 841 51 0.040hin 0.25 19.9
B 1501 501 71 0.0143hin 0.47 6.72
Table 8.2: Grid details for cases A and B
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(a) Case A (b) Case B
Figure 8.3: Computational rid used for two cases. (a) Case A: every 20th grid line is
shown. (b) Case B: every 15th grid line is shown. X:Y:Z is scaled to 1:1:3.
Body-fitted curvilinear grids were used in both the simulations. Table 8.2 gives
details about the grids used in the simulations and Fig. 8.3 shows the grids. The grid
lines follow the sloping bed in a diverging fashion to contain the density current plume to
be generated. The horizontal portion of the tank follows at the end of the slope skewing
the cells near the bottom of the slope. Grid points were distributed non-uniformly to
cluster more points (in X and Y directions) near the inlet in order to capture the small
scales produced as the buoyant flow enters the domain. The grid spacing was kept
uniform in Z direction.
The inlet was fed with a uniform flow of volume flux Q introduced at t = 0. The top
free surface boundary was treated as free slip. At the exit outflow boundary condition
was used. The two side walls and bottom walls were treated as no-slip boundaries.
Simulations were run until time t = T , when the heavy density plume reached the far
edge of the slope. At this time, a passive tracer was released, along with the denser fluid
from the inlet. It was observed in the experiments that the plume shape of the tracer
reaches quasi-equilibrium state (“steady state”) after an approximate time t = 3T .
Similar procedure was followed in the simulations to obtain the quasi-equilibrium shape
of the tracer plume. That is, the simulations were carried out up until t = 3T with the
passive tracer introduced into the flow at t = T .
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8.5 Results and Discussion
8.5.1 Plume shape at steady state
Figure 8.4: Comparison of computed (top) and measured (bottom) plumes at steady
state for the two cases (as marked). Contours are levels of tracers released form the
inlet. Dotted lines mark the shape of plume in the corresponding experiments. The
contours in the computations denote the concentration of the dye in volume fraction.
Animations in Movie S1 and S2 show the computed instantaneous contours of tracer
dye concentration released after quasi-equilibrium state of the dense plume is reached
for cases A and B, respectively. The tracer contour levels in Fig. 8.4 show the computed
shape of the density current plume on the slope for both cases. The dashed lines denote
the visually identified boundaries from the corresponding experimental photographs.
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Figure 8.5: Tracer concentration contours in a cross-sectional y = 0 plane showing the
structure of the current head t = 200b0/uin after the tracer release was started. The
contours denote the concentration of the dye in volume fraction. Contours in (B) are
scaled 3 times in vertical direction for visibility.
When comparing the plume with experiments, it should be noted that an accurate
comparison of contour levels with experimental images are not possible because of is-
sues related to reproduction of corresponding dye visual. The plume shape and dye
intensity in the experimental image is affected by the quality of ambient light, camera
angle, and location. The color pixel at any point in the image is representative of the
superimposition of all fluid elements from free surface to the bed. In order to plot the
contours in simulation results, we obtained maximum dye concentration in the vertical
direction for every point on the bed. In spite of the aforementioned limitations and
approximations, for both cases, the simulated plume follows the experimental plume
shape very well initially. However, for distances far from the inlet, the plume spreading
is somewhat over-predicted. We also note that the experimental plume shape is slightly
asymmetric in the Y-direction. This could be due to asymmetries or other spurious
disturbances inherent in the experimental setup. The over-prediction of the current
width away from the inlet was noted in previous numerical simulations with similar
Richardson and Reynolds numbers (Re = 1024, Ri = 0.28) by Venetsanos et al. [136].
One striking difference observed between the A and B cases is in the range of scales of
motion present in each case and visualized by the dye tracer. The case A appears to
have multiple range of length scales, whereas case B shows prominent large scales which
are approximately the size of the plume width. Due to this apparent difference in the
range of scales, the density currents are often classified as either turbulent (case A) or
laminar (case B) density currents. [106, 138]. This important difference between the
two cases will be discussed further in subsequent sections of this paper. In Fig. 8.5,
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the tracer concentration contours are plotted on the Y = 0 plane passing through the
center of the inlet opening. The laminar case B shows multiple current heads which can
be associated with the large-scale structures generated near the inlet (see subsection
8.5.5), and are compatible with the experimental observations mentioned in section 8.3.
8.5.2 Spreading of dense plume
As the dense fluid travels from the finite source (inlet opening) down the slope it entrains
the lighter ambient fluid and spreads longitudinally as well as laterally while losing
momentum. The nature of the spreading governing the equilibrium shape of the plume
is dependent on several factors, such as bed slope angle (θ), Ri, Re, inlet buoyancy flux,
and inlet momentum flux. The extent of lateral and longitudinal spreading of the dense
plume on slope has been the subject of several studies [139, 107, 103, 13].
Figure 8.6: Spreading law for lateral spreading of the steady state dense plume. Left:
Case A; right: Case B
Herein, we use our simulation results to obtain the shape of the plume and quantify
its spreading rate. In Fig. 8.6, the computed plume half-width (b1/2 = b/2) is plotted
as a function of the streamwise distance from the origin (l) in log-log scale. The lengths
in Fig. 8.6 are normalized by the buoyancy length scale (lB), which reads as follows:
lB = (Q
3/B)1/5 (8.8)
where B = gQ∆ρ/ρ is the buoyancy flux at the inlet of the jet. For the conditions of the
experiments A and B, the values of lB are 4.58 cm and 2.43 cm, respectively. Fig. 8.6
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also includes our experimental results extracted from the dashed lines outlining the two
plumes as shown in Fig. 8.4. Researchers have tried to extract a power law equation
for the variation of plume’s width versus its length, which in dimensionless form reads
as follows:
b1/2
lB
= A
(
l
lB
)n
(8.9)
On a log-log scale, linear regions are identifiable in the plots, indicating the afore-
mentioned power law. Based on the results of a large number of experiments on several
slopes, Christodoulou [107] concluded that (i) at l/lB ≈ 10, the plume half-width reaches
a value b1/2/lB ≈ 10 irrespective of slope and source conditions; (ii) the power law in-
dices expressing the lateral spreading as per Eq. 8.9 are estimated as n ≈ 1/3 for
l/lB > 10 and n ≈ 1/2 for 2 < l/lB < 10, being higher for larger slope. Using similarity
arguments Hauenstein and Dracos [103] proposed a proportional relationship (l ∼ b)
between longitudinal and lateral spreading at steady state. However, the similarity
solution has been invalidated theoretically as well as experimentally [105]. By means
of theoretical considerations Horsch [140] showed that the spanwise width of a laminar
density current flowing down an incline in the gravity-viscous dominated regime scales
as the 7/9th power of the longitudinal distance.
As seen in Fig. 8.6, the spreading results deduced from the simulation are in rea-
sonable agreement with the respective experiments. In particular, in both cases the
normalized half-width at l/lB = 10 is very close to 10, i.e. the value suggested in
Christodoulou [107]. The power law index n = 0.55 obtained from the simulation for
case B is close to the value suggested for l/lB < 10 in [107]. Additionally, the same
value of n = 0.55 is found to hold for a dominant part of the range tested, including
l/lB > 10. On the other hand, the value n = 0.82 deduced from the case A simulation
over most of the region (2 < l/lB < 28) is quite close to the 7/9 power law suggested
in Horsch [140]. Yet, it is considerably smaller than the experimental value for low
l/lB < 4. Another regime (l/lB > 28), with n = 0.30 is identifiable at large distances,
which is compatible with the suggested value of 0.33 [107].
The discrepancies between simulation and experiments at very low values of l/lB,
i.e. close to the source, can be attributed to small differences in the specification of
idealized boundary conditions, such as constant velocity through the inlet as compared
to real velocity non-uniformity in the experiment. At large distances, the experimentally
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observed smaller rate of growth (which is consistent with an earlier numerical study
[136]) may be due to a more predominant effect of bottom friction compared to the
smooth wall assumed in the simulation, or even to inaccuracies in defining the visual
boundaries at very low concentrations in the experiment.
8.5.3 Spectral analysis
Velocity time series data was collected for cases A and B on the plane of symmetry at
several locations near the bed. Fig. 8.7 and 8.8 show streamwise velocity time series
and its frequency spectra for these locations. At all four locations, the low frequency
range show a constant decay of energy. For higher intermediate frequencies, the spectra
exhibit f−5/3 scaling, indicating the well-known inertial subrange, followed by fast decay
in in the viscous dissipation region. The stretch of the inertial subrange region decreases
as we move downstream. For case B, there is an identifiable peak in all of the spectra
close to frequency f = 0.05Hz. This peak in frequency is better seen in the
following Fig. 8.9. In this figure, we plot the pre-multiplied spectra i.e. frequency times
power spectral density (PSD) of the streamwise velocity at four points for case B in
the plane of symmetry, away from the bed but close enough to lie in the dense current.
The streamwise distance and height above bed for the four points are - (21h0, 1.7h0),
(33h0, 2.0h0), (47h0, 2.6h0), and (102h0, 4.7h0). In all four of the spectra considered
here, the lowest frequency, corresponding to the largest structures, are the same (i.e.
St = 0.0122). These structures are shed intermittently from the inlet, as could be seen
in the movies S3 and S5, which visualize iso-surface of q-criteria (at q = 0.01u2in/h
2
0).
One such large-scale structure is shown in Fig. 8.15 at t∗ = 30 for stratified case.
8.5.4 Nonlinear time series analysis
The spectral analysis in the previous section shows appearance of pseudo-periodic large-
scale structures (with St = 0.0122) shedding from inlet for Case B. Such coherent
dynamics indicates potential for chaotic behavior in the system. Hence, the time series
at point closest to inlet among all points for which time series was collected for case
B, hereafter known as point B1, is subject to nonlinear analysis in order to determine
maximal Lyapunov exponent (λ) for the system. It is a measure of separation rate of
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Figure 8.7: Time series and frequency spectrum of streamwise velocity at (a)
(6.3h0, 0.37h0), (b) (13h0, 0.54h0), (c) (22h0, 0.78h0), and (d) (34h0, 1.1h0) for case A.
The pairs denote streamwise distance and height above the bed.
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(a)
(b)
(c)
(d)
Figure 8.8: Time series and frequency spectrum of streamwise velocity at (a)
(12.5h0, 0.22h0), (b) (33h0, 0.35h0), (c) (65h0, 0.55h0) and (d) (102h0, 0.78h0) for case
B. The pairs denote streamwise distance and height above bed.
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Figure 8.9: Pre-multiplied spectrum of streamwise velocity for four points in the dense
plume showing prominent frequency of large-scale structures at St = 0.0122
trajectories in a phase space for a nonlinear system. Maximal Lyapunov exponent is
used to ascertain the chaotic nature of a nonlinear dynamical system. A positive value of
λ is signature of chaos. Packard et al. [141] argued that it is possible to obtain the phase
space by measuring only a single observable using the method of delays. According to
the method of delays, a phase space can be constructed by choosing phase coordinates
given by:
[u(t), u(t+ τ)...u(t+ (m− 1)τ)] (8.10)
where τ is the time delay, m is the embedding dimension and u(t) is time-series of
streamwise velocity fluctuations. Both τ and m are quantities that need to be deter-
mined before estimating λ An optimum value of τ must be chosen to realize the correct
phase space. Too small values of τ will give phase space vectors which are highly corre-
lated with each other and hence do not provide new information (redundancy [142]). On
the other hand, a value too large gives vectors that are seemingly uncorrelated (irrele-
vance [142]). We employ the method of “mutual information”, as proposed by Fraser
and Swinney [14], to determine the optimal value of time delay (τ) for phase-vector
reconstruction. According to this method, optimal delay is one which provides new
information with measurement of series u(t+ τ), for a given series of u(t). This is mea-
sured through the mutual information function I(τ). We use time series of streamwise
velocity fluctuations u(t) at the aforementioned point as the observable quantity. Using
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this technique, values of mutual information (in bits) are plotted for different time de-
lays in Fig. 8.10. The optimal lag is one corresponding to first minima in I(τ), in this
case, for τ∗ = τuin/h0 = 0.72 for this series. For more details of the method, reader
is referred to [14]. Next, the embedding dimension (m) is determined by plotting false
nearest neighbors for various dimensions [143]. The true embedding dimension is one
in which the false nearest do not decrease any further by choosing a higher dimension.
In this case m = 10 reduces the false nearest neighbors to practically zero. But as we
show later, the exact value of m does not significantly impact λ estimate (more so if we
are interested in sign of λ). Hence, m = 5 is a good choice to proceed with analysis as
it reduces the false nearest neighbors to under 10%. We come back to
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Figure 8.10: Mutual Information function for time-series at point B1. First minima on
this plot gives optimal estimate of time delay [14].
explore the maximal Lyapunov exponent (λ) for the system. For any point sn in phase
space, the neighboring points at distance δ0 < , become separated by become δ∆n after
∆n timesteps. In a chaotic system, this separation is exponential following an equation
of form:
δ∆n ' δ0eλ∆n, δ∆n  1, ∆n 1 (8.11)
In the limit of δ∆n −→ 0 and ∆n −→ 0, λ becomes invariant. To evaluate λ
numerically, we employ the algorithm proposed by Kantz [144] which directly computes
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Figure 8.11: The fraction of false nearest neighbors as a function of the embedding
dimension for time series at B1.
Figure 8.12: Estimation of maximal Lyapunov exponent for time series data at point
B1. Log of average stretching factor vs time step for several embedding dimensions
(left) and several  neighborhood sizes (right). Linear portion in the plot represents
exponential separation indicating λ = 0.015.
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Figure 8.13: The time-delay reconstructed vectors are plotted in phase space. (a) and
(b) 3D phase plot and (c) view of the attractor in a 2D plane. S6 (b) is the blow-up of
green box in (a), while (c) shows the blow-up of green box in (b) in 2D.
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the divergence of nearby trajectories in a time-delayed reconstructed phase space. Av-
eraged separation distance over all the points are plotted for increasing ∆n (Fig. 8.12).
An exponential growth on this plot is indicated by a dashed line on the log-linear scale.
To demonstrate the robustness of presence of linear region (and hence positive λ) in the
system, we plot several values of m and . The linear portion in the plot can be well
described by an exponential curve with exponent of 0.015 i.e. λ = 0.015. A positive λ
and exponential separation supports the presence of chaotic regime.
The phase space resulting from time-delayed reconstruction consists of points as
given by Eq. 8.10 for m = 5 and τ = 0.72. 2D and 3D projections of phase space are
plotted in Fig. 8.13. They all clearly show the existence of an attractor at approximately
u = −0.173 units in all coordinates. Movie S6 further illustrates this attractor by
following the time-series on 3D phase plot. In the movie, it is apparent that the phase
space trajectories follow aperiodic path in twisted curves. In one particular view as
shown in Fig. 8.13(c), the toroidal nature of the trajectories is visible. Furthermore,
we plot the Poincare´ sections in this view in two different planes in the phase space, P1
which passes through points (-0.1697 -0.1719, -0.1712), (-0.1724 -0.1721 -0.1697) and
(-0.1725 -0.1698 -0.1709); and P2 which passes through (-0.16995, -0.16729, -0.16794),
(-0.16987, -0.17221, -0.17139) and (-0.16914, -0.17129 , -0.16340). This Poincare´ maps,
as shown in Fig. 8.14 (a) and (b), resemble the ones obtained for chaotic cases in
different problems studied in [16, 15] and reproduced in Fig. 8.14 (c) and (d).
Poincare´ map plotted here is consistent with the others obtained for chaotic cases
with a caveat that there are less number of points on this map than those shown from
earlier works. A convincing way to strengthen the argument for multiple tori in phase
space would be to have longer time-series data leading to more points in phase space
and consequently denser Poincare´ map. Due to the computationally expensive nature
of simulations we could only run the simulation (and collect time-series) over limited
time period corresponding to 1.5 flow-through times. (A flow-through time is defined
as time taken by the heavy density plume to reach the far edge of the slope). Longer
time series data is desirable but computationally expensive to obtain in the high fidelity
LES. Nevertheless, with the available data, the Poincare´ map and the phase portraits
indicate the signature twisted tori which are characteristic of chaotic systems.
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Figure 8.14: Poincare´ maps in 2D planes (a) P1 and (b) P2 as defined in the text;
(c) Poincare´ map for the time variation of heat transport for weakly chaotic flow in a
thermally driven, rotating fluid annulus [15] and (c) Poincare´ map for weakly chaotic
case for the time series of toroidal magnetic field [16].
8.5.5 Effect of Stratification on Coherent structures
To help us understand the effect of stratification on submerged jet, we look at the dy-
namics of the vortex formation close to the inlet immediately after the stratified jet is
released. This is juxtaposed with a separate simulation with a similar setup (as Case B
but without stratification). Fig. 8.15 shows the iso-surfaces of the q-criterion visualizing
the vortical coherent structures in the flow near the inlet region. At t∗ = tuin/h ≈ 1, in
both cases, this value of q shows a single vortex which roughly follows the shape of the
inlet. In a region immediately next to the jet inlet, regularly repeating, organized span-
wise structures exist, revealing the laminar nature of the flow in this region. Further
downstream, these organized structures start to break up as flow undergoes transition
to turbulence. A swarm of hairpin-like vortices can be seen dominating the flow down-
stream of this region. For unstratified case, the flow acceleration is slow, owing to the
absence of buoyancy. For 3 < t∗ < 30, this effect is seen in the longitudinal propaga-
tion of plume (see Movie S4). A striking feature of the stratified case, as evident from
these figures, is the appearance of large-scale, C-shaped structures, which are found to
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emanate aperiodically from the inlet and sweep through the entire plume (see Movies
S3 and S5). One such large-scale structure can be clearly seen in Fig. 8.15 at t∗ = 30.
Fig. 8.16 and Movie S5 show several of these structures on the slope from top view long
after the plume shape reached equilibrium.
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Figure 8.15: Iso-surfaces of q-structures visualizing vortical structures in stratified (left)
and unstratified (right) submerged jet at non dimensional time t∗ = tuin/h between 0
to 30
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Figure 8.16: Iso-surfaces of q-structures on the slope after the plume reached quasi-
equilibrium state for case B. Three different large-scale C-shaped structures are visible.
Chapter 9
Conclusion and summary
A review of previous related literature suggested that there are several published com-
putational methods for a lower-order resource estimation at marine sites. But there was
need for research for site-specific field-scale simulation for post-site-identification phase
of MHK energy projects. In this dissertation, we used high-fidelity computational tools
to study several issues of relevance for development and deployment of a multi-turbine
array in the East River of New York City for a real-life MHK power project – Roosevelt
Island Tidal Energy (RITE) project. We outlined a framework for design and modeling
of an array of MHK turbines in the natural marine environment.
The deployment of turbines underwater was proposed by Verdant Power to be done
in TriFrame configurations where turbines were placed in triplets at the vertices of a
triangular frame. The TriFrames of turbines can then be used to rapidly deploy an
array underwater. TriFrames are preferred configuration from underwater operation-
and-maintenance point of view. We studied the hydrodynamics of turbines in a TriFrame
configuration using model hydrokinetic turbines in an open-channel. Experiments were
conducted by our colleagues at SAFL in a laboratory flume with a TriFrame consisting
of 15 cm-diameter turbines. Subsequently, we performed geometry resolving LES based
on the experiments. Geometry resolving LES is of special relevance to study interac-
tion among hydrokinetic turbines because reduced order modeling techniques, such as
actuator line/disc methods, cannot predict the near-wake accurately [11] since they do
not model the nacelle and cannot capture the rich dynamics of the hub vortex. To
the best of our knowledge, our work is the first time a geometry resolving simulation
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was performed for a turbulent flow past multiple hydrokinetic turbines. The computed
results were compared with the measurements from the laboratory experiments. The
mean velocity and the turbulent statistics were accurately predicted in the wake of the
TriFrame. Further analysis of the computed results revealed characteristic features of
the TriFrame wake that could not be identified in a single turbine wake. In particular,
the two rows of turbines in the TriFrame give rise to different wakes. For the upstream
turbine in the TriFrame, the shear layer gets constricted after reaching the second row
at 2D downstream distance. This is attributed to the Venturi effect which has been
observed earlier in the experiments with wind turbines [94]. Consequently, flow accel-
eration is obtained in the region between the outer shear layers of the adjacent turbine
wakes. The TKE levels are also lower in this region and the momentum deficit recovers
faster for the upstream turbine. On comparison with a separate single turbine simu-
lation, it was observed that the wake of the upstream turbine has higher velocity and
lower TKE than the single turbine. The two second row turbines, however, produced
higher TKE levels in the wake around the tip region in the near wake. In the farther
wake after 5D, the TKE levels were similar. The general shape of the three wakes of
turbines compared in Fig. 6.16 showed different characteristics. Since all three tur-
bines rotate in same direction, the two downstream turbines (T2 and T3) are effected
differently, resulting in the spanwise asymmetry of the superwake of the TriFrame (see
Fig. 6.16). The faster momentum deficit recovery and lower TKE in the wake of the
upstream turbine of the TriFrame are advantageous when using the TriFrame assembly
to build a large turbine array. Higher TKE levels in some near-wake regions in the wake
of the second row turbines will produces undesirable effect of higher fatigue loads on
the downstream turbines in the array. If the TriFrames are used to build the array, the
power produced by TriFrame is higher than three single turbines operating indepen-
dently. The amount of excess power generated depends on the inter-TriFrame spacing
in the array and increases with decreasing spacing. Therefore, estimating the power
production of downstream TriFrame with three single turbines will underestimate the
power by amount listed in last column of Table 6.2.
This simulation provided valuable insights regarding wake interaction in a multi-
turbine array. Even though the simulations were performed at lab-scale, many general
conclusions still remain applicable to other scales. In the future, these simulations
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could be performed at higher Reynolds number representing field scale flows to more
accurately quantify the role of Reynolds number on wake interaction. There is scope for
further research of turbine-turbine interaction using the wake decomposition analysis.
With the help of time-series data at locations in the wake, the wake meandering can be
quantified for each turbine. It will be informative to perform a comparative study of
wake meandering in a TriFrame versus an isolated turbine under same conditions.
As part of this dissertation, we also developed modules in a new generation Navier-
Stokes solver on unstructured Cartesian grid with capability to locally refine the grid in
the regions of interest. The local grid refinement enables multi-resolution simulations
suitable for complex flows where vast ranges of flow scales are present. This method
solves the full three-dimensional Navier Stokes equations on an unstructured grid hav-
ing Cartesian cells of varying resolution. The fully unstructured approach eliminates
problems with mass conservation but introduces challenge of defining neighborhood
connectivity that works efficiently within a distributed computing memory architecture
essential for calculations of High Performance Computing (HPC) clusters. Definition of
data structures to define grid connectivity is crucial step for designing efficient solver on
locally refined grids. Novel data structures and algorithms were developed for new grid
connectivity for the unstructured grid solver. As a result, it was possible to perform
simulations with large number of unstructured cells in realistic time scales.
The methods developed were validated using previously published experimental and
numerical results. Validation was first done for a case of single turbine at lab-scale, for
which, experimental measurements of velocity profiles were available. The prediction
for actuator line modeling of turbine were in line with previously performed simulations
as well as the experimental measurements Next, an array or turbines were simulated
for experiments on a miniature wind-farm in SAFL wind tunnel. LES on locally refined
grid good prediction in the wake of turbine and results which are characteristic of the
actuator line models. The method was also validated for experiments with a model
hydrokinetic turbine in SAFL main channel where mean velocity as well as velocity
fluctuation measurements were recorded. This simulation was done by resolving the
full geometry of the 0.5m hydrokinetic turbine using immersed boundary method. The
LES predicted mean velocity and turbulence characteristics were in excellent agreement
with the experiments as well as previous simulations.
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The capability of unstructured Cartesian grid solver is employed to finally study the
hydrodynamics of a 30-turbine array at the East River site. A detailed bathymetry of
the river site, obtained from a recent survey, was used to create a digital elevation model
of the river. The digital elevation model acted as immersed boundary for the LES of
the East River site. Simulations were first performed in the river for a nominal flow
rate without the turbines to obtain baseline flow characteristics. Field measurement
in the river was made using ADCP to obtain a single vertical profile of streamwise
velocity at a location. The velocity profile from the baseline flow was compared with
this available velocity profile. The prediction of velocity profile agreed well with the
field data giving a power law profile index similar to the measured data. The final
LES of the East River channel with the inset turbine array of 10 TriFrames provided
valuable insights about its hydrodynamics. The bathymetry of the river site resulted
in unique flow patterns. Simulations indicated that an acceleration in the river flow
in the spanwise region where turbines were not placed. Comparison with the baseline
flow in terms of mean streamwise velocity as well as vorticity magnitude indicates that
there is a very small signature of the turbine wake at the free surface of the channel.
This effect could be negligible compared to the free surface disturbances present in the
tidal channel otherwise. The wakes of first few TriFrames of the array were not aligned
with the axis of rotation defined by orientation of turbines. This means that the yaw
of the turbines should turn the turbine in the direction of the incoming flow. The yaw
mechanism of the turbine was not modeled in the present simulation.
Subsequent work on the river flow simulation in the future can give us better answers
for the deployment sites. In the present case, only limited bathymetry data was available
upstream of the turbine array. A more expansive bathymetry of the site was needed
in order to avoid the unwanted effects created by the inflow boundary treatment due
to missing upstream section. For the future simulations, it is advisable to have longer
upstream sections in the simulations, specially if complex features exist in the channel.
In a modern hydrokinetic farm, the turbines yaw mechanism rotates the turbine to
align the rotor in the direction of the incoming flow. This could be taken into account
in the future simulations. One simple way could be to estimate a time-window-averaged
velocity upstream of the turbine and use its direction to redefine the orientation of the
turbine (or actuator line) rotor. Static grid refinement procedure was adopted in the
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simulations here. A more desirable approach for future could be to use an adaptive
criteria which dynamically refines the grid in the regions of the flow where small scales
exist (or are predicted to exist).
As part of the thesis, a different type of environmental flow than the river flow was
also studied. We investigated the flow of bottom-heavy density current developing on a
large slope. Such density currents are often seen in nature e.g. rivers flowing merging
the ocean, industrial eﬄuents discharged in a river or lake, and saline under-currents
in estuaries and oceans. While not directly related to the title of current dissertation,
interesting results were obtained for a laboratory scale test. The LES module of the VFS
model was used to simulate a turbulent stratified flow of a dense wall jet flow over two
sloping beds of 5◦ and 15◦, which were earlier experimentally studied by Christodoulou
[107]. The stratified jet resulted in formation of density current plumes on the slope. The
numerical simulations are compared with experimental results and shown to be in good
qualitative agreement in terms of plume shape at quasi-equilibrium state. Visualizations
of the simulated coherent structures shed new striking insights into the physics of such
flows, revealing rich dynamics and large-scale instabilities. For the low slope angle
case, very-large-scale C-shaped structures appear to be emanating from the inlet region.
These structures appear periodically and travel down the slope. A closer look at the
image of the experimental plume reveals regions of high dye concentrations in large
C-shapes, indicating the presence of double C-shaped (or W-shaped) structures instead
of single. This difference could be due to any slight uncertainty and/or asymmetry
associated with the experimental conditions which are known to effect the flow regimes
in the plume [106, 107]. A spectral analysis of velocity in the plume shows the frequency
of the large-scale structures as St = 0.0122. Existence of the well known f−5/3 decay in
the inertial subrange of the spectra was also found. Non-linear analysis of time-series
data collected at a point near bed for case B was also performed. This analysis confirms
the presence of chaos for this case, whereas, for case A, no such conclusion was found.
The attractor thus obtained is plotted in Figure 8.13 (c). Furthermore, comparison
of vortical structures of stratified case with unstratified cases highlighted the role of
stratification in the formation of density current plume. The spreading of the simulated
plumes exhibit power law scaling with exponents comparable to those determined by
earlier researchers. The plume shape as well as spreading compared well in the region
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away from the inlet, but not close to the exit boundary. Close to the far end of the
slope the comparison of the plume shape is difficult because of the ill-defined boundary
of the plume in this region for case B. The experimental plume boundary is extracted
as a continuous line from the image of plume, but in the computations it is extracted
from the dye concentration contour threshold. Given that only two experiments are
simulated, more research is needed to further study the effect of different bed slopes
and Reynolds and Richardson numbers on the spreading laws.
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Appendix A
Calculation of power production
ratios for TriFrames in Table 6.2]
Power produced by a turbine P is given as:
P =
1
2
ρACpU
3 (A.1)
where Cp is the power coefficient of the turbine, ρ is density of fluid, A = 0.25piD
2 is
area intercepted by turbine and U is the incoming fluid velocity. Assuming all turbines
have the same diameter, constant fluid density and are operating at the same power
coefficient, for two different incoming velocities U1 and U2 the power production ratio
is given as
P1
P2
=
(
U1
U2
)3
(A.2)
Consider two units in an array of single turbines such that one turbine is placed in
wake of another. The incoming velocity Uhub,−1D for preceding turbine and U
(2)
hub,−1D
for the next downstream turbine in array are related by U
(2)
hub,−1D = R ∗Uhub,−1D where
R and Uhub,−1D are recovery fraction (shown as % in Table 6.2 or in Fig. 6.17(b))
and incoming velocity for the preceding turbine (ST1) in the upstream unit. Same
relationship holds true for similarly positioned turbines in two TriFrame units for an
array of TriFrames. Uhub,−1D for different upstream turbines are listed in Table A.1.
Using the above relation (in Eq. A.2) for T4 as 1 and ST2 as 2 we can write,
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Single Turine (ST1) TriFrame T1 TriFrame T2 TriFrame T3
Uhub,−1D/Ub 1.135 1.135 1.123 1.126
Table A.1: Incoming velocity for upstream TriFrame turbines or single turbine.
PT4
PST2
=
(
RT1Uhub,−1D,T1
RST1Uhub,−1D,ST1
)3
=
(
RT1 × 1.135Ub
RST1 × 1.135Ub
)3
=
(
RT1
RST1
)3
(A.3)
and
PST2
P∆2
=
PST2
PT4 + PT5 + PT6
=
(RST1Uhub,−1D,ST1)3
(RT1Uhub,−1D,T1)3 + (RT2Uhub,−1D,T2)3 + (RT3Uhub,−1D,T3)3
=
(RST1 × 1.135Ub)3
(RT1 × 1.135Ub)3 + (RT2 × 1.123Ub)3 + (RT3 × 1.126Ub)3
=
(1.135RST1)
3
(1.135RT1)3 + (1.123RT2)3 + (1.126RT3)3
(A.4)
Columns four and five in Table 6.2 are populated using the above relations A.3 and
A.4, respectively, and the values of recovery (R) at respective downstream distances in
the same table.
