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Abstract
Using numerical simulations we investigate the space-time properties of a system in which spi-
rals emerge within coarsening domains, thus giving rise to non-trivial internal dynamics. Initially
proposed in the context of population dynamics, the studied six-species model exhibits growing
domains composed of three species in a rock-paper-scissors relationship. Through the investiga-
tion of different quantities, such as space-time correlations and the derived characteristic length,
autocorrelation, density of empty sites, and interface width, we demonstrate that the non-trivial
dynamics inside the domains affects the coarsening process as well as the properties of the inter-
faces separating different domains. Domain growth, aging, and interface fluctuations are shown
to be governed by exponents whose values differ from those expected in systems with curvature
driven coarsening.
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I. INTRODUCTION
Systems out of equilibrium are often characterized by rich space-time patterns [1], as
for example in coarsening processes. Coarsening domains are encountered in a variety of
situations, ranging from magnetic systems quenched deep inside the ordered phase [2, 3] to
competing bacterial colonies [4] and social systems with opinion dynamics [5]. Curvature
driven phase ordering [6] is a relaxation process ubiquitous in nature where the typical
domain length increases with the square root of time. A well studied case is provided
by the two-dimensional Ising model quenched to temperatures below the critical point [2].
Coarsening processes in more complex systems sometimes yield a much slower growth of the
domains. For example, in disordered ferromagnets [7–12], in systems composed of elastic
lines moving in disordered media [13–15] or in systems dominated by dynamical constraints
[16–18] one observes domains that increase logarithmically with time.
In standard situations domain coarsening is characterized by two different time scales:
a short time scale due to the microscopic degrees of freedom and a long time scale due to
the motion of the domain walls. Consider as an example the two-dimensional Ising model.
Inside the ordered domains spins behave essentially like in the equilibrium steady state, with
some spins changing sign due to thermal noise. Spins remain in this quasi-equilibrium state
as long as no domain wall crosses through the region that contains the spins. It follows that
spins deep inside an ordered region exhibit the trivial dynamics of an equilibrium system.
The question we explore in this paper is whether and, if so, to what extent non-trivial
dynamics inside a domain changes the properties during coarsening and relaxation processes.
We address this through a study of many-species models that have originally been proposed
in the context of population dynamics involving predators and preys [19].
Recent studies have shown that models used to describe predator-prey systems can display
intriguing emerging phenomena when considering a spatial setting and/or stochastic effects
(see [20] for a review of some early results). Much work has been devoted to cyclic cases as
for example the three-species cyclic game [21] or the corresponding game with four species
where each species is preying on one other species while being at the same time the prey of
another species [22–29]. Whereas some earlier papers have considered spatial and stochastic
effects in systems with a larger number of species [30–41], it is only in the last few years that
systematic theoretical studies of more complicated food networks with five or more species
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have become available [19, 42–54]. One of the intriguing results of these studies has been
the discovery of a rich variety of space-time patterns, including spirals where each wavefront
is formed by a single species, fuzzy spirals due to the mixing of different species inside the
waves, coarsening domains where every domain is formed by an alliance of mutually neutral
species as well as coarsening processes where inside every domain spirals are formed, thus
yielding non-trivial dynamics inside the coarsening domains [19, 48, 51, 55]. In most cases
a complete characterization of the spatio-temporal properties has not yet been achieved.
In the following we aim to elucidate the space-time properties of the simplest system
with non-trivial dynamics within the growing domains, namely a six-species model where
in each domain three species undergo an effective cyclic rock-paper-scissors game [21]. Our
goal is to gain a rather complete picture of the relaxation processes in this system through
a systematic study of various space and time-dependent quantities that allow us to capture
many properties of the domains and the interfaces separating them. We compare our results
with those obtained from a modified version of the model that does not exhibit spirals
within the domains as well as with those from a model that exhibits coarsening due to
the competition of only two species. Our results reveal that the large-scale structures (i.e.
spirals) formed inside the domains strongly impact domain formation, aging processes, as
well as interface fluctuations, yielding sets of exponents that differ from those expected for
curvature-driven coarsening.
The paper is organized in the following way. In the next section we introduce our six-
species model that is characterized by the formation of spirals within coarsening domains
when starting from a fully disordered initial state. We also discuss a variation of the six-
species model that does not exhibit spirals as well as a system with only two species that
also undergoes coarsening. In Section III we present a numerical investigation of our system.
The study of a variety of quantities (space-time correlations and derived correlation lengths,
autocorrelation, density of empty sites, and interface fluctuations) yields a rather compre-
hensive picture of the relaxation processes in our systems. Comparing results obtained from
the different models allows us to gain an understanding of how non-trivial dynamics within
domains can change the spatio-temporal properties of a coarsening process. In Section IV
we discuss our results and conclude.
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II. SIX-SPECIES MODEL WITH COARSENING AND SPIRALS
The six-species model at the center of our study is a member of a broader family of May-
Leonard type predator-prey models with symmetric interactions [19]. Using the notation
proposed in previous work [19, 48, 53], the general (N, r) game consists of N species, each
preying on r other species in a cyclic way. Playing these (or related) games on a two-
dimensional lattice yields a surprisingly rich variety of space-time patterns [19, 42, 43, 48–
51, 53, 54], for example, coarsening domains composed of spiral structures or even spirals
nested within larger spirals [55].
FIG. 1: (Color online) Interaction diagram for the (6, 3) game. The arrows connect predators with
their preys. On a two-dimensional lattice two teams of cyclically interacting species each form their
own domains, see Fig. 2. The bold arrows indicate the two teams of three species that emerge
from this interaction scheme.
Our main focus will be on the May-Leonard version of the (6, 3) game with the interaction
network shown in Fig. 1. We consider a two-dimensional lattice where species interactions
are limited to nearest neighbors. The possible interactions can be summarized in the form
of reactions taking place between neighboring sites:
si + sj
κ
−→ si + ∅
si + ∅
κ
−→ si + si
si +X
σ
−→ X + si
(1)
where si, i = 1, · · · , 6, denotes an individual of the ith species. ∅ indicates an empty site,
whereas X can be an individual from any species or an empty site. The first reaction
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describes a predation event where with rate κ an individual of species j, which is a prey
of species i, is removed from the lattice. The second reaction describes reproduction where
with rate κ an individual of species i creates an offspring on an empty neighboring site. The
mobility of the individuals can take place in two ways, summarized in the third reaction given
in Eq. (1): individuals on neighboring sites can swap places with rate σ or an individual
can jump to an empty neighboring site with the same rate σ. We normalize rates such that
κ+ σ = 1. The results presented in this paper have all been obtained for κ = σ = 0.5.
In our agent-based simulations we allow for at most one individual at each site. This is
different from a recent study [53] where a variation of the (6, 3) game was investigated in
two space dimensions with multiple occupancy of a site and only on-site reactions. For every
attempt at an update we randomly select a site before randomly selecting one of the four
nearest neighbors. The selected neighboring site is then updated using the reaction scheme
(1). One unit of time corresponds to V proposed updates where V is the total number of
sites in the system.
The spatial (6, 3) system provides one instance of intriguing emergent space-time patterns.
This is illustrated in the first row of Fig. 2 through three different snapshots taken at
different times since preparing the system in a disordered initial state where each species
has the same probability to occupy a lattice site. One observes the formation and coarsening
of two different types of domains, each domain being occupied by a team of three species
(the bold arrows in Fig. 1 indicate the two teams). Most interestingly, every team inside a
domain develops a cyclic three-species game, i.e. a (3,1) game, which results in the formation
of spirals confined within the domains. It is this presence of large-scale structures and their
effects on the relaxation process that we address in the following.
We also simulated the Lotka-Volterra version of this system, where in the absence of
empty sites predation and reproduction take place simultaneously through the reaction
si + sj
κ
−→ si + si . (2)
The only way for particles to move in that situation is through the swapping of particles
located on neighboring sites. As shown in the second row of Fig. 2 we also have coarsening
domains in that case. However, the absence of empty sites does not permit the formation
of spirals, but instead every domain is occupied by patches containing individuals of one of
the three species forming an alliance. In absence of empty sites, the interfaces are rather
5
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FIG. 2: (Color online) First row: Snapshots of the (6,3) system with empty sites at various times
on a 256 × 256 lattice showing the generation of the two types of competing domains where in
each domain the teams play a rock-paper-scissors game. Empty sites are indicated by black dots.
Second row: Snapshots of the (6,3) system without empty sites.
fuzzy as small clusters can enter into an enemy domain and survive for some time in this
hostile environment.
Before a more quantitative discussion, let us first have another look at the typical con-
figurations shown in Fig. 2. As the (6,3) system evolves in time, and this is true whether
empty sites are present or not, the species separate into groups forming domains. Each
domain contains a team of three species, either (1,3,5) or (2,4,6), with cyclic interactions.
In the May-Leonard version with empty sites (top row) this rock-paper-scissors game yields
spirals, whereas in the Lotka-Volterra version without empty sites (bottom row) periodically
changing patches form. Meanwhile interactions between the two different teams only take
place at or close to the domain boundaries. It is tempting to first neglect the internal dy-
6
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FIG. 3: (Color online) (a) Snapshot of the (6,3) system with empty sites on a 256 × 256 lattice
at time t = 1, 000. All individuals of one team are shown in red, whereas the individuals of the
other team are colored in blue. Empty sites are indicated by black dots. (b) The same for the (6,3)
system without empty sites. For this case the boundaries between domains are very diffuse. (c)
Snapshot of the two-species (2,1) game with empty sites on a 256 × 256 lattice at time t = 1, 000.
namics and only focus on the boundaries between domains. For this we ”paint” in the same
color, blue or red, all individuals of one team, see Fig. 3a and Fig. 3b. We can compare
these two snapshots to a snapshot in Fig. 3c of a (2,1) system with empty sites where two
species prey on each other, with the reaction scheme:
s1 + s2
κ
−→ s1 + ∅
s2 + s1
κ
−→ s2 + ∅
s1 + ∅
κ
−→ s1 + s1
s2 + ∅
κ
−→ s2 + s2
s1 + s2
σ
−→ s2 + s1
s2 + s1
σ
−→ s1 + s2
(3)
where the first term represents the individual on the randomly selected site and the second
the individual on the selected neighboring site. In Fig. 3 empty sites are again indicated by
black dots. We note that in Fig. 3a we have empty sites both at the domain boundaries and
within the domains where they result from the effective dynamics within a team, whereas for
the (2,1) game empty sites show up only at the boundaries between domains. We also note
that the interfaces for the (2,1) model are very sharp. These colored snapshots, albeit very
interesting, do not allow to make strong statements about the time-dependent properties
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of domains and their boundaries. For this we need to perform a quantitative study using
various space-time quantities.
III. SPACE-TIME PROPERTIES
Much of our understanding of curvature driven coarsening results from in-depth studies
of model systems like the two-dimensional Ising model. When quenching this system to a
temperature below the critical temperature, two equilibrium states (one positively magne-
tized and the other negatively magnetized) compete with each other, yielding the formation
of a mosaic of domains that coarsen over time. As shown in Fig. 3, a similar picture seems to
hold for the (6,3) model when identifying as one of the states the pattern emerging from the
interactions between the different members forming one of the two teams. In some recent
studies of related many-species predator-prey models [42, 43, 49, 50, 54] the relevant length
scale was found to increase as a square root of time, similar to what is found in the coarsen-
ing regime of the Ising model. These studies, however, focused (with one exception on which
we comment below) on cases without the formation of large-scale dynamic structures inside
the domains. Whereas the studies in [42, 43, 49, 50, 54] only measured the density of empty
sites and derived from this quantity the typical length under the assumption that they are
inversely proportional, we will in the following investigate a wide range of quantities that
have been extensively tested in the past for the Ising and related models. It follows from
our results that in the presence of non-trivial internal dynamics the values of the exponents
governing coarsening, aging, and interface fluctuations differ from those expected from a
system with curvature driven dynamics.
A. Space-time correlation and dynamical lengths
We start our discussion with the space and time-dependent correlation function. As we
will see, this quantity contains information describing the structures inside of the growing
domains as well as the domains themselves.
We measure the space and time-dependent correlation in two different ways: by treating
all six species as separate, see Fig. 4a, or by considering the species which make up a team
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FIG. 4: (Color online) Space and time-dependent correlation function for the (6,3) game with
empty sites in two space dimensions when (a) all six species are treated as separate and (b) species
which make up a team are treated as one. (c) Time-dependent correlation lengths extracted from
the space-time correlation. The values of C6,0 and C2,0 used for this are indicated by the horizontal
line segments in (a) and (b), with the color and line type matching those in (c). The solid magenta
lines in (c) indicate the slope 0.43. Also shown is the correlation length for the (2,1) system,
with the slope 0.5 at later times as expected for curvature driven coarsening. The data have
been obtained for a system with 700× 700 sites and result from averaging over 7,000 independent
realizations of the noise.
as one, see Fig. 4b. In each case the space-time correlation is given by the quantity
C(t, r) =
∑
i
[〈ni(~r, t)ni(0, t)〉 − 〈ni(~r, t)〉 〈ni(0, t)〉] , (4)
where r = |~r|. The occupation number ni(~r, t) is equal to 1 if at time t an individual from
species i sits on site ~r and zero otherwise. If we consider all six species, then i = 1, · · · , 6,
whereas i = 1, 2 if we consider as one the three species which make up a team. For the
former case we denote the correlation by C6(t, r), whereas for the latter we use C2(t, r).
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Fig. 4a and 4b show our results for the (6,3) model with empty sites. Inspection of Fig.
4a reveals that if we treat all species as separate, then the space-time correlation has two
very distinct regimes, one being a short distance regime that can be associated with the
structures inside the domains, the other being a long distance regime connected to domain
coarsening. If, however, all species in one team are considered as one, then only one regime
is observed, see Fig. 4b. A time-dependent length L(t) can be extracted from the correlation
function by determining the distance r at which Ck(t, r)/Ck(t, 0) (k being 6 or 2, depending
on whether or not we consider all species to be separate) takes on a specific value Ck,0:
Ck(t, L(t))/Ck(t, 0) = Ck,0 , (5)
as indicated by the horizontal line segments in Fig. 4a and 4b. Results of this procedure
are shown in Fig. 4c. Choosing a relatively large value like C6,0 = 0.2 in Fig. 4a, we obtain
a length, characteristic of the formation of spirals inside the domains, that only displays a
weak dependence on time and approaches a plateau (black dashed line). On the other hand
a low value like C6,0 = 0.01 (blue dot-dashed line) allows us to extract a length related to
domain growth. After an early time behavior this length is proportional to that obtained
from Fig. 4b, see the full blue line in Fig. 4c. For long times the slopes of both these lengths
approach the value xC = 0.43(1), which is smaller than the value 1/2 expected for purely
curvature driven coarsening. For comparison we include in Fig. 4c the correlation length
obtained in the (2,1) system (full black line) which does display a slope of 1/2.
While the difference between 0.43 and 1/2 might seem to be small, we find it to be very
robust and not to change when choosing a different value for C2,0. Taken at face value,
this result indicates that in the presence of non-trivial internal dynamics the value of the
exponent xC governing domain growth differs from that of curvature driven coarsening. In
the remaining text, further and stronger evidence that non-trivial internal dynamics alter
relaxation processes is presented through the analysis of other quantities.
B. Two-times autocorrelation function
In many systems relaxation processes are accompanied by dynamical scaling. This is espe-
cially true for coarsening systems, as for example the two-dimensional Ising model quenched
to temperatures below the critical point [3]. Aging scaling is best probed through two-times
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FIG. 5: (Color online) Aging scaling of the two-times autocorrelation function C2(t, s) for different
waiting times s: (a) (6,3) system with empty sites and (b) (2,1) system. The insets show the
time-dependence of the autocorrelation for s = 0. The data for (6,3), obtained for systems with
700 × 700 sites, result from averaging over 30,000 independent runs for s > 0, whereas for s = 0
the average is taken over 100,000 realizations of the noise. For (2,1) we used 2,900 realizations for
every value of s.
quantities like the two-times autocorrelation function C(t, s). In the case of a power-law
growth of the typical domain size, simple aging scaling of the form [3]
C(t, s) = s−bf(t/s) (6)
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is expected, where the scaling function f(y) displays a power-law f(y) ∼ y−λ when y ≫ 1.
The scaling form (6), which is expected to hold when the waiting time s, the observation
time t as well as their difference t− s are large compared to any microscopic timescale, has
been observed in many different systems as for example spin glasses and magnets [3].
In our systems aging scaling can be probed through the two-times autocorrelation function
C2(t, s) =
2∑
i=1
[〈ni(0, t)ni(0, s)〉 − 〈ni(0, t)〉 〈ni(0, s)〉] , (7)
where we consider all species of one team as identical. The autocorrelation C6(t, s), where all
species are considered to be separate, is not suited for this purpose. Indeed, C6(t, s) is very
sensitive to the dynamics within the domains, yielding a periodic pattern in the presence of
spirals.
As verified in Fig. 5a, aging scaling is indeed observed for the (6,3) system with empty
sites, with exponents b = 0.24(1) and λ = 0.83(1). Interestingly, these values differ markedly
from the values b = 0 and λ = 0.63 of the two-dimensional Ising model undergoing phase
ordering. In Fig. 5b we probe whether the scaling (6) is also encountered in the (2,1) case
and find a behavior compatible with that of the Ising model quenched below the critical
point. We point out that the (6,3) model without empty sites also shows for large waiting
times the same aging scaling as the (2,1) system, with exponents b = 0 and λ = 0.63 (not
shown here).
C. Density of empty sites
Following previous work by Avelino et al. [42, 43, 49, 50, 54] we have also investigated the
time-dependence of the density of empty sites. Empty sites are created in reactions involving
a predator and its prey, see the reaction scheme (1). In cases with domain coarsening a large
number of empty sites are formed at the boundaries between the domains. This yields a
network of strings of empty sites that provides an easy way to follow domain growth and
coarsening over time. Focusing on cases without production of empty sites inside the domains
(either because the domains are pure due to phase segregation or composed exclusively of
neutral partners), Avelino et al. argue that during the coarsening regime the characteristic
length should vary inversely proportional to the number of empty sites. It follows that for
curvature driven coarsening the number of empty sites should vanish as txE with xE = −1/2.
12
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FIG. 6: (Color online) Time evolution of the density of empty sites in the (6,3) model with the
reaction scheme (1). After some transient behavior the density of the empty sites created by
reactions between members from one team (green line) approaches a constant value. On the other
hand, the density of empty sites that result from interactions between the teams (red line) decays
algebraically with an exponent xE = −0.25(1), as indicated by the dashed red line. The data,
obtained for a system with 700 × 700 sites, result from averaging over 7,000 different runs. Inset:
comparison of the (6,3) density of empty sites resulting from interactions between teams with the
density of empty sites obtained for the (2,1) model. The dashed blue line indicates a decay with
an exponent −0.5.
Analyzing a range of different models, they find values of x close but slightly smaller than
−1/2. In the inset of Fig. 6 we verify this for the (2,1) model, arguably the simplest model
with coarsening of pure domains, and find indeed the value xE = −0.495(10).
The situation is more complicated for the (6,3) reaction scheme where empty sites are
also created inside of the domains, due to the rock-paper-scissors game between members
of the same team. Consequently, we need to distinguish between the two different types
of empty sites. For this every empty site created through a predator-prey interaction is
labeled as either due to an in-team interaction or due to an interaction between the two
teams, depending on the species involved in the interaction. As shown in Fig. 6, after some
transient early time behavior, related to the formation of spirals within the domains, the
density of empty sites produced in in-team reactions (green line) approaches a plateau, as
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expected for the appearance of stable spiral patterns. In contrast to this, the density of
empty sites produced in reactions involving individuals from both teams (red line) decays
algebraically with an exponent xE = −0.25(1). While an algebraic decay with time is
expected for empty sites formed at the boundaries between domains, the value we find is
markedly different from the value −1/2 expected for simple curvature driven coarsening
and found by us for the (2,1) model, see the inset of Fig. 6. The collisions of spirals at
the domain boundaries strongly slow down the elimination of empty sites that are originally
formed through interactions between the different teams. We also remark that the postulated
simple relationship [42, 43, 49, 50, 54] between the exponent xC of the correlation length
and the exponent xE of the density of empty site, xE = −1/xC , does not hold for the (6,3)
model with non-trivial internal dynamics.
In [42] the density of empty sites was also investigated for a slightly different version
of our (6,3) model (model V in that paper). The authors did not provide any figure with
the corresponding data, but merely quote the value xE = −0.429 ± 0.029 for the exponent
describing the decrease of the number of empty sites as a function of time. As they consider
“only the empty spaces which have as some of the four immediate neighbors individuals from
the 2 groups: 1, 3, 5 and 2, 4, 6,” we ran simulations in which the counting conforms to
this criterion and found that also this subset of empty sites decays with the same exponent
−0.25(1) as in Fig. 6. We therefore cannot reproduce these results from that earlier study.
D. Interface width
The properties of an interface are best studied by preparing the system in the following
initial state. Consider a system with L×H sites and separate the system into two equal parts
of width L/2 each. Each half is then occupied by individuals randomly selected among the
species forming one of the teams (in cases with empty sites, we also leave a certain fraction
of sites initially unoccupied). In this way we have an initial state with a straight interface
that separates the system into two halves, each half being occupied exclusively by members
of one of the two teams. During the updates particles located at the left (right) edge of the
system can only interact with three neighbors, namely their north, south, and right (left)
neighbors.
The snapshots shown in Fig. 7 indicate that the presence of spirals has a major impact
14
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FIG. 7: (Color online) First row: Snapshots at various times of an interface in the (6,3) system
with empty sites on a 256 × 256 lattice. At t = 0 the system is separated in two halves where
all the sites in one of the halves are randomly occupied by individuals from one team only. After
formation of the spirals large interface fluctuations are observed. Second row: The same, but now
for the (6,3) system without empty sites. Due to the absence of large structures in each half,
the interface fluctuations are much less pronounced. Third row: The same, but now for the (2,1)
system with each species initially occupying one half of the system.
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on the properties of the interface. Indeed, for the (6,3) model with empty sites, see the
first row, the successive wavefronts initiate large-scale coherent fluctuations of the interface
which strongly contrasts with both the (6,3) case without empty sites (second row) and the
(2,1) model (third row) which display much more localized fluctuations of the interface.
These differences in the roughening of the interface can be quantified through an investi-
gation of the interface width. In order to do so we first need to determine the local position
of the interface which can be rather diffuse, due to the interactions and exchanges taking
place at the boundary between the two teams. We introduce a variable Si,j that charac-
terizes the occupation of the site (i, j) [26] at some time t. If site (i, j) is occupied, then
Si,j = ±1, depending on whether the individual at that site belongs to team 1 or team 2. If
the site is unoccupied, then Si,j = 0. We then follow [56, 57] and determine for each row j
the value l that minimizes the sum
u(l) =
L∑
i=1
[Si,j − s (i− l)]
2 , (8)
where s(v) is the Heaviside step function, with s = 1 for v < 0 and s = −1 for v > 0. From
these local positions l(j) we can then determine the mean position of the interface at time
t:
l =
1
H
H∑
j=1
l(j) (9)
as well as the interface width W (t) given by the standard expression
W (t) =
√√√√ 1
H
H∑
j=1
(
l(j)− l
)2
. (10)
As shown in Fig. 8 for rectangular systems of 500×H sites with H ranging from 150 to
2400, the interface width for all three cases exhibits after an early time behavior the expected
two regimes: a correlated regime where the width increases algebraically with time: W ∼ tβ,
with the growth exponent β, followed by a regime where the fluctuations, and therefore the
width, saturate at a value that depends on H : W ∼ Hα, with the roughening exponent α.
A previous study [26] revealed that for the (4,1) game, where two teams composed of neutral
partners are formed, these two exponents take on the values β = 1/4 and α = 1/2 of the
Edwards-Wilkinson universality class [58]. As shown in Fig. 8b, we find the same result both
for the (6,3) game without empty sites as well as for the (2,1) game. This is not surprising
16
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FIG. 8: (Color online) Interface width W (t) for the different systems. (a) (6,3) model with empty
sites. The large scale interface fluctuations induced by the spirals, see first row of snapshots in
Fig. 7, yield values for the growth exponent β = 0.43(1) and roughness exponent α = 0.15(2) that
differ from the standard Edwards-Wilkinson values β = 1/4 and α = 1/2. (b) (6,3) model without
empty sites for which the interface width displays the Edwards-Wilkinson scaling, see also inset in
the upper left corner. The inset in the lower right corner plots L−1/2W vs time for the (2,1) case
for which we again find the Edwards-Wilkinson exponents. The system sizes are 500 × H where
the different values of H are given in the legend of panel (a). The data result from averaging over
at least 8,000 independent runs.
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as even for the (6,3) game without empty sites the fluctuations, that ensue when patches
of individuals from one species come close to the interface, are short-distance fluctuations
that have no persistent impact on the scaling properties of the interface. This is different for
the (6,3) system with empty sites, and therefore with non-trivial internal dynamics, where
the wave fronts due to the spiral patterns result in large-scale fluctuations and an enhanced
roughening of the interface. Indeed, see Fig. 8a, the accelerated roughening of the interface
due to the spirals yields a growth exponent β = 0.43(1), much larger than the Edwards-
Wilkinson value. In the saturation regime, we find, after discarding systems too small to
allow the formation of well-formed spirals, a good scaling of the saturation width with the
roughening exponent α = 0.15(2). These values of the two exponents, which do not agree
with those expected for any of the standard universality classes for interface fluctuations,
unambiguously reveal the decisive impact non-trivial dynamics inside coarsening domains
can have on the properties of the domain boundaries.
IV. CONCLUSION
Far from equilibrium intriguing space-time patterns can emerge from very simple mi-
croscopic rules. Coarsening domains, encountered in a large variety of situations, provide
well-known examples. Usually, the dynamics within the domains is rather trivial (for the
Ising model quenched below the critical point the spins deep inside a domain behave essen-
tially like spins in equilibrium). In this paper we have presented results for a case where the
dynamics within the domains is non-trivial and takes the form of spirals due to the cyclic
competition of three different species. As our work shows, these spirals have an impact both
on the coarsening process and on the interface fluctuations, yielding values of the standard
exponents very different from those expected for curvature driven coarsening.
Whereas we focused on the case where all rates are identical, it is an interesting question
whether (and if so, to what extent) the values of the different exponents depend on the details
of the model as for example the values of the predation and swapping rates. While on general
grounds a high degree of universality could be expected (this is supported by preliminary
data for cases where the predation and swapping rates are no longer identical), it might
be interesting to check this explicitly through additional studies focusing, for example, on
cyclic situations where a species attacks their different preys with different rates.
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We have obtained our results through large-scale Monte-Carlo simulations, and it remains
a challenge to come up with a coarse-grained description that would allow a more analytical
investigation of the space and time-dependent properties of coarsening domains that contain
emergent spiral patterns.
The six-species model exhibiting these intriguing properties is only one example of pat-
terns within patterns that emerge in a larger family of models introduced in the context
of population dynamics. When considering nine species one can have three different types
of domains, similar to the three-states Potts model at low temperature, where within each
domain a rock-paper-scissors game takes place. One also can have the appearance of smaller
spirals inside larger ones in the case of an hierarchical game [55]. We plan to investigate
these and other cases in detail in the future.
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