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PUSHNITSKI’S µ -INVARIANT AND SCHRO¨DINGER
OPERATORS WITH EMBEDDED EIGENVALUES
N.A.AZAMOV
Abstract. In this note, under a certain assumption on an affine space of
operators, which admit embedded eigenvalues, it is shown that the singular
part of the spectral shift function of any pair of operators from this space is
an integer-valued function. The proof uses a natural decomposition of Push-
nitski’s µ -invariant into ”absolutely continuous” and ”singular” parts. As a
corollary, the Birman-Krein formula follows.
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Introduction
This work is a continuation of my previous note [4]. For notation used here one
should consult [4].
Pushnitski’s µ -invariant µ(θ, λ) [13] can be defined as spectral flow of eigenval-
ues of the scattering matrix S(λ+ iy;H1, H0) (defined appropriately for complex
values λ + iy ) through the point eiθ, as y goes from 0+ to ∞. There is a
connection between SSF and Pushnitski’s invariant [13, (1.12)]
ξ(λ) = − 1
2pi
∫ 2pi
0
µ(θ, λ) dθ.(1)
It turns out that the path r ∈ [0, 1] 7→ S(λ;Hr , H0) is continuous, so that one can
introduce the ”absolutely continuous part” µ(a)(θ, λ) of Pushnitski’s invariant as
spectral flow of eigenvalues of S(λ;Hr, H0) through e
iθ. Under certain assump-
tions, which are natural for stationary approach to the mathematical scattering
theory, and under which operators admit embedded eigenvalues, it is shown that
ξ(a)(λ) = − 1
2pi
∫ 2pi
0
µ(a)(θ, λ) dθ,
and that the difference µ(s)(θ, λ) := µ(θ, λ)−µ(a)(θ, λ) does not depend on θ and
is equal to −ξ(s). This implies that ξ(s) takes integer values. This result can be
interpreted as a jump by an integer multiple of 2pi of one of the scattering phases
θj(λ, r), when r crosses the ”resonance” point r0, i.e. the point, for which the
equation Hrψ = λψ, λ ∈ Λ, has an L2 solution, in accordance with Pushnitski’s
formula (1). This also agrees with a physical fact that one of the scattering phases
δl(E) ( l is the angular quantum number) makes a smooth jump by pi, when the
energy of the incident particle crosses the resonance value E0 [7, XVIII.6], where
the jump is smooth since the lifetime of the resonance is finite. It seems to be likely
that ξ(s) is always an integer-valued function.
Results of this note, as well as many proofs, were inspired by the ideas of [13].
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1. Results
We will repeatedly use without mentioning the continuous dependence of isolated
eigenvalues [10, IV.3.5].
If H0 is a self-adjoint operator and if V is a bounded self-adjoint operator,
then let [13, (4.1)]
M(z, r) :=M(z;Hr, H0) = (Hr − z¯) (Hr − z)−1 (H0 − z) (H0 − z¯)−1 ,
where z ∈ C \ R, and Hr = H0 + rV, r ∈ R. Let for some p ∈ [1,∞]
(2) M(z, 1)− 1 ∈ Sp(H).
Lemma 1.1. If (2) holds, then for all r ∈ [0, 1] M(z, r)− 1 ∈ Sp(H).
Proof. Since the inclusion M(z, r) − 1 ∈ Sp(H) is equivalent to (Hr − z)−1 −
(H0− z)−1 ∈ Sp(H) [13, §4.1], it is enough to prove this last inclusion. Using the
second resolvent identity, one has
(Hr−z)−1 − (H0 − z)−1 = −(Hr − z)−1rV (H0 − z)−1
= −(Hr − z)−1(H1 − z)(H1 − z)−1rV (H0 − z)−1
= r(1 + (1− r)V (H1 − z)−1)((H1 − z)−1 − (H0 − z)−1) ∈ Sp(H),
where the last operator belongs to Sp(H), since (H1−z)−1− (H0−z)−1 ∈ Sp(H)
by (2). 
Lemma 1.2. If V Rz0(H0) ∈ Sp(H) for some z0 ∈ C \ R, then the function
(z, r) ∈ C \ R × R 7→ V Rz(Hr) takes values in Sp(H) and Sp(H) -continuous,
where Hr = H0 + rV.
Proof. The first and the second resolvent identities imply
V Rz(Hr) = V Rz0(H0)[1 + (z − z0)Rz(H0)](1 − rV Rz(Hr)) ∈ Sp(H).
This formula also implies continuity of V Rz(Hr). 
We note that if H is semibounded then V Rz(H) ∈ Sp(H) implies that G(1 +
|H |)1/2 ∈ S2p(H). Plainly, the assumption V Rz(H) ∈ S1(H) is stronger than the
trace compatibility assumption V ϕ(H) ∈ S1(H), ϕ ∈ Cc(R).
From now on we will assume that for any H ∈ A and V ∈ A0
(3) V Rz(H) ∈ Sp(H) and G(1 + |H |)1/2 ∈ S2p(H).
Lemma 1.3. The function (z, r) ∈ C+ × [0, 1] 7→M(z, r) ∈ 1 +Sp(H) is contin-
uous in Sp(H) -norm.
Proof. This follows from [13, (4.22)]
M(z, r)− 1 = r(z¯ − z)(G(H0 − z¯)−1)∗
× (J−1 + rT (z))−1(G(H0 − z)−1)(1 − (z − z¯)(H0 − z¯)−1)
and from the argument of the proof of [13, Proposition 4.1 (iii)]. 
Lemma 1.4. [13, Lemma 4.1] When y → +∞
‖M(λ+ iy,Hr, H0)− 1‖p → 0
uniformly with respect to r ∈ [0, 1].
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Proof. Consider the function [13, §4.3]
(4) S(z, r) = 1− 2irB1/20 (z)J(1 + rT0(z)J)−1B1/20 (z),
where B0(z) = ImT0(z). Repeating the argument of the proof of [13, Lemma 4.1],
one can see that ‖S(z, r)− 1‖p → 0 as Im z → +∞ uniformly with respect to
r ∈ [0, 1]. Now, [13, Theorem 4.1] completes the proof. 
Let A be a trace compatible space. Let p, p˜ ∈ [1,∞], p˜ 6 p.
Assumption 1.5. Let H0 ∈ A, V ∈ A0 and let Hr = H0 + rV, r ∈ [0, 1].
(i) the condition (3) holds;
(ii) there exists an open set Λ = Λ(H0, V ) ⊂ ΛA, such that ΛA \Λ is a discrete in
ΛA set and for all λ ∈ Λ the function T0(λ+ iy) has non-tangential limit values
T0(λ ± i0) in S∞(H);
(iii) for all λ ∈ Λ B0(λ± i0) := ImT0(λ ± i0) ∈ Sp˜(H);
(iv) if J−1 + T0(λ + i0) is not invertible for λ ∈ Λ then λ is an eigenvalue of
H0 + V.
Assumption (ii) implies that for λ ∈ Λ(H0, V ), Tr(λ + i0) exists outside a
discrete set in [0, 1] and Tr(λ+ i0) ∈ S∞(H). Indeed, since T0(λ+ i0) ∈ S∞(H),
the operator 1 + rJT0(λ + i0) is invertible on a set with discrete complement.
Hence, [4, Lemma 1.4] completes the proof.
Let
γ = γ(H0, V ) := {(λ, r) ∈ ΛA × [0, 1] : (λ, r) /∈ Λ(H0, rV )} .
This set will be called a resonance set.
We need the following variant of the stationary formula for the scattering matrix,
see e.g. [6].
Theorem 1.6. Let r ∈ [0, 1]. If H0 ∈ A, V ∈ A0, Hr = H0 + rV, and if As-
sumption 1.5 holds, then for all λ ∈ Λ(H0, rV ) the scattering matrix S(λ;Hr, H0)
exists, and the stationary representation for the scattering matrix
S(λ;Hr, H0) = 1λ − 2piirZ0(λ)J(1 + rT0(λ+ i0)J)−1Z∗0 (λ)(5)
holds. Moreover, S(λ;Hr, H0)− 1λ ∈ Sp˜(Hλ) for all λ ∈ Λ(H0, rV ).
Lemma 1.7. The function r 7→ S(λ;Hr, H0) is a meromorphic function, which
has analytic continuation to all real poles of (J−1 + rT0(λ+ i0))−1.
Proof. Since T0 is compact, the function r 7→ S(λ;Hr, H0) is meromorphic
by Theorem 1.6 and the analytic Fredholm alternative. Since it is also bounded
(unitary-valued) along r ∈ Λ, it has analytic continuation to any real pole r = r0
of (J−1 + rT0(λ))−1. 
It follows from [4, (17)] that the function r 7→
w+(λ;H0, Hr)ΠHr (H˙r)(λ)w+(λ;Hr , H0) also has analytic continuation to r = r0.
Let Γ be a piecewise linear path in A. We denote by Λ(Γ) the intersection
of the sets Λ(Hj , Hj − Hj−1), j = 1, 2, . . . , where H0, H1, H2, . . . are the nodes
of Γ.
Theorem 1.8. Let Assumption 1.5 holds and let H0, H1 ∈ A. If Γ = {Hr}r∈[0,1]
is a piecewise linear path in A, connecting H0 and H1, then for any λ ∈ Λ(Γ)
S(λ;H1, H0) = Texp
(
−2pii
∫ 1
0
w+(λ;H0, Hr)ΠHr (H˙r)(λ)w+(λ;Hr , H0) dr
)
.
(6)
holds.
4 N.A.AZAMOV
Proof. For the straight line {Hr}r∈[0,1] (6) follows from Lemma 1.7 and (the
proof of) [4, Proposition 2.4]. For a piecewise linear path {Hr}r∈[0,1] the proof is
the same as that of Theorem [4, Theorem 2.5]. 
Theorem 1.9. If H0, H1 ∈ A and Assumption 1.5 holds, then
−2piiξ(a)H1,H0(λ) = log detS(λ;H1, H0), a. e. λ ∈ ΛA,
where the branch of the logarithm is chosen in such a way, that the function r ∈
[0, 1] 7→ log detS(λ;Hr, H0) is continuous. Here {Hr} is a piecewise linear path.
The proof of this theorem is the same as that of Theorem [4, Theorem 2.7].
Corollary 1.10. The definition of ξ(a) and ξ(s) does not depend on the choice of
the piecewise linear path Γ.
We denote by eiθj(z,r), j = 1, 2, . . . , the eigenvalues of the operator
M(z;Hr, H0).
Lemma 1.11. If (λ, r) /∈ γ(H0, V ), then the limits values eiθj(λ+i0,r) exist.
Proof. By [13, Theorem 4.1], for z ∈ C\R the eigenvalues of M(z;Hr, H0) and
S(z, r) coincide (see (4)). By Assumption 1.5(ii), the norm limit B0(λ+ i0) exists.
Since (λ, r) /∈ γ, the norm limit (J−1+rT0(λ+i0))−1 exists by [4, Lemma 1.4]. It
follows that the norm limit S(λ+ i0, r) exists. Hence, the limit values eiθj(λ+i0,r)
of the eigenvalues of S(z, r) also exist. 
In case y = Im z →∞ the limit values of eiθj(λ+iy,r) are equal to 1 [13, Lemma
4.1]. The functions r 7→ θj(λ+ iy, r) can be chosen to be continuous and such that
θj(λ+ iy, 0) = 0. We denote by θj(λ+ i0, r) the limit limy→0+ θj(λ+ iy, r). This
allows one to define Pushnitski’s µ -invariant [13] by formula
µ(θ, λ;H1, H0) = −
∞∑
j=1
[θ − θj(λ+ i0, 1)
2pi
]
,
where the path to θj(λ + i0, 1) is taken along y as y goes from +∞ to 0, and
[x] = max {n ∈ Z : n 6 x} . We also introduce the ”absolutely continuous” part of
Pushnitski’s µ -invariant by the same formula
µ(a)(θ, λ;H1, H0) = −
∞∑
j=1
[θ − θ∗j (λ, 1)
2pi
]
,
where eiθ
∗
j (λ,r) are eigenvalues of S(λ;Hr, H0). In other words, µ
(a)(θ, λ) (respec-
tively, µ(θ, λ) ) is the spectral flow of eigenvalues eiθ
∗
j (λ,r), j = 1, 2, . . . , (respec-
tively, eiθj(λ+i0,r) ) of S(λ;Hr, H0) (respectively, M(λ+ i0;Hr, H0) ) through e
iθ
in anticlockwise direction, as r moves from 0 to 1.
Proposition 1.12. For a.e. λ ∈ Λ
ξ(a)(λ;H1, H0) = − 1
2pi
∫ 2pi
0
µ(a)(θ, λ;H1, H0) dθ.
Proof. This follows from Lemma 1.7 and Theorem 1.9. 
If (λ, r0) ∈ γ, then we denote by θ±j (λ, r0) the left and the right limits of
θj(λ, r0) as r → r0, provided that these limits exist.
Lemma 1.13. If (λ0, r0) ∈ γ is a resonance point, then for any j = 1, 2, . . . the
limits θ±j (λ0, r0) exist and their difference θ
+
j (λ0, r0) − θ−j (λ0, r0) is an integer
multiple of 2pi.
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Proof. If (λ, r) /∈ γ, then by (the proof of) Lemma 1.11 the limit function
S(λ + i0, r) exists. Using dimker(AB − λ) = dimker(BA − λ) (see e.g. [13,
(4.24)]) and piZ∗r (λ)Zr(λ) = Br(λ+ i0) (see e.g. [13, §9]) it follows from Theorem
1.6 and (4) that the eigenvalues of S(λ+ i0, r) and that of S(λ;Hr , H0) coincide
outside the resonance set γ. Since by Lemma 1.7 the function r 7→ S(λ;Hr, H0)
is continuous, its eigenvalues eiθ
∗
j (λ,r) are continuous functions of r. This implies
that θ±j (λ0, r0) exist and θ
+
j (λ0, r0)− θ−j (λ0, r0) is an integer multiple of 2pi. 
Lemma 1.14. The difference
µ(s)(θ, λ;H1, H0) := µ(θ, λ;H1, H0)− µ(a)(θ, λ;H1, H0)
is an integer-valued function, which does not depend on θ. The func-
tion r 7→ µ(s)(λ;Hr, H0) is constant outside of the resonance set γλ :=
{r ∈ [0, 1] : (λ, r) ∈ γ} , while at any point r0 of γλ its jump is equal to
(7)
1
2pi
∞∑
j=1
(θ+j (λ, r0)− θ−j (λ, r0)).
Proof. Let τy = τy(λ), y ∈ (0,∞], be a path in {(z, r) ∈ C+ × [0, 1]} , con-
sisting of two straight lines (λ + i0, 1)→ (λ+ iy, 1) and (λ+ iy, 1)→ (λ+ iy, 0),
if y < ∞, and of one straight line (λ + i0, 1) → (λ + i∞, 1), if y = ∞. We will
identify these paths with their images in the set of unitary operators under the map
M(z, r). Any two paths τy and τε, connecting the unitary operator M(λ+ i0, 1)
with the identity operator 1 are homotopic. Since by Lemma 1.3 the function
M(z, r) is continuous, the µ -invariant (i.e. the spectral flow of eigenvalues on
the unit circle), computed along these two paths, coincide. Lemma 1.4 implies
that the spectral flow along τ∞ is also the same. Hence, after letting ε → 0,
Lemma 1.13 implies that µ(s) does not depend on θ. The sum in (7) is finite,
since θ+j (λ, r0)− θ−j (λ, r0) is a multiple of 2pi and θ±j (λ, r0)→ 0 as j →∞. 
It follows that
(8) µ(s)(λ;H1, H0) =
1
2pi
∑
r∈γλ
∞∑
j=1
(θ+j (λ, r) − θ−j (λ, r)).
Since γλ ⊂ [0, 1] consists of real poles of a meromorphic function, the first sum in
this formula is also finite.
Lemma 1.15. If Assumption 1.5 holds with p = 1, then the following equality
holds true for a.e. λ
ξ(λ) = − 1
2pi
∫ 2pi
0
µ(θ, λ) dθ.
Proof. It follows from [13, (4.4)] that in Sp(H)
d
dr
M(z;Hr, Hs)
∣∣∣
r=s
= −2iyRz(Hs)V Rz¯(Hs),
where y = Im z. This equality and the multiplicative property M(z;H2, H0) =
M(z;H2, H1)M(z;H1, H0) imply that
d
dr
M(z;Hr, Hs) = −2iyRz(Hr)V Rz¯(Hr)M(z;Hr, Hs).
Hence, [4, Lemma A.1] implies that
M(z;Hr, H0) = Texp
(
−2iy
∫ r
0
Rz(Hs)V Rz¯(Hs) ds
)
.
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Since p = 1, by [4, Lemma A.3]
i arg detM(z;Hr, H0) = −2iy
∫ r
0
Tr(Rz(Hs)V Rz¯(Hs)) ds.
=
∫ r
0
Tr(V (Rz¯(Hs)−Rz(Hs)) ds,
where the value of arg is chosen such that the left hand side is continuous with
respect to r. Hence, for ϕ ∈ C∞c (Λ(H0, V )), we have
(9) i
∫
Λ
arg detM(λ+ iy;Hr, H0)ϕ(λ) dλ
=
∫
Λ
(∫ r
0
Tr(V (Rλ−iy(Hs)−Rλ+iy(Hs)))ϕ(λ) ds
)
dλ.
If we take the limit limy→0+ then on the left hand side we can interchange the
limit and the integral, since y 7→ detM(λ+ iy;Hr, Hs) is continuous up to the cut
along Λ. The expression under the second integral is continuous by Lemma 1.2.
Hence, we can interchange the integrals in it:∫ r
0
(∫
Λ
Tr(V (Rλ−iy(Hs)−Rλ+iy(Hs)))ϕ(λ) dλ
)
ds.
By the same reason, we can interchange the λ -integral and the trace to get∫ r
0
(
Tr
[ ∫
Λ
V (Rλ−iy(Hs)−Rλ+iy(Hs))ϕ(λ) dλ
])
ds.
By Stone’s formula (see e.g. [14]) and a simple approximation argument,
the inner integral converges (in so -topology) to −2piiV ϕ(Hs) as y → 0+.
The convergence in S1(H) -topology can be shown in the following way. Write
V = V EHs∆ + V E
Hs
R\∆. Here ∆ is a big enough segment, containing supp(ϕ).
For V EHs∆ the convergence in S1(H) follows from e.g. [13, (2.2)]. For
V EHs
R\∆ the convergence follows from the monotone decreasing to 0 of the family
i
√
|V |EHs
R\∆[Rλ−iy(Hs)−Rλ+iy(Hs)]
√
|V | ∈ S1(H) for small enough values of y.
Hence, since the integral converges in S1(H) topology, we can interchange the
limit and the trace. Finally, we can interchange the r -integral and the limit by the
dominated convergence theorem.
Hence,
−
∫
Λ
arg detM(λ+ i0;H1, H0)ϕ(λ) dλ = 2pi
∫ 1
0
Tr (V ϕ(Hs)) ds.
The right hand side is equal to 2piξH1,H0(ϕ). Since ξ is absolutely continuous [5,
Theorem 2.9], it follows that for a.e. λ
2piξ(λ) = − arg detM(λ+ i0;H1, H0).
It follows that
ξ(λ) = − 1
2pi
∞∑
j=1
θj(λ+ i0, 1;H1, H0) = − 1
2pi
∫ 2pi
0
µ(θ, λ) dθ.

Remark. This lemma together with the argument of the proof of [13, Theorem
6.1] implies that
(10) ξ(λ) = lim
y→0+
argDH/H0(λ+ iy),
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where DH/H0(z) = det(1+JT0(z)), which for trace class perturbations was proved
by M.G.Kre˘ın in [11]. Conversely, if (10) was known for perturbations V satisfying
V Rz(H) ∈ S1(H), then combined with [13, Theorem 6.1] it would imply Lemma
1.15.
Theorem 1.16. If Assumption 1.5 holds with p = 1, then for a.e. λ ∈ R
ξ(s)(λ) = −µ(s)(λ), and hence, ξ(s) is an integer-valued function.
Proof. This follows from Lemmas 1.14, 1.15 and Proposition 1.12. 
It follows that −ξ(s)(λ) is equal to the right hand side of (8).
Corollary 1.17. If the Assumption 1.5 holds with p = 1, then for a.e. λ ∈ R
detS(λ;H1, H0) = e
−2piiξ(λ).
It follows directly from the definition of ξ(s) that if V > 0, then the function
ξ(s) is non-negative. The function ξ(s) is non-zero on ΛA, if there is at least one
moving embedded eigenvalue. The last is not necessary: embedded eigenvalues,
present at r = 0, can just stay constant, or, what seems to be more likely, disappear
for r > 0. In this case, ξ(s) is zero outside of {λj} . Absolute continuity of ξ(s)
implies that ξ(s) is zero on ΛA.
Though disappearance or stability of embedded eigenvalues may seem to be
unlikely, the consideration of one-dimensional short range Schro¨dinger operators
with embedded eigenvalues shows, that it is plausible (Appendix A). Indeed, in
order to ensure square summability of eigenfunction, the barriers and pits of the
potential and the energy of the eigenfunction should be finely tuned, see e.g. [9,
Chapter 4] or Appendix A. A slight change of potential or of boundary condition
destroys square summability of the eigenfunction.
Note that examples of Schro¨dinger operators with embedded eigenvalues have
artificial potentials. At the same time, some natural examples of magnetic
Schro¨dinger operators (−i∇ − a)2 + V have stable and moving (as r changes)
embedded eigenvalues, see [3, 8, 2]. One can look for examples with non-zero ξ(s)
on the absolutely continuous spectrum in this direction.
Appendix A. Example
A.1. An example of short range Schro¨dinger operator with embedded
eigenvalues. We construct a short range Schro¨dinger operator (in the sense of [1,
Definition 3.1]) on a half-line (0,∞) with an embedded eigenvalue, using an idea
from [9], which goes back to [12]. Other examples of Schro¨dinger operators with
embedded eigenvalues can be found in [9, Chapter 4], but those examples are not
short range.
Let 0 < λ < w, let a0 < b0 < a1 < b1 < . . . and let
W (x) =
{
w, if x ∈ [an, bn] for some n
0, if otherwise.
If for some s > 12 bn − an = n−s, then W satisfies the estimate [1, (1.3)], and,
consequently, W (x) is a short range potential [15], [1, §3, Remark 2].
If an+1 − bn, n = 0, 1, 2 . . . , are chosen to be equal to the wavelength of a free
particle with energy λ, then the eigenfunction ψ enters the interval (bn, an+1)
and leaves it with the same phase. If an is chosen such that
ψ′(an)
ψ(an)
= −√w − λ
then ψ enters and leaves the barrier [an, bn] with the same phase. The boundary
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condition and the first barrier are chosen so that ψ enters the first barrier with
ψ′(a0)
ψ(a0)
= −√w − λ. The amplitude of ψ exponentially decreases on [an, bn] and
is constant on (bn, an+1). If s =
3
4 , then the sum of the lengthes of [an, bn] will
be ∞, and it follows that ψ decreases as e−c 4
√
x, c > 0.
One can construct similarly a short range Schro¨dinger operator with an embed-
ded eigenvalue on the whole R, e.g. by taking the boundary value ψ(0) = 1,
ψ′(0) = 0 and reflecting the potential W (x) above.
Lemma A.1. W is a short range potential. The operator − d2dx2 + W has an
embedded eigenvalue.
A.2. An example of trace compatible space with embedded eigenval-
ues which satisfies Assumption 1.5. We recall the definitions of the weighted
Hilbert L2,s(Rν) and Sobolev Hm,s(R
ν) spaces from [1]. By definition, for s ∈ R
and m = 0, 1, 2, . . .
L2,s(Rν) =
{
u(x) : (1 + x2)s/2u(x) ∈ L2(Rν)
}
,
and
Hm,s(R
ν) =
{
u(x) : Dαu ∈ L2,s(Rν), 0 6 |α| 6 m} .
Different variants of the following lemma are well-known (see e.g. [17, Lemma
4.7.8] and the proof of [1, Theorem 4.2]). But in [1, Theorem 4.2] (modification
of) the operator 1 + JT0(λ+ i0) acts in the Hilbert space H2,−s for some s > 12 ,
while [17, Lemma 4.7.8] requires checking the strong smoothness of perturbation.
So, we give the proof of this lemma for completeness.
Lemma A.2. Let A0 =
{
V ∈ L∞(Rν) : ∃C > 0 ∃ s > 12 , |V (x)| 6 C(1 + x2)−s/2
}
.
Let H0 = H00 + W where W is a short range potential and H00 = −∆ with
dom(H00) = H2(R
ν), and let V = GJG ∈ A0, where G = |V |1/2 . If the operator
1+ rJT0(λ+ i0), λ > 0, is not invertible for some r then the equation Hrψ = λψ
has an L2 solution. Moreover this solution decreases faster than (1 + x2)−s/2 for
any s ∈ R.
Proof. One can assume that r = 1. Since T0(λ + i0) is compact, by Fredholm
alternative the operator 1 + rJT0(λ + i0) is not invertible if and only if there
exists u ∈ L2(Rν) such that JGRλ+i0(H0)G∗u = −u. Since for any s > 12
G∗u ∈ L2,s(Rν), by the limiting absorption principle [1, Theorem 4.2] it follows
that
ψ := Rλ+i0(H0)G
∗u ∈ H2,−s(Rν).
By definition of a short range potential [1, Definition 3.1] (see also the remark
after this definition) WRλ+i0(H0)G
∗u ∈ L2,−s+1+ε(Rν). So, choosing s > 12 so
that s < 12 + ε, the last equality, combined with the equality
Rλ+i0(H0) = Rλ+i0(H00)(1 +WRλ+i0(H0)),
imply that ψ is a
√
λ -outgoing function ( [1, Definition 4.1]). By [1, Theorem
4.2], ψ is a solution of the equation (−∆+W − λ)ψ = G∗u. Since G∗u = −V ψ,
ψ is a solution of the equation (−∆+W +V )ψ = λψ. Since ψ is a
√
λ -outgoing
function, by [1, Lemma 4.2] ψ ∈ H2,s(Rν) for any s ∈ R. 
Concerning the inverse of this lemma, if Hrψ = λψ has a L
2,s solution ( s > 12 )
then one can show that 1 + rJT0(λ+ i0) is not invertible.
We note that by [1, Theorem 4.3], for any pair of operators from the affine space
−∆+W +A0 the resonance set γ is closed.
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Proposition A.3. If W is a short range potential from Lemma A.1, then for
ν = 1 the affine space −∆+W +A0 satisfies Assumption 1.5.
Proof. It is known that the condition (ii) of the Assumption holds, see e.g. [6,
§2], [1]. The condition (iv) holds by Lemma A.2. [16, Theorem B.9.2] implies that
the condition (i) and (iii) hold with p = 1. 
References
[1] Sh. Agmon, Spectral properties of Schro¨dinger operators and scattering theory, Ann. Scuola
Norm. Sup. Pisa Cl. Sci. 2 (1975), 151–218.
[2] M.A.Astaburuaga, Ph. Briet, V.Bruneau, C. Fernandez, G. Raikov, Dynamical resonances
and SSF singularities for a magnetic Schroedinger operator, arXiv:0710.0502.
[3] J. E.Avron, I.W.Herbst, B. Simon, Schro¨dinger operators with magnetic fields. I. General
interactions, Duke Math. J. 45 (1978), 847–883.
[4] N.A.Azamov, Infinitesimal spectral flow and scattering matrix, submitted for publication,
arXiv:0705.3282v3.
[5] N.A.Azamov, F.A. Sukochev, Spectral averaging for trace compatible operators, to appear in
Proc. Amer. Math. Soc., arXiv: 0704.1683v2.
[6] M. Sh. Birman, D.R.Yafaev, Spectral properties of the scattering matrix (in Russian), Algebra
i Analiz 4 (1992), no. 5, 1–27; English translation in St. Petersburg Math. J. 4 (1993), no. 6.
[7] A.Bo¨hm, Quantum mechanics, Springer-Verlag, New York, Heidelberg, Berlin.
[8] J. F.Bony, V. Bruneau, G. Raikov, Resonances and spectral shift function near the Landau
levels, arXiv:math/0603731.
[9] M. S. P.Eastham, H.Kalf, Schro¨dinger-type operators with continuous spectra, Pitman Ad-
vanced Publishing Program, Boston, London, Melbourne.
[10] T.Kato, Perturbation Theory for Linear Operators, Springer-Verlag, Berlin, Heidelberg, New
York, 1980.
[11] M.G.Kre˘ın, On the trace formula in perturbation theory, Mat. Sb., 33 75 (1953), 597–626.
[12] J. von Neumann, E.Wigner, Uber merkwu¨rdige diskrete Eigenwerte, Phys. Z. 30 (1929), 465–
467.
[13] A.B.Pushnitski, The spectral shift function and the invariance principle, J. Functional Anal-
ysis 183 (2001), 269–320.
[14] M.Reed, B. Simon, Methods of modern mathematical physics: 1. Functional analysis, Aca-
demic Press, New York, 1972.
[15] M. Schechter, Spectra of partial differential operators, North Holland, 1971.
[16] B. Simon, Schro¨dinger semigroups, Bull. Amer. Math. Soc. 7 (1982), 447–526.
[17] D.R.Yafaev, Mathematical scattering theory: general theory, Providence, R. I., AMS, 1992.
School of Informatics and Engineering, Flinders University of South Australia,
Bedford Park, 5042, SA Australia.
E-mail address: azam0001@infoeng.flinders.edu.au
