In sample surveys weighting is applied to data to increase the quality of estimates. Data weighting can be used for several purposes. Sample design weights can be used to adjust the differences in selection probabilities for non-self weighting sample designs. Sample design weights, adjusted for nonresponse and noncoverage through the sequential data weighting process. The unequal selection probability designs represented the complex sampling designs. Among many reasons of weighting, the most important reasons are weighting for unequal probability of selection, compensation for nonresponse, and post-stratification. Many highly efficient estimation methods in survey sampling require strong information about auxiliary variables, x. The most common estimation methods using auxiliary information in estimation stage are regression and ratio estimator. This paper proposes a sequential data weighting procedure for the estimators of combined ratio mean in complex sample surveys and general variance estimation for the population ratio mean. To illustrate the utility of the proposed estimator, Turkish Demographic and Health Survey 2003 real life data is used. It is shown that the use of auxiliary information on weights can considerably improve the efficiency of the estimates.
Introduction
Applying weights to sample survey data is one of the important methods that are used to correct for sampling and nonsampling biases and to improve efficiency of estimations in sample surveys. The use of an insufficient sampling framework, incorrect implementation of the sample selection process, inaccurate data collection and evaluation, nonresponses etc. can lead to biased estimates. The weights are applied to obtain unbiased estimates from the biased sample (Ayhan 1981) . The rationale of weighting sample data is to make survey estimates to be representative of the whole population in the cases of selecting units with unequal probabilities; nonresponse; and coverage errors which creates bias and departures between sample and the reference population (Holt and Elliot 1991; Smith 1991) . Weighting the data can be conducted sequentially for unequal selection probability, nonresponse, coverage errors, post-stratification as a process. At each step of sequential data weighting the calculated weights are multiplied the previous step weights.
In the first step of sequential data weighting, design weights i W are assigned to the sampling units. Kish (1992) has stated that, design weights can be either the element's selection probability i for all sampling units must be known for all probability samples by definition (Kish 1992) .
For the sample, n units are selected from a finite population size N with known but unequal probabilities. Complex sample surveys such as stratification, clustering or multi stage sampling involve unequal selection probabilities. In these surveys to compensate for the differences in the probabilities of selection of samples weighting is introduced, the data is weighted with the inverse of the selection probabilities of units. The purpose is to weight each sampling unit to produce unbiased estimates of population parameters.
The second step of weighting is the adjustment for unit or total nonresponse. Nonresponse leads bias because usually nonrespondents differ from respondents. The lower the response rate, the higher the bias will be. Nonresponse weighting adjustments increase the weights of the sampled units for which data were collected. This means that every responding unit in the survey is assigned a weight, and estimates of population characteristics are obtained by processing weighted observations.
After nonresponse adjustments of the weights, further adjustments for noncoverage can be assigned to the weights as appropriate. Non-coverage refers to the failure of the sampling frame to cover the entire target population. In practice, to reduce the effect of noncoverage and nonresponse the design weights are generally adjusted by a weighting method of calibration. The method depends on auxiliary variable(s) which uses auxiliary variable information to increase efficiency of the estimators. Calibration is called as a weighting method and in the literature many weighting methods such as raking, post-stratification, generalized regression estimator (GREG) and linear weighting are classified as a calibration weighting method. Efficient weighting for variable values observed in a survey is a topic with a long history. The earliest references to the use of weighting include the iterative proportional fitting technique as named raking by Deming and Stephan (1940) . The reference of calibration starts with Deville (1988) and continues with Deville and Särndal (1992) , Wu and Sitter (2001) , Wu (2003) , Estevao and Särndal (2006) , Kott (2006) . Särndal (2007) . Some of the substantial references for GREG are Cassel, Särndal and Wretman (1976) , Särndal (1980) , Isaki and Fuller (1982) , Wright (1983) , Deville and Särndal (1992) , Deville, Särndal and Sautory (1993) , Kalton and Flores-Cervantes (2003) , Ardilly and Tillé (2006) and Tikkiwal, Rai and Ghiya (2012) studies.
Post-stratification is a well-known and frequently used weighting method to reduce nonresponse and noncoverage bias. Post-stratification is stratification after selection of the sample in Cochran (1977: 135) . Post-stratification studies continued by Guy (1979) , Holt and Smith (1979) , Bethlehem and Kersten (1985) , Bethlehem and Keller (1987) , Little (1993) , Singh (2003) , Lu and Gelman (2003) , Cervantes and Brick (2009) and many other studies. The idea behind the poststratification is to divide population into homogenous strata according to the information gathered from the sample population (Bethlehem and Kersten 1985) . Additionally, in the last step of sequential weighting, extreme weights (high or low) can be adjusted using a methodology known as trimming, which is often done to reduce the variance of the weights.
Auxiliary information is used for improving the efficiency of the sample survey design. The most common estimation methods using auxiliary information are regression and ratio estimator. The ratio estimator uses auxiliary variable information to produce efficient estimates. Cochran (1940) was the first to show the contribution of known auxiliary information in improving the efficiency of the estimator of the population mean Y in survey sampling (Singh 2003) . The quantity that is to be estimated from a sample design is the ratio of two variables both of which vary from unit to unit. In this paper, the population parameter to be estimated is the two variable ratio, R. Under stratified random sampling designs, there are two ways to produce ratio estimates, one way is the separate ratio estimator and the second way is the combined ratio estimator. Many large scale complex sample surveys are based on combined ratio mean estimator. "Combined ratio mean" is more practical to compute than the "separate ratio mean".
Sequential data weighting methodology (Deming and Stephan 1940, Stephan 1942) for the combined ratio estimator is handled by Ayhan (1991) and Verma (1991) and was elaborated by Ayhan (2003) . The purpose of this paper is to present a combined ratio estimator under sequential weighting procedure rely on Ayhan (2003) 's combined ratio estimator. In accordance with this purpose, combined ratio estimator is merely to provide an estimator for illustration. Alternative illustrations can also be made for the separate ratio estimators, in another context.
In the proposed estimator, the weights are based on selection probabilities, the observed values of auxiliary variables. Compared to the known combined ratio estimator, this method uses more information about auxiliary variables in regard to determining the weights. It can be expected that Ayhan (2003) 's combined ratio estimator which involves more information in determining weights will give additional gain on the accuracy of the parameter estimation.
Simple variance formulae depend on one variable and for linear estimators are extensively given in the literature. However, in variance estimation of complex estimators which depend on more than one variable or nonlinear estimator (e.g., ratio, regression or calibration estimator) there complex structural variance estimation methods should have to be required. Lu and Gelman (2003) develop a method for estimating the sampling variance of survey estimates with weighting adjustments. This study revealed a general equation for variance estimation of the population ratio estimator under sequential weighting through Lu and Gelman (2003) variance estimation equation.
The paper is organized as follows. In Section 2, ratio estimation in simple random sampling and combined ratio estimation in stratified sampling ratio estimation is introduced. In Section 3, an alternative combined ratio estimator which was proposed depending on Ayhan (2003) 's combined ratio estimator under sequential weighting in complex sample surveys is considered. Section 4 contains a general equation for variance estimation of the population ratio estimator in weighted data depending on Taylor-series method determination. Section 5 covers variance inflation factor in the comparison of the weighting methods. The methodology using the 2003 Turkey Demographic and Health Survey (TDHS 2003) is given in Section 6. The conclusions are summarized in Section 7.
Estimation of a two variable ratio
Frequently, the quantity that is to be estimated from a sample design is the ratio of two variables both of which vary from unit to unit. Let U be a finite population consisting of N elements ( Denoted by (Y, X) the population totals of (y, x), respectively. The population parameter to be estimated is the two variable ratio, 
The ratio estimator r determined by Horvitz-Thompson (1952) and be accepted as a Hájek (1971) type estimator, where
There are too many reasons to take into account of the ratio estimator, x y r / . One of them is related to a random variable not a sample size n . In addition, in many cases, sampling units are different from the basic units. The purpose of using auxiliary variables in the estimation stage is to get better estimates. High levels of efficient estimation strategies involve extensive auxiliary information (Särndal et. al. 1992) . When y and x are highly correlated, the ratio estimator provides greater reduction in the standard error and increases the accuracy of estimates. The ratio estimator is consistent but a biased estimator, this bias can be neglected. In most of the practical surveys, being a biased estimator seems substantially trivial besides yielding significant reduction of sampling error. When sample size is large enough, the ratio estimator is nearly normally distributed and the formula for its variance is valid. The results may be used if the sample size exceeds 30 (Cochran 1977) .
The ratio estimation in SRS, the combined ratio estimation in stratified sampling and the proposed combined ratio estimation in complex sampling designs are presented here.
Ratio estimation in Simple Random Sampling
Let sampling units based on two correlated measures are i y and i x , which are selected from a population by simple random sample of size n. Naturally, SRS is a self-weighted sampling design, thus under a SRS design, while obtaining the ratio estimation and its variance we need to assign weights to the data. In SRS without replacement, the design weights are 
y and x values are random variables and differ from sample to sample. Here, r is a ratio of two random variables and is obtained from SRS design.
Ratio estimation in Stratified Random Sampling
When using ratio estimation for R with stratified random sampling, there are two different ways to produce estimates. One is to make a separate ratio estimate of the total of each stratum and add these totals. The second one is the combined ratio estimate that is derived from a single combined ratio. The combined ratio estimation will be taken into account. The combined ratio estimator for R can be defined as the ratio of two totals as 
Proposed combined ratio estimator
The combined ratio estimator for R in complex sampling designs suggested by Ayhan (2003) will be continued. The weighting procedures are based on different subclasses (domains) for each type of weighting which is illustrated on Table 1 . Design weights and nonresponse weights are obtained at segregated class levels, while post-stratification weights are based on either cross class or mixed class levels (Ayhan 2003) . The table is designed to reflect different types of weights for each stage of the weighting operation, which can be considered as a combined conditional approach. Design weights for non-self-weighting sample designs can be computed for each stratum h with the same probability of selection h p for a combined ratio mean (Ayhan 1991; Verma 1991) . Ayhan (2003) extend the combined ratio estimator and design weights and the design weight
Here 0 P is an adjustment factor for the overall weighted and unweighted sample sizes, h p is the hth stratum units selection probability depends on auxiliary
The combined ratio estimator depends on the design weights (5) can be written as 
In sequential data weighting, a weighting procedure for nonresponse is essential for self-weighting and nonself-weighting sample design outcomes.
If there are nonrespondents in the sample, the design weights have to be adjusted for nonresponse. The nonresponse weight,
where h R is the response rate in stratum h and 0 R is the overall response rate which is used to adjust the sample sizes to be the same,
The combined ratio mean estimator depends on the design weights from Equation (6) and nonresponse weights from Equation (7) will be,
Finally, a weighting procedure for post-stratification of a complex sampling scheme requires additional weighting procedures for independent subclasses. Post-stratification weights are given by
is the overall sample adjustment procedure (Ayhan 2003) . At the last step of sequential data weighting, if design weights are adjusted for nonresponse and post-stratification in complex sampling surveys, the combined ratio estimator is computed as
where khR y is the kth post strata, hth stratum sample total from respondents.
General variance estimation for the population ratio estimator
Although weighting data or sequential data weighting procedures are commonly used, it can be difficult to estimate sampling variances of associated weighted estimates. Lu and Gelman (2003) proposed a method for estimating the sampling variances of survey estimates with weighting adjustments derived from design-based analytic and Taylor-series variance estimators of population mean estimator in a general way. A natural simplifying assumption is to pretend that the weighting is all inverse-probability, with independent sampling where the probability that unit i is selected with proportional to (15) General variance estimation for the estimators of population ratio R , the linear relation can be expressed by bx y . In weighted data for the variance estimation of population ratio estimator is given by Taylor-series method as using This general variance estimation formulation for the stratified sampling design can also be extended to be the basis for the other complex sampling designs.
Variance inflation factor in the comparison of the weighting methods
The variability of weights increases, thereby the accuracy of estimates decreases. A useful measure of the accuracy of this loss is the variance inflation factor (VIF). VIF which is adopted to be the variability measure of weights can be used for comparing the weights and weighting methods. The measure VIF represents the multiplying factor that is applied to the variance of a survey estimate due to the variability in the weights where equal weights are optimal (Kalton and Cervantes 2003; Kish 1992) . Even though the use of the weights in the analysis of survey data tends to reduce the bias in the estimates, it could also inflate the variances of such estimates. The effect of using weights in the estimation of the population parameters can be defined by the VIF, 
Application of the methodology
In this section we demonstrate the proposed methodology and study the efficiency of the combined ratio estimators by using data from 2003 Turkey Demographic and Health Survey (TDHS-2003) . In the selection of the TDHS-2003 sample, weighted multi-stage stratified cluster sampling approach was used. Here, under stratified sampling design, the combined ratio estimator and proposed combined ratio estimator will be used for the estimation of population ratio.
Survey design
TDHS-2003 is the eighth Turkish national survey carried out by the Institute of Population Studies in Turkey. The major objective of the TDHS-2003 survey was to ensure that the survey would provide estimates with acceptable precision for the domains for most of the important demographic characteristics, such as fertility, infant and child mortality, and contraceptive prevalence, as well as for the health indicators. In TDHS-2003 to represent Turkey nationally and at the urban-rural and regional levels interviews were carried out with 8075 evermarried women in 10836 households. The sample design and sample size of the TDHS-2003 provides to perform analyses for Turkey as a whole, for urban and rural areas and for the five demographic regions of the country (West, South, Central, North and East). The sample of the research also allows for the analysis of 12 geographical regions (NUTS 1), which was established within the second half of the year 2002 within the context of Turkey's move to join the European Union. Among these 12 regions, İstanbul and the Southeastern Anatolian Project regions (due to their special situations) were oversampled. Thereby, settlements are divided into 40 strata, H=40.
From the 2000 Turkish General Population Census the population size for the ever-married women is N = 12630510. In the TDHS-2003 the eligible women were identified as 8477 of whom 96 percent were interviewed and so interviews were carried out with 8075 ever-married women.
Two variable ratio estimation
One of the objectives of this paper is to measure a population ratio. Using data from the TDHS-2003, we have decided to examine the ratio of the number of live births to the number of living children of ever-married women. Therefore, y , indicates the number of living children and x , indicates the number of live births.
R X Y /
Number of living children / Number of live births will be estimated.
In the estimation of R the known combined ratio estimator c r and Ayhan Table 2 . 
Combined ratio estimator
Combined ratio estimator for R is This means that, the ever-married women, 91.7% of live born children are estimated to have lived. A general variance estimation proposed for the population ratio which is given by Equation (19) can be written as, 
The variance estimation of combined ratio estimator (conventional combined ratio estimator) depending on h W adjusted weights is Table 3 .
There is an increase in the variance of the ratio estimate due to the use of design weights h W , and so that the VIF value is obtained as:
For a VIF≈1.387, i.e., a reduction in the effective sample size of almost 38.7 percent.
Proposed combined ratio estimator
The estimator was proposed under sequential weighting process and so on the design weights are adjusted for nonresponse and post-stratification in TDHS-2003 Table 7 .
Design weights:
We will start with obtaining for the overall weighted and unweighted sample sizes is to be the same, where h p , hth stratum units selection probability to the sample. The values 32713021 X , x = 22443, x X / = 1457.605 and h P are then computed as below given in Table 4 . 
Nonresponse weights:
In TDHS-2003, there are also non-respondent women in the survey. A weighting procedure for nonresponse is essential so we should adjust the design weights by assigning nonresponse weights to the data. Table 5 presents the calculation of the response rates h R . A W from Equation (7) are obtained and given in Table 6 . In the estimation of R , the population total of the number of live births for the post-stratified sample by age groups must be known. From the 2000 General Census of Population k X , the kth post-stratified population totals are obtained.
The population totals and the post-stratification weights Table 8 . We can state that, 91.9% of live born children is estimated to have lived. The post-stratification weights and related unit variances are computed and presented on Table 9 . . There is nearly 10% reduction in the VIF value of proposed ratio estimator relative to conventional combined ratio estimator. VIF is reduced from 1.387 with conventional combined ratio estimator to 1.238 with proposed ratio estimator.
The comparison of the conventional combined ratio estimator and the proposed combined ratio estimator results of means, variance estimations and VIF are given on Table 10 . In Table 10 , we observe the values of mean, variance estimation and VIF of the combined ratio estimator and the proposed combined ratio estimator. From Table 10 , it can be concluded that the proposed combined ratio estimator has the minimum variance estimation but it is seen that both have approximate variance estimation values. The variability level of weights according VIF values c A r seems as less variable than c r . 
Conclusions
Researchers believe that, the weights that provide excellent estimates for auxiliary variables will also provide good estimates for the interest variable. The new weights will continue to give unbiased estimates, but a realistic expectation is to remain near unbiasedness (Deville and Särndal 1992) . Using the data weighted according to the auxiliary variable(s) which are known to be related to the interest variable lead to additional gains in the information. The weights in the combined ratio estimator c A r are defined on the basis of population and sample sizes and also information on the auxiliary variable. TDHS-2003 results have shown that, the combined ratio estimator which is defined by Ayhan (2003) provided a better estimate of the parameter, by using auxiliary variable values in the calculation of weights. The proposed estimator has lower variance; it is not enough to prove that it is more efficient. The variance could be underestimated. We can say that, the estimator better reflects the effect of post-stratification.
