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Abstract
Fluid-structure interaction can be simulated in a monolithic way by solving the
flow and structural equations simultaneously and in a partitioned way with sep-
arate solvers for the flow equations and the structural equations. A partitioned
quasi-Newton technique which solves the coupled problem through nonlinear
equations corresponding to the interface position is present d and its performance
is compared with a monolithic Newton algorithm. Various struc ural configura-
tions with an incompressible fluid are solved, and the ratio of the time for the
partitioned simulation, when convergence is reached, to the time for the mono-
lithic simulation is found to be between 1/2 and 4. However, in th s comparison of
the partitioned and monolithic simulations, the flow and structural equations have
been solved with a direct sparse solver in full Newton-Raphson iterations, only
relatively small problems have been solved and this ratio would likely change if
large industrial problems were considered or if other soluti n strategies were used.
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1. Introduction
The simulation of fluid-structure interaction (FSI) and other coupled problems
has gained in importance over the last decade. Nowadays, FSIsimulations are
used to avoid flutter of airplanes [1] and turbomachinery [2] and to study wave-
energy converters [3]. Parachute dynamics is another interesting field as large
deformations appear [4]. The design and analysis of artificial heart valves [5, 6],
the prediction of the rupture of aneurysms or of the outcome of surgery [7, 8, 9, 10]
also rely extensively on FSI simulations in patient-specific geometries.
An FSI problem can be solved in a monolithic or partitioned way. In the
monolithic approach, the flow equations and structural equations are solved si-
multaneously such that their mutual influence can be taken into account directly
which is favorable for the stability of the calculation. On the other hand, the
partitioned approach is to solve the flow equations and the structural equations
separately which means that the flow does not change while thesolution of the
structural equations is calculated and vice versa. The partitioned approach thus
requires a coupling algorithm to allow for the interaction and to determine the so-
lution of the coupled problem but software modularity is preserved and different,
possibly more efficient solution techniques can be used for the flow equations and
structural equations.
Newton methods can be used to solve the flow equations and structural equa-
tions in the entire fluid and solid domain with Newton-Raphsoniterations. These
methods have been applied in monolithic codes [11, 12, 13, 14, 15] but also in par-
titioned implementations with a matrix-free solver and finite-difference approxi-
mations in the calculation of the matrix-vector product [16, 17].
The FSI problem can be reformulated as a problem — generally nonlinear —
in the discrete position of the fluid-structure interface only, with all other vari-
ables internal to the residual operator of this problem. Interface-Newton methods
solve these nonlinear equations with Newton-Raphson iterations while the flow
equations and the structural equations can be solved with any method inside the
residual operator. Gerbeau et al. [18, 19] utilize an approximation of the Jacobian
from a linear reduced-physics model whereas Van Brummelen etal. [20, 21, 22]
employ a matrix-free Krylov solver for the linear system within each Newton-
Raphson iteration combined with an approximation of the Jacobi n-vector prod-
uct based on a linear combination of the previous residual vectors.
Gauss-Seidel iterations between the flow solver and structural solver can also
be used to solve this equation for the interface position in apartitioned way, but
these iterations converge slowly or diverge if the interaction between the fluid and
2
the structure is strong due to a high fluid/structure densityratio or an incompress-
ible fluid [23, 24]. The convergence can however be accelerated by Aitken’s∆2
method [25]. If the interaction between the fluid and the structure is weak, e.g. in
aeroelastic simulations, only one coupling iteration is required within each time
step [1, 26, 27, 28] but these so-called staggered or loosely-coupled methodsd
not enforce the equilibrium conditions on the fluid-structure interface within each
time step.
The FSI problem can also be written as a nonlinear problem in both the dis-
crete interface position and the stress on the interface, with again all other vari-
ables internal to the residual operator of the problem. Thissystem of equations
has been solved with an interface-block-quasi-Newton technique with two least-
squares reduced-order models (IBQN-LS) [29, 30]. The reduced-order models
and approximate Jacobians of the “black-box” flow solver andthe “black-box”
structural solver are constructed with the information on the fluid-structure inter-
face during all the previous iterations in the time step or even information from
previous time steps.
In this work, the technique to create an approximate Jacobian of black-box
solver from ref. [29] is employed to develop a new partitioned interface-quasi-
Newton technique. The particularity of the new technique isthat an approximation
for theinverseof the Jacobian that appears in the Newton linearization is obtained
such that no linear system with the Jacobian has to be solved in very Newton-
Raphson iteration and hence it is named IQN-ILS (interface-quasi-Newton with
inverse Jacobian from a least-squares model). This new technique couples a black-
box flow solver and black-box structural solver and can be imple ented easily
in an FSI framework that currently uses Gauss-Seidel iteratons with or without
underrelaxation.
New partitioned solution techniques are usually compared with other parti-
tioned techniques at their introduction but the differencei t rms of the duration of
the simulation compared to monolithic techniques remains unclear. Therefore, the
performance of the new partitioned IQN-ILS method is compared with a mono-
lithic Newton method for several FSI problems with an incompressible fluid. To
analyze the difference in performance between both solution techniques without
other causes for differences, ADINA (Adina R&D Inc., Watertown, MA, USA)
has been used as this program is capable of both monolithic Newton-Raphson it-
erations and partitioned iterations between the flow and structu al solvers. Only a
small modification of the partitioned technique in ADINA wasnecessary to enable
the new IQN-ILS algorithm. Consequently, both the mathematical model and the
solver for the resulting equations are identical and also the convergence of the FSI
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problem is controlled by ADINA such that both techniques solve the problem to
the same accuracy.
Previous comparisons between the monolithic solution of anFSI problem and
the partitioned solution with black-box solvers seem to have been limited to 1D
problems [31]. In this paper, 2D and 3D cases with incompressible fluids from
several authors [32, 33, 34] are simulated. The limitations of the partitioned tech-
nique are demonstrated and the influence of problem size, large displacements and
fluid/solid density ratio on the difference in performance ar nalyzed.
The remainder of this paper is organized as follows. In section 2, the equilib-
rium conditions and the governing equations of the FSI problem are introduced.
The new partitioned algorithm and the monolithic algorithmof ADINA are ex-
plained in section3 and their performance is subsequently compared for five cases
in section4. Finally, the conclusions are given in section5.
2. Governing equations
In this section, the equilibrium conditions on the interface and the governing
equations for the fluid flow and the structure are outlined briefly. The fluid domain
and structural domain are indicated asΩf andΩs, respectively, and their bound-
aries asΓf andΓs. The fluid-structure interfaceΓi = Γf ∩ Γs is the common
boundary of these domains. Fluid and solid are indicated with subscriptsf ands
and values on the fluid-structure interface are underlined [35, 36].
2.1. Equilibrium conditions
The equilibrium conditions on the fluid-structure interface are the kinematic
condition
df = ds (1)
and the dynamic condition
nf · τ f = −ns · τ s (2)
with d the displacement,τ the stress tensor andn the unit normal vector that
points outwards from the domainΩ. The Dirichlet-Neumann formulation of the
FSI problem is employed which means that the flow equations are solved for a
given velocity of the fluid-structure interface whereas a stress is imposed on the
fluid-structure boundary of the solid domain.
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2.2. Flow equations
The unsteady flow of an incompressible, isothermal fluid is governed by the
conservation of mass and the Navier-Stokes equations, given by




+ ρf∇ · (vfvf ) −∇ · τ f = f f (3b)
for x ∈ Ωf . The flow velocity is denoted byvf , ρf is the fluid density,t the time
andf f the body forces per unit of volume on the fluid. For a Newtonianfluid, the
stress tensor is defined asτ f = −pI + 2µγ with γ = 12(∇vf + (∇vf )
T) the rate
of strain tensor andµ the fluid viscosity. In the Dirichlet-Neumann formulation,
the kinematic condition (1) on a no-slip interface results in
vf = ḋs (4)
for x ∈ Γi. Due to the time discretization, this velocity boundary condition be-
comes an imposed displacement on the fluid-structure interfac . Appropriate con-
ditions have to be imposed on the remainder of the boundaryΓf\Γi.
In FSI calculations, the flow equations have to be solved on a moving mesh
due to the deformation of the structure and therefore they ardiscretized in the
arbitrary Lagrangian-Eulerian formulation. For the discrete equations in a control
volume to be conservative in time, the volume swept by the control volume’s
boundaries must be calculated in such a way that it is consistent with the time
discretization of the change of its volume. Therefore, every discretization has its
own requirement with respect to a consistent calculation ofthe time-dependent
geometric quantities [14] which is also referred to as the geometric conservation
law [37].
2.3. Structural equations





−∇ · τ s = f s (5)
for x ∈ Ωs with ρs the structural density andf s the body force per unit volume on
the structure. The relation between the stress tensorτ s and the strains is given by
the constitutive equation of the material. Again using the Dirichlet-Neumann for-
mulation, the stress is imposed by equation (2) for x ∈ Γi and suitable boundary
conditions have to be applied onΓs\Γi.
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2.4. Algebraic equations
The discretization of the mathematical model in space with finite elements
and in time with the time integration algorithm of ref. [38] for both the structural
and the fluid flow response, which makes the integration ’consistent’, results in a
system of algebraic equations. The solution vectors corresponding to the nodes of
the fluid and solid domain are defined asXf andXs and the interface values are
consequently given byds = ds(Xs) andτ f = τ f (Xf ). The algebraic equations














the solution vector of the coupled problem andFf andFs the discrete equations
in Ωf andΩs, respectively. When the flow problem and the structural problem are
not discretized in the same way on the fluid-structure interface, the ’consistent’
transfer of variables between both discretizations is requi d [14, 33].
3. Solution techniques
In this section we describe the partitioned and monolithic solution algorithms.
3.1. Partitioned interface-quasi-Newton method
As stated in the introduction, interface-Newton techniques reformulate the FSI
problem (6a) as an equation in the discrete position of the fluid-structure interface
only
R(ds) = 0 (7)
with R the residual operator. The number of degrees-of-freedom inthe position
of the interfaceds is denoted asp. If solving the flow equationsFf (Xf ,ds) = 0
for Xf with givends is represented by the functionτ f = F f (ds) and similarly
solving the structural equationsFs(Xs, τ f ) = 0 for Xs with givenτ f is denoted
by ds = F s(τ f ), then the residual of the FSI problem is defined as
R(ds) = F s ◦ F f (ds) − ds. (8)
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with Rk ≡ R(dks) ∈ R
p×1, a linear system (9a) has to be solved in every Newton-
Raphson iteration. The Jacobian matrix∂Rk/∂ds has to be known explicitly if
a direct solver is used for this linear system or it has to be possible to calculate
the product of the Jacobian matrix with a vector if this linear system is solved
iteratively. However, explicit calculation of the Jacobian of the residual operator
would require knowledge of the Jacobians of the solvers for the flow equations
and structural equations while partitioned algorithms aremost useful if they cou-
ple existing flow solvers and structural solvers without access to their Jacobian
matrices. The matrix-vector product can be approximated using finite-differences
but this requires an evaluation of the residual operator in every iteration of the
iterative solver.
In ref. [29], a technique to approximate the Jacobian of a function based on a
set of inputs and outputs of that function has been introduce. In the present paper,
it is shown that with a special choice of the inputs and outputs, an approximation
for the inverse of the Jacobian∂Rk/∂ds can be obtained. With this approximated
inverse of the Jacobian, an interface-quasi-Newton technique is constructed which
does not require the solution of the linear system (9a) in every Newton-Raphson
iteration. The complete procedure is given in the Box and is explained in detail
below.
First an extrapolation of the interface position based on the previous time steps
is calculated on line1 where a left superscript identifies the time level. If no left
superscript is used, the current time leveln + 1 is meant. The flow equations and
structural equations are subsequently solved which results in a first residual vector
R
0. Because at least two residual vectors are required to construct an approxi-
mate Jacobian, one iteration with a fixed underrelaxation factorω is performed on
line 3. The underrelaxation has to prevent divergence such thatR(d1s) can still be
calculated.
Once at least two vectorsR andd̃s are known, differences between the pre-
vious values (superscripti) and the last value (superscriptk) can be calculated







for i = 0, . . . , k−1. Each∆Ri corresponds to a∆d̃is and these vectors are stored
as the columns of the matrices
V k =
[














The number of columns in the matricesV k andW k is indicated byq. If q would
exceedp after a very high number of iterations, the number of columnsq in V k
andW k is limited to p by discarding the rightmost columns. The desired value
of the residual is of course a vector with zeros and the difference between this
desired value and the current value∆R = 0 − Rk is subsequently approximated






i = V kαk (12)
with αki elementi of α
k ∈ Rq×1. Becauseq ≤ p, this problem is overdetermined
and it is solved in the least squares sense [39]. To solve the linear least squares
problem, the so-called economy size QR-decomposition ofV k is calculated using
Householder transformations [39]
V k = QkRk (13)
with Qk ∈ Rp×q orthogonal andRk ∈ Rq×q upper triangular. The coefficient




for αk using back substitution. The∆d̃s that corresponds to∆R is then calculated









SinceR(ds) = d̃s(ds) − ds and sinceα
k is a function of∆R, this results in the
relation
∆ds = W
kαk − ∆R (16)
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between∆R and∆ds. The inverse approximate Jacobian is thus not calculated
explicitly but equation (16) is a procedure to calculate the product of the approxi-




−1(−Rk) = W kαk + Rk. (17)
The position of the interface is finally updated on line12.
If a residual vector is identical to another one or a linear combination of other
residual vectors, one of the diagonal elements ofRk will be zero. Consequently,
the equation corresponding with that row ofRk cannot be solved during the back
substitution (14) and the corresponding element ofαk is set to zero.




2: d̃0s = F s ◦ F f (d
0
s) and R
0 = d̃0s − d
0
s




4: k = 1
5: while not convergeddo
6: d̃ks = F s ◦ Ff (d
k
s) and R
k = d̃ks − d
k
s
7: V k = [∆Rk−1 . . . ∆R0] with ∆Ri = Ri − Rk









9: V k = QkRk
10: solve Rkαk = Qk
T
(−Rk) for αk using back substitution
11: ∆ds = W
kαk + Rk
12: dk+1s = d
k
s + ∆ds
13: k = k + 1
14: end while
Box : Algorithm of the Interface-quasi-Newton method
From equation (14), it can be seen that if part of∆R is orthogonal toV k
and thus toQk, the decomposition coefficientsαk will be zero for that part of
∆R. Equation (16) shows that this component of the residual is not modified
such that Gauss-Seidel iterations between the flow solver and the structural solver
are performed for this component of the residual. Only the comp nents of∆R in
the span of the columns ofV k are reduced with Newton-Raphson iterations. In
ref. [24], a stability analysis of Gauss-Seidel iterations betweena flow solver and
a structural solver for the partitioned solution of the flow in a straight flexible tube
is presented and it is shown that particular components of the residual with a low
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wave number are unstable during Gauss-Seidel iterations. Hence, only these com-
ponents have to be reduced with Newton-Raphson iterations while the remainder
of the residual disappears during Gauss-Seidel iterations. Thi analysis forms the
theoretical basis for the presented quasi-Newton method.
Generallyq ≪ p and thus the computational cost of this quasi-Newton method
is limited because it mainly consists of the QR-decomposition of ap×q matrix and
the solution of aq × q triangular system. To reduce the number of quasi-Newton
iterations per time step, the matricesV k andW k as defined in equation (11) can












W k nW k . . . n−r+2W k n−r+1W k
]
. (18b)
The value ofr that results in the fastest convergence is problem dependent but
the optimum is flat such that the performance of the method is robust with respect
to this parameter. The notation IQN-ILS(r) indicates that information fromr time
steps is reused. When information is reused, the underrelaxation on line3 is not
required because at least two residual vectors are already known at that point. The
underrelaxation is then only performed in the first time step.
3.2. Monolithic Newton method
In the monolithic Newton (MN) method, the flow equations and structural








































s , τ f (X
k
f )). (20b)
This straightforward approach ensures that the interaction between the fluid and
the structure is taken into account during the solution process due to the off-
diagonal blocks of the Jacobian matrix in equation (19a).
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3.3. Solvers
In this study, the solution of the flow equations and the structural equations
inside the residual operator (7) of the partitioned approach was performed with a
direct sparse solver and Newton-Raphson iterations but any other solver which is
faster for a specific flow or structural problem could be used.
4. Numerical studies
In this section, the partitioned IQN-ILS method and the MN method are com-
pared in five different FSI cases with incompressible fluids.The average number
of Newton-Raphson iterations per time step (denoted as QN iterations) is only
shown for the IQN-ILS method because the MN method has to solve the flow
equations, the structural equations and their interactionwith the same Newton-
Raphson iterations while the quasi-Newton iterations in theIQN-ILS method only
solve the fluid-structure interaction. The convergence criterion in the Euclidean
norm for the solution of the FSI problem is10−2 for both the interface’s displace-
ment and the force on the interface, unless indicated otherwis . All calculations
have been performed on a dedicated machine with two Intel Xeon X5355 quad-
core processors.
4.1. Wave propagation
The first case is the wave propagation in a straight, three-dimensional elastic
tube [32]. The dimensions, boundary conditions and the coarsest mesh ar shown
in figure 1. The fluid has a density of 1000 kg/m3 and a dynamic viscosity of
0.003 Pa·s and it is modeled by 8-node flow-condition-based interpolation (FCBI)
elements [40]. The linear-elastic solid with density 1200 kg/m3, Young’s modu-
lus 300000 N/m2 and Poisson’s ratio 0.3 is modeled using 9-node shell elements.
Hundred time steps of 0.0001 s are performed and the pressurepuls applied at
the inlet propagates through the tube as shown in figure2.
The goal of this problem is to show the influence of the problemsize on the
difference in performance between the IQN-ILS and MN methodan the limita-
tions of the partitioned technique. The calculation of the wave propagation has
been performed on three meshes with respectively 480, 3840 and 12960 fluid el-
ements and 240, 960 and 2160 shell elements. Table1 lists the average number
of quasi-Newton iterations per time step, the time spent on the flow equationsFf ,
the structural equationsFs and on the IQN algorithm (line7 to 12) in the entire
simulation. The latter is negligible with respect to the time spent on the flow and
structural equations. The table also indicates that the duration of the simulation
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with IQN-ILS is approximately twice the duration of the one with the MN method,
regardless of the problem size. Without reuse of the previous time steps, more than
10 quasi-Newton iterations are required per time step of thepartitioned simulation
but this has been reduced to approximately 3 by the reuse of information from the
8 previous time steps.
Table2 shows that a partitioned simulation becomes more difficult as the tube
length increases which is explained by the stability analysis in refs. [23, 24]. The
number of quasi-Newton iterations in the first time step (n = 1) increases signifi-
cantly with increasing length of the tube. However, the number of quasi-Newton
iterations averaged over all time steps and the ratio of the tim for the IQN-ILS
simulation to the time for the MN simulation increase more slowly until the tube
length reaches 0.20 m due to the reuse from previous time steps. For a tube of
0.40 m, the partitioned simulation failed in the first time stp due to too large
displacements and forces during the quasi-Newton iterations. This indicates the
limitations of a partitioned FSI simulation.
4.2. Mass conservation
Because the deformations in the previous numerical example are small, a sim-
ilar experiment with large deformations is performed. In the mass conservation
test [33], the pressure at the inlet and outlet of the tube is increased in 16 equal
steps and the steady solution is calculated in every step. The dimensions, bound-
ary conditions and the mesh for this test are shown in figure3. The mass flow
rate at the inlet, middle and outlet of the tube in both the monolithic and parti-
tioned simulation is equal to the benchmark results [33]. The fluid with density
1000 kg/m3 and dynamic viscosity 1 Pa·s is also modeled by 8-node FCBI ele-
ments and the Mooney-Rivlin solid with parametersκs = 109 Pa,C1 = 2 · 105 Pa
andC2 = 105 Pa is modeled using 27/4 u/p solid elements [41, 42]. In this case,
the convergence criterion for the solution of the FSI problem is10−3.
Figure4 shows the large deformations at the end of the simulation. According
to table3, the simulation with IQN-ILS takes 33% longer than the simulation with
the MN method but both algorithms are capable of calculatingthe response. No
information from the previous steps is reused by the IQN-ILSmethod because
the boundary conditions of subsequent steps are significantly different such that
information from previous steps is no longer relevant in thecurrent step. Again,
the time spent on line7 to 12of the IQN-LSI algorithm is negligible in comparison
with the time spent on the flow and structural equations.
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4.3. Strong coupling
The strong coupling test [33] is an unsteady test which is difficult due to the
strong interaction between fluid and solid. The dimensions,boundary conditions
and the mesh for this test are shown in figure5. The fluid domain is discretized
with 8-node FCBI elements with density 1 kg/m3 and dynamic viscosity 1 Pa·s.
The Mooney-Rivlin solid with parametersκs = 3.3333 Pa,C1 = 1.6667 Pa and
C2 = 0 Pa does not have inertia and consists of 8/1 u/p solid elements [41, 42].
The simulation with time step 0.02 s continues until the fluiddomain has almost
zero thickness. The coarse mesh is constructed with 10 fluid elements and 1 solid
element and the fine mesh with 100 fluid elements and 4 solid elements. This case
has been analyzed with a convergence criterion of10−4 for the solution of the FSI
problem.
The IQN-ILS method passes the strong coupling test; the displacement and
velocity of the fluid-structure interface are shown in figure6. Table4 indicates
that the partitioned simulation is 1.76 times more expensive than the monolithic
simulation on the coarse mesh and 3.16 times more expensive on th fine mesh al-
though the number of quasi-Newton iterations is approximately 4.6 in both cases.
As opposed to the wave propagation in section4.1, the problem size increases
from the coarse to the fine mesh but the number of degrees of freedom on the
fluid-structure interface remains constant and consequently the number of quasi-
Newton iterations is similar on both meshes.
4.4. Shell in steady-state cross-flow
The shell in steady-state cross-flow is a benchmark with large displacements
[33]. The dimensions and boundary conditions for this test are shown in figure7
and the velocity at the inlet is increased in 10 equal steps. The fluid has a density of
1000 kg/m3 and a dynamic viscosity of 0.1 Pa·s and it is modeled by respectively
13×18×8 and24×36×15 8-node FCBI elements in the coarse and fine meshes.
The linear-elastic solid with Young’s modulus 70·1 9 N/m2 and Poisson’s ratio 0.3
is modeled using6× 12 equal MITC4 shell elements with thickness 1.25·10−3 m.
The partitioned simulation yields the benchmark results obtained with the
monolithic method. Table5 indicates that the IQN-ILS method is faster for this
simulation, on the coarse mesh and even more on the fine mesh. The IQN-ILS al-
gorithm required on average 3.22 iterations per step and reused information from
the previous step to accelerate the convergence.
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4.5. Restrictor in converging channel
The last example is a flexible restrictor flap in a converging channel [34] which
is used to demonstrate the effect of the fluid/solid density ratio on the performance
difference. The dimensions, boundary conditions and mesh for t is simulation are
shown in figure8, as well as the points A and B which are located on the left
hand side of the restrictor. Figure8 represents half of the channel and a symmetry
boundary condition is applied on the top edge. The fluid with dynamic viscos-
ity 0.1 Pa·s is modeled with 4-node FCBI elements. The linear-elastic solid with
density1500 kg/m3, Young’s modulus 2.3·106 N/m2 and Poisson’s ratio 0.45 is
modeled with 9-node solid elements. A total of 250 time stepsof 0.1 s are calcu-
lated. For the reference fluid density of 956 kg/m3, the horizontal velocity in the
entire field is depicted in figure9 and the pressure and horizontal displacement of
the points A and B are shown in figure10.
The fluid density is subsequently varied from 250 kg/m3 to 1750 kg/m3 and
the comparison between the IQN-ILS and MN method is given in table6. As
the fluid density increases, the ratio of the time for the IQN-ILS simulation to the
time for the MN simulation increases from 1.32 to 2.33 and theav rage number
of quasi-Newton iterations per time step increases from 1.51 to 2.80. This effect
of the fluid/solid density ratio is expected and explained bythe stability analysis
of partitioned FSI algorithms in refs. [23, 24]. Information from the two previous
time steps is reused by the IQN-ILS method.
5. Conclusions
A new interface-quasi-Newton (IQN) algorithm for partitioned FSI simula-
tions has been presented. The algorithm can easily be implement d as a replace-
ment for existing algorithms because as in other schemes theflow solver and
structural solver are treated as “black-boxes”. The performance has been com-
pared with monolithic Newton (MN) simulations in five different cases consid-
ering various structural configurations and incompressible fluids. For each case
when convergence was reached, the ratio of the time for the IQN simulation to the
time for the MN simulation was between 1/2 and 4, but of coursethere are cases
for which the partitioned simulations do not converge.
The conclusions of a comparison as given here are difficult togeneralize. First,
while problems of various characteristics have been solved, still, only specific
problems have been considered and in general rather small prob ems in number of
equations. Second, the solutions of the structural equations and the flow equations
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have been obtained using a direct sparse solver with full Newton-Raphson itera-
tions. However, different solver schemes, in particular much more efficient for the
fluid equations when the number of elements becomes very large, e frequently
used, in ADINA and otherwise, see for example [43]. The performance com-
parisons may look different when different problems are solved and other solver
schemes are used.
We should also mention that the data transfer to a separate program, in which
the IQN algorithm has been implemented, has been neglected.This data trans-
fer would not exist if the algorithm were implemented together with the solver
programs, and needs to be optimized otherwise.
However, while there are these shortcomings of the study, the new algorithm
is valuable, and the general observations given in the papercan be used to as-
sess whether a monolithic or partitioned solution of a fluid-structure interaction
problem might be more effective.
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HJ, Scḧafer M, editors, Fluid-Structure Interaction – Modelling,Simulation,
Optimisation, number 53 in Lecture Notes in Computational Science and
Engineering. Springer, Berlin, 2006 146–170. ISBN 3-540-34595-7.
[16] Matthies H, Steindorf J. Partitioned strong coupling al orithms for fluid-
structure interaction. Computers & Structures 2003; 81:805– 12.
[17] Matthies H, Niekamp R, Steindorf J. Algorithms for strong coupling pro-
cedures. Computer Methods in Applied Mechanics and Engineering 2006;
195:2028–2049.
[18] Gerbeau JF, Vidrascu M. A quasi-Newton algorithm basedon a reduced
model for fluid-structure interaction problems in blood flows. ESAIM:
Mathematical Modelling and Numerical Analysis 2003; 37(4):631–648.
[19] Gerbeau JF, Vidrascu M, Frey P. Fluid-structure interaction in blood flows
on geometries based on medical imaging. Computers & Structures 2005;
83(2-3):155–165.
[20] van Brummelen E, Michler C, de Borst R. Interface-
GMRES(R) acceleration of subiteration for fluid-structure-
interaction problems. Report DACS-05-001 2005. Available from:
http://www.em.lr.tudelft.nl/downloads/DACS-05-001.pdf.
[21] Michler C, van Brummelen E, de Borst R. Error-amplification analysis of
subiteration-preconditioned GMRES for fluid-structure interaction. Com-
puter Methods in Applied Mechanics and Engineering 2006; 195:2124–
2148.
17
[22] Michler C, van Brummelen E, de Borst R. An interface Newton-Krylov
solver for fluid-structure interaction. International Journal for Numerical
Methods in Fluids 2005; 47(10-11):1189–1195.
[23] Causin P, Gerbeau JF, Nobile F. Added-mass effect in the design of parti-
tioned algorithms for fluid-structure problems. Computer Methods in Ap-
plied Mechanics and Engineering 2005; 194(42-44):4506–4527.
[24] Degroote J, Bruggeman P, Haelterman R, Vierendeels J. Stability of a cou-
pling technique for partitioned solvers in FSI applications. Computers &
Structures 2008; 86(23–24):2224–2234.
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6. Figures and tables
Figure 1: Wave propagation in the straight elastic tube. Geometry, boundary conditions and coars-
est mesh for the solid (left) and fluid (right) model.
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(a) t = 0.0025 s (b) t = 0.0050 s








Figure 2: Wave propagation in the straight elastic tube. Pressure contours on the fluid-structure
interface.
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Figure 4: Mass conservation test. Maximum principal stretch
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Figure 5: Strong coupling test. Geometry, boundary conditions and coarsest mesh for the solid












































Figure 6: Strong coupling test. Displacement (a) and velocity (b) of the fluid-structure interface.
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Figure 7: Shell in steady-state cross-flow test. Geometry and boundary conditions for the solid
and fluid model.
27
Figure 8: Flexible restrictor in the converging channel. Geom try, boundary conditions and mesh
for the solid (black) and fluid (white) model.
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Y-VELOCITY
(a) t = 5 s
Y-VELOCITY
(b) t = 10 s
Y-VELOCITY


























































Figure 10: Flexible restrictor in the converging channel. Pressure (a) and horizontal displacement
(b) in point A and B.
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Mesh Coarse Medium Fine
IQN-ILS(8):
QN iterations [-] 3.23 3.28 3.35
Time forFf [s] 2121 27399 189692
Time forFs [s] 32 137 370
Time for IQN [s] 1.63 6.44 15.29
MN:
Time forFf [s] 1005 14527 93689
Time forFs [s] 123 559 1258
Ratio time IQN-ILS [-] 1.91 1.83 2.00
to time MN
Table 1: Wave propagation in the straight elastic tube. Averag number of quasi-Newton iterations
per time step, total time spent on the flow equationsFf , the structural equationsFs and on the
IQN algorithm (line7 to 12 in the Box on page9) in the entire simulation and also the ratio of the
time for the IQN-ILS simulation to the time for the MN simulation. The coarse, medium and fine
meshes consist of respectively 480, 3840 and 12960 fluid elements and 240, 960 and 2160 shell
elements.
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Length [m] 0.05 0.10 0.20 0.40
IQN-ILS(8):
QN iterations [-] 3.23 3.68 4.62 -
QN iterations (n = 1) [-] 11 16 23 -
Time forFf [s] 2121 4113 10176 -
Time forFs [s] 32 67 169 -
Time for IQN [s] 1.63 4.39 15.07 -
MN:
Time forFf [s] 1005 1475 3611 6326
Time forFs [s] 123 251 504 1008
Ratio time IQN-ILS [-] 1.91 2.42 2.52 -
to time MN
Table 2: Wave propagation in the straight elastic tube. Averag number of quasi-Newton iterations
per time step, number of quasi-Newton iterations in the firsttime step (n = 1), total time spent
on the flow equationsFf , the structural equationsFs and on the IQN algorithm (line7 to 12) in
the entire simulation and also the ratio of the time for the IQN-ILS simulation to the time for the
MN simulation. The meshes consist of respectively 480, 960,1920 and 3840 fluid elements and
240, 480, 960 and 1920 shell elements. For the longest tube, the partitioned simulation failed in
the first time step.
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IQN-ILS:
QN iterations [-] 8.13
Time forFf [s] 512
Time forFs [s] 355
Time for IQN [s] 2.13
MN:
Time forFf [s] 582
Time forFs [s] 71
Ratio time IQN-ILS [-] 1.33
to time MN
Table 3: Mass conservation test. Average number of quasi-Newton iterations per time step, total
time spent on the flow equationsFf , the structural equationsFs and on the IQN algorithm (line7
to 12) in the entire simulation and also the ratio of the time for the IQN-ILS simulation to the time




QN iterations [-] 4.58 4.65
Time forFf [s] 112 691
Time forFs [s] 1 2
Time for IQN [s] 0.24 0.31
MN:
Time forFf [s] 62 210
Time forFs [s] 2 9
Ratio time IQN-ILS [-] 1.76 3.16
to time MN
Table 4: Strong coupling test. Average number of quasi-Newton iterations per time step, total
time spent on the flow equationsFf , the structural equationsFs and on the IQN algorithm (line7
to 12) in the entire simulation and also the ratio of the time for the IQN-ILS simulation to the time
for the MN simulation. The coarse and fine meshes consist of respectively 10 and 100 equal fluid




QN iterations [-] 3.22 3.22
Time forFf [s] 119 2506
Time forFs [s] 12 14
Time for IQN [s] 0.01 0.06
MN:
Time forFf [s] 186 4510
Time forFs [s] 3 3
Ratio time IQN-ILS [-] 0.69 0.56
to time MN
Table 5: Shell in steady-state cross-flow test. Average number of quasi-Newton iterations per
time step, total time spent on the flow equationsFf , the structural equationsFs and on the IQN
algorithm (line7 to 12) in the entire simulation and also the ratio of the time for the IQN-ILS
simulation to the time for the MN simulation. The coarse and fie meshes consist of respectively
13 × 18 × 8 and24 × 36 × 15 fluid elements and6 × 12 solid elements.
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ρf [kg/m3] 250 500 750 956 1300 1500 1750
IQN-ILS(2):
QN iterations [-] 1.51 1.97 2.30 2.48 2.46 2.53 2.80
Time forFf [s] 174 273 355 404 433 460 516
Time forFs [s] 1 4 4 5 6 5 9
Time for IQN [s] 0.16 0.16 0.33 0.39 0.48 0.40 0.71
MN:
Time forFf [s] 125 155 177 186 200 207 213
Time forFs [s] 8 10 11 12 13 12 13
Ratio time IQN-ILS [-] 1.32 1.67 1.91 2.07 2.07 2.13 2.33
to time MN
Table 6: Flexible restrictor flap in a converging channel. Average number of quasi-Newton iter-
ations per time step, total time spent on the flow equationsFf , the structural equationsFs and
on the IQN algorithm (line7 to 12) in the entire simulation and also the ratio of the time for the
IQN-ILS simulation to the time for the MN simulation. The density of the fluid is varied from
250 kg/m3 to 1750 kg/m3, the density of the solid is 1500 kg/m3.
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