A cell-centered Lagrangian method based on local evolution Galerkin scheme for two-dimensional compressible flows  by Sun, Yutao et al.
Computers and Fluids 128 (2016) 65–76
Contents lists available at ScienceDirect
Computers and Fluids
journal homepage: www.elsevier.com/locate/compfluid
A cell-centered Lagrangian method based on local evolution Galerkin
scheme for two-dimensional compressible ﬂows
Yutao Suna, Ming Yua,∗, Zupeng Jiaa, Yu-Xin Renb
a Key Laboratory of Computational Physics, Institute of Applied Physics and Computational Mathematics, Beijing 100094, China
bDepartment of Engineering Mechanics, Tsinghua University, Beijing 100084, China
a r t i c l e i n f o
Article history:
Received 1 May 2015
Revised 19 January 2016
Accepted 22 January 2016
Available online 29 January 2016
Keywords:
Lagrangian method
Cell-centered scheme
Local evolution Galerkin scheme
Finite volume scheme
a b s t r a c t
The paper presents a new cell-centered Lagrangian method for two-dimensional compressible ﬂows. The
main feature of the method is that the velocity and pressure at the cell vertex are computed using the
local Galerkin evolution scheme for solving the linearized ﬂow equations in terms of the bicharacteris-
tic theory, and then the velocity and pressure are used to update the grid coordinates and evaluate the
numerical ﬂux across the cell interface. The local Galerkin evolution operator in terms of the Lagrangian
description is developed, which gives the solutions evolving for an inﬁnite small time interval from the
initial conditions and still maintaining the genuine multidimensional nature of hyperbolic system. Mean-
while, the present method can preserve geometry compatibility. Several numerical results demonstrate
that the method possesses of good property of convergence, symmetry and robustness, and has the ca-
pability to handle the multimaterial ﬂows.
© 2016 Elsevier Ltd. All rights reserved.
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0. Introduction
In multimaterial ﬂow simulation, a Lagrangian method embeds
computational mesh in material and solves for the positions of
rid points at discrete time intervals. Since the mesh is embedded
n material, the motion of the material as well as the multimate-
ial interfaces is inferred from the motion of the mesh. Therefore,
he Lagrangian method can accurately compute the motion of the
aterial interfaces. Its main diﬃculty lies in the determination
f the velocity at the cell vertex, especially in multidimensional
ases. The traditional way to overcome this diﬃculty is to use a
taggered-grid discretization, in which the velocity is deﬁned at
ertex of cell and the other variables, such as density, pressure
nd speciﬁc internal energy, are deﬁned at the center of cell
1]. Besides inconsistency of locations in deﬁning the physical
ariables, the staggered-grid scheme has asynchronous time ad-
ancement between the momentum equation and the mass and
nternal energy equations. In its initial version, this scheme cannot
reserve the conservation of the total energy, and maybe produce
on-physical oscillations induced by the artiﬁcial viscosity in
he vicinity of shock waves. In the past decade, many studies
ave been devoted in solving these problems and in improving Research supported by Natural Science Foundation of China Grant 11272064.
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045-7930/© 2016 Elsevier Ltd. All rights reserved.he conservation, accuracy, monotonicity and robustness of the
taggered-grid Lagrangian methods [2-5]. With these improve-
ents, the staggered-grid Lagrangian scheme gradually becomes
n accurate and robust method.
A highly promising alternative to the staggered-grid scheme is
o use a conservative cell-centered discretization, in which the pri-
ary variables including the density, momentum (velocity) and to-
al energy are deﬁned at the center of a cell. The cell-centered
cheme is constructed by integrating directly the system of conser-
ation laws on each moving cell with ﬁnite volume discretization.
herefore, it preserves the conservation of the momentum and to-
al energy. Besides the consistency of locations in deﬁning physical
ariables, the cell-centered scheme has synchronous time advance-
ent among the ﬂow governing equations. Moreover, under the
ramework of ﬁnite volume discretization, the artiﬁcial viscosity
nd hourglass viscosity are not needed when the Riemann solver
s used. The idea of cell-centered scheme was ﬁrstly introduced by
odunov [6] in one-dimensional gas dynamics and then extended
o multidimensional ﬂows. In multidimensional cases, there are
hree typical approaches to determine the vertex velocity of a cell.
he ﬁrst approach is a pure mathematical arithmetic, such as the
ne proposed by Dukowicz [7], in which an exact or approximate
ne-dimensional Riemann problem in the direction normal to the
ell interface is solved, and then the vertex velocity is computed by
he least squares procedure that minimizes the difference between
he normal velocity predicted by the Riemann solver and the nor-
al projection of the vertex velocity. The main drawbacks of this
66 Y. Sun et al. / Computers and Fluids 128 (2016) 65–76
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Eapproach are the usual production of an artiﬁcial mesh motion and
an inconsistent numerical ﬂux across the cell interface with the
mesh motion. The second approach is a dimensional-splitting or
“grid-aligned” solver, such as the one developed by Cheng and Shu
[8], in which the left and right states of velocity across the cell in-
terface are split into normal and tangential component along the
cell interface, and then the tangential velocity of the vertex along
the cell interface is computed by the arithmetic average, and the
normal velocity is computed by a one-dimensional Riemann solver.
The main drawbacks of this approach are that the multidimen-
sional effect of ﬂow is not taken into account and the numerical
ﬂux still is not consistent with mesh motion. The third approach
is a nodal acoustic Riemann solver, such as the ones suggested by
Després and Mazeran [9] and Maire [10–16], in which the vertex
velocity is computed in a coherent manner in terms of the numer-
ical ﬂuxes across the cell interface. On basis of theoretically anal-
ysis of the Lagrangian gas dynamics equations written in the fully
Lagrangian form, Després and Mazeran derived a conservative and
entropy consistent two-dimensional Lagrangian scheme of the ﬁ-
nite volume type. However, even in the case of one-dimensional
ﬂows solved by two-dimensional meshes, this scheme computed
a vertex velocity depending on the cell aspect ratio. Maire stud-
ied this issue and developed an improved scheme that retains the
good features of Després and Mazeran scheme but resolves the as-
pect ratio problem. In the scheme of Maire, the vertex velocity and
numerical ﬂux across the cell interface are not computed indepen-
dently as usual but in a consistent manner with an original solver
located at the node. The main feature of this scheme is the intro-
duction of four pressures on every interface, two for every vertex
on every side of the interface, and the four pressures are utilized
to compute the velocity and pressure at the vertex by means of a
linear system derived from the local momentum and total energy
conservation and the local entropy inequality. The numerical re-
sults show that, in the case of a one-dimensional ﬂow solved on
two-dimensional meshes, or for ﬂows in a cylindrical geometry,
this scheme recovers the classical Godunov approximate Riemann
solver. Subsequently, Maire extends his scheme to higher order ac-
curacy and unstructured grids cases. Maire’s scheme has an im-
pressive simulating capability, but still has some very prominent
drawbacks. The introduction of four pressures on every interface
leads to a nonequilibrium of numerical ﬂuxes on two sides of a
cell interface, and the suﬃcient conditions satisﬁed by each vertex
for the local momentum and total energy conservation and the lo-
cal entropy inequality are excessively strict, moreover, the approx-
imate acoustic solver and a corresponding weighted least squares
procedure do not accommodate extensive ﬂow physics.
Apparently, it is highly preferable to construct the Riemann
solver at the cell vertex directly from the characteristic prop-
erty of multidimensional compressible ﬂow equations. To design
this “genuinely multidimensional” upwind technique, the evolution
Galerkin scheme [17] may be adopted, in which the exact inte-
gral equations for the linear or linearized hyperbolic system were
derived from the general theory of bicharacteristics in terms of
the primitive physical variables. These integral equations can be
solved approximately to obtain the solution at the cell vertex and
to evaluate the numerical ﬂuxes across the cell interface. This ver-
tex solver from the bicharacteristic theory essentially is a multidi-
mensional Riemann solver or a generalization of the original idea
of Godunov to multidimensional hyperbolic conservation laws. The
idea has been studied extensively from theoretical as well as nu-
merical point of view and applied to various scientiﬁc and engi-
neering problems involving the compressible ﬂow equations in the
Eulerian formulation [18–24]. Traditionally, the evolution Galerkin
operator gives the evolution of the approximate solution within a
certain time interval. In order to simplify the solution procedure
and apply it in the eﬃcient semi-discrete ﬁnite volume scheme,he local evolution Galerkin operator has been proposed by Sun
nd Ren [23], in which the solutions that are evolved for an in-
nitely small time interval are derived and are used as an mul-
idimensional Riemann solver of the semi-discrete ﬁnite volume
cheme. The semi-discrete ﬁnite volume scheme decouples the
emporal discretization and the spatial discretization while main-
aining the genuine multidimensional nature of the original evolu-
ion Galerkin scheme.
In the present paper, the local evolution Galerkin scheme is
xtended to the two-dimensional compressible ﬂows in the La-
rangian formulation. This new cell-centered Lagrangian method
s proposed under the ﬁnite volume framework, in which the ve-
ocity and pressure on the vertex of a cell are computed on the
asis of the local Galerkin evolution operator for solving the lin-
arized compressible ﬂow equations in terms of the primitive vari-
bles, and then the velocity and pressure are used to update the
rid coordinates and evaluate the numerical ﬂux across the cell in-
erface.
The main difference between the new method in this paper and
he method in [10] is on the construction of the nodal solver. In
10], the nodal solver is derived from the global conservation of
omentum and a local entropy inequality, which is equivalent to a
eighted least squares procedure. In this paper, the nodal solver is
onstructed using the local Galerkin evolution scheme for solving
he linearized ﬂow equations in terms of the bicharacteristic the-
ry, which is essentially a multidimensional Riemann solver taking
multidimension effect” into account in a nature way. Furthermore,
n the method of [10], four pressures are deﬁned on each edge, two
or each node on each side of the edge, where a “grid-aligned” Rie-
ann solver (acoustic approximate solver) is adopted and the nu-
erical ﬂux across interface is nonequilibrium. While in the nodal
olver of this paper, the pressure is deﬁned on each node, so a
eally nodal solver is applied and the numerical ﬂux across inter-
ace can be equilibrium. Compared to the method in [10], the new
ethod in this paper has smaller absolute error and numerical dis-
ipation.
The paper is organized as follows. In Section 2, we give the
ell-centered ﬁnite volume method for compressible ﬂows equa-
ions in the Lagrangian formulation. In Section 3, the vertex solver
o compute velocity and pressure at vertex of cell by local evo-
ution Galerkin operator is derived. In Section 4 the global de-
cription of the present algorithm is shown. In Section 5 several
umerical tests are shown to demonstrate the convergence, sym-
etry, accuracy and robustness of this new scheme, and to vali-
ate its capability to unstructured grids and multi material ﬂows.
ome main conclusions are presented in Section 6.
. Numerical methods
.1. Governing equations of compressible ﬂow
The governing equations of compressible ﬂow in Lagrangian for-
ulation are follows:
d
dt
∫
(t)
d =
∫
∂ (t)
u · dl (1.1)
d
dt
∫
(t)
ρ d = 0 (1.2)
d
dt
∫
(t)
ρ ud = −
∫
∂ (t)
pdl (1.3)
d
dt
∫
(t)
ρ E d = −
∫
∂ (t)
pu · dl (1.4)
here ρ is density, u and v are component velocity, p is pressure,
is speciﬁc total energy, E = e + (u2 + v2)/2, e is speciﬁc internal
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Nnergy, and (t) is a control volume with the boundary ∂(t), dl
s the differential length of the surface for the control volume.
Eqs. (1.1)–(1.4) are the integral forms of the conservation laws
bout the geometry, mass, momentum and total energy respec-
ively. In particular, the geometry conservation law is important for
agrangian ﬁnite volume method, because it ensures the compati-
ility between the grid motion and the area variation for a control
olume.
For a given control volume c with the mass mc =
∫
c
ρd and
he area Ac =
∫
c
d, a deﬁnition about the average value of any
hysical variable f is f¯c = 1mc
∫
c
ρ f d. Thus, for two-dimensional
ow, Eq. (1.2) becomes an algebraic equation ρ¯cAc = mc = const ,
nd Eqs. (1.1), (1.3) and (1.4) can be written as
dU¯ c
dt
= − 1
mc
∫
∂c
H · ndl (2)
here U¯ c = (−τc,uc, vc, Ec)T , τc = Ac/mc, n is the outward unit
ector normal to the boundary of the control volume, H =
(u, p,0, pu)T i + (v,0, p, pv)T j is the tensor of ﬂuxes.
On Lagrangian coordinates, the control volume moves with the
ame velocity as the ﬂuid particle, and the trajectory equations of
ny ﬂuid particle is:
dx
dt
= u, dy
dt
= v (3)
.2. The ﬁnite volume scheme
For any non-overlapping polygon cell with N(c) interfaces
enoted by Ik (k=1,2,… N(c)), the semi-discrete ﬁnite volume
iscretization of Eq. (2) can be written as:
dU¯ c
dt
= − 1
mc
N(c)∑
k=1
∫
Ik
Hk · nkdl (4)
The method of line is used to solve Eq. (4), where Eq. (4) is
reated as a system of ordinary differential equations with respect
o the time. The system of ordinary differential equations is solved
n the present paper using the following second-order Runge–Kutta
cheme,
U¯
∗
c = U¯
n
c −
t
mc
N(c)∑
k=1
∫
Ik
Hk
(
E I,0RcU¯
n
c
)
· nkdl
¯ n+1
c =
1
2
U¯
n
c +
1
2
[
U¯
∗
c −
t
mc
N(c)∑
k=1
∫
Ik
Hk
(
EI,0RcU¯
∗
c
)
· nkdl
]
(5)
here Rc is the reconstruction operator which transforms the cell
verages of the conservative variables to their spatial distributions,
nd EI,0 is an approximate Galerkin evolution operator to compute
he solution at time t+n = tn + 0 on cell interface Ik. Using the same
otation as [23], t+n = tn + 0 denotes the inﬁnitely small time inter-
al with respect tn.
Eq. (5) indicates that, for the semi-discrete procedure, the inter-
acial dependent variables need only to be evolved for an inﬁnitely
mall time interval to compute the numerical ﬂuxes. So the semi-
iscrete procedure greatly simpliﬁes the evaluation of numerical
uxes and straightforward applies the numerical scheme on gen-
ral shaped control volumes.
To complete the ﬁnite volume scheme, we must choose the
peciﬁc forms of the reconstruction operator, the approximate
alerkin evolution operator and the numerical integration opera-
or to approximate the interface ﬂux
∫
Ik
H · ndl. The rest part of this
ection will give the procedures for the reconstruction and the nu-
erical integration, while the approximate Galerkin evolution op-
rator will be discussed in Section 3..3. The reconstructions
In framework of ﬁnite volume method, it is necessary to recon-
truct a piecewise polynomial function, q(X), from the cell average
ata q¯c. Usually, the reconstruction is carried out in terms of the
rimitive physical variables q = (ρ,u, v, p)T , where X is the coordi-
ate vector .
The simplest reconstruction is the piecewise constant interpo-
ation procedure where q(X ) = q¯c, and it leads to a spatially ﬁrst-
rder scheme.
To obtain a spatially second-order scheme, a piecewise linear
econstruction is suﬃcient, in which the linear interpolation is
sed
(X ) = q¯c + (∇q¯c) · (X − Xc) (6)
here ∇q¯cis the average gradient in cell c, Xc is the cell centroid so
hat the reconstruction is conservative. The gradient ∇q¯c is com-
uted by using a least squares procedure as follows. Denote by C(c)
he set of the neighboring cells of the cell c. Let ∇q¯c be the solu-
ion of the following minimization problem:
q¯c = argmin
∑
d∈C(c)
[q¯d − q¯c − ∇q¯c · (Xd − Xc)]2. (7)
It is easy to obtain
q¯c = M−1c
∑
d∈C(c)
(q¯d − q¯c) (Xd − Xc) (8)
here Mc is the 2 × 2 matrix given by
c =
∑
d∈C(c)
(Xd − Xc) ⊗ (Xd − Xc) (9)
The reconstruction procedure is valid not only for the struc-
ured grids, but also for the unstructured grids.
To preserve monotonicity, a multi-dimensional extension [25] of
he van Leer’s classical method is used. Let
˜
max
c = max
d∈C(c)
q¯d, q˜
min
c = min
d∈C(c)
q¯d
q¯maxc = max
X∈c
{ q¯c + ∇q¯c · (X − Xc)},
q¯minc = min
X∈c
{ q¯c + ∇q¯c · (X − Xc)} (10)
Notice that the maximum q¯maxc or the minimum q¯
min
c is
chieved at some vertex of cell c because of the linear interpo-
ation. Then let
βmin = max
{
0 ,
q˜
min
c − q¯c
q¯minc − q¯c
}
max = max
{
0 ,
q˜
max
c − q¯c
q¯maxc − q¯c
}
c = min {1 , βmin , βmax} (11)
The limited gradient is c∇q¯c.
.4. The numerical integration to the interface ﬂux
In order to give the relation between variables at interface and
ariables at vertex and ensure the equivalent discretization be-
ween the numerical ﬂux across interface and the numerical ﬂux
t vertex at the same time, the numerical integration to the inter-
ace ﬂux in Eq. (5) may adopt the following midpoint rule [10]:
(c)∑
k=1
∫
Ik
Hk
(
E I,0RcU¯ c
)
· nkdl =
1
2
N(c)∑
r=1
[
Hr
(
E0RcU¯ c
)
+ Hr+1
(
E0RcU¯ c
)]
·nr,r+1Lr,r+1 (12)
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operator to compute the solution at the cell vertex at time t+n =
n + 0, and r is the numbering of the vertices counterclockwise
with periodic way, such as the (N(c)+1)th vertex is the same as
the ﬁrst vertex, Lr,r+1 denotes the length of an interface [Mr,Mr+1]
about the neighboring vertices Mr and Mr+1 and nr,r+1 denotes the
outward unit vector normal to the interface [Mr,Mr+1].
3. Vertex solver E0 by the local evolution Galerkin operator
It is worthy indicating that, from Eqs. (1) and (3), the motion
of a vertex and the ﬂuxes of an interface are only correlative with
these three physical variables: u, v and p, so it is enough to give
the solutions of these three variables: u, v and p for the local evo-
lution Galerkin operator. The central idea of the local evolution
Galerkin operator is to compute the theoretical solutions along ev-
ery bicharacteristic direction for a small time interval from the ini-
tial conditions about the hyperbolic equations, and then the theo-
retical solutions are made some approximate operations and limit
operations to obtain the local approximate operator.
3.1. The approximate evolution Galerkin solutions
In order to derive the theoretical evolution Galerkin solutions
about the nonlinear hyperbolic system, a suitable local lineariza-
tion is usually utilized with regard to the primitive variables, so
that the bicharacteristics are reduced to straight lines. For the pur-
pose, it is convenient to start with the following ﬂow equations:
dq
dt
+ A1(q)∂q
∂x
+ A2(q)∂q
∂y
= 0
where q = [
ρ
u
v
p
], A1(q) = [
0 ρ 0 0
0 0 0 1/ρ
0 0 0 0
0 ρc2 0 0
], A2(q) =
[
0 0 ρ 0
0 0 0 0
0 0 0 1/ρ
0 0 ρc2 0
], and c is the velocity of sound.
The ﬂow equations are linearized by freezing the Jacobian ma-
trices about a reference state q˜ = (ρ˜, u˜, v˜, p˜)at some point P˜ =
(x˜, y˜, t˜). The linearized system with frozen constant Jacobian ma-
trices can be written as:
dq
dt
+ A1(q˜)∂q
∂x
+ A2(q˜)∂q
∂y
= 0 (13)
The choice of the frozen state, in particular, the frozen velocity
of sound, has important effect on the dissipative mechanism of the
scheme. In Section 4, the choice of the frozen velocity of sound will
be specially discussed.
Considering any unit vector denoted by n(θ ) = (nx,ny)T =
(cos θ, sin θ )T , θ ∈ [0, 2π ], there is a matrix pencil A(q˜, θ )=
nxA1(q˜, θ ) + nyA2(q˜, θ ), which has four real eigenvalues: λ1 = c˜,
λ2,3 = 0, λ4 = −c˜, and four corresponding linearly-independent
right eigenvectors r1 = (−ρ˜/c˜, cos θ, sin θ,−ρ˜ c˜)T , r2 = (1,0,0,0)T ,
r3 = (0, sin θ, cos θ,0)T , r4 = (ρ˜/c˜, cos θ, sin θ, ρ˜ c˜)T . The four right
eigenvectors may construct a matrix R, and the characteristic vari-
ables can be deﬁne as w = R−1q.
It is worthy pointing out that the above matrix pencil has two
zero eigenvalues, which is an inherent character for the Lagrangian
system of two-dimensional compressible ﬂows.
Multiplying system (13) by R−1 from the left, an eigen-system
can be obtained
dw
dt
+ B1(q˜)∂w
∂x
+ B2(q˜)∂w
∂y
= 0 (14)
where Bk(q˜, θ ) = (bki, j (q˜, θ ))i, j=1,··· ,4 = R−1AkR.Thus, Eq. (14) can be transformed into the following quasi-
iagonalized system:
dw
dt
+1 ∂w
∂x
+2 ∂w
∂y
= s (15)
here
=
⎡
⎢⎣
w1
w2
w3
w4
⎤
⎥⎦ =
⎡
⎢⎣
1
2
(− pρ˜ c˜ + u cos θ + v sin θ )
ρ − p
c˜2
u sin θ − v cos θ
1
2
( pρ˜ c˜ + u cos θ + v sin θ )
⎤
⎥⎦,
s =
⎡
⎢⎣
s1
s2
s3
s4
⎤
⎥⎦ =
⎡
⎢⎢⎣
1
2
c˜(sin θ ∂w3
∂x
− cos θ ∂w3
∂y
)
0
c˜ sin θ ( ∂w1
∂x
− ∂w4
∂x
) − c˜ cos θ ( ∂w1
∂y
− ∂w4
∂y
)
1
2
c˜(− sin θ ∂w3
∂x
+ cos θ ∂w3
∂y
)
⎤
⎥⎥⎦,
1 = diag(λ1,1, λ1,2, λ1,3, λ1,4) =
⎡
⎢⎣
−c˜ cos θ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 c˜ cos θ
⎤
⎥⎦,
2 = diag(λ2,1, λ2,2, λ2,3, λ2,4) =
⎡
⎢⎣
−c˜ sin θ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 c˜ sin θ
⎤
⎥⎦.
Eq. (15) shows that each characteristic variable wl(l=1,2,3,4) is
volved along the corresponding bicharacteristic curve:
dz
dt
)
l
=
(
λ1,l(θ ), λ2,l(θ )
)T
, l = 1,2,3,4,
here z = (x, y)T , according to the relation
Dwl
Dt
= dwl
dt
+ λ1,l(θ )
∂wl
∂x
+ λ2,l(θ )
∂wl
∂y
= sl,
Therefore, given the initial condition at time t˜ , the solution of
l at P = (x, y, t˜ + τ ) is:
l(x, y, t˜ + τ, θ ) = wl[x − λ1,l(θ )τ, y − λ2,l(θ )τ, t˜] + sˆl(θ )
(16)
here sˆl(θ ) =
∫ t˜+τ
t˜
sl[x − λ1,l(θ )(t˜ + τ − ξ ), y − λ2,l(θ )(t˜ + τ −
), ξ ]dξ .
For any given angle θ , the four bicharacteristic curves from
(x, y, t˜ + τ ) denoted by Cl(θ ) are depicted in Fig. 1. The C1(θ ) or
4(θ ), for θ from 0 to 2π , generates the forementioned bicharac-
eristic cone or Mach cone, and the C2(θ ) or C3(θ ) is perpendicular
o the bottom of the cone, in which apparently the bicharacteris-
ic cone is a regular cone due to two zero eigenvalues. The inter-
ection point between Cl(θ ) and the initial plane with P˜(x˜, y˜, t˜) is
enoted by Ql(θ ). For θ ∈ [0, 2π ], the Q1(θ ) and Q4(θ ) locate in
he circle with the center point P˜(x˜, y˜, t˜) and the radius c˜τ , and
4(θ ) = Q1(θ + π), moreover, the Q2(θ ) and Q3(θ ) locate in the
nitial point P˜(x˜, y˜, t˜), and Q2(θ ) = Q3(θ ). So, the expressions may
old: Q1,4(θ ) = (x ± c˜τ cos θ, y ± c˜τ sin θ, t˜), Q2,3(θ ) = (x, y, t˜).
Using those notations, Eq. (16) can be also written as
l(P, θ ) = wl[Ql(θ )] + sˆl(θ ),
r in vector form as
(P, θ ) =
⎛
⎜⎝
w1(Q1(θ ))
w2(Q2(θ ))
w3(Q3(θ ))
w4(Q4(θ ))
⎞
⎟⎠+
⎛
⎜⎝
sˆ1(θ )
sˆ2(θ )
sˆ3(θ )
sˆ4(θ )
⎞
⎟⎠. (17)
Multiplying Eq. (17) with the right eigenmatrix R from the left
nd then integrating with respect to θ from 0 to2π , it leads to:
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Fig. 1. Bicharacteristic curves and bicharacteristic cone for Lagrangian ﬂow equa-
tions.
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P(P) = 1
2π
∫ 2π
0
[
4∑
l=1
rl
(
wl(Ql(θ )) + sˆl(θ )
)]
dθ.
The symmetries in characteristic variables and the source terms
re used to obtain the detailed expressions of the solutions in
erms of the primitive variables:
(P) = 1
2
u(P˜) + 1
2π
∫ 2π
0
[
− p(Q1)
ρ˜ c˜
cos θ + u(Q1)cos2θ + v(Q1) sin θ cos θ
]
dθ
+ 1
2π
∫ 2π
0
∫ t˜+τ
t˜
S[z + c˜(t˜ + τ − ξ )n(θ ), ξ , θ ] cos θdξdθ
− 1
2ρ˜
∫ t˜+τ
t˜
∂ p(z, ξ )
∂x
dξ (18)
(P) = 1
2
v(P˜) + 1
2π
∫ 2π
0
[
− p(Q1)
ρ˜ c˜
sin θ + u(Q1) cos θ sin θ + v(Q1)sin2θ
]
dθ
+ 1
2π
∫ 2π
0
∫ t˜+τ
t˜
S[z + c˜(t˜ + τ − ξ )n(θ ), ξ , θ ] sin θdξdθ
− 1
2ρ˜
∫ t˜+τ
t˜
∂ p(z, ξ )
∂y
dξ (19)
p(P) = 1
2π
∫ 2π
0
[p(Q1) − ρ˜ c˜u(Q1) cos θ − ρ˜ c˜v(Q1) sin θ ]dθ
− 1
2π
ρ˜ c˜
∫ 2π
0
∫ t˜+τ
t˜
S[z + c˜(t˜ + τ − ξ )n(θ ), ξ , θ ]dξdθ (20)
here S(z, t, θ ) = c˜[ ∂u(z,t,θ )
∂x
sin2θ + ∂v(z,t,θ )
∂y
cos2θ ] − c˜2 [ ∂u(z,t,θ )∂y + ∂v(z,t,θ )∂x ]
in 2θ , and z + c˜(t˜ + τ − ξ )n(θ ) = [x + c˜(t˜ + τ − ξ ) cos θ, y + c˜(t˜ + τ −
) sin θ ].
For discretized grids, we assume that there are M control vol-
mes with a common vertexz = (x, y)T , and θ ka and θ kb respec-
ively are the starting and ending angles of the kth (k ≤ M) grid
bout the common vertex, thus Eqs. (18)–(20) can be rewritten
nto:
(P) = 1
2
u(P˜) + 1
2π
M∑
k=1
×
∫ θkb
θka
[
− p(Q1)
ρ˜ c˜
cos θ + u(Q1)cos2θ + v(Q1) sin θ cos θ
]
dθ
+ 1
2π
M∑
k=1
∫ θkb
θka
∫ t˜+τ
t˜
S[z + c˜(t˜ + τ − ξ )n(θ ), ξ , θ ] cos θ dξ dθ
− 1
2ρ˜
∫ t˜+τ
t˜
∂ p(z, ξ )
∂x
dξ (21)1(P) = 1
2
v(P˜) + 1
2π
M∑
k=1
×
∫ θkb
θka
[
− p(Q1)
ρ˜ c˜
sin θ + u(Q1) cos θ sin θ + v(Q1)sin2θ
]
dθ
+ 1
2π
M∑
k=1
∫ θkb
θka
∫ t˜+τ
t˜
S[z + c˜(t˜ + τ − ξ )n(θ ), ξ , θ ] sin θ dξ dθ
− 1
2ρ˜
∫ t˜+τ
t˜
∂ p(z, ξ )
∂y
dξ (22)
p(P) = 1
2π
M∑
k=1
∫ θkb
θka
[p(Q1) − ρ˜ c˜u(Q1) cos θ − ρ˜ c˜v(Q1) sin θ ] dθ
− 1
2π
ρ˜ c˜
M∑
k=1
∫ θkb
θka
∫ t˜+τ
t˜
S[z + c˜(t˜ + τ − ξ )n(θ ), ξ , θ ] dξ dθ (23)
.2. The local evolution Galerkin operator
Eqs. (21)–(23) is the exact evolution Galerkin solutions for the
inearized Lagrangian ﬂow equations. For simplifying the computa-
ion of the integrals in Eqs. (21)–(23) including pressure gradient
erm and source term, some approximate operations are required
ith the similar procedure [23]. Then, the local Galerkin evolution
perator E0 about Eqs. (21)–(23) at time t
+
n = tn + 0 is obtained to
ake the limit operations withτ → 0. From Fig. 1, the effect of
→ 0 is to make P → P˜ and Q → P˜ and the length of the arc
ith two end points Q(θ ib) and Q(θ ie) tend to zero. Thus, we have
(Q(θ )) → qi, forθ ib ≤ θ ≤ θ ie, where qi is the vector of the prim-
tive variables at P˜ evaluated in terms of the reconstruction in the
ontrol volume containing the arc with two end points Q(θ ib) and
(θ ie).
After approximate and limit operations, the analytical expres-
ions of the vertex solver E0 by the local Galerkin evolution oper-
tor are follows:
(P) = 1
π
N∑
i=1
[
− pi
ρ˜ c˜
(sin θie − sin θib)
+ui
(
θie − θib
2
+ sin 2θie − sin 2θib
4
)
− vi
cos 2θie − cos 2θib
4
]
(24)
(P) = 1
π
N∑
i=1
[
pi
ρ˜ c˜
(cos θie − cos θib)
−ui
cos 2θie − cos 2θib
4
+vi
(
θie − θib
2
− sin 2θie − sin 2θib
4
)]
(25)
p(P) = 1
2π
N∑
i=1
[pi(θie − θib) − ρ˜ c˜ui(sin θie
− sin θib) + ρ˜ c˜vi(cos θie − cos θib)] (26)
In fact, the solutions from the local evolution Galerkin operator
ave provided the instantaneous wave conﬁguration at the singu-
arity position for the linearized hyperbolic system. It can found
hat the vertex solver E0 is able to take multidimension effect into
ccount in a nature way, and to consider the effect of the different
onic impedences to straightway apply to multimaterial ﬂows, and
o be fully competent for the structured or unstructured grids.
Now we perform a sanity check with the formulas (24)–(26) to
ssess their ability to recover the results of the acoustic Godunov
olver in one-dimensional conﬁgurations. Let us consider the node
surrounded by four quadrangular cells. They are numbered from
to 4 in the counter-clockwise direction as in Fig. 2. Consider the
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Fig. 2. One-dimensional ﬂow with planar symmetry.
Table 1
The angles θ ib , θ ie of the four cells in
Fig. 2.
Cell 1 2 3 4
θ ib 0 π /2 π 3π /2
θ ie π /2 π 3π /2 2π
I
(
U
w
t
t
o
4
p
i
t
b
n
s
s
t
t
4
p
f
tframe (P , ex , ey) and suppose that the edges of the four cells are
parallel to the coordinate axises. The ﬂow is one-dimensional in
the ex direction so that v1 = v2 = v3 = v4 = 0 andu1 = u4,u2 = u3,
andp1 = p4,p2 = p3.
The angles θ ib , θ ie of the four cells are listed in Table 1.
From the analytical expressions of the vertex solver (24)-(26)
we have
u(P) = 1
π
[
− p1
ρ˜ c˜
+ u1π
4
− v1
(
−1
2
)
− p2
ρ˜ c˜
(−1) + u2π
4
− v2
(
1
2
)
− p3
ρ˜ c˜
(−1) + u3π
4
− v3
(
−1
2
)
− p4
ρ˜ c˜
+ u4π
4
− v4
(
1
2
)]
= u1 + u2
2
+ 2(p2 − p1)
π ρ˜ c˜
(27)
v(P) = 1
π
[
− p1
ρ˜ c˜
− u1
(
−1
2
)
− p2
ρ˜ c˜
− u2
(
1
2
)
+ p3
ρ˜ c˜
− u3
(
−1
2
)
+ p4
ρ˜ c˜
− u4
(
1
2
)]
= 0 (28)
p(P) = 1
2π
[
p1
π
2
− ρ˜ c˜u1 + p2π
2
− ρ˜ c˜u2(−1)
+ p3π
2
− ρ˜ c˜u3(−1) + p4π
2
− ρ˜ c˜u4
]
= p1 + p2
2
+ 1
π
ρ˜ c˜(u2 − u1) (29)
Notice that this solution is very similar to the linearized solu-
tion (9.20) at page 299 of [26] to the Riemann problem. The only
differences are the coeﬃcients of
(p2−p1)
ρ˜ c˜ in (27) and ρ˜ c˜(u2 − u1)
in (29) with that in the linearized solution (9.20) at page 299 of
[26].
The bicharacteristic theory takes into account the discontinuity
of the initial values and is able to deal with discontinuities such as
shocks. However, the acoustic solver is not very accurate for strong
shocks and material discontinuities. When shocks are present, it is
not as accurate as recent 2D HLLC approximate Riemann solver of
Balsara [27].
4. The implementation of the present algorithm
4.1. Description of the algorithm
Step 1: Initialization
At timet = tn, the geometrical coordinatesxni , yni (i = 1,2, . . . , I) of
each vertex of each cell and the physical variables ρ¯n
k
(τ¯ n
k
),
u¯n
k
, v¯n
k
, E¯n
k
, p¯n
k
(k = 1,2, . . . ,K) at center of each cell are
known.Step 2: Reconstruction
The physical primitive variables at each vertex of each cell are
obtained by means of the formula in Section 2.3.
Step 3: Vertex solver
First the frozen acoustic impedance of each node is computed
using the method which is described in detail below. Then
the velocities un
i
, vn
i
and pressure pn
i
(i = 1,2, . . . , I) at each
vertex of each cell are obtained by means of Eqs. (22)–(24)
for the local evolution Galerkin operator E0.
Step 4: Time step limitations
The estimation of the time step is given by the way similar to
[10]:
t = min(tE ,tV ,CMtn), tE = CE min
k=1,2,··· ,K
ln
k
cn
k
,
tV = CV min
k=1,2,··· ,K
An
k
|dAk(tn)/dt| .
Step 5: Update of the geometrical quantities
The updated grids and the length and outward vector of each
interface are achieved from the new coordinate data xn+1
i
and yn+1
i
(i = 1,2, . . . , I) of each vertex of each cell. The co-
ordinates of the nodes are updated by
xn+1
i
= xni + t · uni , yn+1i = yni + t · vni ,
i = 1 , 2 , . . . , I (30)
Step 6: Update of the physical variables
The physical variables τ¯ n+1
k
, u¯n+1
k
, v¯n+1
k
, E¯n+1
k
at center of the
updated grids can be computed from Eq. (5), and then the
corresponding p¯n+1
k
is obtained from the equation of state.
In Eq. (5), when computing the ﬂuxes for the interfaces
k (k = 1 , 2 , . . . , N(c)), the velocity U∗k, the pressure p∗k and
pkUk)∗on the interface Ik are calculated as
∗
k =
1
2
(Uka +Ukb) (31)
p∗k =
1
2
(pka + pkb) (32)
(pkUk)
∗ = 1
2
(pkaUka + pkbUkb) (33)
here Uka , pka and Ukb , pkb are the velocity and pressure of the
wo end-points of the interfaceIk. Notice that (31)–(33) are similar
o that in [10]. According to the discussion in [10], the computation
f the ﬂuxes is compatible with the node motion.
.2. Boundary conditions
The implementation of boundary conditions is direct and sim-
le for our scheme. Consider two types of boundary conditions:
mposing the pressure or imposing the velocity. For the ﬁrst
ype of boundary conditions, the pressures are imposed for some
oundary nodes, and then the imposed values of pressure of these
odes are used to calculate p∗ and (pU)∗ in (32) and (33). For the
econd type of boundary conditions, the velocity is imposed for
ome boundary nodes, and then the imposed value of velocity of
hese nodes is used to calculate U∗ and (pU)∗ in (31) and (33) and
o update the coordinates of these nodes in (30).
.3. Calculation of the frozen acoustic impedance
In step 3, the frozen acoustic impedance of each node is com-
uted ﬁrstly. This can be done by many means. For example, the
rozen acoustic impedance of each node can be computed by in-
erpolation using the acoustic impedance of the cells surrounding
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P 
Fig. 3. The control volume of an internal node P.
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phat node. However, we ﬁnd that the accuracy and robustness of
his method is quite sensitive to the accuracy of the interpolated
odal acoustic impedance. So we decide to use a more accurate in-
erpolation procedure named radial basis interpolation to improve
he accuracy and robustness of our method. This operation is car-
ied out by the following two steps.
Firstly, the sound speed of each node is computed using the
adial basis function interpolation method [28,29]. For a set of dis-
rete data: {Xi , fi} ∈ R2 ⊗ R (i = 1 , 2 , . . . , N) and a given func-
ion φ : R+ → R, a function of the form f (X ) =
N∑
j=1
λ jφ(‖X − Xj‖) +
(X ) is sought to satisfy the following interpolation condition
fi =
N∑
j=1
λ jφ
(∥∥Xi − Xj∥∥)+ ψ(Xi), i = 1, 2, . . . , N. (34)
In the above formulations, N is the number of interpolating
oints, R+ denotes the set of positive real numbers, R2⊗R denotes
he product of R2andR, λ j ( j = 1 , 2 , . . . , N) are coeﬃcients to
e calculated, φ is the radial basis function, ψ is an additive poly-
omial. In practical applications, ψ is often set to be a constant,
uch as ψ = λN+1 here.
In order to calculate the coeﬃcients (λ1 , λ2 , . . . , λN , λN+1),
he following condition is needed:
N
j=1
λ j = 0 (35)Table 2
Results by the present ﬁrst-order scheme.
Nx = Ny Norm Density Order Mom
20 L1 8.6883E−3 1.79
40 L1 4.5051E−3 0.94 9.95
80 L1 2.3109E−3 0.96 5.31
160 L1 1.1750E−3 0.98 2.76
20 L∞ 0.1253 0.25
40 L∞ 6.4842E−2 0.95 0.13
80 L∞ 3.2785E−2 0.98 7.33
160 L∞ 1.6414E−2 1.00 3.86
Table 3
Results by the present second-order scheme.
Nx = Ny Norm Density Order Mom
20 L1 3.8843E−3 6.93
40 L1 8.5902E−4 2.18 1.64
80 L1 1.9552E−4 2.14 3.80
160 L1 4.7316E−5 2.05 9.14
20 L∞ 3.1938E−2 7.21
40 L∞ 9.7830E−3 1.71 1.83
80 L∞ 2.7498E−3 1.83 5.50
160 L∞ 7.1801E−4 1.93 1.49Thus a system of linear equations with matrix form is obtained:
φ11 φ12 · · · φ1N 1
φ21 φ22 · · · φ2N 1
...
...
. . .
...
...
φN1 φN2 · · · φNN 1
1 1 · · · 1 0
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
λ1
λ2
...
λN
λN+1
⎞
⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎝
f1
f2
...
fN
fN+1
⎞
⎟⎟⎟⎟⎠ (36)
here φi j = φ(‖Xi − Xj‖). Let
=
(
φi j
)
, λ = (λ1, λ2, . . . , λN, λN+1)T ,
f = ( f1, f2, . . . , fN, 0)T ,
hen the system (36) turns to be
λ = f (37)
If the matrix is non-singular, we have
= −1 f (38)
Let N be the number of neighboring cells of nodeP, Xi , fi be the
entroids and sound speeds of these neighboring cells, then we can
alculate the sound speed cP of node P using the above radial basis
unction interpolation. In this paper, the linear spline function ϕ(r)
r is used as the radial basis function.
Secondly, a control volume is constructed for each node using
he centroids of its neighboring cells and the center points of the
dges passing from it. This is illustrated in Fig. 3 for a node P in the
nterior of the computational domain. At the initial time, compute
he mass of the node by summing the corner masses of its neigh-
oring cells. Supposing that the mass of each node P is denoted by
P, then the control volume with this node P has the area V
n
P
and
he density ρn
P
= mP
Vn
P
at time tn, thus the frozen acoustic impedance
f the node P is computed as ρn
P
cn
P
.
. Numerical results
.1. Accuracy test
The problem is for two-dimensional eddy evolution [30]. The
erfect gas has the initial condition: ρ = 1, p = 1, (u, v) = (1,1),entum Order Total energy Order
53E−2 4.0061E−2
16E−3 0.85 2.0778E−2 0.95
27E−3 0.90 1.0670E−2 0.96
22E−3 0.94 5.4429E−3 0.97
17 0.6223
36 0.91 0.2904 1.10
48E−2 0.86 0.1501 0.95
44E−2 0.92 7.8190E−2 0.94
entum Order Total energy Order
80E−3 1.7538E−2
42E−3 2.08 3.9182E−3 2.16
18E−4 2.11 8.9324E−4 2.13
42E−5 2.06 2.1570E−4 2.05
16E−2 0.1908
72E−2 1.97 4.6195E−2 2.05
68E−3 1.74 1.3034E−2 1.83
34E−3 1.88 3.5258E−3 1.88
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Fig. 4. Comparison of numerical solution with exact solution for second-order scheme.
Fig. 5. Solution for Sedov problem on circumferentially nonuniform polar meshes.
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Fig. 6. Solution for Sedov problem on uniform Cartesian meshes at time t= 1.
Fig. 7. Solution for Noh problem under circumferentially uniform polar meshes.
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Cnd the perturbation ﬁeld of velocity and temperature are re-
pectively (δu, δv) = ε2π e0.5(1−r
2)(−y¯, x¯)andδT = (γ−1)ε2
8γπ2
e(1−r2), in
hich (y¯, x¯) = (y − 5, x − 5), r2 = x¯2 + y¯2, ε = 5 and γ = 1.4. For
ntropy no perturbation is added, that is δS = 0.The computational
omain is [0, 10] × [0, 10], the periodic boundary condition is
sed and the CFL number is 0.8. The precision of ﬁrst-order and
econd-order scheme are showed in Tables 2–3 where (Nx, Ny) is
enoted as the discretized grid number. It can be found that the
resent scheme has good precision under both L1 and L∞ norm
onditions.
.2. Convergence test
The problem is for multimaterial Sod’s shock tube. The initial
onditions of two kinds of perfect gases with different adiabatic
ndexes are: (ρ,u, p, γ ) = (1,0,1,7/5) in the left-hand side
nd (ρ,u, p, γ ) = (0.125,0,0.1,5/3) in the right-hand side. The
ensity solution at time t = 0.2 is shown in Fig. 4 for the second-
rder scheme with CFL=0.8 under different meshes. It can be
ound that the smaller grid is used, the closer the numerical solu-
ion approaches to the exact solution, and there is not unphysical
scillation nearby the shock wave, the rarefaction fan is correctly
escribed. An undershoot appears at the density discontinuity, it
s an intrinsic property to Lagrangian method..3. Robustness test
Firstly, Sedov problem is adopted [31]. A highly intense shock
ave generated by a strong explosion propagates outward. The
erfect gas with adiabatic index γ = 1.4 is initially at rest for
(ρ,u, p) = (1,0,0) but an energy spike is set up at the center, and
ll the boundary conditions are wall conditions. To check the ro-
ustness of this scheme, the numerical simulations are made on
ircumferentially nonuniform polar meshes and then on uniform
artesian meshes with CFL = 0.8.
(1) Circumferentially nonuniform polar meshes
The computational domain is [0 , 1.1] × [0 , 90°]. Fig. 5(a)
shows the initial meshes with (Nr,Nθ ) = (50,25) where the
radial mesh lines are emitted from the origin with the po-
lar angles θi = αi + 0.05 · sin(8αi) and the perturbations an-
gles αi = (i − 1)π/50(i = 1 , 2 , . . . , 26). An internal energy
spike at the center is set as 658.199744. Fig. 5(b) gives the
density contours at time t = 1. Fig. 5(c) gives the density
proﬁle at time t = 1. It is found that our scheme has good
resolution and the calculated position of shock discontinuity
agrees well with the theoretical solution where the position
is r = 1.
We use the same numerical indicator that measures the loss
of symmetry preservation as in [12] to assess the symme-
try preservation ability of our scheme. For this purpose, the
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Fig. 8. Solution for Noh problem under uniform Cartesian meshes at time t = 0.6.
Fig. 9. Meshes of Salzman problem at t = 0.84.
Fig. 10. Density contours of Salzman problem at t = 0.84.
form Cartesian meshes with CFL = 0.8.nonuniform polar grid is described using logical j-lines radi-
ally outward and logical i-lines in the angular direction. The
indicator R is deﬁned as follows.
R¯i =
1
J + 1
J+1∑
j=1
Ri , j
Ri = max
j=1 , ··· , J+1
∣∣Ri , j − R¯i∣∣
R = max
i=1 , ··· , I+1
Ri
where I + 1 and J + 1 denotes the number of logical i-lines
and the number of logical j-lines respectively, Ri , j is the ra-
dius of the node located at the intersection of the logical
i-lines and the logical j-lines. The R indicator is displayed
in Fig. 5(d) as a function of time. From Fig. 5(b) and 5(d), it
can be seen that the symmetry of the density and the mesh
is preserved fairly good.(2) Uniform Cartesian meshes
An energy spike at the center is set as 182.09. The initial
meshes are 30 × 30 with computational domain [0, 1.1] ×
[0, 1.1]. Fig. 6(a–b) shows the calculated meshes and den-
sity proﬁle at time t = 1. It can be found that the resolution
and symmetry of our scheme is almost as good as result ob-
tained in scheme [14].
Secondly, Noh problem is adopted [32]. The Noh problem
has been used extensively to validate Lagrangian scheme in
the regime of strong shock waves. A perfect gas with γ =
5/3 is given an initial unit inward radial velocity. The ini-
tial thermodynamic state is given by (ρ , p) = (1 , 0). This
cylindrical problem admits a self-similar solution: a shock
wave moves inwards at the constant speed D = 1/3, the den-
sity plateau behind it reaches the value 16. To check the ro-
bustness of this scheme, the numerical simulations are made
on circumferentially uniform polar meshes and then on uni-
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Fig. 11. Solution for Sedov problem under unstructured meshes.
Fig. 12. Solution about shocked tungsten driven by detonation gas.
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e(1) Circumferentially uniform polar meshes
The computational domain is [0, 1.0] × [0, 90°]. The two
initial meshes are circumferentially uniform polar meshes
with (Nr , Nθ ) = (60 , 40) and (Nr , Nθ ) = (120 , 40). Fig.
7(a) shows the mesh of (Nr , Nθ ) = (60 , 40) at t = 0.6, and
Fig. 7(b) gives the density proﬁles under these two kinds
of meshes at time t = 0.6. It is found that the symmetry
of meshes and density can be well preserved on the course
of propagation of the strong shock, and the calculated posi-
tion of shock discontinuity agrees well with the theoretical
solution at r = 0.2. From Fig. 7(b), it is seen that numeri-
cal solutions approach the density plateau of 16 with mesh
reﬁnement.
(2) Uniform Cartesian meshes
The computational domain is [0 , 1] × [0 , 1]. The two ini-
tial meshes are Nx = Ny = 40 and Nx = Ny = 60 with uniform
Cartesian meshes. Fig. 8(a) shows the mesh of Nx = Ny = 40
at time t = 0.6 and Fig. 8(b) gives the density proﬁles on
two meshes at time t = 0.6. It can be seen that the cal-
culated position of shock discontinuity agrees well with the
theoretical solution at r = 0.2, and that numerical solutions
approach the density plateau of 16 with mesh reﬁnement.
Thirdly, Saltzman problem is adopted. A planar shock wave lo-
ated initially at x = 0 moves rightward on the perfect gas with
= 5/3, and the front state of shock wave is (ρ,u, p) = (1,0,0).
hen the piston velocity at the left-hand is set as u = 1, the ex-
ct propagation velocity of shock wave should be 4/3. This is a
ell-known diﬃculty test case in which the artiﬁcial propagation
elocity of shock wave easily appears when the meshes are notligned with the gas ﬂows. A computational domain [0,1.0]×[0,0.1]
n Cartesian coordinates with grid number 100×10 is taken, and a
niform meshes in y direction and a nonuniform meshes with the
apping x = ix+(0.1 − jy) sin(ixπ) in x direction are used,
eanwhile, the boundary condition at the left-hand is an invari-
ble velocity and all the other boundaries are set as solid wall. Ob-
iously, the shock wave will reﬂect on the right-hand wall at time
= 0.75. The meshes at time t=0.84 obtained by our scheme and
he scheme in [10] are shown in Fig. 9(a) and 9(b) respectively. The
ensity contours at time t = 0.84 obtained by our scheme and the
cheme in [10] are shown in Fig. 10(a) and 10(b) respectively. By
omparison the robustness of the present scheme is not as good
s that of the scheme in [10].
.4. Capability to unstructured grid
The Sedov problem in Section 5.3 is again computed by means
f a set of unstructured grid. Fig. 11(a) gives the initial meshes
ith computational domain [0, 1.1] × [0, 1.1], and Fig. 11(b) gives
he calculated meshes and density distribution at time t=1 to-
ether. It can be found that a reasonable physical law is present.
o, the capability of this scheme to unstructured grid is clearly
emonstrated by the test case.
.5. Applicability to multimaterial ﬂows
The problem is for the shocked compression of tungsten driven
y detonation gas. The equation of state of all materials adopt the
xpression: p = (γ − 1)ρe + (ρ − ρ0)c2, in which ρ0 and c0 are0
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[the density and sonic velocity at the standard state respectively.
The initial condition is:
(ρ,u, p, γ , ρ0, c0)
=
{
(2.44,0,0.36,3,2.44,0) x ≤ 0.5
(19.2,0,1 × 10−4,2.557,19.2,0.404) x > 0.5 .
The diﬃculty aspect of the test case exists in that there is a big
ratio about density and pressure on two sides of the initial discon-
tinuity, so a lot of schemes are not competent for treating with the
stringent initial-value problem. The computational results about
density and speciﬁc energy are show in Fig. 12 at time t = 0.4 with
CFL=0.8. It can be found that the second-order scheme still has ex-
cellent resolution to the strong shock wave and rarefaction wave,
and also has prominent identiﬁcation to the contact discontinuity
between different materials.
6. Conclusions
(1) A cell-centered Lagrangian method for 2D compressible
ﬂows is present on basis of the local evolution Galerkin
scheme under semi-discrete ﬁnite volume framework. The
main feature of this method is the physical variables at ver-
tex of a cell are computed by virtue of the bicharacteris-
tics theory about the linearized ﬂow equations, which is es-
sentially a multidimensional Riemann solver taking “multi-
dimension effect” into account in a nature way.
(2) From several test cases, this method shows excellent conver-
gence, robustness, symmetry and high resolution. It is also
shown to be competent for the structured and unstructured
meshes and be able to conveniently extend to multimaterial
ﬂows.
(3) This new cell-centered Lagrangian method looks promising
not only as a standalone entity but also as a foundation for
arbitrary Lagrangian-Eulerian method. The uniform cell cen-
tering of the solution variables provides a consistent basis
for employing a wide range of well-proven remapping and
adaption schemes.
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