Abstract. For a smooth proper variety over a p-adic field, its Brauer group and abelian fundamental group are related to higher Chow groups by the Brauer-Manin pairing and class field theory. We generalize this relation to smooth (possibly non-proper) varieties, using motivic homology and a variant of Wiesend's ideal class group. Several examples are discussed.
1. Introduction 1.1. The Brauer-Manin pairing and class field theory. Let p be a prime number, and k a finite extension of Q p . Let X be a smooth variety over k. For i ∈ Z ≥0 , we write X (i) for the set of all points of X of dimension i. Let Br(X) be the cohomological Brauer group of X, and let π ab 1 (X) be the abelian etale fundamental group of X. For any x ∈ X (0) , local class field theory yields canonical maps ψ * x : Br(x) ∼ = Q/Z, ρ x : k(x) * → π ab 1 (x).
As for the first map, it is convenient for our purpose to consider its dual. Putting A * := Hom(A, Q/Z) for an abelian group A, we define ψ x to be the composition of the dual of ψ * x and the canonical inclusion ψ x : Z ֒→Ẑ ∼ = Br(x) * .
Since both of Br(−) * and π ab 1 (−) are covariant functorial, we get homomorphisms by taking the direct sum of the ψ x 's and ρ x 's.
1 When X is proper over k, Manin [24] and Bloch/Saito [2, 30] observed thatψ X andρ X factor respectively through CH 0 (X) := coker[ y∈X (1) k(y) * → Z 0 (X)], SK 1 (X) := coker[
the induced pairing CH 0 (X) × Br(X) → Q/Z and the induced map SK 1 (X) → π ab 1 (X) are called the Brauer-Manin pairing and reciprocity map of class field theory respectively. Both are studied intensively by several authors; for the Brauer-Manin pairing, see [29, 4, 5, 6, 32, 47] ; for the reciprocity map, see [41, 42, 17, 18, 33, 48] .
If X is not proper over k, however,ψ X andρ X do not factor through CH 0 (X) or SK 1 (X). To this end, we shall introduce good quotients of Z 0 (X) and Z 1 0 (X).
1.2.
Wiesend's tame ideal class group. Let V be a variety over a field F . Take y ∈ V (1) . Let C(y) be the closure of {y} in V ,C(y) ։ C(y) the normalization,C(y) ֒→C(y) the smooth completion, and C ∞ (y) =C(y) \C(y). For x ∈ C ∞ (y), we take a uniformizer π x ∈ F (y) * at x. We define for r ∈ Z >0 U K Here the x-component of the map is defined by a → (∂ x (a), ∂ x ({π x }∪ a)) for a ∈ K M r F (y), where ∂ x is the tame symbol at x. This group does not depend on the choice of π x . If V is proper over F , then U K M r F (y) = K M r F (y). For example, U K M 1 F (y) is the group of rational functions onC(y) which takes value 1 at all points of C ∞ (y). The following definition is a natural outcome of an idea of Wiesend [46] . Definition 1.1. Let V be a variety over a field F , and let r ∈ Z ≥0 . We define Wiesend's tame ideal class group of degree r to be C r (V ) := coker[
where ( * ) is the boundary map of Gersten complex of the Milnor K-sheaf. (In particular, its image is in the direct sum.)
By definition, C 0 (V ) and C 1 (V ) are quotients of Z 0 (V ) and Z 1 0 (V ) respectively. If V is proper over F , then we have C 0 (V ) = CH 0 (V ) and C 1 (V ) = SK 1 (V ). Remark 1.2. Suppose that V =C \ C ∞ , whereC is a smooth projective geometrically irreducible curve over F and C ∞ is a closed reduced subvariety ofC. Then our definition of C 0 (V ) coincides with that of the group of classes of divisors onC prime to C ∞ modulo C ∞ -equivalence defined in [37, Chap. V, §2] . It is proved [37, Chap. V, Thm. 1] that ker(deg :
is represented by a semi-abelian variety J, which is called the generalized On the other hand, C 0 (V ) is also isomorphic to the relative Picard group Pic(C, C ∞ ) (see [39, Theorem 3 .1]).
1.3. Motivic homology. Let V be a smooth variety over a perfect field F , and let i, j ∈ Z. Its motivic homology H M i (V, Z(j)) is defined to be the group of homomorphisms Hom DM eff,- Voevodsky' s category (cf. [11] , [28, (14.17) ]). When j = 0, the group H M i (V, Z(0)) agrees with Suslin's algebraic singular homology h i (V ) [39] , and admits a (relatively simple) description in terms of algebraic cycles (cf. [43, (3.2.7) ], [28, (14.18)]). There is a similar but complicated description also for j = 0 (cf. [11, (9.4) ]). The following theorem, which plays a crucial role in our paper, provides a simpler description in a special case. Theorem 1.3. Let V be a smooth variety over a perfect field F , and let r ∈ Z ≥0 . Then there is a canonical isomorphism
When r = 0, using the comparison of H M 0 (V, Z(0)) with h 0 (V ) recalled above, this follows from a result of Schmidt ([35] Theorem 5.1). We shall prove this theorem by reducing to the case r = 0 in §2. In what follows, we often identify C r (V ) and H M −r (V, Z(−r)).
Remark 1.4. For a smooth projective variety V over a finite field, unramified class field theory [22] relates CH 0 (V ) with the abelian fundamental group of V . This has been generalized by Schmidt and Spiess [36] to smooth (possibly non-proper) variety V , in which CH 0 (V ) is replaced by Suslin's algebraic singular homology h 0 (V ). (Note that h 0 (V ) ∼ = C 0 (V ) by Schmidt's theorem mentioned above. See also recent works of Geisser [12, 13] for a further generalization.) The basic strategy of our paper is to follow their argument over a p-adic base field.
1.4.
Open varieties over a p-adic field. We go back to the situation of §1.1. Schmidt and Spiess constructed a map connecting motivic homology and etale cohomology with compact support, which we will recall in §3. As an application, we deduce the following proposition in §4.
Proposition 1.5. Let X be a smooth variety over a finite extension k of Q p . The homomorphisms (1.1.1) induce well-defined homomorphisms
In §5, we consider the case where X is a curve. In this case, the map ψ X was already studied by Scheiderer-van Hamel [34] (see Theorem 5.1 below), and the map ρ X is closely related to work of Hiranouchi [16] (see Theorem 5.4 and Remark 5.5 below). When X is of dimension two or higher, the maps ψ X and ρ X are not very close to an isomorphism even if X is projective over k. We study several examples of surfaces in §6. As a sample, here we mention the following result. (We writeV = V × kk for a variety V over a field k with an algebraic closurek.) Theorem 1.6. Let X be a smooth projective geometrically irreducible surface over a finite extension k of Q p . Suppose thatX is rational. Let U be an open subvariety of X.
(1) Suppose that the irreducible components ofX \Ū generate the Néron-Severi group N S(X) ofX. Then, the kernel of ψ U is the maximal divisible subgroup of C 0 (U ).
However, there is an example of U such that ker(ψ U ⊗ Z/nZ) = 0 for all n ∈ Z >0 divisible by some (fixed) integer N .
(2) The kernel of ρ U is the maximal divisible subgroup of C 1 (U ), and ρ U ⊗ Z/nZ is bijective for all n ∈ Z >0 .
Note that, if X is a (projective smooth) rational surface, then ker(ψ X ) = 0 and ker(ψ X ⊗ Z/nZ) = 0 for all sufficiently divisible n (cf. Theorem 6.2). Note also that there are examples of (non-rational) projective smooth surfaces X and X ′ for which ker(ψ X ) and ker(ρ X ′ ) are not divisible (cf. [29, 33] ).
1.5. Conventions. Let A be an abelian group. For a non-zero integer n, we write A[n]
and A/n for the kernel and cokernel of the map n : A → A. This notation is sometimes used when n = ∞, in which case we mean A[n] = A Tor is the subgroup of torsion elements in A, and A/n = A ⊗ Q/Z. We write A Q for A ⊗ Z Q. We define A Div := Im[Hom(Q, A) → Hom(Z, A) = A] to be the maximal divisible subgroup in A, and A div := ∩ n∈Z >0 nA the subgroup of divisible elements in A. Note that we always have A Div ⊂ A div , and that
Let f : A → B be a homomorphism of abelian groups. We write f /n for f ⊗ Z/n when n ∈ Z >0 , and for
induced by the map m : A → A is called the canonical map, so that {ker(f /n)} n becomes an inductive system whose limit is ker(f ⊗Q/Z). The map ker(f /nm) → ker(f /n) induced by the identity map on A is called the canonical map, so that {ker(f /n)} n becomes an inverse system.
Let F be a field. A separated scheme of finite type over F is called a variety over F .
Let X be a variety over F . For i ∈ Z ≥0 , we write X (i) and X (i) for the set of all points on X of dimension i and of codimension i respectively. We writeF for an algebraic closure of F andX for the base change X × Spec F SpecF . A closed subset of X is always regarded as a reduced subvariety of X.
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Theorem 2.3 ( [40, 14] ). Let X be a smooth variety over F , and let π : X et → X Zar be the natural map of sites. Let j ∈ Z ≥0 and n ∈ Z >0 .
(1) There is a canonical isomorphism
Consequently, we have a canonical map for any i ∈ Z ≥0
(2) The map (2.2.1) induces an isomorphism
Consequently, the map (2. In what follows, we frequently write
2.3. Wiesend's ideal class group. In this subsection, we do not assume Char F = 0.
We shall prove Theorem 1.3, after introducing a simple lemma.
Lemma 2.4. Let r ∈ Z ≥0 . Let f : X → X ′ be a morphism of varieties over F . There is a unique homomorphism f * : C r (X) → C r (X ′ ) characterized by the following property:
for any x ∈ X (0) , the diagram
commutes. (Here the upper and lower horizontal maps are the natural map to the xcomponent and f (x)-component respectively.) This makes C r a covariant functor on the category of varieties over F .
Proof. Uniqueness is clear by the definition of C r (X). Functoriality follows from that of the norm map of Milnor K-groups. We prove well-definedness. Take y ∈ X (1) and put
We consider two cases separately. First we assume y ′ ∈ X ′ (0) . With the notation of §1.2, we regardC(y) as a curve over F (y ′ ). Weil reciprocity [15, Proposition 7.4.4] shows that the composition map
is the zero-map. In view of the definition of U K M r+1 F (y), this proves our assertion in this case. Next, we assume y ′ ∈ X ′ (1) so that f induces a morphism f y :
. This follows from the following basic fact on the tame symbol. (We omit its proof.) Lemma 2.5. Let L/K be a finite extension of fields. Let v a discrete valuation on K, and let {v 1 , · · · , v f } be the set of all extensions of v to L. We write C and
for the residue field of v and v i respectively. Let r ∈ Z >0 . For any λ ∈ K M r L, we have We construct a commutative diagram
The two horizontal maps ∂ are given by the tame symbol. For x ∈ (V × G m ) (0) and z ∈ V (0) , the (x, z)-component of g is given as follows. It is the zero-map if z = p 0 (x), where
Now the map in question is given by
Next, let y ∈ (V × G m ) (1) and w ∈ V (1) . If w = p 0 (y), then the (y, w)-component of f is the zero-map. Suppose w = p 0 (y), so that F (y) is a finite extension of F (w). The
We check the commutativity. Let y ∈ (V × G m ) (1) and λ ∈ U K M r+1 F (y). Put w = p 0 (y). When w ∈ V (0) , by definition we have ∂(f (λ)) = 0, and setting z = w we have
Here, at (1) we used the fact that for all x ∈C(y) we have ord x ξ(y) = 0 and ∂ x {ξ(y), π x } = ξ(x), where π x ∈ k(y) * is a uniformizer at x. At (2), we used the definition of U K M r+1 F (y) (that is, ∂ x (λ) = 0 and ∂ x {λ, π x } = 0 for all x ∈ C ∞ (y)). The equality (3) is Weil reciprocity [15, Proposition 7.4.4 ]. Now we suppose w ∈ V (1) . We take z ∈ V (0) , and we write {x 1 , · · · , x n } for the set of all points onC(y) above z. We have
At (1), we used Lemma 2.5. The equality (2) follows from the fact that ord x ξ(y) = 0 and ∂ x {ξ(y), π x } = ξ(x) for all x ∈C(y) This proves the commutativity.
It can be seen that both f and g are surjective without difficulty. As a consequence, we get a surjection
It follows from the definition that the composition
Next, we consider a diagram (cf. Kahn [20, (4 
Here the horizontal maps are induced by the functoriality of motivic homology and (2.1.6).
The right vertical map is the projection with respect to the decomposition (2.1.
3) The left vertical map g was defined above. 9 We denote by P r (V ) the assertion that the diagram (2.3.2) is commutative. We also denote by Q r (V ) the assertion that
(which is what the theorem claims). We claim:
(2) Fix r ∈ Z ≥0 and a finite extension
Indeed, (1) was already remarked at the beginning of the proof. (2) holds because we have Q r+1 (Spec F ′ ) by (2.1.6). (By the definition of C r (V ), if one has Q r (V × G m ) and (3) is clear from the definition of P r (V ). We prove (4) . By P r (V ), Q r (V × G m ) and the surjectivity of f , we get a well-defined map (!) in the commutative diagram
By Q r (V ) and Q r (V × G m ), the left vertical map is an isomorphism. It follows the right vertical map is also an isomorphism, which shows (4). Now the theorem follows by induction.
Etale cohomology with compact support
In this section, F is a field of characteristic zero. 
for any i, j ∈ Z ≥0 and n ∈ Z >0 , which is functorial in V . If V is projective, c i,j V,n coincides with the map (2.2.2) under the identification (2.1.5) and
The maps c i,j X,n are functorial with respect to the sequences (2.1.7) and the Gysin sequence in etale cohomology. By taking the inductive limit, we also have
The source of the map c 2d+r,d+r V,n can be identified with C r (V )/n by Theorem 1.3. Proof. By induction on dim V and (2.
(
Proof. We consider a commutative diagram with exact rows
The two left vertical maps are bijective and two right vertical maps are injective by Proposition 3.2, and (1) follows. The proof of (2) is similar.
3.3. Surfaces. Let X be a smooth projective irreducible surface over F . Let V ⊂ X be an open subvariety such that dim(X \ V ) = 0. Let U ⊂ V be an open subvariety such that V \ U is a (not necessary connected) smooth curve. Given a smooth surface U , one can always find such V and X. Let C be the smooth compactification of V \ U (that is, the normalization of X \ U ).
Proposition 3.4. Let n ∈ Z >0 ∪ {∞}.
(1) There is a canonical homomorphism
for which there are exact sequences Before we give a proof of this proposition, we record a well-known lemma which describes the kernel and cokernel of c i,j X,n . We set H i (Z/n(j)) := R i π * µ ⊗j n for n ∈ Z >0 ∪ {∞} and i, j ∈ Z. (See Theorem 2.3 for the definition of π.) Lemma 3.5.
(1) Let n ∈ Z >0 ∪ {∞}. There is an exact sequences
(2) Let n ∈ Z >0 ∪ {∞}. There is an exact sequence
Proof. Since X is projective, (1) and (2) follow from (2.1.5) and Bloch-Ogus theory. (3) is a consequence of Bloch-Kato conjecture.
Proof of Proposition 3.4 (1).
We have a commutative diagram with exact rows: 
Proof. This follows from Proposition 2.1, 3.2 and (2.1.7).
Proof of Proposition 3.4 (2).
We have a commutative diagram with exact rows: Proof. This follows from Proposition 2.1, 3.2 and (2.1.7).
Varieties over a p-adic field
In this section, k is a finite extension of Q p . Let X be a smooth geometrically irreducible variety over k of dimension d.
4.1.
The Brauer-Manin pairing. By Poincaré duality, we have a canonical isomor-
Since Br(X) is a torsion group, the Kummer sequence implies an exact sequence
hence we have an injective homomorphism Br(X) * → H 2d et,c (X,Ẑ(d)). We consider a diagram
where the lower horizontal map is the composition of
This diagram is seen to be commutative by reducing to the case dim X = 0. This shows the first part of Proposition 1.5 (the well-definedness of ψ X ). The same argument shows the following simple lemma.
Lemma 4.1. For any n ∈ Z >0 ∪ {∞}, we have an isomorphism ker(ψ X /n) ∼ = ker(c 2d,d
X,n ) and an exact sequence
Class field theory. By Poincaré duality, we have a canonical isomorphism
We consider a diagram Ẑ(d + 1) ). where the lower horizontal map is the composition of
This diagram is seen to be commutative by reducing to the case dim X = 0. This shows the second part of Proposition 1.5 (the well-definedness of ρ X ). The same argument shows the following simple lemma.
Lemma 4.2. For any n ∈ Z >0 ∪ {∞}, we have isomorphisms ker(ρ X /n) ∼ = ker(c
).
Higher degree.
We consider the groups C r (X) when r ≥ 2. Proposition 4.3 below
shows that C r (X) is uniquely divisible if r ≥ 3, and that
is a surjective map with uniquely divisible kernel. Note that K 2 (k) is the direct sum of a uniquely divisible group and a finite group isomorphic to µ(k) (see [27] ). Let i, j ∈ Z and suppose j ≤ −2.
induced by the structure morphism is surjective with uniquely divisible kernel. Consequently,
is bijective for any n ∈ Z >0 .
Proof. Since j ≤ −2, Proposition 3.2 shows that (4.3.1) c
is an isomorphism for any n ∈ Z >0 ∪{∞}. If i < −2, then we have H 
) 0 is torsion free. Indeed, by (a) we have an exact sequence for any n ∈ Z >0
We prove claims (a)-(d). Since we have shown H M −3 (X, Z(j)) Tor = 0, (2.1.2) and (4.3.1) yield a commutative diagram
which shows (b). Taking a closed point x ∈ X, the cokernel of
we have a commutative diagram with exact rows:
The map ( * ) is induced by the structure morphism α : X → Spec k. Thus it is dual to
, which is injective by Leray spectral sequence. This shows that ( * ) is surjective, and (c) follows. We consider a commutative diagram with exact rows and columns
Note that the lower left vertical map is surjective since the cokernel of
: k] for any closed point x ∈ X). Now the following lemma completes the proof of (d).
Lemma 4.4. Let X be a variety over k satisfying the same assumption as in Proposition
Proof. By Poincaré duality, it suffices to show H 0 Gal (k, H 1 et (X, Z l (j + 1))) = 0 for all prime number l. There is an exact sequence
By excision and purity, we have We have H 0 Gal (k, (1) Suppose B div = 0. Then there is an exact sequence
(2) Suppose that there is an N ∈ Z >0 such that the canonical map ker(f /nN ) → ker(f ⊗ Q/Z) is bijective for all n ∈ Z >0 . Then we have lim
(1) is a direct consequence of the definition. We prove (2) . By assumption, the canonical map ker(f /mN ) → ker(f /mnN ) is bijective for all n, m ∈ Z >0 , which implies that the canonical map ker(f /mnN ) → ker(f /nN ) is the zero-map. Thus we have
Lemma 4.6. Let X be a smooth irreducible variety over k of dimension d, and let i, j ∈ Z.
is finite for any n ∈ Z >0 . Proposition 3.2 and (2.1.2) reduce this to the finiteness of H
For the last statement, we recall that C 0 (X) is isomorphic to the relative Picard group (cf. Remark 1.2), which has no non-trivial divisible subgroup by a theorem of Mattuck [26] .
Curves over a local field
In this section, k is a finite extension of Q p . Let X be a smooth projective irreducible curve over k and let U be an open dense subscheme of X. Put Z = X \ U .
5.1.
The Brauer-Manin pairing. The following theorem was proved by Scheiderer and van Hamel [34, (3.5) ]. When U = X, this theorem is due to Lichtenbaum [23] .
Theorem 5.1 (Scheiderer/van Hamel [34] ). The homomorphism ψ U : C 0 (U ) → Br(U ) * is an injection with dense image. The induced map ψ U /n : C 0 (U )/n → Br(U ) * /n is an isomorphism for all n ∈ Z >0 .
We deduce Theorem 5.1 assuming Lichtenbaum's result. We may assume X is geometrically irreducible over k. Let n ∈ Z >0 . Lemmas 3.3 and 4.1 show the injectivity of ψ U /n. By Lemma 4.1, we have a commutative diagram
The bottom horizontal map is bijective because coker(ψ X /n) = 0 by Lichtenbaum's result.
By Lemma 3.3, ( * ) is injective, thus coker(ψ U /n) = 0. The rest of assertion follows from Lemmas 4.5 and 4.6.
Class field theory.
We recall a result for projective curves due to Bloch and Saito.
Theorem 5.2 ([2] [30]).
(1) The kernel of the homomorphism ρ X :
is isomorphic toẐ ⊕r(X) for some r = r(X) ∈ Z ≥0 . We have coker(ρ X /n) ∼ = D(X)/n for any n ∈ Z >0 . (1) The kernel of the homomorphism ρ U :
Remark 5.5. Following Hiranouchi [16] , we define
where k(X) z is the completion of k(X) at z. He constructed the reciprocity map ρ ′ U : C w 1 (U ) → π ab 1 (U ) and showed that the kernel of ρ ′ U coincides with C w 1 (U ) Div , and that
It is easy to see the following:
• The natural projection π : C w 1 (U ) → C 1 (U ) fits into an exact sequence
Here we put
where the map is defined by a → (∂ z (a), ∂ z ({π z } ∪ a) for some uniformizer π z ∈ k(X) z at z (and ∂ z is the tame symbol). Note that U K 2 k(X) z is uniquely divisible.
• We have ρ ′ U = ρ U • π. Hence Hiranouchi's result can be recovered by Theorem 5.4.
Surfaces over a local field
We keep assuming k is a finite extension of Q p . Let X be a smooth projective geometrically connected surface over k. Let U ⊂ V ⊂ X be open dense subsets such that dim(X \ V ) = 0 and such that V \ U is a smooth curve. Let C be the normalization of X \ U , and set D(C) = ⊕ i D(C i ), where C i are the irreducible components of C, and D(C i ) is the group defined in Theorem 5.2.
6.1. P 2 minus curves. As the first example, we show the following.
Proposition 6.1. Suppose X ∼ = P 2 . Let d be the greatest common divisor of the degrees (as a subvariety of P 2 ) of the irreducible components of X \ U . Then, there is an exact
For the map ρ U : C 1 (U ) → π ab 1 (U ), see Theorem 6.5 below.
Proof. Let n ∈ Z >0 . Note that ψ X /n : C 0 (X)/n → Br(X) * /n is bijective, and that 6.2. Rational surface. Suppose thatX := X × Spec k Speck is a rational surface overk (that is,X is birational to P 2 k ), and that X(k) = φ. In this situation, the Chow group C 0 (X) = CH 0 (X) and related maps such as ψ X and c 4,2, X,n have been studied by several authors (see, for example, [25, 1, 8, 3, 4, 5] ). We will briefly recall a few results among them.
We set A 0 (X) := ker[C 0 (X) = CH 0 (X) deg → Z]. Let S = Hom(N S(X),k * ) be the Néron-Severi torus of X. Recall that we have the Bloch map [1] , [8] 
It is known [3] that φ X is injective. Note that H 1 Gal (k, S) is finite (hence so is A 0 (X)). We will also need the following result. Theorem 6.2 (Saito [31] , see also [4] ). There is an N = N X ∈ Z >0 such that c 4,2 X,nN is injective for all n ∈ Z >0 . Moreover, we have ker(ψ X ) = 0. Now we state our main result. Theorem 6.3. We suppose the following the condition:
the irreducible components ofX \Ū generate N S(X).
Then we have the following.
There is an N ∈ Z >0 such that for all n ∈ Z >0 the canonical map ker(ψ U /nN ) → F 0 (U ) is bijective.
(3) There is an injection F 0 (U ) ֒→ coker(φ X ), which is bijective if D(C) = 0.
In Example 6.8, 6.10 below, we shall provide concrete examples for which F 0 (U ) = 0. Theorem 1.6 (1) is a consequence of this theorem and examples. Note that Parimala and Suresh [29] have constructed smooth projective surfaces X and X ′ such that ker(ψ X ) = C 0 (X) Div and ker(ψ X ′ /2) = 0. It seems difficult to control the cokernel of ψ U , because,
as Proposition 6.1 shows, it can easily become bigger and bigger. If we fix X and vary U , the above theorem immediately implies the following.
Proposition 6.4.
There exists an open dense subvariety U 0 ⊂ X such that, for any open dense subvariety U ⊂ U 0 , the natural map
Proof. We take U * ⊂ X that satisfies ( * ). By Theorem 6.3 (3), the map
is injective for any U ⊂ U * . Since F 0 (U * ) is finite, there exists U 0 ⊂ U * such that
The proposition holds with this U 0 .
As for the map ρ U , we prove the following result. Theorem 1.6 (2) follows from this.
It suffices to show that the structure morphism induces an isomorphism C 1 (X) → C 1 (Spec k) = k * . By the existence of a k-rational point of X, one knows that this map is split surjec- Here the maps (!) are split surjective, and c
4,3
X,∞ is injective by Proposition 3.2. The lower horizontal map is bijective because the first term in the bottom row of (6.2.1) vanishes when n = ∞. The middle upper vertical map is given by (2.1.2). One can extend this example to the case where k( √ d)/k is a ramified extension, by using a result of Dalawat [10] .
Example 6.10. Let a ∈ k * and let X be a cubic surface defined by T 3 0 +T 3 1 +T 3 2 +aT 3 3 = 0 in P 3 k . Let ζ ∈k be a primitive cubic root of unity. Set r = ord k (a). Let C be a divisor on X, and put U = X \ C. We assume that the irreducible components ofC generate Then F 0 (X) = 0.
Manin [25] has observed that H 1 Gal (k, S) ∼ = Z/3 ⊕ Z/3. Hence the claim follows from Theorem 6.3 and the following theorem. (1) If p = 3 and r ≡ 0 mod 3, then A 0 (X) = 0.
(2) If p = 3, r ≡ 0 mod 3 and ζ ∈ k, then A 0 (X) ∼ = Z/3.
(3) Suppose ζ ∈ k. If p = 3 assume r ≡ 0 mod 3. If p = 3, assume r ≡ 1 mod 3.
Then A 0 (X) ∼ = Z/3 ⊕ Z/3.
