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ABSTRACT 
The SOR and CG methods are considered for least squares problems. The SOR 
and CG methods are preferable, with respect to storage and multiplication require- 
ments, to the 2-block SOR given in [l] and the CG algorithm in [2] when the problem 
is of large scale. 
1. INTRODUCTION 
The least squares (LS) problem, 
min ((b - Ax((,, 
XER” 
(14 
is equivalent to the problem of finding the vectors x E R” and r E R”’ such 
that 
r=b-Ax, ATr = 0, (1.2) 
where A E Rmx” with rank(A) = n and m > n, and b E R”; see e.g. Peters 
and Wilkinson [3]. Since A has full column rank, we may assume that the 
rows of A have been permuted so that A has the form 
A= (1.3) 
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where A, E Rnx” is nonsingular. Then, with the corresponding partition- 
ing of 
(1.2) can be written as a linear system, 
0.4) 
(I.51 
Markham, Neumann, and Plemmons [l] suggested a 
(1.5). Recently, Freund [2] applied the CG method 
tioned norm equation, 
2-block SOR for solving 
to a specially precondi- 
(I + FTF)y = b, + FTb,, F = A,A, ‘, (1.6) 
and proved that the CG method is always preferable to the 2-block SOR 
method. However, their algorithms produce sequences rck), rJk), and rik) at 
the same time until convergence is achieved. In this note, we wish to show 
that this is not necessary. We give the SOR and CG algorithms which first 
find the solution rr (and rs), then determine x. Thus some work per iteration 
and some storage are saved. Besides this, it is shown that the CG algorithm is 
preferable to the SOR algorithm. The method of proof is similar to the 
method given by Freund [2]. 
2. SOR AND CG ALGORITHMS 
Let 
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Then multiplying (1.5) by D- ‘, one obtains 
It is clear that the system (2.1) is a reducible one. Therefore we need first to 
solve the subsystems 
(2.2) 
then to solve the subsystem 
A,r = b, - rl. (2.3) 
Since the coefficient matrix of (2.12) is B-cyclic and consistently ordered and 
the associated Jacobi matrix has a purely imaginary spectrum, the SOR 
method is applicable; see e.g. Niethammer [4]. 
SOR Algorithm for LS Problem. 
1. Factor A 1, r,(O) = 0, rd”) = b, - Fb,. 
2. Compute optimum factor wb = 2/(1+ /m). 
3. For k = 0,1,2,. . . until “convergence,” 
T2 
(k+ 1) = $0 + wb [F(~,‘~)-b~)+b~+~)], 
Tl 
(k+ 1) = ,.ik) _ ob $0 + FTTZ(k+ “1. 
[ 
4. Suppose that step 3 ends at k = I- 1. Then solve 
A,$& = b, - r:? (2.4) 
x’$& is the solution of (1.1). 
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From the above algorithm, one can easily prove that 
and 
X$&E A,%, + .fi( A,%%,(@, A;‘FTFA,), (2.6) 
where we use the notation .X,(C, B) = span{ c, Bc,. . . , Bk-‘c}, for the kth 
Krylov subspace generated by the vector c and the matrix B. 
Now we want to eliminate r, from (2.2). Thus we obtain the positive 
definite system 
(Z+FTF)r,=FT(Fbl-b2). (2.7) 
Thus, the CG method [6] is applicable for (2.7). 
CC Algorithm for LS Problem. 
1. Factor A,; set r,(a) = 0, u(O) = FT(Fb, - b,), and p(O) = o(a). 
2. For k=0,1,2 ,..., until u(~+‘)=O, 
9 = p’k’ + FTFp’k’, 
h = wk’ll; 
k (P’,9) ’ 
p+u = y(k) + x,9, 
r1 
(k+ 1) = ,.l(k) + ),kp’k’, 
IIV (k+q; 
ff k+l= ll&)ll; ’ 
P 
(k+l) = v(k+l) + ak+lP(k). 
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3. Suppose o(l) = 0 at step 2. Then solve 
A,&!& = b, - rl(? 
Accept x,$ as the solution of (1.1). 
By the CG property [5,6] we have 
(k) = 
I.1 arg min 119 - 4II+FV? (2.8) 
u E X;( FTr,co' , FTF) 
where rl is the exact solution of (2.7). 
Further, in order to relate this result to the SOR algorithm, we set 
A,?=b,-r 13 
Ax = b, - T, r E dq F%p, PF). 
Then X is the exact solution of (l.l), and 
x E A,‘b + Xk( A,‘F%i”, A,‘FrFA,). (2.9) 
Now one can prove that if A,x(~) = b, - rfk), then 
X(k) = arg min 
x E A;%, + &(A,‘FT@), A;‘F’FA,) 
(k) = 
r1 arg min tlrI - rllI+FTF. 
I E Yk(FTI,‘“‘, FTF) 
Noticing (2.6), we have 
THEOREM. Zf step 3 for the SOR algorithm and step 2 for the CG 
algorithm end at k = 1- 1, then we have 
llA& - bllz < lIA& - bllz. 
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Thus it seems that the CG algorithm is preferable to the SOR algorithm 
since their work per iteration is almost the same. 
Note that the SOR algorithm and CG algorithm have the same asymptotic 
rate of convergence as the 2block SOR method given in [l] and the CG 
algorithm given in [2] respectively. However, when large scale LS problems 
are considered, specially for m x=. n (such as geodetic LS adjustment prob- 
lems with m = 6,000,600, n = 406,066), the algorithms considered here are 
preferable to their counterparts, since the SOR algorithm needs n less 
multiplications per iteration and n less storage locations, and the CG 
algorithm needs 2(m - n) less multiplications and m - n less storage loca- 
tions. 
It is also worth noting that if we let 
rl= b, - Y, 
then (1.6) follows from (2.7). Therefore we can apply the CG method to 
(1.6). It seems that the computations of the right hand side in (1.6) are more 
economical than in (2.7). However, if one wants to keep the property as 
given in the theorem above between the CG and SOR, one should choose 
initial y(e) = b, instead of y co) = 0 which makes no difference, whether we 
apply the CG method to (2.7) or to (1.6). 
APPENDIX. MULTIPLICATIONS AND STORAGE REQUIREMENTS 
FOR THE TWO CG ALGORITHMS 
1. Multiplications 
The numbers of multiplications required are shown in Table 1. Now it is 
quite clear that the CG algorithm given here needs 2(m - n) less multiplica- 
tions than the CG algorithm given by Freund [2]. 
2. Storage Locations 
It is obvious that we do not need to consider the storage of A,, A,, 
factorization of A,, b,, and b,. We assume that for given c, and the 
factorization of A,, only one ndimensional vector locations are needed for 
the solution y for solving A,y = c. 
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TABLE 1 
This work Freund [2] 
System solvers A,.z=c, Al;y=d A,t = c, A;y = d 
Matrix-vector products A,.z, A;w A,z, A;w 
Vector inner products (0, O),(P> 41, 0, P, 4 E R” (0, u),(s, s),(y, n),” 
v,s~R”, UER”‘-” 
Scalar-vector products X.q,h.p,a.p, a.p,a.s,a.u,/3.s, 
X,aER,q,pER” a,p~R, SER”, 
UER”‘~“,~ER” 
au = A,p the amount of work to form u = A,.p is included in the matrix-vector 
products. 
For the CG algorithm given in Freund [2] we need the following storage 
locations: 
XER” for xck), 
rrE R” for rlk’, 
rz E R”-” for rJk’, 
SER” for sck’, 
O E R=(m- +%n) and P E R” for U(~) and pck’. 
Also v and p can be working space. 
For the CC algorithm given here, we need the following storage locations: 
v E R” 
rrE R” 
p E R” 
4 E R” and w E Rmax(m-n,n) 
for vck), 
for rfk), 
for pck’, 
for 4, 
and working space. 
Thus the CGalgorithm given by Freund [2] needs m - n more storage 
locations than the one given here. 
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