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This thesis describes the development of a network-based real-time group 
communication system. Unlike conventional Instant Messaging systems, which are 
well known for their abilities to handle one-to-one communication on the fly, this 
system shall focus mainly on many-to-many communication. In this respect, a user is 
able to initiate and/or participate in multiple concurrent communication sessions, each 
comprising of many users. 
IP multicast techniques are used in this system. In contrast to unicast, multicast allows 
the same data to be sent simultaneously to all intended recipients without having to 
repeat the transmission for each user in the list of recipients. In the context of a group 
communication system, this inherent characteristic of multicast improves bandwidth 
efficiency, timeliness of response and provides a straightforward means of managing 
session membership. 
The communication system that is developed consists of a messaging server, a 
database server, a database administrator module, a transcript repository, messaging 
gateways and messaging clients.  
The messaging server oversees the operation of the system and is responsible for user 
authentication, time synchronization, encryption key distribution and session 
management. To ensure privacy of communication between a user and the messaging 
server, a set of exchange keys is established using an 8-phase handshake procedure. 
This set of exchange keys will be subsequently used for the encryption of privileged 
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content, such as the encryption keys for session communication, while they are 
transmitted from the messaging server to the user. 
The database administrator module serves as an interface to an underlying database 
server and provides access to the user records for the system. Using the database 
administrator module, insertion, deletion and update of user records can be carried out 
without having to execute any complicated database commands. In addition, the 
administrator module also allows the customization of the ways in which new users are 
notified of their account information. 
For accountability reasons, the transcript repository is designed to store all text 
messages that are exchanged among the participants in each session. All text messages 
are encrypted to protect the potentially sensitive data within the messages. To allow 
text messages to be efficiently retrieved for inspection, a search scheme that is based 
on the use of descriptor files is implemented. 
The messaging client provides access to the communication functionalities of the 
system. Upon successful authentication, a user can create or join existing sessions and 
engage in text/audio-based communication. A multicast-based file transfer feature is 
also available for supporting the mass-transmission of files to multiple recipients.  
Under most network security policies, the corporate network is segmented into zones 
of varying trust levels. Due to the potential threats that multicast pose to the network 
when it is used for nefarious purposes, multicast traffic is often prevented from 
propagating beyond the boundary of each zone. For this reason, messaging gateways 
are created to identify the multicast groups that are associated with each 




Over the past decade, the rate at which existing network technologies are displaced by 
newer ones is indeed alarming. With the ubiquitous deployment of Local Area 
Networks (LANs) within corporations and institutions, synchronous modes of 
communication are now creeping into some of the roles that were once fulfilled by 
asynchronous means.  
1.1. Synchronous Communication 
As the mainstay of electronic communication, e-mail, being asynchronous in nature, is 
gradually losing its charm as the communication mode of choice among people who 
are geographically separated. At the same time, Instant Messaging (IM) systems as 
described in [1], [2], [3] have evolved from being a teenage fad to a productivity tool. 
Coordination and collaboration can now take place via real-time text/audio/video.  
The use of IM services offered by companies such as Microsoft, Yahoo and AOL is 
now a common sight at the workplace as business leaders realize its potential as a 
collaborative tool. However, conventional IM systems are not developed with group 
communication [4] in mind and thus, have some serious drawbacks when used within 
in the context of businesses and institutions. Among these are the problems of resource 
utilization, timeliness of response, security and accountability.  
Although conventional IM systems excel in facilitating one-to-one communication, 
they do not scale well. While this may not be a serious problem in a session that 
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involve only a handful of participants, network congestion and the corresponding 
increase in response time become apparent when the number of participants becomes 
large. The result can be particularly annoying when users communicate in audio/video 
modes, which require a large amount of bandwidth. As such, support for large-scale 
group communication is often not available in these systems. 
Security features, such as data encryption, are usually not present in conventional IM 
systems. As such, when the content of communication sessions are transported across 
networks over unprotected channels, they are exposed to prying eyes and can be easily 
extracted using available network sniffing applications. At the same time, conventional 
IM systems also lack accountability features for monitoring compliance with corporate 
policies on information disclosure.  
In order to overcome these problems, an IM system based on a new data delivery 
mechanism must be developed. The data transfer mode must allow the system to scale 
well in the face of dynamically changing session group size. At the same time, security 
and accountability features must also be incorporated into the new system. 
1.2. Project Objectives 
The main objectives of this project are as follow: 
• Development of a multicast-based real-time group communication system 
• Development of a secure storage area for communication transcripts 
• Implementation of a set of communication protocol for controlling system 
entities and transferring data among these entities  
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• Creation of an efficient management system for handling the allocation and 
recycling of multicast group parameters 
• Development of a cryptographic scheme for securing communication channels 
• Creation of gateways for connecting trusted and untrusted sub-networks 
• Development of an assurance scheme for addressing flow control issues related 
to the use of UDP 
1.3. Organization of Thesis 
This thesis describes the research and development work behind the Rhapsody project. 
In this project, a multicast-based secure IM system is developed from scratch, with 
special emphasis on addressing the drawbacks of conventional IM systems. Besides 
supporting real-time communication in text/audio/data modes, the Rhapsody 
Messaging System also provides a scalable solution to group communication needs in 
a corporate environment. 
In Chapter 2, a survey of the various common forms of data transmission over Internet 
Protocol (IP)-based networks is carried out. This serves to provide a better 
understanding of the motivation behind using multicast-based communication in the 
Rhapsody Messaging System. In addition, the difficulties of a direct incorporation of 
multicast techniques into such a system are also highlighted. These challenges define 
the scope of the research and development work that need to be carried out in this 
project. 
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In Chapter 3, an overview of the Rhapsody Messaging System is provided. Besides 
offering an introduction to the entities that make up the system, a general description 
of the system operation is also given. 
In Chapter 4, a discussion on the data structures and algorithms that are used for 
improving system scalability and efficiency is presented. These data structures are 
developed based on the fusion of computer memory access theories with mathematical 
routines. 
A description of the security implementation adopted by the system is provided in 
Chapter 5. This includes a description of the 8-phase handshake procedure, which is a 
cornerstone of the key exchange policy used for user authentication and key 
distribution. 
In view of the myriad of activities within the system, great care must be taken in the 
design and implementation of a set of network protocol for controlling and 
coordinating the various system entities. This protocol is presented in Chapter 6. 
The system database, which consists of the administrator module and the underlying 
database engine, is described in Chapter 7. Emphasis will be placed on the operation of 
the database administrator and its role in notifying new users of their account 
information. 
In Chapter 8, the operation of the transcript repository is described. The transcript 
repository caches the encrypted content of session communication in real-time and 
provides search functionalities for encrypted transcripts. 
The operation of the messaging gateway is described in Chapter 9. The messaging 
gateway is an optional part of the system and is only required when the network 
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security policy prevents multicast traffic from propagating across logical sub-
networks. 
The messaging server is described in Chapter 10. In this chapter, issues concerning 
user authentication, time synchronization, session parameter allocation, session 
membership management, session key distribution and gateway management are 
discussed. 
Chapter 11 describes the operation of the messaging client, with emphasis on the use 
of the various communication features over secure channels. 





Various forms of data transmission are supported in an IP network, each differing 
mainly in terms of the size of their recipient group and their range of coverage. 
Although all can be used in a group communication scenario, they are not equally 
efficient in the utilization of processor time and network bandwidth.  
For the Rhapsody Messaging System, communication is carried primarily using IP 
multicast. To appreciate the merits of IP multicast over other available forms of data 
transmission, it is important to first understand the underlying technologies for the 
various methods of data delivery. The following sections provide a description of the 
various types of data transfer, with special emphasis on IP multicast. 
2.1. Modes of Data Transmission over IP 
Unicast, broadcast and multicast are 3 modes of data transfer that are supported by 
Internet Protocol version 4 (IPv4) [5]. Each mode of data transfer differs in the way 
data is replicated as it is sent from the source to the destination. Figure 2.1 illustrates 
the difference between each of these data transmission modes when a host needs to 
send the same data to multiple recipients within the network. 
Unicast is inherently point-to-point with no replication of data during each 
transmission. Using unicast, a node in the network shown in Figure 2.1 can only send 
data to recipient nodes one at a time. The actual transfer of data involves only the 
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sender and the intended recipient nodes, and leaves the other nodes in the network 
relatively undisturbed. This form of directed transfer offers a high level of control but 







Figure 2.1. Comparison of data transmission modes in a one-to-many scenario 
At the other end of the spectrum, data transfer carried out using broadcast causes the 
data to be automatically replicated and sent to all nodes within the network. Unlike 
unicast, which requires the sender node to carry out n individual transmissions for n 
destination nodes, the underlying network support for broadcast allows data to be sent 
to all nodes within the network in a single transmission. However, since not all nodes 
in the network may be interested in receiving data from the sender, the indiscriminate 
transmission of data tends to waste a considerable amount of processor time and 
network bandwidth, especially when the actual target recipient group is small. The 
adverse effect of broadcast transmission over IP networks on processor performance is 
discussed in [6]. 
Multicast combines the best attributes of unicast and broadcast, allowing the directed 
transfer of data to a target set of recipients in a one-to-many manner. Like broadcast, 
Unicast Broadcast Multicast
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data transfer in multicast is accomplished in a single transmission, regardless of the 
number of destination nodes. However, unlike broadcast, the set of destination nodes is 
configurable and can comprise of any number of nodes in the network. By ensuring 
that only intended recipients are involved in the data transfer, multicast provides a 
more efficient utilization of network bandwidth than unicast and broadcast. 
2.2. Multicast 
Multicast is based on the concept of groups. A node must be a member of a multicast 
group in order to receive data meant for the group. Different implementations of 
multicast are available and they vary in terms of the way the control and data planes 
are configured [7].  
The control plane defines the way that multicast sessions are organized while the data 
plane determines the manner in which data is transmitted among the member nodes of 
a multicast session. Control and data planes can either be rooted or non-rooted.  
2.2.1. Multicast Taxonomy 
In a rooted control plane, a special member node, called the c_root, must be present 
throughout the session and is responsible for initiating session connections with the 
rest of the session members, each of which is known as a c_leaf. In a non-rooted 
control plane, each member node behaves like a c_leaf and session connections are 
self-initiated. The difference in implementation between rooted and non-rooted control 








Figure 2.2. Rooted and non-rooted control planes 
In a rooted data plane, a c_root node exists and is the centre of all data transfers. Data 
transfer, whether uni-directional or bi-directional, must involve the c_root node. While 
data from the c_root is sent to all c_leaf nodes, data from each c_leaf node can only be 
sent to the c_root node. In a non-rooted data plane, all nodes are equal and data 
transfer involves all member nodes. In this mode, it is also possible for member nodes 






Figure 2.3. Rooted and non-rooted data planes 
Rooted Control Plane Non-rooted Control Plane 
Rooted Data Plane Non-rooted Data Plane 
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Figure 2.3 illustrates the difference between rooted and non-rooted data planes. For the 
rooted data plane scheme, all c_leaf nodes will receive data “abc” sent by the c_root 
node while the c_root node is the only node that can only receive data “xyz” from the 
c_leaf node. In contrast, all member nodes in the multicast group under the non-rooted 
data plane implementation will receive data “abc” and “xyz”. 
2.2.2. IP Multicast 
IP multicast is a form of multipoint setup for IP networks in which both the control and 
data planes are non-rooted. As such, multicast group membership is self-managed with 
all member nodes having equal access to the transmitted data. IP multicast extends the 
capabilities of conventional IP and the areas of extension are defined in the Internet 
Engineering Task Force (IETF)-recommended standard, RFC 1112 [8]. 
2.2.3. IP Multicast Addresses 
In IP multicast, an address-port pair identifies an arbitrary group of IP nodes that have 
joined a multicast session. The Internet Assigned Numbers Authority (IANA) controls 
the assignment of addresses and has allocated the class D range of addresses (224.0.0.0 
to 239.255.255.255) for multicast applications. Addresses within this range can be 
further classified as link local addresses, globally scoped addresses and limited scope 
addresses [9]. The range of each address group is shown in Table 2.1. 
Table 2.1. IP multicast addresses 
Multicast Address Type Address Range 
Link Local Address 224.0.0.0 – 224.0.0.255 
Globally Scoped Address 224.0.1.0 – 238.255.255.255 
Limited Scoped Address 239.0.0.0 – 239.255.255.255 
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Local link addresses are used by network protocols for automatic router discovery and 
router communication. Multicast packets with addresses in this range will not be 
forwarded by any router to an adjacent sub-network. Globally scoped addresses are 
used for multicast transmission of data between Intranets and across the Internet. 
Certain addresses within this range of globally scoped addresses are reserved by IANA 
for use in protocols such as Network Time Protocol (NTP) [10]. Reserved globally 
scoped addresses are defined in the IETF standard, STD 2 [11]. Last but not least, 
limited scope addresses as defined in RFC 2365 [12], are constrained for use within an 
Intranet. 
2.3. Drawbacks of IP Multicast 
Although IP multicast is more suitable than alternative forms of data transmission for 
group communication, it has its drawbacks and inadequacies.  
Reliability 
Among the 3 forms of data transmission described, only unicast is capable of 
supporting both connection-oriented protocols such as Transmission Control Protocol 
(TCP) and connectionless protocols such as User Datagram Protocol (UDP). Broadcast 
and multicast can only support connectionless protocols, which implies a forfeiture of 
useful features that includes error recovery, flow control and reliability. As a result, 
data packets that are sent using IP multicast may arrive out of sequence at the 
recipient’s end or even get lost in transmission.  
Group Management 
While the notion of group management does not apply to unicast and broadcast, it has 
a significant bearing on the operation of multicast. As each multicast group is 
associated with an address-port pair, it is important to prevent repetition in the 
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assignment of these network parameters. A combination that is currently in use should 
not be assigned to a new group until it has been relinquished. 
Security 
As IP multicast is implemented based on non-rooted control and data planes, it is not 
possible to prevent any uninvited node from joining a multicast group once the 
address-port pair that identifies the group is known. At the same time, knowledge of 
the address-port pair also allows a non-member node to send data to every member of 
the group. Hence, security measures must be implemented to block out unwanted 
traffic and ensure that access to transmitted data is only restricted to legitimate 
members of the group. 
Network Security Policy Restriction 
In most organizations, users belonging to different domains are assigned to different 
logical sub-networks within the physical network. Each domain conforms to a different 
security scheme for accessing network resources. For example, a user who logs in as 
an unauthenticated local user may be logically assigned to an untrusted sub-network. 
Users in untrusted sub-networks have lower access rights than users belonging to 
trusted domains, and may be barred from accessing certain shared resources on the 
Intranet. Since IP multicast is non-rooted in the control and data planes, it can be a 
potential security hazard in a network that comprises of both trusted and untrusted sub-
networks. Thus, it is a common practice in network security implementations to 
prevent multicast traffic from propagating across the logical sub-networks. In the 
presence of these network security measures, it is necessary to implement some form 
of tunneling to connect the trusted and untrusted sub-networks when multicast 
applications are to be used for non-nefarious purposes. 
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System Complexity 
In view of the above-mentioned considerations, it is clear that the amount of effort 
required to implement a multicast-based communication system is not trivial. With the 
need to devise and incorporate ways for overcoming each of the problem areas, the 
complexity of the entire system will inevitably be higher than that of a conventional 





The Rhapsody Messaging System is built on a server/client architecture with the 
system core comprising of a messaging server, a database server and a transcript 
repository. Figure 3.1 shows the general layout of the system. To facilitate data entry, a 
database administrator module is set up to act as an interface to the database server. 
Depending on the nature of the network security policy that is implemented, this setup 
may be further supported by a set of gateways for connecting multicast groups that 
straddle multiple logical sub-networks. Messaging clients are distributed throughout 
the network and each is able to make use of the system setup to engage in group-based 
communication.  
 
Figure 3.1. System layout 
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3.1. System Entities 
Messaging Server 
The messaging server oversees the general operation of the system and is mainly 
responsible for the authentication of users, setting-up/shutting-down of sessions, 
monitoring of gateway network load and implementation of security measures. 
Database Server 
The database server for the Rhapsody Messaging System uses a MySQL [13] backend 
engine for storing user records. To prevent unauthorized access to user information, 
the user records within the database are password-protected. 
Database Administrator Module 
The database server stores general user information in a secure relational database. A 
database administrator module is set up as an interface to the database server. From the 
database administrator module, user records can be easily inserted, edited or deleted 
without the need to write any Structured Query Language (SQL) code. In addition, the 
database administrator module also allows customization of the way in which new 
users are notified of their account information upon successful account creation. 
Transcript Repository 
The transcript repository listens in to the text channel in all sessions and logs all 
messages as they are exchanged among the participants of a session. This ensures 
accountability and provides a means for the system administrator to monitor for 
compliance with corporate information security policies. To safeguard the content on 
the transcript repository, messages are encrypted and saved under filenames that are 
deliberatively obfuscated. A search scheme based on date and user name is 
 16 
implemented within the transcript repository to allow quick access to the desired 
encrypted transcripts.  
Messaging Client 
The messaging client houses the communication tools. These tools allow users to 
exchange short text messages among themselves, carry out audio conferences and send 
files to any group of users within the session. 
Messaging Gateway 
Gateways are an optional part of the system and are only needed when the network 
security policy prevents multicast traffic from being sent across logical sub-networks. 
More than one gateway can be set up in a logical sub-network. To avoid overloading 
any gateway, the messaging server carries out load balancing based on resource 
utilization statistics that are periodically collected from each gateway. 
Each of these system entities will be described in greater details in subsequent 
chapters. 
3.2. System Initialization 
The database administrator module and the transcript repository must be set up prior to 
activating the messaging server. After the database administrator module is set up, it 
will attempt to connect to the database server using the access credentials provided 
during the setting up phase and fetch all the user records for storage in the local cache. 
In the case of the transcript repository, the setting up process involves the derivation of 
the master cryptographic key for internal encryption needs.  
While the messaging server is being set up, it will locate the database administrator 
module and the transcript repository by sending signals through the central 
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administration channel. Upon locating them, the messaging server will set up secure 
unicast channels for exchanging data among the 3 system entities.  
Messaging gateways, if any, can be activated once the messaging server is set up. 
Depending on the sub-networks in which they are set up in, gateways occupy different 
positions within the sub-network hierarchy. During initialization, these gateways will 
attempt to detect their positions within the sub-network hierarchy and register 
themselves with the messaging server either as primary or secondary gateways. 
After setting up all these essential system entities, the system is ready for operation.  
3.3. System Operation 
 
Figure 3.2. System operation 
In the network depicted in Figure 3.2, the messaging system is set up in a physical 
network that consists of 3 logical sub-networks. The size of each logical sub-network 
may change over time, depending on the number of users who log in to each of the 3 
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logical domains. For security reasons, multicast and broadcast traffic within each of 
these sub-networks are isolated from the rest by one or more network routers/switches. 
On the other hand, unicast, being point-to-point in nature, is still able to pass freely 
across all the sub-networks. 
The messaging server, database server, database administrator module and transcript 
repository are all located in the primary sub-network. Due to the network topology, 
messaging gateways are used to convey multicast traffic across the 3 sub-networks. 
Messaging clients 1 and 2 in the primary sub-network are participants of session 1 and 
are connected to messaging clients 3, 4, 5 in sub-network 2 and messaging client 6 in 
sub-network 3 via a common set of communication channels for session 1. This set of 
communication channels consists of a session administration channel, a text 
communication channel, an audio communication channel and a data transfer channel. 
The transcript repository is a passive participant in all sessions and is connected to 
each session through the session text channel. In a similar way, messaging gateways 
are passive participants of all sessions within their sub-networks and connect to each 
session through all the communication channels for that particular session. 
Each session communication channel is actually a multicast group that comprises of 
session participants within the same sub-network. This multicast group shares the same 
network parameters (multicast address and port) as multicast groups in other sub-
networks that correspond to the same session communication channel.  
Communication within each session is managed by the clients involved in the session 
without the intervention of the messaging server. Management of session 
communication is carried out via a dedicated session administration channel and has 
no bearing on the operation of other existing sessions. As such, session communication 
 19 
will not be interrupted even when the messaging server, the database server or even the 
transcript repository crashes. At the same time, a recovery mechanism is also 
incorporated into the messaging server to enable normal operation to resume with 
minimal disruption to the messaging service. 
Communication among the participants of a session takes place over the text, audio 
and data transfer channels for the session. When messaging client 1 sends a text 
message over the text communication channel for session 1, the same text message 
will be delivered to all members of the multicast group corresponding to the session 
text channel. These include all messaging clients as well as the transcript repository. 
Messaging gateways are used to relay the multicast packets originating from one sub-
network to recipients in other sub-networks. Multicast packets that are sent between 
each of these gateways are transported in unicast tunnels. For example, when the 
primary gateway receives a packet containing a text message from a messaging client 
in sub-network 1, it forwards the packet by unicast to secondary gateways 2 and 3. 
Upon emerging from the respective unicast tunnels, the text message is sent by the 
secondary gateways to all messaging clients in sub-network 2 and 3 via the text 
communication channel for session 1. Besides text messages, administrative 
information, audio and data files are also relayed to all session participants across the 
network in the same way. 
Since not all sessions have participants across all the 3 sub-networks, an indiscriminate 
relaying of session data by any messaging gateway will waste valuable network 
bandwidth and the processor time of the recipients. To address this issue, each 
messaging gateway maintains a list of participants for all active sessions within the 
system. This list defines the distribution network for session data and determines when 
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a gateway needs to set up or shut down communication channels for any session. For 
example, when messaging client 7 sends a text message to other members of session 2, 
secondary gateway 2 will only forward the text message to the primary sub-network 
since the transcript repository is the only participant of session 2 that lies outside sub-
network 2. 
Due to the dynamic nature of session membership, system information such as those 
that are used for compiling the session participant list within the gateways has to be 
accessed and updated on a frequent basis. As such, to improve the overall system 
efficiency, it is important to optimize data access on the affected machines. For the 
Rhapsody Messaging System, this is accomplished through the use of certain data 
structures and algorithms. The implementation of these data structures and algorithms 




DATA STRUCTURES AND 
ALGORITHMS 
In view of the large amount of data that has to be constantly processed by the system, 
operations within each system entity have to be optimized. Efficiency is achieved 
through the use of various data structures and algorithms that help to reduce the 
amount of processing required in completing a task. These data structures and 
algorithms are designed based on memory access theories and mathematical routines. 
These efforts help to improve the scalability of the system, allowing it to support more 
users without affecting its performance.  
4.1. Data Access in Computer Systems 
4.1.1. Memory Swapping and Paging 
Memory swapping is the process of moving blocks of information between the levels 
of a memory hierarchy. In an application, code and data are stored in fixed-size blocks 
called memory pages. Due to the limited amount of physical Random Access Memory 
(RAM) available on each machine and the large number of processes competing for 
the use of the RAM, there will be a time when all available memory pages are used. In 
order for an application to obtain additional memory pages for storing code or data, the 
operating system has to swap an existing physical page to the hard disk to vacate the 
page for the new request [14]. When the original application that owns the page tries to 
access it after it has been swapped to the hard disk, a page fault is triggered. The 
operating system then swaps another page to the hard disk to free up a physical page 
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and map the requested page back to the vacated physical page. If pages containing 
required data need to be constantly swapped back to memory, thrashing occurs. 
Since accessing data from the hard disk is many times slower than accessing data from 
the RAM, the overhead of swapping pages from the hard disk back to the RAM can be 
costly if it occurs too frequently. 
4.1.2. Locality of References 
In order to reduce the possibility of thrashing, the concept of locality of references [15] 
is used in the design of computer memory architecture. There are 3 dimensions to the 
properties of the locality of references, namely, temporal, spatial and sequential [16]. 
Each of these is based on observations made on the patterns of data access during the 
lifetime of a software process.  
Based on temporal locality of reference, recently accessed data are retained in memory 
in favor of older data. This helps to improve system efficiency when looping 
operations are performed. Here, the most recently accessed data will be those in the 
innermost loop. 
At the same time, related data tend to be grouped together when they are stored in the 
main memory. This allows the system to exploit spatial and sequential locality of 
references. In these cases, when a piece of data is accessed, related data are also pre-
fetched into the memory in anticipation of access in the near future. For example, 
neighboring array items are pre-fetched in anticipation of sequential access when an 
array item is accessed. 
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4.2. Conventional and Modified Array Structures 
On 32-bit operating systems, the conventional method for creating an array allocates a 
contiguous block of memory of the specified size for storing 32-bit array items. Arrays 
can either be data arrays or pointer arrays. A data array stores data values directly in 
the array, while a pointer array stores memory pointers to the actual data in the array. 
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Figure 4.1 shows the difference between a data array and a pointer array. For the 
former, the array items can be accessed sequentially with minimal effect on thrashing. 
This is because adjacent data array items are next to one another in terms of their 
actual memory locations and tend to be found on the same memory page when the 
array is loaded into memory. 
On the other hand, adjacent pointers in a pointer array may not necessarily reference 
memory locations that are next to one another. In fact, the memory locations of the 
data structures referenced by the pointers are determined by the state of memory 
utilization when they are created. As such, the data structures referenced by the 
pointers may be actually be scattered across many memory pages. In the worst-case 
scenario, a pointer array for storing n data structures will have the data structures 
scattered across n memory pages. As such, accessing data structures from a pointer 
array tends to have a greater risk of thrashing, especially when the system load is high. 
To improve spatial locality of reference and thus, reduce the number of potential page 
swaps, conventional methods for creating arrays have to be modified to force the entire 
array to occupy as few memory pages as possible. To achieve this, a contiguous block 
of memory has to be set aside for storing data structures instead of allowing them to be 
placed freely throughout the main memory. This reserved block of memory is divided 
into slots for storing each data structure. By treating each slot as an array item, stored 
data structures can be accessed without the need to derive their memory locations from 
their pointer values. At the same time, the contiguous nature of data storage causes 
adjacent slots to be found on the same memory page. In fact, if the size of the data 
structure and the number of array items are sufficiently small, it is even possible for 
the entire array to fit into a single memory page.  
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Based on this new array structure, buffer arrays, sorted arrays and recyclable arrays are 
designed for supporting the development of various system entities.  
4.3. Buffer Arrays 
Buffer arrays are designed for use as temporary data storage areas. Hence, efficient 
data reading and writing are important considerations in their designs. The circular 
array and the general circular buffer are 2 types of buffer arrays that are developed in 
this project. The ‘wrap-around‘ feature is implemented in both types of buffer arrays. 
This restricts data writing to a fixed range of memory locations and supports sequential 
data reading without the need to dynamically allocate and deallocate memory when 
data is inserted or extracted from the array. 
4.3.1. Circular Array 
The circular array is an array structure for storing fixed-size data structures. The 
maximum number of array items is fixed at creation time and remains constant 
throughout its operation.  
Figure 4.2 illustrates the operation of the circular array. The head and tail of the 
circular array point to the first and last valid items respectively in the circular array. In 
the figure, ‘H’ and ‘T’ denote the head and tail of the circular array respectively. Note 
that the head of the circular array may not refer to the first slot position and the tail 
may not be the last slot position. Insertion of a new array item takes place after the tail 
of the circular array. After each insertion, the tail is advanced one slot towards the last 
slot position of the array. When the tail of the circular array has reached the last slot 
position, subsequent insertion will cause the new array item to be inserted at the first 









Figure 4.2. Operation of circular array (FIFO configuration) 
The circular array can be configured to operate as a First-In-First-Out (FIFO) or Last-
In-First-Out (LIFO) buffer. Extraction of array items takes place at the head of the 
circular array for a FIFO buffer and at the tail for a LIFO buffer. For the FIFO 
configuration, the head is advanced one slot towards the last slot of the array after 
extraction. For the LIFO configuration, the tail is advanced one slot towards the first 
slot after extraction. 
4.3.2. General Circular Buffer 
The general circular buffer is a variant of the circular array. Although the total size of 
the memory block reserved for storing the array items is still fixed, the size of the 
individual array items is not. This allows the general circular buffer to be used in 
situations when the size of the item to be inserted can only be known during program 
runtime. Although this array structure is more flexible than the circular array, it is less 
efficient in its utilization of memory space.  
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Figure 4.3. Insertion into general circular buffer 
New array items in a general circular buffer are always inserted after the tail of the 
array. Due to the wrap-around feature of the general circular buffer, the tail of the array 
may not always be behind the head of the array. Figure 4.3 illustrates the insertion 
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In case 1, the item to be inserted is larger than the amount of space available after the 
tail. In order for the entire data structure that is represented by the new item to be 
stored in a contiguous manner, the new item is inserted at the front of the array. As a 
result, the unused space at the end of the array has to be abandoned to preserve the 
FIFO or LIFO property of the buffer. At the same time, the tail of the array is shifted to 
the new location as shown in the figure to prevent subsequent insertion from using the 
abandoned space. In case 2, the item is inserted after the tail of the array even when the 
tail is in front of the head. 
Although the abandoned space at the end of the array cannot be used for direct 
insertion in the 2 cases, it can be reclaimed when item extraction forces the head or tail 
of the array to move over the region. For example, when the first 4 items in case 1 are 
extracted in a FIFO manner, the abandoned space will be merged with unused space 
after the tail. In a similar way, the abandoned space in case 1 can also be reclaimed 
when the last item is removed in a LIFO manner. 
4.4. Sorted Arrays 
Sorted arrays are a special class of arrays that are used to store numerical values in 
ascending order. In a sorted array, the entire array is stored in a contiguous block of 
memory and is re-sorted whenever a new item is inserted. Sorting is performed using 
the binary sort algorithm.  
As the array items have to be stored in a contiguous manner, insertion and deletion 
operations may involve a substantial amount of shuffling. Figure 4.4 shows the best 









Figure 4.4. Insertion into sorted array 
Insertion into a sorted array incurs the least amount of shuffling when the new item is 
larger than the largest existing item in the array. In this case, the new item is simply 
appended to the end of the array. On the other hand, when the new item is smaller than 
the smallest existing item, it has to be inserted at the front of the array. Since all data 
writing operations are restricted to a fixed range of memory locations, an insertion at 
the front of the array causes all existing items to be shifted 1 slot towards the rear of 
the array. 
While insertion and deletion of array items may involve a large amount of memory 
rewriting, search operations in a sorted array are very efficient. Using the binary search 
algorithm, the time complexity of the search operation can be reduced from O(n) in the 
case of an unsorted array to O(log2 n). As a quantitative example, the worst-case 
scenario for locating an array item in an unsorted array of 1000 items is 1000 
comparison operations. In contrast, the worst-case scenario for a search conducted 






Due to the amount of processing that has to be performed whenever the array is re-
sorted, sorted arrays are not suitable for temporary storage of data values. Instead they 
excel at storing non-volatile data that are frequently used in lookup operations. 
4.4.1. Repeated-Item Sorted Array 
This type of sorted array structure is optimized for storing duplicate item values. To 
enhance the performance for the array structure, each repeated-item sorted array is 
accompanied by 2 index arrays. Each index array stores values corresponding to the 
number of repeated-items that are identical to the currently selected item in each 
direction of the array. Using this pair of index arrays, insertion and deletion of repeated 
items takes place only at the far edge of the length of repeated items. An illustration of 






Figure 4.5. Structure of repeated-item sorted array 
Referring to Figure 4.5, each item in the top index array stores the number of repeated 
items to the left of the selected repeated item. Each item in the bottom index array 
stores the number of repeated items to the right of the selected repeated item. For 
instance, when the repeated item ‘5’ is selected as shown in the figure, the top index 
array indicates that 3 ‘5’s can be found to the left of the current ‘5’, while the bottom 
Index array storing the number of repeated items to the left of the 
selected item 
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index array indicates that 2 ‘5’s can be found to the right of the current ‘5’. This form 
of indexing allows duplicate items to be ignored when binary search is performed on 
the array. 
Recall that an address-port pair defines a multicast group. In this way, a single 
multicast address can actually be common to numerous multicast groups with different 
port values. As such, the repeated-item sorted array can be used, in this case, for 
storing the multicast address used in these multicast groups. 
4.4.2. Segmented-Sequence Sorted Array 
The segmented-sequence sorted array is designed to store multiple sorted sequences of 
numerical values. No duplicate values are allowed within each sequence segment. Like 







Figure 4.6. Structure of segmented-sequence sorted array 
Figure 4.6 shows the structure of the segmented-sequence sorted array. The boundaries 
of each segmented sequence are denoted by dotted lines. Within each segmented 
sequence, data values are arranged in sorted order and the corresponding index values 
Index array storing the number of items to the left of the selected item 
that belong to the same sequence 
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0 0 1 0 0 1 2 3 4 5 0 1 2 0 0
0 1 0 0 5 4 3 2 1 0 2 1 0 0 0
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indicate the number of items that belong to the same segment lying in each direction. 
From the figure, the selected value of ‘4’ belongs to a segmented sequence that has 3 
sequence items to its left and 2 sequence items to its right. 
Using the system of sequence item indexing, the range for performing binary search 
operations on a segmented sequence can be easily determined. In fact, when there is 
only 1 segment in the array, the segmented-sequence sorted array behaves exactly like 
an ordinary sorted array. 
4.5. Recyclable Array 
The recyclable array is a form of unsorted array that can be expanded or contracted at 
runtime with minimal amount of array item shuffling. This array structure comprises of 
a value array and 2 index arrays. The value array stores data structures while the index 
arrays store the slot positions within the value array that are used and unused.  
Referring to Figure 4.7, slots within the value array are filled up in the normal manner 
when the value is initially empty. At the same time, the active-index array stores the 




Figure 4.7. Sequential insertion into recyclable array 
When items in the 1 and 3 slot positions are extracted in the order 1 followed by 3, the 
index arrays are updated as shown in Figure 4.8. Note that the items in the value array 
are not compacted after item extraction. Following the extraction of items in slot 
0 1 2 3 4 5 6 7 8 9Value Array Indices
Value Array
0 1 2 3 4   Active-Index Array
   Inactive-Index Array
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positions 1 and 3, the active-index array will only store the index values of the 





Figure 4.8. Updating index arrays within recyclable array 
When insertion of an item occurs after the extraction process, the slot corresponding to 
the last index value in the inactive-index array is reused. As shown in Figure 4.9, the 
last index value in the inactive-index array is chosen for recycling instead of the first 




Figure 4.9. Reusing inactive slots in recyclable array 
Using this form of slot recycling, memory rewriting due to insertion and extraction is 
kept to a minimal. However, since unused slots may exist between used slots in the 
value array, sequential access to data structures in the value array is less efficient than 
that for the array structures discussed in the previous sections. 
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In the Rhapsody Messaging System, cryptographic efforts revolve around 2 main 
system activities: user authentication and communication channel security. Extensive 
planning has to be carried out to prevent the cryptographic implementations for these 
activities from succumbing to common flaws in design [17], [18], [19]. 
5.1. Random Sequence Generation 
Randomness is an important part of cryptographic applications. In most cryptographic 
systems, keys are created using processes that require random or pseudo-random 
inputs. These inputs must be forward and backward unpredictable. 
Random sequences can be generated from random number generators (RNG) and 
pseudo-random number generators (PRNG) [20]. In a RNG, a non-deterministic source 
(entropy source) is used along with some processing function (entropy distillation 
process) to produce the effect of randomness. The entropy distillation process is used 
to overcome any weakness in the entropy source that will result in the production of 
non-random numbers. The outputs of the RNG may then be used directly or fed into a 
PRNG. As the process of generating random numbers from entropy sources tends to be 
time-consuming, PRNG are more suitable when large quantities of random numbers 
have to be produced. 
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A PRNG generates outputs by performing deterministic operations on one or more 
inputs values known as seeds. Due to the use of deterministic functions, it is important 
to obtain seeds that are generated from a RNG to ensure unpredictability in the output. 
In fact, for any unknown seed for a PRNG, it must not be possible to guess the next 
output number based on knowledge of previous output numbers. In addition, it is also a 
requirement that the seed used in a PRNG is not derivable from the output sequence it 
produces. 
For cryptographic requirements within the Rhapsody Messaging System, the 
Indirection, Shift, Accumulate, Add, and Count (ISAAC) algorithm [21] is used for the 
implementation of a PRNG. This PRNG is fast and generates 32-bit cryptographically 
secure values at an average speed of around 19 machine cycles per value. The output 
values are also guaranteed to be uniformly distributed, unbiased and unpredictable 
with cycle varying from 240 to 28295 values in length. 
5.2. Cryptographic Service Provider 
In the Rhapsody Messaging System, a specialized module within each system entity, 
called the Cryptographic Service Provider (CSP), handles all activities concerning 
encryption/decryption of content for local storage and communication between system 
entities. The CSP provides an interface to a wide range of cipher and message digest 
algorithms that are used in cryptographic applications worldwide.  
Table 5.1 shows the cipher algorithms that can be accessed from the CSP. Cipher 
algorithms can be classified as either stream or block. The basic operation of these 
cipher algorithms is described in [22], [23], [24]. Cipher algorithms are used for data 
encryption and decryption. During encryption, a piece of data (plaintext) is converted 
into a form that appears to be random and meaningless (ciphertext). Decryption 
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operates in the reverse manner, converting the ciphertext back to plaintext. During 
encryption and decryption, a set of encryption and decryption keys must be used. 
Depending on the type of encryption scheme used, the same decryption key may be 
required to reconstruct the plaintext from the ciphertext. In general, the larger the size 
of the key used, the more resistant it is to brute-force attacks that rely on guessing the 
key. In fact, the total number of possible combinations for a 64-bit key is 
18,446,744,073,709,551,616. 
Table 5.1. Cipher algorithms accessible from the CSP 
Algorithm Block size (bits) Maximum key size (bits) 
3DES 64 192 
Blowfish 64 448 
Cast-128 64 128 
Cast-256 128 256 
DES 64 64 
Ice 64 64 
Ice 2 64 128 
IDEA 64 128 
MARS 128 1248 
Misty1 64 128 
RC2 64 1024 
RC4 N/A (stream cipher) 2048 
RC5 64 2048 
RC6 128 2048 
Rijndael (AES) 128 256 
Serpent 128 256 
TEA 64 128 
Thin Ice 64 64 
Twofish 128 256 
 
Table 5.2 lists the message digest algorithms that can be accessed from the CSP. 
Message digest algorithms are one-way functions that convert a piece of data of 
 37 
variable size into a new form of a fixed size. These algorithms, which are also known 
as hash functions, are designed in such a way that it is theoretically impossible to 
reconstruct the original data from the output of these message digest functions. As 
such, these are often used for signing and verification of digital data. [25] provides a 
more in-depth treatment of hash functions. 
Table 5.2. Message digest algorithms accessible from the CSP 
Algorithm Possible digest size (bits) 










5.3. Security Considerations 
5.3.1. Network-based Attacks 
Security implementations can be vulnerable to attacks, especially during the process of 
key distribution over networks. Due to the nature of Ethernet-based networks, network 
interface cards can be easily configured to intercept data packets as they are sent across 
the network. If these data packets are not protected by any encryption technique, the 
potentially sensitive content within these packets can be extracted and reconstructed by 
an attacker who is well versed in network protocols. With the widespread availability 
of network sniffing applications, the risk of exposing sensitive data to unauthorized 
personnel can be rather high. 
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Even when strong encryption algorithms are used, a weak security implementation in 
the distribution of encryption keys may still defeat the system. In particular, an attacker 
can masquerade as a trusted party and fool a sender into sending confidential 
cryptographic information to the attacker. An attacker can also intercept and change 
the content of a packet before forwarding the altered packet to the real recipient. 
5.3.2. System-based Attacks 
In addition to attacks on packet transmission, systems can also be compromised when 
plaintext or cryptographic information that are used for deriving encryption keys are 
not well protected on host machines. In fact, key recovery databases that are used for 
recovering lost keys in the event of system failure are often sources of vulnerability, 
especially if they are not designed and implemented in a secure manner. 
5.4. Security Measures 
The following sections describe the security measures that are implemented in the 
Rhapsody Messaging System for user authentication, secure communication, key 
distribution, key storage and key recovery. 
5.4.1. User Authentication 
User authentication is an important part of the overall security implementation and is 
the first barrier to preventing unauthorized access to the system. During user 
authentication, great care has to be taken not to reveal unnecessary information in any 
manner that can be easily exploited by a would-be attacker. To achieve this, an 8-phase 
handshake model is used. This handshake model is designed based on the well-known 
Diffie-Hellman exchange protocol that is commonly used for negotiating a pair of 



















Figure 5.1. 8-phase handshake 
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Besides verifying the identity of the user, the 8-phase handshake model is also used as 
a means for establishing a pair of encryption keys for facilitating the exchange of 
session keys at a later stage. The various phases of operation in the 8-phase handshake 
model are shown in Figure 5.1. The model works based on the concept of public and 
private keys. A pair of public/private keys is associated with each party during the 
handshake process. Public keys are exchanged in plaintext format between the 2 
parties involved in the handshake while private keys are kept secret by each party and 
never transmitted. Once the private keys of both parties are constructed, all user 
verification information that is subsequently exchanged will be encrypted using the 
recipient’s private key. Referring to Figure 5.1, phases 1 to 5 of the 8-phase handshake 
involve the exchanging of data pertinent to the creation of the private keys while 
phases 5 to 8 involve the verification of user information. 
Due to the dynamic nature of the messaging system, multiple handshake sessions may 
be taking place at the same time. To identify each handshake session, the user ID of 
the client involved is included in each packet of data exchanged between the server 
and the client. 
Phase 1 of the 8-phase handshake is initiated when the client attempts to log in to the 
system. During this phase, a randomly generated value is sent to the server. This value 
is used as the client public key and will be combined with other information at a later 
stage for creating the private keys. The client public key is not encrypted and cannot be 
used alone to compromise the security implementation. 
Upon receiving the unencrypted client public key in phase 2, the server sends a 
randomly generated value back to the client. This value is used as the server public key 
and like the client public key, it is sent in the unencrypted form.  
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In phase 3, the client generates a random value, called the salt value. The client private 
key is then created as a message digest of the client password, server public key and 
the salt value. The client private key must be kept secret and should never be 
transmitted over the network. In order for the server to construct the client private key, 
the client needs to provide the salt value. This salt value is sent to the server after 
encrypting it with the server public key. 
In phase 4, the server decrypts the salt value sent by the client using the server public 
key. Following that, the server retrieves the password corresponding to the client user 
ID from the user record database. The client private key is then constructed in the same 
manner as it is done at the client. To create the server private key, a random value is 
generated by the server and used as an offset to the initial salt value. The server private 
key is then created as the message digest of the client password, client public key and 
the sum of the salt and offset values. Like the client private key, the server private key 
should not be transmitted over the network. To enable the client to construct the server 
private key, the random offset value generated by the server is sent to the client after 
encrypting it with the client private key. 
Note that an attacker will not be able to decrypt the offset value if any of the 3 
constituent values (client password, server public key and initial salt value) used for 
creating the client private key is not known. It may be possible for the attacker to know 
the server public key, and from it learn the salt value, either by intercepting the packet 
containing the unencrypted server public key or masquerading as a client attempting to 
log in to the system. However, since the client password is never transmitted over the 
network in any of the previous phases, it is not possible for an attacker to have 
compromised the client private key. Without the client private key, an attacker will not 
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be able to decrypt the encrypted offset value received in phase 5. Without the offset 
value, the attacker will not be able to construct the server private key and hence will be 
unable to proceed beyond phase 5 of the handshake procedure. As such, phases 1 to 4 
ensures that the real client and server are currently online, and since only they have 
access to the client password, they are the only ones who are able to create the correct 
set of client and server private keys that are required for the subsequent stages. 
In phase 5, the client decrypts the encrypted offset value received from the server using 
the client private key and constructs the server private key from the message digest of 
the client password, client public key and the sum of the salt and offset values. At this 
stage, both the server and client have the pair of private keys required for the 
subsequent phases. User verification information exchanged between the server and 
client will, from here forth, be encrypted using this set of private keys. The first step in 
the verification of user information involves the construction of a message digest from 
the server private key, client password and client private key. This message digest is 
then encrypted using the server private key and sent to the server. Note that although 
the message digest is partially constructed from the server and client private keys, 
information on the private keys will not be revealed even if an attacker manages to 
intercept the packet. This is because besides being encrypted, the nature of the message 
digest algorithms used makes it impossible to recover the input from the output. 
In phase 6, the server decrypts the verification information sent by the client using the 
server private key and compares it with the message digest of the true values. When a 
mismatch occurs, the handshake process is immediately terminated and the client is 
informed of the failure. When a match occurs, the server will proceed to prove to the 
client that the server is authentic. To do this, the server constructs a message digest 
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from the client private key, client user ID and client password. The message digest is 
then encrypted using the client private key before being sent to the client. 
In phase 7, the client decrypts the verification information it receives from the server 
and compares the result with the set of verification information it constructs from the 
values it has. If a mismatch occurs, it indicates that an attacker is currently 
masquerading as the server. In this case, the handshake process is immediately 
terminated. On the other hand, if the results match, the client will signal the readiness 
to receive setup instructions by sending an encrypted message digest of both the 
private keys to the server. 
In phase 8, the server will verify the validity of the activation request from the client 
by comparing the data received against the true values. Like before, the handshake 
process will be terminated if a mismatch occurs. Upon confirmation of the activation 
request, the server will then send setup instructions to the client. 
If an attacker attempts to reuse an old packet captured from a previous successful login 
for any of the 8 phases, it will fail. This is because the server public key, client public 
key, salt and offset values used are regenerated for each new handshake session.  
5.4.2. Secure Communication 
Once a client has successfully logged in to the system, he/she can join or start a 
communication session. Content within each communication session is protected 
through the use of secure channels. Data transmission in each channel is encrypted 
using a session encryption key that is generated by the server when a new 
communication session is started. Through the careful distribution of encryption keys 
to only the intended recipients, encrypted content within each session is made 
accessible only to the session participants. 
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Encryption of session data is particularly important in multicast-based communication. 
As it is not possible to prevent a user from joining a multicast group when the group 
parameters are known, the only way to restrict access to session data is through the use 
of encryption schemes in which the session keys are only known to authorized users. 
Session keys are periodically changed to prevent an attacker who has managed to 
obtain an existing session key by brute-force from accessing the session data. In 
addition, to prevent users who have left a communication session from reusing stale 
session keys to access existing session content, session keys are changed whenever a 
user leaves a session. 
Changing of session keys is managed and carried out within the messaging server. 
When a set of session keys is changed, the participants within the affected session are 
notified in a one-to-one manner. The new set of session keys is encrypted using the 
client private key of each participant before it is sent to the participant.  
5.4.3. Key Distribution 
The 8-phase handshake procedure is important in the establishment of a set of 
public/private keys that is unique to each user. In order to ensure that the distribution 
of session keys is carried out in a secure manner, the session keys are encrypted using 
the participants’ private keys before they are sent to the participants. Since only the 
intended recipient of a session key notification packet will have the required private 
key to correctly decrypt the encrypted session keys, session keys can be kept safe from 
attackers during the distribution process. 
Since the transcript repository needs to be able to decrypt the encrypted text content of 
all sessions, it must be notified of the session text channel keys. These are encrypted 
 45 
using a transcript repository key that is negotiated between the messaging server and 
the transcript repository during system initialization. 
5.4.4. Key Storage 
Secure storage for active public, private and session keys is provided in the form of 
key databases. Each key database has an associated key for encrypting the 
cryptographic keys to be stored. Within a key database, cryptographic keys are 
encrypted and stored in key containers. Key databases are used for storing exchange 
(public/private) keys and session keys. 
 
Figure 5.2. Exchange key database 
Figure 5.2 shows the structure of the key database for storing public/private keys. 
Upon successfully completing the 8-phase handshake process, the server public key, 
server private key, client public key and client private key that are created will be 
encrypted using the database key for the exchange key database and stored in a key 
container. Multiple key containers may be stored in the exchange key database, with 
each key container identified by the user ID of the client involved in the handshake 
process. The key container associated with a user is destroyed when the user logs out 
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from the system. The memory locations used for storing the public/private keys will 
also be cleared to prevent attackers from harvesting stale keys through system-based 
attacks. 
 
Figure 5.3. Session key database 
Figure 5.3 shows the structure of the key database for storing session keys. Session 
keys are used for encrypting the content of communication channels within sessions. 
There are 4 communication channels in each session and a different session key is used 
for each channel. Each set of session keys is encrypted using the key for the session 
key database and stored in a key container. Each key container is identified by the ID 
of the session. Multiple key containers can exist in the session key database and the 
number of key containers corresponds to the total number of active sessions within the 
messaging system.  
As in the case of the exchange key database, measures are taken to prevent the 
harvesting of stale session keys. For one-time sessions, the key container is destroyed 
when the last participant of the session leaves the session. For a persistent session that 
involves a fixed group of participants, session keys are not destroyed when the last 
participant leaves the session. Instead, session keys are still periodically changed as 
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though the session is still ongoing. In this way, upon the re-entry of a participant, 
he/she will be notified of the current set of session keys that are in use. 
5.4.5. Key Recovery 
For all exchange and session keys, a backup is kept in a set of encrypted recovery files. 
To block off access to these files, they are marked by the operating system to be used 
only exclusively by the messaging system. Hence, they are protected from normal 
reading and writing operations by other user applications.  
The backup copy of these keys is only used when the messaging server attempts to 
recover from a system crash. Due to the decentralized management of session 
communication, communication among existing participants in a session is not 
interrupted even when the messaging server crashes. Upon the manual restart of the 
messaging server, the exchange and session keys will be loaded back into memory 
from the encrypted recovery files.  
To prevent the possibility of any compromise in the security of the system, all the 
recovered keys need to be changed. Thus, all existing clients are notified to create a 
fresh set of exchange keys through the use of the 8-phase handshake procedure. For 
each client, this notification is encrypted using the session administration channel key 
that is used before the system crash. The notification is then sent to all existing 
participants in a session via the session administration channel. Upon receiving the 
notification, each client will reply by sending an acknowledgement that is encrypted 
using the server private key for the client. The messaging server will then schedule the 
client to carry out the 8-phase handshake to establish a new set of exchange keys for 
secure communication.  
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In addition to clients that are participants of sessions, clients that do not belong to any 
session are also required to refresh their exchange keys. Notification is sent to these 
clients in a one-to-one manner, with each notification encrypted using the recipient’s 
private key. When a client receives the notification, an acknowledgement that is 
encrypted using the server private key for the client is sent back. As in the case of 
session participants, each of these clients will be scheduled by the messaging server to 
change to a new set of exchange keys through the 8-phase handshake procedure. 
As it is possible for a client to leave a session while the messaging server is down, the 
participant list for all sessions must also be refreshed. This is achieved by identifying 
the remaining clients of each session. Since a notification to change the session key is 
sent to a client for each session that it belongs to, the acknowledgements for each 
notification serves to indicate that the client is still an active participant of the session. 
Based on the acknowledgment received from each client, the messaging server will be 
able to reconstruct the participant lists for all sessions.  
After finalizing the participant list for each session and ensuring that the active 
participants of the session have changed their exchange keys, the session keys for the 
session are regenerated. The new session keys are encrypted using the new client 
private key of each participant before they are sent in a one-to-one manner.  
Note that during the process of key renewal, new session keys are always encrypted 
before they are sent out. These session keys are never encrypted using old client 
private keys. In fact, the old server and client private keys are only used in the 
notifications for key change and the acknowledgements for these notifications. New 
session keys are instead, encrypted using the new client private keys that are obtained 





To control and coordinate the multitude of activities within any network-based system, 
a standardized signaling system must be in place. For the Rhapsody Messaging 
System, this is achieved through the use of a set of internal communication protocol. 
Working based on a system of headers and payload, the instructions to be carried out 
by the recipient of a data packet is contained within the header. However, additional 
parameters may be required to complete an operation. Depending on the type of 
operation, these parameters are supplied either in the header or the payload. 
6.1. Packet Structure 
Each data packet transmitted within the system is comprised of a general header, an 
operation sub-header and an operation payload. The general header has a fixed size of 
20 bytes and contains information for identifying the source of the packet and the 
category of operation to be performed. The structure of the general header is defined as 




Figure 6.1. General header structure 
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The various fields within the general header are: 
Session ID (32-bit): 
ID of the session that the data packet originates from. 
Cipher ID (32-bit): 
ID of the encryption key that should be used for encrypting the current data packet 
during session key change or renewal. This helps to prevent confusion when more than 
one session key exist for a session communication channel.  
Source Address (32-bit): 
Numerical representation of the sender’s IP address. 
Source Port (16-bit): 
Port number that the sender uses for sending the data packet. 
Payload Size (16-bit): 
Size (in bytes) of the data that is appended to the general header. This refers to the sum 
of the size of the operation sub-header and the operation payload. 
Reserved (16-bit): 
No associated value. Reserved for future implementation. 
Version (8-bit): 
Version of the protocol used. 
Command (8-bit): 
Type of operation associated with the data packet. 
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Due to the different endian implementations in different computer architectures [28], 
all 16 and 32-bit size data are converted to network-byte order (big-endian) to ensure 
consistency in data representation on different machines. 
Appended to the general header are a sub-header structure and its associated payload. 
These contain the information that is required to complete the operation specified in 
the general header.  
Operations within the system can be classified into a number of categories. A unique 
general header command field value is associated with each category of operation. The 
various categories of operations are:  
• Entity discovery 
• User directory management 
• Handshaking 
• Time synchronization 
• Session membership management 
• Session key export 
• User management 
• Session communication 
• Transcript repository management 
• Gateway management 
6.2. Entity Discovery 
Entity discovery operations are used for finding the locations of system entities such as 
the messaging server, transcript repository and gateways within the network. A request 
to locate a system entity is sent via the central administration channel. In response to 
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the request, the requested entity replies by sending an acknowledgement that contains 
its IP address.  
The sub-header for entity discovery has fixed size of 28 bytes and its structure is 





Figure 6.2. Sub-header structure for entity discovery 
The fields within the sub-header for entity discovery are: 
Sender Address (32-bit): 
Numerical representation of the IP address of the requestor for entity information. Note 
that this may not correspond to the source address indicated in the general header. This 
is because entity discovery data packets may need to pass through gateways and when 
that happens, the source address in the general header is changed to that of the 
gateway. In contrast, the sender address field in the sub-header for entity discovery 
remains unchanged and will always indicate the address of the original sender. 
Messaging Server Address (32-bit): 
Numerical representation of the messaging server’s IP address. 
Transcript Repository Address (32-bit): 
Numerical representation of the transcript repository’s IP address. 
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Gateway Address (32-bit): 
Numerical representation of the requested gateway’s IP address.  
Subnet ID (32-bit): 
Numerical identifier of the sub-network that contains the gateway indicated in the 
gateway address field. 
Gateway ID (32-bit): 
Numerical identifier of the gateway indicated in the gateway address field. 
Subnet Level (8-bit): 
The hierarchical level of the sub-network that contains the gateway indicated in the 
gateway address field. 
Source Type (8-bit): 
Host type of the requestor. 
Mode (8-bit): 
Mode of operation. In the request mode, this value is used to indicate a request for the 
location of the messaging server, transcript repository or any gateway within the same 
sub-network as the requestor. When used in the acknowledgement mode, this value 
indicates the type of entity address that is found. 
Reserved (8-bit): 
No associated value. Reserved for future implementation. 
6.3. User Directory Management 
A user directory service is available to all authenticated users of the messaging system. 
The user directory functions like an address book and provide access to contact details 
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of every registered user of the system. User directory management supports 3 modes of 
operation: request, refresh and export. No operation payload is associated with the 
request or refresh mode. In the export mode, the user directory is first broken down 
into segments and encrypted using the requestor’s private key, before being sent in a 
stream of packets as the operation payload. The sub-header for user directory 





Figure 6.3. Sub-header structure for user directory management 
The fields within the sub-header are: 
Directory ID (32-bit): 
Numerical identifier of the version of user directory that is used. Updating of the user 
directory is required if the identifier belongs to that of an older user directory. 
Participant ID (32-bit): 
Numerical identifier of the participant who initiates the user directory management 
operation. 
Directory Size (32-bit): 
Total size (in bytes) of the user directory that is being sent. This field is only applicable 
to the export mode. 
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Block Count (32-bit): 
Total number of packets to expect for the entire duration of the transmission of the user 
directory. This field is only applicable to the export mode. 
Sequence Number (32-bit): 
Sequence number of the packet that is being sent. This field is only applicable to the 
export mode. 
Payload Size (16-bit): 
Size (in bytes) of operation payload. 
Mode (8-bit): 
Mode of operation. In the request mode, checking is performed to determine whether 
the requestor’s version of the user directory is up to date. In this mode, sending of the 
user directory will only be carried out if the requestor’s version is outdated. In the 
refresh mode, the user directory is sent to the requestor regardless of the version that is 
currently used. The export mode corresponds to the actual sending of user directory. 
Reserved (8-bit): 
No associated value. Reserved for future implementation. 
6.4. Handshaking 
The handshake procedure is an important part of the overall system security 
implementation and involves for the establishment of a set of public/private keys. The 
sub-header for the handshake procedure has a fixed size of 12 bytes and its structure is 





Figure 6.4. Sub-header structure for handshaking 
The fields within the sub-header for handshaking are: 
Payload Size (32-bit): 
Size (in bytes) of operation payload. 
Handshake Status (32-bit): 
Status (success or failure) indicator for the handshake procedure. 
Reserved (32-bit): 
No associated value. Reserved for future implementation. 
A Binary Large Object (BLOB) is carried within the operation payload. This BLOB is 
made up of a BLOB header structure and a handshake result. The BLOB header stores 
information on the phase and algorithm used while the handshake result stores the data 
required for user authentication. The BLOB header is 12 bytes in size and its structure 
is shown in Figure 6.5. 
 
 
Figure 6.5. BLOB header structure for handshaking operation payload 
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The fields within the BLOB header are: 
BLOB Size (8-bit): 
Size (in bytes) of the handshake result that is appended to the BLOB header. 
SRID Size (8-bit): 
Size of the client user ID value that is used to identify each handshake session. 
Version (8-bit): 
Version of the BLOB header used. 
Phase (8-bit): 
Current phase of the handshake procedure. 
Reserved (32-bit): 
No associated value. Reserved for future implementation. 
Key Algorithm (32-bit): 
Type of algorithm used for the handshake procedure. 
6.5. Time Synchronization 
Time synchronization is an important aspect of group communication. Without a 
common reference time, inconsistencies in event sequence may occur when control 
shifts from one host machine to another. In order to synchronize the local time on each 
host machine, the Coordinated Universal Time (UTC) observed from the messaging 
server is used as the reference. Based on the reference time, offset values are then 
calculated and added to the local time on the host machines. The sub-header for time 




Figure 6.6. Sub-header structure for time synchronization 
The field values within the sub-header are: 
Payload Size (32-bit): 
Size (in bytes) of operation payload. 
Timesync Status (32-bit): 
Status indicator for the time synchronization procedure. 
Reserved (32-bit): 
No associated value. Reserved for future implementation. 
The operation payload for the time synchronization sub-header carries a TimeSyncInfo 




Figure 6.7. Structure of TimeSyncInfo 
The fields within the TimeSyncInfo structure are: 
Participant ID (32-bit): 
Numerical identifier of the participant taking part in the time synchronization 
procedure.  
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Phase (32-bit): 
Current phase of the time synchronization procedure. 
TX Filetime Lo (32-bit): 
Lower 32-bit value of the Filetime structure for transmission. The Filetime structure is 
a 64-bit value that represents the number of 100-nanosecond intervals that has elapsed 
since January 1, 1601. 
TX Filetime Hi (32-bit): 
Higher 32-bit value of the Filetime structure for transmission. 
RX Filetime Lo (32-bit): 
Lower 32-bit value of the Filetime structure for reception. 
RX Filetime Hi (32-bit): 
Higher 32-bit value of the Filetime structure for reception. 
6.6. Session Membership Management 
Information on each session is stored in a SessionParamEx structure in the messaging 






Figure 6.8. Structure of SessionParamEx 
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The fields within the SessionParamEx represent following values: 
Session ID (32-bit): 
Numerical identifier of the session involved in the session membership management 
operation. 
Multicast Address (32-bit): 
Numerical representation of the IP multicast address for the multicast group that is 
used for session communication. 
Multicast Base Port (16-bit): 
Base port value of the range of multicast ports used for session communication. 
Session Type (16-bit): 
Nature of session (one-time or persistent). A one-time session is destroyed when all 
participants leave the session. On the other hand, a persistent session is retained in the 
system unless it is explicitly destroyed. 
Status (8-bit): 
Indicator for the current session status (active or inactive). 
EncDescLen (8-bit): 
Size (in bytes) of the base-64 encoded session description. 
EncDesc (82-byte): 
Base-64 encoded session description. Note that the maximum size for the base-64 
encoded session description is 82 bytes. If the base-64 encoded session description is 
shorter than 82 bytes, the unused bytes at the end of the sub-header are left blank. 
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A new SessionParamEx is created whenever a participant creates a new session. 
Depending on the type of session created, the SessionParamEx structure may either be 
updated or destroyed at the end of a session. When a user logs in to the system, a 
lookup is performed on the session membership information for the user. Upon 
locating the sessions that the user is a member of, the relevant information on each 
session is then sent to the user. This provides the user with the necessary details to set 
up the secure channels for communicating with other participants within the sessions. 
Creation, request and export of session information are carried via the session 
membership management operations. The sub-header for session membership 





Figure 6.9. Structure of sub-header for session membership management 
The fields within the sub-header structure are: 
Payload Size (32-bit): 
Size (in bytes) of operation payload. 
Participant ID (32-bit): 
Numerical identifier of the participant involved in the session membership 
management operation. 
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Subnet ID (32-bit): 
Numerical identifier of the sub-network that the participant belongs to. 
Master Gateway Address (32-bit): 
Numerical representation of the IP address of any gateway that is in the same sub-
network as the participant. 
Total Block Count (32-bit): 
Total number of SessionParamEx structures that will be sent. 
Current Block Count (16-bit): 
Number of SessionParamEx structures that are carried in the operation payload of the 
current packet. 
Sequence Number (16-bit): 
Sequence number of the current transmission batch. Note that multiple 
SessionParamEx structures may be carried in the operation payload of a packet. 
Transmission of these SessionParamEx structures is done in sequential batches and 
each batch is identified by a unique sequence number. 
EncAliasLen (16-bit): 
Size (in bytes) of the base-64 encoded participant’s screen name. 
EncSsnDescLen (16-bit):  
Size (in bytes) of the base-64 encoded session description. This field is only used 
during session creation. 
Reserved (16-bit): 
No associated value. Reserved for future implementation. 
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Mode (8-bit): 
Mode of operation. Besides specifying the nature of the operation (creation, request or 
export), the type of session (one-time or persistent) is also indicated.  
Status (8-bit): 
Indication of the status (success or failure) of the operation. This field is only 
applicable to the export mode. 
6.7. Session Key Export 
Session keys are used for encrypting the content within session communication 
channels. These are distributed in encrypted form to users when they create new 
sessions or join existing ones. The sub-header for session key export is 16 bytes in size 




Figure 6.10. Structure of sub-header for session key export 
The fields within the sub-header are: 
Participant ID (32-bit): 
Numerical identifier of the participant involved in the session key export operation. 
Total Session Count (16-bit): 
Total number of session involved in the session key management operation. 
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Payload Size (16-bit): 
Size (in bytes) of the operation payload. 
Key Count (16-bit): 
Number of session keys that are carried in the operation payload. This field is only 
applicable for the export mode. 
Key Size (16-bit): 
Size (in bytes) of each session key carried in the operation payload. 
Sequence Number (16-bit): 
Sequence number of transmission. Note that transmission of session keys is carried out 
in batches. The number of batches corresponds to the number of sessions for which the 
session keys are to be sent. 
Mode (8-bit): 
Mode of operation (Bulk request, single request or export). Bulk request of session 
keys occurs when a user logs in to the system. In this mode, the keys for all the 
sessions that the user is a member of are sent to the user. A single request occurs when 
a user joins an existing session. In this mode, only the keys for the session will be sent. 
The export mode of operation handles the transfer of session keys. In every session key 
export operation, the operation payload consists an identifier for the session as well as 
the full set of keys for the session. 
Status (8-bit): 
Indicator for the status (success or failure) of the operation. 
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6.8. User Management 
User management operations handle the processing of logout requests and changing of 
login passwords. The sub-header for user management has a fixed size of 20 bytes and 




Figure 6.11. Structure of sub-header for user management 
The fields within the sub-header are: 
Participant ID (32-bit): 
Numerical identifier of the participant involved in the user management operation. 
Participant Address (32-bit): 
Numerical representation of the IP address of the participant. 
Payload Size (16-bit): 
Size (in bytes) of the operation payload. 
EncUserIDLen (16-bit): 
Size (in bytes) of the base-64 encoded participant’s user ID. 
EncAliasLen (16-bit): 
Size (in bytes) of the base-64 encoded participant’s screen name. 
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EncOldPwdLen (16-bit): 
Size (in bytes) of the encrypted old password. 
EncNewPwdLen (16-bit): 
Size (in bytes) of the encrypted new password. 
Mode (8-bit): 
Mode of operation (logout request, logout acknowledgement, change password request 
or change password acknowledgement). In the logout request mode, user information 
is sent to the messaging server for verification before the logout process is permitted. 
The outcome of the logout request is then sent using the logout acknowledgement 
mode. In the same way, user information is verified before a request for password 
change is permitted. The outcome for the request will be sent using the change 
password acknowledgement mode. 
Status (8-bit): 
Status (success or failure) of the user management operation. 
6.9. Session Communication 
Communication within each session can be further classified as presence information 
notification, session invitation, text communication, audio communication and data file 
transfer. The various forms of session communication are described the following 
sections. 
6.9.1. Presence Information Notification 
Presence information is used in conjunction with the participant list to indicate the 
online/offline status of session participants. In the Rhapsody Messaging System, 
presence information can be sent in 3 ways. These correspond to the 3 modes of 
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operation for presence information notification. In each mode, the session IDs of the 
affected sessions are appended to the base-64 encoded participant user ID and screen 
name. The sub-header for presence information notification is 24 bytes in size and its 





Figure 6.12. Structure of sub-header for presence information notification 
The fields within the sub-header are: 
Participant ID (32-bit): 
Numerical identifier of the participant whose presence status is to be updated. 
Participant Address (32-bit): 
Numerical representation of the IP address of the participant. 
Sequence Number (16-bit): 
Sequence number of transmission. 
Total Block Count (16-bit): 
Total number of session IDs that is sent. For the announce mode, only 1 session ID 
will be sent. 
Current Block Count (16-bit): 
Number of session IDs carried in the operation payload for the current packet. 
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Block Size (16-bit): 
Size (in bytes) of each session ID that is carried in the operation payload. 
EncAliasLen (16-bit): 
Size (in bytes) of the base-64 encoded participant’s screen name. 
Session ID Blocks Size (16-bit): 
Total size of session IDs carried in the operation 
Session Type (8-bit): 
Nature of session (one-time or persistent) for the session IDs that are carried in the 
operation payload. 
Status (8-bit): 
Current presence status (online, offline, away or busy) of the participant. 
Mode (8-bit): 
Mode of operation (announce, announce acknowledgement or update). In the announce 
mode, the presence status of a session participant is sent to all other session 
participants via the session administration channel. After updating the participant list, 
each recipient will reply with his/her own presence status using the announce 
acknowledgement mode. These operation modes are used when a participant joins a 
session. In the update mode, the presence status of a user is sent to all users within the 
system via the central administration channel. Other users who share common sessions 
with the user will update their participant lists accordingly. No reply is sent in response 
to a notification sent using the update mode. 
EncNameLen (8-bit): 
Size (in bytes) of the participant’s user ID. 
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6.9.2. Session Invitation 
Invitations to session and their replies are handled by session invitation operations. 
This set of operations only work in the invitation and reply modes. The sub-header for 





Figure 6.13. Structure of sub-header for session invitation 
The fields within the sub-header are: 
Participant ID (32-bit): 
Numerical identifier of participant. For the invite mode, this corresponds to the 
identifier of the host. For the reply mode, this corresponds to the identifier of the 
invitee. 
Sequence Number (32-bit): 
Sequence number of transmission.  
Total Block Count (32-bit): 
Total number of participant IDs in the invitation list. 
Current Block Count (16-bit): 
Number of participant IDs in the invitation list of the current packet. 
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Payload Size (16-bit): 
Size (in bytes) of the operation payload. For the invite mode, the operation payload 
consists of the base-64 encoded user ID and screen name of the host, as well as the 
participant IDs of the invitees. For the reply mode, the operation payload consists of 
only the base-64 encoded user ID and screen name of the invitee. 
EncNameLen (16-bit): 
Size (in bytes) of the base-64 encoded participant’s user ID in the operation payload. 
EncAliasLen (16-bit): 
Size (in bytes) of the base-64 encoded participant’s screen name in the operation 
payload. 
EncSsnDescLen (8-bit): 
Size (in bytes) of the base-64 encoded session description in the operation payload. 
Mode (8-bit): 
Mode of operation (invite or reply). 
Accept Status (8-bit): 
Indicator for the reply to the invitation (accept/decline). 
Presence Status (8-bit): 
Presence status of the participant indicated in the participant ID field. For the invite 
mode, this corresponds to the presence status of the host. For the reply mode, this 
corresponds to the presence status of the invitee. 
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6.9.3. Text Communication 
Text communication within each session is carried out via the session text 
communication channel. Each packet carries an operation payload that comprises of 
the encrypted screen name of the sender and the encrypted text message. The sub-








Figure 6.14. Structure of sub-header for text communication 
The fields within the sub-header are: 
Participant ID (32-bit): 
Numerical identifier of sender. 
Sequence Number (32-bit): 
Sequence number of the current text message. The sequence number is a chronological 
tag that identifies each text message sent by a participant. 
TX Filetime Lo (32-bit): 
Lower 32-bit of the Filetime structure for transmission. 
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TX Filetime Hi 
RX Filetime Hi 
RX Filetime Lo 
EncAliasLen 
Font Style Font Size 




TX Filetime Hi (32-bit): 
Higher 32-bit of the Filetime structure for transmission. 
RX FileTime Lo (32-bit): 
Lower 32-bit of the Filetime structure for reception. 
RX Filetime Hi (32-bit): 
Higher 32-bit of the Filetime structure for reception. 
Font Index (32-bit): 
Numerical identifier for the type of font associated with the text message. 
Font RGB Color (32-bit): 
Numerical representation of the intensities of the red, green and blue components of 
the font color. Intensity of each component ranges from 0 to 255. 
Font Size (16-bit): 
Size (in points) of the font for the text message. 
Font Style (8-bit): 
Numerical representation of the style and effects of the font. 
Font Charset (8-bit): 
Numerical representation of the character set used for the font. The character set for a 
font determines the way characters are encoded and hence affect the way they are 
displayed [29], [30]. 
EncAliasLen (16-bit): 
Size (in bytes) of the encrypted participant screen name. 
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EncTextLen (16-bit): 
Size (in bytes) of the encrypted text message. 
6.9.4. Audio Communication 
Audio communication within each session is carried out via the session audio 
communication channel. There are 2 modes of operation in audio communication. The 
send mode handles the transmission of audio packets while the end mode handles the 
notification for end of transmission. In the send mode, each packet carries an operation 
payload that is made up of optional audio format-specific information and audio data. 






Figure 6.15. Structure of sub-header for audio communication 
The fields within the sub-header are: 
Participant ID (32-bit): 
Numerical identifier of the sender. 
Samples per Sec (32-bit): 
Sample rate that audio channel should be played/recorded at. 
0 1 2 3
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Participant ID 
Samples per Sec 
Bit position 
Extra Info Size 
Average Bytes per Sec 
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Block Alignment Bits per Sample 
Reserved Mode 
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Average Bytes per Sec (32-bit): 
Required average data transfer rate. 
Format Tag (16-bit): 
Numerical identifier for audio compression algorithms. 
Channel Count (16-bit): 
Number of audio channels used in the audio data. 
Block Align (16-bit): 
Minimum atomic unit of audio data. This parameter ensures that audio data is always 
read or written at the beginning of a block. 
Bits per Sample (16-bit): 
Bits per sample of the specified audio format. 
Extra Info Size (16-bit): 
Size (in bytes) of the extra information that is appended to the end of the sub-header. 
Mode (8-bit): 
Mode of operation (send or end). 
Reserved (8-bit): 
No associated value. Reserved for future implementation. 
6.9.5. Data File Transfer 
Data file transfer allows the mass-transmission of files to a target recipient group 
within a session. File transfer is carried via the session data communication channel. 
Data file transfer has 5 modes of operation: initialization, initialization 
acknowledgement, send, send end and send acknowledgement. The initialization 
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operation is used to notify the target recipient group to reserve the required resources 
for accepting the files to be sent. The initialization acknowledgement operation is used 
to finalize the recipient list before the actual file transfer commences. The send 
operation is used to execute the actual file transfer. The send end operation is used to 
notify the recipients that the last block of data for the file has been sent. This signals 
the recipient to check the reception status of all data blocks that are sent. Missing data 
blocks are then reported using the send acknowledgement mode. The sub-header for 







Figure 6.16. Structure of sub-header for data file transfer 
The fields within the sub-header are: 
OutSubElt ID (32-bit): 
Numerical identifier of the sender sub-component handling the file transfer. 
Sender Participant ID (32-bit): 
Numerical identifier of sender. 
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Sender Address (32-bit): 
Numerical representation of sender’s IP address. 
Recv Participant ID (32-bit): 
Numerical identifier of recipient. This is only used in the initialization mode. 
Recv Address (32-bit): 
Numerical representation of recipient’s IP address. This is only used in the 
initialization mode. 
File ID (32-bit): 
Numerical identifier of the file that is being sent. 
Total File Size (32-bit): 
Total size (in bytes) of the file that is being sent. 
Total Block Count (32-bit): 
Total number of blocks in which the file that is being sent is broken down into. This 
corresponds to the total number of blocks that is required to reconstruct the file at the 
recipient’s end. 
Sequence Number (32-bit): 
Sequence number of the block that is being sent. 
EncFileNameLen (16-bit): 
Size (in bytes) of the base-64 encoded file name. 
Regular Block Size (16-bit): 
Size (in bytes) of each block that is sent. All blocks that are transferred will be of this 
size except the last block, which may be smaller. 
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Current Block Size (16-bit): 
Size (in bytes) of the current block. 
Mode (8-bit): 
Mode of operation (initialization, initialization acknowledgement, send, send end or 
send acknowledgement). 
Reserved (8-bit): 
No associated value. Reserved for future implementation. 
6.10. Transcript Repository Management 
There are 3 aspects to transcript repository management: session information update, 
session migration and key update. Each aspect has its associated form of sub-header 
structure, which will be described in the following sections. 
6.10.1. Session Information Update 
Session information update involves the creation and updating of session details, such 
as session multicast parameters, session start/end time, session description, and session 
membership. The various modes of operation include session creation, session 
termination, participant record creation, session joining, session leaving and their 
corresponding acknowledgements. The sub-header for session information update has 




Figure 6.17. Structure of sub-header for session information update 
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The fields within the sub-header are: 
Payload Size (32-bit): 
Size (in bytes) of the operation payload. No operation payload is associated with 
session termination, session leaving and the acknowledgements for all operations. For 
participant record creation and session joining, the base-64 encoded participant screen 
name is carried in the operation payload. For session creation, the base-64 encoded 
session description is carried in the operation payload. 
Participant ID (32-bit): 
Numerical identifier of user. This field is only used in the participant record creation, 
session joining, session leaving and their corresponding acknowledgements. 
Multicast Address (32-bit): 
Numerical representation of the IP multicast address used for session text 
communication. 
Multicast Port (16-bit): 
Port number used for session text communication. 
Session Op (8-bit): 
Indicator for the type of session operation. 
Status (8-bit): 
Status (success or failure) of session information update operation. 
6.10.2. Session Migration 
Session migration occurs when an ongoing session straddles across 2 logical time 
zones. These logical time zones determine the way date boundaries are defined within 
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the transcript repository. Upon reaching the end of a logical time zone, the session 
content that is received between the previous date boundary and the next one is 
reorganized for archival. Each archived session transcript is tagged with a date value 
that can be used as a search parameter when the encrypted session transcript is to be 
located at a later time.  
Two modes of operations are associated with session migration: request and send. In 
the request mode, the transcript repository sends a request to the messaging server to 
obtain a list of ongoing sessions. The list of ongoing sessions is then sent back to the 
transcript repository in the send mode. The sub-header for session migration is 12 
bytes in size and its structure is shown in Figure 6.18. 
 
 
Figure 6.18. Structure of sub-header for session migration 
The fields within the sub-header are: 
Sequence Number (16-bit): 
Sequence number of current transmission. 
Total Block Count (16-bit): 
Total number of session IDs that will be sent. 
Current Block Count (16-bit): 
Number of session IDs that is sent in the current transmission. 
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Block Size (16-bit): 
Size (in bytes) of each session ID. 
Payload Size (16-bit): 
Size (in bytes) of the operation payload. No operation payload is carried for the request 
mode. On the other hand, the operation payload for the send mode consists of the 
session IDs of ongoing sessions. 
Mode (8-bit): 
Mode of operation (request or send). 
Reserved (8-bit): 
No associated value. Reserved for future implementation. 
6.10.3. Key Update 
For the purpose of decrypting the encrypted session transcripts that are stored in the 
transcript repository, the session keys for each session have to be accessible from the 
transcript repository. Since these session keys cannot be stored in plaintext form in the 
transcript repository, a separate key is required to encrypt the session keys. Key update 
operations allow these keys to be stored and updated. The supported modes of 
operations are session key notification, transcript key update and their 
acknowledgements. The sub-header for key update is 12 bytes in size and its structure 
is shown in Figure 6.19. 
 
 
Figure 6.19. Structure of sub-header for key update 
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The fields within the sub-header are: 
Payload Size (32-bit): 
Size (in bytes) of the operation payload. The operation payload for session key 
notification and transcript key update carries the encrypted key. No operation payload 
is carried for their acknowledgements. 
New Key ID (32-bit): 
Numerical identifier for the new key. 
Reserved (8-bit): 
No associated value. Reserved for future implementation. 
CipherKeyAlgo (8-bit): 
Type of cipher algorithm associated with the new key.  
Session Op (8-bit): 
Type of key update operation. 
Status (8-bit): 
Indicator of status (success or failure) of operation. 
6.11. Gateway Management 
Gateways link multicast groups that span more than one logical sub-network. In order 
for a gateway to know whether a multicast packet has to be relayed to an adjacent sub-
network, it must have the session membership information for the session that the 
packet originates from. At the same time, a gateway must also have knowledge of the 
session membership conditions on other gateways in order to close the appropriate 
session communication channels when there is no need to forward any multicast 
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packet to an adjacent gateway. If more than one gateway is deployed within a sub-
network, load balancing is carried out among the gateways to ensure a more consistent 
system performance. This is achieved with the help of reports on loading conditions 
that are received from the gateways on a periodic basis. 
The various modes of operations that are supported are activation request, deactivation 
request, activation, deactivation, primary gateway addition, secondary gateway 
addition, primary gateway removal, secondary gateway removal, session participant 
addition, session participant removal and gateway report. With the exception of 
gateway report, no operation payload is required for any gateway management 
operation. The sub-header for gateway management is 40 bytes in size and its structure 







Figure 6.20. Structure of sub-header for gateway management 
The fields within the sub-header are: 
Gateway ID (32-bit): 
Numerical identifier of the gateway. 
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Subnet ID (32-bit): 
Numerical identifier of the gateway’s parent sub-network. 
Session ID (32-bit): 
Numerical identifier of the session for which membership information has to be 
updated. 
Participant ID (32-bit): 
Numerical identifier of the participant to add/remove from a session. 
Server Address (32-bit): 
Numerical representation of the messaging server’s IP address. 
Gateway Address (32-bit): 
Numerical representation of the gateway’s IP address. 
Multicast Address (32-bit): 
Numerical representation of the multicast address for the session corresponding to the 
session ID. 
Multicast Base Port (16-bit): 
Lower range of port values for the session corresponding to the session ID. 
Tunnel Port (16-bit): 
Port value for establishing connection with adjacent gateways. 
Cookie (16-bit): 
Random number for identifying each operation. 
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Channel Count (16-bit): 
Number of communication channels to set up for a session. 
Reserved (16-bit): 
No associated value. Reserved for future implementation. 
Subnet Level (8-bit): 
Hierarchical level of the gateway’s parent sub-network. 
Mode (8-bit): 
Mode of operation. 
For the gateway report mode, the operation payload consists of a gateway loading 





Figure 6.21. Structure of gateway loading report 
The fields within the report structure are: 
Subnet ID (32-bit): 
Numerical identifier for gateway’s parent sub-network. 
Gateway Address (32-bit): 
Numerical representation of gateway’s IP address. 
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Session Count (32-bit): 
Number of active sessions handled by gateway. 
Session Gateway Count (32-bit): 
Total number of destination gateways for all sessions that are handled by the gateway. 
This corresponds to the total number of outgoing unicast transmission from the 
gateway. 
Bandwidth (64-bit): 
Average rate of transmission (in bytes/sec) of outgoing packets. 
The role of the communication protocol in the operation of the various system entities 






For the Rhapsody Messaging System, a MySQL database engine is set up as the 
database server for storing user records. To control access to the user records, the 
database server is password-protected. In order to facilitate the management of user 
records within the database server, the database administrator module is created to 
serve as an interface to the underlying database server. Besides allowing the insertion, 
deletion and modification of user records, conventional database queries can also be 
executed from the administrator module. In addition, the administrator module can also 
be used to customize the way in which new users are notified of their account 
information.  
7.1. Organization of Tables 
Data within the database server is organized and stored in tables. 
TableDesc 
TableDesc is a table that contains only 2 fields: table name and table description. This 
table is used for storing information on all the tables that are used in the messaging 
system. 
UserData 




UserDisplayNames is a table for storing the screen names of all users. Each user may 
have more than one screen name, but only one screen name can be used at any one 
time. The active screen name is also stored in the UserData table. 
UserEmails 
UserEmails is a table for storing the e-mail addresses of all users. Like the screen 
name, a user may have multiple e-mail addresses. The default e-mail address for every 
user is also stored in the UserData table. 
7.2. User Record Administration 
To access functionalities of the database administrator module, the database 
administrator activation wizard shown in Figure 7.1 must first be started. 
 
Figure 7.1. Database administrator activation wizard 
Upon successfully logging in to the database server, database operations pertaining to 
the management of user records can be accessed from the graphical user interface 
(GUI) shown in Figure 7.2. 
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Figure 7.2. GUI for user records administration 
Using the database administrator module, operations that normally require knowledge 
of SQL commands, such as the insertion and modification of user records, are reduced 








Figure 7.3. GUIs for user record data entry 
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Viewing, searching, inserting and deleting of user records are done through the GUIs 
shown in Figure 7.3. In order to reduce the database transaction overhead that is 
associated with repeated mass data fetching from the database server, a local cache for 
user records is maintained within the administrator module. Since data entry operations 
are performed using the administrator module, consistency between the user records 
residing in the local cache and the database server is ensured.  
For security reasons, user records are stored in encrypted form within the local cache 
of the administrator module. As an additional precautionary measure, password-related 
information is not stored within the administrator module. In fact, passwords are not 
even stored within the database server. Instead, only the message digest values of the 
passwords are stored. Under this implementation, user authentication is performed by 
comparing the message digest value of the password supplied against that of the true 
value in the database. Since message digest algorithms are one-way functions, the 
original passwords cannot be derived from the message digest values even when the 
database server is compromised. As such, passwords are kept safe from prying eyes, 
which also includes personnel with administrator access rights to the database server.  
Basic search operations are performed based on the user records stored in the local 
cache. To broaden or narrow the search scope, these operations can be further 
customized to return results that satisfy either one or all of a set of specified criteria 
respectively. 
7.3. Query Execution 
In addition to simple data entry, conventional database queries can also be executed on 
the data records stored in the tables. These queries can be submitted as SQL commands 
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using the GUI shown in Figure 7.4. Upon completing the database query operation, the 
query results are displayed using the GUI shown in Figure 7.5. 
 
Figure 7.4. GUI for database query execution 
 
Figure 7.5. Display for database query results  
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The main objective for supporting the direct execution of SQL commands from the 
administrator module is to provide more flexibility in the management of the user 
records. This allows an administrator who is well versed in SQL to customize the way 
database operations are carried out. For example, instead of searching for and deleting 
a set of user records that satisfies some criteria from the data entry GUIs shown in 
Figure 7.3, the process can be performed in a single operation by using SQL 
commands directly. 
7.4. New Account User Notification 
New accounts have to be set up for new users of the messaging system. Besides the 
personal and contact information of a user, each account also stores a set of user ID 
and password. While the user ID for each new user can be set by the administrator, the 
initial password has to be created by a password generator within the administrator 
module. To notify new users of their user IDs and passwords, either e-mail or printouts 
can be used. Figure 7.6 shows the general settings for user notification. 
 
Figure 7.6. General settings for new user account notification 
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If the e-mail mode of notification is selected, the Simple Mail Transfer Protocol 




Figure 7.7. SMTP and e-mail settings for new account notification 
For the SMTP settings, the name of the SMTP server as well as a valid user ID on the 
SMTP server for sending the e-mail notifications must be provided. A local e-mail 
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client application must also be specified. The specified e-mail client application will be 
used for composing and sending the e-mail messages containing the account 
information. In addition, the various fields within the e-mail message can also be 
customized to allow the inclusion of optional file attachments. 
 
Figure 7.8. Printout settings for new account notification 
If new user notification via printout is selected instead, the printout settings page as 
shown in Figure 7.8 can be used to control the printing process. Due to the sensitive 
nature of the information contained within the printout, precautionary measures such 




The transcript repository stores the content of text communication within all sessions. 
Due to the potentially sensitive nature of the content, all text messages are stored in 
encrypted form. The transcript repository is activated by starting the activation wizard 
shown in Figure 8.1. 
 
Figure 8.1. Transcript repository activation wizard 
For security implementations within the transcript repository, a pass-phrase must be 
provided. The administrator will be prompted for this pass-phrase during transcript 
repository activation as shown in Figure 8.2. This pass-phrase will be used to derive 
the encryption key for encrypting the session keys used in the text communication 
sessions. To reduce the vulnerability of the chosen pass-phrase to a brute-force 
dictionary attack, long sentences can also be used. 
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Figure 8.2. Pass-phrase for transcript repository activation 
8.1. Structure of Transcript Repository 
Operations within the transcript repository are controlled by 2 sub-units: the Stream 
Manager and the File Manager. The Stream Manager handles the caching of text 
messages and the storage of session keys for each text communication session. The 
received text messages are stored temporarily in memory while the sessions are still 
active and when they end, the text messages are transferred to a file. The File Manager 
handles the storage of membership information and provides search functionalities for 
encrypted session transcripts. 
A participant descriptor file (PDF) within the transcript repository is associated with 
each user. Membership information for each user is stored in the PDF in the form of 
PDF blocks. These PDF blocks contain information on the name and location of the 
transcript files of sessions that a user belongs to. 
In a similar way, a session descriptor file (SDF) is associated with each session. 
Session membership information is stored in each SDF in the form of SDF blocks. 
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Each SDF block stores information on a participant, which includes the user ID, the 
time the participant joins the session and the time he/she leaves. 
As a form of protection against system failure, a participant descriptor recovery file 
(PDRF) is also associated with each user. The PDRF contains the user ID and the base-
64 encoded screen name of every user. 
8.2. Caching of Text Messages 
The transcript repository is notified whenever a new session is set up. Upon receiving 
the session parameters and session key for the text communication channel, the 
transcript repository joins the session and activates the text communication channel for 
that session. This allows all encrypted text messages that are exchanged among the 
participants of the session to be captured and cached in memory. At the same time, a 
SDF with a unique file ID is also created at a file location that corresponds to the 
commencement date of the session. 
No decryption is performed when text messages are received. Real-time decryption is 
not necessary since there is no need for the transcript repository to display the received 
text messages. However, all session keys for the text communication channel are saved 
in encrypted form. This allows the original transcript to be reconstructed when the 
need to convert the encrypted transcript into a human-readable format arises. 
Since the session key used in the text communication channel may change over time, 
the session transcript that is cached in memory can be viewed as a composition of data 
segments, each of which is made up of sequences of text messages that are encrypted 
using a different session key. 
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Participants may come and go during a session. To keep track of session membership, 
a new SDF block is appended to the SDF when a new participant joins the session. The 
time of joining, together with the session ID, are recorded in the SDF block. A PDF 
block storing the file ID and location of the SDF is also added to the PDF of the 
participant. When a participant leaves the session, the SDF block corresponding to the 
participant is updated to include the time he/she leaves the session. 
Each session has an associated session transcript file (STF) that stores the encrypted 
content for the session. Encrypted text messages as well as the required session keys to 
decrypt them are stored in the STF. Upon the termination of a session, each segment of 
encrypted text messages in memory is sorted according to the transmission time of the 
text messages, and stored in the STF. 
The STF is then saved in a file location that corresponds to the commencement date of 
the session. To differentiate a STF from other STFs of sessions that take place over the 
same period of time, each STF is identified by the same file ID that is used for the 
SDF. 
8.3. Transcript Search 
Search facilities are available for locating session transcripts within the transcript 
repository. As shown in Figure 8.3, search can be conducted based on the target user’s 
screen name and/or the start/end dates of the session. 
To locate a session transcript using the conventional approach, decryption must first be 
performed on the encrypted transcripts. This can be a time-consuming task, especially 
when many transcripts already exist in the transcript repository. To overcome this 
problem, an indexing system is implemented to facilitate the search operations. 
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Figure 8.3. Transcript search features within transcript repository 
This indexing system relies on the use of the PDFs and SDFs for locating the desired 
transcripts. Since each PDF block within a PDF contains the file ID and location of the 
SDF corresponding to a session that a user belong to, the STF for a session can be 
located by looking for the STF that has the same file ID as the SDF indicated in the 
PDF block. This process of tracing links and references is depicted in Figure 8.4. As 
such, a search operation that is conducted solely based on a user’s screen name will 
return results containing the transcripts of all the member sessions found within the 
PDF. 
For search operations conducted based on dates, the SDFs are used instead. Since 
SDFs are organized based on the commencement dates of the sessions, the STFs of 
sessions occurring within any specified period of time can be easily retrieved. 
For search operations in which both the user’s screen name and the start/end dates are 












Figure 8.4. Search operation based on user’s screen name 
 






























At the end of the search operation, the results are tabulated as shown in Figure 8.5. 
Note that no decryption is performed as yet. Decryption of the STF is performed only 
when a STF is selected from the list. 
To improve the efficiency of locating a PDF or SDF, lookup tables (LUT) are created 
based on the principles of hash tables [32]. These LUTs support the translation of 
screen names to PDF file IDs in the case of PDF lookup, and session IDs to SDF file 
IDs in the case of SDF lookup. 
8.4. Transcript Reconstruction 
Each text message is stored as an encrypted block in the STF. Blocks that are 
encrypted using the same session key are organized into segments. In order to 
reconstruct the original sequences of text messages, the appropriate session key must 
be used to decrypt the encrypted blocks within each segment. Before this can be done, 
the boundaries of the blocks within the segments as well as the boundaries of the 





Figure 8.6. Structure of STF 
Figure 8.6 shows the structure of a STF. The size of each segment is indicated in the 
attribute header for that segment. Using the segment size information, the boundaries 
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encrypted block within a segment is indicated in the block header. Hence, 
reconstruction of the original text messages can be preformed by first extracting the 
encrypted segments before decrypting each encrypted block within the segment. 
8.5. Session Migration 
In order for the indexing system to function properly, sessions must be organized 
based on date. For this purpose, logical date boundaries are imposed by the transcript 
repository. An internal timer keeps track of time within the transcript repository. At the 
crossover point for each day, the transcript repository sends a request to the messaging 
server to determine the IDs of ongoing sessions. 
Upon receiving the IDs of the affected sessions, the transcript repository transfers the 
encrypted text messages that are residing in memory to their corresponding STFs for 
the previous logical day. Following this, a new set of SDF and STF is created for each 
of these sessions. Subsequent text messages that are received are then associated with 
the new STFs.  
To retain the logical relationship between the SDFs of sessions that span over two or 
more logical days, the file IDs of linked SDFs are stored in the SDF header. As such, 
all STFs of a session are linked and can be easily extracted when the need arises. 
8.6. Session Recovery 
The LUTs for converting the screen names of users to PDF file IDs and session IDs to 
SDF file IDs are essential to the operation of the transcript repository. For security 
reasons, the screen names of users are not stored in the PDFs. Since the LUTs are kept 
only in memory, the relationship between user IDs and screen names will be lost when 
a system failure occur. 
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To prevent data loss in the event of system failure, the user IDs and the screen names 
of all users are saved in the PDRF. When the transcript repository is restarted after a 
system failure, the user IDs and screen names are reloaded into the system, allowing 





Depending on the type of security policy that is implemented in a network, the 
physical network may be divided into multiple logical sub-networks, each comprising 
of host machines that are logged in to a different user domain. A different level of 
access rights to network services and shared resources is associated with users in each 
of these domains. In the hands of a user with dark intentions, multicast can be used to 
wreck havoc on multiple host machines in a network. Due to the potential threats 
posed by the use of multicast, multicast traffic is often prevented from proceeding 
beyond a single logical sub-network. 
In order to deploy the multicast-based Rhapsody Messaging System in such a network, 
messaging gateways have to be used. These gateways serve to connect multicast 
groups that span more than one sub-network and are set up using the activation wizard 
shown in Figure 9.1. 
 
Figure 9.1. Gateway activation wizard 
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9.1. Organization of Sub-networks and Gateways 
All logical sub-networks within a physical network can be arranged in a 2-tier manner 
as shown in Figure 9.2. The first tier corresponds to the sub-network that contains the 
messaging server, while the second tier is made up of all other peripheral sub-
networks. 
 
Figure 9.2. Organization of sub-networks and gateways 
The sub-network in tier 1 is defined as the primary sub-network and the gateways 
within the primary sub-network are called mater gateways. The sub-networks in tier 2 
are defined as secondary sub-networks and their gateways are called secondary 
gateways. 
9.2. Gateway Initialization 
Before a new gateway is fully operational in a sub-network, it needs to be registered 
with the messaging server. The first step in doing so involves determining the tier on 
which the sub-network of the gateway belongs. This is achieved by sending a 
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messaging server discovery request via the central administration channel. If the 
gateway resides in the primary sub-network, the messaging server will reply with an 
acknowledgement that states its IP address. If the new gateway is in a secondary sub-
network that already has an operational gateway, the messaging server discovery 
request will be forwarded by the operational gateway to the messaging server. If the 
new gateway is set up in a new sub-network, the messaging server discovery operation 
will fail and the administrator will be prompted for the IP address of the server. 
During the process of gateway registration, a unique ID is assigned to the new 
gateway. In addition, membership information for all sessions is sent to the new 
gateway. This allows the gateway to create an internal map of the logical positions of 
each session participant within the network. This membership list plays an important 
role in determining when session communication channels are to be set up or shut 
down. Upon successfully setting up the gateway, session membership information can 
be accessed as shown in Figure 9.4. 
 
Figure 9.3. Gateway status display 
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9.3. UDP Tunneling 
UDP tunneling allows the sending and receiving of multicast packets between 2 sub-
networks that do not support the propagation of multicast traffic beyond their 
boundaries.  
 
Figure 9.4. UDP tunneling 
Figure 9.4 shows a typical scenario in which a multicast session has participants in 2 
different sub-networks. In sub-network 1, clients 1, 2 and 3 are members of multicast 
session 1. When clients 4, 5 and 6 in sub-network 2 are also members of multicast 
session 1, a transport mechanism must be present to ensure that data originating from 
sub-network 1 is able to reach session participants in sub-network 2 and vice versa.  
To connect the participants in both sub-networks, a gateway in each sub-network is set 
up. Whenever the membership of a multicast session extends beyond a single sub-
network, the gateways in both the affected sub-networks are notified to join the 
multicast session. The membership list on each gateway is also updated. 
Communication between gateways takes place over unicast tunnels. Referring to 
Figure 9.4, when client 1 of sub-network 1 sends a packet destined for multicast 
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session 1, the packet will be received by clients 2 and 3, as well as gateway 1. Upon 
receiving the multicast packet, gateway 1 encapsulates it in a UDP packet and sends 
the resultant packet by unicast to the destination sub-network via gateway 2. To enable 
the destination gateway to distinguish between the received packets for different 
sessions, identification information for the source session is also included in the UDP 
packet. 
When gateway 2 receives the UDP packet, the original multicast packet is extracted. 
Based on the session identification information stored in the UDP packet, the gateway 
then forwards the multicast packet to the appropriate multicast session within the sub-
network. In this case, the extracted multicast packet is sent to all participants of 
multicast session 1 in sub-network 2. 
9.4. Gateway Load-Balancing 
Multiple gateways may be set up in a sub-network for load-balancing purposes. Each 
gateway sends a loading condition report to the messaging server on a periodic basis. 
Loading condition at a gateway is determined by a number of factors, which includes 
the number of sessions handled by the gateway, the number of participants in these 
sessions and the intensity of the unicast traffic flowing in and out of the gateway.  
Note that the derivation of the loading condition should not be based solely on a single 
loading factor. For example, a gateway handling many sessions may not necessarily be 
busier than one that handles only a single session. This is because the traffic condition 
at a gateway is influenced by the usage pattern and intensity for the communication 
channels in all sessions, and hence may change drastically over time. A large number 
of sessions can only indicate a high possibility of heavy traffic in instances when the 
participants in all sessions are sending at the same time. A large pool of participants in 
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a session can only imply a high possibility of communication channel usage for that 
session. In the same way, the actual volume of traffic (measured in bytes/sec) at a 
gateway over a certain period of time does not reflect the traffic condition at a later 
time.  
Based on the loading reports received and the weights assigned to each loading factor, 
various schemes may be implemented in determining the gateway to assign for 
handling a session. An aggressive assignment scheme may place a greater weight on 
the effects of the actual traffic at the gateways, and spread sessions among the 
gateways to balance the existing tunneling load. A conservative assignment scheme on 
the other hand, may distribute the sessions equally among the gateways so that each 
gateway bears an equal load under peak traffic conditions. Yet another scheme may 
perform the assignment based on the number of existing participants within the 





The messaging server lies at the core of the Rhapsody Messaging System. It controls 
and monitors a host of activities, ranging from user authentication to session 
parameters allocation. The messaging server works closely with the database server, 
database administrator module and the transcript repository, and is set up using the 
activation wizard shown in Figure 10.1.  
 
Figure 10.1. Messaging server activation wizard 
In order to connect to the database server, the location of the database server as well as 
the access credentials to the database must be provided through the GUI shown in 
Figure 10.2. At this stage, the pass-phrase for the transcript repository must also be 
supplied to allow the messaging server to link up with the transcript repository for 
subsequent communication. Unlike the database server, the locations of the database 
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administrator module and the transcript repository need not be specified since they can 
be located using the entity discovery procedure described in section 6.2. 
 
Figure 10.2. Connection establishment of messaging server with system entities 
Once the messaging server is connected to the 3 system entities, it sends a request to 
the database administrator module for the user directory. The database administrator 
module then sends an updated copy of the user directory to the messaging server. The 
user directory is used primarily to provide basic contact details such as the screen 
name and e-mail address for every user within the system. 
Based on the pass-phrase supplied earlier, a set of encryption keys is created for secure 
communication between the messaging server and the database administrator module, 
as well as that for the messaging server and the transcript repository. Using this set of 
encryption keys, all ensuing communication among the 3 system entities will be 
carried out in a secure manner. Following this, the messaging server is ready to accept 
login attempts from users. 
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10.1. User Authentication 
When a user attempts to log in to the system, he/she will be prompted for the user ID 
and the password. Once these inputs are provided, the 8-phase handshake described in 
section 5.4.1 is initiated. Besides verifying of the identity of the new user, the 
handshake procedure also establishes a set of encryption keys for secure 
communication between the messaging server and the user. 
Upon reaching phase 4 of the handshake procedure, the messaging server retrieves the 
message digest value of the user’s password that corresponds to the user ID of the 
handshake procedure from the database server. Based on this message digest value, the 
messaging server proceeds to carry out the remaining stages of the handshake 
procedure. During this phase, the handshake procedure is terminated immediately if 
the user ID does not exist within the database server. 
Each stage of the handshake procedure depends on the result from a preceding stage. 
Since the handshake procedure may terminate at any stage when an authentication 
error occurs, successful completion of the handshake procedure also indicates 
successful authentication of the user. 
10.2. Time Synchronization 
Upon successful authentication, time synchronization between the new user and the 
messaging server is carried out. Time synchronization is important in a network-based 
application. Without a common basis of time, one machine’s perception of the current 
time may be very different from that of another machine’s. As such, the timing 
information sent by one machine is meaningless to another unless a common reference 
is used. 
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During time synchronization, the clock difference between the messaging server and 
the new user is estimated based on a series of measurements. Packets are exchanged in 
quick successions between the messaging server and the user, and for each 
transmission, the transmission time and the reception time are carefully noted. Since 
computational and network delays need to be incurred whenever a packet is sent, the 
clock difference at the recipient machine relative to the sending machine is the value 
that is obtained by subtracting the delays from the total trip time. 
After repeated roundtrip measurements, an estimate for the delays can be obtained. 
Using this estimate, the clock difference between the messaging server and the new 
user can be determined. Although no direct adjustment will be made to the local clock 
of the new user, the timestamp of packets that originate from the new user will be 
recalculated according to this offset value when the packets are sent. 
10.3. User Directory Service 
A copy of the user directory is sent to a user when he/she has successfully logged in to 
the system. To ensure that the copy of the user directory in the messaging server is 
always kept up-to-date, the database administrator module is queried every time a user 
logs in to the system. The database administrator module compares the file ID of the 
user directory on the messaging server against its own, and sends its version of the user 
directory to the messaging server when their file IDs differ. Note that since the 
database administrator module is the original source of the user directory, it always 
possesses the most updated version of the user directory. If no update to the user 
directory is detected, the user directory in the messaging server will be the version of 
the user directory that is sent to the new user. 
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On the other hand, if the version of the user directory has changed since the last time 
the messaging server query the database administrator module, the local version in the 
messaging server is replaced with the newer one. The updated user directory is then 
sent to all users within the system through the central administration channel. 
As successive login attempts may occur far apart in time, users within the system may 
be holding on to out-dated user directories for an unnecessarily long period of time. To 
prevent the information in the user directory from becoming stale when no user logs in 
to the system, changes made to user records trigger an internal timer within the 
database administrator module. After a period of inactivity, which indicates the 
conclusion of user record operations, a new version of the user directory is created. 
This new user directory is then sent to the messaging server, which in turn sends it to 
all users within the system. 
10.4. Session Parameters Allocation 
Each communication session within the system is defined by a set of session 
parameters. These parameters include a session ID, a multicast address and a range of 
port values. The session ID for each session is unique throughout the system and 
serves to identify the communication content for that particular session within the 
system. The multicast address is used for setting up multicast groups within the 
session. Each multicast group created in this way corresponds to a session 
communication channel. The port values are used in conjunction with the multicast 
address for defining each multicast group. A different address-port pair is associated 
with each communication channel within the session. 
Due to the nature of multicast, it is important to ensure that there is no clash in the use 
of the multicast groups for session communication. Although entities within the system 
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are configured to discard irrelevant multicast packets, the presence of overlapping 
multicast groups still generate an unnecessary amount of network traffic and may also 
affect the loading conditions at the gateways. 
As such, a centralized system for assigning session parameters is required. This is 
accomplished through the use of the session allocator unit within the messaging server. 
The session allocator keeps track of all assigned session parameter values and ensures 
that each set of session parameters is unique.  
A different range of session parameter values is associated with each type of session 
(one-time/persistent). For example, the range of multicast addresses for one-time 
sessions start from 224.0.0.0 while that for persistent sessions start from 
231.255.255.255. Based on an exclusion list, the allocation of session parameters for 
each type of session is configured to avoid IANA-reserved values. The exclusion list 
can be customized as shown in Figure 10.3. 
 
Figure 10.3. Customization of exclusion list for session parameters allocation 
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Since multicast addresses and ports for new sessions are assigned based on constantly 
incrementing the numerical representation of the address and port values, the upper 
limits of the assignable range will be reached when more and more sessions are 
created. To prevent the possible exhaustion of usable session parameters after a 
sustained period of operation, the session parameters of terminated sessions are 
recycled by returning them to the pool of usable session parameters. 
10.5. Session Membership Management 
Session membership information is stored in membership banks within the messaging 
server. A separate membership bank is associated with each type of session. Each 
membership bank stores the session participant lists for all sessions of the associated 
type. At the same time, an associative relationship is also established between each 
participant and his/her member sessions. 
As such, besides allowing the retrieval of the participant list for any session, the 
sessions that any participant has joined can also be identified. Knowledge of the 
participants within a session is useful in situations that involve the mass dissemination 
of information or instructions, such as the distribution of session keys and the updating 
of session participant lists for gateways.  
On the other hand, information on the sessions that a user belongs to can be used 
facilitate the process of updating the user’s presence status. In this case, all participants 
within the affected sessions need to be notified.  
Together with the participant list and the session description, the session parameters 
assigned to each active session, whether one-time or persistent, can be viewed from the 
GUI shown in Figure 10.4. 
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Figure 10.4. Session information retrieval 
10.6. Session Key Distribution 
A set of session keys is associated with each communication session. These session 
keys are used for the encryption/decryption of content that is sent via the session 
communication channels. The messaging server is responsible for the generation and 
distribution of these session keys. A new set of session keys is generated and stored 
within the CSP of the messaging server when a new session is set up. Secure 
distribution of these session keys to each participant of the new session is 
accomplished through the use of a pair of exchange keys that is established through an 
8-phase handshake during the login phase of each user. 
Upon successfully completing the 8-phase handshake, the resultant set of exchange 
keys is stored in the CSP of the messaging server. Each pair of exchange keys is 
unique and consists of a server private key and a client private key. The server private 
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key is used to encrypt/decrypt content that is sent by the client to the server while the 
client private key is used to encrypt/decrypt content that is sent by the server to the 
client.  
After a user has successfully logged in to the system, the messaging server scans the 
membership banks for active sessions that the user belongs to. If a session is found, the 
session keys for the session are fetched from the CSP, encrypted using the user’s 
private key and exported to the user. Since any pair of server/client private keys is 
shared only between the messaging server and the corresponding user, the distribution 
of session keys in this manner is kept safe from eavesdropper. Upon arrival at the user 
end, the encrypted session keys are decrypted and stored in the CSP of the user. The 
user can then proceed to use them for setting up secure communication channels for 
the session. 
The messaging server may, under certain circumstances, initiate a change in the 
session keys during a session. This may be due to either the departure of a participant 
from the session or the expiry of the session keys. For the former case, the session keys 
need to be changed to prevent a participant who has left the session from reusing the 
old set of session keys to eavesdrop on the session. This vulnerability is a result of the 
way multicast groups are set-up. Due to the use of non-rooted control planes in IP 
multicast, any user can manually join a multicast group without having to go through 
the messaging server. In the latter case, each set of session keys has a valid period, 
beyond which the session keys are rendered useless and replaced. The implementation 
of a validity period for the session keys helps to minimize the risk of a brute-force 
attack on all possible combinations of the session keys. 
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In any case, when a set of session keys is replaced, the new set of session keys is sent 
to all participants within the session after encrypting them with the client private keys 
of the respective users. The existing session keys for that particular session that are 
residing in the CSP of a participant are then replaced with the new ones. 
10.7. Gateway Management 
The messaging server oversees the operations of the gateways within the system. Not 
only is it responsible for updating the session participant lists for all gateways, it also 
monitors the loading condition at each gateway and performs load-balancing as and 
when it is necessary. 
A sub-network registry within the messaging server stores information on the logical 
sub-network structure within the system. Each gateway in the system is associated with 
a parent sub-network and handles the tunneling of multicast packets to/from adjacent 
sub-networks. In a way, the sub-network registry provides a map of the entire system 
in terms of the positions of each gateway within the network. 
In order for a gateway in the system to construct a distribution map for each session, 
membership information for all sessions is required. Information on each participant of 
a session can be obtained from the membership banks within the messaging server. 
Here, information on the sub-network that the participant belongs to is of particular 
interest. Given this piece of information, the logical positions of all participants within 
the network can be determined. 
By referring to the distribution map for each session, a gateway automatically joins a 
session when there is a need to forward multicast traffic for that session to an adjacent 
sub-network or receive multicast traffic from another sub-network. In the same way, a 
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gateway leaves a session when there is no need to forward/receive multicast traffic for 
that session to/from adjacent sub-networks. 
To carry out load-balancing for the gateways, loading condition reports are 
periodically collected from all gateways within the system. Based on the loading 
condition reports, the least loaded gateway in each sub-network is identified. When 
multicast traffic for a session needs to be forwarded to another sub-network, the least 
loaded gateways of the affected sub-networks are assigned to handle the tunneling of 





The messaging client houses the communication tools for a session. Session 
communication is supported in the text, audio and data modes.  
11.1. User Access Control 
In order to access the communication tools, users must first log in to the system using 
the GUI shown in Figure 11.1. Once the user ID and the password are supplied, the 
messaging client will attempt to locate the messaging server using the entity discovery 
procedure. The server discovery request is sent via the central administration channel, 
and upon locating the messaging server, the messaging client establishes a one-to-one 
connection with the messaging server to carry out user authentication. 
 
Figure 11.1. GUI for user login 
For a user in the primary sub-network, the reply to the server discovery request is sent 
directly by the messaging server to the messaging client. For a user in a secondary sub-
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network, the reply is sent via a gateway in the primary sub-network and another in the 
secondary sub-network. 
During user authentication, the 8-phase handshake procedure is carried out to verify 
the identity of the user and set up a pair of exchange keys for secure communication 
between the messaging server and the messaging client. Upon successful completion 
of the handshake procedure, the user is allowed access to the communication tools. 
11.2. Session Creation 
New sessions can be set up using the messaging client as shown in Figure 11.2. To 
create a new session, the nature of the session (one-time/persistent) and the description 
of the session must be provided. 
 
Figure 11.2. New session creation 
The request to set up the new session is then sent to the messaging server. Upon 
receiving the request, the messaging server assigns a set of session parameters (session 
ID, multicast address and port values) to the session and creates a new record in the 
appropriate membership bank. A set of session keys for the new session is generated in 
the CSP of the messaging server and exported to the user using the exchange keys that 
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are established during the 8-phase handshake. At the same time, the gateways within 
the system are notified of the new session. 
In response to a request to set up a new session, the transcript repository creates a new 
SDF for the session and prepares a new memory object for storing the encrypted text 
messages that will be exchanged among the participants of the session. A new PDF 
block is also appended to the PDF of the user who creates the session to reflect the new 
membership status. 
Upon receiving the session keys for the new session, the messaging client sets up the 
user interface for the session communication tools as shown in Figure 11.3. Using the 
GUI, communication among the session participants can be carried out in text and 
audio. In addition, a file transfer feature is available for sending a list of files to a 
selected group of participants within the session. At the same time, a session 
participant is also free to invite any user in the user directory to the session. 
 
Figure 11.3. GUI for session communication 
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11.3. Session Invitation 
A participant of a session may invite other users to the session using the invitation 
function shown in Figure 11.4. After finalizing the invitation list, the participant sends 
the invitation list to all users in the system. 
 
Figure 11.4. Session invitation 
Each user in the system scans the invitation list to determine whether he/she has been 
invited. If an invitation has been extended to a user, a notification in the form of an 
invitation card will be displayed on the screen of the user.  
 
Figure 11.5. Invitation card 
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Figure 11.5 shows such an invitation card. Host and session description are displayed 
on the invitation card to help the invitee decide on whether to accept the invitation. 
Upon accepting the invitation, the messaging client of the invitee notifies the 
messaging server to add the invitee to the participant list for the session. In addition to 
updating the membership bank, the gateways and the transcript repository are also 
informed to make the appropriate changes to their session participant lists. The session 
keys for the session are then exported to the invitee after encrypting them using the 
invitee’s private key. 
11.4. Text Communication 
Text communication is carried out using the GUI shown in Figure 11.6.  
 
Figure 11.6. GUI for text communication 
Outgoing text messages are typed in the bottom text box while messages that are 
received from participants of the session are displayed in the top text box. The sender 
of each text message is identified by his/her screen name, which is displayed before the 
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body of the message. A user may also change the size and style of the font for the 
outgoing message to suit his/her personal taste or to reflect changes in the contextual 
meaning of the message. 
Before the text messages are sent, they are encrypted using the session key for the text 
channel. Since only the participants of the session have the right key to decrypt the 
messages, privacy of communication is ensured. 
11.5. Audio Communication 
Any participant within a session can initiate an audio conference, which is carried out 
using desktop microphones. Once an audio communication is started, the GUI shown 
in Figure 11.7 is displayed on the screen of all the session participants. A text 
notification that displays the commencement time for the audio conference is also 
displayed on the GUI for text communication. 
 
Figure 11.7. GUI for audio communication 
Although a user may be a participant of more than one session, he/she can only take 
part in the audio conference for one of the sessions at any one time. As such, only the 
audio data for the active audio session will be processed and played from the sound 
output device. This helps to prevent the confusion that may arise when audio data from 
 126 
different sessions arrive at the same time, especially in an environment where 
communication does not take place in a face-to-face manner.  
During an audio conference, only one participant in the session can use the audio 
channel at any one time. The identity of the speaker, together with the session 
description, is displayed on the GUI. 
Raw audio data from the desktop microphone is captured in the pulse code modulation 
(PCM) format. As the transmission of raw audio data in the PCM format consumes a 
considerable amount of bandwidth, audio data is compressed using an audio 
coder/decoder (codec) before it is sent. For the Rhapsody Messaging System, the 
Global System for Mobile Communications (GSM) 6.10 algorithm is used for 
transmission of audio data over the network. At the receiver end, the compressed audio 
data is decompressed and converted back to the PCM format before it is played 
through the speakers. 
11.6. Data File Transfer 
Besides communication in text and audio, a file transfer feature is also available to the 
participants of a session. Like text and audio-based communication within the session, 
file transfer is carried out over multicast, which allows the efficient distribution of files 
in a one-to-many manner. Here, a file is first split into fixed-size blocks before they are 
sent to the intended recipients through the session data channels. However, since 
multicast does not possess any flow control feature, measures have to be taken to 
ensure that all the blocks are received by all the intended recipients and are arranged in 
the order in which they are sent. 
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To make sure that the blocks are received and arranged in the right order before they 
are used to reconstruct the original file at the recipient’s end, each block is tagged with 
a sequence number that indicates the position of the block within the file.  
Before a file or a list of files is sent, a notification is sent to all the intended recipients. 
In response to this notification, each intended recipient replies with an 
acknowledgement to indicate that he/she is currently online. Based on the 
acknowledgements that are received, the list of recipients is finalized and is displayed 
on the sender’s screen as shown in Figure 11.8.  
 
Figure 11.8. File transfer initialization report 
The transmission of the file blocks then commences with the blocks being sent out in 
sequential order. Since the session data channel is shared by all participants of the 
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session, participants who are not on the list of intended recipients will discard the 
blocks when they are received. 
When a block arrives at an intended recipient, it is placed in a sorted list. Blocks that 
are received in duplicate are ignored. Once the sender has completed the transmission 
of all file blocks, a notification is sent to all the intended recipients. This instructs them 
to report the sequence numbers of the blocks that are not received. A retransmission 
recipient list is then compiled based on the reports that are received. This list 
comprises of only those recipients who have not received all the blocks. 
The missing blocks are then resent. Since the retransmission of these missing blocks is 
also carried out using multicast, only one copy of a particular block need to be sent 
regardless of the number of intended recipients who did not receive it. This greatly 
reduces the amount of traffic that would otherwise have resulted if the requests for 
missing blocks were entertained on a one-to-one basis. At the end of the 
retransmission, a notification is sent to each recipient in the retransmission recipient 
list to solicit for a report on the status of the missing blocks. If necessary, the process 
of retransmission and missing block reporting is repeated until all the blocks are 
received. As the missing blocks are gradually received, the number of recipients in the 
retransmission recipient list will correspondingly decrease. 
Once the intended recipients have successfully received all the files in the file list, a 




Figure 11.9. File transfer delivery report 
The problem of missing file blocks is caused mainly by the way data is received. When 
packets arrive faster than they can be cleared from the buffer of the receiving socket, 
new packets will be discarded until there is enough space in the buffer to accommodate 
them. Since the speed at which socket buffers are cleared is dependent on the clock 
speed of the receiving machine, slower machines tend to have more missing file blocks 
than faster ones. Hence, to prevent the sender from sending file blocks faster than the 
recipients can read them, block sequences are sent in short bursts. The short interval 
between each burst gives the recipients more time to read the received data from their 
socket buffers and thus, reduce the possibility of lost packets. 
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11.7. Presence Status Broadcast 
Presence information is an important aspect of a real-time communication system. It is 
used to indicate the current online status of users within a communication session. 
Based on this piece of information, participants within a session will know whether a 
particular participant is immediately available for a chat. 
For the Rhapsody Messaging System, 4 different types of presence statuses are 
supported. Each type of presence status has its associated icon, which is displayed next 
to a participant’s screen name in the participant’s list. The icons for the various types 
of presence statuses are shown Table 11.1. 
When a user joins a session, his/her screen name and presence status are sent to every 
participant within the session through the session administration channel. Upon 
receiving the presence status notification, a recipient replies with his/her own screen 
name and presence status. In this way, the newcomer can construct a list of participants 
and their corresponding presence statuses for the session. Subsequently, whenever 
there is a change in the presence status of a participant, the new presence status is sent 
to the other participants in the session through the session administration channel. 
Table 11.1. Presence statuses and their associated icons 










Interaction is an important aspect of our daily lives. The proliferation of computer 
networks has created new avenues for people to communicate both at work and for 
leisure. In this project, a multicast-based real-time group communication system has 
been developed. Unlike conventional unicast-based IM systems, the load at the 
sender’s end does not increase with a corresponding increase in the number of 
recipients. This confers the advantage of scalability and is therefore well suited for use 
in a group communication environment. At the same time, security features as well as 
data access optimization techniques have been incorporated into the system. In 
addition, solutions to other problems that are intrinsic to multicast transmission have 
also been proposed and implemented. 
The use of IP multicast transmission in a communication system requires much 
consideration of its potential security vulnerabilities. Due to the use of a non-rooted 
control plane, network-savvy users may secretly join communication sessions without 
the knowledge of the authorized participants. To combat this form of eavesdropping, 
communication content is encrypted using session keys that are only known to the 
participants within the communication session. 
The communication system that is developed comprises of a messaging server, a 
database server, a database administrator module, a transcript repository, messaging 
clients and a set of messaging gateways. Each system entity has been developed in a 
modular manner to maximize code reusability and facilitate debugging and code 
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maintenance. To provide efficient data access, supporting software structures that 
exploit the concept of locality of references are designed. These are then used in 
conjunction with a series of search/sort algorithms. 
The messaging server lies at the core of the communication system and is responsible 
for controlling and monitoring a wide range of system operations. Besides handling the 
authentication of users and allocation of session parameters, it also keeps track of 
membership information for each session. An 8-phase handshake procedure is 
developed for the establishment of a set of exchange keys that can be used for secure 
communication between a user and the messaging server. In addition, the handshake 
procedure is also used for the verification of users during login. The exchange keys 
that are obtained from the handshake procedure are unique to each user and are used to 
protect session keys while they are transported across the network. To provide secure 
storage of session and exchange keys, key databases have also been designed and 
incorporated into the messaging server and client. 
A database administrator module has been created to serve as the interface to an 
underlying MySQL database server that stores the user records for the system. Using 
the GUI of the administrator module, the tasks of inserting, deleting and updating user 
records in the database server is greatly simplified and can be accomplished without 
the need for the administrator to execute any SQL command. In addition, options for 
notifying new users of their account information can be customized to allow the 
generation of printouts and the automated sending of notifications via e-mail. 
To provide secure storage for the communication transcript of each session, a 
transcript repository has been created. As the transcripts may contain sensitive 
information, they are always stored in encrypted form. In order for transcripts to be 
 133 
efficiently retrieved for inspections on compliance with corporate policies, a scheme 
for locating transcripts has been proposed and implemented. Through the use of 
descriptors files, this method allows a transcript to be located without the need to carry 
out any decryption of the encrypted transcripts. 
Various communication functionalities have been incorporated into the messaging 
client. Here, communication is supported in the text and audio modes, and is 
augmented by a file transfer feature. Unlike conventional systems, the communication 
content is exchanged using IP multicast. Text communication is carried out in normal 
chat room style and the text messages are encrypted using the session text key to 
safeguard the privacy of communication. Audio communication involves the use of 
desktop microphones and applies software-based compression of raw audio to 
conserve transmission bandwidth. File transfer is implemented by first breaking down 
a file into fixed size blocks, before they are sent sequentially to the recipients in bursts. 
The small interval between each burst helps to prevent file blocks from being 
discarded by recipients when socket buffers are filled up faster than they are cleared. 
A method for supporting multicast communication across trusted and untrusted logical 
sub-networks has also been implemented. Through the use of UDP tunneling, 
messaging gateways are deployed within the network to forward multicast traffic from 
one sub-network to another. Since each gateway is the point of convergence for 
multicast traffic that is directed at an adjacent sub-network, load balancing is carried 
out among the gateways within the same sub-network to provide a consistent quality of 
performance. Decisions on load balancing are made by the messaging server, and these 
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