We present a new method based on multilayer feedforward neural nets for displaying an n-dimensional distribution in a projected space of 1, 2 or 3 dimensions. A fully nonlinear net with several hidden layers is used. E cient learning is achived applying multi-seed backpropagation. As principal component analysis (PCA) the proposed method is useful for extracting information on the structure of the data set, but unlike the PCA the transformation between the original distribution and the projected one is not restricted to be linear. Arti cial examples and a real application are presented in order to show the reliability and potential of the method.
Introduction
One common objective o f m a n y m ultivariante techniques is to achive a reduction in dimensionality while at the same time retain most of the relevant information contained in the original data set. This reduction can be useful to answer some of the following questions: a) How m a n y independent parameters are present i n t h e g i v en data set? In other words, what is the dimensionality of the problem (dimension reduction task)? b) How m a n y di erent groups of objects are contained in the input data (clustering task)?
These tasks can be accomplished reducing the number of input variables to 1, 2 or 3, giving a complementary view of the input data set, which can be analysed visually in a simple manner. Analysis into Principal Components (PCA, Kendall 1957) o ers an optimal way t o reduce input space. Because the original and nal coordinate systems are each orthogonal, this process amounts to a simple rotation from the old axes to the new ones, and the new variables are simple linear combinations of the old ones. In this paper we wish to present a n alternative method which is not restricted to linear combinations of the original variables, and therefore, permit more complicated transformations between the input distribution to the projected one.
The method
The method, from here on called Neural Network Analysis (NNA), is based on the technique of Self-Supervised Backpropagation (SSBP) also known as the \encoder" problem (Sanger 1989 and references therein) . This algorithm is implemented on a neural network that has n units in the input layer activated with the quantities of the n-dimensional distribution under study n units in the output layer which are forced to match the activation, one by one, of the input layer units and one hidden layer that contains only 1, 2 or 3 units, whose activation will be interpreted as the nal projection (from here on we will call these units the \neck units"). An example of this architecture can be found in Fig. 1 . It is known that a neural network provides a mapping f from a set of inputsĩn (p) to a set of desired outputs out (p) . This function f is required to minimize an error function. In the SSBPõ ut (p) =ĩn (p) , so the error function is the Euclidean distance between an input pointĩn (p) and its output f(ĩn (p) ),
. The function f can be separated into two functions f1 and f2, of several weight parameters w ij , s u c h that
where m < n .
The rst function f1 transforms the input data with a certain dimension into the compressed data, the neck units with a lower dimension. The second function, f2, transforms the compressed data into the output data, which h a ve the same dimension as the input. The function f2 is an m-dimensional surface embedded in the n-dimensional input or output space, in such a w ay that all the output points will be contained in it. The result of the error minimization is that the surface f2 tries to be as close as possible, depending on the exibility given to it, to the input points. The other function, f1, will project an input point to another one on the f2 surface as close as possible to it, depending again on the exibility given to f1.
If the input data are redundant and the problem is to de ne a computational mapping between locations on the n-dimensional input space and locations on the m-dimensionally constrained surface embedded in the n-dimensional space, we c a n i n terpret the function f1 as a feature extraction function, and a dimension reduction task is performed by the neural network. On the other hand, unless the surface function f2 forms loops, this projection method from the input data to the neck units can also be useful in showing cluster structures, as we demonstrate in next section. Sanger (1989) showed that the SSBP with only one hidden layer ( Fig. 1 ) and a linear response function for the neurons is equivalent to the PCA (in this case f1 and f2 are linear). Saund (1989) described an approach for performing the dimension reduction task, the method also used a neural network with 3 layers (Fig. 1 ), but the sigmoidal function is adopted for the neuron response. Saund shows that the assumption of linearity need not be made about the underlying constraint surface (now f1 and f2 are not restricted to be linear), though the method fails when the constrained surface doubles back sharply on itself.
The NNA was proposed by Oja (1991) and is a generalization of the Saund approach. It consists of the most general case in which w e add new hidden layers between the input layer and the neck units, and between the neck units and the output layer (Fig. 2) . A sigmoid response function for the neurons is adopted. This architecture gives maximum exibility to the functions f1 and f2, and, as we show in the next section, the NNA is able to map complicated nonlinear surfaces. The nal adopted net may be problematic to train by backpropagation. In order to recognize local minima points without to su er from considerable increases in the training time, we applied the Multi-Seed Backpropagation method (MSBP), consisting in using a wide range of random-number generator seeds to nd the initial weights of the neural network and calculating, for each di erent initial weight sample derived from a given seed, the nal minimum error (Eq. 1) with classical Backpropagation (Werbos 1974) using distributed processing on a Sun Sparcstation net. After the MSBP was applied, a nal error versus seed set is obtained in order to distinguish local minima points from global 3 minima easily.
3 Examples and results
Dimension reduction problem
First, a strongly nonlinear example is considered. A t wo-dimensional input space is taken, and the input points are concentrated on the circle (x = 0 :5 + ( 0 :5 ; n) cos y = 0 :5 + ( 0 :5 ; n) sin ) (2) where n is an added random factor in order to simulate real noise (Fig. 3, up) . The input data can then be represented with only one parameter, the angle . It is fairly evident that a linear reduction process, such as the PCA, is not able to solve the presented circle problem. A three-layer neural network ( Fig. 1 ) with one neck unit has the problem of forming the mapping f1(x y) = from the input layer to the neck unit, and the mapping f2 given by Eq. 2, from the neck unit to the output layer. With general activation functions for the neuron response this is not possible (Oja 1989). However, as both functions f1 and f2 are continuous, a neural network similar to Fig. 2 is theoretically able to do the job. Fig. 3 shows the results yielded by a 2:5:5:1:5:5:2 neural network using a sigmoid function for the neuron response after the convergence is reached using the MSBP. O n t h e t o p w e can see the learned mapping f2 (a one-dimensional surface, the continuous line) superposed on the two-dimensional input points, whereas on the bottom the activation of the neck unit versus the angle is plotted, showing that this angle has been approximated by the neural network. It is important to mention that two hidden layers were nedeed in order to give maximum exibility to the f1 function and for solving the circle problem (see Geva & Sitte 1992) . Fig.  4 shows the f1 function tted by the neural network. The fact that the NNA can solve nonlinear dimensional problems is claimed.
Another interesting problem was seeing if the NNA was able to nd the intrinsic dimensionality of an input data set. Three-dimensional points positioned on an helix (Fig. 5 up) were considered. Fig. 5 up shows the learned mapping f2 (the continuous line) yielded by a 3:7:1:7:3 neural network superposed on the three-dimensional input points. The fact that the NNA can solve nonlinear problems is claimed again. On the other hand, the projection into a 2-dimensional space (Fig. 5 down) , yielded by a 3:7:2:7:3 neural network, is a curve, showing the uni-parametric character of the input data.
Clustering problem
To show the improvement of the NNA on the PCA in detecting cluster data structures, we h a ve c hosen, as a test example, the problem of distinguishing 4 Gaussian distributions contained in a two-dimensional input space (Fig. 7, up) , when a projection onto only onedimension is made. It is important t o m e n tion that both the PCA and the NNA are not thought to perform cluster analysis, but to give a complementary view of the input data set, through a dimension reduction, which can be analysing using more speci c and e cient c l u ster analysis techniques (\k-means algorithm" Ball & Hall 1965, \variable centers algorithm" Forgy 1965, \dynamic cluster algorithm" Diday 1971). The neural network architecture was 2:h:1:h:2 and di erent n umber of neurons in the additional hidden layers are used in order to obtain the most e cient a r c hitecture. This is shown in gure 6. In the x axis cpu time used in the learning process for each seed is represented. The e ciency is plotted in the y axis, it is de ned as the ratio between the number of seeds which h a ve reached the global minimum error (Eq. 1) and the total number of them in the seed sample. It can be seen from this gure that the most e cient arquitecture for any cpu time is the one with h=5. Fig. 7 (down) shows the PCA results obtained by the perpendicular projection of the input point distributions onto the continuous straight line of Fig. 7 u p . This line corresponds to the new axis, the rst principal component, where the projected points have maximum variance, as was explained in the Sect. 2. As we can see in Fig. 7 down the PCA only found 3 clusters, since Gaussians 1 and 4 are superposed. We perform the same projection with the NNA using a 2:5:1:5:2 neural network with a sigmoid function for the neuron response. Fig. 7 down shows the activation of the neck unit after the MSBP was done. The 4 peaks of this gure show that the 4 Gaussian distributions have been separated. By translating the activation of the neck u n i t i n to the input space (continuous curve l i n e i n F i g . 7 u p ) t h e nonlinear character of the projection is shown once again.
High Energy Physics example: unsupervised classi cation
To illustrate the power of the NNA working with real data a High Energy Physics example is shown. A sample of decays, is used. Table 1 shows the 13 input variables used to describe each decay. A 13:27:2:27:13 neural network was trained to recover the input information in the output layer. The projection of the input over the two units in the central layer reveals several clouds of points (see Fig. 8 ), that can be assigned to sets of events with similar characteristics. In order to identify the subsample formed, Monte Carlo data were passed through the network. Fig 8 are labeled with the decay class of the event found in the Monte Carlo. The result is that the NNA is capable of identifying the decays without any model. This provides a qualitative insight i n to the structure of the classes of a data sample, but this approach will not be useful for quantitative measurements, because a model to compute the overlap between classes is needed.
This method could be very useful in the rst steps of an analysis. The important fact is that it reveals which is the natural clustering of the data, and when it is necessary to provide a model to classify them.
Conclusions
A method based on multilayer feedforward neural nets for displaying an n-dimensional distribution data set is presented. As with Principal Component Analysis (PCA), Neural Network Analysis (NNA) o ers powerful ways of extracting information on the data structure and is useful to, a) reduce the number of input variables to its inherent dimensionality, a n d b) identify di erent groups of objects. However the NNA can improve the PCA due to the fact that the projected variables are not restricted to be linear combinations of the original ones, as has been shown with arti cial examples and a real application.
The presented applications have been performed using neural network simulations, running on a usual monoprocessing computer (or an array of them in the case of the MSBP). At the present the NNA is computationally expensive, but the successes of hardware technology suggest that soon commercial hardware implementations (i.e. neuro-ch i p s ) w i l l b e a vailable therefore the NNA could be an approach which should be kept in mind for analyzing large data sets. On the top we s h o w the learned mapping f2 (a one-dimensional surface, the continuous line), superposed to the input two-dimensional circle points, yielded by a 2:5:5:1:5:5:2 neural network using a sigmoid function for the neuron response, after the MSBP was applied. Whereas down the activation of the neck u n i t v ersus the angle is plotted. On the top we s h o w the learned mapping f2 (the continuous line), superposed to the input three-dimensional helix points, yielded by a 3:7:1:7:3 neural network using a sigmoid function for the neuron response, after the MSBP was applied. Whereas down the activations of the neck units, yielded by a 3:7:2:7:3 neural network, are plotted. 13 
