Abstract. In this paper, an upper semismooth function is defined to be a lower semicontinuous function whose radial subderivative satisfies a mild directional upper semicontinuity property. Examples of upper semismooth functions are the proper lower semicontinuous convex functions, the lower-C 1 functions, the regular directionally Lipschitz functions, the Mifflin semismooth functions, the Thibault-Zagrodny directionally stable functions. It is shown that the radial subderivative of such functions can be recovered from any subdifferential of the function. It is also shown that these functions are subdifferentially determined, in the sense that if two functions have the same subdifferential and one of the functions is upper semismooth, then the two functions are equal up to an additive constant.
Introduction
Jon Borwein discussing generalisations in the area of nonsmooth optimisation [1, p. 4] 
for all h ∈ E. [...]
In truth Clarke, appealing to Rademacher's theorem, originally defined ∂ C f (x) as the closed convex hull of limits of nearby points of differentiability. This makes (1) seem even more remarkable. There is, however, a dark side to the situation [3, Cor. 9] . Recall that a set in a Banach space is generic if it contains intersection of countably many dense open sets. The complement is thus very small topologically.
Theorem (Generic triviality [3] ). Let A be an open subset of a Banach space X. Then the set of non-expansive functions on A with ∂ C f (x) ≡ B X * for all x in A is generic in the uniform norm on A.
In other words, in the sense of Baire category the Clarke subdifferential (likewise the limiting subdifferential in the separable case) of almost all functions contains no information at any point of A. [...] So, for most Lipschitz functions the Clarke calculus is vacuous. That is why serious researchers work with well structured subclasses such semi-algebraic, partially smooth or essentially smooth functions.
The fact that subdifferentials cannot discriminate between functions is a serious drawback according to Terry Rockafellar [19] who argues:
In subgradient optimization, interest centers on methods for minimizing f that are based on being able to generate for each x at least one (but not necessarily every) y ∈ ∂ C f (x), or perhaps just an approximation of such a vector y. One of the main hopes is that by generating a number of subgradients at various points in some neighborhood of x, the behavior of f around x can roughly be assessed. In the case of a convex function f this is not just wishful thinking, and a number of algorithms, especially those of bundle type (e.g., Lemarechal 1975 and Wolfe 1975 ) rely on such an approach. In the nonconvex case, however, there is the possibility, without further assumptions on f than local Lipschitz continuity, that the multifunction ∂ C f : x → ∂ C f (x) may be rather bizarrely disassociated from f . An example given at the end of this section has f locally Lipschitzian, yet such that there exist many other locally Lipschitzian functions g, not merely differing from f by an additive constant, for which ∂ C g(x) = ∂ C f (x) for all x. Subgradients alone cannot discriminate between the properties of these different functions and therefore cannot be effective in determining their local minima.
In this paper, we consider lower semicontinuous functions and arbitrary subdifferentials. We identify a large subclass of lower semicontinuous functions whose radial subderivative at a given point of their domain can be fully expressed in terms of the subdifferential of the function at neighbouring points. We show that these functions are precisely the functions whose radial subderivative satisfies a mild directional upper semicontinuity property, independently from any subdifferential. Such functions are said to be upper semismooth. This class includes the proper lower semicontinuous (directionally, approximately) convex functions, the regular directionally Lipschitz functions, the Mifflin semismooth functions, the Thibault-Zagrodny directionally stable functions.
We show that, as expected, the class of upper semismooth functions satisfies the subdifferential determination property, that is, if two functions have the same subdifferential and one of the functions is upper semismooth, then the two functions are equal up to an additive constant. J.-J. Moreau [14] was the first to consider this property for the class of proper lower semicontinuous convex functions defined on Hilbert spaces. His result was later extended by Rockafellar [16] to the same class of functions defined on general Banach spaces. Since then this property has been the object of intensive research and various classes of non convex functions have been considered in this context. We refer to the papers by L. Thibault and D. Zagrodny [21, 22] for a detailed account of the history of this property.
The technique we use to prove the subdifferential determination property is simple: from the subdifferential assumption on the two functions, one of them being upper semismooth, we derive an inequality between the radial subderivatives of the functions; we then conclude by invoking a mean value theorem with Dini subderivatives. The structure of the paper is as follows. In Section 2, we revisit the mean value theorems with Dini subderivatives. In Section 3, we discuss subderivatives and subdifferentials and recall the duality formula linking them. In Section 3, we define the class of upper semismooth functions and give the main examples of functions in this class. In Section 5, we prove our main theorems on the subdifferential determination property.
Mean value theorems with Dini subderivatives
The lower right-hand Dini derivative, or lower radial subderivative from the direction d = +1, of a function ψ : R → ]−∞, +∞] at a point t 0 ∈ R where ψ is finite is denoted by
Its upper version is denoted by 
Passing to the limit inferior as t ց 0, we get ψ r (t 0 ; +1) ≥ λ as claimed. 
Since r ≤ ψ r (t 0 ; +1) = lim inf
and since, by (2),
for every ε > 0 one can find t ε > 0 such that for all
Passing to the limit inferior, we get
Since ϕ r (t 0 ; +1) ≤ ρ(t 0 ) by (2), it follows that r −2ε ≤ 0. As ε > 0 was arbitrary, we conclude that r ≤ 0. Therefore, for every real number r ≤ ψ(1) − ψ(0) one has r ≤ 0, proving that 
where it is merely right-continuous, and ϕ r (t; +1) = γ r (t; +1) = 0 for all t ∈ [0, 1[. Yet the conclusion in Proposition 2 is false:
In Proposition 2, the finiteness conditions ϕ r (t; +1) < +∞ and γ r (t; +1) > −∞ for every t ∈ [0, 1[, cannot be relaxed. Indeed, consider the functions ϕ, γ : 
Proof. We follow the pattern of the proof of [8, (8.5.1) ]. For any ε > 0, we will show that
the left hand side being independent of ε, this will complete the proof. Let C := {c n : n ∈ N} be the given countable subset of [0, 1] . Consider the set
It is clear that 0 ∈ A and that if t ∈ A, then [0, t] ⊂ A. Let t 0 = sup A. From the continuity of ϕ and γ it follows that t 0 ∈ A, so [0, t 0 ] = A. Therefore we need only prove that t 0 = 1.
so, by definition of the subderivatives, we can find η > 0 such that for every s ∈ ]0, η],
and since t 0 ∈ A, we deduce
hence t 0 + η ∈ A contrary to the definition of t 0 . If t 0 ∈ C, the set {n ∈ N : t 0 = c n } is not empty; by continuity of ϕ and γ, we can find η > 0 such that for every s ∈ ]0, η],
hence from t 0 ∈ A we deduce again
which is a contradiction.
Subderivatives and subdifferentials
In the sequel, X is a real Banach space, X * is its topological dual, and ., . is the duality pairing. For x, y ∈ X, we let [x, y] := {x + t(y − x) : t ∈ [0, 1]}; the sets ]x, y[ and [x, y[ are defined accordingly. Set-valued operators T : X ⇒ X * are identified with their graph T ⊂ X × X * . All extended-real-valued functions f : X → ]−∞, +∞] are assumed to be lower semicontinuous (lsc) and proper, which means that the set dom f := {x ∈ X : f (x) < ∞} is non-empty.
The framework, terminology and notation are the same as in our work [12] . For the reader's convenience, we briefly recall the main definitions and facts.
For a lsc function f : X → ]−∞, +∞], a pointx ∈ dom f and a direction u ∈ X, we consider the following basic subderivatives:
-the (lower right Dini) radial subderivative:
its upper version:
and its upper strict version (the Clarke subderivative):
-the (lower right Dini-Hadamard) directional subderivative:
and its upper strict version (the Clarke-Rockafellar subderivative):
It is immediate from these definitions that the following inequalities hold (→ means ≤):
For f locally Lipschitz atx, one has f r (x; u) = f d (x; u) and f 0 (x; u) = f ↑ (x; u). For f lsc convex, one has f d (x; u) = f ↑ (x; u). A function f satisfying such an equality is called regular.
Next, given a lsc function f : X → ]−∞, +∞] and a pointx ∈ dom f , we consider the following two basic subsets of the dual space X * :
-the Moreau-Rockafellar subdifferential (the subdifferential of convex analysis):
-the Clarke subdifferential, associated to the Clarke-Rockafellar subderivative:
All the classical subdifferentials (proximal, Fréchet, Hadamard, Ioffe, Michel-Penot, . . . ) lie between these two subsets, and for a lsc convex f , all these subdifferentials coincide.
In the sequel, we call subdifferential any operator ∂ that associates a set-valued mapping ∂f : X ⇒ X * to each function f on X so that
and the following Separation Principle is satisfied on X:
(SP) For any lsc f, ϕ with ϕ convex Lipschitz nearx ∈ dom f , if f + ϕ admits a local minimum atx, then 0 ∈ ∂f (x) + ∂ϕ(x), where Theorem 4 (Density of subdifferentials). Let X be a Banach space, f : X → ]−∞, +∞] be lsc andx ∈ dom f . Then, there exists a sequence ((x n , x * n )) n ⊂ ∂f such that x n →x, f (x n ) → f (x) and lim sup n x * n , x n −x ≤ 0. Proof. See [11, Theorem 2.1].
A sequence (x n ) ⊂ X is said to be directionally convergent tox in the direction v ∈ X, written x n → vx , if there are two sequences t n ց 0 (that is, t n → 0 with t n > 0) and v n → v such that x n =x + t n v n for all n. Observe that for v = 0, x n → vx simply means x n →x.
We call subderivative associated to a subdifferential ∂f at a point (x, u) ∈ dom f × X, the support function of the set ∂f (x) in the direction u, which we denote by
Subderivatives and subdifferentials are linked by the following formula where, given f : X → ]−∞, +∞], we have denoted by f ′ : dom f × X → R any function lying between the subderivatives f d and f ↑ , that is:
Theorem 5 (Subderivative-subdifferential duality formula). Let X be a Banach space, f : X → ]−∞, +∞] be lsc,x ∈ dom f and u ∈ X. Then, for any direction v ∈ X and any real number α ≥ 0, one has 
Upper semismooth functions
A lsc function f : X → ]−∞, +∞] is said to be radially accessible at a pointx ∈ dom f from a direction u ∈ X provided f (x) = lim inf tց0 f (x + tu), or equivalently, provided there exists a sequence t n ց 0 such that f (x + t n u) → f (x). Every convex lsc function f : X → ]−∞, +∞] is radially accessible atx from any u ∈ X such that x+u ∈ dom f . On the other hand, it is easily seen that if a lsc f satisfies f r (x; u) < +∞, then f is radially accessible atx from u. The converse is not true: the function f : t ∈ R → |t| is continuous, yet f r (0; u) = +∞. For more examples and properties, see [12] .
Proposition 6 (Radial stability of the upper radial subderivative). Let X be a Hausdorff locally convex space, f : X → ]−∞, +∞] be lsc,x ∈ dom f and u ∈ X such that f is radially accessible atx from u. Then, there is a sequence µ n ց 0 such that f (x + µ n u) → f (x) and
In particular, f
Proof. See [12, Proposition 7] .
Theorem 5, Formula (4) for convex lsc functions and Proposition 6 suggest to consider the following class of lsc functions. Definition 1. A lsc function f : X → ]−∞, +∞] is said to be upper semismooth at a point
Remark 6.1. (a) In case f is locally Lipschitz atx, (7) (b) In case f is radially accessible atx from the direction u, the inequality (7) becomes:
and in addition, f r (x; u) = f r + (x; u), i.e. the lower radial derivative and its upper version coincide atx in the direction u. This follows by combining (7) with the inequality (6) in Proposition 6.
(c) One can have f r (x; u) = ±∞ in (7). For example, the continuous function x → |x| is upper semismooth atx = 0 in the direction u = 1 with f r (0; 1) = +∞, while the continuous function x → − |x| is upper semismooth atx = 0 in the direction u = 1 with f r (0; 1) = −∞.
We shall also consider a strict variant of the above notion: Definition 2. A lsc function f : X → ]−∞, +∞] is said to be strictly upper semismooth at a pointx ∈ dom f in the direction u ∈ X provided
In fact, equality holds in (8) since the reverse inequality is always true. 
Since lim sup x→x f r (x; u) = f 0 (x; u) according to Borwein-Strójwas [4, Theorem 2.1], the inequality (8Lip) is actually equivalent to the equality f r (x; u) = f 0 (x; u). The terminology is therefore justified since the latter equality means that the lower radial subderivative and its upper strict version coincide atx in the direction u. Locally Lipschitz functions satisfying such an equality in every direction u ∈ X are called (Clarke) regular atx (see also below the extension of this concept to the general case of lsc functions).
(b) Evidently, (8) is more demanding than (7), so every strictly upper semismooth function is upper semismooth. The converse is not true: the locally Lipschitz function f :
so f is upper semismooth atx = 0 from any u = 0 but not strictly upper semismooth.
We now proceed to give examples of strictly and non-strictly upper semismooth functions. Let us recall the definition of the concepts we shall consider. Let X be a Banach space, f : X → ]−∞, +∞] be lsc,x ∈ dom f and u ∈ X, u = 0. Then f is said to be:
• semismooth (Mifflin [13] ) atx provided f is locally Lipschitz and for all u ∈ X,
• directionally Lipschitz atx with respect to u (Rockafellar [18] ) if f is lsc and lim sup
• regular atx (Rockafellar [17] 
• directionally approximately convex atx (see Daniilidis-Georgiev [6] , Daniilidis-JulesLassonde [7] and the references therein), if for every u ∈ S X and ε > 0 there exists δ > 0 such that for all x, y ∈ B(x, δ), with x = y and (x − y)/ x − y ∈ B(u, δ), and all t ∈ [0, 1]
(In finite-dimensional spaces, a locally Lipschitz function is (directionally) approximately convex if and only if it is lower-C 1 , cf. [20, 6] .) (b) We know from [12, Proposition 4] that, if f is lsc convex, then
Hence, (8) holds.
(c) A directionally approximately convex function satisfies the following property (cf. [7, Proposition 1]): for every ǫ > 0 and u ∈ S X there exists δ > 0 such that for all x ∈ B(x, δ) and all v = 0 so that x + v ∈ B(x, δ) and v/ v ∈ B(u, δ), one has
Without loss of generality, we may assume that the given u belongs to S X . Let ǫ > 0 and δ > 0 such that (11) holds. Fix 0 < t < δ and consider any x ∈ B(x, tδ/2).
Hence, for every 0 < t < δ, since f is lsc atx,
So, for every ε > 0,
Consequently, inf
Hence (8) Hence (7Lip) holds.
Besides the examples given in Proposition 7, more elaborated classes of functions have been considered to deal with the subdifferential determination property. Classes of functions and results based on measure and integration theories (e.g. Borwein-Moors [2] or ThibaultZagrodny [22] ) are discussed elsewhere. Here, we discuss further the class of functions introduced by L. Thibault and D. Zagrodny in [21] : given a subdifferential ∂, a lsc function g : X → ]−∞, +∞] is called ∂-subdifferentially and directionally stable (sds for short) on Ω provided that for every u ∈ Ω∩dom ∂g and v ∈ Ω∩dom g with v = u, the following properties hold: If the function f : X → ]−∞, +∞] is sds on Ω, then for everyx ∈ Ω ∩ dom ∂f , every u ∈ X withx + u ∈ Ω ∩ dom f and every t ∈ [0, 1[, the function f is strictly upper semismooth at x + tu in the direction u and its radial subderivative f r (x + tu; u) is finite .
Theorem 9 (Recovering the radial subderivative from a subdifferential). Let X be a Banach space, f : X → ]−∞, +∞] be lsc,x ∈ dom f and u ∈ X, u = 0. Let also ∂ be an arbitrary subdifferential.
(a) Assume f is radially accessible atx from u. Then f is upper semismooth atx in the direction u if and only if
(b) f is strictly upper semismooth atx in the direction u if and only if
Proof. (a) By Theorem 5 with v = u, the formulas (14) and (7bis) 
Subdifferential determination property
The two theorems of this section assert, with slightly different assumptions, that the upper semismooth functions have the subdifferential determination property.
Theorem 10 (Subdifferential determination property). Let X be a Banach space and Ω ⊂ X be a nonempty open convex subset. Let f, g : X → ]−∞, +∞] be lsc with Ω ∩ dom f = ∅. Assume that for everyx ∈ Ω ∩ dom ∂f ∩ dom ∂g and every u ∈ X, u = 0, withx + u ∈ Ω ∩ dom f ∩ dom g, the pointsx t :=x + tu satisfy the following properties:
(10.1) t → f (x t ) and t → g(x t ) are continuous on [0, 1]; (10.2) there is a countable subset C ⊂ [0, 1] such that for every t ∈ [0, 1] \ C, either f r + (x t ; u) or g r (x t ; u) is finite, and g is upper semismooth atx t in the direction u. Then, ∂f (x) ⊂ ∂g(x) for all x ∈ Ω ∩ dom f =⇒ f = g + const on Ω ∩ dom f.
Proof. Assume ∂f (x) ⊂ ∂g(x) for all x ∈ Ω ∩ dom ∂f.
The beginning of the proof is the same as in Thibault-Zagrodny [22, Theorem 3.21] . We may suppose that Ω ∩ dom f is not a singleton because otherwise the result is obvious. Then, if Ω ∩ dom f contains two distinct points x, y, the set Ω ∩ dom ∂f also contains two distinct pointsx,ȳ by the density of dom ∂f into dom f (Theorem 4). From (17) it follows thatx andȳ also belong to dom ∂g ⊂ dom g. First step. Fixx ∈ Ω ∩ dom ∂f = Ω ∩ dom ∂f ∩ dom ∂g andȳ ∈ Ω ∩ dom f ∩ dom g, with x =ȳ. We claim that f (ȳ) − f (x) ≤ g(ȳ) − g(x).
Let u :=ȳ −x, hencex t =x + tu =x + t(ȳ −x), and let t ∈ [0, 1] \ C. By Assumption (10.1), f is radially accessible atx t from u, so in view of Proposition 6 and Theorem 5 
(11.2) for every t ∈ [0, 1[, either f r (x t ; u) or g r (x t ; u) is finite, and either (a) or (b) holds: (a) f is radially accessible atx t from u and g is upper semismooth atx t in direction u, (b) g is strictly upper semismooth atx t in direction u.
Then, ∂f (x) ⊂ ∂g(x) for all x ∈ Ω ∩ dom f =⇒ f = g + const on Ω ∩ dom f.
Remark 11.1. (a) Theorem 10 is new in the context of mean-valued based theorems. Its assumption on g is much weaker than the one in Theorem 11. It should rather be compared and contrasted with integration-based results such as those in [2, 22] . Since the technique and concepts are totally different, this will be done in a separate paper.
(b) Theorem 11 unifies several results. As an illustration, we mention three of them, which cannot be derived from each other but which are all special cases of Theorem 11, since the functions they involve are either upper semismooth (case b1) or strictly upper semismooth (cases b2 and b3). 
