Abstract-Hybrid electrical energy storage (HEES) systems consist of multiple banks of heterogeneous electrical energy storage (EES) elements that are connected to each other through the Charge Transfer Interconnect. A HEES system is capable of providing an electrical energy storage means with very high performance by taking advantage of the strengths (while hiding the weaknesses) of individual EES elements used in the system. Charge migration is an operation by which electrical energy is transferred from a group of source EES elements to a group of destination EES elements. It is a necessary process to improve the HEES system's storage efficiency and its responsiveness to load demand changes. This paper is the first to formally describe a more general charge migration problem, involving multiple sources and multiple destinations. The multiple-source, multipledestination charge migration optimization problem is formulated as a nonlinear programming (NLP) problem where the goal is to deliver a fixed amount of energy to the destination banks while maximizing the overall charge migration efficiency and not depleting the available energy resource of the source banks by more than a given percentage. The constraints for the optimization problem are the energy conservation relation and charging current constraints to ensure that charge migration will meet a given deadline. The formulation correctly accounts for the efficiency of chargers, the rate capacity effect of batteries, selfdischarge currents and internal resistances of EES elements, as well as the terminal voltage variation of EES elements as a function of their state of charges (SoC's). An efficient algorithm to find a near-optimal migration control policy by effectively solving the above NLP optimization problem as a series of quasiconvex programming problems is presented. Experimental results show significant gain in migration efficiency up to 35%.
INTRODUCTION
Electrical energy storage (EES) systems are deployed to increase power availability, reliability and efficiency, mitigate the supplydemand mismatch, and regulate the peak-power demand [1, 2, 3] . Unfortunately, none of the existing types of EES elements can fulfill all the desirable performance characteristics of an ideal electrical storage means e.g., high power and energy densities, low cost/weight per unit capacity, high cycle efficiency, long cycle life, and low environmental effects. A hybrid EES (HEES) system, as introduced in [4, 5, 6] , is an EES system comprising of two or more heterogeneous EES elements, connected to each other through the Charge Transfer Interconnect (CTI). The HEES system can exploit the strengths of each type of EES element while hiding its weaknesses, so as to achieve a combination of performance metrics that is superior to those of any of its individual EES components. For the HEES system to be useful in practice, it is essential to efficiently implement three charge management operations in the HEES system: charge allocation, charge replacement, and charge migration [6] .
Along with charge allocation and replacement, charge migration, which moves charge from a group of source EES elements to a group of destination EES elements, is a crucial operation in a HEES system. Charge migration will ensure the availability and responsiveness of some best-suited EES elements, which have desired characteristics with respect to the load demand or source input in terms of selfleakage and (or) output power rating, to service future load demands or to receive energy from power sources [6] .
The simple case of single-source and single-destination (SSSD) charge migration operation has been investigated in [6] . However, the more general multiple-source and multiple-destination (MSMD) charge migration, which is not supported in [6] , may be often needed in a large-scale HEES system. This paper is the first to formally describe the MSMD charge migration problem and optimization. Compared to performing multiple SSSD charge migration operations sequentially, performing a single MSMD charge migration results in lower charge transfer time and higher migration efficiency.
We first introduce a generalized HEES system architecture and the corresponding electrical circuit models for chargers and EES element arrays. Next, we formulate the MSMD charge migration optimization problem as the problem of delivering a fixed amount of energy to the destination banks and targeting at the maximization of the overall charge migration efficiency defined as the ratio of the total energy received by the destination EES element arrays to the total energy drawn from the source EES element arrays. The goal of the MSMD charge migration optimization solution is to provide the optimal voltage level for the CTI, the amount of charging currents among the destination EES banks, and the amount of discharging currents among the source EES banks.
The MSMD charge migration problem is formulated as a nonlinear programming problem (NLP), which is generally hard to solve efficiently. The more complicating factor here, however, is the fact that the SoC of an EES array at time instance is a function of the charging or discharging currents before that time. Therefore, a oneshot solution of the NLP can result in a solution that is useless in practice. To address this latter issue, we propose solving the MSMD charge migration problem over short intervals while updating the SoC's of various EES arrays in between consecutive intervals. More precisely, we divide the total charge migration time (also called a relative deadline in this paper) into a fixed number of timing intervals. The boundary point between two consecutive intervals is called a decision epoch. At each decision epoch, we solve a spontaneous MSMD (sMSMD) optimization problem in which the SoC and OCV levels for all EES arrays are known. Assume that the relative deadline is divided into timing intervals, i.e., Δ . At decision epoch Δ , the remaining amount of energy that must still be delivered to the destination banks is equally divided among the remaining time intervals. The result is called an energy quantum. The goal of the sMSMD optimization problem is to maximize the charge transfer efficiency while delivering at least this quantum of energy to the destination banks. The optimal solution to the sMSMD optimization problem will not only specify the values of the CTI voltage and charge/discharge current of various EES banks, but also determine the optimal amount of energy (which is still no less than the required quantum) that can be transferred in one timing interval. The action is taken, the SoC and OCV levels of all EES arrays are updated and the process of setting up and solving the sMSMD optimization problem at the next decision epoch is repeated. The process continues until the full amount of required energy is transferred to the destination banks. The sMSMD optimization problem at each decision epoch can be solved in an iterative manner, where in each iteration we solve a quasi-convex optimization problem in polynomial time. Details are provided below. Each EES bank consists of an EES (element) array and two chargers, enabling charge transferring into and out of the EES element arrays through the CTI regardless of their different SoC's, terminal voltages and power ratings. Each EES array consists of multiple homogeneous EES elements with the same SoC and other characteristics, organized in an appropriately constructed two-dimensional array using series and/or parallel connections. As mentioned before, no single type of EES element can fulfill all the desirable performance requirements such as high power and energy densities, low cost/weight per unit capacity, high cycle efficiency, and long cycle life in energy storage systems. Therefore, heterogeneous EES banks can be used in a complementary manner in the HEES system to exploit the strengths of each type of EES element while hiding their shortcomings. A charger is a PWM (pulse width modulation) buck-boost switching converter which regulates its output charging current into a desired value according to our proposed algorithm, with model shown in Figure 2 . The input voltage, input current, output voltage and output current of the charger are denoted by , , , and , respectively. We use to denote the power loss of the charger, which includes the conduction loss, the switching loss and the controller loss [7] , and we have:
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A. HEES System Architecture
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Based on the relation between and , the charger has two working modes: the buck mode ( ) and otherwise the boost mode. In the buck mode, the converter power loss is given by 1
where / is the PWM duty ratio and Δ 1 / is the maximum current ripple; is the switching frequency;
is the current flowing into the controller; and are the equivalent series resistances of the inductor and the capacitor , respectively; and are the turn-on resistance and gate charge of the i-th MOSFET switch in Figure 2 , respectively.
In the boost mode, the power loss is given by
where 1 / and Δ / in this case.
2) EES Element Array
This paper introduces the MSMD charge migration problem with two representative EES elements to deliver the main concepts and avoid diversity: Li-ion battery and supercapacitor. We use an electronic equivalent circuit model in [8] for the Li-ion battery model, which is suitable for developing the mathematical formulation. More specifically, the relation between the battery array open circuit voltage and closed circuit voltage is given by ,
where and are the voltage drops across the internal capacitances, is the array current and is the internal series resistance. Similar relationship can be applied to the supercapacitor array in which the internal resistance is negligible.
The open circuit terminal voltage (OCV) value of a supercapacitor or a battery element array is a function of its SoC value at time , , defined as the ratio between the charge stored in an element array and the total charge when the array is fully charged. For supercapacitor element arrays, the OCV value is a linear function of the SoC value. For battery element arrays, the OCV-SoC relation is given as follows:
where those are empirically determined parameters [9] . A primary disadvantage of the supercapacitor array is its high self-discharge rate. A supercapacitor may lose more than 20% of its stored energy per day even if no load is connected to it [4] . The supercapacitor array power loss due to self-discharge is given by / ,
where is the self-discharge current, is the capacitance of the supercapacitor array and is the self-discharge time constant. On the other hand, the battery element arrays have negligible selfdischarge effect within the time range of charge migration.
The rate capacity effect of batteries explains that the charging and discharging efficiencies decrease with the increasing of charging and discharging currents, respectively. More precisely, the Peukert's Law [10] describes that the charging and discharging efficiencies of a battery element array as functions of the charging current and discharging current , respectively, are given by
where , , , and are constants known a p the rate capacity effect of supercapacitor is neg charging and discharging efficiencies equal to one. Figure 3 : MSMD charge migration system arc Figure 3 presents the conceptual architectur charge migration in a HEES system. For given gro banks and destination EES banks, the proposed ne charge migration algorithm shall effectively determi level, discharging currents from source EES ba currents for destination EES banks. The goal of t migration algorithm is to maximize the charge m during the migration process, considering distinct element arrays and efficiencies of chargers. The voltage, discharging currents and charging curren time due to the changes of SoC's of the EES elemen in Figure 3, of the chargi the l-th EES array in the j-th set of destin
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for 1, 2, … , , 1, 2, … , and 1, 2, … , , 1, 2, … , . In (14) and (15) can be calculated using (6) , and the SoC values calculated in (14), (15) 
iv) Bounding Energy Depletion of the Source Banks: the amount of energy loss in the i-th ( 1, 2, … , ) set of source EES banks is no more than , i.e.,
v) Calculating OCV and CCV from SoC: the OCV-SoC relation for battery (5) and supercapacitor (linear function), and the OCV-CCV relation (4). vi) Non-negativity of Charging/Discharging Currents: the output currents of discharging control and charging control chargers, i.e., the bank discharging currents and array charging currents, are no less than zero at any time 0, , i.e.,
for each 1, 2, … , , 1, 2, … , , and 1, 2, … , , 1, 2, … , .
IV. OPTIMIZATION METHOD
In this section we first discuss the spontaneous multiple-source, multiple-destination (sMSMD) charge migration problem targeting at maximizing the spontaneous migration efficiency, and propose an efficient solution for the sMSMD charge migration problem. After that we consider the original MSMD charge migration problem, and provide a solution in a discrete time space by performing the nearoptimal sMSMD optimization at each decision epoch with lower bounds on the amount of delivered energy to destination banks and upper bound on the amount of energy depleted from the source banks.
A. Spontaneous Charge Migration Optimization
In the sMSMD charge migration problem formulation, we omit the time index for simplicity in writing. In this problem, we have EES array OCVs ( 1, 2, … , , 1, 2, … , ). However, in the sMSMD charge migration optimization problem formulation we use the charge increasing speeds , , ,
( 1, 2, … , , 1, 2, … , ) when neglecting self-discharge of destination EES arrays as optimization variables, instead of the bank charging currents, to make the optimization problem easier to solve, which is equivalent since the bank charging currents can be calculated and used for system control as long as the sMSMD charge migration problem has been solved. The objective function to be maximized is (derived from (13)):
We further derive the constraints from (8) - (12) and (18) It can be observed that the sMSMD migration optimization problem is a non-linear and non-convex optimization problem, and therefore effective heuristics have to be developed to find the near-optimal solution.
We first consider a quasi-convex version of sMSMD (qsMSMD) charge migration problem to find the optimal , , ( 1, 2, … , , 1, 2, … , ) and throughout the charge migration process. Moreover, the overall energy migration rate, defined as the increasing speed of the amount of energy migrated into all the destination EES banks, are set to be constant (are equal to ∑ / ) for the baseline setups, such that the charge migration process will finish just before the deadline. Furthermore, the bank charging currents among destination EES banks in the baseline systems are properly set such that the energy accumulating speed of each set of destination EES banks (the j-th, for instance) is proportional to its target migration value , and therefore constraint (16) can be satisfied. Within each set of destination EES banks, the bank charging currents of different banks are set to be the same. Also, the bank discharging currents among source EES banks in the baseline systems are again properly set such that the energy decreasing speed of each set of source EES banks (the i-th, for instance) is proportional to its energy loss constraint value , and therefore constraint (17) can be satisfied. Finally, within each set of source EES banks, the bank discharging currents of different banks are set to be the same. In the first test case we compare our near-optimal MSMD charge migration policy with three baseline setups with constant CTI voltage 5 V, 10 V, 15 V, respectively, on the charge migration process from one set of source EES banks, consisting of four supercapacitor banks with array OCVs 13.5 V, 13.5 V, 11.0 V, 11.0 V, respectively, to one set of destination EES banks, consisting of four battery banks with array OCVs 3.0 V, 3.0 V, 12.0 V, 12.0 V, respectively. The total energy transferred into destination banks during the charge migration process equals to 50% of the total energy stored in all the four source supercapacitor banks. The comparison results between the proposed method and baseline setups are illustrated in Figure 4 . As shown in this figure, four sets of experiments are carried out with relative deadline ( ) values 300 s, 500 s, 800 s, and 1200 s, respectively.
In the second test case we compare our near-optimal MSMD charge migration policy with three baseline setups with constant CTI voltage 5 V, 10 V, 15 V, respectively, on the charge migration process from one set of source EES banks, consisting of four battery banks with array OCVs 4.0 V, 4.0 V, 12.0 V, 12.0 V, respectively, to two sets of destination EES banks, both consisting of two supercapacitor banks with array OCVs 2.25 V and 3.0 V, respectively. The total energy transferred into destination supercapacitor banks during the migration process equals to 30% of the total energy required to fully charge all the four destination supercapacitor banks. Besides, the 1 st and the 2 nd sets of destination supercapacitor banks are supposed to receive 70% and 30% of the total migrated energy, respectively. The comparison results are illustrated in Figure 5 . As shown in this figure, four sets of experiments have been carried out with relative deadline ( ) values 600 s, 800 s, 1000 s, and 1500 s, respectively. As can be seen from Figure 4 and Figure 5 , the proposed nearoptimal solution for MSMD charge migration problem consistently outperforms baseline systems under the same deadline constraint (the same value), with migration efficiency enhancement compared to baseline systems ranging from 9.1 % to 35 %. In the case when the deadline is very tight, the proposed near-optimal solution, although forced to operate with overall energy migration rate restricted by the deadline value, outperforms baseline systems due to the freedom of selecting and adjusting the optimal CTI voltage, the discharging currents among various banks in each set of source EES banks, and the charging currents among various banks in each set of destination EES banks. In the case when the deadline is relatively loose, the proposed near-optimal solution has additional degree of freedom of choosing the optimal overall energy migration rate. Therefore, in the latter case the MSMD charge migration process may finish before the deadline time, and the charge migration efficiency will converge to a maximum value along with the increase of relative deadline value .
VI. CONCLUSION
This paper pioneers a multiple-source and multiple-destination (MSMD) charge migration problem for hybrid electrical energy storage (HEES) systems that allows multiple simultaneous charge migration operations. MSMD migration requires to derive the optimal shared voltage of the charge transfer interconnect (CTI) as well as the charging or discharging current of each EES bank. We formulate the MSMD charge migration problem as a non-linear and non-convex programming problem and present an efficient approach to find a near-optimal solution. We achieve spontaneous MSMD (sMSMD) charge migration efficiency optimization at each decision epoch of the MSMD charge migration process in an iterative manner, and in each iteration step we solve a quasi-convex optimization problem with polynomial time complexity. Experimental results demonstrate significant charge migration efficiency improvement up to 35% against the baseline charge migration methods.
