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Abstract
We define a new selection problem, Selecting with History, which extends the secretary problem to
a setting with historical information. We propose a strategy for this problem and calculate its success
probability in the limit of a large sequence.
In the classical secretary problem (Dynkin, 1963; Gilbert and Mosteller, 1966), n numbers appear at a
random order. The algorithm is allowed to select a single number. If it decides to select a number, it must
do so immediately, before observing the next numbers, and it cannot later change its decision. The goal
of the algorithm is to select the maximal number with the highest probability, where the set of numbers is
selected by an adversary and the order of their appearance is random. Gilbert and Mosteller (1966) show
that, for any input size n, there is a number tn < n such that the optimal strategy is to observe the first tn
numbers, set θ to be the maximal number among those, and then select the first number in the rest of the
sequence which is larger than θ. They show that limn→∞ tn/n = 1/e and that the probability of success of
the optimal strategy by also tends to 1/e when for n→∞.
In this note we define a new selection problem, Selecting with History (SwH), which extends the secre-
tary problem to a setting with historical information. We propose a strategy for this problem, and calculate
its success probability in the limit of a large sequence.
Let N,K ≥ 2 be integers, such that K divides N . Let Z be a finite set of real numbers of size N . In
this problem, the numbers in Z are ordered according to a uniformly random order. The algorithm observes
the first N(1 − 1/K) numbers (the history). Then, the algorithm observes the last N/K numbers (the
selection sequence) one by one, and should select the maximal number in the selection sequence with the
highest probability. As in the secretary problem, the algorithm may only select a number immediately after
observing it, and cannot regret this selection later. The secretary problem is thus equivalent to SwH with
K = 1. WhenK ≥ 2, one can ignore the history and simply apply the optimal secretary problem strategy to
the selection sequence. However, this does not exploit the information from the history. Instead, we propose
the following strategy for SwH. This strategy is parametrized by β ∈ (0, 1).
During the first ⌈βN/K⌉ numbers in the selection sequence, select the first number that exceeds
the Kth-largest value in the history. If no such number was found in this part of the selection
sequence, select from the rest of the sequence the first number that exceeds the maximal number
observed so far in the selection sequence.
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This strategy is inspired by a strategy proposed in Gilbert and Mosteller (1966) for a setting where a selection
sequence is drawn i.i.d. from a known distribution. Whereas under a known distribution the first threshold
can be set based on this knowledge, here we estimate it based on the history.
As in the secretary problem, the probability of success of this strategy depends only on the rank order
of the numbers, and not on their specific values. For K ≥ 2 that divides N , we denote by R(N,K) the
probability that the proposed strategy succeeds in selecting the maximal number from the selection sequence,
for any Z of size N . This probability depends on β, which we leave as an implicit parameter of R. For
convenience, we also let R(N, 1) := Psp(N), where Psp(n) denotes the success probability of the optimal
secretary problem strategy on an input sequence of size n.
Define
Q(K) := lim
L→∞
R(LK,K).
By the definition of R, Q(1) = limn→∞ Psp(n) = 1/e. The following lemma gives the value of Q(K) for
K > 1, as a function of β.
Lemma 1. If K > 1, then
Q(K) = β log(1/β)(1 −
1
K
)K +
∞∑
j=1
(
j +K − 1
K − 1
)
(1−
1
K
)K
1
Kj
(
1− (1− β)j
j
+ β
∫ 1
β
(1− x)j−1
x
dx
)
.
Proof. Let N = LK. We calculate R(N,K) based on its definition, and then take the limit L → ∞. Let
Z = {z1, . . . , zN} be the set of input numbers, where z1 > z2 > . . . > zN . Denote by G the event that
the SwH strategy selects the maximal number in the selection sequence, when the strategy is applied to a
random ordering of Z . LetA1 be the set of numbers in the history, and letA2 = Z\A1 be the set of numbers
in the selection sequence. Let A′2 ⊆ A2 be the set of first B := ⌈βL⌉ numbers in selection sequence. Let
θ be the K’th largest number in A1, and let θ
′ be the largest number in A′2. The strategy described above
selects the first number observed from A′2 which is larger than θ if one exists. Otherwise, it selects the first
number observed from A2 \ A
′
2 that is larger than θ
′ (if one exists). Let J = |{z ∈ A2 | z > θ}|. We have
P[G] =
∑L
j=0 P[G | J = j]P[J = j]. Note that the probabilities all depend (implicitly) on L. Let c > 1.
For any L ≥ cK2,
P[G] =
cK2∑
j=0
P[G | J = j]P[J = j] + P[G | J > cK2]P[J > cK2].
Define q(j) := limL→∞ P[G | J = j], p(j) := limL→∞ P[J = j], and suppose that for some α : R → R,
α(c) ≥ limL→∞ P[J > cK
2]. Assuming all these limits exist, we have
cK2∑
j=0
q(j)p(j) ≤ lim
L→∞
P[G] ≤
cK2∑
j=0
q(j)p(j) + α(c).
If in addition limc→∞ α(c) = 0, then, taking c→∞ on the inequality above, we get
lim
L→∞
P[G] =
∞∑
j=0
q(j)p(j). (1)
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We now give expressions for q(j), p(j) and α(c). First, for p(j), we calculate P[J = j]. Define the
random variable I which satisfies θ = zI . If I = i, this means that out of the numbers z1, . . . , zi−1, exactly
K − 1 are in A1, and also zi ∈ A1. Therefore J = i−K . Since |A1| = N − L and its content is allocated
uniformly at random, we have
P[J = i−K] = P[I = i] =
(
i− 1
K − 1
)K−1∏
l=0
N − L− l
N − l
i−K−1∏
l=0
L− l
N −K − l
.
Therefore
P[J = j] =
(
j +K − 1
K − 1
)K−1∏
l=0
N − L− l
N − l
j−1∏
l=0
L− l
N −K − l
.
Taking the limit for L→∞ (recalling N = LK) we get
p(j) ≡ lim
L→∞
P[J = j] =
(
j +K − 1
K − 1
)
(1−
1
K
)K
1
Kj
. (2)
Second, to find q(j), we now calculate P[G | J = j]. If j = 0, then all z ∈ A2 have z < θ, therefore no
element will be selected from A′2. The probability of success is thus exactly as the probability of success of
the secretary problem strategy with input size L and threshold B = ⌈βL⌉. Denote this probability PL. We
have, following the analysis in Ferguson (1989) for the secretary problem,
lim
L→∞
PL = lim
L→∞
⌈βL⌉
L
L∑
i=B+1
1
i− 1
= lim
L→∞
⌈βL⌉
L
L∑
i=B+1
1
L
(
L
i− 1
)
= β
∫ 1
β
1
x
dx = β log(1/β).
Hence ,
q(0) ≡ lim
L→∞
P[G | J = 0] = β log(1/β). (3)
To find q(j) for j > 0, let R be the location in A2 of the maximal number z∗ = maxA2. Note that if
the strategy does not select anything before reaching location R, it will certainly select z∗ by the definition
of the strategy. Distinguish two cases:
1. If R ≤ B, then z∗ is selected as long as all other j − 1 items that exceed θ are located after z∗. Hence,
for r ≤ min(B, L− j + 1)
P[G | R = r, J = j] =
j−2∏
l=0
L− r − l
L− 1− l
=
j−2∏
l=0
(1−
r − 1
L− 1− l
).
2. If R > B, then z∗ is selected as long as all other j − 1 items that exceed θ are located after z∗, and also
the maximal item in the first R− 1 items is in the first B items, so that z∗ is the first item in A2 \A
′
2 that
is larger than θ′. Hence, for B ≤ r ≤ L− j + 1,
P[G | R = r, J = j] =
j−2∏
l=0
L− r − l
L− 1− l
B
r − 1
=
j−2∏
l=0
(1−
r − 1
L− 1− l
)
B
r − 1
.
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3. Neither of the conditions above can hold if R > L− j + 1, since j − 1 numbers cannot be located after
z∗ in this case. Hence ,P[G | R > L− j + 1, J = j] = 0.
Therefore
P[G | J = j] =
L−j−1∑
r=1
P[R = r]P[G | J = j,R = r]
=
1
L
L−j+1∑
r=1
(
B
r − 1
)
I[r>B]
·
j−2∏
l=0
(1−
r − 1
L− 1− l
).
We have
(1−
r − 1
L+ 1− j
)j−1 ≤
j−2∏
l=0
(1−
r − 1
L− 1− l
) ≤ (1−
r − 1
L− 1
)j−1,
and B
r−1 =
⌈βL⌉
L
L
r−1 . Therefore
1
L
L−j+1∑
r=1
(
⌈βL⌉
L
L
r − 1
)
I[r>B]
· (1−
r − 1
L+ 1− j
)j−1 ≤ P[G | J = j]
≤
1
L
L−j+1∑
r=1
(
⌈βL⌉
L
L
r − 1
)I[r>B]
· (1−
r − 1
L− 1
)j−1.
Taking the limit L→∞ on both sides and defining x = r/L, this gives, for j ≥ 1,
q(j) ≡ lim
L→∞
P[G | J = j] =
∫ β
0
(1− x)j−1 dx+ β
∫ 1
β
(1− x)j−1
x
dx
=
1− (1− β)j
j
+ β
∫ 1
β
(1− x)j−1
x
dx. (4)
Lastly, we are left to show an upper bound α(c) ≥ limL→∞ P[J > cK
2] such that limc→∞ α(c) = 0.
Recall that if θ = zi then J = i − K . For an integer t, denote Bt = |{i | i < t and zi ∈ A2}|.
Note that J ≥ t if and only if θ ≤ zt+K , which occurs if and only if Bt+K ≥ t. Therefore P[J ≥
t] = P[Bt+K ≥ t]. We now give an upper bound on P[Bt+K ≥ t], using a concentration bound for
sampling without replacement from a population. Denote the ordered numbers in the selection sequence by
(zj1 , . . . , zjL). Then Bt =
∑L
i=1 I[ji < t]. Bt is a sum of L uniformly random draws without replacement
from the sequence x1, . . . , xN , where xi := I[i < t]. We have P[ji < t] = (t − 1)/N . Hence ,E[Bt] =
L(t− 1)/N = (t− 1)/K . Setting t = cK2 for c > 1, we have t− (t+K − 1)/K ≥ t/4. Hence ,
P[Bt+K ≥ t] = P[Bt+K − E[Bt+K ] ≥ t− (t+K − 1)/K] ≤ P[Bt+K − E[Bt+K ] ≥ t/4].
By Bernstein’s inequality for sampling without replacement (Boucheron et al., 2013), setting ǫ = t/(4L)
and σ2 = 1
N
∑N
i=1(xi − (t− 1)/N)
2,
P[Bt+K ≥ t] ≤ P[
1
L
Bt+K −
1
L
E[Bt+K ] ≥ ǫ] ≤ exp(−Lǫ
2/(2σ2 + (2/3)ǫ)).
4
Noting that σ2 ≤ 1
N
∑N
i=1 x
2
i = (t − 1)/N ≤ cK/L, and ǫ = cK
2/(4L), we get that for some constant
b, P[J ≥ cK2] ≤ exp(−bcK2). Setting the RHS to α(c), we get α(c) ≥ limL→∞ P[J > cK
2] and
limc→∞ α(c) = 0, as required. Combining Eq. (1), Eq. (2), Eq. (3), Eq. (4) and the limit above, we get the
equality in the statement of the lemma.
The value of Q(K) for a given β can be calculated numerically. We propose to select β := 0.63. This
gives, e.g. Q(2) ≈ 0.47, Q(3) ≈ 0.51, Q(10) ≈ 0.55. Compare this to Q(1) = 1/e ≈ 0.37.
In a previous version of this manuscript we proposed to use the strategy for SwH above to improve
the competitive ratio of the submodular secretary problem under resource constraints. Unfortunately our
analysis turned out to have an error which we have not been able to solve as of yet.
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