Abstract This article considers the challenging task of estimating geologic properties of interest using a suite of proxy measurements. The current work recast this task as a manifold learning problem. In this process, this article introduces a novel regression procedure for intrinsic variables constrained onto a manifold embedded in an ambient space. The procedure is meant to sharpen high-dimensional interpolation by inferring non-linear correlations from the data being interpolated. The proposed approach augments manifold learning procedures with a Gaussian process regression. It first identifies, using diffusion maps, a low-dimensional manifold embedded in an ambient high-dimensional space associated with the data. It relies on the diffusion distance associated with this construction to define a distance function with which the data model is equipped. This distance metric function is then used to compute the correlation structure of a Gaussian process that describes the statistical dependence of quantities of interest in the high-dimensional ambient space. The proposed method is applicable to arbitrarily high-dimensional data sets. Here, it is applied to subsurface characterization using a suite of well log measurements. The predictions obtained in original, principal component, and diffusion space are compared using both qualitative and quantitative metrics. Considerable improvement in the prediction of the geological structural properties is observed with the proposed method.
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Introduction
The ability to characterize accurately the geologic structure of the subsurface is essential for many energy production technologies, e.g., oil and gas recovery and geothermal energy systems. Data acquisition, processing, and interpretation techniques are well established in industry (Nikravesh and Aminzadeh 2001) , and the information gleaned from these methods continues to improve with novel data interpretation methodologies.
In the deep subsurface, geophysical parameters of interest-such as S-wave (V s ) and P-wave (V s ) velocities-exhibit multiscale spatial fluctuations due to inherent geological heterogeneity (Thimmisetty et al. 2015) . In general, direct measurement of many geophysical parameters can be difficult and/or expensive. Engineers will, therefore, rely on cheaper measurements of proxy quantities whenever possible. As a motivating example, consider a well in which a suite of n logging tools-each measuring different properties of the reservoir-is run over some depth interval to form a training data set. Elsewhere in the reservoir, only a subset m < n of these tools is employed to lower cost. The goal is thus to predict the remaining n − m properties at their unmeasured locations using the available data.
Different observables often exhibit correlation across multiple spatial and temporal scales, complicating interpretation. Recent data analytics techniques improve such analysis by first considering an ambient Euclidean space containing the data and then discovering a low-dimensional manifold embedded in this space. Several methods e.g., principle component analysis (PCA) and kernel PCA (Schölkopf et al. 1997 ) have been developed for this purpose and a comparative review of few of these methods is presented in Van Der Maaten et al. (2009) . The present work extends diffusion-onmanifolds algorithms to the analysis and interpolation of petrophysical data obtained from well-bore logs. From herein, this paper will refer to the ambient space as R n and to the manifold as M. Manifold learning methods have grown in rigor and sophistication and are applied to a wide range of problems, including image analysis, shape analysis, and medical imaging (Seung and Lee 2000; Srivastava et al. 2005; Fischl et al. 2001) . Our choice of the diffusion manifold approach is motivated by the implicit construction of a distance along the manifold, with respect to which a Gaussian process conditional on the available data is constructed.
To estimate structural properties at unmeasured locations, classical approaches rely on Gaussian process regression (GPR) (Rasmussen 2006 )-also known as Kriging (Cressie 1990; Isaaks and Srivastava 2011; Matheron 1963; Krige 1951 )-together with several of its variants. While GPR can be shown to be the best linear unbiased estimator (BLUE) (Isaaks and Srivastava 2011) , the uncertainty related to the associated estimates grows significantly as the number of stochastic parameters increases, often leading to uninformative predictions. Several soft computing methods such as neural network, fuzzy logic, and support vector machines (Lim 2003; Nikravesh and Aminzadeh 2001; Nikravesh et al. 2003; Ouenes 2000; Gholami et al. 2012) have recently been proposed to improve the quality of the associated predictions. However, unlike GPR, these methods do not provide a probabilistic characterization of the predictions essential for constructing prior models used for statistical model calibration and updating. This article proposes a novel method to alleviate the errors associated with high-dimensionality. This is done by detecting a low-dimensional embedding associated with the data using manifold detection techniques. A GPR is then constructed on the data using the intrinsic metric of the manifold. By re-interpreting scatter in data as taking place around a nonlinear manifold, with distance metrics that are intrinsic to the data, uncertainties in the predictions are thus mitigated.
The paper starts by briefly reviewing Gaussian process regression and diffusion maps in Sect. 2, before demonstrating how they are integrated for the characterization of structural properties at unexplored positions conditioned on available field data in Sect. 3. In Sect. 4, this article introduces a metric to compare the predictions obtained in original, principal component and diffusion space, and provide insight on the effect of diffusion parameters on the low-dimensional embedding. Finally, conclusions are made in Sect. 5.
Formulation
Let q(ω) be a random variable defined on a probability triple (Ω, F, P). Let x ∈ R n denote n attributes that may include spatial locations and geological data. Suppose a set of observations D = {q(x i ), i = 1, . . . , k} of the quantity of interest q are provided. Our interest is to predict the value of q at new coordinates x * ∈ R n based on the available data D. The current work specifically interested in constructing q(x, ω) as a weakly stationary Gaussian stochastic process. In this case, the conditional distributions of q at location x * , given data D, is itself Gaussian, and q(x * , ω|D) can be viewed as a Gaussian stochastic process with a specified correlation structure. The assumption of Gaussianity can be relaxed by using nonlinear transformations on the data (De Oliveira et al. 1997 ) by constructing kernel density estimates for the joint distribution of D and q (Soize and Ghanem 2016) .
Gaussian Process Regression
Gaussian process regression typically assumes the following decomposition of a stochastic process
where f (x) is the regression model in x (also known as the trend function), and z(x, ω) is a zero-mean random processes with covariance function defined as
When the process z(x, ω) is second-order stationary, a correlation function of z(x), R z (d), can be introduced in the form
where σ 2 z is the variance of the process and d(x, y) : R n × R n → R is a distance function on R n . A common and very versatile choice for the correlation model is associated with the Matérn class (Matérn 1986 ) with correlation function given by
Here, Γ is the gamma function, K ν is the modified Bessel function of the second kind, ν and ρ are non-negative parameters that control, respectively, the smoothness and the correlation length of the stochastic process. The correlation parameter ρ, the variance σ 2 , and the regression parameter β are obtained following a maximum likelihood method. For a Gaussian process, the likelihood function can be expressed analytically. Specifically, the logarithmic likelihood of observing q(x i ), (i = 1, . . . , n) from a Gaussian process with variance σ 2 and Matérn correlation function can be expressed as (Rasmussen 2006) ln
Here, R depends on ρ and is the k × k matrix of correlations of the k design points with
is a trend function where β is the vector of all regression coefficients and s(x) is the vector of all basis function values at input x i . Once the parameters β, σ 2 , and ρ are computed, the conditional mean of q at x * is estimated asq
where
is the vector of correlations between the design points x * and the observation points x.
Diffusion Maps
The central idea of the present work is to construct a GPR on a manifold M that is embedded within a high-dimensional ambient Euclidean space. The manifold M is identified using manifold learning techniques and specifically diffusion maps. An m dimensional manifold M is a topological space, in which the neighborhood of each point is homeomorphic to R m .
There is a plethora of methods available for manifold detection (Van Der Maaten et al. 2009 ). Here, diffusion maps are used to identify the underlying manifold and diffusion distance as the associated metric. Diffusion maps have the property of preserving the intrinsic (i.e., local) geometry of the data. For a specific choice of its parameters, a diffusion map approximates the Laplace-Beltrami operator, a generalization of the Laplace operator, operating on surfaces and manifolds. Moreover, the diffusion distance defined using diffusion maps is more robust than the geodesic distance to noise and small perturbations in the data (Lafon and Lee 2006) .
The diffusion map (Coifman and Lafon 2006 ) is obtained by allowing a diffusion process to evolve on the graph defined by the data. As the random walk traverses the data, an underlying manifold is delineated. The identification of the low-dimensional embedding for k data points starts by defining an algebraic basis and a metric in kdimensional space using a spectral analysis of a graph Laplacian associated with the data. An algorithm using anisotropic diffusion map involves the following steps:
1. Based on k points, x 1 , x 2 , . . . x k , construct the adjacency matrix (W ) of the graph. The entries of W are obtained from a symmetric positive semi-definite kernel K (x i , x j ), which assumed to have a Gaussian form. Matrix W can thus be expressed as
Here, . is the Euclidean norm in R n , is a parameter that controls the diffusion process and is related to the step size of the random walk. Relatively small and large values of lead to very slow diffusion and very fast diffusion on the manifold, respectively. From the random walker point of view, choosing a small forces small steps and an ensuing data exploration at fine resolution while larger values for allow for large strides risking meandering away from the manifold. One reasonable scheme used in the present work for identifying is based on Singer et al. (2009) , which starts with computing L( ), as a function of , defined as follows
A suitable value for is then selected arbitrarily within the range of linear dependence between and L( ) on a log-log plot. 2. Re-normalize W to get the anisotropic kernel W α
where the choice of the parameter α is related to the data point density on the infinitesimal transition of the diffusion (Coifman et al. 2005) . For example, the cases α = 0, α = 0.5, and α = 1 correspond to the Markov chain approximates of graph Laplacian normalization, Fokker-Planck diffusion and Laplace-Beltrami operator, respectively. For α = 1, one recovers Riemannian geometry of the data set, for any arbitrary sampling distribution. Since petrophysical data comes from arbitrary distribution with no strong prior belief, α = 1 is chosen for the present problem. 3. Compute the diffusion operator P using
where each entry p i j of matrix P represents the transition probability between two states of a Markov chain. 4. Since W i j > 0, P has a discrete sequence of eigenvalues (Coifman and Lafon 2006) . Computing the eigen-decomposition of the diffusion operator, P t , after t time steps yields
where 1 = λ 0 > λ 1 ≥ λ 2 · · · are the eigenvalues, {ψ l (x i )} and {φ l (x j )} are two sequences of bi-orthogonal right and left eigenvectors, respectively. These eigenvectors give the low-dimensional embedding. Since the graph is fully connected, the largest eigenvalue is trivial (viz. λ 1 = 1), hence the eigenvector ψ 1 is ignored. Then, the low-dimensional embedding after one time step, Ψ : R n → R m , is given by
where the decay of the eigenvalues is used to determine the dimension m of the embedding. Here, note that the above construction defines the manifold, embedded in ambient R n , via an algebraic basis of an m-dimensional subspace of R m .
The diffusion distance between any two points x i and x j on the manifold is evaluated using the Euclidean distance between their diffusion coordinates Ψ (x i ) and Ψ (x j ) as in
where the matrix Ψ : R n → R m defines the diffusion map on the given data set. Note here that the diffusion maps respectively, have the computational and memory complexities of O(k 3 ) and O(k 2 ) (Van Der Maaten et al. 2009 ). As the number of data points k increases, techniques described in Saad (2011) can be used to solve corresponding large eigenvalue problem.
Intrinsic Interpolation Using Gaussian Process Regression
Once the low-dimensional embedding M is identified using the diffusion map Ψ , this article constructs a GPR on the manifold by assuming the quantity of interest (QoI) is a second-order stationary process on the manifold. Specifically, this paper assumes that its covariance function is square-integrable and invariant under shifts, relative to the diffusion metric (i.e. shifts that keep the diffusion metric invariant). This assumption of stationarity can be relaxed by using non-stationary covariance functions (Paciorek and Schervish 2003; Higdon et al. 1999) . As an extension of GPR in R n , current work defines regression of the QoI conditional on the manifold. This predictor is denoted by q Ψ (x, ω), and express it as the sum of a deterministic function and a statistical fluctuation having zero mean around the manifold. One thus obtains
As indicated previously, f Ψ (x) is a regression model, which being constrained on the manifold, is now expressed in the diffusion coordinates Ψ (x), and z Ψ (x, ω) is a zero-mean random processes with covariance function defined along the diffusion coordinates as
Assuming the process is second-order stationary, a correlation function of
where σ 2 Ψ is the variance of the process, describing its fluctuations around the manifold, and d Ψ (x, y) is the diffusion distance between points x and y. As in the standard GPR, the correlation parameters ρ Ψ , the variance σ 2 Ψ and the regression parameters β Ψ are obtained following maximum likelihood method. In the present development, the corresponding likelihood function, denoted as, L Ψ (β Ψ , σ 2 Ψ , ρ Ψ ), is given in terms of its logarithmic representation according to
Here,
is a trend function where β Ψ is the vector of all regression coefficients and s Ψ (x) is the vector of all basis function values at input x i . Once the optimal parameters β Ψ , σ 2 Ψ , ρ Ψ are computed, q at x * is obtained aŝ 
is the vector of correlations, in diffusion space, between the design points and Ψ (x * ). As stated above, theq Ψ (x * ) obtained using the proposed method is the best linear unbiased predictor of the intrinsic random variable on the manifold.
Case Study
The proposed regression method is validated using standard well log data. A suite of logging tools was run over a 165 ft. interval of a well, leading to 15 data attributes, describing formation properties as a function of depth (Table 1) . As a validation study, all 15 attributes in a 100 ft. subsection are used for model training purposes. In the remainder of the well, 12 attributes are used to predict three "unknown" attributes (labeled DTST, DTCO, and DTSM) describing seismic wave propagation properties. The study replicates a practical situation in which one or more wells in a large field are comprehensively logged, while the remaining wells receive a less extensive characterization due to time or budget limitations. This situation also occurs frequently in fields where legacy logs are available for older wells, but modern characterization techniques can only be applied to new wells.
Since these 15 attributes have different scales and dimensions, all entries associated with a given attribute are first normalized according to
where the min and max are taken over the attribute set. 
Diffusion Map of the Data Set
The low-dimensional embedding of the data set is obtained using diffusion maps and the linear version of principle component analysis (PCA), respectively. Figure 1a shows the eigen-spectrum of the diffusion and also explained variance ratio from PCA, which shows the variance contribution of each component. Similar to the PCA, eigenvalue spectrum diffusion kernel is used to choose the dimension of the lowdimensional embedding obtained using diffusion maps. Based on the Fig. 1a , the dimension of the embedding is chosen to be six for both PCA and diffusion maps. The value of the parameter in the diffusion kernel is chosen as 1.5 based on the plot of versus L( ) depicted in Fig. 1b . Figure 2 depicts the scatter plot of the first three dominant directions in diffusion space and principal component space. Figure 3 depicts the scatter plot of DTSM in the first two dominant directions in diffusion space and principle component (PC) space. These plots show that the manifold obtained from the diffusion maps is different from the manifold in the PC space, and also that the scatter in the diffusion directions is about an order of magnitude smaller than the scatter observed along the PCA directions. This has significant implications concerning the scatter in associated predictions.
While an algorithmic map is readily defined between physical coordinates x and diffusion coordinates, it does not have an explicit expression. This map would be useful to understand the contribution of the physical coordinates to the newly discovered low-dimensional manifold. To that end, this paper approximates the manifold using a third order polynomial fitted independently for each diffusion coordinate. A few terms in the expressions of the fitted polynomials for the first three coordinates are shown below. These polynomials show that the functional dependence between x and diffusion coordinates is indeed non-linear. 
Results
The following procedure is used to validate the proposed method:
1. Data points from the first 100 ft. of log data are grouped together to form the data set (sample size 250). 2. One hundred random samples are drawn from the available data set, and treated as a validation set. The remaining samples are treated as a training set. 3. A correlation function and a regression model are chosen based on the mean square error (MSE) of the prediction for the validation set, with the models trained using the training set. 4. Once the correlation function and regression model are chosen, the final regression model is obtained by computing the parameters of the correlation function and regression model with the training set. 5. The final regression model is thus used to predict a specific QoI in the test set (sample size 150). 6. The procedures listed above are repeated for each QoI. Table 2 displays the MSE for different correlation functions and regression models on the validation set for DTSM. Similar behavior is observed for all validation sets on DTCO and DTST. Based on these observations, a constant regression function and an exponential correlation function are adopted. Parameters of the regression model and correlation function are calculated by carrying several one-dimensional optimizations instead of running one single multi-dimensional optimization as proposed in Welch et al. (1992) .
Two types of plots are shown to visualize the interpolation results. The first plot is predictions versus measurements (P-M) plot, as shown in the Figs. 4, 6 and 8. Here, red circular dots show the scatter of the predicted mean QoI versus measured QoI, with the black lines indicating perfect correlation. The second plot type is a confidence level plot, as given in Figs. 5, 7 and 9. Here, blue stars and red circular dots indicate the measured and mean predictions of the QoI, and the black shaded region indicates mean ±1σ levels (68% prediction interval) of the predicted QoI. The P-M plots show a clear improvement in the mean predictions of the QoI as one moves from the original to principle and diffusion space. The confidence level plots show most of the measured QoIs fell in the mean ±1σ band in the diffusion space and a very few points fell in this band in principle and original spaces. The improvement in the predictions can be attributed to two features of the diffusion map in the GPR process. First, it reduces the dimensionality of the space from 12 to six by allowing more training points for each dimension. Second, the distance measured on the diffusion manifold is intrinsically allowing us to discover the non-linear correlations in the parameter space. 
Discussion
Most of the regression or interpolation techniques-e.g., Gaussian process and inverse distance weighting-rely on a metric that determines the closeness of the data points. If the underlying metric is incorrect, then the closeness of two points will be misinterpreted, leading to improper estimates of the QoI. A diffusion map allows us to measure the intrinsic distance between data points more accurately than geodesic distances, as shown in Coifman et al. (2005) . It is shown in Figs. 2 and 3 that a manifold is identified that allows us to discover the non-linear correlations between parameters, thus reducing the dimensionality. As a result, one obtains better regression models, as more training points become available for each dimension. Diffusion maps are strongly informed by their kernels and specifically by the kernel parameter (here, ) that controls the diffusion process or the step size of the random walk. Relatively small and large values of lead to very slow diffusion and very fast diffusion on the manifold, respectively. From the random walker point of view, choosing a small forces small steps limiting the range of exploration, while large values for allow for large strides risking meandering away from the manifold. Figure 10 depicts scatter plots of first two dominant diffusion coordinates with step size varying according to {exp(−1 + 0.60 * i)} 7 i=0 . Too small step size ( = 0.37) placed data points too far away from each other; too big step size ( = 24.53) placed them very close. Subsurface structural properties exhibit considerable fluctuations over space due to random geological features. In general, predicting these properties with limited data is extremely challenging. The case study considered here aims to build a predictor for structural properties based on a logging training set. GPR provides a probabilistic characterization of the estimate, essential for constructing prior models used for statistical model calibration and data assimilation. The proposed method intends to improve GPR by identifying non-linear correlations in the data with the help of manifold learning using diffusion maps. For comparison among these methods, the Pearson correlation of the measured QoI and mean predictions (ρ mp ) is computed to indicate the quality of the predictions using different approaches. The values of ρ mp range between −1 and 1. A value of 1 and −1 of ρ mp indicates best and worst prediction Fig. 9 Predicted DTST mean (red circles) and mean ±1 σ levels (gray shaded area) obtained using GPR in original (top), principle component (middle), and diffusion (bottom) spaces along with measured (blue stars) DTST values capabilities, respectively. Table 3 depicts ρ mp values obtained from the predictions using the original, principal, and diffusion spaces. It shows that the proposed method provided considerable improvements in the prediction capabilities. Note here that ρ mp obtained in the PC space is the same as the one obtained in the original space, indicating that low-dimensional embedding obtained using PCA [ Fig. 2(bottom) ] does not provide any valuable information compared to the one obtained using diffusion space [ Fig. 2(top) ]. The choice of good kernel parameters for diffusion maps, non-linear dimension reduction, and an accurate metric has allowed us to obtain better estimates of the QoI using the proposed method. Even though the values of ρ mp are still far away from 1 on this challenging test problem, probabilistic characterization of predictions allows one to build a good prior model. Note here that, one more regression problem of interest is a multi-well case, where the objective to predict QoI in the domain of interest based on multiple wells. The proposed method may become even more powerful when applied to multi-well data sets, where a larger calibration data set can be identified and better information content is available. The current single-well case is also of more interest in industrial practice, where the proposed method can be applied on a field-wide basis. Even though current single-well case is not exactly analogous to multi-well case, it is a reasonable proxy for the multi-well case. As far as the multi-well case is concerned, it would usually be easier to achieve better model predictability because relatively more complete information is provided in the calibration data set. Geologic formations are typically layered and exhibit stronger vertical heterogeneity and weaker lateral heterogeneity.
Conclusions
This paper introduced a regression procedure for intrinsic variables constrained onto a manifold embedded in an ambient space. The proposed method augments manifold learning procedures with a Gaussian process regression. The superiority of the proposed method over GPR is demonstrated by applying them to subsurface characterization using well log measurements. P-M plots and confidence level plots are used as a qualitative metric; and the Pearson correlation of the measured QoI and mean predictions are used as quantitative metric, to compare the results obtained using GPR in original, principal component, and diffusion spaces. It was shown by both metrics that the proposed method gives a considerable improvement in predicting geological structural properties.
