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ABSTRACT
Characterization of lung nodules as benign or malignant is
one of the most important tasks in lung cancer diagnosis, stag-
ing and treatment planning. While the variation in the appear-
ance of the nodules remains large, there is a need for a fast
and robust computer aided system. In this work, we propose
an end-to-end trainable multi-view deep Convolutional Neu-
ral Network (CNN) for nodule characterization. First, we use
median intensity projection to obtain a 2D patch correspond-
ing to each dimension. The three images are then concate-
nated to form a tensor, where the images serve as different
channels of the input image. In order to increase the number
of training samples, we perform data augmentation by scal-
ing, rotating and adding noise to the input image. The trained
network is used to extract features from the input image fol-
lowed by a Gaussian Process (GP) regression to obtain the
malignancy score. We also empirically establish the signifi-
cance of different high level nodule attributes such as calci-
fication, sphericity and others for malignancy determination.
These attributes are found to be complementary to the deep
multi-view CNN features and a significant improvement over
other methods is obtained.
Index Terms— Computer-aided diagnosis, deep learning,
computed tomography, lung cancer, pulmonary nodule.
1. INTRODUCTION
Lung cancer accounts for the highest number of mortalities
among all cancers in the world. Classification of lung nod-
ules into malignant and benign is one of the most important
tasks in this regard. A fast, robust and accurate system to
address this challenge would not only save a lot of radiolo-
gists’ time and effort, but would also enable the discovery of
new discriminative imaging features. Significant successes
in terms of improved survival rates for lung cancer patients
have been observed due to improvements in CAD (Computer
Aided Diagnosis) technologies and development of advanced
treatment options. However, lung cancer still has a 5-year sur-
vival rate of 17.8% where only 15% of all cases are diagnosed
at an early stage [1].
Conventionally, the classification of lung nodules was
performed using hand-crafted imaging features such as his-
tograms [2], Scale Invariant Feature Transform (SIFT) [3],
Local Binary Patterns (LBP) [4] and Histogram of Oriented
Gradients (HOG) [5]. The extracted sets of features were then
classified using a variety of classifiers such as Support Vector
Machines (SVM) [6] and Random Forests (RF) [7]. Recently
with the success of deep convolutional neural network (CNN)
for image classification, the detection and classification ap-
plications in medical imaging have adopted it for improved
feature learning and representation. Tedious feature extrac-
tion and selection can now be circumvented using supervised
high level feature learning. This has also attracted the at-
tention of researchers working in lung nodule detection and
classification with limited success since the feature learn-
ing and classification were considered as separate modules.
In those frameworks a pre-trained CNN was only used for
feature extraction whereas classification was based on an
off-the-shelf classifier such as RF [8, 9]. In sharp contrast to
these methods, we perform an end-to-end training of CNN for
nodule characterization while combining multi-view features
to obtain improved characterization performance.
Contributions:
• We perform an end-to-end training of CNN from scratch in
order to realize the full potential of the neural network i.e.
to learn discriminative features.
• Extensive experimental evaluations are performed on a
dataset comprising lung nodules from more than 1000 low
dose CT scans.
• We empirically establish the complementary significance
of high level nodule attributes such as calcification, lobu-
lation, sphericity and others along with the deep CNN fea-
tures to improve the malignancy determination.
2. MATERIALS
We evaluated our proposed approach on LIDC-IDRI dataset
from Lung Image Database Consortium [10], which is one of
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Fig. 1. An overview of the proposed method. First, the median intensity projection is performed across each axis, followed by
their concatenation as three channels of an image. Data augmentation is performed using scaling, rotation, adding Gaussian,
Poisson, Salt and Pepper (S&P) and Speckle Noise. A CNN with 5 convolution and 3 fully connected layers is trained from
scratch. For testing, the 3 channel image is passed through the trained network to get a 4096 dimensional feature from the first
fully connected layer. Finally, the malignancy score is obtained using the Gaussian Process regression.
the largest publicly available lung cancer screening dataset.
The dataset comprises 1018 scans with slice thickness vary-
ing from 0.45 mm to 5.0 mm. Four expert radiologists anno-
tated lung nodules with diameters greater than or equal to 3
mm. In our training and evaluation framework, we sampled
nodules which were annotated by at least three radiologists.
There were 1340 nodules satisfying this criterion. The nod-
ules have a malignancy rating from 1 to 5 where 1 represents
low malignancy and 5 is for highly malignant nodules. We
excluded nodules with an average score equal to 3 to account
for uncertainty in the decision of the radiologists. Our final
dataset consists of 635 benign and 510 malignant nodules for
classification. All images were resampled to have 0.5 mm
spacing in each dimension.
3. METHOD
3.1. Multiview Deep Convolutional Neural Network:
Architecture:
Inspired by the success of deep convolutional neural networks
for image classification we use a similar architecture as in [11]
to perform end-to-end training of the CNN. TumorNet is the
CNN network trained on the lung nodule dataset. The net-
work is comprised of 5 convolutional layers, 3 fully connected
layers and a softmax classification layer. The first, second,
and fifth convolutional layers are followed by a max-pooling
layer. Here it is important to note that CT image patches are in
3D, whereas the inputs to the network are 2D image patches.
In order to combine information across all three views of the
CT, we first compute the Median Intensity Projection of the
image across each view. The median projected image φ corre-
sponding to the each dimension for an image patch I is given
by:
φ(y, z) = med
x
[I(x, y, z)],
φ(x, z) = med
y
[I(x, y, z)],
φ(x, y) = med
z
[I(x, y, z)],
(1)
where med is the median operator. The 3 median projected
images are then concatenated to form a 3-dimensional tensor
Φ = [φ(y, z), φ(x, z), φ(x, y)]. This tensor Φ can be consid-
ered as a 2D image with 3 channels which is used to train the
CNN network.
Data Augmentation:
Since the number of examples is insufficient to train a deep
CNN network which often required large number of train-
ing examples, we generate extra training samples from the
original data. The input data is augmented using rotation
and scaling. We perform random rotation of the input patch
along with two different scales (one for up-sampling and the
other for down-sampling). Moreover, we also add Gaussian
noise with random mean, Poisson, Salt & Pepper and Speckle
noise. By applying this data augmentation strategy, we gener-
ate sufficient samples for both positive and negative examples
to train our network.
3.2. Gaussian Process (GP) Regression:
The deep CNN network is trained using the augmented data
until the loss converges for training data. In order to ex-
tract a high-level feature representation of the input data, we
use the first fully connected layer of the network to obtain
a d = 4096-dimensional feature vector. In order to reduce
the computational cost, we randomly sample n = 2000 ex-
amples from the training data and extract their correspond-
ing features. Let X = [X1, X2 . . . Xn] be the feature ma-
trix, where X ∈ Rn×d. The regression labels are given by
Y = [Y1, Y2 . . . Yn], where Y ∈ Rn×1. For label Y , we use
the average malignancy scores from the radiologists which lie
between 1 to 5, and the objective is to regress these scores in
the testing data using the regression estimator learned from
the training data.
As there exists inter-observer (radiologists) variation in
the malignancy scores we model it with a Gaussian Process
(GP), where the prediction for an input also comes with an
uncertainty measure. In our GP formulation, each feature
vector Xi is represented by a latent function fi with f =
(f1, f2 . . . fn) which is defined as:
f|X ∼ N(m(X),K(X,X)), (2)
where m(X) is the mean function and K is the covariance
matrix such that Kij = k(Xi, Xj). The GP regression, cor-
responding to a single observation Y is modeled by a latent
function and Gaussian noise :
Y = f(X) + ,  ∼ N(0, σ2n). (3)
If f and f˜ represent training and testing outputs, then their
joint distribution is given by:[
f
f˜
]
∼ N
(
0,
[
K(X,X) K(X, X˜)
K(X˜,X) K(X˜, X˜)
])
, (4)
where K(X˜,X) represent the covariances evaluated between
all pairs of training and testing sets. Finally, the best estimator
for f˜ is computed from the mean of this distribution.
4. EXPERIMENTS AND RESULTS
For evaluations, we performed 10 fold cross validation over
1145 nodules. The proposed data augmentation yielded 50
extra samples corresponding to each example in the training
data. We used an equal number of positive and negative ex-
amples to perform balanced training of the network without
any bias. From the training set, we sampled 10% examples to
be used as validation for the CNN. The network was trained
for approximately 10,000 iterations as the loss function con-
verged around it.
After the network was trained, we randomly sampled
2000 examples from the training data and extracted features
corresponding to the first fully connected layer of the net-
work. The GP regression was then applied to those features.
The images from the test set were forward passed through the
network to obtain the same feature representation followed
by GP regression.
A nodule was said to be classified successfully if its pre-
dicted score lies in±1 margin of the true score. This was done
to account for any inter-observer variability in the dataset.
Table 1. Comparison of the proposed approach with Sup-
port Vector Regression, Elastic Net and LASSO using accu-
racy measure and standard error of the mean (SEM).
Methods Regression Acc.% (SEM%)
Support Vector Regression 79.91 (1.36)
Elastic Net 79.74 (0.94)
LASSO 79.56 (1.14)
GP Regression (Proposed) 82.47 (0.62)
Comparisons were performed using Support Vector Regres-
sion, Elastic Net and Least Absolute Shrinkage and Selec-
tion Operator (LASSO), where CNN features were used in
all these methods. As it can be inferred from Table 1, that
TumorNet with GP regression outperforms popular classifica-
tion and regression methods by a significant margin. Sample
qualitative results are visualized in Figure 2.
High level Nodule Attributes:
We also explored the significance of high level nodule at-
tributes such as calcification, sphericity, texture and others for
the determination of nodule malignancy. Fortunately, for the
LIDC-IDRI dataset, the radiologists have also provided the
scores corresponding to each of these attributes for nodules
larger than 3 mm. We aim to analyze how these high level at-
tributes can aid classification of a nodule in conjunction with
the appearance features obtained using the TumorNet frame-
work. Another reason for our interest in these high level at-
tributes is that they can be easier to detect and annotate as
compared to malignancy. In this regard, crowdsourcing can
be employed to get these attributes with high efficiency and
efficacy.
Table 2. Regression accuracy and standard error (SEM) us-
ing the combination of high level attributes and CNN features.
Methods Regression Acc.% (SEM%)
High level attributes 86.58 (0.59)
High level attributes+CNN 92.31 (1.59)
For this particular experiment, we used 6 attributes, i.e.,
calcification, spiculation, lobulation, margin, sphericity, and
texture. We computed the average scores in cases where
scores from multiple radiologists were available. We per-
formed two sets of experiments. For first we used GP re-
gression over the set of these 6 features and for second we
concatenated them with 4096 dimension feature vector from
TumorNet. We found that the combination of the high level
attributes and CNN features notably improves the regression
accuracy (Table 2).
(a) (b) 
Fig. 2. Qualitative results showing median intensity projected
images for correctly (green) and incorrectly (red) scored lung
nodules. (a) and (b) show malignant and benign nodules re-
spectively where each row shows different cases and column
represents different views (axial, sagittal, coronal).
5. DISCUSSION AND CONCLUSION
In contrast to the previous studies that used pre-trained net-
work [8, 9], in this work, we proposed an end-to-end training
of deep multi-view Convolutional Neural Network for nod-
ule malignancy determination termed TumorNet. In order to
cater to the need to have a large amount of labeled data for
CNN, we performed data augmentation using scale, rotation
and different categories of noise. In order to combine 3 dif-
ferent views from the image, we performed median intensity
projection followed by their concatenation in a tensor form of
a single image with 3 channels.
Furthermore, we explored the significance of high level
nodule attributes for malignancy determination. We found
that these attributes are of high significance and are actu-
ally complementary to the multi-view deep learning features.
We obtained a substantial improvement in accuracy using the
combination of both high level attributes and CNN features.
As an extension to this study, our future work will involve
the automatic detection of high level nodule attributes and
their use for malignancy determination. As these attributes
may not be specific to radiology, transfer learning from other
computer vision tasks can assist in addressing the challenge
of the unavailability of a large amount of labeled data in radi-
ology. Moreover, other imaging modalities such as PET could
be considered for diagnostic imaging of lung cancer and treat-
ment planning within the TumorNet framework.
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