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COINCIDENCE AND SELF-COINCIDENCE OF MANY MAPS
BETWEEN DIGITAL IMAGES
MUHAMMAD SIRAJO ABDULLAHI, POOM KUMAM, AND ISAH ABOR GARBA
Abstract. The aim of this paper is to generalize some of the properties and
results regarding both the coincidence point set and the common fixed point
set of any two digitally continuous maps to the case of several (more than
two) digitally continuous mappings. Moreover, we study how rigidity may
affect these coincidence and homotopy coincidence point sets. Also, we inves-
tigate whether an established result by Staecker in Nielsen classical topology
regarding the coincidence set for many maps still remains valid in the digital
topological setting.
1. Introduction
Fixed point theory is a vital area in mathematics, it plays a fundamental role
in many fields of mathematics from functional and mathematical analysis, to pure
and applied topology etc. In metric spaces, Banach fixed point theorem [5] is the
pioneer result in this direction, this theorem guarantees not only the existence but
also the uniqueness of a fixed point of a certain self map f . Moreover, it provides
us with a constructive method of finding such a fixed point. Many researches aimed
at improving or generalizing Banach fixed point theorem have been studied in the
literature (see. [1, 2, 4, 22, 26] and others).
Topologically, the main fixed point theorems are: the Brouwer fixed point theo-
rem [11], the Lefschetz fixed point theorem [20] and the Nielsen fixed point theory
[23]. These theorems tell us some information regarding the existence of fixed points
of some certain self map f , the estimation of the fixed points and/or feed us with
some information regarding the fixed points of any map g homotopic to f in a
topological space X .
Recall that, a topological space X has the fixed point property (FPP, for short)
if every continuous function f : X −→ X has a fixed point. The following is a
similar definition that appeared in digital topological setting:
Definition 1.1. [25] A digital image (X,κ) has the FPP if every κ-continuous
f : X −→ X has a fixed point.
However, the FPP turns out to be very worthless. This is because one point
image is the only digital image with the FPP as was corroborated below [9]:
Theorem 1.2. A digital image (X,κ) has the FPP if and only if #X = 1.
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On the other hand, with digital topology we have answers to questions of how we
can apply topological concepts to a binary digital image in a useful and meaningful
manner, and also to what extend we can be able do that [18]. This was first studied
by Azriel Rosenfeld in the early 1970s [24]. Digital topology usually provides the
theoretical foundations for image processing operations, which include image thin-
ning, image segmentation, boundary detection, contour filling, computer graphics
etc (see. [6, 15, 19]).
The motivation of this research article was born during the Nielsen conference
in Kortrijk. The study of coincidence points for many maps has been extensively
studied in the literature by many researchers where they considered different kind
of spaces or functions. Some of the papers in this direction include ([13, 12, 21, 27]
and references therein).
The object of this paper is to generalize and improve some properties and results
presented in [3] regarding both the coincidence point set and the common fixed
point set of any two digitally continuous maps to the case of several (more than
two) mappings. Moreover, we study how rigidity may affect these coincidence and
homotopy coincidence point sets and other related invariants/notions. We also
investigate whether a known result as was established by Staecker in [27] in the
classical Nielsen coincidence theory still remains valid in the digital topological
setting. Another generalization we consider, is extending most of the results in [3]
from self mappings to non-self mappings. Fortunately, as we have anticipated, we
were able to show that the non-self mappings may provide us something (results)
different from the results already obtained in [3] (related to self mappings), some
examples were also polished in this regard.
This manuscript is organized into 4 sections excluding the introduction and con-
clusion. In Section 2 we review some basic backgrounds needed for this study. In
Section 3, we study the coincidence point spectrum for several maps and give some
of its characterizations with some illustrative examples. In Section 4, we intro-
duce and study homotopy coincidence point spectrum for several maps between
digital images. Finally, we introduced a special case of the minimum coincidence
number called the self coincidence number, we end the section with some of its
characterizations.
2. Preliminaries
We declare that much of this part is either quoted or paraphrased from the
authors’ previous article [3].
Throughout this manuscript, we denote N and Z to be the sets of natural numbers
and integers respectively. By id and c we mean the identity map (i.e. id(x) = x for
all x ∈ X) and the constant map (i.e. c(x) = x0 for all x ∈ X with x0 ∈ X fixed)
respectively. Also, we will denote the number of elements or the cardinality of a
set X simply by the notation #X.
A digital image is mathematically a pair (X,κ), where X ⊂ Zn for some n ∈ N
and κ is a symmetric and antireflexive relation onX called the adjacency. Moreover,
a digital image (X,κ) can be viewed as a graph for which X is the vertex set and κ
the edge set. We usually consider X to be finite set and the adjacency to represent
some sort of “closeness” of the adjacent points in Zn.
2.1. Adjacencies and Neighbourhoods. We write x ↔κ y to indicate that x
and y are κ-adjacent and use the notation x ⇔κ y to indicate that x and y are
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κ-adjacent or equal. Or simply, we use x ↔ y and x ⇔ y whenever the adjacency
κ is understood or unnecessary to mention.
In this paper, we will use the following type of adjacency. For t ∈ N with
1 ≤ t ≤ n, any 2 (two) points p = (p1, p2, . . . , pn) and q = (q1, q2, . . . , qn) in Zn
(with p 6= q) are said to be κ(t, n) or κ-adjacent if at most t of their coordinates
differs by ±1, and all others coincide. This is commonly called the ct adjacency,
as defined in [10]. Usually, the number of adjacent points (a point can have) is
used to denote the ct-adjacencies. For instance, in 1 dimensional digital image we
have c1-adjacency as 2-adjacency. In dimension 2, we have c1-adjacency and c2-
adjacency as 4-adjacency and 8-adjacency respectively. While in dimension 3, we
have c1-adjacency, c2-adjacency and c3-adjacency as 6-adjacency, 18-adjacency and
26-adjacency respectively.
Following the Rosenfeld graphical approach, we use the notions of κ-adjacency
relations on Zn and a digital κ-neighborhood as mostly used in the literature. More
precisely, the κ-adjacency relations defined above. Now, we denote and define a
digital κ-neighborhood of a point p in Zn as [24]:
Nκ(p) := {q | q ↔κ p}.
Sometimes, the following notation is often use to denote a kind of neighborhood
that includes the focal point i.e, the digital κ-neighborhood of p in Zn [19].
N∗κ(p) := {q | q ⇔κ p}.
A “digital interval” is defined as the set [a, b]Z = {n ∈ Z | a ≤ n ≤ b} together
with the 2-adjacency relation, where a, b ∈ Z such that a  b [7]. Two subsets
(A, κ) and (B, κ) of (X,κ) are said to be “κ-adjacent” to each other if A ∩ B = ∅
and there exist points a ∈ A and b ∈ B such that a and b are κ-adjacent to each
other. A subset (A, κ) of (X,κ) is called “κ-connected” if it is not a union of two
disjoint non-empty sets that are not κ-adjacent to each other, or otherwise (A, κ) is
called “κ-disconnected” [16]. A κ-component of x ∈ X is the maximal κ-connected
subset of (X,κ) containing the point x.
Definition 2.1. An image (X,κ) is called “totally κ-disconnected” or simply “to-
tally disconnected” if the κ-connected component of any point x ∈ X is the singleton
set {x}.
Definition 2.2. [10] An n-dimensional digital cycle Cn = {x0, x1, . . . , xn−1} is an
n-point digital image where each point xi is only adjacent to xi−1 and xi+1.
2.2. Digital Continuity and Homotopy.
Definition 2.3. [25] Let (X,κ1) and (Y, κ2) be digital images. A function f :
X −→ Y is said to be (κ1, κ2)-continuous, if for every κ1-connected subset A of
X, f(A) is a κ2-connected subset of Y.
The function f is called digitally continuous whenever κ1 and κ2 are under-
stood. If κ1 = κ2 = κ, we say that a function is κ-continuous to abbreviate
(κ, κ)-continuous.
Theorem 2.4. [8] Let (X,κ1) and (Y, κ2) be digital images. Then a function
f : X −→ Y is called (κ1, κ2)-continuous if and only if for every x, y ∈ X, f(x)⇔κ2
f(y) whenever x↔κ1 y.
4 MUHAMMAD SIRAJO ABDULLAHI, POOM KUMAM, AND ISAH ABOR GARBA
Definition 2.5. [17] A digital κ-path in a digital image (X,κ) is a (2, κ)-continuous
function γ : [0,m]Z −→ X . Further, γ is called a digital κ-loop if γ(0) = γ(m), and
the point p = γ(0) is the base point of the loop γ. Moreover, γ is called a trivial
loop if γ is a constant function.
Definition 2.6. [7] A function f : X −→ Y between digital images (X,κ1) and
(Y, κ2) is called an isomorphism if f is a digitally continuous bijection such that
f−1 is digitally continuous.
Definition 2.7. [8] Let (X,κ1) and (Y, κ2) be digital images. Suppose that f, g :
X −→ Y are (κ1, κ2)-continuous functions, there is a positive integer m and a
function H : X × [0,m]Z −→ Y such that:
1. For all x ∈ X,H(x, 0) = f(x) and H(x,m) = g(x);
2. For all x ∈ X, the induced function Hx : [0,m]Z −→ Y defined by
Hx(t) = H(x, t), for all t ∈ [0,m]Z
is (c1, κ1)-continuous. That is, Hx(t) is a κ-path in Y ;
3. For all t ∈ [0,m]Z, the induced function Ht : X −→ Y defined by
Ht(x) = H(x, t), for all x ∈ X
is (κ1, κ2)-continuous.
Then H is a digital homotopy (or κ-homotopy) between f and g. Thus, the func-
tions f and g are said to be digitally homotopic (or κ-homotopic) and denoted by
f ≃ g.
Note that if m = 1, then f and g are said to be κ-homotopic in one step.
Definition 2.8. [17] A continuous function f : X −→ Y is called digitally null-
homotopic in Y if f is digitally homotopic to a constant function c. Moreover,
a digital image (X,κ) is said to be digitally contractible (or κ-contractible) if its
identity map id is digitally nullhomotopic.
Definition 2.9. [10, 14] A function f : X −→ Y is called rigid if no continuous map
is homotopic to f except f itself. Moreover, when the identity map id : X −→ X
is rigid, we say that X is rigid.
12
8
1
13 14 15 16 17 18
2 3 4 5 6 7
9 10 11
Figure 1. A 2-dimensional digital image with a 4-adjacency relation.
Example 2.10. [10] Let X = ([0, 6]Z × {0, 2}) ∪ {(0, 1), (2, 1), (4, 1), (6, 1)}. Then
X with a 4-adjacency is a digital image (see Fig. 1). Moreover, X is rigid.
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3. Coincidence Point Spectrum
In the sequel, we will consider the functions f1, . . . , fi : X −→ Y to be continuous
maps between connected digital images X and Y , unless stated otherwise. Now,
let’s consider the set C(f1, . . . , fi), called the “coincidence point set” of the maps
f1, . . . , fi.
C(f1, . . . , fi) := {x ∈ X | f1(x) = · · · = fi(x)}.
Whenever we change the maps f1, . . . , fi by a homotopy, we expect the size and
shape of the set C(f1, . . . , fi) to vary greatly. So following [3], in this paper, we
are also interested in the size of the set C(f1, . . . , fi). One possible tool used in
measuring the set C(f1, . . . , fi) is the “minimum number of coincidence points”
(i.e. MC(f1, . . . , fi)) which we define as:
MC(f1, . . . , fi) := min{#C(g1, . . . , gi) | gi ≃ fi}.
In the following, we present a generalization of Theorem 3.1 in [3] to the case of
several maps. This theorem asserts that isomorphism always preserved the number
of coincidence points.
Theorem 3.1. Let X,Y be isomorphic digital images. Suppose that f1, . . . , fi :
X −→ X are continuous mappings, for i ≥ 3. Then there are continuous mappings
g1, . . . , gi : Y −→ Y such that #C(f1, . . . , fi)=#C(g1, . . . , gi).
Proof. By hypothesis Φ : X −→ Y is an isomorphism. Let A = C(f1, . . . , fi).
Then, #Φ(A) = #A since Φ is one-to-one. Let’s define g1, . . . , gi : Y −→ Y as
gi = Φ ◦ fi ◦ Φ−1, for i ≥ 3. Now, for an arbitrary y0 ∈ Φ(A), let x0 = Φ−1(y0).
Then
g1(y0) = Φ ◦ f1 ◦ Φ
−1(y0)
= Φ ◦ f1(x0)
...
= Φ ◦ fi(x0)
= Φ ◦ fi ◦ Φ
−1(y0)
= gi(y0).
(3.1)
Let B = C(g1, . . . , gi), then we obtain
Φ(A) ⊆ B,
thus
#A ≤ #B.
Similarly, for y1 ∈ B taken arbitrary and x1 = Φ−1(y1). We have
f1(y1) = Φ
−1 ◦ g1 ◦ Φ(y1)
= Φ−1 ◦ g1(x1)
...
= Φ−1 ◦ gi(x1)
= Φ−1 ◦ gi ◦ Φ(y1)
= fi(y1).
(3.2)
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It implies that
Φ−1(B) ⊆ A,
which further implies
#B ≤ #A.
Hence
#C(f1, . . . , fi)=#C(g1, . . . , gi).

In what follows, we will recall a classical topological concept. Notably, the
following result which appeared in [27] and asserts that the minimal number of
coincidence points between compact manifolds of the same dimension is always
zero.
Theorem 3.2. [27] If X and Y are compact manifolds of the same dimension,
and f1, . . . , fi : X −→ Y are maps with i > 2, then these maps can be changed by
homotopy so that their coincidence set is empty.
So, we believe that it would be interesting to investigate whether or not Theorem
3.2 holds in the setting of digital spaces.
Proposition 3.3. Let X and Y be connected images with #Y > 1. Then it is
always possible to obtain C(f1, . . . , fi) = ∅, for some continuous maps f1, . . . , fi :
X −→ Y with i ≥ 2.
Proof. Let y0, y1 ∈ Y with y0 6= y1 since #Y > 1. Define f1, f2 : X −→ Y as
f1(x) = y0 and f2(x) = y1 for all x ∈ X respectively. Then we can see that
C(f1, f2) = C(f1, f1, f2) = C(f1, . . . , f1, f2) = ∅.
This implies that whenever we have more than one point in the co-domain, we can
define several constant maps to make them coincidence point free. 
Proposition 3.4. Let X and Y be connected images. If #Y = 1 then for contin-
uous maps f1, . . . , fi : X −→ Y with i ≥ 2, C(f1, . . . , fi) = X.
Proof. Without loss of generality, we may assume that Y = {y0}, then all contin-
uous functions f1, . . . , fi : X −→ Y has to be the constant function c : X −→ Y
defined as c(x) = y0 for all x ∈ X and hence meet at y0. this implies that
C(f1, . . . , fi) = C(c, . . . , c) = X. 
x0
x1 x2
x3
(a) (X, 4).
y0
y1
y3
y2
(b) (Y, 4).
Figure 2. The two adjacency relations on any 2-dimensional dig-
ital image.
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Example 3.5. Let X = {x0, x1, x2, x3} and Y = {y0, y1, y2, y3} be digital images
with 4-adjacency in both (see Fig. 2. (A) and (B) respectively). Let f : X −→ Y
be defined as: f(x0) = f(x2) = y1, f(x1) = y0, f(x3) = y2, g : X −→ Y be defined
as g(x0) = y0, g(x1) = g(x3) = y1, g(x2) = y3 and c : X −→ Y be defined as
c(x) = y3 for all x ∈ X . Then the mappings f, g, c are all continuous. Moreover,
C(f, g, c) = ∅.
Let X and Y be connected images and f1, . . . , fi : X −→ Y are continuous
mappings with i ≥ 3. One question that can naturally arise is that, can these
mappings be deformed by a homotopy so that C(f1, . . . , fi) = ∅? This is not always
possible in the context of digital topology as shown by the following example.
Example 3.6. Let X be a rigid digital image and id be the identity map on
X . Then C(id, id, id) 6= ∅ and since id is not homotopic to any other map, then
C(id, id, id) can never be made coincidence free when changed by a homotopy.
Lets consider the “coincidence point spectrum” of i mappings f1, . . . , fi : X −→
Y, which we denote and define as:
CSi(X,Y ) = {#C(f1, . . . , fi) | f1, . . . , fi : X −→ Y are continuous}.
More broadly, we may consider the following set, which we call the “coincidence
point spectrum”.
CS(X,Y ) = ∪i CSi(X,Y ).
As a special case whenever X = Y , we simply have the coincidence point spec-
trum to be the following set:
CSi(X) = {#C(f1, . . . , fi) | f1, . . . , fi : X −→ X are continuous},
and more broadly
CS(X) = ∪i CSi(X).
Following a similar pattern to the assertions in [3], we will consider the extended
notion of “common fixed point set” for multiple maps as:
(3.3) CF (f1, . . . , fi) := {x ∈ X | f1(x) = · · · = fi(x) = x}.
We may also define the “minimum number of common fixed points of i mappings
f1, . . . , fi as:
MCF (f1, . . . , fi) := min{#CF (g1, . . . , gi) | gj ≃ fj}.
Another important invariant is the “common fixed point spectrum” of the self
mappings f1, . . . , fi : X −→ X, which we denote and define as:
CFSi(X) = {#CF (f1, . . . , fi) | f1, . . . , fi : X −→ Y are continuous}.
More broadly, we may consider the following set, which we call the “common fixed
point spectrum” for all possible i.
CFS(X) = ∪i CFSi(X).
Note that, we can view the generalized concept of “common fixed point set” for
several maps simply as:
(3.4) C(f1, . . . , fi−1, id) := {x ∈ X | f1(x) = · · · = fi−1(x) = x}.
Observe that (3.3) and (3.4) are identical. Note also that, if i = 3, the generalized
notion will coincide with the previous concept of common fixed point of two maps
f1 and f2 studied in [3].
8 MUHAMMAD SIRAJO ABDULLAHI, POOM KUMAM, AND ISAH ABOR GARBA
Remark 3.7. If f1 = · · · = fi−1 = f and fi = id with i ≥ 2, then
C(f, f, . . . , f, id) = Fix(f).
Theorem 3.8. Let X, Y be connected images and f1, . . . , fi+1 : X −→ Y be
continuous maps with i ≥ 2. Then
C(f1, . . . , fi+1) ⊆ C(f1, . . . , fi).
Proof. Let x ∈ C(f1, . . . , fi+1), it is enough to show that x ∈ C(f1, . . . , fi). Since
x ∈ C(f1, . . . , fi+1) it implies that f1(x) = · · · = fi(x) = fi+1(x), which further
implies that x ∈ C(f1, . . . , fi). 
Lemma 3.9. Let X, Y be digital images. Then
#X ∈ CSi(X,Y ).
If additionally #Y > 1, then
0 ∈ CSi(X,Y ).
Proof. Let x ∈ X then x ∈ C(f, . . . , f) if and only if f(x) = · · · = f(x). Since x
is arbitrary taken, we then obtain C(f, . . . , f) = X which obviously implies that
#X ∈ CSi(X,Y ) for all i.
For 0 ∈ CSi(X,Y ), since #Y > 1 we have at least two points y0, y1 ∈ Y and
can define the constant maps c(x) = y0 and c
′(x) = y1 for all x ∈ X, such that
C(c, . . . , c′, c′) = ∅ which completes the proof. 
Lemma 3.10. Let X and Y be digital images with n = #X and Y having at least
one pair of adjacent points. Then
CS2(X,Y ) = {0, 1, . . . , n}.
Proof. From Lemma 3.9 we have 0 ∈ CS2(X,Y ). Now, let a and b be any two
adjacent points in Y . Let m be any number 1 ≤ m ≤ n = #X . Now, define
a map f : X −→ Y as f(x) = a for x ∈ {x1, . . . , xm} and f(x) = b for x ∈
{xm+1, . . . , xn}. Then f is automatically continuous and m = #C(f, c), where c is
the constant function with value a. (i.e c(x) = a for all x). Thusm ∈ CS2(X,Y ). As
a special case, even when n = 1 we still have CS2(X,Y ) = {0, 1}, which is obvious
from Lemma 3.9. Moreover, when X = Y with #X > 1, we have CS2(X) =
{0, 1, . . . , n}. 
Theorem 3.11. Let X and Y be digital images. Then
CSi(X,Y ) ⊆ CSi+1(X,Y ).
If additionally Y contains at least one pair of adjacent points, then
CSi(X,Y ) = CSi+1(X,Y ).
Proof. Let m ∈ CSi(X,Y ), it is enough to show that m ∈ CSi+1(X,Y ). Since m ∈
CSi(X,Y ) it implies that there exist some continuous functions f1, . . . , fi : X −→ Y
such that m = #C(f1, . . . , fi). This further implies that m = #C(f1, . . . , fi, fi)
which immediately proves that m ∈ CSi+1(X,Y ) as required. The equality follows
from Lemma 3.10. 
Theorem 3.12. Let X be a digital image. Then
F (X) ⊆ CS2(X).
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Proof. Let m ∈ F (X), it is enough to show that m ∈ CS2(X). Since m ∈ F (X) it
implies that there exist a continuous map f : X −→ X such that m = #Fix(f).
This further implies that m = #C(f, id) which immediately proves that m ∈
CS2(X) as required. 
x0
x3
x1 x5
x4
x2
x6
x7
(a) (X, 6).
y0
y6
y4
y1
y5 y3
y2
(b) (Y, 6).
Figure 3. Contractible 3-dimensional digital images with 6-
adjacency relation.
Now, it is natural to wonder if there is any interesting relationship between F (X)
and CS2(X,Y ).
Example 3.13. Let X and Y be the digital images in Fig. 3. Then, Y ⊂ X and
from [10], we have
F (X) = {0, 1, 2, 3, 4, 5, 6, 8}.
By Lemma 3.10, we have
CS2(X,Y ) = CS2(X) = {0, 1, 2, 3, 4, 5, 6, 7, 8}.
Moreover, if we let Z = {z0} then from Proposition 3.4, we have
CS2(X,Z) = {8}.
Therefore
CS2(X,Y ) 6= F (X) 6= CS2(X,Z).
In Example 3.13 we have shown that F (X) is different from both CS(X) and
CS(X,Y ). Now, in the following example we demonstrate further that CS(X,Y )
and CS(X) are not generally the same concepts as suggested by the preceding
example.
Moreover, we can also note that when Y is a single point image, we always have
CS(X,Y ) = {#X}
and
1 = #CS(X,Y ) ≤ #CS(X).
Example 3.14. Let X be any connected digital images and Y = {y0} (i.e. Y is a
single point image). Then, we always have
CSi(X,Y ) = {#X} = CS(X,Y ), for any i ≥ 2.
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From the above example, we observe that the following inclusion
F (X) ⊆ CS2(X,Y ).
does not always holds whenever Y 6= X.
Another instance where F (X) can be different from CS(X) is the following
example.
Example 3.15. Let Cn be any digital cycle with n points. From [10], we have
continuous functions say f having n number of fixed points, where n = {1, 2, 3, 4}
so that C(id, f) will give us the following.
CS(Cn) = F (Cn) =
{
{1}, if n = 1;
{0, . . . , n}, if n ∈ {2, 3, 4}.
Moreover, from [10] and Lemma 3.10, we have
{0, 1, . . . , ⌊
n
2
⌋+ 1, n} ⊂ {0, 1, . . . , n} = CS(Cn), for any n ≥ 5,
where F (Cn) = {0, 1, . . . , ⌊
n
2 ⌋+ 1, n} and ⌊·⌋ means the floor function.
Theorem 3.16. Let X be a connected digital image and Y be totally disconnected
digital image with #Y > 1. Then
CSi(X,Y ) = {0,#X}, for all i ≥ 2.
Proof. For i = 2, CS2(X,Y ) = {0,#X} follows immediately from Lemma 3.10.
Since Y has no pair of adjacent points, the only contributors to the coincidence
point spectrum are the coincidence of distinct constants maps and self-coincidence
of any map f . Subsequently, we have CSi(X,Y ) = {0,#X} for all i as required. 
If X in Theorem 3.16 is also totally disconnected then we can get more elements
in the coincidence point spectrum. For example, take X = Y to be a set of two
non-adjacent points, then
CS2(X,Y ) = {0, 1, 2}.
The one coincidence point is obtained by taking the coincidence of the identity map
id and a constant map c.
Now, the only case where we are not sure what exactly the set CS2(X,Y ) will be
is when Y is totally disconnected i.e. Y has no pair of adjacent points with #Y > 1
and X is just disconnected. However, we think probably that in this situation the
set CS2(X,Y ) may be obtained in terms of the number of points in each component
of X.
From Theorem 3.11. Example ?? and Theorem 3.16, we have the following.
Corollary 3.17. Let X and Y be digital images. Then
CS2(X,Y ) = CS3(X,Y ) = · · · = CSi(X,Y ), for all i ≥ 2,
in any of the following cases:
• X is connected;
• #Y = 1;
• Y has at least one pair of adjacent points.
Remark 3.18. We notice that the only case in which probablyCSi(X,Y ) is not equal
to CSi+1(X,Y ) for any i is when X is disconnected and Y is totally disconnected
with #Y > 1.
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To this end, we still believed that even in that case the coincidence point spectra
are all equal for any number of maps. However, we are still yet to prove it as it
seems difficult to do. Therefore, we conjectured the following.
Conjecture 3.19. Let X and Y be digital images and in addition, let X be
disconnected and Y be totally disconnected with #Y > 1. Then
CS2(X,Y ) = CS3(X,Y ) = · · · = CSi(X,Y ), for all i ≥ 2.
4. Homotopy Coincidence Point Spectrum
In this section, we study homotopy coincidence point spectrum, which is an
important invariant that will give us an estimate on all possible number of coinci-
dence points of the maps f1, . . . , fi when they are all allowed to be changed by a
homotopy.
So, for some maps f1, . . . , fi : X −→ Y, we may define the set HCS(f1, . . . , fi),
which we call the “homotopy coincidence point spectrum” of the i functions f1, . . . , fi
as:
HCS(f1, . . . , fi) = {#C(g1, . . . , gi) | gj ≃ fj} ⊆ {0, 1, . . . ,#X}.
Remark 4.1. (i) MC(f1, . . . , fi) = minHCS(f1, . . . , fi);
(ii) Moreover, both MC(f1, . . . , fi) and HCS(f1, . . . , fi) are homotopy invari-
ants for any continuous maps f1 . . . , fi, (i ≥ 2).
Now, for some mappings f1, . . . , fi : X −→ X we may consider the following set,
which we call the “homotopy common fixed point spectrum” i mappings f1, . . . , fi
as:
HFS(f1, . . . , fi) = {#CF (g1, . . . , gi) | gj ≃ fj}.
Theorem 4.2. Let X and Y be digital images and f1, . . . , fi : X −→ Y be contin-
uous mappings with i ≥ 2. Then
HCS(f1, . . . , fi) ⊆ HCS(f1, . . . , fi, fi).
Proof. Let m ∈ HCSi(f1, . . . , fi), we show that m ∈ HCSi+1(f1, . . . , fi). Since
m ∈ HCSi(f1, . . . , fi) it implies that there exist some functions g1, . . . , gi : X −→ Y
such that gj is homotopic to fj and m = #C(g1, . . . , gi). This further implies that
m = #C(g1, . . . , gi, gi) which immediately proves that m ∈ HCSi+1(f1, . . . , fi) as
required. 
Theorem 4.2 above can actually be equality and we know of no example where
those sets are not equal. Moreover, we could also see that when Y has at least one
pair of adjacent points, we have
HCS(c, c, . . . , c) = {0, ...,#X}.
This follows from a similar argument in the proof of Lemma 3.10.
Proposition 4.3. Let X be a rigid digital image. Then
HCS(id, . . . , id) = HCS(id, . . . , id, id) = {#X}.
Proof. Since X is rigid, the only homotopic mapping to the identity map id is id
itself. This implies that C(id, . . . , id) = X and obviously gives us
HCS(id, . . . , id) = HCS(id, . . . , id, id) = {#X},
as required. 
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5. Self Coincidence Number
In this section, we introduce some special situation regarding the minimum num-
ber of coincidence points of two or more (several) maps and present some of its
characterizations. Now, consider the following invariant.
mj(f) = MC(f, f, . . . , f),
where the subscript j stands for j different copies of the mapping f.
Remark 5.1. As a special case, when f = id. We simply consider mj(id) to be
defined and denoted as:
mj(X) = MC(id, id, . . . , id),
where the subscript j stands for j different copies of the identity map. For instance,
when j = 2 and j = 3 we have m2(X) = MC(id, id) and m3(X) = MC(id, id, id)
respectively.
Note that, if X is rigid image then mj(X) = #X for all j, and when X = Cn,
(i.e. digital cycle of n points) we have mj(X) = 0 for all j. Here in both cases, the
sequence of numbers (i.e. {mj(X)}∞j=1) is constant.
Theorem 5.2. The sequence {mj(X)}∞j=1 is non-increasing (i.e. mj+1(X) ≤
mj(X) for all j ∈ N).
Proof. Let mj(X) = MC(id, id, . . . , id) with j copies of the identity map. Then
there exist some mappings f1, . . . , fj which are homotopic to id such that mj(X) =
#C(f1, . . . , fj). Now, consider mj+1(X) = MC(id, id, . . . , id) with j + 1 copies of
the identity map. Then by Theorem 3.11 and 4.2 we know that the coincidence
spectrum is growing larger every time and hence the coincidence set. This further
implies that its minimum must be non-increasing and this completes the proof. 
6. Conclusion
In this manuscript, we generalized results regarding both the coincidence point
set and the common fixed point set of any two digitally continuous maps which
appeared in [3] to the case of multiple maps (with more than two digitally continu-
ous mappings). Particularly, we studied the coincidence point spectrum for several
maps and presented some of its characterizations, some illustrative examples were
also provided to support our results. Later, we introduced and study the homo-
topy coincidence point spectrum for several maps between digital images. Also,
we investigated whether a known result in Nielsen classical topology regarding the
coincidence set for many maps as established by Staecker in [27] still remains valid
in the digital topological setting. However, we have shown that this theorem fails
to generally be true in digital topology. In particular, we have shown that when-
ever an image is rigid the coincidence point set of the identity maps can never be
made coincidence free by a homotopy. Lastly, we introduced a special case of the
minimum coincidence number which we called the self coincidence number, we then
studied the effect of rigidity on this number.
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