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И. А. ТИМОЩЕНКО
ЧИСЛЕННЫЙ МЕТОД РЕШЕНИЯ УРАВНЕНИЯ ДВУСТОРОННЕЙ
АНОМАЛЬНОЙ ДИФФУЗИИ В МНОГОМЕРНОЙ ОБЛАСТИ
Рассматривается численное решение дифференциального уравнения двусторонней диффузии с частными произво-
дными дробных порядков как по пространству, так и по времени. Используется аппроксимация дробных производных 
первого порядка по шагу сетки. На основе метода приближенной факторизации строится чисто неявная схема для первой 
начально-краевой задачи. Показывается, что приближенная факторизация разностного оператора не меняет порядок ап-
проксимации. Доказывается безусловная устойчивость предложенной неявной схемы без дополнительных ограничений 
на операторы расщепления, в частности их коммутативность. Достоинством предложенного численного метода является 
его достаточно простая реализация.
Ключевые слова: уравнение диффузии; аномальная диффузия; производная дробного порядка; разностная схема; факто-
ризованная схема; устойчивость.
Numerical solution of two-sided anomalous diffusion differential equation with both space and time fractional derivatives 
is considered. Fractional derivatives approximation of the fi rst order of mesh size is used. Based on approximate factorization 
method an implicit scheme for the fi rst initial-boundary problem is build. It is shown that approximate factorization of the differ-
ence operator does not change the order of approximation. Unconditional stability of the scheme is proved. Proposed numerical 
method can be easily implemented.
Key words: anomalous diffusion; fractional derivative; difference scheme; factorization; stability.
В настоящее время дробное исчисление широко используется для моделирования процессов 
и систем, которые характеризуются долговременной памятью, немарковской эволюцией, степенной 
пространственной нелокальностью взаимодействия и фрактальной структурой [1]. Например, в про-
цессе случайного блуждания частицы во фрактальных средах с памятью размеры прыжков и время 
между прыжками являются случайными величинами, распределения которых имеют бесконечную 
дисперсию [2, 3]. Такие процессы описываются уравнением диффузии с дробными производными 
по пространству и времени.
В настоящей работе предлагается метод численного решения уравнения двусторонней аномальной 
диффузии в многомерной области, который опирается на один из методов приближенной факториза-
ции, хорошо зарекомендовавших себя при решении многомерных сложных задач для дифференциаль-
ных уравнений с частными производными целых порядков [4–6].
Рассмотрим в цилиндре (0, ]TQ G T  , основанием которого является p-мерный параллелепипед 
1{ ( ,..., )|, 0 , 1, }p r rG x x x x l r p      с границей  , первую начально-краевую задачу для дифферен-
циального уравнения с двусторонними дробными производными по пространству вида
   , ,u L u x t f x t
t



   , x G ,                                                         (1)
0( ,0) ( ), ,u x u x x G 
 , 0, 0u x t t T    ,
где ( ) ( )
1
r r
p
r r
r
L L L   

  , ( ) ,r rr r
r
L p
x

 


   
( ) (1 ) ,r
rr r
r
L p
x

 


    1 2,r    0 1,    1,2, ..., .r p  Дроб-
ные производные в уравнении (1) определяются формулой Римана – Лиувилля [7]:
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где n – целое число, а (2) и (3) – правосторонняя и левосторонняя дробные производные соответственно.
Задача (1) исследовалась в одномерном [4] и в двумерном [8] случаях при 1  . В данной работе 
строится численное решение задачи (1) методом приближенной факторизации при 0 1,    1 2,r    
1,2, ..., ,r p  и исследуется устойчивость полученной схемы.
Введем равномерные сетки по пространству и времени:
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Обозначим через   множество узлов сетки hw , принадлежащих границе Г.
Если функция 11( , ) ,u x t C
  то для дробных производных (2) и (3) имеется аппроксимация [4, 7]
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логичная аппроксимация получается и для производной по времени:
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С помощью аппроксимации (4) – (6) задаче (1) можно сопоставить следующую конечно-разностную схему:
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В записи (7) приняты обозначения  
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возможно, индексы 1, , pi i  опущены. Полученная чисто неявная разностная схема (7) аппроксимирует 
исходную задачу с порядком  
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Обозначим  1 pW    совокупность всех функций  pf C   из класса непрерывно дифференци-
руемых функций до ρ-го порядка включительно, частные производные до порядка ρ которых принад-
лежат  1 pL  , а частные производные порядка не выше 1   обнуляются на бесконечности.
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С помощью неравенства 1 1( , , )p ph h h     , где   – норма в евклидовом пространстве, можно 
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Последний интеграл сходится при 
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     . Утверждение доказано.
Замечание. Аналогичные выражения имеют место и для меньшего числа производных:
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Соотношения (8) и (9) позволяют факторизовать разностную схему (7), оставляя тот же порядок 
аппроксимации:
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Схеме приближенной факторизации (10) эквивалентна схема дробных шагов: 
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которая аппроксимирует исходную схему (7) с тем же порядком  .O h  
Справедливо следующее утверждение.
Утверждение 2. Чисто неявная схема (10) безусловно устойчива.
Д о к а з а т е л ь с т в о. Уравнения (11) вместе с граничными условиями представляют собой систему 
алгебраических уравнений. Запишем первое из уравнений (11) в матричной форме
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Поскольку 
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1i ia     , то все собственные значения матрицы 1A – не меньше единицы. Следова-
тельно, все собственные значения обратной матрицы  1 1A   не превышают единицу, а значит, 
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Аналогично, если оставшиеся уравнения (11) задаются матрицами , 2, ,rA r p   то справедливы 
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Если переписать систему уравнений (10) в матричном виде
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то матрица  1diag , ..., pD A A  обратима в силу обратимости матриц rA , причем из (12) и (13) сле-
дует, что 1D Y Y   Y .
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получим возмущение 1 1 0 1 0,1g D D
 
       , отсюда получаем 1 0    . Далее найдем
2 1 1 1 0 1 1 1 0
,1 ,2
(1 )
2
g D g D D D    
             
и    2 1 0 01 1
2 2
            ;
    
3 1 2 1 1 1 0
,1 ,2 ,3
1 2 1 1 1 01 1 2
2 3!
g D g D g D
D D D
  
  
  
        
          
и
     3 2 0 0 01 2 1 2
3! 3!
               .
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По индукции найдем
     01 2 , , 1 .
!
n n
n
                                                   (14)
При n   из (14) следует 0n  . Утверждение доказано.
Следует отметить, что безусловная устойчивость неявной схемы (10) справедлива без дополнитель-
ных ограничений на операторы расщепления, в частности их коммутативность. Данная модель позво-
ляет достаточно просто получить приближенное решение уравнения двусторонней аномальной диффу-
зии в многомерной области любой размерности.
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УДК 517.968 
Г. А. РАСОЛЬКО
ПРИБЛИЖЕННОЕ РЕШЕНИЕ ИНТЕГРАЛЬНОГО УРАВНЕНИЯ ПЕРВОГО РОДА
С ДВУКРАТНЫМ ЯДРОМ КОШИ МЕТОДОМ ОРТОГОНАЛЬНЫХ МНОГОЧЛЕНОВ
В настоящей статье рассматривается интегральное уравнение вида
2 2
1 ( , ) 1 ( , , , ) ( , ) = ( , ), ( , ) = [ 1,1] [ 1,1],
( )( )D D
t dtd k x y t t dtd f x y x y D
t x y
                
где k, f – заданные функции своих аргументов, непрерывные по Гельдеру; φ – искомая функция. Как и в одномерном случае,
решение данного уравнения зависит от класса функций, в котором оно разыскивается. Для этого уравнения указана струк-
тура общего решения в классе ограниченных функций, приведены условия разрешимости. Далее получена вычислительная 
схема численного решения рассматриваемого уравнения. В основе вычислительной схемы заложено приближение заданных 
функций интерполяционными многочленами по узлам Чебышева первого рода в виде линейной комбинации многочленов 
Чебышева первого рода. Неизвестную функцию ищем в виде линейной комбинации многочленов Чебышева второго рода. Это 
позволило получить разложение сингулярного и регулярного интегралов по указанным многочленам и применить далее метод 
ортогональных многочленов. Указаны порядковые оценки погрешности приближенного решения в равномерной метрике. 
Приведен результат численного решения на модельном уравнении.
Ключевые слова: полиномы Чебышева; ядра Коши; сингулярные уравнения; приближенное решение.
In the present paper the aspect integral equation is considered
2 2
1 ( , ) 1 ( , , , ) ( , ) = ( , ), ( , ) = [ 1,1] [ 1,1],
( )( )D D
t dtd k x y t t dtd f x y x y D
t x y
                
where k, f – given functions of the arguments, continuous on Holder; φ – required function. As well as in an one-dimensional case the 
solution of the given equation depends on the class of functions which it is searched in. For this equation the common decision structure 
in a class of the limited functions is specifi ed, resolvability conditions are reduced. Further the computing scheme of a numerical 
solution of the considered equation is received. At the heart of the computing scheme the approach of given functions by interpolation 
polynomials on knots of Chebyshev of the fi rst kind in the form of a linear combination of polynomials of Chebyshev of the fi rst kind 
is included. Unknown function is searched in the form of a linear combination of polynomials of Chebyshev of the second kind. It has 
allowed to receive expansion of singular and regular integrals on the specifi ed polynomials and to apply further a method of orthogonal 
polynomials. Ordinal estimations of an error of approximate solution in the uniform metric are specifi ed. The outcome of a numerical 
solution on the modelling equation is reduced.
Key words: Chebyshev polynomials; Cauchy-type kernels; singular equations; approximate solutions.
