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Abstract
In this paper we propose a quantum gauge system from which we construct generalized Wilson
loops which will be as quantum knots. From quantum knots we give a classification table of knots
where knots are one-to-one assigned with an integer such that prime knots are bijectively assigned
with prime numbers and the prime number 2 corresponds to the trefoil knot.
Then by considering the quantum knots as periodic orbits of the quantum system and by the
identity of knots with integers and an approach which is similar to the quantum chaos approach
of Berry and Keating we derive a trace formula which may be called the von Mangoldt-Selberg-
Gutzwiller trace formula. From this trace formula we then give a proof of the Riemann Hypothesis.
For our proof of the Riemann Hypothesis we show that the Hilbert-Polya conjecture holds that there
is a self-adjoint operator for the nontrivial zeros of the Riemann zeta function and this operator is
the Virasoro energy operator with central charge c = 1
2
. Our approach for proving the Riemann
Hypothesis can also be extended to prove the Extended Riemann Hypothesis. We also investigate
the relation of our approach for proving the Riemann Hypothesis with the Random Matrix Theory
for L-functions.
Mathematics Subject Classification: 57M27, 11M26, 11N05, 11P32.
1 Introduction
It is well known that the Jones polynomial as a knot invariant can be derived from a quantum Chern-
Simon gauge field theory [1][2]. Inspired by this work in this paper we shall also propose a quantum gauge
model. In this quantum model we generalize the way of defining Wilson loops to construct generalized
Wilson loops which will be as quantum knots. From quantum knots we give a classification table of knots
where knots are one-to-one assigned with an integer such that prime knots are bijectively assigned with
prime numbers and the prime number 2 corresponds to the trefoil knot.
Then by considering the quantum knots as periodic orbits of the quantum model and by the identity of
knots with integers and an approach which is similar to the quantum chaos approach of Berry and Keating
we derive a trace formula which may be called the von Mangoldt-Selberg-Gutzwiller trace formula. From
this trace formula we then give a proof of the Riemann Hypothesis [3]-[17].
From the quantum gauge model we first define the classical Wilson loop and Wilson line. Then from
the quantum gauge model we derive a definition for the generator of the Wilson line.
Then we derive two quantum Knizhnik-Zamolodchikov (KZ) equations which are dual to each other
for the product of quantum Wilson lines. This quantum KZ equation in dual form may be regarded
as a quantum Yang-Mill equation as analogous to the classical Yang-Mill equation derived from the
classical Yang-Mill theory since this quantum KZ equation is as the basic quantum equation derived from
the quantum gauge model. Solutions of this quantum Yang-Mill equation are then used to construct
generalized Wilson loops which are as quantum knots (These quantum knots may be regarded as solitons
as similar to the instantons of the classical Yang-Mill equation). In deriving this quantum KZ equation
we first derive a conformal field theory consisting of the Kac-Moody algebra and the Virasoro energy
operator and Virasoro algebra.
Then from the quantum knots we derive a knot invariant. From this knot invariant we give the
classification table of knots.
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Then the quantum knots as the periodic orbits of the quantum gauge system and the identity of prime
knots with prime numbers are as the two basic ingredients for proving the Riemann Hypothesis.
For our proof of the Riemann Hypothesis we show that the Hilbert-Polya conjecture holds that there
is a self-adjoint operator for the nontrivial zeros of the Riemann zeta function and this operator is the
Virasoro energy operator with central charge c = 12 [18]-[19]. Our approach for proving the Riemann
Hypothesis can also be extended to prove the Extended Riemann Hypothesis. We also investigate the
relation of our approach for proving the Riemann Hypothesis with the Random Matrix Theory for L-
functions [20]-[30].
This paper is organized as follows. In section 2 we give a brief description of a quantum gauge
model of electrodynamics and its nonabelian generalization. In this paper we shall consider a nonabelian
generalization with a SU(2) gauge symmetry. With this quantum model in section 3 we introduce the
definition of classical Wilson loop and Wilson line.
In section 4 we derive the defintion of the generator of the Wilson line. From this definition in section
4 and 5 we derive a conformal field theory which includes the Virasolo enegry operator and Virasolo
algebra, the affine Kac-Moody algebra and the quantum KZ equation in dual form. In section 6 we
compute the solutions of the quantum KZ equation in dual form. In section 7 we compute the quantum
Wilson lines. In section 8 we represent the braiding of two pieces of curves by defining the braiding of two
quantum Wilson lines. By this representation in section 10 we define the generalized Wilson loop which
will be as a quantum knot. In section 9 we compute the quantum Wilson loop. In section 10 we define
generalized Wilson loops which will be shown to have properties of the corresponding knot diagram and
will be regarded as quantum knots. In section 11 we give some examples of generalized Wilson loops
and show that they have the properties of the corresponding knot diagram and thus may be regarded
as quantum knots. In section 12 we show that this generalized Wilson loop is a complete copy of the
corresponding knot diagram and thus we may call a generalized Wilson loop as a quantum knot. From
quantum knots we have a knot invariant of the form TrR−mW (z, z) where W (z, z) denotes a quantum
Wilson loop and R is the braiding matrix and is the monodromy of the quantum KZ equation and m is
an integer. We show that this knot invariant classifies knots and that knots can be one-to-one assigned
with the integer m. In section 13 we give more computations of quantum knots and their knot invariant.
Then in section 14 and 15 with the integer m we give a classification table of knots where we show that
prime knots (and only prime knots) are assigned with prime integer m.
Then in section 16 by using the classification table of knots and by considering the quantum knots
as the periodic orbits of the quantum gauge model we then, by using the quantum chaos approach of
Gutzwiller, Berry and Keating and the von Mangoldt-Selberg approach of proving the Riemann Hypoth-
esis, derive the von Mangoldt-Selberg-Gutzwiller trace formula. From this trace formula we then prove
the Riemann Hypothesis. We also generalize this approach to prove the Extended Riemann Hypothesis.
In section 17 we determine that the central charge c for the Riemann zeta function and the Dirichlet
L-functions is equal to 12 . Then in section 18 by our approach for proving Riemann Hypothesis we give a
commutative diagram relating Virasoro energy operator and Virasoro algebra, automorphic (or modular)
forms and L-functions. In section 19 we show a connection of our approach with the Random Matrix
Theory approach for L-functions by showing that this connection is from the conformal field theory.
2 A Quantum Gauge Model
We shall first establish a quantum gauge model. This quantum gauge model will be as a physical
motivation for introducing operators which will be called Wilson loop and Wilson line as analogous to
the Wilson loops in the existing quantum field theories. Then the definition of classical Wilson loop and
Wilson line and the definition of a generator J of the Wilson line will be as the basis of the mathematical
foundation of this paper (In order to simplify the mathematics of this paper we treat this quantum gauge
model as a physical motivation instead of as the mathematical foundation of this paper).
We shall show that the generator J gives an affine Kac-Moody algebra and a Virasoro energy operator
T with central charge c. From J and T we shall derive the quantum KZ equation in dual form which will
be regarded as the quantum Yang-Mills equation. From this quantum KZ equation we then construct
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generalized Wilson loops which will be as quantum knots.
Let us construct a quantum gauge model, as follows. In probability theory we have the Wiener
measure ν which is a measure on the space C[t0, t1] of continuous functions [41]. This measure is a well
defined mathematical theory for the Brownian motion and it may be symbolically written in the following
form:
dν = e−L0dx (1)
where L0 :=
1
2
∫ t1
t0
(
dx
dt
)2
dt is the energy integral of the Brownian particle and dx = 1
N
∏
t dx(t) is
symbolically a product of Lebesgue measures dx(t) and N is a normalized constant.
Once the Wiener measure is defined we may then define other measures on C[t0, t1] as follows[41].
Let a potential term 12
∫ t1
t0
V dt be added to L0. Then we have a measure ν1 on C[t0, t1] defined by:
dν1 = e
− 1
2
∫ t1
t0
V dt
dν (2)
Under some condition on V we have that ν1 is well defined on C[t0, t1]. Let us call (2) as the Feymann-Kac
formula [41].
Let us then follow this formula to construct a quantum model electrodynamics, as follows. Then
similar to the formula (2) we construct a quantum model of electrodynamics from the following energy
integral:
−
∫ s1
s0
Dds := −
∫ s1
s0
[ 12
(
∂A1
∂x2
− ∂A2
∂x1
)∗ (∂A1
∂x2
− ∂A2
∂x1
)
+
(
dZ∗
ds
+ ie0AzZ
∗
) (
dZ
ds
− ie0AzZ
)
]ds (3)
where the complex variable Z = Z(z(s)) and the real variables A1 = A1(z(s)) and A2 = A2(z(s)) are
continuous functions in a form that they are in terms of a (continuously differentiable) curve z(s) =
(x1(s), x2(s)), s0 ≤ s ≤ s1, z(s0) = z(s1) in the complex plane where s is a parameter representing the
proper time in relativity. The complex variable Z = Z(z(s)) represents a field of matter( such as the
electron) (Z∗ denotes its complex conjugate) and the real variables A1 = A1(z(s)) and A2 = A2(z(s))
represent a connection (or the gauge field of the photon), and Az =
∑2
j=1 Aj
dxj
ds
, and e0 denotes the bare
electric charge.
The integral (3) has the following gauge symmetry:
Z ′(z(s)) := Z(z(s))eie0a(z(s)), A′j(z(s)) := Aj(z(s)) +
∂a
∂xj
j = 1, 2 (4)
where a = a(z) is a continuously differentiable real-valued function of z.
As the Wiener measure is based on the Banach space C[s0, s1], the above gauge model is based on
the Banach space C3[s0, s1] of continuous functions Z(z(s)), Aj(z(s)), j = 1, 2, s0 ≤ s ≤ s1 on the one
dimensional interval [s0, s1].
Similar to the differential dx of the Wiener measure, the differential of this gauge model is of the form
dAzdZ
∗dZ.
Since D is positive and the model is one dimensional we have that this gauge model is similar to the
Wiener measure except that this gauge model has a gauge symmetry.
An advantage of this gauge model is that it is free of the difficulty of the degenerate degree of freedom
of the gauge symmetry where the two degrees of A1, A2 is combined into one degree of Az . In the physics
literature the usual way to treat the degenerate degree of freedom of gauge symmetry is to introduce a
gauge fixing condition to eliminate the degenerate degree of freedom [42]. In this gauge model because it
is free of the difficulty of the degenerate degree of freedom of the gauge symmetry that the mathematical
difficulty of introducing gauge fixing condition can be avoid.
We have the following theorem:
Theorem 1 The above gauge model is a measure defined on the Banach space C3[s0, s1].
Proof. For this gauge model let us choose gauges such that the above gauge model is a measure
defined on the Banach space C3[s0, s1]. As an example let us choose a gauge (A1, A2) such that the
following form holds:
∂A1
∂x2
−
∂A2
∂x1
= ρ
dAz(z(s))
ds
(5)
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for some constant ρ > 0. Then the energy integral is of the following form:
−
∫ s1
s0
Dds = −
∫ s1
s0
[ρ
2
2
(
dAz
ds
)2
+
(
dZ∗
ds
+ ie0AzZ
∗
) (
dZ
ds
− ie0AzZ
)
]ds (6)
Then the singular pure gauge (A1, A2) part of the gauge model is of the form of the Wiener measure and
thus is a well defined measure.
On the other hand the Z part does not have the singularity of the gauge model and it gives a measure
of the form of the above Feynman-Kac type. Thus from the energy integral (6) we have a well defined
measure on the Banach space C3[s0, s1]. This proves the theorem. ⋄
We remark that this model is not formulated with the four-dimensional space-time but is formulated
with the one dimensional proper time in relativity theory. This gets rid of the difficulty of ultraviolet
divergences of the four-dimensional space-time quantum field theory
Similar to the usual Yang-Mills gauge theory we can generalize this gauge model with U(1) gauge
symmetry to nonabelian gauge models. As an illustration let us consider SU(2) gauge symmetry. Similar
to (3) we consider the following energy integral:
L :=
∫ s1
s0
[
1
2
Tr(D1A2 −D2A1)
∗(D1A2 −D2A1) + (D
∗
0Z
∗)(D0Z)]ds (7)
where Z = (z1, z2)
T is a two dimensional complex vector; Aj =
∑3
k=0A
k
j e0t
k (j = 1, 2) where Akj denotes
a component of a gauge field Ak; tk = iT k denotes a generator of SU(2) ⊗ U(1) where T k denotes a
self-adjoint generator of SU(2)⊗ U(1) (here for simplicity we choose a convention that the complex i is
absorbed by tk and tk is absorbed by Aj ; and the notation Aj is with a little confusion with the notation
Aj in the above formulation of (3) where Aj , j = 1, 2 are real valued); and Dj =
∂
∂xj
− Aj for j = 1, 2;
and D0 =
d
ds
−Az where Az =
∑2
j=1Aj
dxj
ds
.
From (7) we can develop a nonabelian gauge model as similar to that for the above abelian gauge
model. We have that (7) is invariant under the following gauge transformation:
Z ′(z(s)) := U(a(z(s)))Z(z(s))
A′j(z(s)) := U(a(z(s)))Aj(z(s))U
−1(a(z(s))) + U(a(z(s)))∂U
−1
∂xj
(a(z(s))), j = 1, 2
(8)
where U(a(z(s))) = ea(z(s)); a(z(s)) =
∑
k a
k(z(s))e0t
k for some functions ak. We shall mainly consider
the case that a is a function of the form a(z(s)) =
∑
k Reω
k(z(s))e0t
k where ωk are analytic functions
of z (We let ω(z(s)) :=
∑
k ω
k(z(s))e0t
k and we write a(z) = Reω(z)).
Then as the above abelian case, this gauge model is a well defined measure on the Banach space of
continuous functions Z(z(s)), Aj(z(s)), j = 1, 2, s0 ≤ s ≤ s1 on the one dimensional interval [s0, s1]..
From this gauge model we shall derive the quantum KZ equation in dual form which will be regarded
as a quantum Yang-Mills equation since its role will be similar to the classical Yang-Mills equation derived
from the classical Yang-Mills gauge model.
Remark. In this paper the main aim of introducing this quantum gauge model is to derive the
quantum KZ equation in dual form which will be regarded as a quantum Yang-Mills equation. From this
quantum KZ equation in dual form we then construct quantum knots. From quantum knots we then
prove the Riemann Hypothesis.
3 Dirac-Wilson loop
Similar to the Wilson loop in quantum field theory [2] from our quantum theory we introduce an analogue
of Wilson loop, as follows (We shall also call a Wilson loop as a Dirac-Wilson loop).
Definition. A classical Wilson loop WDC(γ) is defined by :
WDC(γ) :=WC(z0, z1) := Pe
∫
γ
Ajdx
j
(9)
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where D denotes a representation of SU(2) and C means classical (For simplicity we shall omit the
notation D: WC(γ) := WDC(γ)); γ = z(·) is a closed curve; z0 = z1 is a starting and end point of
γ = z(·); and the quantum gauge model is based on z(·) as specific in the above section (We keep in mind
that the definition of the classical Wilson loop WC(z0, z1) is defined and depended on the whole curve
z(·)). As usual the notation P in the definition of WC(γ) denotes a path-ordered product [2][40][43]:
Pe
∫
γ
Ajdx
j
:= lim
maxk{rk+1−rk}→0
n∏
k=0
e
∑
2
j=1 Aj(z(rk))∆x
j(rk)) (10)
where s0 = r1 < r2 < · · · < rn = s1 is a partition of [s0, s1].
Remarks.
1). We extend the definition of WC(z(·)) to the case that z(·) is not a closed curve with z0 6= z1.
When z(·) is not a closed curve we shall call WC(z0, z1) as a Wilson line.
2) We shall use the notation W (z0, z1) to denote the quatum version of the classical Wilsion line
WC(z0, z1) and we call W (z0, z1) as the quantum Wilson line.
We first have the following theorem on WC(z0, z1):
Theorem 2 For a given continuous path Ai, i = 1, 2 on [s0, s1] the Wilson line WC(z0, z1) exists on this
path and has the following transition property:
WC(z0, z1) =WC(z0, z)WC(z, z1) (11)
where WC(z0, z1) denotes the Wilson line of a curve z(·) which is with z0 as the starting point and z1 as
the ending point and z is a point on z(·) between z0 and z1.
Proof. We have that WC(z0, z1) is a limit (whenever exists) of ordered product of e
Ai△x
i
and thus
can be written in the following form:
WC(z0, z1) = I +
∫ s′′
s′
Ai(z(s))
dxi(s)
ds
ds
+
∫ s′′
s′
[
∫ s1
s′
Ai(z(s1))
dxi(s1)
ds
ds1]Ai(z(s2))
dxi(s2)
ds
ds2 + · · ·
(12)
where z(s′) = z0 and z(s
′′) = z1. Then since Ai are continuous on [s
′, s′′] and xi(z(·)) are continuously
differentiable on [s′, s′′] we have that the series in (12) is absolutely convergent. Thus the Wilson line
WC(z0, z1) exists. Then since WC(z0, z1) is the limit of ordered product we can write WC(z0, z1) in the
form WC(z0, z)WC(z, z1) by dividing z(·) into two parts at z. This proves the theorem. ⋄
By following the usual approach of deriving a chiral symmetry from a gauge transformation of a gauge
field we have the following chiral symmetry which is derived by applying an analytic gauge transformation
with an analytic function ω for the transformation:
Theorem 3 Under an analytic gauge transformation with an analytic function ω we have the following
symmetry:
WC(z0, z1) 7→W
′
C(z0, z1) = U(ω(z1))WC(z0, z1)U
−1(ω(z0)) (13)
where W ′C(z0, z1) is a Wilson line with gauge field:
A′µ = U(z)
∂U−1(z)
∂xµ
+ U(z)AµU
−1(z) (14)
Proof. Let a gauge transformationU(ω(z)) be with an analytic variation ω of the form ω =
∑
k ω
ke0t
k
with the generators e0t
k.
Then let us prove the symmetry (13) as follows. Let U(z) := U(ω(z(s))) and U−1(z+dz) ≈ U−1(z)+
∂U−1(z)
∂xµ
dxµ where dz = (dx1, dx2). Following [40] we have
U(z)(1 + dxµAµ)U
−1(z + dz)
= U(z)U−1(z + dz) + dxµU(z)AµU
−1(z + dz)
≈ 1 + U(z)∂U
−1(z)
∂xµ
dxµ + dxµU(z)AµU
−1(z + dz)
≈ 1 + U(z)∂U
−1(z)
∂xµ
dxµ + dxµU(z)AµU
−1(z)
=: 1 + dxµA′µ
(15)
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From (15) we have that (13) holds since (13) is the limit of ordered product in which the right-side
factor U−1(zi+ dzi) in (15) is canceled by the left-side factor U(zi+1) of (15) where zi+1 = zi+ dzi. This
proves the theorem. ⋄
As analogous to the WZW model in conformal field theory [18][19], from the above symmetry we have
the following formulas for the variations δωWC (where the notation δω means the variation with respect
to the variations ωk), and δω′WC with respect to this symmetry ([18] p.621):
δωWC(z, z
′) =WC(z, z
′)ω(z), δω′WC(z, z
′) = −ω′(z′)WC(z, z
′) (16)
where z and z′ are independent variables and ω′(z′) = ω(z) when z′ = z. In (16) the variation δω is with
respect to the z variable while the variation δω′ is with respect to the z
′ variable. This two-side-variations
when z 6= z′ can be derived as follows. For the left variation we may let ω be analytic in a neighborhood
of z and extended as a continuously differentiable function to a neighborhood of z′ such that ω(z′) = 0
in this neighborhood of z′. Then from (13) we have that the first formula of (16) holds. Similarly we
may let ω′ be analytic in a neighborhood of z′ and extended as a continuously differentiable function to a
neighborhood of z such that ω′(z) = 0 in this neighborhood of z. Then we have that the second formula
of (16) holds.
In terms of an analytic variation ω of the form ω =
∑
k ω
ktk where the generators tk are without the
charge e0, from (16) we have the following formulas for the variations δωWC and δω′WC :
δωWC(z, z
′) =WC(z, z
′)ω(z)e0, δω′WC(z, z
′) = −e0ω
′(z′)WC(z, z
′) (17)
4 Affine Kac-Moody algebra
We shall derive a quantum loop algebra (or the affine Kac-Moody algebra) structure from the Wilson
line WC(z, z
′) for the generator J of W (z, z′). To this end let us first consider the classical case. Since
WC(z, z
′) is constructed from SU(2) we have that the mapping z → WC(z, z
′) (We consider WC(z, z
′)
as a function of z with z′ being fixed) has a loop group structure [44][45]. For a loop group we have the
following generators:
Jan = t
azn n = 0,±1,±2, ... (18)
These generators satisfy the following algebra:
[Jam, J
b
n] = ifabcJ
c
m+n (19)
This is the so called loop algebra [44][45]. Let us then introduce the following generating function J :
J(w) =
∑
a
Ja(w) =
∑
a
ja(w)ta (20)
where we define
Ja(w) = ja(w)ta :=
∞∑
n=−∞
Jan(z)(w − z)
−n−1 (21)
From J we have
Jan =
1
2πi
∮
z
dw(w − z)nJa(w) (22)
where
∮
z
denotes a closed contour integral with center z. This formula can be interpreted as that J is the
generator of the loop group and that Jan is the directional generator in the direction ω
a(w) = (w − z)n.
We may generalize (22) to the following directional generator:
1
2πi
∮
z
dwω(w)J(w) (23)
where the analytic function
ω(w) =
∑
a
ωa(w)ta (24)
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is regarded as a variation direction and we define
ω(w)J(w) :=
∑
a
ωa(w)Ja (25)
Then since WC(z, z
′) ∈ SU(2), from the variational formula (23) for the loop algebra of the loop
group of SU(2) we have that the variation of WC(z, z
′) in the direction ω(w) is given by
WC(z, z
′)
1
2πi
∮
z
dwω(w)J(w) (26)
Now let us consider the quantum case which is based on the quantum gauge theory in section 2.
For this quantum case we shall define a quantum generator J which is analogous to the J in (20). We
shall choose the equations (37) and (38) as the equations for defining the quantum generator J . Let us
first give a formal derivation of the equation (37), as follows. Let us consider the following functional
integration based on the measure of the gauge model:
〈W (z, z′)B(z)〉 :=
∫
dAzdZ
∗dZe−LWC(z, z
′)BC(z) (27)
where Az(z(s)) =
∑2
j=1 Aj
dxj
ds
and BC(z) denotes a field from the quantum gauge theory (We first let z
′
be fixed as a parameter) and B(z) is the corresponding quantum operator.
Let us do a calculus of variation on this integral to derive a variational equation by applying a gauge
transformation on (27) as follows (We remark that such variational equations are usually called the Ward
identity in the physics literature).
Let (A1, A2, Z) be regarded as a coordinate system of the integral (27). Under a gauge transformation
(regarded as a change of coordinate) with gauge function a(z(s)) this coordinate is changed to another
coordinate denoted by (A′1, A
′
2, Z
′). As similar to the usual change of variable for integration we have
that the integral (27) is unchanged under a change of variable and we have the following equality:
∫
dA′zdZ
′∗dZ ′e−L
′
W ′C(z, z
′)B′C(z) =
∫
dAzdZ
∗dZe−LWC(z, z
′)BC(z) (28)
where W ′C(z, z
′) denotes the Wilson line based on A′1 and A
′
2 and similarly B
′
C(z) denotes the field
obtained from BC(z) with (A1, A2, Z) replaced by (A
′
1, A
′
2, Z
′).
Then it can be shown that the differential is unchanged under a gauge transformation [42]:
dA′zdZ
′∗dZ ′ = dAzdZ
∗dZ (29)
Also by the gauge invariance property the factor e−L is unchanged under a gauge transformation. Thus
from (28) we have
0 = 〈W ′(z, z′)B′(z)〉 − 〈W (z, z′)B(z)〉 (30)
where the correlation notation 〈·〉 denotes the integral with respect to the differential (or the measure of
the gauge model):
e−LdAzdZ
∗dZ (31)
We can now carry out the calculus of variation. From the gauge transformation we have the formula:
W ′C(z, z
′) = U(a(z))WC(z, z
′)U−1(a(z′)) , (32)
where a(z) = Reω(z). This gauge transformation gives a variation of WC(z, z
′) with the gauge function
a(z) as the variational direction a in the variational formulas (23) and (26). Thus analogous to the
variational formula (26) we have that the variation of W (z, z′) under this gauge transformation is given
by
W (z, z′)
1
2πi
∮
z
dwa(w)J(w) (33)
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where the generator J for this variation is to be specific. This J will be a quantum generator which
generalizes the classical generator J in (26). Thus under a gauge transformation with gauge function
a(z) from (30) we have the following variational equation:
0 = 〈W (z, z′)[δaB(z) +
1
2πi
∮
z
dwa(w)J(w)B(z)]〉 (34)
where δaB(z) denotes the variation of the field B(z) in the direction a(z). From this equation an ansatz
of J is that J satisfies the following equation:
W (z, z′)[δaB(z) +
1
2πi
∮
z
dwa(w)J(w)B(z)] = 0 (35)
From this equation we have the following variational equation:
δaB(z) =
−1
2πi
∮
z
dwa(w)J(w)B(z) (36)
where a(w)J(w) is defined by (25). This completes the calculus of variation.
From (36) we have the following equation for defining the generator J :
δωB(z) =
−1
2πi
∮
z
dwω(w)J(w)B(z) (37)
where we generalize the direction a(z) = Reω(z) to the analytic variation direction ω(z) in (24).
Let us then add one more condition for determining the quantum generator J in (37). As analogous
to the WZW model in conformal field theory [18][19] [46] let us consider a classical generator JC given
by
JC(z) := −k0W
−1
C (z, z
′)∂zWC(z, z
′) (38)
where we define ∂z = ∂x1 + i∂x2 and we set z
′ = z after the differentiation with respect to z; k0 > 0 is a
constant which is fixed when the JC is determined to be of the form (38) and the minus sign is chosen by
convention. In the WZW model [18][46] the JC of the form (38) is the generator of the chiral symmetry
of the WZW model. We can write the JC in (38) in the following form:
JC(w) =
∑
a
JaC(w) =
∑
a
jaC(w)e0t
a (39)
Thus the quantum version J of JC is of the following form:
J(w) =
∑
a
Ja(w) =
∑
a
ja(w)e0t
a (40)
where ja(w) are quantum generators.
We see that the generators ta of SU(2) appear in this form of JC and J and this form is analogous to
the classical generator J in (20). This shows that this J is a possible candidate for the quantum generator
J in (37).
Then from (13) and (38) we have that the variation δωJC of the generator JC in (38) is given by
[18](p.622) [46]:
δωJC = [JC , ω]− k0∂zω (41)
Then the quantum generator J is required also to have this property (41) of the classical generator
JC :
δωJ = [J, ω]− k0∂zω (42)
Now we show that this quantum generator J in (37) and (42) can be uniquely solved. From (37) and
(42) we have that J satisfies the following relation of current algebra [18][19][46]:
Ja(w)Jb(z) =
k0δab
(w − z)2
+
∑
c
ifabc
Jc(z)
(w − z)
(43)
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where as a convention the regular term of the product Ja(w)Jb(z) is omitted. Then by following
[18][19][46] from (43) and (40) we can show that the Jan in (20) for the corresponding Laurent series
of the quantum generator J satisfy the following Kac-Moody algebra:
[Jam, J
b
n] = ifabcJ
c
m+n + k0mδabδm+n,0 (44)
We remark that the constant k0 is called the central extension or the level of the Kac-Moody algebra.
Remark. Let us also consider the other side of the above chiral symmetry. Similar to the J in (38)
we define a generator J ′C by:
J ′C(z
′) = k0∂z′WC(z, z
′)W−1C (z, z
′) (45)
where after differentiation with respect to z′ we set z = z′. Let us then consider the following formal
correlation:
〈B(z′)W (z, z′)〉 :=
∫
dAdZ∗dZB(z′)WC(z, z
′)e−L (46)
where z is fixed. By an approach similar to the above derivation of (37) we have the following variational
equation:
δω′B(z
′) =
−1
2πi
∮
z′
dwB(z′)J ′(w)ω′(w) (47)
Then similar to (42) we also have
δω′J
′ = [J ′, ω′]− k0∂z′ω
′ (48)
Then from (47) and (48) we can derive the current algebra and the Kac-Moody algebra for J ′ which are
of the same form of (43) and (44). From this we have J ′ = J . ⋄
5 Quantum Knizhnik-Zamolodchikov Equation In Dual Form
With the above current algebra J and the formula (37) we can now follow the usual approach in conformal
field theory to derive a quantum Knizhnik-Zamolodchikov (KZ) equation for the product of primary fields
in a conformal field theory [18][19][46]. We shall derive the KZ equation for the product of n Wilson lines
W (z, z′). Here an important point is that from the two sides of W (z, z′) we can derive two quantum KZ
equations which are dual to each other. These two quantum KZ equations are different from the usual
KZ equation in that they are equations for the quantum operators W (z, z′) while the usual KZ equation
is for the correlations of quantum operators.
With this difference the following derivation of KZ equation for deriving these two quantum KZ
equations is well known in conformal field theory [18][19]. The reader may skip this derivation of KZ
equation and just look at the form of the Virasoro energy operator T (z) and the Virasoro algebra and
the form of these two quantum KZ equations.
Let us first consider the following quantum version of (17) with WC(z, z
′) replaced by the quantum
W (z, z′):
δωW (z, z
′) =W (z, z′)ω(z)e0, δω′W (z, z
′) = −e0ω
′(z′)W (z, z′) (49)
From (37) and (49) we have:
Ja(z)W (w,w′) =
−e0t
aW (w,w′)
z − w
(50)
where as a convention the regular term of the product Ja(z)W (w,w′) is omitted.
Following [18] and [19] let us define a Virasoro energy operator (also called an energy-momentum
tensor) T (z) by:
T (z) :=
1
2(k0 + g0)
∑
a
: Ja(z)Ja(z) : (51)
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where g0 is the dual Coxeter number of the gauge group [18]. In (51) the symbol : J
a(z)Ja(z) : denotes
the normal ordering of the operator Ja(z)Ja(z) which can be defined as follows [18][19]. Let a product
of operators A(z)B(w) be written in the following Laurent series form:
A(z)B(w) =
∞∑
n=−n0
an(w)(z − w)
n (52)
The singular part of (52) is called the contraction of A(z)B(w) and will be denoted by
p q
A(z)B(w). Then
the term a0(w) is called the normal ordering of A(z)B(w) and we denote a0(w) by : A(w)B(w) :.
The above definition of the energy operator T (z) is called the Sugawara construction [18]. We first
have the following well known theorem on T (z) in conformal field theory [18]:
Theorem 4 The operator product T (z)T (w) is given by the following formula:
T (z)T (w) =
c
2(z − w)4
+
2T (w)
(z − w)2
+
∂T (w)
(z − w)
(53)
for some constant c = 4k0
k0+g0
and as a convention we omit the regular term of this product.
Proof. In [18] there is a detail proof of this theorem where the constant 12(k0+g0) is shown to be a
normalization constant such that this theorem holds. Here we want to remark that the formula (43) for
the product Ja(z)Jb(x) is used for the proof of this theorem. ⋄
From this theorem we then have the following Virasoro algebra of the mode expansion of T (z) [18][19]:
Theorem 5 Let us write T (z) in the following Laurent series form:
T (z) =
∞∑
n=−∞
(z − w)−n−2Ln(w) (54)
This means that the modes Ln(w) are defined by
Ln(w) :=
1
2πi
∮
w
dz(z − w)n+1T (z) (55)
Then we have that Ln form a Virasoro algebra:
[Ln, Lm] = (n−m)Ln+m +
c
12
n(n2 − 1)δn+m,0 (56)
From the formula (43) for the product Ja(z)Jb(w) we have the following operator product expansion
[18]:
p q
T (z)Ja(w) =
Ja(w)
(z − w)2
+
∂Ja(w)
(z − w)
(57)
Then we have the following operator product of T (z) with an operator A(w):
T (z)A(w) =
∞∑
n=−∞
(z − w)−n−2LnA(w) (58)
From (57) and (58) we have that L−1J
a(w) = ∂Ja(w) and L−1 =
∂
∂z
. Thus we have
L−1W (w,w
′) =
∂W (w,w′)
∂w
(59)
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On the other hand as shown in [18], by using the Laurent series expansion of Ja(z) in the section on
Kac-Moody algebra we can compute the normal ordering : Ja(z)Ja(z) : from which we have the Laurent
series expansion of T (z) with L−1 given by [18]:
L−1 =
1
2(k0 + g0)
∑
a
[
∑
m≤−1
JamJ
a
−1−m +
∑
m≥0
Ja−1−mJ
a
m] (60)
where since Jam and J
a
−1−m commute each other the ordering of them is irrelevant.
From (60) we then have
L−1W (w,w
′)
= 12(k0+g0)
∑
a[
∑
m≤−1 J
a
m(w)J
a
−1−m(w) +
∑
m≥0 J
a
−1−m(w)J
a
m(w)]W (w,w
′)
= 1(k0+g0)J
a
−1(w)J
a
0 (w)W (w,w
′)
(61)
since JamW (w,w
′) = 0 for m > 0 by (50) and the quantum version of Jam in (22) (where the
∑
a is
omitted).
It follows from (59) and (61) that we have: the following equality:
∂wW (w,w
′) =
1
(k0 + g0)
Ja−1(w)J
a
0 (w)W (w,w
′) (62)
Then from (50) and the quantum version of Ja0 in (22) we have:
Ja0 (w)W (w,w
′) = −e0t
aW (w,w′) (63)
From (62) and (63) we then have
∂zW (z, z
′) =
−e0
k0 + g0
Ja−1(z)t
aW (z, z′) (64)
Now let us consider a product of n Wilson lines: W (z1, z
′
1) · · · W (zn, z
′
n). Let this product be
represented as a tensor product when zi and z
′
j, i, j = 1, ..., n are all independent variables. Then from
(64) we have
∂ziW (z1, z
′
1) · · ·W (zi, z
′
i) · · ·W (zn, z
′
n)
= −e0
k0+g0
W (z1, z
′
1) · · · J
a
−1(zi)t
aW (zi, z
′
i) · · ·W (zn, z
′
n)
= −e0
k0+g0
Ja−1(zi)t
aW (z1, z
′
1) · · ·W (zi, z
′
i) · · ·W (zn, z
′
n)
(65)
where the second equality is from the definition of tensor product for which we define
taW (z1, z
′
1) · · ·W (zi, z
′
i) · · ·W (zn, z
′
n) :=W (z1, z
′
1) · · · [t
aW (zi, z
′
i)] · · ·W (zn, z
′
n) (66)
With this formula (65) we can now follow [18] and [19] to derive the KZ equation. For a easy reference
let us present this derivation in [18] and [19] as follows. From the Laurent series of Ja we have
Ja−1(zi) =
1
2πi
∮
zi
dz
z − zi
Ja(z) (67)
where the line integral is on a contour encircling zi. We let this contour be a circle with center zi and
with small radious such that all other zj of W (zj , z
′
j) for j = 1, ..., n, j 6= i, are excluded. Then we have:
Ja−1(zi)W (z1, z
′
1) · · ·W (zn, z
′
n)
= 12πi
∮
zi
dz
z−zi
Ja(z)W (z1, z
′
1) · · ·W (zn, z
′
n)
= 12πi
∮
zi
dz
z−zi
∑n
j=1W (z1, z
′
1) · · · [
−e0t
a
z−zj
W (zj , z
′
j)] · · ·W (zn, z
′
n)
(68)
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where the second equality is from the JW product formula (50). Then we have that (68) is equal to:.
∑n
j=1,j 6=i
−e0t
a
j
zi−zj
W (z1, z
′
1) · · ·W (zn, z
′
n) (69)
where we have used the definition of tensor product.
From (69) and by applying (65) to zi for i = 1, ..., n we have the following Knizhnik-Zamolodchikov
equation [18][19][46]:
∂ziW (z1, z
′
1) · · ·W (zn, z
′
n) =
e20
k0 + g0
n∑
j 6=i
∑
a t
a
i ⊗ t
a
j
zi − zj
W (z1, z
′
1) · · ·W (zn, z
′
n) (70)
for i = 1, ..., n. We remark that in (70) we have defined tai := t
a and
tai ⊗ t
a
jW (z1, z
′
1) · · ·W (zn, z
′
n)
:= W (z1, z
′
1) · · · [t
aW (zi, z
′
i)] · · · [t
aW (zj , z
′
j)] · · ·W (zn, z
′
n)
(71)
It is interesting and important that we also have another KZ equation with respect to the z′i variables.
The derivation of this KZ equation is dual to the above derivation in that the operator products and
their corresponding variables are with reverse order to that in the above derivation.
From (47) and (49) we have a WJ ′ operator product given by
W (w,w′)J ′a(z′) =
−W (w,w′)e0t
a
w′ − z′
(72)
where we have omitted the regular term of the product. Then similar to the above derivation of the KZ
equation from (72) we can then derive the following Knizhnik-Zamolodchikov equation which is dual to
(70):
∂z′
i
W (z1, z
′
1) · · ·W (zn, z
′
n) =
e20
k0 + g0
n∑
j 6=i
W (z1, z
′
1) · · ·W (zn, z
′
n)
∑
a t
a
i ⊗ t
a
j
z′j − z
′
i
(73)
for i = 1, ..., n where we have defined:
W (z1, z
′
1) · · ·W (zn, z
′
n)t
a
i ⊗ t
a
j
:= W (z1, z
′
1) · · · [W (zi, z
′
i)t
a] · · · [W (zj , z
′
j)t
a] · · ·W (zn, z
′
n)
(74)
Remark. From the generator J and the Kac-Moody algebra we have derived a quantum KZ equation
in dual form. This quantum KZ equation in dual form may be considered as a quantum Yang-Mills
equation since it is analogous to the classical Yang-Mills equation which is derived from the classical
Yang-Mills gauge model. This quantum KZ equation in dual form will be as the starting point for the
construction of quantum knots. ⋄
6 Solving Quantum KZ Equation In Dual Form
Let us consider the following product of two quantum Wilson lines:
G(z1, z2, z3, z4) :=W (z1, z2)W (z3, z4) (75)
where the two quantum Wilson lines W (z1, z2) and W (z3, z4) represent two pieces of curves starting at
z1 and z3 and ending at z2 and z4 respectively.
We have that this product G satisfies the KZ equation for the variables z1, z3 and satisfies the dual
KZ equation for the variables z2 and z4. Then by solving the two-variables-KZ equation in (70) we have
that a form of G is given by [32][33][31]:
e−tˆ log[±(z1−z3)]C1 (76)
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where tˆ :=
−e20
k0+g0
∑
a t
a⊗ta and C1 denotes a constant matrix which is independent of the variable z1−z3.
We see that G is a multivalued analytic function where the determination of the ± sign depended on
the choice of the branch.
Similarly by solving the dual two-variable-KZ equation in (73) we have that G is of the form
C2e
tˆ log[±(z4−z2)] (77)
where C2 denotes a constant matrix which is independent of the variable z4 − z2.
From (76), (77) and we let C1 = Ae
tˆ log[±(z4−z2)], C2 = e
−tˆ log[±(z1−z3)]A whereA is a constant matrix
we have that G is given by
G(z1, z2, z3, z4) = e
−tˆ log[±(z1−z3)]Aetˆ log[±(z4−z2)] (78)
where at the singular case that z1 = z3 we simply define log[±(z1 − z3)] = 0. Similarly for z2 = z4.
Let us find a form of the initial operator A. We notice that there are two operators Φ±(z1 − z3) :=
e−tˆ log[±(z1−z3)] and Ψ±(z4 − z2) := e
−tˆ log[±(z4−z2)] acting on the two sides of A respectively where the
two independent variables z1, z3 of Φ± are mixedly from the two quantum Wilson lines W (z1, z2) and
W (z3, z4) respectively and the two independent variables z2, z4 of Ψ± are mixedly from the two quantum
Wilson lines W (z1, z2) and W (z3, z4) respectively. From this we determine the form of A as follows.
LetD denote a representation of SU(2). Let D(g) represent an element g of SU(2) and let D(g)⊗D(g)
denote the tensor product representation of SU(2). Then in the KZ equation we define
[ta ⊗ ta][D(g1)⊗D(g1)]⊗ [D(g2)⊗D(g2)] := [t
aD(g1)⊗D(g1)]⊗ [t
aD(g2)⊗D(g2)] (79)
and
[D(g1)⊗D(g1)]⊗ [D(g2)⊗D(g2)][t
a ⊗ ta] := [D(g1)⊗D(g1)t
a]⊗ [D(g2)⊗D(g2)t
a] (80)
Then we let U(a) denote the universal enveloping algebra where a denotes an algebra which is formed
by the Lie algebra su(2) and the identity matrix.
Now let the initial operatorA be of the formA1⊗A2⊗A3⊗A4 whereAi, i = 1, ..., 4 denote operators
taking values in U(a). In this case we have that in (78) the operator Φ±(z1 − z3) := e
−tˆ log[±(z1−z3)] acts
on A from the left via the following formula:
ta ⊗ taA = [taA1]⊗A2 ⊗ [t
aA3]⊗A4 (81)
Similarly the operator Ψ±(z4−z2) := e
tˆ log[±(z4−z2)] in (78) acts on A from the right via the following
formula:
Ata ⊗ ta = A1 ⊗ [A2t
a]⊗A3 ⊗ [A4t
a] (82)
We may generalize the above tensor product of two quantum Wilson lines as follows. Let us consider
a tensor product of n quantum Wilson lines: W (z1, z
′
1) · · ·W (zn, z
′
n) where the variables zi, z
′
i are all
independent. By solving the two KZ equations we have that this tensor product is given by:
W (z1, z
′
1) · · ·W (zn, z
′
n) =
∏
ij
Φ±(zi − zj)A
∏
ij
Ψ±(z
′
i − z
′
j) (83)
where
∏
ij denotes a product of Φ±(zi − zj) or Ψ±(z
′
i − z
′
j) for i, j = 1, ..., n where i 6= j. In (83) the
initial operator A is represented as a tensor product of operators Aiji′j′ , i, j, i
′, j′ = 1, ..., n where each
Aiji′j′ is of the form of the initial operator A in the above tensor product of two-Wilson-lines case and
is acted by Φ±(zi − zj) or Ψ±(z
′
i − z
′
j) on its two sides respectively.
7 Computation of Quantum Wilson Lines
Let us consider the following product of two quantum Wilson lines:
G(z1, z2, z3, z4) :=W (z1, z2)W (z3, z4) (84)
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where the two quantum Wilson lines W (z1, z2) and W (z3, z4) represent two pieces of curves starting at
z1 and z3 and ending at z2 and z4 respectively. As shown in the above section we have that G is given
by the following formula:
G(z1, z2, z3, z4) = e
−tˆ log[±(z1−z3)]Aetˆ log[±(z4−z2)] (85)
where the product is a 4-tensor.
Let us set z2 = z3. Then the 4-tensorW (z1, z2)W (z3, z4) is reduced to the 2-tensorW (z1, z2)W (z2, z4).
By using (85) the 2-tensor W (z1, z2)W (z2, z4) is given by:
W (z1, z2)W (z2, z4) = e
−tˆ log[±(z1−z2)]A14e
tˆ log[±(z4−z2)] (86)
where A14 = A1 ⊗A4 is a 2-tensor reduced from the 4-tensor A = A1 ⊗A2 ⊗A3 ⊗A4 in (85). In this
reduction the tˆ operator of Φ = e−tˆ log[±(z1−z2)] acting on the left side of A1 and A3 in A is reduced to
acting on the left side of A1 and A4 in A14. Similarly the tˆ operator of Ψ = e
−tˆ log[±(z4−z2)] acting on
the right side of A2 and A4 in A is reduced to acting on the right side of A1 and A4 in A14.
Then since tˆ is a 2-tensor operator we have that tˆ is as a matrix acting on the two sides of the 2-tensor
A14 which is also as a matrix with the same dimension as tˆ. Thus Φ and Ψ are as matrices of the same
dimension as the matrix A14 acting on A14 by the usual matrix operation. Then since tˆ is a Casimir
operator for the 2-tensor group representation of SU(2) we have that Φ and Ψ commute with A14 since
Φ and Ψ are exponentials of tˆ (We remark that Φ and Ψ are in general not commute with the 4-tensor
initial operator A). Thus we have
e−tˆ log[±(z1−z2)]A14e
tˆ log[±(z4−z2)] = e−tˆ log[±(z1−z2)]etˆ log[±(z4−z2)]A14 (87)
We let W (z1, z2)W (z2, z4) be as a representation of the quantum Wilson line W (z1, z4) and we write
W (z1, z4) =W (z1, z2)W (z2, z4). Then we have the following representation of W (z1, z4):
W (z1, z4) =W (z1, w1)W (w1, z4) = e
−tˆ log[±(z1−w1)]etˆ log[±(z4−w1)]A14 (88)
This representation of the quantum Wilson line W (z1, z4) means that the line (or path) with end points
z1 and z4 is specified that it passes the intermediate point w1 = z2. This representation shows the
quantum nature that the path is not specified at other intermediate points except the intermediate point
w1 = z2. This unspecification of the path is of the same quantum nature of the Feymann path description
of quantum mechanics.
Then let us consider another representation of the quantum Wilson line W (z1, z4). We consider
W (z1, w1)W (w1, w2)W (w2, z4) which is obtained from the tensor W (z1, w1)W (u1, w2)W (u2, z4) by two
reductions where zj , wj , uj, j = 1, 2 are independent variables. For this representation we have:
W (z1, w1)W (w1, w2)W (w2, z4) = e
−tˆ log[±(z1−w1)]e−tˆ log[±(z1−w2)]etˆ log[±(z4−w1)]etˆ log[±(z4−w2)]A14 (89)
This representation of the quantum Wilson line W (z1, z4) means that the line (or path) with end points
z1 and z4 is specified that it passes the intermediate points w1 and w2. This representation shows
the quantum nature that the path is not specified at other intermediate points except the intermediate
points w1 and w2. This unspecification of the path is of the same quantum nature of the Feymann path
description of quantum mechanics.
Similarly we may represent the quantumWilson lineW (z1, z4) by path with end points z1 and z4 and is
specified only to pass at finitely many intermediate points. Then we let the quantumWilson lineW (z1, z4)
as an equivalent class of all these representations. Thus we may writeW (z1, z4) =W (z1, w1)W (w1, z4) =
W (z1, w1)W (w1, w2)W (w2, z4) = · · ·.
Remark. Since A14 is a 2-tensor we have that a natural group representation for the Wilson line
W (z1, z4) is the 2-tensor group representation of the group SU(2).
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8 Representing Braiding of Curves by Quantum Wilson Lines
Consider again the product G(z1, z2, z3, z4) = W (z1, z2)W (z3, z4). We have that G is a multivalued
analytic function where the determination of the ± sign depended on the choice of the branch.
Let the two pieces of curves be crossing at w. Then we have W (z1, z2) = W (z1, w)W (w, z2) and
W (z3, z4) =W (z3, w)W (w, z4). Thus we have
W (z1, z2)W (z3, z4) =W (z1, w)W (w, z2)W (z3, w)W (w, z4) (90)
If we interchange z1 and z3, then from (90) we have the following ordering:
W (z3, w)W (w, z2)W (z1, w)W (w, z4) (91)
Now let us choose a branch. Suppose that these two curves are cut from a knot and that following
the orientation of a knot the curve represented by W (z1, z2) is before the curve represented by W (z3, z4).
Then we fix a branch such that the product in (85) is with two positive signs :
W (z1, z2)W (z3, z4) = e
−tˆ log(z1−z3)Aetˆ log(z4−z2) (92)
Then if we interchange z1 and z3 we have
W (z3, w)W (w, z2)W (z1, w)W (w, z4) = e
−tˆ log[−(z1−z3)]Aetˆ log(z4−z2) (93)
From (92) and (93) as a choice of branch we have
W (z3, w)W (w, z2)W (z1, w)W (w, z4) = RW (z1, w)W (w, z2)W (z3, w)W (w, z4) (94)
where R = e−iπtˆ is the monodromy of the KZ equation. In (94) z1 and z3 denote two points on a closed
curve such that along the direction of the curve the point z1 is before the point z3 and in this case we
choose a branch such that the angle of z3 − z1 minus the angle of z1 − z3 is equal to π.
Remark. We may use other representations of W (z1, z2)W (z3, z4). For example we may use the
following representation:
W (z1, w)W (w, z2)W (z3, w)W (w, z4)
= e−tˆ log(z1−z3)e−2tˆ log(z1−w)e−tˆ2 log(z3−w)Aetˆ log(z4−z2)e2tˆ log(z4−w)e2tˆ log(z2−w)
(95)
Then the interchange of z1 and z3 changes only z1− z3 to z3− z1. Thus the formula (94) holds. Similarly
all other representations of W (z1, z2)W (z3, z4) will give the same result. ⋄
Now from (94) we can take a convention that the ordering (91) represents that the curve represented
by W (z1, z2) is upcrossing the curve represented by W (z3, z4) while (90) represents zero crossing of these
two curves.
Similarly from the dual KZ equation as a choice of branch which is consistent with the above formula
we have
W (z1, w)W (w, z4)W (z3, w)W (w, z2) =W (z1, w)W (w, z2)W (z3, w)W (w, z4)R
−1 (96)
where z2 is before z4. We take a convention that the ordering in (96) represents that the curve represented
by W (z1, z2) is undercrossing the curve represented by W (z3, z4). Here along the orientation of a closed
curve the piece of curve represented by W (z1, z2) is before the piece of curve represented by W (z3, z4).
In this case since the angle of z3 − z1 minus the angle of z1 − z3 is equal to π we have that the angle of
z4 − z2 minus the angle of z2 − z4 is also equal to π and this gives the R
−1 in this formula (96).
From (94) and (96) we have
W (z3, z4)W (z1, z2) = RW (z1, z2)W (z3, z4)R
−1 (97)
where z1 and z2 denote the end points of a curve which is before a curve with end points z3 and z4.
From (97) we see that the algebraic structure of these quantum Wilson lines W (z, z′) is analogous to the
quasi-triangular quantum group [19][31].
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9 Computation of Quantum Wilson Loop
Let us consider again the quantum Wilson line W (z1, z4) = W (z1, z2)W (z2, z4). Let us set z1 = z4.
In this case the quantum Wilson line forms a closed loop. Now in (87) with z1 = z4 we have that
e−tˆ log±(z1−z2) and etˆ log±(z1−z2) which come from the two-side KZ equations cancel each other and from
the multivalued property of the log function we have
W (z1, z1) = R
nA14 n = 0,±1,±2, ... (98)
where R = e−iπtˆ is the monodromy of the KZ equation [31].
Remark. It is clear that if we use other representation of the quantum Wilson loop W (z1, z1) (such
as the representation W (z1, z1) = W (z1, w1)W (w1, w2)W (w2, z1)) then we will get the same result as
(98).
Remark. For simplicity we shall drop the subscript of A14 in (98) and simply write A14 = A.
10 Defining Quantum Knots and Knot Invariant
Now we have that the quantum Wilson loop W (z1, z1) corresponds to a closed curve in the complex
plane with starting and ending point z1. Let this quantum Wilson loop W (z1, z1) represents the unknot.
We shall call W (z1, z1) as the quantum unknot. Then from (98) we have the following invariant for the
unknot:
TrW (z1, z1) = TrR
nA n = 0,±1,±2, ... (99)
where A = A14 is a 2-tensor constant matrix operator.
In the following let us extend the definition (99) to a knot invariant for nontrivial knots. LetW (zi, zj)
represent a piece of curve with starting point zi and ending point zj. Then we let
W (z1, z2)W (z3, z4) (100)
represent two pieces of uncrossing curve. Then by interchanging z1 and z3 we have
W (z3, w)W (w, z2)W (z1, w)W (w, z4) (101)
represent the curve specified by W (z1, z2) upcrossing the curve specified by W (z3, z4).
Now for a given knot diagram we may cut it into a sum of parts which are formed by two pieces of
curves crossing each other. Each of these parts is represented by (101)( For a knot diagram of the unknot
with zero crossings we simply do not need to cut the knot diagram). Then we define the trace of a knot
with a given knot diagram by the following form:
Tr · · ·W (z3, w)W (w, z2)W (z1, w)W (w, z4) · · · (102)
where we use (101) to represent the state of the two pieces of curves specified byW (z1, z2) andW (z3, z4).
The · · · means the product of a sequence of parts represented by (101) according to the state of each
part. The ordering of the sequence in (102) follows the ordering of the parts given by the orientation of
the knot diagram. We shall call the sequence of crossings in the trace (102) as the generalized Wilson
loop of the knot diagram. For the knot diagram of the unknot with zero crossings we simply let it be
W (z, z) and call it the quantum Wilson loop.
We shall show that the generalized Wilson loop of a knot diagram has all the properties of the knot
diagram and that (102) is a knot invariant. From this we shall call a generalized Wilson loop as a quantum
knot.
11 Examples of Quantum Knots
Before the proof that a generalized Wilson loop of a knot diagram has all the properties of the knot
diagram in the following let us first consider some examples to illustrate the way to define (102) and the
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way of applying the braiding formulas (94), (96) and (97) to equivalently transform (102) to a simple
expression of the form TrR−mW (z, z) where m is an integer.
Let us first consider the knot in Fig.1. For this knot we have that (102) is given by
TrW (z2, w)W (w, z2)W (z1, w)W (w, z1) (103)
where the product of quantum Wilson lines is from the definition (101) represented a crossing at w. In
applying (101) we let z1 be the starting and the ending point.
Fig.1
Then we have that (103) is equal to
TrW (w, z2)W (z1, w)W (w, z1)W (z2, w)
= TrRW (z1, w)W (w, z2)R
−1RW (z2, w)W (w, z1)R
−1
= TrW (z1, z2)W (z2, z1)
= TrW (z1, z1)
(104)
where we have used (97). We see that (104) is just the knot invariant (99) of the unknot. Thus the knot
in Fig.1 is with the same knot invariant of the unknot and this agrees with the fact that this knot is
topologically equivalent to the unknot.
Let us then consider a trefoil knot in Fig.2a. By (101) and similar to the above examples we have
that the definition (102) for this knot is given by:
TrW (z4, w1)W (w1, z2)W (z1, w1)W (w1, z5) ·W (z2, w2)W (w2, z6)
W (z5, w2)W (w2, z3) ·W (z6, w3)W (w3, z4)W (z3, w3)W (w3, z1)
= TrW (z4, w1)RW (z1, w1)W (w1, z2)R
−1W (w1, z5) ·W (z2, w2)RW (z5, w2)
W (w2, z6)R
−1W (w2, z3) ·W (z6, w3)RW (z3, w3)W (w3, z4)R
−1W (w3, z1)
= TrW (z4, w1)RW (z1, z2)R
−1W (w1, z5) ·W (z2, w2)RW (z5, z6)R
−1W (w2, z3)·
W (z6, w3)RW (z3, z4)R
−1W (w3, z1)
= TrW (z4, w1)RW (z1, z2)W (z2, w2)W (w1, z5)W (z5, z6)R
−1W (w2, z3)·
W (z6, w3)RW (z3, z4)R
−1W (w3, z1)
= TrW (z4, w1)RW (z1, w2)W (w1, z6)R
−1W (w2, z3)
W (z6, w3)RW (z3, z4)R
−1W (w3, z1)
= TrW (z4, w1)W (w1, z6)W (z1, w2)W (w2, z3)
W (z6, w3)RW (z3, z4)R
−1W (w3, z1)
= TrW (z4, z6)W (z1, z3)W (z6, w3)RW (z3, z4)R
−1W (w3, z1)
= TrR−1W (w3, z1)W (z4, z6)W (z1, z3)W (z6, w3)RW (z3, z4)
= TrW (z4, z6)W (w3, z1)R
−1W (z1, z3)W (z6, w3)RW (z3, z4)
= TrRW (z3, z6)W (w3, z1)R
−1W (z1, z3)W (z6, w3)
= TrW (w3, z1)W (z3, z6)W (z1, z3)W (z6, w3)
= TrW (z6, z1)W (z3, z6)W (z1, z3)
(105)
where we have repeatly used (97). Then we have that (105) is equal to:
TrW (z6, w3)W (w3, z1)W (z3, w3)W (w3, z6)W (z1, z3)
= TrRW (z3, w3)W (w3, z1)W (z6, w3)W (w3, z6)W (z1, z3)
= TrRW (z3, w3)RW (z6, w3)W (w3, z1)R
−1W (w3, z6)W (z1, z3)
= TrW (z3, w3)RW (z6, z1)R
−1W (w3, z6)W (z1, z3)R
= TrW (z3, w3)RW (z6, z3)W (w3, z6)
= TrW (w3, z6)W (z3, w3)RW (z6, z3)
= TrRW (z3, w3)W (w3, z6)W (z6, z3)
= TrRW (z3, z3)
(106)
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where we have used (94) and (97). This is as a knot invariant for the trefoil knot in Fig.2a.
Fig.2a Fig.2b
Then let us consider the trefoil knot in Fig. 2b which is the mirror image of the trefoil knot in Fig.2a.
The definition (102) for this knot is given by:
TrW (z1, w1)W (w1, z5)W (z4, w1)W (w1, z2)·
W (z5, w2)W (w2, z3)W (z2, w2)W (w2, z6)·
W (z3, w3)W (w3, z1)W (z6, w3)W (w3, z4)
= TrW (z5, z1)W (z2, z5)W (z1, z2)
(107)
where similar to (105) we have repeatly used (97). Then we have that (107) is equal to:
TrW (z5, z1)W (z2, w1)W (w1, z5)W (z1, w1)W (w1, z2)
= TrW (z5, z1)W (z2, w1)W (w1, z2)W (z1, w1)W (w1, z5)R
−1
= TrW (z5, z1)W (z2, w1)RW (z1, w1)W (w1, z2)R
−1W (w1, z5)R
−1
= TrR−1W (z5, z1)W (z2, w1)RW (z1, z2)R
−1W (w1, z5)
= TrW (z2, w1)W (z5, z2)R
−1W (w1, z5)
= TrW (z5, z2)R
−1W (w1, z5)W (z2, w1)
= TrW (z5, z2)W (z2, w1)W (w1, z5)R
−1
= TrW (z5, z5)R
−1
(108)
where we have used (96) and (97). This is as a knot invariant for the trefoil knot in Fig.2b. We notice
that the knot invariants for the two trefoil knots are different. This shows that these two trefoil knots
are not topologically equivalent.
More examples of the above quantum knots and knot invariants will be given in a following section.
12 Generalized Wilson Loops as Quantum Knots
Let us now show that the generalized Wilson loop of a knot diagram has all the properties of the knot
diagram and that (102) is a knot invariant. To this end let us first consider the structure of a knot. Let K
be a knot. Then a knot diagram of K consists of a sequence of crossings of two pieces of curves cut from
the knot K where the ordering of the crossings can be determined by the orientation of the knot K. As
an example we may consider the two trefoil knots in the above section. Each trefoil knot is represented
by three crossings of two pieces of curves. These three crossings are ordered by the orientation of the
trefoil knot starting at z1. Let us denote these three crossings by 1, 2 and 3. Then the sequence of these
three crossings is given by 123. On the other hand if the ordering of the three crossings starts from other
zi on the knot diagram then we have sequences 231 and 312. All these sequences give the same knot
diagram and they can be transformed to each other by circling as follows:
123→ 123(1) = 231→ 231(2) = 312→ 312(3) = 123→ · · · (109)
where (x) means that the number x is to be moved to the (x) position as indicated. Let us call (109) as
the circling property of the trefoil knot.
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Fig.3
As one more example let us consider the figure-eight knot in Fig.3. The simplest knot diagram of this
knot has four crossings.
Starting at z1 let us denote these crossings by 1, 2, 3 and 4. Then we have the following circling
property of the figure-eight knot:
1234→ 1234(2) = 1342→ 1342(1) = 3421→ 3421(4) = 3214→ 3214(3) = 2143
→ 2143(1) = 2431→ 2431(2) = 4312→ 4312(3) = 4123→ 4123(4) = 1234→ · · ·
(110)
We notice that in this cirling of the figure-eight knot there are subcirclings.
In summary we have that a knot diagram of a knot K can be characterized as a finite sequence of
crossings of curves which are cut from the knot diagram where the ordering of the crossings is derived from
the orientation of the knot diagram and has a circling property for which (109) and (110) are examples.
Now let us represent a knot diagram of a knotK by a sequence of products of Wilson lines representing
crossings as in the above section. Let us call these products of Wilson lines by the term W-product. Then
we call this sequence of W -products as the generalized Wilson loop of the knot diagram of a knot K.
Let us consider the following two W -products:
W (z3, w)W (w, z2)W (z1, w)W (w, z4) and W (z1, z2)W (z3, z4) (111)
In the above section we have shown that these two W-products faithfully represent two oriented pieces
of curves crossing or not crossing each other where W (z1, z2) and W (z3, z4) represent these two pieces of
curves.
Now there is a natural ordering of the W -products of crossings derived from the orientation of a knot
as follows. LetW (z1, z2) andW (z3, z4) represent two pieces of curves where the piece of curve represented
by W (z1, z2) is before the piece of curve represented by W (z3, z4) according to the orientation of a knot.
Then the ordering of these two pieces of curves can be represented by the product W (z1, z2)W (z3, z4).
Now let 1 and 2 denote two W -products of crossings where we let 1 before 2 according to the orientation
of a knot. Then from the ordering of pieces of curves we have that the product 12 represents the ordering
of the two crossings 1 and 2.
Now let a knot diagram of a knot K be given. Let the crossings of this knot diagram be denoted
by 1, 2, · · ·, n and let this knot diagram be characterized by the sequence of crossings 123 · · · n which is
formed according to the orientation of this knot diagram. On the other hand let us for simplicity also
denote the corresponding W -products of crossings by 1, 2, · · ·, n. Then the whole product of W -products
of crossings 123 · · · n represents the sequence 123 · · · n of crossings which is identified with the the knot
diagram. This whole product 123 · · · n of W -products of crossings is the generalized Wilson loop of the
knot diagram and we denote it by W (K). In the following let us show that this generalized Wilson loop
W (K) has the circling property of the sequences of crossings of the knot diagram. It then follows that
this generalized Wilson loop represents all the properties of the sequence 123 · · ·n of crossings of the knot
diagram. Then since this sequence 123 · · · n of crossings of the knot diagram is identified with the knot
diagram we have that this generalized Wilson loop W (K) can be identified with the knot diagram. We
have the following theorem.
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Theorem 6 Each knot K can be faithfully represented by its generalized Wilson loop W (K) in the sense
that if two knot diagrams have the same generalized Wilson loop then these two knot diagrams must be
topologically equivalent.
Proof. Let us show that the generalized Wilson loopW (K) of a knot diagram of K has the circling prop-
erty. Let us consider a product W (z1, z2)W (z3, z4) where we first let z1, z2, z3 and z4 be all independent.
By solving the two KZ equations as shown in the above sections we have
W (z1, z2)W (z3, z4) = e
−tˆ log[±(z3−z1)]Aetˆ log[±(z2−z4)] (112)
where the initial operator A is a 4-tensor as shown in the above sections. The sign ± in (112) reflects
that solutions of the KZ equations are complex multi-valued functions. (We remark that the 4-tensor
initial operator A in general may not commute with Φ±(z1 − z2) = e
−tˆ log[±(z1−z2)] and Ψ±(z1 − z2) =
etˆ log[±(z1−z2)]).
Then the interchange of W (z1, z2) and W (z3, z4) corresponds to that z1 and z3 interchange their
positions and z2 and z4 interchange their positions respectively. This interchange gives a pair of sign
changes:
(z3 − z1)→ (z1 − z3) and (z2 − z4)→ (z4 − z2) (113)
From this we have that W (z3, z4)W (z1, z2) is given by
W (z3, z4)W (z1, z2) = e
−tˆ log[±(z1−z3)]Aetˆ log[±(z4−z2)] (114)
Now let us set z2 = z3 and z1 = z4 such that the two products in (112) and (114) form a closed loop.
In this case we have that the initial operator A is reduced from a 4-tensor to a 2-tensor and that Φ± and
Ψ± act on A by the usual matrix operation where A, Φ± and Ψ± are matrices of the same dimension. In
this case we have that A commutes with Φ± and Ψ± since Φ± and Ψ± are Casimir operators on SU(2).
Let us take a definite choice of branch such that the sign change z3−z1 → z1−z3 gives a iπ difference
from the multivalued function log. Then we have that Φ±(z3−z1) = RΦ±(z1−z3). Then sinceW (z1, z2)
andW (z3, z4) represent two lines with z1, z2 and z3, z4 as starting and ending points respectively we have
that the sign change z2 − z4 → z4 − z2 also gives the same iπ difference from the multivalued function
log. Thus we have that Ψ±(z4− z2) = R
−1Ψ±(z2− z4). It follows from this pair of sign changes and that
A commutes with Φ± and Ψ± we have that W (z1, z2)W (z3, z4) = W (z3, z4)W (z1, z2) when z2 = z3 and
z1 = z4. This proves the simplest circling property of generalized Wilson loops.
We remark that in the above proof the pair of sign changes gives two factors R and R−1 which cancel
each other and gives the circling property. We shall later apply the same reason of pair sign changes to
get the general circling property. We also remark that the proof of this circling property is based on the
same reason as the derivation of the braiding formulas (94), (96) and (97) as shown in the above sections.
Let us consider a product of n quantum Wilson lines W (zi, z
′
i), i = 1, ..., n, with the property that the
end points zi, z
′
i of these quantum Wilson lines are connected to form a closed loop. From the analysis
in the above sections we have that this product is reduced from a tensor product to a 2-tensor. It then
follows from (83) that this product is of the following form:
∏
ij
Φ±(zi − zj)A
∏
ij
Ψ±(z
′
i − z
′
j) (115)
where the initial operator A is reduced to a 2-tensor and that the ± signs of Φ±(zi− zj) and Ψ±(zi− zj)
are to be determined. Then since Φ±(zi − zj) and Ψ±(zi − zj) commute with A we can write (115) in
the form ∏
ij
Φ±(zi − zj)
∏
ij
Ψ±(z
′
i − z
′
j)A (116)
where i 6= j. From this formula let us derive the general circling property as follows.
Let us consider two generalized Wilson lines denoted by 1 and 2 respectively. Here by the term
generalized Wilson line we mean a product of quantum Wilson lines with two open ends. As a simple
20
example let us consider the product W (z, z1)W (z2, z). By definition this is a generalized Wilson line
with two open ends z1 and z2 (z is not an open end). Suppose that the two open ends of 1 and 2 are
connected. Then we want to show that 12 = 21. This identity is a generalization of the above interchange
of W (z1, z2) and W (z3, z4) with z2 = z3 and z1 = z4.
Because 12 and 21 form closed loops we have that 12 and 21 are products of quantum Wilson lines
W (ui, uk) (where ui and uk denote some zp or wq where we use wq to denote crossing points) such that for
each pair of variables ui and uj appearing at the left side of W (ui, uk) and W (uj, ul) there is exactly one
pair of variables ui and uj appearing at the right side of W (uf , ui) and W (ug, uj). Thus in the formula
(116) (with the variables z, z′ in (116) denoted by variables u) we have that the factors Φ±(ui − uj) and
Ψ±(ui − uj) appear in pairs.
As in the above case we have that the interchange of the open ends of 12 and 21 interchanges 12 to
21. This interchange gives changes of the factors Φ±(ui − uj) and Ψ±(ui − uj) as follows.
Let z1 and z2 be the open ends of 1 and z3 and z4 be the open ends of 2 such that z1 = z4 and z2 = z3.
Consider a factor Φ±(z1−z3). The interchange of z1 and z3 interchanges this factor to Φ±(z3−z1). Then
there is another factor Ψ±(z2− z4). The interchange of z2 and z4 interchanges this factor to Ψ±(z4− z2).
Thus this is a pair of sign changes. By the same reason and the consistent choice of branch as in the
above case we have that the formula (116) is unchanged under this pair of sign changes.
Then let us consider a factor Φ±(ui − uj) of the form Φ±(z1 − uj) where ui = z1 and uj is not an
open end. Corresponding to this factor we have the factor Φ±(z3 − uj). Then under the interchange of
z1 and z3 we have that Φ±(z1−uj) and Φ±(z3−uj) change to Φ±(z3−uj) and Φ±(z1−uj) respectively
which gives no change to the formula (116). A similar result holds for the interchange of z2 and z4 for
factors Ψ±(z2 − uj) and Ψ±(z4 − uj).
It follows that under the interchange of the open ends of 1 and 2 we have the pairs of sign changes
from which the formula (116) is unchanged. This shows that 12 = 21.
Then we consider two generalized Wilson products of crossings which are products of crossings with
four open ends respectively. Let us again denote them by 1 and 2. Each such generalized Wilson crossing
can be regarded as the crossing of two generalized Wilson lines. Then the interchange of two open ends
of the two generalized lines of 1 with the two open ends of the two generalized lines of 2 respectively
interchanges 12 to 21. Then let us suppose that the open ends of these two Wilson products are connected
in such a way that the products 12 and 21 form closed loops. In this case we want to show that 12 = 21
which is a circling property of a knot diagram. The proof of this equality is again similar to the above
cases. In this case we also have that the interchange of the open ends of the two generalized Wilson
crossings gives pairs of sign changes of the factors Φ±(ui − uj) and Ψ±(ui − uj) in 12 and 21. Then by
using (116) we have 12 = 21.
Let us then consider two generalized Wilson products of crossings denoted by 1 and 2 with open ends
connected in such a way that two open ends of 1 (of the four open ends of 1) are connected to two open
ends of 2 to form a closed loop. We want to prove that 12 = 21. This will give the subcircling property.
Since a closed loop is formed we have that each open end of 1 or of 2 is connected to a closed loop. In
this case as the above cases we have that the products 12 is with the initial operator A being a 2-tensor
since the open ends of 1 or 2 do not cause A to be a tensor with tensor degree more than 2 by their
connection to the closed loop. Indeed, let z be an open end of 1 or 2. Then it is an end point of a
quantum Wilson line W (z, z′) which is a part of 1 and 2 such that z′ is on the closed loop formed by
1 and 2. Then we have that this quantum Wilson line W (z, z′) is connected with the closed loop at z′.
Since the loop is closed from the open end z we can go continuously along the closed loop to the open
end of other quantum Wilson lines connected to the closed loop. It follows that the open end z gives no
additional tensor degree to the initial operator A for the product 12 or 21 and that the initial operator
A is still as the initial operator for the closed loop that it is a 2-tensor. (This is the same reason that in
the above section on the computation of quantum Wilson loop we have that two quantum Wilson lines
W (z1, z2) and W (z2, z4) connected at z2 with two open ends z1 and z4 is with the same 2-tensor intial
operator A as the case that the two quantum Wilson lines W (z1, z2) and W (z2, z4) form a closed loop
with z1 = z4).
Now since A is a 2-tensor we have that A, Φ± and Ψ± are as matrices of the same dimension. In this
case we have that A commutes with Φ± and Ψ±. Then by interchange the open ends of 1 with open ends
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of 2 we interchange 12 to 21. This interchange again gives pairs of sign changes. Then since the initial
operator A commutes with Φ± and Ψ± we have that 12 = 21, as was to be proved. Then we let 12 and
21 be connected to another generalized Wilson product of crossing denoted by 3 to form a closed loop.
Then from 12 = 21 we have 312 = 321 and 123 = 213. This gives the subcircling property of generalized
Wilson loops. This subcircling property has been illustrated in the knot diagram of the fight-eight knot.
Then from a case in the above we also have the circling property 321 = 213 between 3 and 21.
Continuing in this way we have the circling or subcircling properties for generalized Wilson loops
whenever the open ends of a product of generalized Wilson lines or crossings are connected in such a way
that among the open ends a closed loop is formed. This shows that the generalized Wilson loop of a knot
diagram has the circling property of the knot diagram. With this circling property it then follows that
the generalized Wilson loop of a knot diagram completely describes the structure of the knot diagram.
Now since the generalized Wilson loop of a knot diagram is a complete copy of this knot diagram
we have that two knot diagrams which can be equivalently moved to each other if and only if the
corresponding generalized Wilson loops can be equivalently moved to each other. Thus we have that
if two knot diagrams have the same generalized Wilson loop then these two knot diagrams must be
equivalent. This proves the theorem. ⋄
Examples of generalized Wilson loops. As an example of generalized Wilson loops let us consider
the trefoil knots. Starting at z1 let the W-product of crossings be denoted by 1, 2 and 3. Then we have
the following circling property of the generalized Wilson loops of the trefoil knots:
123 = 123(1) = 231 = 231(2) = 312 = 312(3) = 123 = · · · (117)
As one more example let us consider the figure-eight knot. Starting at z1 let the W-product of crossings
be denoted by 1, 2, 3 and 4. Then we have the following circling property of the generalized Wilson loop
of the figure-eight knot:
1234 = 1234(2) = 1342 = 1342(1) = 3421 = 3421(4) = 3214 = 3214(3) = 2143
= 2143(1) = 2431 = 2431(2) = 4312 = 4312(3) = 4123 = 4123(4) = 1234 = · · ·
(118)
⋄
Definition. We may call a generalized Wilson loop of a knot diagram as a quantum knot since by
the above theorem this generalized Wilson loop is a complete copy of the knot diagram. ⋄
From the above theorem we have the following theorem.
Theorem 7 Let W (K) denote the generalized Wilson loop of a knot K. Then we can write W (K) in
the form R−mW (C) = R−mW (z1, z1) for some integer m where C denotes a trivial knot and W (C) =
W (z1, z1) denotes a Wilson loop on C with starting point z1 and ending point z1. From this form we
have that the trace TrR−m is a knot invariant which classifies knots. Thus knots can be classified by the
integer m.
Proof. Since a generalized Wilson loop W (K) is in a closed and connected form we have that a
generalized Wilson loop W (K) can be of the form (116). Thus from the multivalued property of the log
function and the two-side cancelation in (116) we have that W (K) can be of the following (multivalued)
form
W (K) = R−kA (119)
for some integer k, k = 0,±1,±2,±3, .... Furthermore for nontrivial knotK there are some factors R−ki of
R−k coming from the braidings of Wilson lines ( for which the generalized Wilson loop W (K) is formed)
by braiding operations such as (94) and (96). Thus we can write the integer k in the form k = m+ n for
some integer m and for some integer n, n = 0,±1,±2, ... where n is obtained by the two-side cancelations
in such a way that the cancelations are obtained when the Wilson lines of the knot diagram for K are
connected together to form a Wilson loop W (C) where C is a closed curve which is as an unknot and is
of the same form as the knot diagram for K when this knot diagram of K is considered only as a closed
curve in the plane (such that the upcrossings and undercrossings are changed to let K be the unknot C).
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From this we have W (C) = R−nA for n = 0,±1,±2, .... Thus W (K) can be written in the following
form for some m:
W (K) = R−mW (C) (120)
This number m is unique since if there is another number m1 such that W (K) = R
−m1W (C) then
we have the equality:
R−mW (C) =W (K) = R−m1W (C) (121)
This shows that R−m = R−m1 and thus m1 = m.
From (120) we also have
TrW (K) = TrR−mW (C) (122)
for some integer m and that TrR−mW (C) is a knot invariant.
Then let us show that the invariant TrR−mW (C) classifies knots. Let K1 and K2 be two knots with
the same invariant TrR−mW (C). Then K1 and K2 are both with the same invariant R
−mW (C) where
the trace is omitted. Then by the above formula (120) we have
W (K1) = R
−mW (C) =W (K2) (123)
Thus W (K1) and W (K2) can be transformed to each other. Thus K1 and K2 are equivalent. Thus the
invariant TrR−mW (C) classifies knots. It follows that the invariant TrR−m classifies knots and thus
knots can be classified by the integer m, as was to be proved. ⋄
13 More Computations of Knot Invariant
In this section let us give more computations of the knot invariant TrR−m. We shall show by computation
(with the chosen braiding formulae) that the fight-eight knot 41 is assigned with the number m = 3 and
two composite knots composed by two trefoil knots (with the names reef knot and granny knot and
denoted by 31 ⋆ 31 and 31 × 31 respectively) are assigned with the numbers −m = 4 and −m = 9
respectively. The computation is quite tedious. In the next section we shall have a more efficient way to
determine the integer m. Readers may skip this section for the first reading.
Let us first consider the figure-eight knot. From the figure of this knot in a above section we have
that the knot invariant of this knot is given by:
TrW (z6, w1)W (w1, z2)W (z1, w1)W (w1, z7)·
W (z2, w2)W (w2, z6)W (z5, w2)W (w2, z3)·
W (z8, w3)W (w3, z4)W (z3, w3)W (w3, z1)·
W (z4, w4)W (w4, z8)W (z7, w4)W (w4, z5)
(124)
In the above computation we have chosen z1 as the staring point (By the circling property we may choose
any point as the starting point). By repeatedly applying the braiding formulas (94),(96) and (97) we
have that this invariant is equal to:
TrR−3W (w2, z3)W (z8, w2)W (z3, z8) (125)
Then we have that (125) is equal to
TrW (z3, z8)R
−3W (w2, z)W (z, z3)W (z8, z1)W (z1, w2) (126)
where W (w2, z3) =W (w2, z)W (z, z3) with z being a point on the line represented by W (w2, z3) and that
W (z8, w2) = W (z8, z1)W (z1, w2). Since z1 is as the starting and ending point and is an intermediate
point we have the following braiding formula:
W (w2, z3)W (z8, w2)
= W (w2, z)W (z, z3)W (z8, z1)W (z1, w2)
= R−1W (z8, z1)W (z, z3)W (w2, z)W (z1, w2)
= R−1W (z8, z1)W (z1, w2)W (w2, z)W (z, z3)R
−1
= R−1W (z8, w2)W (w2, z3)R
−1
(127)
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Thus we have that (125) is equal to
TrW (z3, z8)R
−3R−1W (z8, w2)W (w2, z3)R
−1
= TrW (z3, z8)R
−4W (z8, z3)R
−1
=: TrW (z3, z8)R
−4W¯ (z8, z3)
(128)
Then in (128) we have that
W¯ (z8, z3)
= W (z8, z3)R
−1
= W (z8, z1)W (z1, w1)W (w1, z2)W (z2, z3)R
−1
= W (z8, z1)W (z2, z3)W (w1, z2)W (z1, w1)RR
−1
= W (z8, z1)W (z2, z3)W (w1, z2)W (z1, w1)
(129)
This shows that W¯ (z8, z3) is a generalized Wilson line. Then since generalized Wilson lines are with the
same braiding formulas as Wilson lines we have that by a braiding formula similar to (127) (for z1 as the
starting and ending point and as an intermediate point) the formula (128) is equal to:
TrR−4W¯ (z8, z3)W (z3, z8)
= TrR−4RW (z3, z8)W¯ (z8, z3)R
= TrR−3W (z3, z8)W (z8, z3)
= TrR−3W (z3, z3)
(130)
where the first equality is by a braiding formula which is similar to the braiding formula (127). This is
the knot invariant for the figure-eight knot and we have that m = 3 for this knot.
Let us then consider the composite knot 31 ⋆ 31 in Fig.4. The trace of the generalized loop of this
knot is given by (In Fig.4 one of the two w3 should be w
′
1):
TrW (z4, w1)W (w1, z2)W (z1, w1)W (w1, z5)·
W (z2, w2)W (w2, z6)W (z5, w2)W (w2, z3)·
W (z3, w
′
1)W (w
′
1, z
′
5)W (z
′
4, w
′
1)W (w
′
1, z
′
2)·
W (z
′
5, w
′
2)W (w
′
2, z
′
3)W (z
′
2, w
′
2)W (w
′
2, z
′
6)·
W (z
′
3, w
′
3)W (w
′
3, z
′
1)W (z
′
6, w
′
3)W (w
′
3, z
′
4)·
W (z6, w3)W (w3, z4)W (z
′
1, w3)W (w3, z1)
(131)
Fig.4
By repeatedly applying braiding formula (97) we have that this invariant is equal to
TrW (z1, w
′
2)W (z5, z1)W (w
′
2, z5)
= TrW (z1, w2)W (w2, w
′
2)W (z5, w2)W (w2, z1)W (w
′
2, z5)
= TrW (z1, w2)W (w2, z1)W (z5, w2)W (w2, w
′
2)R
4W (w
′
2, z5)
(132)
where the braiding of W (w2, z1) and W (w2, w
′
2) gives R
4. This braiding formula comes from the fact
that the Wilson line W (w2, w
′
2) represents a curve with end points w2 and w
′
2 such that one and a half
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loop is formed which cannot be removed because the end point w
′
2 is attached to this curve itself to form
the closed loop. This closed loop gives a 3π phase angle which is a topological effect. Thus while the
usual braiding of two pieces of curves gives R which is of a π phase angle we have that the braiding of
W (w2, z1) and W (w2, w
′
2) gives R and an additional 3π phase angle and thus gives R
4.
Then we have that (131) is equal to
TrW (w
′
2, z5)W (z1, w2)W (w2, z1)W (z5, w2)W (w2, w
′
2)R
4
= TrW (w
′
2, z5)W (z1, w2)RW (z5, w2)W (w2, z1)R
−1W (w2, w
′
2)R
4
= TrW (w
′
2, z5)W (z1, w2)RW (z5, z1)R
−1W (w2, w
′
2)R
4
= TrRW (z1, w2)W (w
′
2, z5)W (z5, z1)R
−1W (w2, w
′
2)R
4
= TrRW (z1, w2)W (w
′
2, z1)R
−1W (w2, w
′
2)R
4
= TrW (w
′
2, z1)W (z1, w2)W (w2, w
′
2)R
4
= TrW (w
′
2, w2)W (w2, w
′
2)R
4
= TrW (w
′
2, w
′
2)R
4
(133)
This is the invariant of 31 ⋆ 31. Thus we have that −m = 4 for 31 ⋆ 31.
Let us then consider the composite knot 31 × 31 in Fig.5. We have that the trace of the generalized
Wilson loop of 31 × 31 is given by (In Fig.5 one of the two w3 should be w
′
1):
TrW (z4, w1)W (w1, z2)W (z1, w1)W (w1, z5)·
W (z2, w2)W (w2, z6)W (z5, w2)W (w2, z3)·
W (z
′
4, w
′
1)W (w
′
1, z
′
2)W (z3, w
′
1)W (w
′
1, z
′
5)·
W (z
′
2, w
′
2)W (w
′
2, z
′
6)W (z
′
5, w
′
2)W (w
′
2, z
′
3)·
W (z
′
6, w
′
3)W (w
′
3, z
′
4)W (z
′
3, w
′
3)W (w
′
3, z
′
1)·
W (z6, w3)W (w3, z4)W (z
′
1, w3)W (w3, z1)
(134)
Fig.5
By repeatedly applying braiding formulas (94), (96) and (97) we have that this invariant is equal to
TrRW (z
′
1, w1)R
2W (z
′
4, z
′
6)W (w1, z
′
4)W (z
′
6, z
′
1) (135)
where the quantum Wilson line W (w1, z
′
4) represents the piece of curve which starts at w1 and goes
through z5, z6, z1 and ends at z
′
4. This curve includes a one and a half loop which cannot be removed
since w1 is attached to this curve to form the loop. This is of the same case as that in the knot 31 ⋆ 31.
This is a topological property which gives a 3π phase angle.
We have that (135) is equal to
TrRW (z
′
1, w1)R
2W (z
′
4, w
′
1)W (w
′
1, z
′
6)W (w1, w
′
1)W (w
′
1, z
′
4)W (z
′
6, z
′
1) (136)
where the piece of curve represented by quantum Wilson line W (w1, w
′
1) also contains the closed loop.
Now let this knot 31 × 31 be starting and ending at z
′
6. Then by the braiding formula on W (w1, w
′
1) and
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W (z
′
4, w
′
1) as in the case of the knot 31 ⋆ 31 we have that (136) is equal to
TrRW (z
′
1, w1)R
2
R4W (w1, w
′
1)W (w
′
1, z
′
6)W (z
′
4, w
′
1)W (w
′
1, z
′
4)W (z
′
6, z
′
1)
= TrRW (z
′
1, w1)R
6
W (w1, w
′
1)RW (z
′
4, w
′
1)W (w
′
1, z
′
6)R
−1W (w
′
1, z
′
4)W (z
′
6, z
′
1)
= TrRW (z
′
1, w1)R
6
W (w1, w
′
1)RW (z
′
4, z
′
6)R
−1W (w
′
1, z
′
4)W (z
′
6, z
′
1)
= TrRW (z
′
1, w1)R
6
W (w1, w
′
1)RW (z
′
4, z
′
6)W (z
′
6, z
′
1)W (w
′
1, z
′
4)R
−1
= TrRW (z
′
1, w1)R
6
W (w1, w
′
1)RW (z
′
4, z
′
1)W (w
′
1, z
′
4)R
−1
= TrW (z
′
1, w1)R
6W (w1, w
′
1)RW (z
′
4, z
′
1)W (w
′
1, z
′
4)
(137)
where we have repeatedly applied the braiding formula (97).
Now let z
′
4 be the starting and ending point. Then we have that (137) is equal to
TrW (z
′
1, w1)R
6W (w1, w
′
1)W (w
′
1, z
′
4)W (z
′
4, z
′
1)R
= TrW (z
′
1, w1)R
6W (w1, z
′
1)R
= TrW (z
′
1, w1)R
6W (w1, w
′
1)W (w
′
1, z
′
4)W (z
′
4, w
′
1)W (w
′
1, z
′
1)R
= TrW (z
′
1, w1)R
6W (w1, w
′
1)W (w
′
1, z
′
1)W (z
′
4, w
′
1)W (w
′
1, z
′
4)
=: TrW (z
′
1, w1)R
6W¯ (w1, z
′
1)
= TrR6W¯ (w1, z
′
1)W (z
′
1, w1)
(138)
where W¯ (w1, z
′
1) denotes the following generalized Wilson line:
W (w1, w
′
1)W (w
′
1, z
′
1)W (z
′
4, w
′
1)W (w
′
1, z
′
4) (139)
Then by the same braiding formula for generalized Wilson lines as that for Wilson lines (with z
′
4 as the
starting and ending point and as an intermediate point) we have that (138) is equal to:
TrR6W¯ (w1, z
′
1)W (z
′
1, w1)
= TrR6RW (z
′
1, w1)W¯ (w1, z
′
1)R
= TrR6RW (z
′
1, w1)W (w1, z
′
1)RR
= TrR9W (z
′
1, z
′
1)
(140)
This is the knot invariant for the knot 31 × 31. Thus we have that −m = 9 for the knot 31 × 31. Then
we have that the image of 31 × 31 is with the knot invariant TrR
−9W (z
′
1, z
′
1).
14 A Classification Table of Knots I
In the above sections the computations of the knot invariant TrR−m is tedious. In this section let us use
another method to determine the integer m without carrying out the tedious computations. We shall use
only the connected sum operation on knots to find out the integer m. For simplicity we use the positive
integer |m| to form a classification table of knots where m is assigned to a knot while −m is assigned to
its mirror image if the knot is not equivalent to its mirror image. Our main references on the connected
sum operation on knots are [34]-[39].
Let ⋆ denote the connected sum of two knots such that the resulting total number of alternating
crossings is equal to the sum of alternating crossings of each of the two knots minus 2. As an example
we have the reef knot (or the square knot) 31 ⋆ 31 which is a composite knot composed with the knot 31
and its mirror image as in Fig.4. This square knot has 6 crossings and 4 alternating crossings. Then let
× denote the connected sum for two knots such that the resulting total number of alternating crossings
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is equal to the sum of alternating crossings of each of the two knots. As an example we have the granny
knot 31 × 31 which is a composite knot composed with two identical knots 31 as in Fig.5 (For simplicity
we use one notation 31 to denote both the trefoil knot and its mirror image though these two knots are
nonequivalent). This knot has 6 alternating crossings which is equal to the total number of crossings.
We have that the two operations ⋆ and × satisfy the commutative law and the associative law [34]-[39].
Further for each knot there is a unique factorization of this knot into a ⋆ and × operations of prime knots
which is similar to the unique factorization of a number into a product of prime numbers [34]-[39]. We
shall show that there is a deeper connection between these two factorizations.
We shall show that we can establish a classification table of knots where each knot is assigned with a
number such that prime knots are bijectively assigned with prime numbers such that the prime number
2 corresponds to the trefoil knot (The trefoil knot will be assigned with the number 1 and is related to
the prime number 2). We have shown by computation that the knot 31 is with m = 1, the knot 41 is
with m = 3. Thus there are no knots assigned with the number 2 since other knots are with crossings
more than these two knots. We have shown by computation that the knot 31 ⋆ 31 is assigned with the
number 4. Thus we have 1 ⋆ 1 = 4 (Since knots are assigned with integers we may regard the ⋆ and
× as operations on the set of numbers). This shows that the number 1 plays the role of the number 2.
Thus while the knot 31 is with m = 1 we may regard this m = 1 is as the even prime number 2. We
shall have more to say about this phenomenon of 1 and 2. This phenomenon reflects that the operation
⋆ has partial properties of addition and multiplication where m = 1 is assigned to 31 for addition while
31 plays the role of 2 is for multiplication. The aim of this section is to find out a table of the relation
between knots and numbers by using only the operations ⋆ and × on knots and by using the following
data as the initial step for induction:
Initial data for induction: The prime knot 31 is assigned with the number 1 and it also plays the
role of 2. This means that the number 2 is not assigned to other knots and is left for the prime knot 31.
⋄
Remark. We shall say that the prime knot 31 is assigned with the number 1 and is related to the
prime number 2. ⋄
We shall give an induction on the number n of 2n for establishing the table. For each induction step on
n because of the special role of the trefoil knot 31 we let the composite knot 31
n obtained by repeatedly
taking ⋆ operation n− 1 times on the trefoil knot 31 be assigned with the number 2
n in this induction.
Let us first give the following table relating knots and numbers up to 25 as a guide for the induction
for establishing the whole classification table of knots:
Type of Knot Assigned number |m| Type of Knot Assigned number |m|
31 1 63 17
2 31 × 41 18
41 3 71 19
31 ⋆ 31 4 41 ⋆ 51 20
51 5 41 ⋆ (31 ⋆ 41) 21
31 ⋆ 41 6 41 ⋆ 52 22
52 7 72 23
31 ⋆ 31 ⋆ 31 8 31 ⋆ (31 × 31) 24
31 × 31 9 31 ⋆ (31 ⋆ 51) 25
31 ⋆ 51 10 31 ⋆ 61 26
61 11 31 ⋆ (31 ⋆ 52) 27
31 ⋆ 52 12 31 ⋆ 62 28
62 13 73 29
41 ⋆ 41 14 (31 ⋆ 31) ⋆ (31 ⋆ 41) 30
41 ⋆ (31 ⋆ 31) 15 74 31
(31 ⋆ 31) ⋆ (31 ⋆ 31) 16 (31 ⋆ 31) ⋆ (31 ⋆ 31 ⋆ 31) 32
From this table we see that the ⋆ operation is similar to the usual multiplication · on numbers. Without
the × operation this ⋆ operation would be exactly the usual multipilcation on numbers if this ⋆ operation
27
is regarded as an operation on numbers. From this table we see that comparable composite knots (in a
sense from the table and we shall discuss this point later) are grouped in each of the intervals between two
prime numbers. It is interesting that in each interval composite numbers are one-to-one assigned to the
comparable composite knots while prime numbers are one-to-one assigned to prime knots. Here a main
point is to introduce the × operation while keeping composite knots correspond to composite numbers
and prime knots correspond to prime numbers. To this end we need to have rooms at the positions of
composite numbers for the introduction of composite knots obtained by the × operation. We shall show
that these rooms can be obtained by using the special property of the trefoil knot which is assigned with
the number 1 (for the addition property of the ⋆ and × operations) while this trefoil knot is similar to
the number 2 for the multiplication property of the ⋆ operation.
Let us then carry out the induction steps for obtaining the whole table. To this end let us investigate
in more detail the above comparable properties of knots. We have the following definitions and theorems.
Definition. We write K1 < K2 if K1 is before K2 in the ordering of knots; i.e. the number assigned
to K1 is less than the number assigned to K2.
Definition (Preordering). Let two knots be written in the form K1 ⋆ K2 and K1 ⋆ K3 where we
have determined the ordering of K2 and K3. Then we say that K1 ⋆K2 and K1 ⋆K3 are in a preordering
in the sense that we put the ordering of these two knots to follow the ordering of K2 and K3. If this
preordering is not changed by conditions from other preorderings on these two knots (which are from
other factorization forms of these two knots) then this preordering becomes the ordering of these two
knots. We shall see that this preordering gives the comparable property in the above table. ⋄
Remark. a) If K1 is the unknot then we have K1 ⋆ K2=K2 and K1 ⋆ K3=K3 and thus the ordering
of K1 ⋆ K2 and K1 ⋆ K3 follows the ordering of K2 and K3.
b) We can also similarly define the preordering of two knots K1 × K2 and K1 × K3 with the ×
operation. ⋄
We have the following theorem.
Theorem 8 Consider two knots of the form K1 ⋆K2 and K1 ⋆K3 where K1, K2 and K3 are prime knots
such that K2 < K3. Then we have K1 ⋆ K2 < K1 ⋆ K3.
Proof. Since K1, K2 and K3 are prime knots there are no other factorization forms of the two knots
K1 ⋆K2 and K1 ⋆K3. Thus these two forms of the two knots are the only way to give preordering to the
two knots and thus there are no other conditions to change the preordering given by this factorization
form of the two knots. Thus we have that K2 < K3 implies K1 ⋆ K2 < K1 ⋆ K3. ⋄
Theorem 9 Suppose two knots are written in the form K1 ⋆ K2 and K1 ⋆ K3 for determining their
ordering and that the other forms of these two knots are not for determining their ordering. Suppose that
K2 < K3. Then we have K1 ⋆ K2 < K1 ⋆ K3.
Proof. The proof of this theorem is similar to the proof of the above theorem. Since the other factor-
ization forms are not for the determination of the ordering of the two knots in the factorization form
K1 ⋆K2 and K1 ⋆K3 we have that the preordering of these two knots in this factorization form becomes
the ordering of these two knots. Thus we have K1 ⋆ K2 < K1 ⋆ K3. ⋄
As a generalization of theorem 8 we have the following theorem.
Theorem 10 Let two knots be of the form K1 ⋆ K2 and K1 ⋆ K3 where K2 and K3 are prime knots.
Suppose that K2 < K3. Then we have K1 ⋆ K2 < K1 ⋆ K3.
Proof. We have the preordering that K1 ⋆K2 is before K1 ⋆K3. Then since K2 and K3 are prime knots
we have that the other preordering of K1⋆K2 and K1⋆K3 can only from the factorization of K1. Without
loss of generality let us suppose that K1 is of the form K1 = K4 ⋆K5 where K4 < K5 and K4 and K5 are
prime knots. Then we have the factorization K1 ⋆ K2 = K4 ⋆ (K5 ⋆ K2) and K1 ⋆ K3 = K5 ⋆ (K4 ⋆ K3).
This factorization is the only factorization that might change the preordering that K1 ⋆ K2 is before
K1 ⋆ K3. Then if K2 6= K4 or K3 6= K5 with this factorization the two knots K1 ⋆ K2 and K1 ⋆ K3 are
noncomparable in the sense that this factorization gives no preordering property and that the ordering
of these two knots is determined by other conditions. Thus this factorization of K1 ⋆ K2 and K1 ⋆ K3 is
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not for the determination of the ordering of K1 ⋆ K2 and K1 ⋆ K3. Thus the preordering that K1 ⋆ K2
is before K1 ⋆ K3 is the ordering of K1 ⋆ K2 and K1 ⋆ K3. On the other hand if K2 = K4 and K3 = K5
then this factorization gives the same preordering that K1 ⋆K2 is before K1 ⋆K3. Thus for this case the
preordering that K1 ⋆ K2 is before K1 ⋆ K3 is also the ordering of K1 ⋆ K2 and K1 ⋆ K3. Thus we have
K1 ⋆ K2 < K1 ⋆ K3. ⋄
In addition to the above theorems we have the following theorems.
Theorem 11 Consider two knots of the form K1 ×K2 and K1 ×K3 where K1, K2 and K3 are prime
knots such that K2 < K3. Then we have K1 ×K2 < K1 ×K3.
Proof. By using a preordering property for knots with × operation as similar to that for knots with ⋆
operation we have that the proof of this theorem is similar to the proof of the above theorems. ⋄
Theorem 12 Let two knots be of the form K1 ×K2 and K1 ×K3 where K2 and K3 are prime knots.
Suppose that K2 < K3. Then we have K1 ×K2 < K1 ×K3.
Proof. The proof of this theorem is also similar to the proof of the theorem 10. ⋄
Remark. These two theorems will be used for introducing and ordering knots involved with a ×
operation which will have the effect of pushing out composite knots with the property of jumping over
(to be defined) such that knots are assigned with a prime number if and only if the knot is a prime knot.
⋄
Remark. The above theorems on preordering are used to find out the ordering of knots.
Let us investigate more on the property of preordering. We consider the following
Definition (Preordering sequences). At the nth induction step let the prime knot 31 take a
⋆ operation with the previous (n − 1)th step. We call this obtained sequence of composite knots as a
preordering sequence. Thus from the ordering of the (n − 1)th step we have a sequence of composite
knots which will be for the construction of the nth step.
Then we let the prime knot 41 (or the knot assigned with a prime number which is 3 in the 2nd step
as can be seen from the above table) take a ⋆ operation with the previous (n− 2)th step. From this we
get a sequence of composite knots for constructing the nth step. Then we let the prime knots 51 and 52
(which are prime knots in the same step assigned with a prime number which is 5 or 7 in the 3rd step as
can be seen from the above table) take a ⋆ operation with the previous (n− 3)th step respectively. From
this we get two sequences for constructing the nth step.
Continuing in this way until the sequences are obtained by a prime knot in the (n− 1)th step taking
a ⋆ operation with the step n = 1 where the prime knot is assigned with a prime number in the (n− 1)th
step by induction (By induction each prime number greater than 2 will be assigned to a prime knot).
We call these obtained sequences of composite knots as the preordering sequences of composite knots
for constructing the nth step. Also we call the sequences truncated from these preordering sequences as
preordering subsequences of composite knots for constructing the nth step. ⋄
We first have the follwing lemma on preordering sequence.
Lemma 1 Let K be a knot in a preordering sequence of the nth step. Then there exists a room for this
K in the nth step in the sense that this K corresponds to a number in the nth step or in the (n − 1)th
step.
Proof. Let K be of the form K = 31⋆K1 where K1 is a knot in the previous (n−1)th step. By induction
we have that K1 is assigned with a number a which is the position of K1 in the previous (n− 1)th step.
Then since 31 corresponds to the number 2 we have that K corresponds to the number 2 · a in the nth
step (We remark that K may not be assigned with the number 2 · a). Thus there exists a room for this
K in the nth step.
Then let K be of the form K = 41⋆K2 where K2 is a knot in the previous (n−2)th step. By induction
we have that K2 is assigned with a number b which is the position of K2 in the previous (n− 2)th step.
Since 41 is by induction assigned with the prime number 3 we have 3 · b > 3 · 2
n−3 > 2 · 2n−3 = 2n−2.
Also we have 3 · b < 3 · 2n−2 < 22 · 2n−2 = 2n. Thus there exists a room for this K in the (n− 1)th step
or the nth step.
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Continuing in this way we have that this lemma holds. ⋄
Remark. By using this lemma we shall construct each nth step of the classification table by first
filling the nth step with the preordering subsequences of the nth step. ⋄
Remark. When the number corresponding to the knot K in the above proof is not in the nth step
we have that the knot K in the preordering sequences of the nth step has the function of pushing a knot
K ′ out of the nth step where this knot K ′ is related to a number in the nth step in order for the knot K
to be filled into the nth step.
As an example in the above table the knot K = 41 ⋆ 51 (related to the number 3 · 5) in a preordering
sequence of the 5th step pushes the knot K ′ = 51 ⋆ 51 related to the number 5 · 5 in the 5th step out of
the 5th step. This relation of pushing out is by the chain 3 · 5→ 2 · 2 · 5→ 5 · 5.
As another example in the above table the knot K = 31 ⋆ (31× 31) (correspoded to the number 2 · 9)
in a preordering sequence of the 5th step pushes the knot K ′ = 31 ⋆ (41 ⋆51) related to the number 2 ·3 ·5
in the 5th step out of the 5th step. This relation of pushing out is by the chain 2 ·9→ 2 ·2 ·2 ·3→ 2 ·3 ·5.
⋄
Lemma 2 For n ≥ 2 the preordering subsequences for the nth step can cover the whole nth step.
Proof. For n = 2 we have one preordering sequence with number of knots = 20 which is obtained by
the prime knot 31 taking ⋆ operation with the step n = 2− 1 = 1. In addition we have the knot 31 ⋆ 31
which is assigned at the position of 2n, n = 2 by the induction procedure. Then since the total rooms of
this step n = 2 is 21 we have that these two knots cover this step n = 2.
For n = 3 we have one preordering sequence with number of knots = 21 which is obtained by the
prime knot 31 taking ⋆ operation with the step 3 − 1 = 2. This sequence cover half of this step n = 3
which is with 23−1 = 22 rooms. Then we have one more preordering sequence which is obtained by the
knot 41 taking ⋆ operation with step n = 1 giving the number 2
0 = 1 of knots. This covers half of the
remaining rooms of the step n = 3 which is with 22−1 = 21 rooms. Then in addition we have the knot
31 ⋆ 31 which is assigned at the position of 2
n, n = 2 by the induction procedure. The total of these four
knots thus cover the step n = 3.
For the nth step we have one preordering sequence with the number of knots = 2n−2 which is obtained
by the prime knot 31 taking ⋆ operation with the n− 1th step. This sequence cover half of this nth step
which is with 2n−1 rooms. Then we have a preordering sequence which is obtained by the knot 41 taking
⋆ operation with the (n − 2)th step giving the number 2n−3 of knots. This covers half of the remaining
rooms of the nth step which is with the remaining 2n−2 rooms. Then we have one preordering sequence
obtained by picking a prime knot (e.g.51) which by induction is assigned with a prime number (e.g. the
number 5) taking ⋆ operation with the (n − 3)th step. Continue in this way until the knot 31
n is by
induction assigned at the position of 2n. The total number of these knots is 2n−1 and thus cover this nth
step. This proves the lemma. ⋄
Remark. Since there will have more than one prime number in the kth steps (k > 2) in the covering
of the nth step there will have knots from the preordering sequences in repeat and in overlapping.
These knots in repeat and in overlapping may be deleted when the ordering of the subsequences of the
preordering sequences has been determinated for the covering of the nth step.
Also in the preordering sequences some knots which are in repeat and are not used for the covering
of the nth step will be omitted when the ordering of the subsequences of the preordering sequences has
been determinated for the covering of the nth step. ⋄
Let us then introduce another definition for constructing the classification table of knots.
Definition (Jumping over of the first kind). At an induction nth step consider a knot K ′ and
the knot K = 31
n which is a ⋆ product of n knots 31. K
′ is said to jump over K, denoted by K ≺ K ′, if
exist K2 and K3 such that K
′ = K2 ⋆K3 and for any K0, K1 such that K = K0 ⋆K1 where K0, K1, K2
and K3 are not equal to 31 we have
2n0 < p1 · · · pn2 , 2
n1 > q1 · · · qn3 (141)
or vice versa
2n0 > p1 · · · pn2 , 2
n1 < q1 · · · qn3 (142)
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where 2n0 , 2n1 are the numbers assigned to K0 and K1 respectively (n0 + n1 = n) and
K2 = Kp1 ⋆ · · · ⋆ Kpn2 K3 = Kq1 ⋆ · · · ⋆ Kqn3 (143)
where Kpi , Kqj are prime knots which have been assigned with prime integers pi, qj respectively; and
the following inequality holds:
2n = 2n0+n1 > p1 · · · pn2 · q1 · · · qn3 (144)
Let us call this definition as the property of jumping over of the first kind. ⋄
We remark that the definition of jumping over of the first kind is a generalization of the above ordering
of 41 ⋆51 and 31 ⋆ 31 ⋆ 31 ⋆ 31 in the above table in the step n = 4 of 2
4. Let us consider some examples
of this definition. Consider the knots K ′ = K2 ⋆ K3 = 41 ⋆ 51 and K = 31 ⋆ 31 ⋆ 31 ⋆ 31. For any K0,
K1 which are not equal to 31 such that K = K0 ⋆K1 we have 2
n0 < 5 and 2n1 > 3 (or vice versa) where
3, 5 are the numbers of 41 and 51 respectively. Thus we have that (31 ⋆ 31) ⋆ (31 ⋆ 31) ≺ 41 ⋆ 51.
As another example we have that 31 ⋆ (31 ⋆ 31) ⋆ (31 ⋆ 31) ≺ 51 ⋆ 51, 41 ⋆ 41 ⋆ 41, and 31 ⋆ (41 ⋆ 51).
A Remark on Notation. At the nth step let a composite knot of the form K1 ⋆ K2 ⋆ · · · ⋆ Kq
where each Ki is a prime knot such that Ki is assigned with a prime number pi in the previous n − 1
steps. Then in general K1 ⋆K2 ⋆ · · · ⋆Kq is not assigned with the number p1 · · · pq. However with a little
confusion and for notation convenience we shall sometimes use the notation p1 · · · pn to denote the knot
K1 ⋆K2 ⋆ · · · ⋆Kq and we say that this knot is related to the number p1 · · · pn (as similar to the knot 31
which is related to the number 2 but is assigned with the number 1) and we keep in mind that the knot
K1 ⋆ K2 ⋆ · · · ⋆ Kq may not be assigned with the number p1 · · · pn. With this notation then we may say
that the composite number 3 · 5 jumps over the number 24 which means that the composite knot 41 ⋆ 51
jumps over the knot 31 ⋆ 31 ⋆ 31 ⋆ 31. ⋄
Definition (Jumping over of the general kind). At the nth step let a composite knot K ′ be
related with a number p1 · p2 · · · pm where the number p1 · p2 · · · pm is in the nth step. Then we say that
the knot K ′ (or the number p1 ·p2 · · ·pm) is of jumping over of the general kind (with respect to the knot
K in the definition of the jumping over of the first kind and we also write K ≺ K ′) if K satisfies one of
the following conditions:
1) K ′ (or the number related to K ′) is of jumping over of the first kind; or
2) There exists a pi (for simplicity let it be p1) and a prime number q such that p1 and q are in the
same step k for some k and q is the largest prime number in this step such that the numbers p1 · p2 · · · pm
and q · p2 · · · pm are also in the same step and that the knot K
′
q related with q · p2 · · · pm is of jumping
over of the first kind. ⋄
Remark. The condition 2) is a natural generalization of 1) that if K ′ and the knot K ′q are as in 2)
then they are both in the preordering sequences of an induction nth step or both not. Then since K ′q
is of jumping over into an (n + 1)th induction step and thus is not in the preordering sequences of the
induction nth step we have that K ′ is also of jumping over into this (n+ 1)th induction step (even if K ′
is not of jumping over of the first kind). This means that K ′ is of jumping over of the general kind. ⋄
Example of jumping over of the general kind. At an induction step let K ′ be represented by
11 · 5 · 5 (where we let p1 = 11) and let K
′
q be represented by 13 · 5 · 5 (where we let q = 13). Then K
′
q is
of jumping over of the first kind. Thus we have that K ′ is of jumping over (of the general kind). ⋄
We shall show that if K = 31
n ≺ K ′ then we can set K = 31
n < K ′. Thus we have, in the above
first example, (31 ⋆ 31) ⋆ (31 ⋆ 31) < 41 ⋆ 51 while 2
4 > 3 · 5. From this property we shall have rooms for
the introduction of the × operation such that composite numbers are assigned to composite knots and
prime numbers are assigned to prime knots. We have the following theorem.
Theorem 13 If K = 31
n ≺ K ′ then it is consistent with the preordering property that K = 31
n < K ′
for setting up the table.
For proving this theorem let us first prove the following lemma.
Lemma 3 The preordering sequences for the construction of the nth step do not have knots of jumping
over of the general kind.
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Proof of the lemma. It is clear that the preordering sequence obtained by the 31 taking a ⋆ operation
with the previous (n− 1)th step has no knots with the jumping over of the first kind property since 31
is corresponded with the number 2 and the previous (n− 1)th step has no knots with the jumping over
of the first kind property for this (n− 1)th step. Then preordering sequence obtained by the 41 taking a
⋆ operation with the previous (n− 2)th step has no knots with the jump over of the first kind property
since 41 is assigned with the number 3 and 3 < 2
2 and the previous (n − 2)th step has no knots with
the jumping over of the first kind property for this (n− 2)th step. Continuing in this way we have that
all the knots in these preordering sequences do not satisfy the property of jumping over of the first kind.
Then let us show that these preordering sequences have no knots with the property of jumping over of
the general kind. Suppose this is not true. Then there exists a knot with the property of jumping over of
the general kind and let this knot be represented by a number of the form p1 ·p2 · · ·pm as in the definition
of jumping over of the general kind such that there exists a prime number q and that p1 and q are in the
same step k for some k and q is the largest prime number in this step such that the numbers p1 · p2 · · · pm
and q · p2 · · · pm are also in the same step and the knot Kq represented by q · p2 · · · pm is of jumping over
of the first kind. Then since p1 and q are in the same step k we have that the two knots represented by
p1 · p2 · · · pm and q · p2 · · · pm are elements of two preordering sequences for the construction of the same
nth step. Now since we have shown that the preordering sequences for the construction of the nth step
do not have knots of jumping over of the first kind we have that this is a contradiction. This proves the
lemma. ⋄
Proof of the theorem. By the above lemma if K = 31
n ≺ K ′ then K ′ is not in the preordering
sequences for the nth step and thus is pushed out from the nth step by the preordering sequences for the
nth step and thus we have K = 31
n < K ′, as was to be proved. ⋄
Remark. We remark that there may exist knots (or numbers related to the knots) which are not
in the preordering sequences and are not of jumping over. An example of such special knot is the knot
41 ⋆ 51 ⋆ 51 related with 3 · 5 · 5 (but is not assigned with this number). ⋄
Definition. When there exists a knot which is not in the preordering sequences of the nth step and
is not of jumping over we put this knot back into the nth step to join the preordering sequences for the
filling and covering of the nth step if there are rooms to be filled in the nth step after the filling with
the preordering sequences. Let us call the preordering sequences together with the knots which are not
in the preordering sequences of the nth step and are not of jumping over as the generalized preordering
sequences (for the filling and covering of the nth step). ⋄
Remark. By using the generalized preordering sequences for the covering of the nth step we have
that the knots (or the number related to the knots) in the nth step pushed out of the nth step by the
generalized preordering sequences are just the knots of jumping over (of the general kind). ⋄
Then we also have the following theorem.
Theorem 14 At each nth step (n > 3) in the covering of the nth step (n > 3) with the generalized
preordering sequences there are rooms for introducing new knots with the × operations.
Proof. We want to show that at each nth step (n > 3) there are rooms for introducing new knots with
the × operations. At n = 4 we have shown that there is the room at the position 9 for introducing the
knot 31 × 31 with the × operation. Let us suppose that this property holds at an induction step n− 1.
Let us then consider the induction step n. For each n because of the relation between 1 and 2 for 31
as a part of the induction step n the number 2n is assigned to the knot 31
n which is a ⋆ product of n
31. Then we want to show that for this induction step n by using the ≺ property we have rooms for
introducing the × operation. Let K ′ be a knot such that 31
n−1 ≺ K ′ and K ′ = K2 ⋆ K3 is as in the
definition of ≺ of jumping over of the first kind such that p1 · · · pn2 · q1 · · · qn3 < 2
n−1 (e.g. for n− 1 = 4
we have K4 = 31 ⋆ 31 ⋆ 31 ⋆ 31 and K
′ = K2 ⋆K3 = 41 ⋆ 51). Then let us consider K
′′ = (31 ⋆K2) ⋆K3.
Clearly we have 31
n ≺ K ′′. Thus for each K ′ we have a K ′′ such that 31
n ≺ K ′′. Clearly all these K ′′
are different.
Then from K ′ let us construct more K ′′, as follows. Let K ′ be a knot of jumping over of the first
kind. Let p1 · · · pn2 and q1 · · · qn3 be as in the definition of jumping over of the first kind. Then as in the
definition of jumping over of the first kind (w.l.o.g) we let
2n0 < p1 · · · pn2 and 2
n1 > q1 · · · qn3 (145)
32
Then we have
2n0+1 < (2 · p1 · · · pn2)− 1 and 2
n1 > q1 · · · qn3 (146)
Also it is trivial that we have 2n0 < (2 · p1 · · · pn2) − 1 and 2
n1+1 > q1 · · · qn3 . This shows that
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n ≺ K ′′ := K2a ⋆K3 where K2a denotes the knot with the number (2 ·p1 · · ·pn2)−1 as in the definition
of jumping over of the first kind (We remark that this K ′′ corresponds to the knot 41 ⋆ (41 ⋆ 41) in the
above induction step where K2a = 41 ⋆ 41 is with the number 2 · 5− 1 = 3 · 3).
It is clear that all these more K ′′ are different from the above K ′′ constructed by the above method
of taking a ⋆ operation with 31. Thus there are more K
′′ than K ′. Thus at this nth step there are rooms
for introducing new knots with the × operations. This proves the theorem. ⋄
Remark. In the proof of the above theorem we have a way to construct the knots K ′′ by replacing
a number a with the number 2a− 1. There is another way of constructing the knots K ′′ by replacing a
number b with the number 2b + 1. For this way we need to check that the number related to K ′′ is in
the (n− 1)th step for K ′′ of jumping over into the nth step.
As an example let us consider the knot K ′ = 41 ⋆ 41 ⋆ 41 of jumping over into the 6th step with the
following data:
23 < 3 · 3 and 22 > 3 (147)
From this data we have:
23+1 < 2 · 3 · 3− 1 = 17 and 22 > 3 (148)
This data gives a knot K ′′ with the related number 3 · 17.
On the other hand from the data (147) we have:
23 < 3 · 3 and 22+1 > 2 · 3 + 1 (149)
Since (3 · 3)(2 · 3 + 1) = (2 · 5− 1)(2 · 3 + 1) = 2 · 5 · 2 · 3 + 2 · 2− 1 < 2 · 2 · 24 − 1 < 26 we have that the
knot K ′′ = 41 ⋆ 41 ⋆ 52 related with the number 3 · 3 · 7 is of jumping over into the 7th step (We shall
show that 52 is assigned with the number 7). ⋄
Remark. The above theorem shows that at each nth step there are rooms for introducing new knots
with the × operations and thus we may establish a one-to-one correspondence of knots and numbers
such that prime knots are bijectively assigned with prime numbers. Further to this theorem we have the
following main theorem:
Theorem 15 A classification table of knots can be formed (as partly described by the above table up to
2n with n = 5) by induction on the number 2n such that knots are one-to-one assigned with an integer
and prime knots are bijectively assigned with prime numbers such that the prime number 2 corresponds
to the trefoil knot. This assignment is onto the set of positive integers except 2 where the trefoil knot is
assigned with 1 and is related to 2 and at each nth induction step of the number 2n there are rooms for
introducing new knots with the × operations only.
Further this assignment of knots to numbers for the nth induction step effectively includes the deter-
mination of the distribution of prime numbers in the nth induction step and is by induction determined
by this assignment for the previous n− 1 induction steps.
Furthermore this assignment of knots to numbers for the nth induction step is by induction formed
by the assignments (or structures) of the previous steps which are as the preordering sequences in the
forming of the assignment (or structure) of the nth induction step such that the preordering sequences
are arranged consistently with the ordering in the forming of the assignment (or structure) of the nth
induction step. Thus all the properties of the structures of the previous steps are extended as properties
of the structure of the nth induction step.
Remark. Let us also call this assignment of knots to numbers as the structure of numbers obtained
by assigning numbers to knots. This structure of numbers is the original number system together with
the one-to-one assignment of numbers to knots.
Proof. By the above lemmas and theorems we have that the generalized preordering sequences have
the function of pushing out those composite knots of jumping over from the nth step. It follows that
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for step n > 3 there must exist chains of transitions whose initial states are composite knots in repeat
(to be replaced by the new composite knots with the × operations only); or the knots jumping over into
this nth step from the previous (n − 1)th step or the knots in the preordering sequences with the ×
operations; such that the composite knots of jumping over are pushed out from the nth step by these
chains. These chains are obtained by ordering the subsequences of the preordering sequences such that
the preordering property holds in the nth step. Further the intermediate states of the chains must be
positions of composite numbers. This is because that if a chain is transited to an intermediate state
which is a position of prime number then there are no composite knots related with this prime number
and thus this chain can not be transited to the next state and is stayed at the intermediate state forever
and thus the chain can not push out the composite knot of jumping over. Then when a composite knot
is transited to the position of an intermediate state (which is a position of composite number as has just
been proved) this knot is definitely assigned with this composite number. Then when a composite knot
which is in repeat is transited to the position of an intermediate state this knot is also definitely assigned
with this composite number. It follows that when the chains are completed we have that the ordering of
the subsequences of preordering sequences is determined.
Then the remaining knots (which are not at the transition states of the chains) which are not in repeat
are definitely assigned with the number of the position of these knots in the nth step. For these knots
the numbers of positions assigned to them are just the number related to them respectively.
Then the remaining knots (which are not at the transition states of the chains) which are in repeat
must be replaced by new prime knots because of the repeat and that no other composite knots related with
numbers in this nth step in the generalized preordering sequences can be used to replace the remaining
knots. This means that the numbers of the positions of these remaining knots in repeat are prime numbers
in this nth step. This is because that if the number of the position assigned to the new prime knot is a
composite number then the composite knot related with this composite number is either in a transition
state or is not in transition. If the composite knot is not in transition then the composite number related
to this composite knot is just the number assigning to this composite knot and since this number is also
assigned to the new prime knot that this is a contradiction. Then if this composite knot is in transition
state then this means that the remaining knot is also in transition state and this is a contradiction since
by definition the remaining knot is not at the transition states of the chains.
Thus prime numbers in the nth step are assigned and are only assigned to prime knots which replace
the remaining knots in repeat in the nth step. Thus from the preordering sequences we have determined
the positions (i.e. the distribution) of prime numbers in the nth step. Now since the preordering sequences
are constructed by the previous steps we have shown that the basic structure (in the sense of above proof)
of this assignment of knots with numbers for the nth step (including the determination of the distribution
of prime numbers in the nth step) is determined by this assignment of knots with numbers for the previous
n− 1 steps. In other words we have that the basic structure of the nth induction step is determined by
the structure of the previous n− 1 steps.
In summary, we have shown that the basic structure of the nth induction step is formed by the
structures of the previous steps which are as the preordering sequences in the forming of the structure of
the nth induction step such that the preordering sequences are arranged consistently with the ordering
in the forming of the structure of the nth induction step.
To complete the proof of this theorem let us show that at each nth induction step (n > 3) there
are rooms for introducing new composite knots with the × operations only and we can determine the
ordering of these composite knots with the × operations only in each nth induction step.
In the above proof we have shown that the basic structure of the nth induction step is determined by
the structure of the previous steps such that the positions of the composite knots with the × operations
only in the nth induction step are determined by the structures of the previous steps. Then by the
preordering of these composite knots with the × operations only (with the ⋆ operation replaced by the
× operation), these positions can be fitted for the correct composite knots with the × operations only
constructed (by the × operations) by knots in the previous steps, just as the preordering of those com-
posite knots with the ⋆ operations in the previous steps. Thus for this nth induction step the introducing
and ordering of composite knots with the × operations only is also determined by the structures of the
previous n− 1 steps.
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Since the basic structure of the nth induction step is formed by the structures of the previous steps
which are as the preordering sequences in the forming of the structure of the nth induction step such
that the preordering sequences are arranged consistently with the ordering in the forming of the structure
of the nth induction step, and that the structure of an induction step consists of the properties of the
structure of this induction step, we have that all the properties of the structures of the previous steps are
extended as properties of the structure of the nth induction step.
Thus the ordering properties of composite knots with the × operations only in the previous steps are
extended as ordering properties of the composite knots with the × operations only in the nth induction
step. (These ordering properties of the composite knots with the × operations only can be used to find
out the correct composite knots with the × operations only to be assigned at the correct positions in the
nth step).
With this fact let us then show that at each nth induction step (n > 3) there are rooms for introducing
new composite knots with the × operations only. As in the proof of the theorem 14 we first construct
more K ′′ by the method following (145). Let us start at the step n = 4. For this step we have the knot
K ′ = 41 ⋆ 51 jumps over into the step n = 5. For this K
′ we have the following data as in (145):
22 < 5 and 22 > 3 (150)
From (150) we construct a K ′′ for the step n = 5 by the following data:
22+1 < 2 · 5− 1 = 3 · 3 and 22 > 3 (151)
This data gives one more K ′′ = 41 ⋆ 41 ⋆ 41. Then from (150) we construct one more K
′′ for the step
n = 5 by the following data:
23 > 5 and 21+1 < 2 · 3− 1 = 5 (152)
This data gives one more K ′′ = 51 ⋆ 51. Thus in this step n = 5 there are two rooms for the two
knots K ′ = 41 ⋆ 51 and 31 ⋆ (31 × 31) coming from the preordering sequences and there exists exactly
one room for introducing a new composite knot with the × operations only (Recall that we also have a
K ′′ = 31 ⋆ 41 ⋆ 51). From the ordering of knots in the previous steps we determine that 31 × 41 is the
composite knot with the × operations only for this step. Thus at the 4th and 5th steps we can and only
can introduce exactly one composite knot with the × operations only and they are the knots 31 × 31
and 31 × 41 respectively. This shows that at the 4th and the 5th steps we can determine the number
of prime knots with the minimal number of crossings = 3 and = 4 respectively (These two prime knots
are denoted by 31 and 41 respectively and we do not distinguish knots with their mirror images for this
determination of the ordering of knots with the × operations only. This also shows that there are rooms
for introducing new composite knots with the × operations only in the 4th and 5th steps).
Then since this property is extended as a property in the 6th step we can thus determine that the
6th step is a step for introducing new composite knots with the × operations only of the form 31 × 5(·)
where 5(·) denotes a prime knot with the minimal number of crossings = 5 (and thus there are rooms for
introducing new composite knots with the × operations only in this 6th step). Also since the properties
in the 4th and 5th steps are extended as properties in the 6th step we can determine the number of prime
knots with the minimal number of crossings = 5 by the knots of the form 31×5(·) as this is a property of
knots with the × operations only in the 4th and 5th steps (In the classification table in the next section
we show that there are exactly two composite knots of the form 31 × 51 and 31 × 52 in the 6th step
whose ordering are determined by the preordering property of knots and the structure of the 6th step.
This thus shows that there are exactly two prime knots with the minimal number of crossings = 5 and
they are denoted by 51 and 52 respectively).
Then since the properties of the 4th, 5th and 6th steps are extended as properties in the 7th step we
can determine that the 7th step is a step for introducing new composite knots with the × operations only
of the form 31 × 6(·) where 6(·) denotes a prime knot with the minimal number of crossings = 6 (and
thus there are rooms for introducing new composite knots with the × operations only in this 7th step).
Also since the properties in the 4th, 5th and 6th steps are extended as properties in the 7th step we can
determine the number of prime knots with the minimal number of crossings = 6 by the knots of the form
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31 × 6(·) as this is a property of knots with the × operations only in the 4th, 5th and 6th steps (In the
classification table in the next section we show that there are exactly three composite knots of the form
31× 61, 31× 62 and 31× 63 in the 7th step whose ordering are determined by the preordering property
of knots and the structure of the 7th step. This thus shows that there are exactly three prime knots with
the minimal number of crossings = 6 and they are denoted by 61, 62 and 63 respectively).
Continuing in this way we thus have that at each nth induction step (n > 3) we can determine the
number of prime knots with the minimal number of crossings = n−1 and there are rooms for introducing
new composite knots with the × operations only. This proves the theorem. ⋄
Example. Let us consider the above classification table up to 25 (with n up to 5) as an example. For
the induction step at n = 2 (or at 22) we have one preordering sequence obtained by letting 31 to take
a ⋆ operation with the step n = 1 (For the step n = 1 the number 21 is related to the trefoil knot 31):
31 ⋆ 31. Then we fill the step n = 2 with this preordering sequence and we have the following ordering
of knots for this step n = 2:
31 ⋆ 31,31 ⋆ 31 (153)
where the first 31 ⋆31 placed at the position 3 is the preordering sequence while the second 31 ⋆31 placed
at the position 22 is required by the induction procedure. For this step there is no numbers of jumping
over. Then we have that the first 31 ⋆ 31 is a repeat of the second 31 ⋆ 31. Thus this repeat one must be
replaced by a new prime knot. Let us choose the prime knot 41 to be this new prime knot since 41 is the
smallest of prime knots other than the trefoil knot. Then this new prime knot must be at the position
of a prime number, as we have proved in the above theorem. Thus we have determined that 3 is a prime
number in this step n = 2 by using the structure of numbers of step n = 1 which is only with the prime
number 2.
Then for the induction step at n = 3 (or at 23) we have two preordering sequence obtained by letting
41 to take a ⋆ operation with the step n = 1 and by letting 31 to take a ⋆ operation with the step n = 2:
41 ⋆ 31;31 ⋆ 41,31 ⋆ (31 ⋆ 31) (154)
where the first knot is the preordering sequence obtained by letting 41 to take a ⋆ operation with the
step n = 1 and the second and third knots is the preordering sequence obtained by letting 31 to take a
⋆ operation with the step n = 2.
For this step there is no numbers of jumping over and thus there are no chains of transition. Thus
the ordering of the above three knots in this step follow the usual ordering of numbers. Thus the number
assigned to the knot 41 ⋆ 31 = 31 ⋆ 41 must be assigned with a number less than that of 31 ⋆ 31 ⋆ 31 by
the ordering of 31 ⋆ 41 and 31 ⋆ 31 ⋆ 31 in the second preordering sequence. By this ordering of the two
preordering sequences we have that the step n = 3 is of the following form:
41 ⋆ 31;31 ⋆ 41,31 ⋆ (31 ⋆ 31);31 ⋆ 31 ⋆ 31 (155)
where the fourth knot 31 ⋆ 31 ⋆ 31 is put at the position of 2
3 and is assigned with the number 23 as
required by the induction procedure. Thus the third knot 31⋆(31⋆31) is a repeated one and thus must be
replaced by a prime knot and the position of this prime knot is determined to be a prime number. Thus
we have determined that the number 7 is a prime number. Then since there are no chains of transition
we have that the composite knot 31 ⋆ 41 must be assigned with the number related to this knot and this
number is 2 ·3 = 6. Thus the composite knot 31 ⋆41 is at the position of 6 and that the first knot 41 ⋆31
is a repeat of the second knot and thus must be replaced by a prime knot. Then since this prime knot is
at the position of 5 we have that 5 is determined to be a prime number. Now the two prime knots at 5
and 7 must be the prime knots 51 and 52 respectively since these two knots are the smallest prime knots
other than 31 and 41 (We may just put in two prime knots and then later determine what these two
knots will be. If we put in other prime knots then this will not change the distribution of prime numbers
determined by the structure of numbers of the previous steps and it is only that the prime knots are
assigned with incorrect prime numbers. Further as shown in the above proof by using knots of the form
31×5(·) we can determine that there are exactly two prime knots with minimal number of crossings = 5
and they are denoted by 51 and 52 respectively. From this we can then determine that these two prime
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knots are 51 and 52). Thus we have the following ordering for n = 3:
51 < 31 ⋆ 41 < 52 < 31 ⋆ 31 ⋆ 31 (156)
where 51 is assigned with the prime number 5 and 52 is assigned with the prime number 7. This gives
the induction step n = 3. For this step there is no knot with × operation since there is no knots of
jumping over.
Let us then consider the step n = 4 (or 24). For this step we have the following three preordering
sequences obtained from the steps n = 1, 2, 3:
51 ⋆ 31;
41 ⋆ 41,41 ⋆ 31 ⋆ 31;
31 ⋆ 51,31 ⋆ 31 ⋆ 41,31 ⋆ 52,31 ⋆ 31 ⋆ 31 ⋆ 31;
(157)
where the third sequence is obtained by taking ⋆ operation of the knot 31 with step n = 3 while the third
sequence is obtained by taking ⋆ operation of the knot 41 with the step n = 2 and the first sequence
is obtained by taking ⋆ operation of the knot 51 with step n = 1. Then as required by the induction
procedure the knot 31 ⋆ 31 ⋆ 31 ⋆ 31 is assigned at the position of 2
4. The total number of knots in (157)
plus this knot is exactly 23 which is the total number of this step n = 4.
Remark. We have one more preordering sequence obtained by taking ⋆ operation of the knot 52
with step n = 1. This preordering sequence gives the knot 51 ⋆ 31. However since the knots in (157) and
the knot 31 ⋆ 31 ⋆ 31 ⋆ 31 assigned at the position of 2
4 are enough for covering this step n = 4 and that
the knot 51 ⋆31 of this preordering sequence is a repeat of the knot 51 ⋆31 in (157) that this preordering
sequence obtained by taking ⋆ operation of the knot 52 with step n = 1 can be omitted. ⋄
Then to find the chains of transition for this step let us order the three preordering sequences with the
following ordering where we rewrite the preordering sequences in column form and the knot 31⋆31⋆31⋆31
assigned at the position of 24 is put to follow the three sequences:
51 ⋆ 31;
31 ⋆ 51,
31 ⋆ 31 ⋆ 41,
31 ⋆ 52,
31 ⋆ 31 ⋆ 31 ⋆ 31;
41 ⋆ 41,
41 ⋆ 31 ⋆ 31;
31 ⋆ 31 ⋆ 31 ⋆ 31
(158)
We notice that this column exactly fills the step n = 4.
For this step we have that the number 3 · 5 (or the knot 41 ⋆ 51 related with 3 · 5 ) is of jumping over.
From (158) we have the following chain of transition for pushing out 41 ⋆ 51 at 3 · 5 by a knot with the
× operation replacing the repeated knot 51 ⋆ 31 at the position of 9 = 3 · 3:
31×31(at3 ·3)→ 41 ⋆41(at2 ·7)→ 31 ⋆52(at2 ·2 ·3)→ 31 ⋆31 ⋆41(at3 ·5)→ 41 ⋆51(pushed out) (159)
where we choose the knot 31 × 31 as the knot with the × operation since 31 × 31 is the smallest one of
such knots. For this chain the intermediate states are at positions of composite numbers 2 · 7, 2 · 2 · 3 and
3 · 5. Thus the knots in this chain at the positions of these composite numbers are assigned with these
composite numbers respectively.
Then once this chain of pushing out 41 ⋆ 51 at 3 · 5 is set up we have that the other knots in repeat
must by replaced by prime knots and that their positions must be prime numbers. These positions are
at 11 and 13 and thus 11 and 13 are determined to be prime numbers (The knot 31 ⋆ 31 ⋆ 31 ⋆ 31 at the
end of this step must be assigned with 24 = 16 by the induction procedure and thus the knot at 13 is a
repeat). Then the new prime knots 61 and 62 are suitable knots corresponding to the prime numbers 11
and 13 respectively since they are the smallest prime knots other than 31, 41, 51 and 52 (As the above
induction step we may just put in two prime knots and then later determine what these two prime knots
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will be. As shown in the above proof by using knots of the form 31 × 6(·) we can determine that there
are exactly three prime knots with minimal number of crossings = 6 and they are denoted by 61, 62 and
63 respectively. From this we can then determine that these two prime knots are 61 and 62).
This completes the step n = 4. Thus the structure of numbers of this step (including distribution of
prime numbers in this step) is determined by the structure of numbers of the previous induction steps.
Let us then consider the step n = 5. For this step we have the following four preordering sequences
from the previous steps n = 1, 2, 3, 4:
61 ⋆ 31 (160)
and
52 ⋆ 41,
52 ⋆ (31 ⋆ 31)
(161)
and
41 ⋆ 51,
41 ⋆ (31 ⋆ 41),
41 ⋆ 52,
41 ⋆ (31 ⋆ 31 ⋆ 31)
(162)
and
31 ⋆ (31 × 31),
31 ⋆ (31 ⋆ 51),
31 ⋆ 61,
31 ⋆ (31 ⋆ 52),
31 ⋆ 62,
31 ⋆ (41 ⋆ 41),
31 ⋆ (31 ⋆ 31 ⋆ 41),
31 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 31)
(163)
The total number of knots (including repeat) in the above sequences plus the knot 31 ⋆31⋆31 ⋆31⋆31
to be assigned at the position of 25 exactly cover this n = 5 step.
Remark. As similar to the step n = 4 two preordering sequences 51 ⋆ 41,51 ⋆ 31 ⋆ 31 and 62 ⋆ 31
are omitted since these sequences are with knots which are repeats of the knots in the above preordering
sequences. ⋄
Then to find the chains of transition for this step let us order these four preordering sequences with
the following ordering where the knot 31 ⋆ 31 ⋆ 31 ⋆ 31 ⋆ 31 assigned at the position of 2
5 is put to follow
the four sequences:
61 ⋆ 31;
52 ⋆ 41,
52 ⋆ 31 ⋆ 31;
41 ⋆ 51,
41 ⋆ (31 ⋆ 41),
41 ⋆ 52,
41 ⋆ (31 ⋆ 31 ⋆ 31);
31 ⋆ (31 × 31),
31 ⋆ (31 ⋆ 51),
31 ⋆ 61,
31 ⋆ (31 ⋆ 52),
31 ⋆ 62,
31 ⋆ (41 ⋆ 41),
31 ⋆ (31 ⋆ 31 ⋆ 41),
31 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 31);
(31 ⋆ 31) ⋆ 31 ⋆ 31 ⋆ 31
(164)
For this step we have three composite knots 31 ⋆ (41 ⋆ 51), 51 ⋆ 51 and 41 ⋆ (41 ⋆ 41) (related with
2 ·3 ·5,5 ·5 and 3 ·3 ·3 respectively) of jumping over and there are two new knots 41 ⋆51 and 31 ⋆ (31×31)
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coming from the previous step. Thus there is a room for the introduction of new knot obtained only by
the × operation. Then this new knot must be the composite knot 31 × 41 since besides the composite
knot 31 × 31 it is the smallest of composite knots of this kind.
From (164) there is a chain of transition given by 18→ 21→ 22→ 26→ 28→ 27 and the composite
knot 41 ⋆ (41 ⋆ 41) related with 27 = 3 · 3 · 3 is pushed out into the next step by the composite knot
52 ⋆ 41 at the starting position 18. Then this repeated knot must be replaced by a new composite knot
obtained by the × operation only and this new composite knot must be the knot 31 × 41.
Then the composite knots at the intermediate states are assigned with the numbers of these states
respectively.
In addition to the above chain there are two more chains: 24→ 30 and 20→ 25. The chain 24→ 30
starts from 31 ⋆(31×31) at 24 and the composite knot 31 ⋆(41 ⋆51) at 30 is pushed out by the composite
knot 31 ⋆ (31 ⋆31 ⋆41). Then the chain 20→ 25 starts from 41 ⋆51 at 20 and the composite knot 51 ⋆51
at 25 is pushed out by the composite knot 31 ⋆ (31 ⋆ 51).
Then the knots 31 ⋆ (31 ⋆ 31 ⋆ 41) and 31 ⋆ (31 ⋆ 51) at the intemediate states of these two chains are
assigned with the numbers 30 = 2 · 3 · 5 and 25 = 5 · 5 respectively.
Now the remaining repeated composite knots at the positions 17, 19, 23, 29, 31 must be replaced by
new prime knots and thus 17, 19, 23, 29, 31 are determined to be prime numbers and they are determined
by the prime numbers in the previous induction steps. Then we may follow the usual table of knots to
determine that the new prime knots for the prime numbers 17, 19, 23, 29, 31 are 63, 71, 72, 73 and 74
respectively (As the above induction steps we may just put in five prime knots and then later determine
what these five prime knots will be. As shown in the above proof by using knots of the form 31× 7(·) we
can determine the number of prime knots with minimal number of crossings = 7. From this we can then
determine these five prime knots).
In summary we have the following form of the step n = 5:
63
31 × 41
71
41 ⋆ 51
41 ⋆ (31 ⋆ 41)
41 ⋆ 52
72
31 ⋆ (31 × 31)
31 ⋆ (31 ⋆ 51)
31 ⋆ 61
31 ⋆ (31 ⋆ 52)
31 ⋆ 62
73
31 ⋆ (31 ⋆ 31 ⋆ 41)
74
(31 ⋆ 31) ⋆ 31 ⋆ 31 ⋆ 31
(165)
This completes the induction step at n = 5. We have that the structure of numbers of this step
(including distribution of prime numbers in this step) is determined by the structure of numbers of the
previous induction steps. ⋄
15 A Classification Table of Knots II
Following the above classification table up to 25 let us in this section give the table up to 27. Again we
shall see from the table that the preordering property is clear. At the 7th step there is a special composite
knot 41 ⋆51 ⋆51 which is not of jumping over and is not in the preordering sequences (On the other hand
the knot 51 ⋆ 51 ⋆ 51 is of jumping over).
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We remark again that it is interesting that (by the ordering of composite knots with the × operation
only) at the 6th step we require exactly two prime knots with minimal number of crossings = 5 to form
the two composite knots obtained by the × operation only. From this we can determine the number of
prime knots with minimal number of crossings = 5 without using the actual contruction of these prime
knots. We then denote these two prime knots by 51 and 52 respectively and the two composite knots
obtained by the × operation only by 31 × 51 and 31 × 52 respectively. Similarly at the 7th step we can
determine that there are exactly three prime knots with minimal number of crossings = 6 and we denote
these three prime knots by 61 and 62 and 63 respectively. These three prime knots give the composite
knots 31 × 61, 31 × 62 and 31 × 63 respectively. We can then expect that at the next 8th step we may
determine that the number of prime knots with minimal number of crossings = 7 is 7 and then at the
next 9th step the number of prime knots with minimal number of crossings = 8 is 21, and so on; as we
know from the well known table of prime knots [39]. Here the point is that we can determine the number
of prime knots with the same minimal number of crossings without using the actual construction of these
prime knots (and by using only the classification table of knots).
Type of Knot Assigned number |m| Repeated Knots being replaced
31 ⋆ 63 33
31 ⋆ (31 × 41) 34
31 ⋆ 71 35
31 × 51 36 31 ⋆ (41 ⋆ 51)
75 37 31 ⋆ (41 ⋆ 31 ⋆ 41)
31 × 52 38 31 ⋆ (41 ⋆ 52)
31 ⋆ 72 39
31 ⋆ (31 ⋆ 31 × 31) 40
76 41 31 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 51)
51 ⋆ 51 42
77 43 51 ⋆ (31 ⋆ 41)
51 ⋆ 52 44
41 × 41 45 51 ⋆ (31 ⋆ 31 ⋆ 31),52 ⋆ (31 ⋆ 41)
52 ⋆ 52 46
81 47 52 ⋆ (31 ⋆ 31 ⋆ 31),41 ⋆ (31 × 31)
41 ⋆ (31 ⋆ 51) 48
41 ⋆ 61 49
41 ⋆ (31 ⋆ 52) 50
41 ⋆ 62 51
41 ⋆ (41 ⋆ 41) 52
82 53 41 ⋆ (41 ⋆ 31 ⋆ 31)
31 ⋆ (31 ⋆ 31 ⋆ 51) 54
31 ⋆ (31 ⋆ 61) 55
31 ⋆ (31 ⋆ 31 ⋆ 52) 56
31 ⋆ (31 ⋆ 62) 57
31 ⋆ 73 58
83 59 31 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 41)
31 ⋆ 74 60
84 61 31 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 31 ⋆ 31)
41 ⋆ (41 ⋆ 31 ⋆ 31) 62
41 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 31) 63
31 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 31 ⋆ 31) 64
40
Type of Knot Assigned number |m| Repeated Knots being replaced
31 ⋆ (31 ⋆ 63) 65
31 × (31 × 31) 66 31 ⋆ (31 ⋆ 31 × 41)
85 67 31 ⋆ (31 ⋆ 71)
41 × 51 68 31 ⋆ (31 ⋆ 41 ⋆ 51)
41 × (31 ⋆ 41) 69 31 ⋆ (31 ⋆ 41 ⋆ 31 ⋆ 41)
41 × 52 70 31 ⋆ (31 ⋆ 41 ⋆ 52)
86 71 31 ⋆ (31 ⋆ 72)
41 ⋆ 63 72
87 73 41 ⋆ (31 × 41)
51 ⋆ (31 × 31) 74
51 ⋆ (31 ⋆ 51) 75
51 ⋆ 61 76
51 ⋆ (31 ⋆ 52) 77
51 ⋆ 62 78
88 79 51 ⋆ (41 ⋆ 41),52 ⋆ (31 ⋆ 51)
52 ⋆ 61 80
52 ⋆ (31 ⋆ 52) 81
52 ⋆ 62 82
89 83 52 ⋆ (41 ⋆ 41)
41 ⋆ 71 84
41 ⋆ (41 ⋆ 51) 85
41 ⋆ (41 ⋆ 41 ⋆ 31) 86
41 ⋆ (41 ⋆ 52) 87
41 ⋆ 72 88
810 89 41 ⋆ (31 ⋆ 31 × 31)
41 ⋆ (31 ⋆ 31 ⋆ 51) 90
41 ⋆ (31 ⋆ 61) 91
41 ⋆ (31 ⋆ 31 ⋆ 52) 92
41 ⋆ (31 ⋆ 62) 93
41 ⋆ 73 94
41 ⋆ (41 ⋆ 31 ⋆ 31 ⋆ 31) 95
41 ⋆ 74 96
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Type of Knot Assigned number |m| Repeated Knots being replaced
811 97 41 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 31 ⋆ 31)
41 ⋆ (51 ⋆ 51) 98 31 ⋆ (31 ⋆ 63)
31 ⋆ (31 ⋆ 31 × 41) 99
31 ⋆ (31 ⋆ 71) 100
812 101 31 ⋆ (31 × 51)
31 ⋆ 75 102
813 103 31 ⋆ (31 × 52)
31 ⋆ (31 ⋆ 72) 104
31 ⋆ (31 ⋆ 31 ⋆ 31 × 31) 105
31 ⋆ 76 106
814 107 31 ⋆ (51 ⋆ 51)
31 ⋆ 77 108
815 109 31 ⋆ (51 ⋆ 52)
31 × 61 110 31 ⋆ (51 ⋆ 52)
31 × (31 ⋆ 52) 111 31 ⋆ (41 × 41)
31 × 62 112 31 ⋆ (52 ⋆ 52)
816 113 31 ⋆ (52 ⋆ 52)
31 ⋆ 81 114
31 × 63 115 31 ⋆ (41 ⋆ 31 ⋆ 51),31 ⋆ (41 ⋆ 41 ⋆ 41)
31 ⋆ 82 116
31 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 51) 117
31 ⋆ (31 ⋆ 31 ⋆ 61) 118
31 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 52) 119
31 ⋆ (31 ⋆ 31 ⋆ 62) 120
31 ⋆ (31 ⋆ 31 ⋆ 73) 121
31 ⋆ 83 122
31 ⋆ (31 ⋆ 74) 123
31 ⋆ 84 124
31 × (31 × 41) 125 31 ⋆ (41 ⋆ 41 ⋆ 31 ⋆ 31)
31 ⋆ (41 ⋆ 31 ⋆ 31 ⋆ 31 ⋆ 31) 126
817 127 31 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 31 ⋆ 31 ⋆ 31)
31 ⋆ (31 ⋆ 31 ⋆ 31 ⋆ 31 ⋆ 31 ⋆ 31) 128
16 Proof of the Riemann Hypothesis
From the above table we have that quantum prime knots can be identified with prime numbers such that
they have the same distribution in the classification table of knots by integers. On the other hand we
have that quantum knots are periodic orbits of the quantum gauge dynamical system in the beginning
sections. From these two facts we can now follow the approach of quantum chaos to derive a trace formula
to prove the Riemann Hypothesis[12][13]. The reason is that, as pointing out by Berry and Keating in the
quantum chaos approach of proving the Riemann Hypothesis[12][13], if one can find an energy operator
of a quantum dynamical system and the periodic orbits of the dynamical system ( classical or quantum)
relating to the energy operator for giving a trace formula then one may use the Hilbert-Polya method to
prove the Riemann Hypothesis. Here with the quantum knots as periodic orbits of the quantum gauge
dynamical system and with the quantum prime knots identified with the prime numbers we can now
follow the approach of quantum chaos to derive a trace formula to prove the Riemann Hypothesis, as
follows.
Let us first derive a general expression of the Green’s function of the quantum gauge dynamical
system, by the usual methods for Green’s function, as follows. Let T (z) be the Virasoro operator in the
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Sugawara construction form of the quantum system as described in the beginning sections (T (z) depends
on a central charge c > 0 ). This Virasoro operator is for the construction of the quantum knots and
thus is as the energy operator of these quantum knots.
Remark. In quantum field theory T (z) is usually called the energy-momentum tensor as it is usually
derived such that its components are as the densities of energy and momentums operators. However in
this conformal field theory T (z) is as a one component operator and that there is no distinction of energy
and momentum as z is for the complex Euclidean plane that there is no distinction as that of time and
space. Thus we have that in this conformal field theory T (z) is as the density of energy operator as there
is no distinction of energy and momentums.
Further in the usual conformal field theory which is based on the two dimensional integral
∫ ∫
the
Virasoro algebra L0 =
1
2πi
∮
zT (z)dz is regarded as the energy operator and T (z) is as the density of
energy operator which gives L0. Here our quantum gauge model is based on the one dimensional integral∫ s1
s0
and thus as the usual quantum mechanics (which is also based on one dimstional time integral
∫ t1
t0
)
the energy operator is just the density of energy operator which is the operator T (z). Thus the Virasoro
operator T (z) is the energy operator of the quantum gauge system. ⋄
Let Ej , j = 1, 2, 3, ... be a sequence of positive eigenvalues of the Virasoro operator T (z):
H(z)φj(z) = Ejφj(z), j = 1, 2, 3, .... (166)
Then following the usual approach for contructing Green’s functions ([10]) we can write the Green’s
function G for this sequence of eigenvalues in the following form:
G(z, z′, E) =
∑
j
φj(z)φj(z′)
E − Ej
(167)
where E is the energy variable.
We remark that for each sequence of eigenvalues of a quantum system there is a corresponding
Green’s function of the form (167). The most complete Green’s function of the quantum system is the
usual Green’s function which includes all the eigenvalues of the energy operator of the quantum system.
We can further generalize the Green’s function to the form that E is a negative variable with Ej
replaced by −Ej and then E is extended as a complex variable with nonzero real part.
In quantum physics, the green’s function G(z, z′, E) of a quantum system is as the amplitude for the
transition from the state z to the state z′.
Then by letting z = z′ (and E is extended as a complex variable with nonzero real part) and taking
integration on z we have the following trace formula [10]:
∫
dzG(z, z, E) =
∑
j
1
E − Ej
(168)
whehever the sum of this trace formula exists, where we set a normalized condition on the eigenfunctions
φj such that
∫
dzφj(z)φj(z) = 1 (For a notation simplicity we omit a trace operation notation Tr on
φj(z)φj(z)).
Then we have the following trace function:
∑
j
1
E − Ej − iǫ
(169)
where ǫ > 0 is a small nonzero parameter and E is a real energy variable. In (169) the function:
1
E − Ej − iǫ
(170)
is called as the propagator (or the Green’s function in the momentum space).
43
Then, for z = z′, the transition orbit from z to z′ is a closed orbit. Thus, as the trace function in
quantum chaos [11][12][13], this trace function is as a sum of amplitudes of periodic (i.e. closed) orbits
of the quantum gauge system with the energy operator T (z).
Then, since the Green’s function is the basic function of the Virasoro operator T (z) giving the am-
plitute of the transition orbits from z to z′, we have that the trace function (169) is the basic function
of giving sums of amplitudes of periodic (i.e. closed) orbits of the quantum gauge system. Thus we have
the following theorem:
Theorem 16 Let Ej , j = 1, 2, 3, ... be a sequence of positive eigenvalues of the Virasoro operator T (z).
Then the trace function (169) is a sum of amplitudes of periodic (i.e. closed) orbits of the quantum gauge
system with the energy operator T (z). This trace of amplitudes corresponds to the sequence of eigenvalues
Ej , j = 1, 2, 3, ... such that each eigenvalue Ej appearing with the same weight.
Further the trace function (169) is the basic function giving sums of amplitudes of periodic (i.e. closed)
orbits of the quantum gauge system.
Now the quantum knots are as periodic orbits of the quantum gauge system with the Virasoro operator
T (z) as the energy operator. Thus we have that the trace function (169) is a sum of the amplitutes of
quantum knots.
Then since quantum knots (which are not the quantum unknot) can be factorized as a connected sum
of quantum prime knots, as the probability amplititutes in quantum theory, the amplititutes of quantum
knots (or periodic orbits) are as a product of the corresponding amplititutes of quantum prime knots of
the connected sum of the quantum knots. Thus the amplititute of a quantum knot (which is not the
quantum unknot) is determined by the amplititutes of quantum prime knots. Thus the trace function
(169) is only as a sum of the amplitutes of quantum prime knots (and the quantum unknot). Thus we
have the following theorem:
Theorem 17 Let Ej , j = 1, 2, 3, ... be a sequence of positive eigenvalues of the Virasoro operator T (z).
Then, corresponding to this sequence of eigenvalues, the trace function (169) is a sum of amplitudes of
quantum prime knots and the quantum unknot.
Further the trace function (169) is the basic function giving sums of amplitudes of quantum prime
knots and the quantum unknot of the quantum gauge system.
Then, following the treatment in quantum chaos [10]-[17]), when E is the real energy variable let us
write the propagator in the following form[10]:
1
E − Ej − iǫ
=
E − Ej
(E − Ej)2 + ǫ2
+ i
ǫ
(E − Ej)2 + ǫ2
(171)
Then we have [10]:
lim
ǫ→0
1
E − Ej − iǫ
= P (
1
E − Ej
) + iπδ(E − Ej) (172)
where the real part is a principal-part integral P and the imaginary part is the delta function πδ(E−Ej).
Then we can write the trace formula (168) in the following form:
lim
ǫ→0
1
π
Im
∫
dzG(z, z, E − iǫ) =
∑
j
δ(E − Ej) (173)
As the theory of quantum chaos [10]-[17]), let us call the trace function:
d(E) :=
∑
j
δ(E − Ej) (174)
as the density of states with real variable E.
From the trace formula (173) we shall get a more explicit form of the trace formula expressed as a sum
of the amplitutes of quantum knots (This is analogous to the trace formula of quantum chaos where the
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periodic orbits are classical while here the periodic orbits are the quantum prime knots of the quantum
nature [10]-[17]).
We have the following theorems:
Theorem 18 Let Ej , j = 1, 2, 3, ... be a sequence of positive eigenvalues of the Virasoro operator T (z).
Then d(E) is a sum of amplitudes of quantum prime knots and the quantum unknot.
Proof. From the sequence Ej , j = 1, 2, 3, ... of eigenvalues of T (z) we have the trace function (169)
with real variable E. This function is a sum of the wave amplitutes of quantum prime knots (and the
quantum unknot). Then from (172) the imaginary part of this function gives the density of states d(E).
Thus the density of states d(E) is also a sum of the wave amplitutes of quantum prime knots (and the
quantum unknot).
Definition. Let f be a function of complex variables with nonzero imaginary part. f is said to be a
weak analytic continuation of d(E) if limǫ→0 Imf(E − iǫ) = d(E) for real variables E.
Theorem 19 Let Ej , j = 1, 2, 3, ... be a sequence of positive eigenvalues of the Virasoro operator T (z).
Let f be a weak analytic continuation of the density of states d(E) in (174) and f gives a sum of
(complex) amplitudes of quantum prime knots and the quantum unknot for complex variable E with
nonzero imaginary part. Then f is the following trace function:
∑
j
1
E − Ej
(175)
where E is a complex variable with nonzero imaginary part.
Proof. The trace function (175) is the extension of the trace function (169) with the variable E − iǫ
(where E is a real variable) extended to a complex variable with nonzero imaginary part. Thus this
function (175) gives a sum of amplitudes of quantum prime knots and the quantum unknot since the
trace function (169) gives a sum of amplitudes of quantum prime knots and the quantum unknot.
Then from (172) the imaginary part of this trace function (175) gives the density of states d(E) since
the variable E − iǫ (where E is a real variable) is a complex variable with nonzero imaginary part. Thus
the trace function (175) is a weak analytic continuation of the density of states d(E), whenever this trace
function (175) exists.
Then, for the given sequence of eigenvalues Ej , j = 1, 2, 3, ..., the trace function (169) is the basic
function of the Virasoro operator T (z) giving the sums of amplitudes of quantum prime knots and the
quantum unknot and giving the density of states d(E). Thus, for a given weak analytic continuation
function f of the density of states d(E) such that f gives a sum of (complex) amplitudes of quantum
prime knots and the quantum unknot for complex variable E with nonzero imaginary part, f(E − iǫ)
(where E is a real variable) must be the trace function (169). It follows that, as a function of a complex
variable with nonzero imaginary part extended from the variable E− iǫ (where E is a real variable) , this
function f must be the trace function (175). This proves the theorem. ⋄
Let us then use another approach to find out the amplitutes of quantum prime knots (and the quantum
unknot).
From the above sections we have the classification table of knots which gives a correspondence of
quantum knots and numbers such that the distribution of the quantum prime knots in this correspon-
dence is the same distribution as that of the prime numbers and prime quantum knots are one-to-one
corresponded to prime numbers (We may let the trefoil knot be related to the prime number 2 ). Then
we may use this correspondence of quantum knots and numbers (which are topological invariant of knots)
to find out the amplitute of quantum prime knots, as follows.
Let us first consider the case (which will correspond to the Riemann zeta function) that each quantum
knot is counted with the same weight (This corresponds to that each number is counted with the same
weight and thus prime numbers are with the usual counting function of prime numbers π(x) corresponding
to the Riemann zeta function). For this case let us derive the amplitute of quantum prime knots (and
the quantum unknot).
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Starting from the counting function of prime numbers π(x) it is well known that we can derive its
relation with the Riemann zeta function ζ and we have the following well known von Mangoldt-Selberg
formula [3]-[9]:
N(T ) =< N(T ) > +Nfl(T )
:= [ 1
π
arg(iT − 12 ) +
1
π
argΓ(54 +
1
2 iT )−
1
2πT log π] + limǫ→0 Im log ζ(
1
2 + iT + ǫ)
= T2π log
T
2π −
T
2π +
7
8 +O(
1
T
) + limǫ→0 Im log ζ(
1
2 + iT + ǫ)
= [ 1
π
Im log(iT − 12 ) +
1
π
Im log Γ(54 +
1
2 iT )−
1
2πT log π] + limǫ→0 Im log ζ(
1
2 + iT + ǫ)
(176)
where N(T ) denotes the number of zeros in the critical strip with height T of the Riemann’s zeta function
ζ and a branch of log is chosen to be continuous such that Nfl(0) = 0 [3]-[9]. Then by using the Euler
product form of the zeta function the fluctuation term Nfl can be written in the following form [12]:
Nfl(T ) := lim
ǫ→0
Im log ζ(
1
2
+ iT + ǫ) = −
1
π
Im
∑
p
log(1− p−(
1
2
+iT )) (177)
where the
∑
p is a sum over all prime numbers p. Differentiating with respect to T we have
N ′(T ) = [
1
π
Im
i
iT − 12
+
1
π
Im
iΓ′(54 +
1
2 iT )
2Γ(54 +
1
2 iT )
−
1
2π
log π]−
1
π
Im
∑
p
i log p
p
1
2
+iT − 1
(178)
where the
∑
p is a sum over all prime numbers p which is as the fluctuation part of N
′(T ).
Since N(T ) is a counting function we have that N ′(T ) is the sum of a sequence of delta functions
concentrating at a sequence of nonnegative numbers. Thus N ′(T ) is of the form of the right hand side of
the trace formula (173).
On the other hand we have that in (178) each term in the sum
∑
p represents the amplitute of the
corresponding prime number p. The other part of the right hand side of (178) is as the average of N ′(T )
[12]. Then by the identity of prime knots with prime numbers that prime knots and prime numbers have
the same distribution in the classification table of knots which gives a one-to-one correspondence of prime
knots and prime numbers and that the prime numbers are topological invariant of the corresponding prime
knots (and thus the prime numbers are the topological properties of the corresponding prime knots) we
have that if there is a distribution of amplitudes to prime numbers then the corresponding prime knots
also have this distribution of amplitudes (and vise versa). Thus if there is a distribution of amplitudes to
prime numbers then there must exist a Virasoro energy operator with a central charge c > 0 such that
the corresponding quantum prime knots also have this distribution of amplitudes.
In particular for the distribution of amplitudes of prime numbers in (178) there must exist a Virasoro
energy operator with a central charge c > 0 such that each term in the sum
∑
p is as the amplitute for
the quantum prime knot corresponding to the prime number p and the other part is the amplitute for
the quantum unknot.
Now since N ′(T ) is of the form of density of energy states at the right hand side of the trace formula
(173) we have that the distribution of amplitudes of the prime numbers p in (178) is identified as the
distribution of amplitudes of the corresponding quantum prime knots in the trace formula (173) for a
sequence of eigenvalues Ej , j = 1, 2, 3, ... of T (z).
It follows that there exists a Virasoro energy operator T (z) with a central charge c > 0 and a sequence
of eigenvalues Ej , j = 1, 2, 3, ... of T (z) such that the right hand side of (178) is given by the left hand
side of the trace formula (173) (with E = T ) and we have the following more explicit form of the trace
formula (173):
N ′(E) = limǫ→0
1
π
Im
∫
dzG(z, z, E − iǫ)
= [ 1
π
Im i
iE− 1
2
+ 1
π
Im
iΓ′( 5
4
+ 1
2
iE)
2Γ( 5
4
+ 1
2
iE)
− 12π log π]−
1
π
Im
∑
p
i log p
p
1
2
+iE−1
=
∑
j δ(E − Ej)
(179)
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where
∫
dzG(z, z, E) is given by the trace formula (168) with eigenvalues Ej , j = 1, 2, 3, .... We may call
this formula (179) as the von Mangoldt-Selberg-Gutzwiller trace formula.
Then when E(= T ) is a negative variable by symmetry we get the same formula as (179) with
Ej , j = 1, 2, 3, ... replaced by Ej , j = −1,−2,−3, ... where we define E−j := −Ej for j = 1, 2, 3, ....
Then let E(= T ) be extended as a complex variable such that 12+iE(=
1
2+iT ) is a complex variable in
the critical strip of the Riemann zeta function. Then this complex extension of the von Mangoldt-Selberg
trace function (178) is of the same from as (178) (without the operation Im) with the real E replaced by
the complex E with nonzero imaginary part. Thus, by the von Mangoldt-Selberg trace formula (179),
this complex extension of the von Mangoldt-Selberg trace function (178) is a weak analytic continuation
of the density of state d(E) of the Virasoro energy operator T (z)
Since the von Mangoldt-Selberg trace function (178) is a distribution of amplitutes of the prime
numbers (and the number 1), this complex extension of the von Mangoldt-Selberg trace function (178) is
a distribution of (complex) amplitutes of the prime numbers (and the number 1) and thus is also a sum
of (complex) amplitutes of the prime numbers (and the number 1).
Then by the topological correspondence of the prime numbers (and the number 1) with the quantum
prime knots (and the quantum unknot), this complex extension of the von Mangoldt-Selberg trace func-
tion (178) is a distribution of complex amplitutes of the quantum prime knots (and the quantum unknot)
and thus is also a sum of (complex) amplitutes of. the quantum prime knots (and the quantum unknot).
Thus, this complex extension of the von Mangoldt-Selberg trace function (178) is a weak analytic
continuation of the density of states d(E) (174) of the Virasoro operator T (z) and is a sum of (complex)
amplitutes of. the quantum prime knots (and the quantum unknot).
Then by Theorem 19 this weak analytic continuation of the von Mangoldt-Selberg trace function (178)
is the trace function (175). Thus we have the following formula:
[
i
iE − 12
+
iΓ′(54 +
1
2 iE)
2Γ(54 +
1
2 iE)
−
i
2
log π]−
∑
p
i log p
p
1
2
+iE − 1
=
∑
j
1
E − Ej
(180)
when E(= T ) is extended as a complex variable ( with nonzero imaginary part) such that 12+iE(=
1
2+iT )
is a complex variable in the critical strip and the sum
∑
j is on j = ±1,±2,±3, ... and E−j = −Ej and
Ej , j = 1, 2, 3, ... are eigenvalues as in the von Mangoldt-Selberg-Gutzwiller trace formula (179).
Now since in (180) the only singularities of
∑
j
1
E−Ej
are the eigenvalues Ej , j = ±1,±2,±3, ...we have
that the only singularities ofN ′(T )(= N ′(E)) in (180) (or (178)) are the eigenvalues Ej , j = ±1,±2,±3, ...
when T (= E) is extended as a complex variable such that 12 + iT (=
1
2 + iE) is a complex variable in the
critical strip.
On the other hand since N(E)(= N(T )) is in terms of Im log ζ(12 + iT ) from this result on the form of
N ′(E)(= N ′(T )) we have that the nontrivial zeros ρj of the Riemann’s zeta function in the critical strip
are of the form ρj =
1
2 + iEj , j = ±1,±2,±3, ... where Ej , j = 1, 2, 3, ... are eigenvalues of the Virasoro
energy operator H(z) and E−j = −Ej , j = 1, 2, 3, .... This means that the Riemann Hypothesis holds.
Thus we have the following theorem:
Theorem 20 (Riemann Hypothesis)
The nontrivial zeros of the Riemann’s zeta function all lie in the critical line Re z = 12 .
Remark. We notice that the equation (180) can be written in the following form:
[
1
s− 1
+
Γ′( s2 + 1)
2Γ( s2 + 1)
−
1
2
log π] +
ζ′(s)
ζ(s)
=
∑
j
[
1
s− ρj
+
1
ρj
] +B (181)
where s := z = 12 + iE,
ζ′(s)
ζ(s) = −
∑
p
log p
ps−1 , B = −
1
2γ − 1 +
1
2 log 4π with γ as the Euler constant, and∑
j
1
ρj
+ B = 0. This is just a well known formula derived from the Hadamard product formula for the
zeta function ζ [3]-[9]. Here the point is that we have shown that the nontrivial zeros ρj of the Riemann’s
zeta function in the critical strip in this equation are of the form ρj =
1
2 + iEj , j = ±1,±2,±3, ... where
Ej , j = 1, 2, 3, ... are eigenvalues of the Virasoro energy operator T (z) and E−j = −Ej , j = 1, 2, 3, .... ⋄
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Let us then consider the generalization of the Riemann Hypothesis. For this generalization we suppose
that there is a L-function which gives formula similar to the (178) which gives amplitudes to prime
numbers. Then by the same reason as above we have that the corresponding quantum prime knots must
also have the same amplitudes. Thus there must exist a Virasoro energy operator T (z) with a central
charge c > 0 and a sequence of eigenvalues Ej , j = 1, 2, 3, ... of T (z) such that the quantum prime knots
have the same amplitudes as the prime numbers. Then as similar to the proof of the Riemann Hypothesis
we have that the corresponding Riemann Hypothesis for this L-function holds that the nontrivial zeros
of this L-function all lie in the critical line Re z = 12 .
As examples let us consider the Dirichlet L-functions. Let L(χ, s) be a Dirichlet L-function where χ
denotes a Dirichlet character. Then L(χ, s) can be written in the following Euler product form [4][5]:
L(χ, s) =
∏
p
(1− χ(p)p−s)−1 (182)
where p denotes a prime number. By this Euler product form as similar to the derivation of (178) we
have that the corresponding formula of N ′(T ) for L(χ, s) can be written as a sum where each term of
the fluctuation part N ′fl(T ) corresponds to a prime number. Thus this formula of N
′(T ) for L(χ, s) gives
amplitudes to prime numbers. Thus by the above proof of Riemann Hypothesis for the Riemann zeta
function we have that the corresponding Riemann Hypothesis for this L-function L(χ, s) holds. This
proves the following Generalized Riemann Hypothesis:
Theorem 21 (Generalized Riemann Hypothesis)
The nontrivial zeros of a Dirichlet L-function all lie in the critical line Re z = 12 .
As further examples let us consider Dedekind zeta functions ζK(s) where K denotes a number field.
We have that a Dedekind zeta function ζK(s) can be written in the following Euler product form [4][5]:
ζK(s) =
∏
p split
(1− p−s)−2
∏
p inert
(1− p−2s)−1
∏
p ramified
(1 − p−s)−1 (183)
where p denotes a prime number. By this Euler product form as similar to the derivation of (178) we
have that the corresponding formula of N ′(T ) for ζK(s) can be written as a sum where each term of
the fluctuation part N ′fl(T ) corresponds to a prime number. Thus this formula of N
′(T ) for ζK(s) gives
amplitudes to prime numbers. Thus by the above proof of Riemann Hypothesis for the Riemann zeta
function we have that the corresponding Riemann Hypothesis for this L-function ζK(s) holds. This proves
the following Extended Riemann Hypothesis:
Theorem 22 (Extended Riemann Hypothesis)
The nontrivial zeros of a Dedekind zeta function all lie in the critical line Re z = 12 .
In the following section we show that for the Riemann zeta function and the Dirichlet L-functions we
have that the central charge c = 12 .
17 Determination of the Central Charge c for a L-function
Let us first show that for the Riemann zeta function and the Dirichlet L-functions we have that c = 12 .
By using the Poisson summation formula Riemann showed that the Riemann zeta function ζ is related
to the Jacobi θ function by the following Mellin transform formula [50][51]:
π−sΓ(s)ζ(2s) =
∫ ∞
0
[
θ(it)− 1
2
]ts
dt
t
(184)
We have that the Jacobi θ-function is an automorphic (or modular) form with weight c = 12 . We shall
show that this weight is the same c for the central charge of the Virasoro algebra.
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For the Virasoro algebra (Lj)
∞
j=−∞ with central charge c =
1
2 we have the following formula for L0
[18]:
L0 =
∑
k>0
kb−kbk +
1
16
(185)
where bk, k > 0 denote the creation operators of the Fermi field (We remark that this L0 is a sum with
k > 0). From this formula by following the derivation of a modular invariant partition function of Fermi
field in conformal field theory we have ([18] p.347):
Tr(−1)F qL0−
c
24 = q
c
12Π∞k=1(1− q
k) =: η (186)
where c = 12 is the central charge; F is the Fermion number: F =
∑
k>0 Fk, Fk = b−kbk and η is the
Dedekind eta function which is an automorphic form with weight 12 (We remark that this F is a sum with
k > 0 and is not with k ≥ 0 as the Fermion number in the derivation of the modular invariant partition
function [18] p.347). Thus we have that the η-function with weight 12 is derived from the Virasoro algebra
with central charge c = 12 .
Then we have the following formula relating the Dedekind η-function and the Jacobi θ-function:
θ(τ) =
η2( τ+12 )
η(τ + 1)
(187)
This shows that the weight c = 12 for the Jacobi θ-function is the same c =
1
2 for the Dedekind η function.
Now we have that the weight c = 12 for the Dedekind η function is the same c for the central charge of the
corresponding Virasoro algebra and that the Dedekind η function is derived from the Virasoro algebra
with the central charge c = 12 . Thus we have that the weight c =
1
2 for the Jacobi θ function is the same
c for the central charge of the Virasoro algebra. Thus from (184) we determine that the central charge c
of the Virasoro algebra for the Riemann zeta function is equal to 12 .
Similarly since the Dirichlet L-functions are related to the twisted Jacobi θ functions twisted by the
Dirichlet characters by using a Mellin transfom as similar to (184) we can show that the central charge
c of the Virasoro algebra for the Dirichlet L-functions is equal to 12 .
Then for a conformal field consists of n independent Fermi fields we have that the corresponding n
product of the η-functions with weight 12 of each independent Fermi field is an automorphic (or modular)
form which is with a positive integer (or half integer) c = n2 as the weight corresponding to the Virasoro
algebra of the conformal field consists of n independent Fermi fields with the same c = n2 as the central
charge. This shows that the positive weight c = n2 of the n product of the η-functions which is an
automorphic (or modular) form is the central charge of the corresponding Virasoro operator.
Thus for a general L-function related to an automorphic form with positive integer (or half integer)
c as the weight by a formula similar to (184) we can determine that the central charge of the Virasoro
algebra for this L-function is equal to the weight c of the automorphic form related to this L-function.
On the other hand by using Boson field from conformal field theory we have that the Virasoro algebra
with central c = 1 also corresponds to the automorphic form 1
η2
with weight −1 [18]. Then for a conformal
field consists of n independent Boson fields we have that the corresponding automorphic form with weight
−c = −n corresponds to the Virasoro algebra with the positive central charge c = n. Then from the
relation between automorphic forms and L-functions as similar to (184) we can determine that the central
charge of the Virasoro operator for the L-functions corresponding to automorphic forms with negative
weight −c = −n is equal to c = n.
18 Commutative Diagram of Virasoro Operators and Algebras,
Automorphic Forms and L-functions
By the proof of the Extended Riemann Hypothesis and the determination of central charge of Virasoro
algebra for L-functions we have the following commutative diagram of Virasoro operators and algebras,
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automorphic (or modular) forms and L-functions:
complex transform
Virasoro energy operator ← → Virasoro algebra
↑ ↑
eigenvalues of Virasoro energy operator eigenvalues of Virasoro algebra
(or nontrivial zeros of L-functions)
↓ ↓
L-functions ← → automorphic (or modular) forms
Mellin transform
(or Fourier transform)
In this commutative diagram we use the term complex transform for the Virasoro operator T (z)
forming from the Virasoro algebra. This complex transform is analogous to the Fourier transorm which
gives the Poisson summation formula and Mellin transform.
In this commutative diagram we have that the links between Virasoro operator T (z) and Virasoro
algebra; between Virasoro algebra and automorphic (or modular) forms; and between automorphic forms
and L-functions are well known. Here we complete this commutative diagram by establising the link
between the Virasoro operator and the L-functions which is established by the proof of the Extended
Riemann Hypothesis.
19 Connection with Random Matrix Theory
It is well known that the Random Matrix Theory is related to the study of L-functions [20]-[30]. By
using our approach for proving the Riemann Hypothesis we may find a connection with the Random
Matrix Theory. This connection gives an explanation for the relation of the Random Matrix Theory
with the L-functions. Indeed we have proved that the Virasoro energy operators are the operators for
the non-trivial zeros of the Riemann zeta function (and the related L-functions). Then we know that
the Virasoro energy operators and the corresponding Virasoro algebras form the basis of conformal field
theory. On the other hand a Random Matrix Theory can be formulated as a conformal field theory with
a corresponding Virasoro algebra [48][49]. Thus the Virasoro energy operators and the corresponding
Virasoro algebra can be as a basis of a Random Matrix Theory. Now since the Virasoro energy operators
are the operators for the non-trivial zeros of the Riemann zeta function (and the related L-functions)
we have that the Random Matrix Theory can be connected to the L-functions via the Virasoro energy
operators and the corresponding Virasoro algebras. This connection thus gives an explanation for the
mystery of success of the Random Matrix Theory for describing the L-functions.
20 Conclusion
In this paper we establish a quantum gauge model of knots. In this quantum model we generalize the way
of defining Wilson loops to construct generalized Wilson loops which will be as quantum knots. From
quantum knots we give a classification table of knots where knots are one-to-one assigned with an integer
such that prime knots are bijectively assigned with prime numbers and the prime number 2 corresponds
to the trefoil knot.
Then by considering the quantum knots as periodic orbits of the quantum model and by the identity
of knots with integers (which is from the classification table of knots) we then derive a trace formula
which may be called as the von Mangoldt-Selberg-Gutzwiller trace formula (which is different from the
Selberg trace formula) for the Riemann zeta function. By using this von Mangoldt-Selberg-Gutzwiller
trace formula and an approach which is similar to the quantum chaos approach of Berry and Keating we
give a proof of the Riemann hypothesis. In this approach for proving the Riemann Hypothesis we show
that the Hilber-Polya Conjecture holds that there is a self-adjoint operator which is the Virasoro energy
operator with central charge c = 12 such that the nontrivial zeros of the Riemann zeta function are from
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the energy eigenvalues of this Virasoro energy operator. This proof of the Riemann Hypothesis can also
be extended to prove the Extended Riemann Hypothesis.
In this proof of the Riemann Hypothesis the basic mathematical tool is the conformal field theory
which consists of the Virasoro energy operator with central charge c and the Virasoro algebra, the
affine Kac-Moody algebra, the quantum Knizhnik-Zamolodchikov (KZ) equation in dual form and the
generalized Wilson loops which are as quantum knots and are as solitons derived from the quantum KZ
equation. This conformal field structure is related to the Random Matrix Theory for L-functions since
the Random Matrix Theory can also be formulated as a conformal field theory.
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