Batch processing machines can process multiple jobs simultaneously. In this paper, we propose a Lagrangian Relaxation approach to minimize makespan of non-identical parallel batch processing machines. For the problem under study the processing times and sizes of the jobs are given. The machine capacity is known and dissimilar. Each machine can process a batch of jobs as long as the capacity of the machine is not exceeded. The problem understudy is NP-hard; consequently, heuristic approaches are proposed in the literature. Benchmark problem instances are used to compare the solution quality of the proposed approach. The solution from the proposed approach is compared with heuristic solutions from the literature.
Introduction
The term "batch processing" is used to describe a system where data was collected together for a period of time before it was processed. Instead of processing every small job as it arrived, jobs were queued until the processer was ready to process them all at once. Similarly in manufacturing operations, the batch processing machines act as the processor whereas a job remains as a job. Batch processing machines are capable of processing several jobs in a batch concurrently as long as the machine capacity is not violated. Although processing several jobs at a time could be an advantage, the variability in terms of job size and processing time can lead to inefficiencies when proper planning is not done. This paper is motivated by our interactions with a contract electronics manufacturer responsible for making Printed Circuit Boards (PCBs) for routers. The PCBs come in different size, depending on the application in which they are used, and require different test times, depending on the customer requirements. The PCBs are tested using an Environmental Stress Screening (ESS) chamber, where several PCBs can be tested simultaneously. As the testing times of different PCBs in a batch can differ, the entire batch is tested for the longest test time of all the PCBs in that batch. Testing a PCB for more than what it is required for does not have any detrimental effect on its performance. However, the customer will not pay for this additional testing and, if not properly planned, the chamber can be poorly utilized. In this research, several chambers were available, each with different capacity. When combining PCBs to form a batch, the total size of all the PCBs should not exceed the chambers capacity. The chambers are referred to as Batch Processing Machines (BPMs) and the PCBs as jobs in this paper. This paper extends the past research conducted in obtaining the best solution with regards to scheduling several BPMs arranged in parallel [2] . The objective of this paper is to find the optimal schedule for parallel non-identical batch processing machine in order to minimize the makespan. The problem under study is NP-hard [2] . Consequently, a Particle Swarm Optimization (PSO) approach was proposed for the problem in [2] and the results were compared to a Random Keys Genetic Algorithm (RKGA). In this paper, we propose a Lagrangian Relaxation (LR) approach and evaluate its solution quality by comparing it with the solution reported in [2] .
Problem Description
The problem considered in this paper is described as follows. For a set of jobs, = … the jobs should be grouped and scheduled into batches so that a set of non-identical parallel batch processing machines, = … can process the batches. As inputs, processing time of each job , size of each job and machine
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capacity is known. The objective is to minimize the makespan (C max ). The maximum number of batches required to process all the jobs is easy to determine. Assuming one job per batch will result in n batches, hence, the maximum number of batches needed is also n. The batch processing time is equal to the longest processing time of all the jobs in the batch. Eventually, the total size of all the jobs in the batch should not exceed the machine capacity (S m ) in which it is processed.
In order to schedule the batch processing machines, two decisions need to be made. First, jobs need to be grouped into batches and second, the batches formed need to be scheduled. Both decisions are considered dependent on each other as the formation of the batch determines the batch processing time, which then affect the makespan. The batches formed depend on the machine capacity, and the batch processing time depends on the composition of the jobs in the batch.
Literature Review
Minimizing makespan has been one of the most commonly studied objectives in scheduling literature [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . Although there are several articles on batch processing machines with makespan objective, we refer only to those articles which are relevant to the problem under study.
Makespan Minimization Efforts in Batch Processing Machines
The research on scheduling batch processing machines has been reviewed thoroughly by Potts et.al. [3] and Mendez et.al. [4] . There are several articles on scheduling single batch processing machine. For example, a branch and bound method for scheduling a batch processing machine is presented in [5] ; an approximation algorithm in [6] ; a simulated annealing algorithm in [7] -to name a few.
A mathematical formulation for scheduling batch processing machines in parallel was proposed in [8] . As the commercial solvers took prohibitively long run times to solve small problem instances, a genetic algorithm with random keys approach was proposed. A neural network approach was presented in [9] . The neural network approach worked with Master Weight Matrix which proved to be effective towards solving large scale problems when compared with other heuristics. Job families were considered in [10] and an approximation algorithm was proposed. A simulated annealing algorithm was proposed to schedule parallel batch processing machines in [11] . The results from SA were compared to a Modified Delay heuristic and a Greedy Randomized Adaptive Search Procedure (GRASP). A Particle Swarm Optimization (PSO) approach was also proposed to schedule the BPMs in parallel. The results from PSO were compared with RKGA. In this paper, we compare the results from LR to PSO and RKGA.
Lagrangian Relaxation
The origin of Lagrangian Relaxation (LR) approach started in the early 1970s when Held and Karp used a Lagrangian problem based on minimum spanning trees to formulate a successful algorithm for the traveling salesman problem [12] . With the breakthrough, the encouragement to apply Lagrangian method in most general integer programming problem has gained ever since. Additionally, [12] also stated in his paper that Lagrangian method is capable of finding the best solution of any practical size for most scheduling or optimization problems. In the same year, one of the most computationally useful ideas expressed is the observation that many hard optimization problems are viewed as easy problems which is dense by a relatively small set of side constraints. By dualizing the side constraints, solution by Lagrangian methods can be produced where the optimal solution is either the lower bound (for minimization problems) or upper bound (for maximization problems) on the optimal value of the original problem [13] . Moreover, the Lagrangian problem can be used in linear programming relaxation to provide bounds in branch and bound algorithm.
The Lagrangian approach has been used widely in the study of makespan minimization [14] [15] [16] . [14] presented a branch and bound algorithm for two-machine flow shop problem in order to minimize the sum of the job completion times. Lagrange relaxation is used to provide the lower bounds and precedence constraints towards the problem. The algorithms were then compared with previous papers result and were proven to outperform them. [15] used Lagrange multipliers to relax the capacity constraints on machines. Instead of using the basic decomposition method on the relaxed problem to decompose the problem into job level sub problem, they proposed a pseudo-polynomial time dynamic programming algorithm to prevent oscillation in the solution. Through Lagrangian relaxation, the algorithm is able to find the optimal solution based on the "min-max" criteria for the job-shop scheduling. [16] designed a dynamic programming algorithm for solving parallel identical machine sub problems where jobs have negative weights. In this paper, Lagrangian approach is used to minimize makespan in non-identical parallel batch processing machines. Results obtained from this approach are compared with PSO and RKGA approaches presented in [2] .
Formulation and Solution Approach
The notation used in the formulation is as shown below. The problem (P) under study can be formulated as follows.
Minimize C max (1) subject to:
The objective function (1) is to minimize the makespan. Constraint (2) ensures that each job is assigned to exactly one batch on one machine. Constraint (3) ensures that the total size of all jobs assigned to the batch does not exceed the machine capacity. Constraint (4) ensures that the processing time of the th batch processed on each machine is at least equal to the longest processing time job in the batch. Constraint (5) determines the makespan. Constraint (6), (7) , and (8) ensure the non-negativity and binary restrictions on the decision variables. Commercial solvers take prohibitively long run times to solve problem instances with more than 20 jobs [2] . Consequently, a LR approach is proposed in this paper.
The main concept in Lagrangian relaxation approach is to relax constraints of an integer linear program such that the resulting problem is easier to solve than the original one. In general, a Lagrangian relaxation approach involves three main steps. The first step is to find the lower bound by solving the relaxed problem for a given set of Lagrange N. Suhaimi and P. Damodaran multipliers. Lagrangian multipliers should aid to produce the best lower bounds and therefore are updated using sub gradient optimization method. In this paper, the capacity constraint (3) is relaxed by multiplying it with Lagrange multipliers ( λ ). The mathematical model (LR) to find the lower bound is as shown below. (9) subject to: (2) , (4), (5), (6), (7) & (8) The second step is to update the upper bound using the lower bound solution through a heuristic or some other means. Finally, the LR is solved iteratively until some termination criterion is satisfied. The termination criterion can be a fixed number of iterations or the gap between the lower and upper bounds. Other termination criteria have also been tried in the literature.
It is well known that the objective value of LR is a lower bound for the problem under study P for all λ ≥ 0. The best choice of λ would be an optimal solution to the Lagrangian Dual (LD) problem.
We use the classical sub gradient optimization procedure to solve the LD (i.e. to determine the optimum Lagrangian multipliers). The classical sub gradient method is as follows. First, the sub gradients are calculated:
, :
Then the step size µ λ is defined by
Where UB is the objective value of the best known feasible solution and LB is the best lower bound found by solving the LR. The scale parameter σ is typically between 0 and 2, and reduced by a factor whenever the solution of the LR problem fails to increase in a specific number of iterations (Nrepeat). In our experiments, σ =1 and Nrepeat 
The pseudo code for solving the LD is as follows:
Let the objective of the linear programming relaxation of P be )
Compute the gradients λ ψ bm as in equation (11).
Let x be the current job to batch assignment and C max (H) be the makespan obtained from the heuristic
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(which is discussed below)
Compute the step sizes µ λ as in equation (12). Update the Lagrangian multipliers λ b as in equation (13).
end while end
Solving the Lagrangian Dual to optimality does not guarantee a feasible solution. The feasibility is retained by applying a simple heuristic. The input to the heuristic is the infeasible schedule (say x). The procedure (referred to as Heuristic(x) in the pseudo code above) to find a feasible solution is summarized below.
begin
Let set I include the set of infeasible batches and set Q denote the new batches opened to find a feasible solution.
Order the batches in I in non-increasing order of batch processing times. The heuristic and the procedure to optimize LD were implemented in IBM ILOG CPLEX. The experiments were run on a personal computer with the following configuration: Intel® Core™ i5-2450M, 2.50 GHz, and 4 GB RAM. The experimental study conducted is discussed in the next section.
Experimentation
In order to ensure a fair comparison with the previous approaches, the same data sets used in [2] were used in this research. Table 2 presents the factors and levels used in [2] to generate the data sets. The number of jobs, considered in each problem instance is 10 or 20. The processing times, were generated from a discrete uniform distribution with parameters [1, 10] or [1, 30] . The sizes of the jobs were generated from a discrete uniform distribution with parameters [1, 5] or [1, 20] . Number of machines, considered was two. For the two machine instances, the capacity of the machines, were assumed to be {20, 25}. From each combination, five instances were generated. Altogether, there were 40 experimental runs in total. The makespan from the proposed approach were compared to solutions from RKGA approach reported in [8] and PSO approach reported in [2] . An experimental study was conducted to determine the stopping criterion (i.e. N) and when to update the scale parameter (σ). Based on this experimental study, it was decided to use 100 iterations or the percentage gap between the upper bound and the Lagrange Relaxation solution is within 1%. The scale parameter was reduced in half if the Lagrange Relaxation did not improve the bound for 15 consecutive iterations. Figure 1 and 2 shows the Lagrange Relaxation (represented by the blue line and labeled as LBlog) solution and the upper bound (represented by the red line and labeled as UBlog). The upper bound is a feasible solution obtained after applying the heuristic. At least for 10 job and 20 job instances, 100 iterations are sufficient to find a good solution. 
J2p1s1
LBlog UBlog Table 2 presents the optimal solution results from RKGA, PSO, commercial solver (IBM ILOG CPLEX), and Lagrangian Relaxation for all the 10 job instances. Column (1) presents the run code. For example, J1p1s1#1 indicate a 10 job instance with processing times from Discrete uniform [1, 10] , sizes from Discrete Uniform [1, 5] , and instance one.
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On three instances (shown in bold), the RKGA solution was inferior to other approaches. The Lagrangian heuristic was able to report the optimal solution for all the problem instances. The run times were negligible for all the approaches. Table 3 presents the results for all the 20 job problem instances. On two instances (marked with *), the commercial solver did not converge to an optimum solution even after running for 1800 seconds. The solution reported in the table is the best feasible solution found by the commercial solver in 1800 seconds. The Lagrangian heuristic solution is almost always (except one instance) equal to the optimal solution obtained from the commercial solver. On 12 out of 20 instances the Lagrangian heuristic reports a better solution than RKGA. On four instances, it outperformed PSO.
This preliminary experimental study indicates that the proposed approach is effective on smaller problem instances. However, additional experiments are required to judge the behavior on larger problem instances. J1p1s1#1  9  9  9  9  J1p1s1#2  10  10  10  10  J1p1s1#3  10  10  10  10  J1p1s1#4  10  10  10  10  J1p1s1#5  10  10  10  10  J1p1s2#1  17  17  17  17  J1p1s2#2  8  8  8  8  J1p1s2#3  12  12  12  12  J1p1s2#4  24  24  24  24  J1p1s2#5  14  14  14  14  J1p2s1#1  27  27  27  27  J1p2s1#2  30  30  30  30  J1p2s1#3  29  29  29  29  J1p2s1#4  30  30  30  30  J1p2s1#5  26  26  26  26  J1p2s2#1  39  38  38  38  J1p2s2#2  46  44  44  44  J1p2s2#3  40  40  40  40  J1p2s2#4  30  30  30  30  J1p2s2#5  35  35  35  35 N. Suhaimi and P. Damodaran Note: *C max was reported after running CPLEX for 1800 s
Conclusions
Scheduling capacitated batch processing machines to minimize its makespan is a NP-hard problem. A Lagrangian heuristic approach was proposed and evaluated to solve the problem under study. Experimental study indicates that for some smaller problem instances the proposed approach can find better solution when compared to PSO and RKGA. Although run time is not an issue in solving smaller instances, it may be an issue when dealing with larger problem instances. Our next step is to decompose the LD into smaller sub problems (perhaps as multiple knapsacks) to eliminate using the solver. This would reduce the run time and may help to find better solution. It may also be worthy to consider objectives using the proposed approach.
