Introduction
Turbulent flow in curved ducts of uniform square crosssection has generic similarities to those arising in turbomachinery blading. Moreover, it offers a fundamental three-dimensional flow with unambiguous boundary conditions that is analyzable in a simple coordinate frame: it thus provides an important case for testing the capabilities of turbulence models in complex strain fields. An extensive review of the literature up to 1983 is provided by Chang et al., (1983) , who also contributed what has come to be recognized as a searching set of experimental data of the flow around a U-bend with a mean bend radius (R c ) equal to 3.375 times the hydraulic diameter (D H ). While the flow in this case remains unseparated, the strong secondary flow produces a very complex streamwise flow distribution half-way around the bend with a pronounced trough in velocity near the inside of the bend. Initial attempts at computing the flow entirely failed to predict the presence of these troughs. A major weakness of these early studies was the use of wall functions to straddle the viscous and buffer layers-a technique which, though economical, is inappropriate for flows where the velocity vector parallel to the surface undergoes substantial skewing within the near-wall sublayer. Recently lacovides et al. (1989) with a hybrid turbulence model in which Van Driest's form of the mixing-length hypothesis is adopted over the near-wall sublayer (covering the region where direct viscous effects are important) while, over the remainder of the cross-section, either the standard A: -e model or an algebraic second-moment (ASM) closure is employed. Significant improvements were achieved over earlier computations, especially when the ASM scheme was adopted. Nevertheless, agreement with experiment was far from complete, even with the most elaborate model adopted. There was little doubt that the main source of the discrepancy was the turbulence model as a limited amount of rechecking on an identically proportioned U-bend constructed at UMIST (Johnson and Launder, 1985) confirmed very closely the flow field measured by Chang et al., (1983) .
While the experimental data discussed above evidently provided a searching test case for three-dimensional flow solvers, it could be argued that it was not an especially appropriate one for gaining an impression of the capabilities of such schemes in turbomachinery blading passages or intake ducting. In those applications the boundary layers were thin and the secondary flow (which is driven by the velocity deficit associated with the boundary layer of the streamwise flow) would be expected to differ significantly from that found in the Chang experiment, where the flow at bend entry was nearly fully developed.
Professor Whitelaw's team at Imperial College has reported extensive measurements of flow through curved square ducts with thin inlet boundary layers, including S-bends and 90 deg bends with thin inlet boundary layers (see, for example, Taylor et al., 1982a,b) which provide good tests of the turbulence model in the immediate near-wall region. The longer period of straining associated with a U-bend, however, makes the predicted flow pattern more critically dependent on the outer layer turbulence model. Moreover, with a 90 deg bend there has been no breakdown reported of the secondary flow into multiple stream wise vortices. It is thus of considerable interest to ascertain whether, in the case of the U-bend, vortex breakdown still occurs when the inlet boundary layers are thin.
The present contribution reports experiments and computations of a U-bend flow of identical proportions to that considered by Chang et al., (1983) , thus facilitating comparisons of similarities and differences in the two sets of results. The flow-prediction software employed, including the turbulence model adopted, is that presented in Choi et al., (1989) . Section 2 describes the experimental program, while Section 3 gives an outline of the numerical scheme. The experimental and computational results are presented in Section 4.
Experimental Program
The apparatus used for the present study, Fig. 1 , was that developed by Johnson and Launder (1985) save that the inlet tangent was here shortened to 6 D H . This is preceded by an entry contraction section containing a fine mesh screen and filter and providing a 5:1 area reduction by its downstream end. The square-sectioned duct had a side length D H of 90 mm and a nominal mean radius of 0.61 m. It was fabricated from 10 mm perspex sheeting which provided smooth, rigid, transparent walls. The curved side walls were cemented permanently to the bottom wall, while the removable top wall was sealed to the side walls by soft rubber tubing inserted in grooves machined into the top of the side walls. The top is clamped down onto the side walls with threaded metal rods.
The boundary layers developing on the walls were tripped by means of fine wires affixed to the four sides at a distance approximately 1 D H from the straight duct inlet. This led to normal turbulent boundary layers about 10 mm thick at entry to the U-bend section. The nominal Reynolds number based on bulk velocity and hydraulic diameter was 58,000. The bulk flow rate was in fact monitored by means of an orifice plate accommodated in a long length of straight circular piping just before inlet to the centrifugal fan, see Fig. 1 . Further details on the apparatus and tolerances are provided by Johnson and Launder (1985) .
All velocity measurements were obtained with DISA and TSI constant-temperature, hot-wire anemometers using standard DANTEC single and cross-wire probes. The wires were individually calibrated before and after each velocity traverse using the Sidall and Davies (1972) hot-wire response equation. The cross-wire probes were separately calibrated for yaw sen- sitivity following Bradshaw (1971) . The inlet velocity field was mapped at 3 D H ahead of the bend entry and at the entry plane itself; then at 45 deg intervals around the bend. At each station, traverses across the duct were made along, typically, 15 vertical lines (the bend's symmetry plane being horizontal). All measurements were made with the axis of the hot-wire probe horizontal pointing directly upstream with the wires themselves lying in a horizontal plane. The probes connected to a holder with a vertical stem that passed through a slot in the top wall and were traversed vertically across the channel by means of a stepper motor. The hot-wire signals were sampled digitally at 900 samples per second. Mean and fluctuating (rms) values were based on 5120 records per point. A detailed assessment of accuracy for the present system applied to three-dimensional duct flows indicates a combined uncertainty in the mean streamwise velocity of approximately ±3 percent. The corresponding uncertainty in the fluctuating velocity is ±6 percent. It is difficult to ascribe an accurate uncertainty to the measurement of the mean radial velocity V. This component is considerably smaller than the streamwise velocity W{sX least, in the region accessible to the hot-wire probe) and is thus especially susceptible to probe alignment or blockage errors. On the basis of data repeatability and the general smoothness of the profiles (while the data were acquired by making vertical traverses across the duct, the results are presented as horizontal velocity distributions to facilitate comparison with the earlier measurements of Chang), our view is that the uncertainty in Kis within ±0.05W B , W B denoting the bulk axial flow. Comparisons with computations in Section 4 suggest that there may be a systematic error in V of about -0.04 W B . Figure 2 shows the detailed mean velocity distribution at three hydraulic diameters upstream of the bend entry. The flow at this position is closely symmetric with no sign of the acceleration of the "inside" fluid that occurs closer to the bend. The mean velocity profiles at this position were used as the basis for ascribing initial conditions for the computations as described in the next section. The experimental results within the bend are presented in Section 4, in parallel with the corresponding computations. 
Computational Program
The three-dimensional semi-elliptic solver adopted for these computations has been extensively described in earlier publications (see Iacovides, 1986; Iacovides and Launder, 1985) ; a summary has also been recently provided in this journal (Choi et al., 1989) . Here, therefore, it may suffice to note simply that it adopts a conventional staggered grid for pressure and velocity components, SIMPLE pressure-correction strategies and the QUICK treatment of cross-stream momentum transport. In the study by Choi et al., (1989) both k -e eddy viscosity and algebraic-second-moment (ASM) closures were used to compute the U-bend flow of Chang et al., (1982) . However, since the ASM results were clearly superior, that version alone has been considered in the present case. The detailed equations defining the model in cylindrical coordinates is given in the appendix of Choi et al., (1989) . Across the near-wall sublayer Van Driest's form of the mixing-length hypothesis has been adopted. The value of the normalized wall distance coordinate at the changeover point from one model to another was typically 60 wall units, though inevitably this varied due to the streamwise and perimetral variations in the local friction velocity.
In Choi et al., the half cross-section on one side of the flow symmetry plane was mapped by a 25 X 47 grid with eight nodes across the sublayer/buffer region with the mixing-length schemes was adopted. Computations with the same number of nodes over the cross-section (and 100 streamwise planes) were also made here, though with a slightly shifted nodal concentration towards the walls in recognition of the thin inlet boundary layers. A further set of computations was made with twice the number of nodes (16) across the near-wall region. This region is crucial to resolve accurately because the secondary flow reaches its greatest value very close to the top (and bottom) walls. The number of streamwise planes was also increased by 50 percent; the grid adopted was thus 33 X 63 x 150. It is these finer grid results on which attention is focused here; there are, however, only minor differences from those obtained with the coarser mesh.
The inlet flow was three-dimensional and it was therefore impractical to attempt to assign initial conditions working purely from the inevitably incomplete measured data field at 3 D H upstream of the bend. Instead a separate calculation was made (with an identical grid in the cross-sectional plane) of developing flow in a straight duct starting from a very thin turbulent boundary that was assumed to be uniform around the duct perimeter. The mixing-length hypothesis was used to assign initial values of k and length scale (subject to a minimum k of 10~4 W B 2 corresponding to the measured freestream turbulence intensity level). From this assumed initial state, the downstream development of the flow was computed until this computed boundary layer matched, as closely as possible, the measured mean velocity distributions. The computed fields of all the computed variables at this point were then used as the inlet conditions for the U-bend calculations. While the entry conditions determined in this way would not have been perfect, sensitivity tests convinced us that uncertainties in inlet profiles were not contributing significantly to differences between computed and measured behavior. For example, reducing the inlet velocity boundary layer thickness (at -3 D H ) to only 7 percent of that for the reported computations produced velocity profiles at 90 deg which differed from those to be shown below by amounts considerably less than between the coarse and finegrid results at that position. As the scheme adopted was a semi-elliptic solver, only the pressure required the application of a downstream boundary condition. A pressure gradient that was uniform over the crosssection was applied together with a mean pressure level that was automatically adjusted to give the correct mass flow 'Another indicator of the relative insensitivity of the flow to the entry conditions is provided by a second series of experiments we carried out in the same apparatus where, at inlet, triangular gauze strips were fixed in the duct corners so as to produce there patches of low-momentum, high turbulence-intensity fluid. By the 90 deg station, however, the measured profiles were scarcely distinguishable from the data reported here. For that reason, the "gauze-strip" test will not be separately reported in the literature.
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Ol U/WBULK INSIDE OUTSIDE Fig. 5 Axial velocity contours and secondary velocity vectors at 90 deg. Key as Fig. 4 through the duct. The outlet was located 5 hydraulic diameters downstream of the duct exit. Figure 3 presents the measured and computed profiles of the streamwise mean velocity measured along five reference lines parallel to the symmetry plane at 45, 90 and 135 deg around the U-bend. The experimental features will first be noted. At the 45 deg station the irrotational vortex formed in the central region of the duct is still clearly evident, the peak velocity being displaced well toward the inside of the bend. This is the usual pattern reported in numerous earlier bend studies. By 90 deg the streamwise velocity displays a quite different appearance, however. Due to convective transfer of low momentum fluid by the near-wall secondary flow from the outside to the inside of the bend, a marked trough develops in the streamwise velocity at a normal distance of about 0.25 D H from the inner wall. The behavior is in fact not dissimilar from the 90 deg flow measured in an identically proportioned U-bend by Chang et al., (1983) reproduced in Fig. 3(d) (though with a slightly stretched vertical scale and with the curves sequenced in the reverse order). It is recalled that, for that case, the flow at bend entry was nearly fully-developed. Any thought that the much thinner boundary layers in the present study might have led to a simpler flow pattern is thus evidently unsubstantiated (indeed, evidence will be presented later that suggests a more chaotic flow may be created with the thinner entry boundary layers). Finally, the flow at 135 deg is broadly similar to that at 90 deg save that the velocity troughs have here become slightly less steep.
Presentation and Discussion of Results
Turning to the computed results, we note first that at 45
Transactions of the ASME 
135°
and 90 deg there appears to be some inconsistency since the computed normalized velocity profile is nearly everywhere higher than the measured. (The integral of a graph of W/W B over the duct should, of course, be precisely the same for computation and experiment.) This aberration probably arises from the fact that in the experiment W and W B are measured independently. The other main feature is that, at 90 deg, the computations reproduce with reasonable fidelity the depression in streamwise velocity toward the inside of the bend-indeed, rather better than in the case of (nearly) fullly developed flow ( Fig. 3(d) ). The differences between the computed ^profiles for the coarse and fine grids show the effect of doubling the nodal density across the sublayer. The main effect is seen to be to displace the profiles near the center plane (7=0 and 0.25) slightly toward the outside of the bend. This in turn arises from the bend-induced secondary flow being slightly stronger in the case of the finer sublayer mesh over the preceding portion of the bend (see Fig. 6(a) ). At 135 deg (Fig. 3(c) ) agreement between computation and experiment (for the fine grid) has deteriorated somewhat: the computed profiles indicate that, relative to the 90 deg pattern, the troughs have been displaced to the left (i.e., toward the outer wall), whereas no such shift is seen in the experiments. This clearly suggests that the discrepancy has arisen from errors in computing the secondary flow pattern. An alternative view of the axial velocity field is provided in Figs. 4 and 5 where the measured and computed velocity field data have been interpolated to provide a contour map of the streamwise velocity at 45 and 90 deg together with the corresponding computed secondary flow vectors. This presentation helps bring out the role of the secondary motion in modifying the streamwise flow. There is a strong secondary motion driven along a thin region adjacent to the top and bottom walls (due to the excess of the radial pressure gradient over that required for circular motion). This flow is deflected down the inside wall toward the duct mid-plane and a return flow occurs from the inside to the outside over the core region of the duct. This is the classical single-cell vortex flow that pertains at the 45-degree station. By 90 deg, the readjustments to the streamwise velocity field lead, through its coupling with the pressure field, to the eye of the secondary vortex being pushed far to the inside of the bend. This is what causes the development of "mushroom" shaped velocity contours near the inner wall as the return fluid is deflected away from the center plane; indeed, it is this displacement of low-momentum fluid near the center plane that is directly responsible for the "troughs" that have been noted in Fig. 3(b) . In ured shapes of the velocity profiles are broadly similar, near the wall the computed outside-to-inside flow is larger than calculated, whereas along the other lines the measured innerto-outer return flow is generally larger than computed. This suggests that there may-for whatever reason-be a small bias in the measured values of V; certainly, if the data along all the constant Y lines are displaced by about + 0.04 W B (which is within the estimated uncertainty of V), agreement with experiment is greatly improved. It is not just the question of agreement with computation that suggests such an adjustment may be appropriate. If streamwise rates of change are negligible, the volumetric flow rate to the right across any radius should equal that to the left. The computational results at 45 and 90 deg shown in Fig. 7 do indicate that along the midduct radius a balance does very nearly exist-indicating that the contribution of streamwise changes is small. However, unless the indicated shift is applied to the radial velocity measurements in Fig. 6 , it is hard to imagine the indicated balance being achieved. At 90 deg there seems to be a similar bias to the data, though possibly of slightly smaller magnitude. Now, moreover, one notices aspects of the general shape of the profiles that differ from experiment to computation, most notably the very irregular measured profiles of V along the lines 7=0 and 0.25. It is impossible to form a complete view of the secondary flow pattern in the experiment in the absence of data of the mean velocity normal to the center plane. The noted irregularities in the V distribution, however, convey an impression that at 90 deg the measured secondary flow may have reached a more chaotic state than in the computations. This suggestion is given support by the fact that at 135 deg the measured irregularities have become more pronounced. Moreover, at this station the computed profiles also exhibit a waviness that suggests a far more complex secondary flow pattern than at 90 deg. That this is so is vividly brought out by the secondary velocity vector plot in Fig. 8 . Whereas at 90 deg the computed flow is dominated by a single vortex centered toward the inside of the bend (though with a very small secondary vortex just visible near the junction of the center plane and inner wall), at 135 deg a system of no less than five secondary vortices is present. Indeed, the computed secondary flow field at this station is more chaotic than the predicted pattern at the same station for the case of fully developed entry flow, Choi et al., (1989) .
The above extensive consideration of the secondary flow field leads to a plausible explanation for the deterioration in agreement in the predicted streamwise velocity between 90 and 135 deg. The detailed mean-flow picture up to the 90 deg station is largely dominated by a conventional single-cell secondaryflow vortex. Shortly before 90 deg, however, the actual secondary motion starts to break down into a system of multiple secondary eddies. While the computations also display such a breakdown, it begins somewhat later than in the experiment. Because errors in predicting the secondary flow at one position affect the primary velocity at later positions in the bend, it is not until the 135 deg station that the differences in the measured and computed secondary velocities propagate into the W velocity profiles.
Finally, Fig. 9 shows the measured and predicted profiles of the streamwise and radial rms velocities at the 45, 90, and 135 deg stations. There is generally rather close agreement between the experiment and computation. An exception, though, are the profiles along the line Y=0.75, where the experimental levels are strikingly higher than the computed. The fact that the differences seem to be confined to the outside (concave) half of the bend at 45 deg but that by 90 deg they have spread across most of the duct-despite the secondary flow along this line being from the inside to the outsidesuggests that this may be associated with the formation of
