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For a given simplicial complex K , V.V. Fedorchuk has recently introduced the dimension
functions K -dim and K -Ind and constructed a ﬁrst countable and separable continuum Xn
such that K -dim Xn = n < 2n− 1 K -Ind Xn  2n for each integer n > 1, provided the join
K ∗ K is non-contractible. We study a modiﬁcation K -Ind0 of K -Ind and develop its theory
to a point that enables us to compute the inductive dimensions of a variety of spaces.
Let α,β be ordinals of cardinality at most c and n an integer with 1 n  α  β . We
construct, inter alia,
(1) ﬁrst countable and separable continua Sa with K -dim Sα = 1 while K -Ind Sα =
K -Ind0Sα = α,
(2) ﬁrst countable and separable continua Sn,α with K -dim Sn,α = n while K -Ind Sn,α =
K -Ind0Sn,α = α,
(3) ﬁrst countable, hereditarily strongly paracompact continua Tα such that K -dim Tα =
K -IndTα = 1 while K -Ind0Tα = α,
(4) ﬁrst countable continua Tn,α,β with K -dim Tn,α,β = n while K -Ind Tn,α,β = α, and
K -Ind0Tn,α,β = β .
For the construction of the spaces Sα and Tα it suﬃces to assume that K is non-
contractible, while the construction of the spaces Sn,α and Tn,α,β for n > 1 requires the
stronger restriction that the join K ∗ K is non-contractible.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Fedorchuk [11,13] has recently introduced the dimension functions K-dim and K-Ind on the class of normal (Hausdorff)
spaces, where K denotes a ﬁxed class of ﬁnite simplicial complexes. If K consists of a two-point set, these dimension
functions coincide with the covering dimension dim and large inductive dimension Ind, respectively. Generally, K-Ind X 
Ind X , K-dim X  dim X and K-dim X K-Ind X . Other results include the equality K-dim = K-Ind for metrizable spaces,
the countable sum theorem for K-dim on the class of normal spaces and the subset theorem for K-dim on the class of
strongly hereditarily normal spaces.
If K consists of a single element K , one writes K -dim and K -Ind rather than K-dim and K-Ind. Suppose that the join
K ∗ K is non-contractible. Fedorchuk proved in [12] that for every integer n 0, there is a cube Im with K -dim Im = n, and
for every n > 1, he constructed in [13] a ﬁrst countable and separable continuum Xn such that K -dim Xn = n < 2n − 1 
K -Ind Xn  2n.
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inition (see [2,3,14]). Ind and Ind0 agree on perfectly normal spaces. On general normal spaces, however, Ind0 is better
behaved, satisfying for instance the countable sum theorem: If a normal space X is the countable union of zero subsets
with Ind0  n, then Ind0 X  n. This implies the cozero subset theorem: Ind0 G  Ind0 X for a cozero subset G of X . These
and other results for Ind0 have proved very useful in computing inductive dimensions (see, e.g. [5,6]). With this in mind, we
study the modiﬁcation K -Ind0 of K -Ind obtained by replacing K-partitions with zero K -partitions in the deﬁnition. While, we
have not been able to prove the sum theorem in full generality, we establish a couple of addition theorems (Propositions 1
and 2) and a Hurewicz formula for fully closed maps (Proposition 5), which, in conjunction with other results contained in
this paper, prove suﬃcient for computing the inductive dimensions of the spaces announced in the abstract. To construct
the spaces Sα and Sn,α , we apply the method of resolving Gδ-points into continua used in [5] and [6]. A brief description
of this is given in Section 5. For the construction of the spaces Tα and Tn,α,β , we use the method of free products.
As regards the restrictions imposed on K in order to construct the spaces of the abstract, the reader should bear in mind
that (1) if K is contractible, then K -dim X  0, and (2) if K ∗ K is contractible, then K -dim X  1 for all normal spaces X
(see [12, Propositions 2.2 and 2.3]). That the restriction on the cardinality of the ordinals α and β is not redundant, see
Remark 1 at the end of Section 3.
2. Deﬁnitions
By a space we mean a Tychonoff topological space. We denote the unit interval [0,1] by I, its cardinality by c and the ﬁrst
ordinal of cardinality c by ω(c). The results of this paper concern mainly normal spaces, and it is useful to remember that
an Fσ (e.g. a cozero) subset of a normal space is normal. For general results in Topology and Dimension Theory, the reader
is referred to Engelking’s monographs [7,8].
In this paper, K denotes a ﬁxed polyhedron in a Euclidean space with a particular triangulation (i.e. a simplicial complex
whose union is K ) and corresponding set of distinct vertices e1, e2, . . . , ek , where k  1. We adopt the common practice of
identifying a simplicial complex with its geometric realization, writing f : X → K when we mean a function or map f into
the geometric realization of K .
We use calligraphic letters A, B, . . . to denote corresponding indexed k-tuples (A1, A2, . . . , Ak), (B1, B2, . . . , Bk), . . . . Let
A be a k-tuple of subsets of a space X . A is called an open (closed, zero, cozero,. . . ) k-tuple of X if each Ai is open (closed,
zero, cozero,. . . ) subset of X . A is called a K -tuple of X provided ⋂i∈I Ai = ∅ implies {ei : i ∈ I} is the set of vertices of a
simplex in K , for every non-empty subset I of {1,2, . . . ,k}. A is called a K -cover of X if A is a K -tuple of X and X =⋃A,
where
⋃A denotes the set ⋃ki=1 Ai . A K -neighbourhood of A will mean an open K -tuple B of X such that Ai ⊂ Bi for
1 i  k. If B is a K -neighbourhood of A, then X \⋃B is called a K -partition for A.
We deﬁne a new dimension function K -Ind0 as follows.
(1) K -Ind0 X = −1 iff X = ∅.
(2) For an ordinal α, K -Ind0 X  α if to every closed K -tuple A of X , there corresponds a zero K -partition P (A) for A
with K -Ind0 P (A) < α.
(3) If there is an ordinal α for which K -Ind0 X  α, K -Ind0 X denotes the ﬁrst such ordinal; if not, we set K -Ind0 X = ∞.
If in the above deﬁnition, we require P (A) to be a mere K -partition, but not necessarily a zero set, we obtain the
deﬁnition of Fedorchuk’s K -Ind. Obviously, K -Ind X = K -Ind0 X if X is perfectly normal and, by transﬁnite induction,
K -Ind X  K -Ind0 X for any space X . Let us recall that for an integer n  0, K -dim  n iff to every n + 1 closed K -tuples
Ai of X there correspond K -partitions Pi such that
⋂n+1
i=1 Pi = ∅ ([11]). It is therefore clear that if K consists of two points,
then K -dim = dim, K -Ind = Ind and K -Ind0 = Ind0. It is equally clear that K -dim X = 0 iff K -Ind X = 0 iff K -Ind0 X = 0 for
any K .
3. The basic theory
The ﬁrst two of the following lemmas are frequently used without explicit mention. Proofs are readily obtained by
transﬁnite induction.
Lemma 1. For every closed subspace F of a space X, K -Ind0 F  K-Ind0 X.
Lemma 2. If X is the union of ﬁnitely many clopen subspaces with K-Ind0  α (respectively, K -Ind α), then K-Ind0 X  α (respec-
tively, K -Ind X  α).
Let A and B be k-tuples of a space X with Ai ⊂ Bi . Obviously, if B is a K -tuple of X , then so is A. The converse is true
if B swells A i.e. if ⋂i∈I Bi = ∅ implies
⋂
i∈I Ai = ∅ for every subset I of {1,2, . . . ,k}. Recall that when both A and B are
covers of X with Ai ⊂ Bi , A is called a shrinking of B. For a proof of the following lemma, see [7, Theorems 7.1.4 and 7.1.5].
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swelling D of A with Ai ⊂ Ci ⊂ Di ⊂ Bi .
If B is a cover of X , there is a cozero shrinking E and a zero shrinking F of B with Ai ⊂ Ei ⊂ Fi ⊂ Bi .
Lemma 4. Let A be a closed k-tuple of a normal space X, and P the K -partition for A corresponding to a K -neighbourhood B of A.
If P is a zero set of X , then there is a cozero K -neighbourhood C of A with Ai ⊂ Ci ⊂ Bi and P = X \⋃C .
Proof. If P is a zero set of X , the cozero subset X \ P of X is normal, and we can simply let C be any cozero shrinking of
the open K -cover B of X \ P that satisﬁes Ai ⊂ Ci ⊂ Bi , in accordance with Lemma 3. 
Lemma 5. For any normal space X, K -Ind0 X  Ind0 X.
Proof by induction on α = Ind0 X . Let A be a closed K -tuple of X . By Lemma 3, there is a cozero K -neighbourhood B of
A. Let L be a zero partition between ⋃A and X \⋃B with Ind0 L < α. Let U and V be disjoint cozero neighbourhoods
of
⋃A and X \⋃B with L = X \ (U ∪ V ). Then L is the K -partition for A corresponding to the cozero K -neighbourhood
((B1 ∩ U ) ∪ V , B2 ∩ U , B3 ∩ U , . . . , Bk ∩ U ). Also, K -Ind0 L < α by the obvious induction hypothesis. Hence, K -Ind0 X 
Ind0 X . 
The following two results should be compared to results concerning partitions of partial mappings in [13, Section 1]. We
give full proofs for the sake of completeness. Any point x ∈ K can be written uniquely in the form ∑ki=1 xiei , where the
barycentric coordinates xi of x are non-negative real numbers with
∑k
i=1 xi = 1. For any map f into K , f i(x) denotes the
i-th barycentric coordinate of f (x). The set {x ∈ K : xi  1k } will be denoted by Ki . Note that K = (K1, K2, . . . , Kk) constitutes
a closed K -cover of K .
Lemma 6. Let F be a closed k-tuple of normal space X with F =⋃F . Then F is a K -tuple iff there is a map f : F → K such that the
closed K -tuple E of X , where Ei = f −1(Ki), swells F .
Proof. F swells to a cozero neighbourhood H by Lemma 3. Let hi : F → [0,1] be a map with hi |Fi = 1 and hi |(F \ Hi) = 0.
Deﬁne h : F → [1,k] by h(x) =∑ki=1 hi(x). Then f i(x) = hi(x)h(x) deﬁnes a map from F to [0,1]. Suppose that F is a K -tuple.
Then H is a K -tuple, and this assures that f (x) =∑ki=1 f i(x)ei deﬁnes a map from F to K . Evidently, Fi ⊂ Ei = f −1(Ki) ⊂
Hi . It follows that E swells F , as wanted. The converse is clear. 
Lemma 7. Let F be a closed set of a normal space X, f : F → K a map, and F the closed K -tuple of X with Fi = f −1(Ki). Suppose G
is a K -neighbourhood of F that covers X. Then f extends to a map X → K .
Proof. Note that (G1 \ f −11 (0),G2 \ f −12 (0), . . . ,Gk \ f −1k (0)) is a K -neighbourhood of F that covers X . By Lemma 3, there
is a zero K -cover E and a cozero K -cover H of X such that Fi ⊂ Ei ⊂ Hi ⊂ Gi \ f −1i (0). As K is an ANR, f extends to a map
φ from a zero neighbourhood of F into K . Pick a map hi : X → [0,1] such that h−1i (1) = Ei ∩ φ−1(Ki) and h−1i (0) = X \ Hi ,
and let h(x) =∑ki=1 hi(x). Then gi(x) = hi(x)h(x) deﬁnes a map from X to [0,1], and g(x) =
∑k
i=1 gi(x)ei deﬁnes a map from X
to K . Observe that gi(x) > 0 implies f i(x) > 0 for x ∈ F . It follows that g(x) lies in the carrier of f (x) and
F (x, t) = (1− t) f (x) + tg(x) ∈ K
deﬁnes a homotopy from f to g|F . Thus, by the homotopy extension theorem, f extends to X , as wanted. 
Theorem 1. For every ordinal α and every normal space X, K -Ind0 X  α iff every map f : F → K , where F is a closed subspace of X ,
extends to a map g : G → K , where G is a cozero neighbourhood of F with K-Ind0(X \ G) < α.
Proof. Suppose K -Ind0 X  α and consider a map f : F → K , where F is a closed subspace of X . Now F , where Fi =
f −1(Ki), is a closed K -tuple of X and therefore, by Lemma 4, F has a cozero K -neighbourhood G with K -Ind0(X \ G) < α,
where G is the cozero neighbourhood
⋃G of F =⋃F . G is normal, and Lemma 7 yields an extension of f to G , as wanted.
To prove the converse, consider a closed K -tuple F of X and set F =⋃F . By Lemma 6, there is a map f : F → K such
that the closed K -tuple E of X , where Ei = f −1(Ki), swells F . Suppose that f extends to a map g : G → K , where G is a
cozero neighbourhood of F with K -Ind0(X \ G) < α. Then G , where Gi = g−1i (0,1], is a cozero K -neighbourhood of (E and
therefore) F with ⋃G = G and P = X \ G is a zero K -partition for F with K -Ind0 P < α. This completes the proof. 
Corollary 1. The dimension function K-Ind0 is independent of the particular triangulation of K .
Corollary 2. Let K be non-contractible. Then there is a metrizable continuum J with K-dim J = K-Ind J = K-Ind0 J = 1.
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K -Ind0(K × I) = K -Ind(K × I)  Ind(K × I) < ∞. By the inductive nature of K -Ind, a closed subspace F of K × I will
satisfy K -Ind F = 1. Shrink each connected component of F to a point to obtain a zero-dimensional compact space Q and
a quotient map f : F → Q . By [13, Theorem 3.24], K -dim F  sup{K -dim f −1(q): q ∈ Q }. Hence, F contains a component J
with K -dim J = K -Ind J = K -Ind0 J = 1. 
Another consequence of Theorem 1 is that if K is contractible, then K -dim X = K -Ind X = K -Ind0 X = 0 for every non-
empty space X (see [12]). Indeed, every map f : F → K on a closed subspace F of X is homotopic to a constant map
g : F → K , and therefore extends to X . Thus, no interesting dimension theory exists if K is contractible. Consequently, we
will suppose in the rest of this paper that K is non-contractible.
Corollary 3. For every disconnected simplicial complex K and every normal space X, K -Ind0 X = Ind0 X.
Proof. We can obviously suppose that e1 and e2 have disjoint components. By Lemma 5, we can also suppose that α =
K -Ind0 X < ∞. Consider a map f : F → {e1, e2}, where F is a closed set of X . By Theorem 1, there is a cozero neighbourhood
G of F with K -Ind0(X \ G) < α and an extension g : G → K of f . Let h : K → {e1, e2} be the map that sends the component
of e1 to e1 and the rest of K to e2. Then h◦ g : G → {e1, e2} extends f and, by an obvious induction hypothesis, Ind0(X \G) <
α. Hence Ind0 X  K -Ind0 X . The rest follows from Lemma 5. 
The reader should note that if K is connected, then K -dim I = K -Ind I = K -Ind0 I = 0; cf. [13, Lemma 3.13].
Lemma 8. Let E be a closed set of a normal space X. LetA be a closed K -tuple of X , and suppose that a zero set L of X is a K -partition
in E forA|E. Then there is a cozero K -tuple B of X and a zero K -tuple C of X \ L such that Ai ⊂ Bi ⊂ Ci and L = E \⋃B = E \⋃C .
Proof. Let U be an open K -neighbourhood of A|E in E with L = E \⋃U . Note that the cozero subspace E \ L of E is
normal. By Lemma 3, there is a closed K -cover Q of E \ L with E ∩ Ai ⊂ Q i ⊂ Ui . Let B be a cozero swelling and C a zero
swelling of (A1 ∪ Q 1, A2 ∪ Q 2, . . . , Ak ∪ Qk) in the normal space X \ L with Bi ⊂ Ci , in accordance with Lemma 3. It is
readily seen that B and C have the required properties. 
Proposition 1. Suppose α is an ordinal and E is a closed subset of a normal space X such that K -Ind E  0 and K-Ind0 F  α
(respectively, K -Ind F  α) for every zero set F of X disjoint from E. Then K-Ind0 X  α (respectively, K -Ind X  α).
Proof. Let A be a closed K -tuple of X . Then ∅ is a K -partition in E for A|E . By Lemma 8, there is a cozero K -tuple B
and a zero K -tuple C of X such that Ai ⊂ Bi ⊂ Ci and E ⊂ B =⋃B ⊂⋃C . Let F be a zero set and G a cozero set of
X with E ⊂ G ⊂ F ⊂ B . Let D be a cozero (respectively, open) K -neighbourhood in X \ G of C|(X \ G) with corresponding
K -partition P satisfying K -Ind0 P < α (respectively, K -Ind P < α). Then H, where Hi = Bi ∪ (Di \ F ) is a cozero (respectively,
open) K -neighbourhood of A with corresponding K -partition P . Thus, K -Ind0 X  α (respectively, K -Ind X  α). 
Proposition 2. Let α be an ordinal, m  0 an integer, and E a zero set of a normal space X. Suppose that K -Ind0 E  α and
K-Ind0 F m for every zero set F of X disjoint from E. Then K-Ind0 X  α +m. If α > 0 is a limit ordinal, then K-Ind0 X  α.
Proof. Let A be a closed K -tuple of X , and L a zero K -partition in E for A|E with K -Ind0 L < α. By Lemma 8, there is a
cozero K -tuple B of X and a zero K -tuple C of X \ L such that Ai ⊂ Bi ⊂ Ci and L = E \⋃B = E \⋃C . Now M = X \⋃B is
a zero K -partition for A, L is a zero set of the normal space M with K -Ind0 L < α and K -Ind0 F m for every zero set F of
M disjoint from L. The result clearly follows by induction on α, since the initial case when α = 0 holds by Proposition 1. 
Lemma 9. Let E and F be zero sets of a normal space X with E ⊂ F and K-Ind0(F \ E) α, where 0 α < ∞. Let A be a closed K -
tuple of X , and suppose L a zero K -partition in E forA|E. Then there is a zero K -partition M in F \ E forA|(F \ E)with K-Ind0 M < α,
and also a cozero K -tuple G of X and a zero K -tuple F of X \ (L ∪ M) such that Ai ⊂ Gi ⊂ Fi , and L ∪ M = F \⋃G = F \⋃F .
Proof. By Lemma 8, there is a cozero K -tuple B of X and a zero K -tuple C of X \ L such that Ai ⊂ Bi ⊂ Ci and L =
E \⋃B = E \⋃C . By Lemma 4, there is a cozero K -neighbourhood D of C|(F \ E) in F \ E with M = F \ (E ∪⋃D)
satisfying K -Ind0 M < α. Now ((B1 ∪ D1) ∩ F , (B2 ∪ D2) ∩ F , . . . , (Bk ∪ Dk) ∩ F ) is a cozero K -neighbourhood of A|F in F
with corresponding K -partition L ∪M . By Lemma 8, there are a cozero K -tuple G of X and a zero K -tuple F of X \ (L ∪M)
such that Ai ⊂ Gi ⊂ Fi and L ∪ M = F \⋃G = F \⋃F . 
The following is a weak form of the countable sum theorem for K -Ind0.
Proposition 3. Let X1, X2, . . . be zero subsets of a normal space X with X1 ⊂ X2 ⊂ · · · and X =⋃∞j=1 X j . Suppose that for some
integer m, K -Ind0(X j \ X j−1)m for each j  1, where X0 = ∅. Then K-Ind0 X m.
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P for A with K -Ind0 P m− 1. Note that P0 = ∅ is a K -partition for A|X0 and K -Ind0(X1 \ X0)m. By Lemma 9, there is
a zero K -partition M1 for A|X1 in X1 with K -Ind0 M1 m− 1, a cozero K -tuple G1 of X and a zero K -tuple F1 of X \ M1
such that Ai ⊂ G1i ⊂ F 1i for i = 1, . . . ,k, and M1 = X1 \
⋃G1 = X1 \⋃F1. Set P1 = M1.
Using the fact that K -Ind0(X j+1 \ X j)m and Lemma 9, we construct inductively for each j  1 sets M j+1, P j+1 and K -
tuples G j+1 and F j+1 such that P j+1 = P j ∪M j+1, M j+1 is a K -partition for F j |(X j+1 \ X j) with K -Ind0 M j+1 m−1, G j+1
is a cozero K -tuple of X and F j+1 is a zero K -tuple of X \ P j+1 such that F ji ⊂ G j+1i ⊂ F j+1i , and P j+1 = X j+1 \
⋃G j+1 =
X j+1 \⋃F j+1.
Then G , where Gi =⋃∞j=1 G ji , is a cozero K -neighbourhood of A with corresponding zero K -partition P =
⋃∞
j=1 P j .
As P1, P2, . . . are zero subsets of a normal space P with P1 ⊂ P2 ⊂ · · · and K -Ind0(P j \ P j−1) = K -Ind0 M j m − 1, we
conclude from an obvious induction hypothesis that K -Ind0 P m− 1. This completes the proof. 
The ﬁnal result of this section provides an alternative way of deﬁning K -Ind0. A k-tuple A of X is called a strong K -tuple
provided for every non-empty subset I of {1,2, . . . ,k}, ⋂i∈I Ai = ∅ iff {ei : i ∈ I} is the set of vertices of a simplex in K . Let
K consist of all at most one-dimensional simplexes with vertices in {e1, e2, e3}. Then A = ({1}, {2,3}, X) is a closed K -tuple
of X = {1,2,3} for which there is no strong K -tuple B of X with Ai ⊂ Bi .
Lemma 10. Let A be a closed K -tuple of a normal space X. If the complement X \⋃A is ﬁnite, then ∅ is a K -partition for A. If
|X \⋃A| 2k, then there is a closed, strong K -tuple B of X such that Ai ⊂ Bi .
Proof. Suppose X \⋃A is ﬁnite. Put C1 = A1 ∪ (X \⋃A) and Ci = Ai for i = 1. Then C is a closed K -cover of X and, by
Lemma 3, it swells to an open cover D of X . Now D is K -neighbourhood of A with corresponding K -partition ∅.
Suppose now that |X \⋃A|  2k . Let J be the collection of all subsets J of {1,2, . . . ,k} such that {e j : j ∈ J } is the
set of vertices of a simplex in K , but
⋂
j∈ J A j = ∅. Simply, pick distinct points x J ∈ X \
⋃A, J ∈ J, and let Bi = Ai ∪
{x J : i ∈ J , J ∈ J}. 
An immediate consequence is
Proposition 4. For every ordinal α and every normal space X, K -Ind0 X  α iff for every strong, closed K -tupleA of X , there is a zero
K -partition P with K-Ind0 P < α.
Remark 1. Some parts of the transﬁnite theory of Ind are readily transferable to the theory of K -Ind and K -Ind0. For
instance
(1) If K -Ind X = α < ∞ (respectively, K -Ind0 X = α < ∞), then for each β < α there is a closed (respectively, zero) subspace
P of X with K -Ind P = β (respectively, K -Ind0 P = β) (cf. [8, Theorem 7.1.15]).
(2) If a compact space X with weight at most n has K -Ind X = α < ∞ (respectively, K -Ind0 = α < ∞), then the cardinality
of α is at most n (cf. [8, Theorem 7.1.18]).
Recall that a ﬁrst countable compact space X has cardinality at most c (see [7, Corollary 3.1.30]). Therefore, if K -Ind X =
α < ∞ (respectively, K -Ind0 X = α < ∞), then the cardinality of α is at most c.
4. Fully closed maps
Consider a map f : X → Y . For a subset A of X , the small image f #(A) of A is the set Y \ f (X \ A) = {y ∈ Y : f −1(y) ⊂ A}.
Clearly, f is closed iff all small images of open sets of X are open in Y . A map f : X → Y is called fully closed if for every
y ∈ Y and every ﬁnite open cover {V1, V2, . . . , Vk} of f −1(y) in X , {y} ∪⋃ki=1 f #(Vi) is a neighbourhood of y in Y . If f
is fully closed, then f is closed and {y} ∪⋃ki=1 f #(Vi) is open in Y for every open cover {V1, V2, . . . , Vk} of f −1(y) in X .
A closed map f is fully closed iff whenever A, B are disjoint closed sets of X , then f (A)∩ f (B) is a discrete subspace of Y .
For the necessary information on fully closed maps, the reader is referred to the survey article [10].
Lemma 11. Let f : X → Y be a fully closed map, and G a cozero set of X . Then f (G) \ f #(G) is the union of a countable collection of
closed discrete subspaces of Y .
Proof. Write G =⋃∞n=1 Fn , where each Fn is closed in X . Then f (G) \ f #(G) =
⋃∞
n=1( f (Fn) ∩ f (X \ G)). 
Consider a map f : X → Y . For a dimension function d, d f usually denotes the supremum of the set {d f −1(y): y ∈ Y }.
In this paper as in [5] and [6], however, it is more convenient to adopt the deﬁnition
d f = sup{d f −1(M): M is a discrete closed subspace of Y }.
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and hence the subset and countable sum theorems hold for K -Ind0.
Proposition 5. Let f : X → Y be a fully closed map from a non-empty normal space X onto a metrizable space Y with K-Ind0 Y an
integer. Then K-Ind0 X  K-Ind0 f + K-Ind0 Y .
Proof by induction onm= K -Ind0 Y . Observe ﬁrst that whenever E1, E2, . . . , En are closed subsets of X with E1 ∩ E2 ∩· · ·∩
En = ∅, the intersection f (E1)∩ f (E2)∩· · ·∩ f (En) is a discrete closed subset of Y . Indeed, if y ∈ f (E1)∩ f (E2)∩· · ·∩ f (En),
then the open sets X \ E1, . . . , X \ En cover f −1(y), and y is the only element of f (E1) ∩ f (E2) ∩ · · · ∩ f (En) in the open
set {y} ∪⋃nj=1 f #(X \ E j).
Consider now a closed K -tuple A of X . Let M be the union of all intersections ⋂ j∈ J f (A j), where J is a subset of
{1,2, . . . ,k} with ⋂ j∈ J A j = ∅. Then M is a closed discrete zero set of Y . Hence K -Ind0 M  0 and K -Ind0(Y \ M) 
K -Ind0 Y = m. For each y ∈ Y \ M , shrink f −1(y) to a point to obtain a space Z , a quotient map g : X → Z , and a map
h : Z → Y such that h ◦ g = f . Then g is closed (see the proof of (5) ⇒ (6) of [12, Proposition II.1.6]), and hence Z is
normal. Moreover, N = h−1(M) is a zero set of Z , the restriction of g to f −1(M) is a homeomorphism onto N , and the re-
striction of h to Z \ N is a homeomorphism onto Y \M . Observe that g(A) is a closed K -tuple of Z , and K -Ind0( f −1(M)) =
K -Ind0 N  K -Ind0 f . By Lemma 9, there is a zero K -partition L in Z for g(A) such that K -Ind0(L ∩ N) < K -Ind0 f and
K -Ind0(L \ N)  m − 1. Now E = g−1(L) is a zero K -partition in X for A and F = f (E) = (M ∩ F ) ∪ h(L \ N). Clearly,
K -Ind0(M∩ F ) 0 and, because h(L\N) is homeomorphic to L\N , we have K -Ind0 h(L\N)m−1. If m = 0, then L ⊂ N and
so K -Ind0 E = K -Ind0(L∩N) < K -Ind0 f , and therefore K -Ind0 X  K -Ind0 f = K -Ind0 f +m. If m > 0, then K -Ind0 F m−1
by the countable sum theorem, the restriction f |E : E → F is a fully closed map with K -Ind0( f |E) K -Ind0 f , and we can
apply the obvious induction hypothesis to deduce that K -Ind0 E  K -Ind0 f + m − 1. Thus, in this case as well, we have
K -Ind0 X  K -Ind0 f +m. 
5. Resolutions
A thorough treatment of fully closed maps, ring–like maps and resolutions can be found in [10]. In the next section, we
use the method of resolution employed in [5] and [6], which renders computations of inductive dimensions fairly easy. Here
follows a brief description without proofs.
Let C be the class of all remainders of compactiﬁcations of [0,1). X ∈ C iff X is a subspace of a compact space X• such
that X∗ = X• \ X is a dense subset of X• homeomorphic to [0,1). For every X ∈ C , we assume that some X• has been ﬁxed,
and we frequently identify the corresponding X∗ with [0,1). Note that if X ∈ C , then X is necessarily a continuum and, if
X is ﬁrst countable then so is X• . C contains every metric continuum.
Let X be a ﬁrst countable compact space. For each x ∈ X , suppose we are given a member Yx of C and a map hx :
X → I with h−1x (1) = {x}. We shall treat the restrictions hx|(X \ {x}) as maps into Y •x . Then, S(X, Yx,hx) will denote the set⋃{{x} × Yx: x ∈ X}, and σ : S(X, Yx,hx) → X the function that sends (x, y) to x. S(X, Yx,hx) is usually abbreviated to S or
S(X, Yx). S is endowed with the topology generated by the sets of the form
O (x, V ) = ({x} × (V ∩ Yx)
)∪ σ−1(h−1x (V )
)
,
where x ∈ X , V is open in Y •x , and V ∩ Yx = ∅.
S is called the resolution space and σ : S → X the resolution map obtained by resolving each point x of X into Yx (via the
map hx). In the case when each point is resolved into a single space Y , we denote the resolution space by S(X, Y ).
Proposition 6. Let X be a ﬁrst countable compact space. Then S is compact and the resolution map σ : S → X is monotone, fully
closed, and ring-like.
(1) If each Yx is ﬁrst countable, then so is S.
(2) If X is a member of C , the same is true of S.
(3) If X is a non-degenerate (separable) continuum, then so is S.
Proof. See [6, Proposition 3.1]. 
The weak resolution S(X, Yx,hx) just described suﬃces for many purposes. There are, however, instances where it is
necessary to use the strong form of this resolution that is obtained by choosing the maps hx in the manner described in the
next paragraph.
Let X be an uncountable compact metrizable space and, for each x ∈ X , let Yx be a member of C . Let X0 =
X \⋃{U ⊂ X : U is open and countable} be the set of all condensation points of X . Then X0 is a non-empty perfect subset
of X . Moreover, the collection of all non-empty perfect subsets of X has cardinality c, and therefore, can be written in the
form {Fα : α < ω(c)} with {α: Fα = X0} coﬁnal in ω(c). Equip X with a well-ordering of the same type as ω(c) and, for
α < ω(c), let xα be the ﬁrst element of Fα \ {xβ : β < α}. Evidently, xα = xβ whenever α = β and {xα : α < ω(c)} = X0. For
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of X , we let hx : X → I be any map with h−1x (1) = {x}.
Proposition 7. If X is an uncountable compact metrizable space and F is a closed subset of the strong resolution S(X, Yx,hx) such
that σ(F ) is uncountable, then F contains a point-inverse of σ .
Proof. See [6, Proposition 3.2]. 
6. Continua with K -dim < K -Ind= K -Ind0
Recall our standing assumption that K is non-contractible. Hence, by Corollary 2, there is a metrizable continuum J
with K -Ind0 J = 1. Thus, there is a closed K -tuple E = (E1, E2, . . . , Ek) of J that has no empty K -partition. Let p ∈⋃E
denote a ﬁxed point of J . Let C be the Cantor discontinuum and deﬁne J to be the space obtained from C × J by shrinking
C × {p} to a point q. The resulting quotient map π sends each {t} × J to a copy Jt of J such that J s ∩ Jt = {q} for s = t .
By [13, Theorem 3.24], K -dimC × J  1, and it readily follows from Proposition 1 that for the metrizable continuum J,
K -dimJ = K -IndJ = K -Ind0 J = 1. For the rest of this section, D will denote the closed K -tuple of J whose i-th coordinate
is π(C × Ei). Note that q ∈⋃D and every K -partition for D| Jt intersects Jt \ {q} for each t ∈ C .
Lemma 12. Suppose that f : X → J is a fully closed map from a normal space X onto J. If P ⊂ X is a zero K -partition for f −1(D) =
( f −1(D1), . . . , f −1(Dk)), then P contains uncountably many point-inverses of f . In particular, the empty set is not a K -partition for
f −1(D).
Proof. Consider any zero K -partition P for the K -tuple f −1(D). By Lemma 4, there is a cozero K -neighbourhood G =
(G1, . . . ,Gk) of f −1(D) with X \ P =⋃G . Clearly, the k-tuple f #(G) = ( f #(G1), . . . , f #(Gk)) is an open K -neighbourhood
of D, and Q = J \⋃ki=1 f #(Gi) ⊂ f #(P )∪
⋃k
i=1[ f (Gi) \ f #(Gi)]. The union
⋃k
i=1[ f (Gi) \ f #(Gi)] is countable by Lemma 11.
Hence, there is an uncountable set T ⊂ C such that Jt ∩⋃ki=1[ f (Gi) \ f #(Gi)] = ∅ for every t ∈ T . Since Q ∩ Jt is a K -
partition for D| Jt in Jt , Q ∩ Jt contains a point xt of Jt \ {q}. Clearly, xt ∈ f #(P ) and f −1(xt) ⊂ P for every t ∈ T . 
Lemma 13. Suppose that f : X → J is a fully closed map from a normal space X onto J. If P ⊂ X is a K -partition for f −1(D), then
f (P ) is uncountable.
Proof. Take any K -partition P for f −1(D). C contains an uncountable family of pairwise disjoint Cantor sets F . For each
such F , consider the continuum JF =⋃{ Jt : t ∈ F }, the K -tuple D|JF , the pre-image XF = f −1(JF ), and the restriction
f |XF . Since P ∩ XF is a K -partition for ( f |XF )−1(D|JF ) in XF , Lemma 12 implies that f (P ) meets each JF . Thus, f (P ) is
uncountable. 
Theorem 2. Let S be a weak resolution S(J, X), where X is a ﬁrst countable member of C with K-dim X =m 1 and K-Ind0 X = α.
Then S is a ﬁrst countable and separable member of C with K-dim S =m and K-Ind0 S = α + 1.
If moreover S = S(J, X) is a strong resolution and K-Ind X = α, then K-Ind S = α + 1.
Proof. By Proposition 6, S is a ﬁrst countable and separable member of C . By Lemma 12, every zero K -partition of σ−1(D)
contains a copy of X . Hence K -Ind0 S  K -Ind0 X + 1 = α + 1. On the other hand, by Proposition 5, K -Ind0 S  K -Ind0 σ +
K -Ind0 J = α + 1. Thus, K -Ind0 S = α + 1. That K -dim S =m follows from [12, Theorem 3.8].
In the case of a strong resolution and K -Ind X = α, Proposition 7 and Lemma 13 imply that each K -partition P ⊂ S for
σ−1(D) contains a point-inverse of σ , and hence, K -Ind P  α. Then α + 1 K -Ind S  K -Ind0 S = α + 1. Hence K -Ind S =
α + 1. 
Corollary 4. For every ordinal α  1 of cardinality at most c, there is a ﬁrst countable and separable continuum Sα ∈ C such that
K -dim Sα = 1 and K-Ind Sα = K-Ind0 Sα = α.
Proof. Suppose K is disconnected. Then K -dim = dim, K -Ind = Ind, K -Ind0 X = Ind0, and a variety of spaces satisfying
the Corollary have been constructed in [5]. We will therefore suppose that K is connected and hence K -dim I = K -Ind I =
K -Ind0 I = 0; cf. [13, Lemma 3.13]. Let S1 = J, and suppose Sα has been constructed for each ordinal α < β . It will suﬃce to
construct Sβ . If β is a successor ordinal, we can let Sβ be the strong resolution S(J, Sβ−1). If β is a limit ordinal, pick distinct
points xα ∈ I,α < β , and let Sβ be obtained from I by resolving each xα into Sα and each x ∈ I\{xα : α < β} into a singleton.
We have K -dim Sβ  1 by [12, Theorem 3.8] and obviously K -dim Sβ  1 and K -Ind Sβ  β . Finally, K -Ind0 Sβ  β + 0 = β
by Proposition 5. 
If K ∗ K is contractible, Fedorchuk shows that dim X  1 for every normal space X ; [12, Proposition 2.3]. If K ∗ K is
non-contractible, however, for every integer n 0, there is a Euclidean cube Q with K -dim Q = n [12, Theorem 2.5].
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ﬁrst countable and separable continuum Sn,α with K-dim Sn,α = n and K-Ind Sn,α = K-Ind0 Sn,α = α.
Proof. If K ∗ K is non-contractible, let Q be a Euclidean cube with K -dim Q = n. Then Sn,α is obtained from Q ⊕ Sα by
identifying one point of Q with one point of Sα . That K -Ind0 Sn,α  α follows from Proposition 1 or 2. That K -dim Sn,α  n
follows from [11, Theorem 5.9]. 
7. Compacta with K -Ind < K -Ind0
Let X be a space, and for each x ∈ X , let (Yx, px) be a space with a distinguished point px ∈ Yx . We put X ♦ (Yx, px) =⋃
x∈ X {x} × Yx , and provide it with a topology as follows. Let π : X ♦ (Yx, px) → X be the function that sends {x} × Yx to x.
For each point (x, px), a neighbourhood base consists of all sets of the form ({x} × U ) ∪ π−1(V \ {x}), where U ⊂ Yx and
V ⊂ X are open neighbourhoods of px and x, respectively. For each point (x, y) such that y ∈ Yx \ {px}, a neighbourhood
base consists of all sets {x} × U , where U ⊂ Yx \ {px} is an open neighbourhood of y.
It is easily checked that π is a fully closed map. If X and all Yx, for x ∈ X, are regular (completely regular, ﬁrst countable,
compact, connected), then so is X ♦ (Yx, px). Each point (x, px) ∈ X ♦ (Yx, px) can be identiﬁed with x because the restriction
π |{(x, px): x ∈ X} is a homeomorphism onto X . So, we treat X as a closed subspace of X ♦ (Yx, px), and we write (x, px) = x.
When the choice of points px ∈ Yx is immaterial, we shall write X ♦ Yx , and X ♦ Y if moreover Yx = Y for each x ∈ X . When
Yx = Y and px = p for each x ∈ X , we shall write X ♦ (Y , p).
Spaces of the form X ♦ (Yx, px) are called free products or free resolutions. Free products were introduced by Fedorchuk
in [9]. Simplest examples of them are Alexandroff duplicates, obtained when each Yx is a two-point space (see Caserta and
Watson [1] for a most recent investigation of their properties). Free products and the resolutions described in Section 5 are
examples of the more general resolutions of Fedorchuk (cf. [10, pp. 4242 and 4256] and [5, pp. 1693–1695]).
The next lemma is well known in the cases of normal spaces and hereditarily normal ones (Ivanov [14], without a proof),
and for Alexandroff duplicates when X is paracompact or hereditarily paracompact (Caserta and Watson [1]). We include a
proof not only for the sake of completeness: the argument for normal spaces is an appropriate scheme for proving a formula
for K -Ind(X ♦ Yx).
Lemma 14. If X and all Yx, for x ∈ X, are normal (respectively: paracompact, strongly paracompact, hereditarily normal, hered-
itarily paracompact, hereditarily strongly paracompact) spaces, then so is every free resolution X ♦ Yx, and K-Ind(X ♦ Yx) =
max{K-Indπ, K-Ind X}.
Proof. Assume that X and Yx are normal, and consider disjoint closed sets A1, A2 ⊂ Z = X ♦ (Yx, px). In X ⊂ Z take disjoint
open neighbourhoods B1, B2 of A1 ∩ X, A2 ∩ X , respectively. Write P = X \ (B1 ∪ B2). For i = 1,2, Ai and X \ Bi are disjoint
closed subsets of Z . As π is fully closed, the set Fi = π(Ai) \ Bi = π(Ai) ∩ π(X \ Bi) is a closed discrete subset of X .
Write F = F1 ∪ F2, put C1 = (A1 ∪ B1) ∩ π−1(F ) and C2 = (A2 ∪ B2 ∪ P ) ∩ π−1(F ), and notice that F ⊂ C1 ∪ C2. Since
each intersection Bi ∩ π−1(F ) ⊂ F is closed and discrete, C1 and C2 are disjoint closed subsets of the normal pre-image
π−1(F ). So, in π−1(F ), take disjoint open neighbourhoods D1, D2 of C1,C2, respectively. If x = (x, px) ∈ Bi ∩ F , then x ∈ Ci
and the set (Di ∩ π−1(x)) ∪ π−1(Bi \ F ) is a neighbourhood of x. It follows that both unions (Di ∩ π−1(Bi)) ∪ π−1(Bi \ F )
are open in Z . Since D1 ∩ (X \ B1) = ∅ and D2 ∩ (X \ B2) = F ∩ P , it is readily seen that E1 = D1 ∪ π−1(B1 \ F ) and
E2 = (D2 \ P ) ∪ π−1(B2 \ F ) are disjoint open neighbourhoods of A1 and A2, respectively. Therefore, Z is normal.
Assume that X and Yx are strongly paracompact, and consider an open cover P of Z . For each point x = (x, px) ∈ X ,
there are open neighbourhoods Ux and Vx , respectively, of px in Yx and of x in X such that ({x} × Ux) ∪ π−1(Vx \ {x}) is a
subset of a certain element of P . This shows that A = X \⋃{π#(P ): P ∈ P} is closed and discrete. As X is collectionwise
normal, we can assume that the family {Vx: x ∈ A} is discrete. By the strong paracompactness of X , the cover {π#(P ): P ∈
P} ∪ {Vx: x ∈ A} has a star ﬁnite open reﬁnement Q ∪ {Qx: x ∈ A} such that no member of Q meets A, and x ∈ Qx ⊂ Vx
for x ∈ A. For any x ∈ A, the open cover {{x} × Ux} ∪ {P ∩ π−1(x) \ {x}: P ∈ P} of π−1(x) has a star ﬁnite open reﬁnement
Rx ∪ {Rx} such that no member of Rx contains x. Then, the union
{
π−1(Q ): Q ∈ Q}∪ {Rx ∪ π−1
(
Qx \ {x}
): x ∈ A}∪
⋃
x∈ARx
is a star ﬁnite open reﬁnement of P . The same argument works in the case of paracompactness.
Recall that a space Z is hereditarily normal (respectively: hereditarily paracompact, hereditarily strongly paracompact) iff each
open subset W of Z is normal (respectively: paracompact, strongly paracompact). Assume that X and Yx are hereditarily normal,
and take an open set W ⊂ Z . Because Z has those two kinds of base neighbourhoods, W is a disjoint union of the open
sets W ∩ π−1(X ∩ W ) and W ∩ π−1(X \ W ). The former subspace is normal as it is homeomorphic to X ′ ♦ (Y ′x, px), where
X ′ = X ∩W and Y ′x = W ∩π−1(x). The latter is normal as it is a topological sum
⊕
x∈X\W (W ∩π−1(x)). Thus, W is normal,
and Z is hereditarily normal. The same argument works for hereditary (strong) paracompactness.
Write α = max{K -Indπ, K -Ind X}. The inequality K -Ind Z  α is obvious. To prove the reverse inequality, consider any
closed K -tuple A of Z . We can obviously suppose that α  0. Let B be an open neighbourhood of A|X in X such that the
corresponding K -partition P satisﬁes K -Ind P < α. As in the ﬁrst paragraph, Fi = π(Ai) \ Bi is a closed discrete subset of X
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⋃C , C is a closed
K -tuple, and K -Indπ−1(F ) K -Indπ  α. In π−1(F ) take a K -neighbourhood D of C with the corresponding K -partition
Q = π−1(F ) \⋃D, where K -Ind Q < α. Since P ∩ Q = ∅, the union R = P ∪ Q has K -Ind R < α. Again, the unions
Ei = (Di \ X) ∪
(
Di ∩ π−1(Bi)
)∪ π−1(Bi \ F )
for i < k, and
Ek = (Dk \ X) ∪
(
Dk ∩ π−1(Bk)
)∪ π−1(Bk \ F ) ∪
(
π−1(P \ F ) \ P)
are open, and they form a K -neighbourhood E of A. Since Z \ R =⋃E , R is a K -partition for A. It follows that K -Ind Z  α,
as wanted. 
We shall need the following simple lemma.
Lemma 15. Suppose that f : X → Y is a surjective closed map, the only non-degenerate point-inverse of which is compact. If X is
(hereditarily) strongly paracompact, then so is Y .
Proof. Write y0 for the only point in Y with non-degenerate pre-image. Take an open cover P of Y . We can assume that
y0 is in exactly one P0 ∈ P . If X is strongly paracompact, ﬁnd a star ﬁnite open reﬁnement Q of f −1(P). The compactness
of f −1(y0) implies that the family Q0 = {Q ∈ Q: Q ∩ f −1(y0) = ∅} is ﬁnite. As each Q ∈ Q0 is contained in f −1(P0), we
can take
⋃Q0 instead of the members of Q0, and simply assume that |Q0| = 1. Then f (Q) is a star ﬁnite open reﬁnement
of P .
To prove the hereditary strong paracompactness of Y , it suﬃces to observe that if M is a subspace of Y , then the
restriction f | f −1(M) : f −1(M) → M is a closed map. 
Theorem 3. Let X be a compact metric space with K-Ind X = 1. Suppose that there is a closed K -tupleD in X such that every partition
for D is uncountable. If Y is a non-empty normal space, then
(1) K-Ind(X ♦ Y ) = max{1, K-Ind Y };
(2) K-Ind0(X ♦ Y ) = K-Ind0 Y + 1.
Proof. The ﬁrst equality results from Lemma 14. We have K -Ind0(X ♦ Y )  K -Ind0 Y + 1 by Proposition 5. Now, every
K -partition for D in X ⊂ X ♦ Y is uncountable. Hence, if P is a zero K -partition for π−1(D) in X ♦ Y , then P ∩ X is
uncountable. On the other hand, π((X ♦ Y ) \ P ) \ π#((X ♦ Y ) \ P ) is countable by Lemma 11. In consequence, P ∩ X meets
π#(P ) at a certain point s, and π−1(s) ⊂ P . It follows that K -Ind0 P  K -Ind0 Y and K -Ind0(X ♦ Y )  K -Ind0 Y + 1. Thus,
K -Ind0(X ♦ Y ) = K -Ind0 Y + 1. 
Corollary 6. For every ordinal α  1, there is a hereditarily strongly paracompact continuum Tα with K-Ind Tα = 1 and K-Ind0 Tα =
α. If the cardinality of α is at most c, then there exists such a Tα that is moreover ﬁrst countable.
Proof. Assume that J is a metric continuum with K -Ind J = 1, and J is the continuum deﬁned in Section 6. Let T1 = J and
Tα+1 = J♦ Tα . We have K -Ind Tα+1 = 1 and K -Ind0 Tα+1 = α + 1 by Theorem 3.
If α is a limit ordinal of cardinality  c, choose a Cantor set C ⊂ J and distinct points xβ ∈ C for β < α. Take Yxβ = Tβ ,
and put Yx = {p} for other points x ∈ J . Let Tα = J ♦ Yx , and consider the natural fully closed projection π : J ♦ Yx → J
with E = π−1(C). We obtain K -Ind0 E  α by Proposition 5, and K -Ind0 Tα  α by Proposition 2.
If α is a limit ordinal of cardinality m > c, we treat the set of all ordinals β < α as a discrete space, compactify it by
adding a point μ at inﬁnity, and write Am for the compactiﬁcation. Let Yβ = Tβ for β < α and Yβ = {p} for β = μ. Clearly,
Am ♦ Yβ is homeomorphic to the one-point compactiﬁcation of the topological sum of spaces Tβ , β < α (or equivalently
β ∈ Am \ {μ}). We have the resolution map π : Am ♦ Yβ → Am ⊂ Am ♦ Yβ . Then, in Am ♦ Yβ we compress Am into a point,
and write Tα for the resulting quotient space. From Proposition 1 it follows that K -Ind Tα  1 and K -Ind0 Tα  α.
Each Tα contains a homeomorphic copy of Tβ for each β < α, and it is clear that K -Ind Tα = 1 and K -Ind0 Tα = α. That
Tα is hereditarily strongly paracompact follows from Lemmas 14 and 15. 
It should be noted that M.G. Charalambous and V.A. Chatyrko [4], using free products, have also constructed hereditarily
normal compact spaces Sn , n ∈ N, such that Ind Sn = 1 while Ind0 Sn = n.
Corollary 7. Suppose n is an integer, and α,β are ordinals of cardinality at most c with 1 n  α  β . If n = 1 or the join K ∗ K is
non-contractible, then there is a ﬁrst countable continuum Tn,α,β with K-dim Tn,α,β = n, K -Ind Tn,α,β = α, and K-Ind0 Tn,α,β = β .
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and 5), and Tβ a ﬁrst countable continuum with K -Ind Tβ = 1 and K -Ind0 Tβ = β (Corollary 6). Then Tn,α,β is ob-
tained from a disjoint union Sn,α ⊕ Tβ by identifying one point of Sn,α with one point of Tβ . From Proposition 1 it
follows that K -Ind Tn,α,β = α and K -Ind0 Tn,α,β = β . Since K -dim  K -Ind for normal spaces ([13, Theorem 3.18]), we
have K -dim Tβ = 1. Finally, K -dim Tn,α,β = n by [11, Theorem 5.9]. 
Remark 2. Let K = {0,1}. There is a ﬁrst countable, hereditarily strongly paracompact, compact space T such that Ind T =
1 < 2 = Ind0 T and every component P of T is homeomorphic to I (hence, every P has Ind0 P < Ind0 T ). Indeed, a free
product T = (C × I)♦ ({0} ∪ [1,2],0), where C is the Cantor discontinuum, has the required properties.
Remark 3. Let α  1 be an ordinal, and J any metric continuum such that K -Ind J = 1. Slightly modifying our proof of
Corollary 6, we can obtain a hereditarily strongly paracompact, compact (and ﬁrst countable if the cardinality of α is at most c)
space Tα such that K -Ind Tα = 1, K -Ind0 Tα = α, and every component of Tα is homeomorphic to J . We put T1 = J and Tα+1 =
(C × J )♦ (Tα ⊕{p}, p), where p /∈ Tα . If α is a limit ordinal of cardinality at most c, we take Yxβ = Tβ ⊕{pxβ } (cf. the proof
of Corollary 6), Yx = {px} for other x ∈ J , and Tα = J ♦ (Yx, px). If α is a limit ordinal of cardinality m > c, we put Yβ = Tβ
for each ordinal β < α in Am \ {μ}, Yβ = J for β = μ, and Tα = Am ♦ Yβ .
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