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The particle velocity in cold gas dynamic spraying (CGDS) is one of the most important factors that can determine
the properties of the bonding to the substrate. In this paper, the acceleration process of microscale and sub-microscale
copper (Cu) and platinum (Pt) particles inside and outside De-Laval-Type nozzle is investigated. A numerical simula-
tion is performed for the gas-particle two phase flow with particle diameter ranging from 100 nm to 50 lm, which are
accelerated by carrier gas nitrogen and helium in a supersonic De-Laval-type nozzle. The carrier gas velocity and pres-
sure distributions in the nozzle and outside the nozzle are illustrated. The centerline velocity for two types of particles,
Pt and Cu, are demonstrated. It is observed that the existence of the bow shocks near the substrate prevents the smaller
size particles (less than 0.5 lm) from penetrating, thus leads to poor coating in the actual practices. Furthermore, the
extended straight section may have different optimal length for different size particles, and even may be unnecessary for
sub-microsize particles.
 2005 Elsevier Ltd. All rights reserved.
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The feasibility of a low temperature CGDS material
deposition technology was demonstrated based on the
introduction of 1-lm to 50-lm solid metal particles into
a gas stream accelerated to supersonic velocities, and
subsequently deposited on the substrate [1]. CGDS pro-
cess has been considered as a promising new process0017-9310/$ - see front matter  2005 Elsevier Ltd. All rights reserv
doi:10.1016/j.ijheatmasstransfer.2005.05.008
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E-mail address: jen@cae.uwm.edu (T.-C. Jen).compared to the well-established thermal spraying pro-
cess. In CGDS, the deleterious effects of high tempera-
ture oxidation, evaporation, melting, crystallization,
residual stresses, debonding and gas release caused by
the commonly used thermal spraying processes can be
avoided. Moreover, the advantages of this approach in-
clude the high bonding strength of the particle, high pro-
duction rate due to high deposition rate (deposition
efficiencies of up to 80%), and ability to recycle the
powders.
In earlier works, one-dimensional isentropic flow
model was generally used to analyze the dynamics of
dilute two-phase (feed-powder particles suspended in aed.
Nomenclature
A area [m2]
Ap surface area of the particle [m
2]
cp specific heat capacity [J/(kg K)]
Ce1, Ce2, Cl turbulent model constant
Dp particle diameter [m]
FD drag force per unit particle mass [N/kg]
h convective heat transfer coefficient [W/
m2 K]
k turbulent kinetic energy [m2/s2]
mp mass of the particle [kg]
p pressure [N/m2]
Pr molecular Prandtl number
R ideal gas constant
Re Reynolds number
T temperature [K]
T time [s]
ui velocity component in i-direction (i = 1, 2, 3)
[m/s]
xi Cartesian coordinate in the i-direction
(i = 1, 2, 3] [m]
Greek symbols
C thermal conductivity [W/(m K)]
e dissipation ratio of turbulent kinetic energy
[m2/s2]
l viscosity [kg/(ms)]
leff effective viscosity [kg/(ms)]
q density of fluid [kg/m3]
aT, ak, ae inverse effective Prandtl number for energy
equations, T, k and e
Subscripts
i, j, k general spatial indices
eff turbulent effective parameters
mol molecule property
p particle property
t turbulent quantity
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cess. McCune et al. [2] and Dykhuizen and Smith [3]
have modeled the gas dynamics of CGDS, using a sim-
plified one-dimensional flow model, and concluded that
in order to increase the particle impact velocity, a longer
nozzle, smaller particles, higher operating pressure or a
lower molecular weight carrier gas should be used. But
some complex phenomena such as shock wave, separat-
ing flow and etc. could not be analyzed with the one-
dimensional model; thereby the numerical method was
required to solve the governing equations in the spray
process.
Over past few decades, there were many researches
on numerical simulation of heat and mass transfer in
the conventional spray process, such as water spray
[4], and fuel spray [5–7] in the engine. The numerical ap-
proaches were also widely used in the analyses of the
thermal spray (TS) to understand the heat and mass
transfer mechanisms in flame spray [8], oxygen-fuel ther-
mal spray [9], thermal plasma spraying [10]. Eidelman
and Yang [11,12] developed a three-dimensional com-
pressible, turbulent flow Navier–Stokes model and a
multi-phase particle flow model in Lagrangian formula-
tion for the thermal spray, which was used for analysis
of the JP-5000 TS gun gas and coating powder flow con-
ditions. Modeling and analysis of particle/turbulent
eddies interaction were performed, with a view on
improving TS gun performance through control of its
parameters.
In recent years, there were also many researches on
numerical simulation of cold gas dynamics spray pro-cess. First, the nozzle geometry is important either in
the high-velocity oxygen-fuel (HVOF) thermal spray
process or in the cold spray process. Sakaki and Shimizu
[13] carried out numerical simulation and experiments to
investigate the effect of the entrance geometry of the gun
nozzle on the HVOF process, the study results also
could be applied to the nozzle design for the cold spray
method. The numerical and experimental research re-
sults for wedge-shaped supersonic nozzles, conducted
by Alkhimov et al. [14], showed that for a nozzle with
particular dimensions for a given type of particles that
produces the maximum possible particle velocity at the
moment of impact on a target surface. In the research
discussed above, the numerical simulation was mainly
aimed at the supersonic flow inside the nozzle. Actually,
the acceleration performance of particles is also strongly
affected by the flow outside the nozzle.
Wang et al. [15] employed the extended-pressure cor-
rection algorithm to solve Navier–Stokes equation of
the turbulence, and the staggered grid was adopted to
reduce the numerical diffusion, and the high resolution
ratio discretization was utilized to improve the shock-
capture. The numerical analysis was used to direct
and optimize the cold spray experiment. Wangs work
was mainly aimed at the simulation of flow outside
the nozzle exit. Li and Li [16] systematically investi-
gated the effects of the parameters involved in cold
spray on the acceleration of particles by a CFD code.
The parameters involved include nozzle geometry
parameters, processing parameters and properties of
spray particles. It was found that the carrier gas type,
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parameters, which influence particle velocity. As for
nozzle geometry, the expansion ratio and divergent sec-
tion length of spray gun nozzle show significant effects
on particle velocity. Moreover, the density, size and
morphology of powder also have significant effects on
particle velocity. The effects of those main parameters
are summarized in a comprehensive equation obtained
through nonlinear regression of the simulated results
for the estimation of particle velocity. Li et al. [17] con-
ducted numerical simulations for gas–solid two-phase
flows for an experimental coating of an industrial booth
to study the effect of the coating powder size on the
performance of the coating process. In order to increase
the coating process efficiency and coating quality, differ-
ent coating parameters, such as the size of the coating
part, the distance between the coating part and the
spray gun, the air flow rate and particle flow rate from
the spray gun, the position of the pattern adjust sleeve
of the spray gun, and the electrostatic field were
accounted for in their simulations. The airflow field is
obtained by solving three-dimensional Navier–Stokes
equations with standard k–e turbulence model and
non-equilibrium wall function. The second phase, the
coating powder, consists of spherical particles and is
dispersed in the continuous phase, the air. In addition
to solving transport equations for the air, the trajecto-
ries of the particles are calculated by solving the particle
motion equations using Lagrangian method.
By using CFD (Computational Fluid Dynamics) pro-
gram FLUENT, Yen [18] used nitrogen and helium as
carrier gases to simulate the acceleration process of cop-
per particles diameter varying from 5 lm to 25 lm with
the inlet conditions at P0 = 2.5 MPa and T0 = 673 K.
He found that the particle velocity is a controlling factor
that can determine the properties of the bonding to the
substrate. Also, carrier gas helium travels 2.5 times fas-
ter than nitrogen in supersonic nozzle. Furthermore,
smaller particles travel faster than larger particles, and
increasing the gas pressure and temperature can raise
the particle velocity. He also noted that particles travel
faster in an extended nozzle.
In previous researches on CGDS, the sprayed parti-
cle diameter is usually less than 1 lm. In this study our
primary motivation is to extend CGDS technology to
nano-scale particle size. If successful, this research can
certainly open a door for more cross-disciplinary appli-
cations of nano- and CGDS technology such as cold
surface coating technology. However, before developing
this new nano-particle CGDS coating technology, we
need to understand the details of nano-particles trans-
port process in a supersonic gas stream inside and out-
side the nozzle, that imply our simulation model will
include the whole zone from the inlet of the nozzle to
the substrate. The key issue for a successful CGDS
technique for nano-particles coating is the bonding onthe substrate. In order to bond powder particles to
the substrate upon impact, the particles need to attain
enough momentum. Therefore, for a certain diameter
of particles of a certain material, its velocity gained in
the supersonic gas stream must be greater than a criti-
cal velocity for a bond to form; below this critical
velocity particle either bounce off the substrate or wear
the substrate material off. This critical velocity is
approximately 450 m/s for copper powder with 5 lm
diameter impinging on copper substrate, as shown in
McCune et al. [2].
To provide information on the development of veloc-
ity to smaller particles along the gas stream, a numerical
calculation has been performed using nitrogen and he-
lium as carrier gas to accelerate the copper and platinum
particles with diameters varying from 100 nm to 50 lm
in a nozzle with a ratio of expansion of AE/A* = 28.4.
The carrier gas has an inlet pressure p0 = 2.0 MPa and
a inlet temperature T0 = 773 K.2. Mathematical model
The physical configuration of the nozzle is schemati-
cally shown in Fig. 1. The geometries of the nozzle
exactly match the test nozzle of the experimental appa-
ratus, which has been established in our laboratory. This
paper will only focus on the numerical analysis on the
CGDS process. The computational domain consists of
a De-Laval-Type (convergent–divergent) nozzle con-
nected with a straight pipe, which is used to further
accelerate the particle and the region from the outlet
of the nozzle to substrate. The RNG k–e model pro-
posed by Yakhot and Orszag [19] is chosen for modeling
the turbulent flow in the pipe. The RNG k–e model was
derived using a rigorous statistical technique (called ren-
ormalization group theory), which has an additional
term in its equation that significantly improves the accu-
racy for rapidly strained flows. This feature makes the
RNG k–e model more accurate and reliable for a wider
class of flows than the standard k–e model. In the three-
dimensional Cartesian coordinate system, the time-
averaged partial differential governing equations for
compressible flows of ideal gas are written in tensor
form as follows:
Mass
oðquiÞ
oxi
¼ 0 ð1Þ
Momentum
o
oxj
ðquiujÞ ¼ ooxj leff
oui
oxj
þ ouj
oxi
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 2
3
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ouk
oxk
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ð2Þ
Fig. 1. Schematic of the nozzle pipe.
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Turbulent kinetic energy
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For compressible flows, the ideal gas law is written in
the following form:
p=q ¼ RT ð6Þ
The effective viscosity leff is calculated by the follow-
ing equation:
leff ¼ lmol 1þ
ffiffiffiffiffiffiffiffi
Cl
lmol
s
kffiffi
e
p
" #2
ð7Þ
where lmol is the molecular viscosity. Eq. (7) indicates
that the RNG ke model yields an accurate description
of how the effective turbulent transport varies with the
effective Reynolds number (or eddy scale), allowing
accurate extension of the model to low-Reynolds-num-
ber and near-wall flows. The coefficients, aT, ak and ae,
in Eqs. (3)–(5) are the inverse effective Prandtl numbers
for T, k, and e, respectively. They were computed using
the following formula:a 1.3929
a0  1.3929


0.6321 aþ 2.3929
a0 þ 2.3929


0.3679
¼ lmol
leff
ð8Þ
where a0 is equal to 1/Pr, 1.0 and 1.0, for the computa-
tion of aT, ak and ae, respectively. S in Eqs. (4) and (5) is
the modulus of the mean rate-of-strain tensor, Sij, which
is defined as S ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi2SijSijp , where, Sij ¼ 12 ouioxj þ oujoxi
 
. R in
Eq. (5) is given by
R ¼ Clqg
3ð1 g=g0Þ
1þ fg3 
e2
k
ð9Þ
where g = S Æ k/e, g0  4.38, and f = 0.012. The model
constants Cl, C1e and C2e are equal to 0.085, 1.42, and
1.68, respectively.
In the near wall zone, the two-layer-based, non-equi-
librium wall function was used for the near-wall flow
treatment. This method requires some consideration of
mesh, i.e., the cell adjacent to the wall should be located
to ensure that the parameter y+(rusy/l) or
y  qC
1=4
l k
1=2
P
yP
l
 
falls into the 30–60 range. In the present
study, y+ was adapted into the 30–60 range.
The particle is treated as discrete phase dispersed in
the continuous phase (gas), and the motion of which is
computed using a Lagrangian formulation that includes
the discrete phase inertia, hydrodynamic drag, the force
of gravity, heating of the discrete phase as well as the ef-
fects of turbulence on the dispersion of particles due to
turbulent eddies present in the continuous phase. The
trajectory of a discrete phase particle is predicted by
integrating the force balance on the particle. This force
balance equates the particle inertia with the forces acting
on the particle, and can be written (for the x direction in
Cartesian coordinates) as
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dt
¼ F Dðu upÞ þ gxðqp  qÞ=qp þ F x ð10Þ
where FD is the drag force per unit particle mass, which
is equivalent to F D ¼ 18lqpD2p
CDRe
24
. Here u is the fluid phase
velocity, up is the particle velocity, l is the molecular vis-
cosity of the fluid, q is the fluid density, qp is the density
of the particle, and Dp is the particle diameter. Re is the
relative Reynolds number (i.e. particle Reynolds num-
ber), which is defined asFig. 2. N2 gas isotaches
Fig. 3. The velocity contour oRe ¼ qDpjup  uj
l
ð11Þ
The drag coefficient CD, can be taken from:
CD ¼ a1 þ a2Reþ
a3
Re2
ð12Þ
Here, a1, a2 and a3 are constants (see Appendix A) that
apply for smooth spherical particles over several ranges
of Re given by Morsi and Alexander [20]. Forof in the nozzle.
f N2 outside the nozzle.
Fig. 4. The velocity contour of He outside the nozzle.
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able [21]. In this case,FD is definedasF D ¼ 18lqpD2pCC.The fac-
tor CC is the Cunningham correction to Stokes drag law:
CC ¼ 1þ 2kDp 1.25þ 0.4 exp 1.1ðDp=2kÞ
	 
  ð13Þ
where k is the molecular mean free path. The third term
on the right-hand side of Eq. (10) incorporates addi-
tional forces (Fx) in the particle force balance. For
sub-micron particles, the Brownian force and the Saff-
mans lift force [22] are taken into consideration. The ef-
fects of Brownian force and the Saffmans lift force are
optionally included in the additional force term only in
some special computation domain where the flow is
Stokes flow.
In order to predict the dispersion of the particles due
to turbulence, a stochastic method is used to determine
the instantaneous gas velocity. In the stochastic tracking
approach, the turbulent dispersion of particles is calcu-
lated by integrating the trajectory equations for individ-
ual particles, using the instantaneous fluid velocity,
u + u 0, along the particle path during the numerical
integration.3. Numerical computation
The governing equations for the compressible flows
and particle motion inside and outside the nozzle are
solved using a control-volume finite element method
(CVFEM). The second-order upwinding scheme pro-
posed by Rhie and Chow [23] was selected for the dis-
cretization of the convection term in the governing
equations. A structured non-uniform grid system has
been used to discretize the computation domain. For a
compressible flow with weak shocks, the gradient adap-
tion is used for the solution of the supersonic flow. The
pressure gradients in the solution are used to adapt the
grid. The calculations on the adapted grid result in a
much sharper definition of the shocks. The grid indepen-
dence was investigated in the analysis by adopting
different grid distributions. The grid independence test
indicated that the grid system of 500,000 is sufficient
for a satisfactory solution.
Based on the assumption that the particle phase is
present at a low mass and momentum loading, in which
the continuous phase is not impacted by the presence of
the discrete phase, the two different phases can then be
Fig. 5. The pressure contour of N2 outside the nozzle.
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dure. First, the SIMPLE method is used to solve the
continuous phase flow field. Then the particle trajecto-
ries for discrete phase of interest are calculated. In this
paper, the flow media are nitrogen (N2) and helium
(He), the particle phases are copper (Cu) and platinum
(Pt), respectively.4. Results and discussion
Fig. 2 shows the isotaches of the N2 carrier gas in the
nozzle. It can be seen that the velocity reaches its maxi-
mum at the exit of the divergent section. At the location
of the connection between the divergent section and the
following straight section, the supersonic flow is forced
to turn around a small angle. Therefore, cone-shape
weak shocks (compression waves) occur, and the multi-
ple reflections of the shock waves on wall and the center-
line of the nozzle result in the centerline velocity
fluctuations (see Figs. 8 and 10 for details). And the fric-
tion in the straight section causes the gas velocity de-
creases significantly.As the supersonic flow exits the nozzle, shock dia-
monds are formed due to the pressure difference between
the supersonic flow and the ambient atmosphere. The
adjustment of supersonic flow to the atmospheric pres-
sure is through shock waves; these are initially either ob-
lique shocks (lip shock) or expansion fans (barrel
shock), which correspond to overexpanded or under-
expanded jet respectively. As the waves reflect from
the edges of the jet, they change polarity (i.e., an expan-
sion fan reflects as a compression wave and a compres-
sion shock reflects as an expansion fan.). Thus, both
types of shocks will simultaneously be present. Figs. 3
and 4 depict the underexpanded flow situations for N2
and He, respectively. Barrel shock appears outside the
nozzle first because the flow static pressure at the exit
is higher than the back pressure, so the flow must be ex-
panded to eventually reach the back pressure. It can also
be seen from Figs. 3 and 4 that outside of the jet core the
densely spaced contour levels indicates the shear layers
developing at the jet boundary. Note that the flow at this
region entrains the gas outside the shear layers, there-
fore, the shear layer grows and it penetrates into the
jet core. In Figs. 5 and 6, the pressure distribution of
Fig. 7. The vortex exists in the place between bow shock and substrate (N2).
Fig. 6. The pressure contour of He outside the nozzle.
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sharp shock front and pressure peak close to the jet exit.
Between nozzle exit and the substrate, there exists a well-
formed Mach disk located close to the nozzle exit, a sub-
sequent second weaker Mach disk and a Bow shock
formed on the substrate. The contour plots show that
the low static pressure before Mach disk leads to rapid
compression and deceleration of flow gas at the center-
line as the gas penetrates into the Mach disk; and high
static pressure after the Mach disk immediately leads
to rapid gas expansion and acceleration till it reaches
the next oblique shock of the second shock disk. The
both pressure contours of N2 and He gas jet indicate
that there is a steep pressure increase across the Bow
shock. Unlike region behind the Mach disk, the pressure
in this area closed by Bow shock and the substrate is
much higher; and gas flow pattern in this region is also
quite different. Fig. 7 illustrates the vector plots of the
velocity distribution in this region. It is observed that
the flow direction around the centerline is opposite the
direction of the main jet stream because of the vortex
formed in this closed region.
Figs. 8 and 9 depict the centerline velocities of copper
and platinum particles on centerline with different dia-
meters in N2 carrier gas stream. For copper particles
the cone-shape weak shocks in the nozzle, the Mach disk
and Bow shock outside the nozzle almost have no effect
on the acceleration of copper particles with diameter
more than 5 lm. Although the cone-shape weak shocks
(inside the nozzle) cannot slow down the smaller parti-
cles, such as 1 lm and 0.5 lm diameter particles, the
Mach disk and Bow shock outside the nozzle decelerate
them significantly. It can be seen from Fig. 8 that the
impinging velocity of 0.5 lm diameter copper particles
on the substrate is below 50 m/s. Apparently, this veloc-
ity is virtually impossible to deposit the particle on the
substrate. Nevertheless, the situations of platinum parti-
cles under the same conditions are somewhat different;
as shown in Fig. 9 the impinging velocities are much
higher than that of copper particles for smaller particles;
the result indicates that the velocity of 0.5 lm diameter
platinum particles on the substrate nearly approach to
500 m/s. But the velocities of large platinum particles,
such as 25 lm and 50 lm diameter, are lower than that
of copper particles with same diameters under the same
conditions because of the higher density of platinum
particles.
The simulation results for the carrier gas of He are
illustrated in Figs. 10 and 11. From the figures, it can
be seen that He gas can be accelerated to much higher
speed (about two times fasters when compares to N2 car-
rier gas shown in Figs. 8 and 9) and the cone-shape
shocks formed at the location of the connection between
the divergent section and the straight section in the noz-
zle are very strong at the beginning, then decay quickly
as flowing downstream. It is observed from Fig. 10 that
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ity as it passes through the cone-shaped shocks which
are located in the region of 0.02–0.03 m. For platinum
particle in the same situation (see Fig. 11), the reduction
of its velocity is not as significant as copper particle.
Compared with N2 as carrier gas, He carrier gas has
much better acceleration performance, especially for
smaller particles. The particle velocity distribution on
the centerline for N2 and He as carrier gas indicates that
the nozzle length, in particular the extended straight sec-
tion, is too long for smaller particles (smaller thanFig. 12. The particle tracking of pla1 lm). The results also show that the extended straight
section may have different optimal length for different
size of the particles, and may be even unnecessary for
sub-microsize particle, which is strikingly different from
the results of the previous investigations [3].
As to the nano-scale particle, such as 100 nm, the tra-
jectory tracking of platinum particle in N2 gas stream is
shown in Fig. 12. The result implies that the particle
with 100 nm diameter cannot perforate the Bow shock.
It is forced to pass by Bow shock and turns around
the vortex as shown in Fig. 7. Therefore, in order to
make particles of 100 nm diameter or smaller size has
enough momentum (velocity) to penetrate the Bow
shock, the nozzle inlet gas pressure (and temperature)
needs to increase to a much higher value or other com-
plemented acceleration approaches (e.g., electric field or
magnetic field) have to be used to significantly increase
the particle velocity.
Figs. 13 and 14 demonstrate the comparisons of
velocities of 0.5 lm and 5 lm diameter copper and plat-
inum particles accelerated by N2 and He carrier gas
respectively. It is clearly observed that the densities of
particles have significant effect on the acceleration of
bigger particles. Higher density particle (Pt) has a smal-
ler acceleration in the nozzle due to its larger mass, and
the lighter particle (Cu) accelerates fast due to its smaller
mass. Nevertheless, this effect almost disappears when
the particle size decreases to 0.5 lm (500 nm) diameter
or less.tinum with 100 nm diameter.
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1. A small turn angle at the location of the
connection between the divergent section and the
following straight section caused cone-shape
weak shocks (compression waves), which results
in the centerline velocity of carrier gas (N2
or He) fluctuating in the straight section of
nozzle.
2. The friction in the straight extended section causes
the gas velocity of carrier gas decreases consid-
erably.
3. The Barrel shock of underexpanded flow appears
outside the nozzle. Along the jet, the shear layer
grows and penetrates further into the jet core
because of the entrainment of the gas outside
the shear layers.
4. Between nozzle exit and the substrate, there exists
a well-formed Mach disk located close to the noz-zle exit, a subsequent second weaker Mach disk
and a Bow shock formed on the substrate.
5. A vortex is formed in the region closed by Bow
shock and the substrate and the pressure in this
closed region is much higher. The flow direction
around the centerline in the vortex is opposite
the direction of the main jet stream.
6. The cone-shape weak shocks inside the nozzle, the
Mach disk and Bow shock outside the nozzle
almost have no effect on the acceleration of cop-
per particles with diameter more than 5 lm.
Although the cone-shape weak shocks inside the
nozzle cannot slow down the smaller particles,
such as 1 lm and 0.5 lm diameter particles,
the Mach disk and Bow shock outside the nozzle
decelerate them significantly. The impinging
velocity of 0.5 lm diameter copper particles
on the substrate is below 50 m/s in the case
study.
7. For smaller particles, the impinging velocities of
platinum particles under the same conditions are
much higher than that of copper particles. The
velocity of 0.5 lm diameter platinum particles
on the substrate nearly approach to 500 m/s. But
the velocities of large platinum particles, such as
25 lm and 50 lm diameter, are lower than that
of copper particles with same diameters under
the same conditions.
8. He gas can be accelerated to a very high speed.
Although the cone-shape shocks formed at the
location of the connection between the divergent
section and the straight section in the nozzle are
very strong at the beginning, then decay quickly
as flowing downstream.When compared He
carrier gas with N2 carrier gas, He gas has much
better acceleration performance, especially for
smaller particles.
9. A longer nozzle (i.e. longer straight section) is use-
ful only to the acceleration of bigger particles. The
extended straight section may have different opti-
mal length for different size of the particles, and
may be even unnecessary for sub-microsize
particle.
10. The particle with 100 nm diameter cannot perfo-
rate the Bow shock. It was forced to pass by
Bow shock and turns around the vortex.
11. The densities of particles have significant effect on
the acceleration of bigger particles. Higher density
particle (Pt) has a smaller acceleration in the noz-
zle due to its larger mass, and the lighter particle
(Cu) accelerates fast due to its smaller mass. Nev-
ertheless, this effect almost disappears when the
particle size decreases to 0.5 lm (500 nm) dia-
meter or less.
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The drag coefficient equation (12) used areCD ¼ 24.0Re for Re < 0.1;
CD ¼ 3.69þ 22.73Re þ
0.0903
Re2
for 0.1 < Re < 1;
CD ¼ 1.222þ 29.1667Re 
3.8889
Re2
for 1 < Re < 10.0;
CD ¼ 0.6167þ 46.5Re 
116.67
Re2
for 10.0 < Re < 100.0;
CD ¼ 0.3644þ 98.33Re 
2778
Re2
for 100.0 < Re < 1000.0;
CD ¼ 0.357þ 148.62Re 
4.75 104
Re2
for 1000.0 < Re < 5000.0;
CD ¼ 0.46 490.546Re þ
57.87 104
Re2
for 5000.0 < Re < 10000.0;
CD ¼ 0.5191 1662.5Re þ
5.4167 106
Re2
for 10000.0 < Re < 50000.0:References
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