The morphology of interfaces is known to play fundamental role on the efficiency of energy-related applications, such light harvesting or ion intercalation. Altering the morphology on demand, however, is a very difficult task. Here, we show ways the morphology of interfaces can be tuned by driven electron transfer reactions. By using non-equilibrium thermodynamics stability theory, we uncover the operating conditions that alter the interfacial morphology. We apply the theory to ion intercalation and surface growth where electrochemical reactions are described using Butler-Volmer or coupled ion-electron transfer kinetics. The latter connects microscopic/quantum mechanical concepts with the morphology of electrochemical interfaces. Finally, we construct non-equilibrium phase diagrams in terms of the applied driving force (current/voltage) and discuss the importance of engineering the density of states of the electron donor in applications related to energy harvesting and storage, electrocatalysis and photocatalysis. *
I. INTRODUCTION
Electrochemical reactions on interfaces [1, 2] play a central role in several technologically relevant processes, such as electrodeposition [3, 4] , ion intercalation [5] [6] [7] , electrochemical ion pumping [8] [9] [10] , (de)alloying [11] . The efficiency of each process is highly dependent on several factors, one of which is the morphology of the electrochemical interface. However, the structure of the interface varies throughout the process and this change depends on the operational conditions as well as on the interaction of the interface with its environment.
Very recently, it has been shown that the thermodynamic stability of an open-driven system is controlled by nonequilibrium phenomena, and in particular by driven reactions [12] . For example, a thermodynamically stable reactive interface is possible to become unstable, and consequently separate into multiple phases that lead to spatial inhomogeneities [13] . The change in the stability of a driven reactive system is directly related to the solo-autocatalytic/inhibitory nature of the reaction.
When electrochemical reactions are involved in engineering applications, it is common practice to use the phenomenological Butler-Volmer (BV) model [14, 15] . However, when at least one electron transfer (ET) step is involved BV is not sufficient on capturing the essential physics of the reaction mechanism [16] . A more detailed description is provided by ET theories, which have initially been offered by Marcus [17, 18] and followed by others [19] [20] [21] [22] . ET theories connect the reaction kinetics with microscopic/quantum mechanical material properties, e.g density of states of electron donor, which explicitly enter in the mathematical framework of the model. Therefore, for ET based reactions we are able to have a better understanding of the microscopic physics of the process, and thus realize its limitations.
The main goal of this study is to explore the stability of evolving electrochemical interfaces that are driven by electrochemical reactions. The interfaces are open-driven systems, therefore we follow the analysis of [12] for different driving forces. Moreover, we are interested in understanding the impact of different electrochemical reaction models on the interfacial morphology. To do so, we focus on two different but fundamental processes, where the status of the interface is known to significantly affect the efficiency of practical applications. The first is ion intercalation, fig. 1(a) , which is important in several technologies, viz. Li-ion batteries [6] , electrochromic windows [23, 24] , neuromorphic computing devices [25] . We are also interested in film electrodeposition, fig. 1(b) , which is used for the growth of catalyst nanoparticles [26, 27] , quantum dot formation [28] , thin-film semiconductor manufacturing [29, 30] , formation of light-absorbing surfaces [31] , and the storage of Li ions in the form of lithium peroxide Li 2 O 2 [32] [33] [34] .
In the aforementioned cases, the interface is exposed to the environment where solvated ions are residing there, fig. 1 . The ions are inserted in the system by electrochemically reducing the interface, while the electrons which participate in the reaction come from the environment. The energy level of the electrons depend on the electronic structure of the electron donor, information that is included in its density of states. Through the examination of different ET theories, we want to stress the impact of the electron donor on the interfacial stability, and how by engineer the density of states we are able to tune the topology of electrochemical interfaces. Figure 1 . Two examples showing the evolution of electrochemical interfaces driven by chemical reactions. (a) The first example corresponds to ion intercalation, where ions and electrons are inserted in concerted way at a free spot on the solid interface (blue cells). Because of the attractive interactions of the ion-e − pairs with each other, the interface species might undergo a phase separation [35, 36] (b) The second example is related to film growth, where again, ions are 'adsorbed' at a reduced spot on the existing substrate of height h. Curvature effects [37] lead to inhomogeneous film growth, which finally leads to island formation during electrodeposition [32] .
II. THEORY
In the present work, we study the evolution of interfacial morphology using electrochemical reactions. These are described by phenomenological models like Butler-Volmer [15] or by electron transfer theories [16] , such as electron transfer and coupled ion-electron transfer (CIET) [38] . Herein, we briefly describe the main idea behind the general reaction rate theory, explain the differences between different Faradaic reaction rate models, and demonstrate under which conditions they apply based on the application of interest. Additionally, we want to control the morphology of interfaces where Faradaic reactions take place. To do so, we follow the analysis from [12] and make use of non-equilibrium thermodynamics stability criteria for constructing phase diagrams in terms of the operational conditions for ion intercalation [35] and thin film growth [32] .
A. Reaction Kinetics
For the simple reduction reaction of cations O + O + + e − R one expresses the net reaction rate R t as the difference between the forward R → and the backward R ← elementary rates. These are described by the general theory of non-equilibrium thermodynamics, [39] [40] [41] , which is based on Transition State (TS) theory [42] . The energy of the participating species i as well as the TS energy are described by their chemical potential µ i .
Generally, when electrochemical reactions (Faradaic or not) are considered it is common practice to apply Butler-Volmer kinetics [14, 15, 43, 44] to describe the current I as a function of the thermodynamic driving force, e.g. overpotential η. As has been shown in [40, 41] , the model is rigorously derived by assuming the TS barrier µ ‡ to be the weighted average of the reactant and product standard electrochemical potentials, where the weights are directly related to the charge transfer coefficient α. However, the BV model is purely phenomenological and thus its parameters are not directly related to material properties [16] . Fig. 2(a) shows the reaction energy landscape for BV kinetics in terms of an arbitrary reaction coordinate, e.g. distance of reacting species from electrode surface. In all cases, x O and x R denote the equilibrium coordinates of the reactant and product states, respectively, while x ‡ corresponds to the TS point. At equilibrium, thermal fluctuations need to provide sufficient energy to the reactants for transforming them into products. By applying a small driving force η 1 in the system (red curve), both the energy of the reactants and that of the TS point increase, but overall the absolute difference between those two decreases. Therefore, the external bias favors the reduction reaction. If larger overpotential is applied, i.e. η 2 , the energy state of the reactants overcomes the TS barrier, leading to an effectively barrier-less reaction (orange curve). That said, in the BV picture there is a critical value of the applied driving force above which the resulting net reaction rate R t (or current I = eR t ) increases indefinitely. However, for several bulk or Faradaic reactions this trend does not apply. The current is either known to reach a limiting value with increasing η or to show a non-monotonic behavior, where at first the current increases and after a critical η it decreases. The region after which I decreases with increasing η is called the Marcus inverted region and is associated with the electron transfer event [16, 18, 45, 46] . Electron transfer reactions are described by the theory introduced by Marcus, and further developed by Hush, Dogonadze, Kuznetsov, Levich and others [16, 19, 20, [45] [46] [47] [48] [49] . The main mechanism of ET involves the interactions of the electron e − participating in the reaction with the environment of the molecule/atom (solvent molecules or crystal atoms) that is reduced/oxidized. Fig. 2 (b) demonstrates the excess energy landscape for an ET reaction as a function of the reaction coordinate. Under this picture, the electrons are considered to be 'localized' either in the reactant or product state (two-state system), while the environment undergoes thermal fluctuations. The parabolas shown represent the degree of polarization of the solvent environment. A mechanistic picture of an ET reaction is the following. Consider the equilibrium case (blue curve) for x = x O , where the reactants (dark blue particle) have a solvation shell of a particular structure (orange square). Thermal fluctuations may provide enough energy to the environment helping the reactants to reach x = x ‡ . There, the solvation shell has a structure which combines that of the reactants and the products one (orange square and bluish circle). Once this happens, the electron reduces the reactants species and the ET event is successful. The same mechanism is true for the reverse reaction (oxidization). The ET concept is very similar to polaron hopping, which was introduced by Landau [50] , and further developed by Pekar, Fröhlich, Holstein [51] [52] [53] [54] [55] at around the same time as Marcus published his first paper on bulk ET.
A fundamental concept of ET theories is the reorganization energy λ [16, 41, 46] . Its physical interpretation is understood via the following example. Consider the products excess landscape at equilibrium x = x R where the products (green circle) have a specific solvation shell structure (bluish green). The reorganization energy is defined as the energy required to transform the solvation shell of the products to that of the reactants without an electron transfer to take place (green circle with orange square). The same definition is given from the reactants perspective, where a different value for λ may be defined. In the present work, we are going to limit ourselves to the same reorganization energy for both reactants and products.
As discussed earlier, the magnitude of the applied bias η affects the behavior of the resulting current I. For low overpotential (red curve), the energy of the reactants increases leading to a decrease in the TS barrier, fig. 2 (b) . As in BV model, there is a critical η (orange curve) where the TS barrier becomes zero and the reaction becomes barrier-less. However, further increase in the applied bias (green curve) does not lead to zero activation energy, rather it starts increasing it again (∆µ ex = µ ex ‡ − µ ex O > 0). This phenomenon leads to the celebrated Marcus inverted region where I decreases with increasing η.
In bulk ET theory, the electron participating in the reaction has a single energy level ε. In most electrochemical systems, though, a reaction occurs nearby an electrode which supplies electrons that occupies a spectrum of energy levels (Faradaic reaction). Therefore, the density of states (DOS) of the electron donor plays a crucial role in defining the dynamics of electron transfer, as well as the final structure of the interface on which the Faradaic reaction takes place. To determine the overall reaction rate, one has to integrate over all the available energy electron levels, resulting in [16, 46, 56] 
Herein, we are interested on how different DOS models affect the stability of electrochemical interfaces. In particular, we focus on the differences between a localized electron state and that of a delocalized one. In the former case, the DOS is ρ(ε) = δ (ε − ε i ), which leads to the so-called Marcus model, while in the second one, the DOS of a metallic donor is considered. To a good approximation the metallic DOS is described by ρ(ε) = 1, recovering the Marcus-Hush-Chidsey (MHC) model [21] . Of course, different electron donor DOS can be used, e.g. for semi-conductors, semi-metals, etc. [57] , though the final conclusion on the stability of electrochemical interfaces does not change. The detailed mathematical form of the models for ion intercalation and epitaxial growth are given in the Supplementary Information of this article. Fig. 2(d) illustrates the Tafel plot for the three models considered, namely the BV, Marcus, and MHC constitutive relations. For BV, it is well-known that I increases indefinitely with increasing η. For the other two cases, though, when η ≥ λ the current either reaches its maximum value and then decreases (Marcus model) or it attains a limiting value I (η → ∞) I max (MHC model).
Up to this point, we described extensively the physics of different Faradaic reaction models which contain only one electron transfer as the rate limiting step. Although we have not discussed about the formulation of coupled ion-electron transfer (CIET) kinetics, the main idea is similar to the classical ET picture. CIET is based on the concerted transfer of both an ion and an electron, where the ion transfer is being described by classical transition state theory while that of the electron is based on Marcus kinetics. More details about the mathematical derivation of the model is found in [38] , where the theory is shown to describe quantitatively the insertion of Li ions in FePO 4 (FP) [36, 58] .
B. Electrochemical Stability
The field of electrochemical reactions is the manifestation of non-equilibrium processes. In order to model electrochemical systems and consequently understand the implications of the resulting mathematical structure, we have to push the limits of our knowledge of far-from equilibrium thermodynamics. According to equilibrium thermodynamics stability theory a closed system of a binary mixture with fractional concentrations c 1 = c and c 2 = 1 − c is considered to be stable (does not undergo a phase separation/transformation) when the first derivative of the diffusional chemical potential µ = µ 1 − µ 2 is positive ∂ µ/∂ c > 0 [59, 60] . For a driven process, either by reactions or by diffusion (or both), the stability of the same system was believed to be determined by the local thermodynamics of the chemical species.
Very recently, it was shown that this is not always the case [12] , and the thermodynamics stability of a solution is controlled by using non-equilibrium driving forces. When the reaction rate depends on the concentration of the participating species, in addition to their chemical potentials, soloautocatalytic/inhibitory effects participate on determining the homogeneity of the solution. Therefore, when a chemical reaction is auto-inhibited, that means with increasing products concentration the reaction rate decreases, there is a critical value in the driving force after which the system becomes thermodynamically stable. A characteristic example of such behavior is the lithiation of Li x FePO 4 [35, 36, 58, [61] [62] [63] [64] in which the net reaction rate is a decreasing function of the concentration [36, 38] .
Herein, our main focus is to analyze the simple reaction described in Sec.II A. Also, we consider the reactants to be
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< l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > < l a t e x i t s h a 1 _ b a s e 6 4 = " ( n u l l ) " > ( n u l l ) < / l a t e x i t > drained from a reservoir, while the system contains only the products. The reaction is driven either under constant rate R t or under constant reservoir chemical potential µ res . In electrochemical systems these conditions are translated into constant current I and constant electrode voltage V , respectively. Following the analysis in [12] for one reaction and considering a reaction-limited process the stability window is determined by solving the following equation for the critical operation conditions
where µ is the chemical potential of the products, I c , V c correspond to the critical value of the external bias, and τ is the characteristic time required to complete the process, e.g. the time required to fully intercalate the system [35] or the time to deposit an atomic layer [32] . All quantities with are dimensionless (see SI for the characteristic scales). Also σ is known as the dispersion relation [12] . According to classical linear stability theory ( τ −1 = 0) when σ > 0 the process is unstable and it diverges from its base state, while for σ < 0 all the applied perturbations decay in time and stability is preserved. In the context of ion intercalation, instability means the separation of the ionic solution in two regions, one 'rich' and one 'poor' in ions. For film growth, though, σ > 0 translates either into the film growth with increased surface roughness [65] or the formation of localized islands [32] in the nanoscale [66] . Eq. 2 shows that different reaction rate mechanisms will result in different stability behavior. Therefore, by understanding how the microscopic physics and the material properties alter the phase diagram, we will be able to operate the process of interest under optimal conditions. Additionally, the theory can be used to provide engineering guidelines on the materials selection and device design to achieve the desired results.
III. RESULTS
Our main scope is to show the differences on the predicted stability diagrams for different electrochemical reaction models, e.g. the phenomenological BV kinetics and the electron transfer theories. The comparison is performed in terms of ion intercalation and thin film growth. Fig. 3 illustrates the non-equilibrium phase diagrams in terms of the dimensionless imposed current, and the state of the system (ion concentration c in ion intercalation, film height h in film growth). At first sight, the differences in the predictions between BV and the ET models are apparent. Not only they differ quantitatively, but the regions which are linearly unstable (light red color) have qualitatively different bounds.
This behavior is explained in physical grounds by examining the predictions for each process separately. Irrespective of the reaction mechanism ion intercalation is known to be a solo-autoinhibitory process, ∂ I/∂ c < 0 [12, 35, 36] . Therefore, a different mechanism is required to affect the second term in eq. 2 which couples the thermodynamics stability via ∂ c µ with the changes of I as a function of µ. For BV kinetics, it is easily shown that ∂ I/∂ µ = −∂ I ← /∂ µ ∼ −e µ . On the other hand, for Marcus/MHC models the sign of ∂ I/∂ µ is not definite, and it changes with different values of the thermodynamics driving force η = V + µ. Therefore, the exact reaction mechanism, and thus its mathematical form, is crucial to understanding the thermodynamics stability of a far-from equilibrium system. Having this in mind, it is not surprising why different phase diagrams for BV, Marcus and MHC kinetics are produced. In particular, for BV, phase separation is suppressed solely due to the inhibitory nature of the reaction. On the contrary, both CIET models involve not only the contribution of ions at the TS but also the effects of the thermodynamic state of the system on the electron transfer mechanism via µ [38] .
Returning The main differences between the models predictions occur for de-intercalation. Systems following BV kinetics are predicted to always be unstable when I < 0, as the process becomes solo-autocatalytic in the reverse direction [12] . This is not the case for ET models where an extended thermodynamically stable region is present. The in-situ experiments performed by Lim et al. [36] on the delithiation of Li x FePO 4 showed that under moderate to large charging rates, LFP particles did not undergo phase separation, an observation that cannot be explained using BV kinetics [12, 58] . Combining this result with the predicted stability diagram for the CIET-MHC model which shows a thermodynamically stable region upon charging, fig. 3 (b), we are able to say that LFP is a coupled ion-electron transfer limited material [38] . Now, comparing the results between the two ET models, we conclude that under smaller values of the applied current, electrons with localized energy levels tend to stabilize even further the system, fig. 3 
(c).
For film growth the predicted non-equilibrium phase diagrams are very different to each other, fig. 3(d) -(e). For conciseness we show only the results for one ET model (MHC) as their predictions are qualitatively similar. Following Horstmann et al. [32] , I c ( h) is predicted from σ h, I c , V c = I. In this case, the transition state does not include ionic effects such as excluded volume [35] . That translates into ∂ I/∂ h = 0 which makes the stability to be solely determined by balancing the second term of eq. 2 with the characteristic time τ −1 = I. Here τ is the time required to fully deposit an atomic layer of height ∆ h = h i+1 − h i = 1.
Clearly, under constant I the non-equilibrium stability diagram produced using ET models coincide with the equilibrium thermodynamics one, fig. 3 (e). There are two reasons for this behavior. At first, the changes in the film chemical potential with h are abrupt, leading to large values of ∂ µ/∂ h. Additionally, the process attains current values which are lim-ited by electron transfer, fig. 2(d) , resulting in |∂ µ/∂ c|
for all h and I. For BV kinetics, the same thermodynamics stability argument is true, but the model predicts indefinite large values for I which is not realistic. This is the main reason Horstmann et al. [32] were able to predict suppression of inhomogeneous Li-O 2 film growth, fig. 3(d) . However, the predictions of fig. 3(d) do not imply much regarding the reaction mechanism of Li-O 2 formation. The linear stability results correspond to the initial stages of interfacial instability. As in the case of LFP, large enough current lead to a quasi-homogeneous film profile because there is not enough time for the instability to grow [35] . In fact, as shown in fig. 1 (c) of [32] the structure of the 'homogeneous' film show the existence of some Li 2 -O 2 microstructure on the CNT surfaces [33, 34] . Thus, it is possible Li 2 -O 2 growth to be electron transfer limited, a fact that is supported by the experimentally observed and ab-initio predicted curved Tafel plots [67] .
Not only constant I but also constant voltage V stabilize an unstable solution. Fig. 4 shows the predicted phase diagrams under non-equilibrium conditions for both ion intercalation, figs. 4(a)-(c), and film growth, figs. 4(d)-(f). Additionally, the chemical potential µ of the products is included (red thick line) to highlight the departure from equilibrium via η (c).
For ion insertion (− V > µ) all models predict suppression of any instability for a wide range of − V , c , figs. 4(a)-(c). In general, under applied voltage the overpotential varies with time η(c) V + µ(c) as a result of c t = t 0 I( η)d t . When the solution enters the spinodal region, µ (c) becomes a decreasing function leading to continuously increasing η, and thus to increasing I. This behavior gives an advantage to phase separating materials for Li-Ion battery applications, as under constant V conditions not only we stabilize their thermodynamics state but we also achieve higher (dis)charging rates.
From figs. 4(a)-(c), BV kinetics predict more stable ion insertion compared to ET models. Let us consider the case with − V = 5. For BV the solution starts and remains inside the thermodynamically stable region for all the values of c along the process. This is not true for MHC and Marcus models, though, where the material is predicted to be unstable from c = 0 to approximately c 0.6, and there is high probability for phase separation. The reason why this happens is understood in terms of the resulting current, which as discussed earlier, changes with increasing c. The evaluated I using BV under V = −5 is always larger than the marginal stability boundary I c (c) shown in fig. 3(a) . On the other hand, when the reaction mechanism is associated with electron transfer I falls into the unstable region, figs. 3(b)-(c), and therefore the solution tends to phase separate.
The conclusions for de-intercalation (− V < µ) are very similar to the case of constant current. BV is found to be unstable for almost all sets of − V , c , while ET models predict suppression of phase separation. Again, when the donated electron has a single energy the differential negative resistance, ∂ I/∂ µ < 0, tends to stabilize the system more effec-tively than in the case of a continuous energy spectrum.
When film growth is driven under constant V , one is able to observe very interesting behavior on the resulting phase diagrams. In particular, while under constant I the ET stability was determined solely by thermodynamics, fig. 3 (e), here it is found that homogeneous film growth is stable for a wide range of applied potentials V . When only localized electrons participate in the reaction the negative differential resistance starts playing a more active role in the stabilization mechanism. In fact, as shown from fig. 4(f) , there is an interchange between stable and unstable regions. More specifically, with increasing driving force the current enters the Marcus inverted region altering the sign of ∂ I/∂ µ in eq. 2, and thus turning a thermodynamically stable growth to an unstable one [12] .
The results shown in figs. 3 & 4 correspond to a specific set of material parameters. The influence of the thermodynamics and reaction parameters on the phase stability is demonstrated in the Supplementary Material of this work. Briefly, for the intercalation case large values of the reorganization energy λ tend to induce stability under constant current conditions, as the reaction activation barrier E act ∼ λ /4k B T increases [18, 38, 41] . On the contrary, for constant V higher values of λ destabilize the thermodynamics solution.
The effects of thermodynamics factors, such as the interaction parameter Ω, affect the non-equilibrium stability of the process. In particular, with increasing attractive interactions between ions (large Ω values), the area of the unstable region increases changing the non-equilibrium phase diagram. Of interest is the case of Ω = 0 (no attractions) where the material is essentially in the solid-solution regime (single phase). When ions are extracted from the system ( I < 0) CIET-ET models tend to destabilize the solution, inducing a non-thermodynamically favored phase separation [12] . This is caused by the solo-autocatalytic nature of de-intercalation and has a significant impact on the stability of several materials like those used in Li-ion batteries. A representative example is NCM which is known to be a solid solution material [68, 69] . However, as it is shown in [70] [71] [72] for a population of cathode particles, during de-lithiation the solid solution can be destabilized leading to Li-poor and Li-rich phases. This phenomenon has been demonstrated theoretically very recently, by using population dynamics to describe the kinetics on the porous electrode scale [73] .
IV. DISCUSSION
The results of the considered ET models stress the importance of the electron donor density of states on the morphology of electrochemical interfaces. In general, it is found that the more 'localized' the electrons that participate in the electrochemical reaction, the higher the thermodynamics stability of the process. That means, when the electrons that participate in the electrochemical reaction are initially localized, or reside in low-dimensional materials (e.g. quantum dots), then phase separation in ion intercalation or island formation in epitaxial growth is less likely to be observed.
Our findings demonstrate new ways on tuning interfaces to have the desired topology. This is achieved by either controlling the driving force (current or voltage) of the reaction in a time-varying way, or by modifying the density of states of the electron donor, e.g. by doping. The desired topology for each application varies. For example, in (electro)catalysis it is desired to grow interfaces that have large surface area, fig. 5(a) .
In energy storage via Li-ion intercalation, we want to minimize the occurrence of phase separation, as the formation of different phases on interfaces cause the development of large elastic stresses which usually lead to fracture or delamination of the active material, fig. 5(b) . Large elastic stresses between the active material and solid electrolyte may cause loss of contact, and therefore induce capacity fading in the long-term operation of the battery. This is the case in all-solid-state batteries, where inhomogeneous intercalation of Li ions leads to expansion of the host material, and consequently delamination [74] . In commercial Li-ion batteries, the use of phaseseparating materials (e.g. LiFePO 4 , LiCoO 2 , Li x C 6 ) leads to the formation of interphases during operation. As a result, elastic stresses due to lattice mismatch develop which cause electrode particles to crack.
Another example is energy harvesting via light absorption, where the structure of the interface exposed to light should minimize the reflection to absorption ratio, fig. 5 (c). The efficiency of light-absorbing devices depends on the manufacturing conditions as the manufactured interfaces need not to be 'rough'. A characteristic example is the deposition of Cu on Zn for high-efficiency solar-thermal energy conversion [31] . The theory presented herein can be used as a guideline for the optimal selection of the manufacturing conditions, in order to produce interfaces with the desired structure.
The same is true in photocatalytic applications, where while we desire large active surface area, the emitted light can be reflected, and thus lead to low conversions. There are cases where parasitic reactions affect the topology of the surface by forming a passivation film, fig. 5(d) , which effectively decreases the active surface area and increases light reflection, respectively. While avoiding the formation of the film is difficult, we can choose the operating conditions where island formation is favorable compared to homogeneous film forma- [36, 74] . (c) The efficiency of light-absorbing interfaces for energy storage depends on the manufacturing conditions. More specifically, it is crucial to maximize the absorption to reflection ratio. To achieve high absorption to reflection ratio, the interfaces need not to be 'rough'. Figures are adapted from [31] . (d) Interfaces used in photocatalysis are desired to have high absorption-to-reflection ratio and large active surface area. There are cases where parasitic reactions affect the topology of the surface by forming a passivation film. We can operate the process under conditions where island formation is favorable compared to homogeneous film formation. Figures are adapted from [75] .
tion, e.g. by holding the surface voltage to levels that promote island formation.
Our model is formulated in a general way that implicitly captures system-environment interactions, e.g. double layer structure, ion (de)solvation energies, active surface area, etc., in terms of a lumped reaction constant. The present theory provides the basis to understand from first-principles the stability of interfaces undergoing electrochemical reactions, a factor which affects the performance of several applications related to energy harvesting and storage, catalysis, and electrocatalysis.
Finally, the current status of the theory neglects elastic strain effects, which is particularly important in epitaxial growth. To include these phenomena, a more complete model is required that takes into account the formation of dislocations, as well as the spatial dependence of the developed strain upon film formation. Additionally, the formation of voids, as well as the diffusion of vacancies underneath the studied interface are expected to affect our stability results. In a future work, we will develop a general model of multilayer epitaxial growth using electrochemical reactions that takes into account the missing aspects of the present theory, and show how to exploit them to tune the morphology of interfaces.
V. CONCLUSIONS
The theory of tuning the morphology of electrochemical interfaces via electron transfer reactions was presented. The theory was applied successfully on two technologically relevant processes, those of ion intercalation and surface growth driven by electrochemical reactions.
Using the recently developed non-equilibrium thermodynamics framework for open-driven systems [12] , we studied the performance of different electron transfer models on stability of a thermodynamically unstable system. In particular, we focused on the ubiquitous, but phenomenological, Butler-Volmer kinetics and on electron transfer models, which include details of the quantum/microscopic nature of the materials participating in the process (e.g. density of states of electron donor, reorganization energy of the electron environment, etc.). When ion intercalation is described by coupled ion-electron transfer kinetics, the process is found to be homogeneous for a larger set of the applied driving force (current I or voltage V ) with the fractional concentration c, compared to the BV analog. On the contrary, ET-limited surface growth is predicted to always be unstable under fixed current, leading to surfaces with increased roughness and ultimately to island formation. This is not the case when V is being controlled, where ET models show a more complex behavior.
