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Let (r: R + R be such that for some polynomial P, u/P is bounded. We 
consider the linear span of the functions (a(h (X - t)): A, t E RS}. We prove that 
unless (T is itself a polynomial, it is possible to uniformly approximate any 
continuous function on RS arbitrarily well on every compact subset of RS by 
functions in this span. Under more specific conditions on (T, we give algorithms to 
achieve this approximation and obtain Jackson-type theorems to estimate the 
degree of approximation. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
Our original motivation for this paper was a theorem proved by I. R. H. 
Jackson on radial basis approximation [14]. He observed that every contin- 
uous function is uniformly approximable by arbitrary translates of the 
function a(n) := (IxJJ2 = Euclidean norm of x E R”, when s is odd. One 
immediately tries to draw a parallel between Jackson’s observation and the 
celebrated theorem of Wiener which states that the translates of an 
L2-function on R” are dense in L2 if and only if its Fourier transform is 
almost everywhere nonzero. Of course, the differences are striking. The 
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function Cp is not in L2 and Jackson approximates in the uniform norm on 
compact sets. Nonetheless, we realized that a functional analytic proof of 
Jackson’s theorem was possible by using distribution theory. Following this 
realization, we became aware of the interesting papers [6, 121 on sigmoidal 
functions where a density theorem is proved by functional analytic means. 
One of our purposes is to provide some general results which encompass 
the theorems of Jackson [14], Cybenko [6], and Hornik et al. [12]. 
It is interesting that both these questions have received a great deal of 
interest in certain applications of neural networks. For instance, in a 
recent interesting paper, Poggio and Girosi 1171 point out that generally 
neural networks may be regarded as input/output devices which learn 
from examples, i.e., a set of correct input/output observations. This 
establishes an analogue between multidimensional interpolation and 
learning models in neural networks. Radial basis interpolation [15] pro- 
vides a general mathematical environment for such a study. For a recent 
survey of the state of the art in this important subject of computational 
mathematics, see [Ml. This article also contains a functional analysis proof 
of Jackson’s theorem due to A. L. Brown. 
In another context, numerous authors [3-6, 11-13, 21-221 studied the 
denseness of functions a(h . x + 0). Here, A E R’, 8 E R, A * x denotes 
the inner product between A and x and u is a function defined on all of 
R. Linear combinations of such functions, for a fixed nonlinear response 
function u, can be realized as an output of a single hidden layer feedfor- 
ward artificial neural network. The goal is then to synthesize as accurately 
as possible an arbitrary output signal. Thus, the denseness of such func- 
tions implies that any output signal can be approximated within any given 
degree of accuracy. 
Various approaches have been taken for the study of this problem. In 
[7], a functional analysis approach was taken for 0 = 0; i.e., no shifts were 
allowed, although shifts could be incorporated by projecting down one 
dimension (ridge function approximation). Integral representation formu- 
las have been used in [ll, 131. The similarity to back projections in 
tomography has been noticed and used to study the problem [2]. The 
Stone-Weierstrass theorem has also been employed in the analysis of this 
problem [12] and other metrics besides the uniform norm have been 
considered [21, 221. 
Cybenko 161 used a nonconstructive functional analysis argument to 
establish denseness when the nonlinear activation u is a sigmoidul func- 
tion; i.e., it is a continuous function on R such that lim, ~ --m a(x) = 0 and 
lim x -*m a(x) = 1. However, his proof was not constructive. A constructive 
proof of Cybenko’s theorem was given in [l, 31. The paper [4] provides an 
alternative derivation of Gybenko’s theorem and corrects an oversight 
made in an early draft of [6]. 
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In this paper, we extend these results to kth degree sigmoidal functions. 
These are functions with the property that 
and are bounded by a polynomial of degree at most k on R. 
Generally, we say that a function (T: R + R (not necessarily continuous 
or a k th degree sigmoidal function) is a Kolmogorov function, if for any 
integer s 2 1, any compact set K c R”, any continuous function f: K + R, 
and any E > 0, there exist an integer N, numbers ck, tk E R and hk E R” 
(1 I k I N), possibly depending upon s, K, f, and E such that 
ck(+( h, . x - tk) < E. 
k=l 
We prove that every k th degree sigmoidal function is a Kolmogorov 
function. Moreover, for smooth functions, the degree of approximation, 
achievable when the number N is fixed, improves as k increases. Our 
proofs in this case are constructive and we bound the error by the higher 
order modulus of continuity of the function being approximated. 
In Section 2, we review for the convenience of the reader certain basic 
facts concerning tempered distributions which will be needed in the 
sequel. In Section 3, we state and prove our general theorems. The 
constructive algorithms involving the k th order sigmoidal functions will be 
discussed in Section 4 for the univariate case (s = 1). The constructive 
proof in the multivariate case will be presented in Section 5. 
2. TEMPERED DISTRIBUTIONS 
In this section, we develop some notation and summarize certain rele- 
vant results concerning tempered distributions. Almost all the results in 
this section are proved in [191. 
Let s 2 1 be a fixed integer. The class of rapidly decreasing functions on 
R” will be denoted by 4. Thus, a function 4 E 4 if 4 E Cm(Rs) and 
sup sup (1 + lXIZ)N~D~~(x)) < Q), N = 0, 1,. . . . (2-l) 
lcxl<N xeR’ 
(Here (xl stands for the Euclidean norm of x.1 If R c R” is an open set 
then g(f’J> denotes the class of functions in Cm(Rs) that are supported on 
R, i.e., vanish outside of some compact subset of iR. The classes %a> 
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and 4 are locally convex spaces with appropriate topologies described in 
[19, Theorem 6.4, Section 7.31. A distribution (resp. tempered distribution) 
is an element of the topological dual space P(R”) of L&R”) (resp. 4 of 
4) and, necessarily, every tempered distribution is a distribution. Two 
important examples of tempered distributions are the following [19, Sec- 
tion 7.121: If p is a positive Bore1 measure on R” such that 
/( 1 + I~l*)-~d/.+) < m 
for some positive integer k then p is a tempered distribution. If g is a 
Lebesgue measurable function on R” such that for some p (1 I p < CO), 
and integer N > 0 
/1(1 + lx12)-Ng(x)~ h,(x) < ~0, (2.3) 
where m, denotes the s-dimensional Lebesgue measure, then g is a 
tempered distribution. We shall denote the class of all measurable func- 
tions for which (2.3) holds for some N by PLP(R”). For p = ~0, we set 
PL”(R”) to be the class of all continuous functions such that 
SUP((1 + Ixl’)-“lg(~)l) < O3 
for some integer N > 0. As usual, in this context, we identify functions 
which are equal almost everywhere. 
If 4 E 4 and x E R”, then we set 
(v#J)(Y) := 4(Y -x)7 J(Y) := 4(-Y>, y E RS. (2.4) 
Let 4 E J$, u E 4, (Y be a multi-integer. We define 
pq+> := (-I)‘%@“$), * E 4, (2.5a) 
ww) := 4&b,), * E 4, (2Sb) 
(u*+)(x) := u(~p$), x E R”, (2Sc) 
and observe that D%, 4~ E S: and u * 4 E C”(R”). We may also think of 
u * r$ as a member of 4. If 4 E 4 and u E 4, their Fourier trans- 
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forms are defined as follows: 
J(t) := /4(x)exp( -it *x)dm,(x), t E R”, (2.6a) 
l?(I)) := U(f), * E 4. (2.6b) 
If u E 9’ (:= g(R”)), R G R” is open and u(4) = 0 for every 4 E g(Q), 
then we say that u vanishes in R. Let W be the union of all open R c R” 
such that u vanishes in 0. The complement of W is the support of u 
denoted by supp(u). If u, u E -V and one of them has compact support, 
then we define u * u E -?Y to be the unique distribution that satisfies 
(u*u)*JI=u*(u*JI), t,b E B(R”) . (2.7) 
THEOREM 2.1 [19, Theorem 6.371. (a> Let u, u, w E 9 and at least two 
of these have compact support. Then 
u*v=v*u, u*(u*w) = (u*u)*w. 
(b) [19, Theorem 7.191. If u E 4 and 4 E 4 then 
(2.8) 
(u*u)  ^ = & Li*J = (&q. (2.9) 
(c> [19, Theorems 7.7 and 7.151. The Fourier transform is a continuous, 
linear, one-to-one mapping from 4 onto 4 (resp. 4 onto 4) whose 
inverse is also continuous. 
(d) [19, Theorem 6.321. Let h E %RS), h r 0, lhdm, = 1, and 
h,(x) := j”h(jx), x E RS, j = 1,2,... . (2.10) 
If u E 9” then 
lim (u * hi)(@) = u($) 
,’ -+ m 
for every t+b E 9(RS). (2.11) 
(e) [19, Section 7.161. A distribution is the Fourier transform of a 
polynomial if and only if its support is a subset of (01. 
Let B be the class of entire functions on C” with the following property: 
For every nonnegative integer N, there exist positive constants yN, r such 
that 
If(z)1 5 YN(~ + Izl)-Nexp(rlSZiI), 2 E C”. (2.12) 
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THEOREM 2.2 [19, Theorem 7.221. If do E g(R”) then the function 
f(z) := /4(t)exp( -iz . t) dm,(t), 2 E C” (2.13) 
is in 6’. Conversely, if f E E then there exists 4 E %R”) such that (2.13) 
holds. 
A set A c RS is a set of uniqueness if the following property holds: 
Whenever f E & and f(x) = 0 for every x E A then f = 0. 
3. DENSITV THEOREMS 
We recall that a subset of a Banach space is called fundamental if the 
closure of its linear span is the whole space. Our first theorem in this 
section is the following. 
THEOREM 3.1. Let 1 _i p s CO, and m E PLP(R”). Let 6 be the Fourier 
transform of u (considered as a tempered distribution). If supp(&) is a set 
of uniqueness, then for any compact set K c R”, the family {a( * - t): 
t E R”} is fundamental in LP(K), if 1 I p < m and in C(K), if p = m. 
As an example, we note that a,(x) := IxJ~, x E RS, cy > -s, (Y # even 
integer, is in PLP(R”) for any p, 1 I p < m. Moreover, c?~ = cu-,-,, 
where 
ssa 
c := y/2+97 - 
i ii 2 
r( -a/2) 
(cf. [19, p. 2051). Thus, supp(&J = R” and so Za := {a,(. - t): t E R”} is 
fundamental in Lp(K) for every compact set K c R” and 1 I p < m. 
Similarly, if (Y > 0, then C, is fundamental in C(K) for every compact 
K c R’. 
Our proof of Theorem 3.1 will also yield the follokng corollary (cf. [22] 
and also comments by A. L. Brown in [181). 
COROLLARY 3.2. Let u satisfy the hypothesis of Theorem 3.1. Suppose 
that u can be extended as an entire function on C”. Zf K c RS is a compact 
set of uniqueness for entire functions, then the set {u(. - t): t E K) is 
fundamental in C(K). 
356 MHASKAR AND MICCHELLI 
Let d 2 s be an integer, and A,, denote the class of all linear 
transformations mapping Rd onto R”. (We may thus think of J%$, as a 
class of all d X s matrices with rank s.) 
COROLLARY 3.3. Let 1 I p I a~, d 2 s be an integer, (I E PLP(R”). 
Then the family {a(A(*) - t): A E A,,, t E R”} is fundamental in Lb(K) 
(resp. C(K) ifp = w) f or every compact set K c Rd if and only if u is not a 
polynomial. 
Specializing this result to the case s = 1 gives 
COROLLARY 3.4. Let u E PLYR). Then u is a Kolmogorov function if 
and only if u is not a polynomial. 
In order to prove Theorem 3.1, we prove the following simple lemma. 
LEMMA 3.5. Zf u E 4, $I E 4, and 4u = 0 then u vanishes on any 
open set, where 4 # 0. 
ProojI Let U be an open set, 4(z) # 0 for any z E U. If $ E g(R”) is 
supported in U then 1)/4 E %RS) and is supported on U as well. Then 
0 = (4u)(rl/4) = d&h/4) = 49). 0 
Proof of Theorem 3.1. Let K c R” be a fixed compact set. It is enough 
to consider the case of C(K). We shall show that if Jo is a regular signed 
Bore1 measure supported on K and 
/ 
u(x - t) dp(x) = 0, t E R”, (3.1) 
then p is the zero measure. Let (3.1) hold and h E g(R”) be arbitrary. 
Then f := h * dp E g(R”). Theorem 2.1(a) implies that 
/ u(x - t)f(x) dm,(x) = 0, t E R”. (3.2) 
Using (2.91, @ vanishes on R”. In view of Theorem 2.2, p E 8. If 
f(x) # 0 for some x then Lemma 3.5 shows that x $Z supp(GI, i.e., 
x $ supp(G). Thus, for every x E suppJ$), f(x) = 0. Since supp(&) is a 
set of uniqueness, we conclude that f = 0. In light of Theorem 2.1(c), 
h * dw = 0. Since h E -!&Rx) was arbitrary, Theorem 2.1(d) gives that p is 
the zero measure. 0 
Proof of Corollary 3.2. Under the stated assumptions, if Eq. (3.1) holds 
for t E K then, in fact, it holds for all t E RS and the above argument 
applies. Cl 
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Proof of Corollary 3.3. In view of Theorem 2.1(e), the statement that u 
is not a polynomial is equivalent to the statement that the set supp(&) has 
at least one nonzero element t,. Let this be the case, K c Rd be compact, 
and 
/u( A( t -x)) dp(x) = 0, t E Rd, A E J&. (3.3) 
Let h E .9(Rd), f := h * dp. Then, a: in the proof of Theorem 3.1, for 
evew A E Jl/d,sy the distribution aa f vanishes on Rd, where a,(x) := 
a(A(x)). We show that for any t E Rd, t f 0, there is a matrix A E A,, 
such that t is in the support of the distribution aa. For y E Rd, we write 
y =: (yl, y,)‘, where y, E RS. Fix t E Rd, t # 0, and assume without loss 
of generality, by permuting the coordinates of t, that t, # 0. Then there 
is a nonsingular matrix B E MS s and a (d - s) x s matrix C such 
that t, = Bt, and t, = Ct,. We set D := 1 1 ; ; E Jt/d,dy where I is the 
Cd - s) x (d - s) identity matrix, and observe that t = D(t,, O>r. If N is 
any neighborhood of t then there are open neighborhoods U c RS of t, 
and V c RdmS of 0 such that U x V c D-‘N. Since t, E supp(&), there 
exists a function 4 E 4 supported on U such that a(& + 0. Let 
g E Ydes be any test function supported on I’ such that g(O) = 1. We 
Put 
and 
F(u) := eh+4~ u E Rd 
Q(x) := F(DPx), x E Rd. 
Then @ E Sd is supported on N. With A E Jy,, defined by A := 
[Br: cr], it is a straightforward calculation to see that 
UA(&) = (2?T)d-Sa($) if= 0. 
We have thus proved that for eyery t E Rd, t # 0, there exists A E Jd,, 
such that t E supp(GA). Hence f(t) = 0 for all t E Rd, t # 0. Then f = 0 
and hence p = 0. If u is a polynomial, then it is clear that the set 
{&I(*) - t): A E .A&, 1 E R”} cannot be fundamental in C(K), where 
K is any infinite compact set, as its span is finite dimensional. 
Proof of Corollary 3.4. It is well known 123, Section 1.31 that the system 
{exp(icu * x>, (Y E Z’} is fundamental in C(K) for every compact set 
K c R". Let u not be a polynomial. In view of Corollary 3.3, the function 
eit can be approximated arbitrarily well uniformly on any compact subset 
of R by linear combinations of l&t - b): s, b E Rl. This proves one part 
of Corollary 3.4. The other part is obvious. 0 
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EXAMPLE 3.6. Let a(x) := l/x. Even though u is not a distribution, 
according to Runge’s theorem (cf. [19, p. 2441) the family (a(* - t): t E RI 
is fundamental in C(K) for every compact K c R. In fact, in view of a 
theorem of Newman [16, p. 271, we may choose the shifts to be integral 
and require, in addition, that the zeros of the rational function be in the 
smallest interval containing the compact set. We contrast this case with 
the example in [3], where it is observed that the function 
r 
1 
- + 1, ifx>O, 
X 
u(x) := 
i 
0, ifx=O, 
1 
-- 
X’ 
ifx<O 
is not a Kolmogorov function, despite the fact that a(x) + 1 as x + m 
and o(x) + 0 as x + --tc1 (cf. (4.1) below). 
4. AN APPROXIMATION OPERATOR 
In this section, we consider approximation of univariate functions and 
provide a constructive proof of a special case of Corollary 3.4. 
DEFINITION 4.1. Let k r 0 be an integer, (+: R + R. We say that u is 
a k th degree sigmoidal function if 
4x1 
lim - = Xk ‘, x-+-cc 
4x> lim - = 
X-+rn xk l7 
and for some constant K > 1, 
la(x)1 sK(1 + IxI)~, x E R. (4.2) 
A k th degree sigmoidal function u is called polynomial preserving if any 
polynomial P of degree at most k can be written on any compact interval 
as a finite linear combination of terms of the form u(hx - t), where 
A,t E R. 
We note that a zeroth degree sigmoidal function in our terminology is 
what is conventionally called a bounded sigmoidal function. A zeroth 
degree sigmoidal function is automatically polynomial preserving. Also, 
a continuous kth order sigmoidal function is in PLP(R) for every p, 
llplm. 
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In order to describe our approximation operator, we need some further 
notation. The class of all polynomials of degree at most k will be denoted 
by Uk. If {a,} is any doubly infinite sequence, the backward divided 
differences are defined by 
Va, := Via, := a, - a,-,, V’a, := Vr-l(Van), r = 2,3,... . 
(4.3) 
The truncated power function is defined by 
xk := Xk, if x 2 0, + 
0, ifx<O 
(4.4) 
and is easily seen to be a k th degree sigmoidal function. The sequence 
(c,. := ck,J is defined by the formal power series expansion 
,,,k+l 
(eW - l)k+’ 
= f +, (4.5) 
r=O . 
where c, := 0, if r < 0. The numbers ‘Y~ := (Ye j are defined to be the 
solutions of the system of equations 
5 ajj’ = cr, r=O ,.--, k, (4.6) 
j=O 
where 0’ is considered to be 1. If c is a k th degree sigmoidal function, its 
critical sequence A,, := A,, n is defined as follows: If n r 1 is any integer, 
A, is the smallest positive integer with the properties that 
lXlk 
lo(x)l s nk+l’ ifxr -A,, (4.7a) 
(1 - n+r).P 2 a(x) I (1 + &-I)& if x 2 A,. (4.7b) 
We may now define our operator G, (cf. (4.8~) below). Let f: R + R be 
a continuous function. For the convenience of notation, but without loss of 
generality, we shall approximate f on [O, 11. Let n 2 1 be a fixed integer 
and set 
f” := f,,, := 5 ajf( &)) u E z, 
j=O 
(4.8a) 
d, := d,,, u E z, (4.8b) 
G,(.f, x) := P(.f, x) + k &(A.(nx - u)), x E [O,l], (4.8~) 
v=l n 
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where 
P(f,x) := ; i . u=-k-l ["zl(el)j( k f ')fv-j]tnx - 'lk. (4.8d) 
We shall see after proving Lemma 4.4 that if f E IIk then G,(f, X) = f(x) 
for every x E R. We note also that G,(f, X) depends only on the values of 
f at j/n for j = -k - 1,. . . , n + k. 
We now proceed to estimate the approximation power of G,, in terms of 
the smoothness of the function f. The most convenient quantitative 
method to measure “smoothness” of a function is through the notion of 
modulus of continuity which we review. 
Given a finite interval Z = [a, b], a continuous function g defined on I, 
and h > 0, we set 
k+l 
(A;+‘g)(t) := c ( -l)k+r-’ (4.9) 
I=0 
where h is meant to be a small quantity and to ensure that the above 
formula is well defined, we restrict t by 
a _< t I b - (k + 1)h. 
The (k + 1)th order modulus of continuity of g on Z is defined by 
++l(z; g, 6) := max(l(Ak,+‘g)(y)l: 0 <h I 6, a s y I b - (k + l)h}, 
6 > 0. (4.10) 
When the interval on which we work is clear, we omit the mention of the 
interval Z in the modulus of continuity. As we commented earlier, the 
modulus of continuity measures the smoothness of a function. For in- 
stance, it is known (and in fact follows from our subsequent remarks) that 
wk+l(z; g, 6) I Sk” max{)gtk+ ‘I( f)l : t E I). 
Also, lim, ~ of o,(Z; g, 8) = 0 if and only if g is continuous. The state- 
ment that g satisfies a Lipschitz condition with. exponent p is equivalent 
to the statement that wr(Z; g, 6) = 8(@) as 6 --+ 0+ . 
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Our first theorem in this section can now be formulated as follows. 
THEOREM 4.1. Let u be a kth degree sigmoidal function, f: R + R is 
continuous. Then there exists a constant c > 0 depending only on u (but not 
on f and n), such that for all n 2 k + 1 and x E [O, 11, 
k+l 
If@) - G,(f,X)I ICW~+~ -n,~ + ; (4.11) 
We observe that if u is polynomial preserving, then the polynomial 
P(f,x) can also be expressed as a linear combination of a(hx - t> and 
(4.11) is then strictly a theorem concerning approximation by superposi- 
tion of kth degree sigmoidal functions. It is obvious that any operator 
which satisfies (4.11) must reproduce polynomials of degree at most k. 
Thus, it is essential for G,( f 1 to have this property in order to obtain 
(4.11). 
Second, using a theorem of Whitney [241, one may extend f from [O, 11 
to [ - 1,2] so that the extended function f, satisfies 
where ci is an absolute constant independent of f. Thus, we may have 
replaced the interval on the right-hand side of (4.11) by [O, 11 by applying 
the operator G,, to the extended function f,, thereby obtaining an opera- 
tor which uses only the values of f on [O, l] (cf. Theorem 4.5 below). 
Nevertheless in the context of neural network theory, it seems to be more 
natural to take the viewpoint that f is defined on R, but approximated 
only on [0, 11, which is a representative compact interval, using values of f 
on a slightly larger interval. 
The proof of this result relies on certain facts pertaining to spline 
functions. We now turn to the details of the proof, by first reviewing some 
standard facts from spline approximation for the convenience of the 
reader. The first thing we need is the B-spline of degree k. A B-spline can 
be defined in terms of convolution and divided differences. Eventually, we 
will use both definitions. In the former case, we set 
M:= x* ... *x (4.12) 
k + 1 times 
where 
x(t) := 
1, if0 2 t < 1, 
0 
, otherwise, 
(4.13) 
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is the indicator function of the interval [0, 1). Thus, in the Fourier 
transform domain, we have 
G(w) = (i(,i,- ‘qk+l* 
(4.14) 
The first step in our proof of Theorem 4.1 is to study, using frequently 
applied techniques, certain properties of a spline approximant which we 
now define. It is our intention to be explicit and self-contained for the 
convenience of the reader. With f as above, we write 
where czj are defined as in (4.6). The spline approximant S, is then defined 
by 
SJf,X) := c g,(f,+qnx - v). (4.15) 
VEZ 
The form of this approximation as well as the Lemmas 4.2, 4.3, and 4.4 are 
relatively standard. We base our subsequent analysis on the approach in 
[8, 201. Note that, since M(t) = 0, if t @ [O, k + 11, the sum in (4.15) 
consists of at most k + 1 summands for each x E R. 
LEMMA 4.2. IfP E IIk, then s,JP, x) = P(x) for all x E R. 
Proof of Lemma 4.2. If P,,(x) := P(x/n) then P,, E IIk and s,(P, x/n> 
:= s,(P,,, x). Thus, it is enough to show the lemma in the case when 12 = 1. 
We fix P, write g(x) in place of g,(P, x), and write S(X) instead of 
s,(P, x), so that 
4x1 = C g(j)M(x -j>. (4.16) 
VEZ 
Let x E R be hxed and set 
G(Y) := g(y)M(x - Y). (4.17) 
We observe that g is also a polynomial of degree at most k and M has a 
compact support. Hence by the Poisson summation formula, 
s(x) = C &(2rj). (4.18) 
j=Z 
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From 
v E R, 
we conclude that 
&) = e-iwx /,g( x - v)M( v)eiwudv 
=e 
-iwx ~ ( - l)rg(r’(x) 
I 
urA4( v)eiw” dv 
r=O r! R 
=e -iWX 
k i’g”‘( x) 
c r! 
tiq - w) . (4.19) 
r=O 
From (4.141, we see that for any integer I, 0 I r I k, #‘)(2~j) = 0 if 
j E Z, j # 0. Hence, (4.18) and (4.19) yield 
k i’g”‘( x) 
s(x) = i;(O) = c 
r=O 
r, As)(O) 
= i aj i irp~r’~~ +i) #r’(o) 
j=o r=O 
(4.20) 
where Q( -> := P(x + * ) E IIk. Thus, the lemma will be proved if we 
show that 
i aj ; irQ;:,‘) fi(r)( 0) = Q(0) 
;=o r=O 
(4.21) 
for any Q E nk. Taking Q( y ) = y ‘, 1 = 0, . . . , k, and using (4.6) we see 
that (4.21) is equivalent to the system of equations 
ircl-rti(ryo) = a,,,, 1 = 0,. . . , k. (4.22) 
The choice of the coefficients c, in (4.5) guarantees that the system (4.22) 
is satisfied, thus completing the proof of the lemma. q 
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LEMMA 4.3. We have 
Mf4 -fWl 541 + Y)%+, ([ 
-k l+ n f 
x E [O,l], (4.23) 
where d := d, > 0 is a constant depending on k alone and 
(4.24) 
j=O 
Proof of Lemma 4.3. Let I E Z be tied. Since M(t) = 0 if t GZ [O, k + 
11, formula (4.15) gives 
max{ls,(f,x)I: x E [l/n,(l+ 1)/n]) 5 ymax(lf(t)l: t EJJ, (4.25) 
where J, := [(1 - k)/n, (1 + k)/n]. Since the length of JI is 2k/n, inde- 
pendent of 1, Jackson’s theorem for polynomial approximation (cf. [ZO]) 
yields a positive constant d depending only on k and a polynomial p E n, 
(depending upon f, 1, and k), such that 
If(t) -P(t)1 I d~k+l(Jl;f,l/n), t EJ,. (4.26) 
Using Lemma 4.2, (4.25), and (4.26), we obtain for x E [l/n, (1 + 1)/n], 
Is,(f,x) -f(x)1 s If(x) -p(x)1 + rmm(lf(t) -P(t)l: t E Jl} 
s 41 + r)Wk+l(JI;fyl/n). (4.27) 
For x E [O, 11, we may fix 1 in the range 0 I 1 I n - 1 such that x E 
[l/n, (1 + 1)/n]. Then JI c [-k/n, 1 + (k - 1)/n]. Hence, (4.27) leads to 
the uniform bound (4.23). 0 
We require some additional information about our approximation s,, 
which we now explain. In this part of the discussion, we need to recall the 
divided difference formula for the B-spline M. Specifically, we recall that 
M(x)  := &l)j (4.28) 
’ J=o 
This formula follows, for instance, from observing that the Fourier trans- 
form of the right-hand side of (4.29) agrees with (4.14). We proceed to 
express s, in terms of the truncated power basis functions (x - j>“,. 
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LEMMA 4.4. Zf (ai),. E z is a sequence of real numbers, n 2 1 is a positive 
integer and 
s(x) := C ajM(x -j), 
jeZ 
(4.29) 
then for x E 10, n + l), 
(4.30) 
where the notation in (4.3) is used. 
Proof of Lemma 4.4. We observe that when x E [O, n + l), the sum- 
mation in (4.29) is only a finite sum, where j ranges from -k - 1 to n. 
Formula (4.30) is then obtained by substituting from (4.28) into (4.29) and 
carefully making a change of the order of summation. 0 
In view of Lemma 4.4, formula (4.15) may be rewritten using the 
notation in (4.&z), (4.8d) as follows: 
s,(f, x) = P(f, x) + k d,(nx - v):, x E [O, 11. (4.31) 
v=o 
Moreover, if Q E IIk, then the corresponding values of d, are all zeros. 
Consequently, Lemma 4.2 shows that 
P(Q, x) = s,(Q, x) = Q(x) (4.33) 
and, further, that the operator G,, defined in (4.8~) is indeed polynomial 
preserving. 
We observe here that formula (4.8b) actually shows that 
k+l 
141 5 yw,c+l --,1+ k ;f,f. n n 1 I n ’ v=l )...) n. (4.34) 
Proof of Theorem 4.1. Let x E [O, 11. We estimate 
%(f,x) - Wf,x) = 2 d, (nx - v): 
u=l 
- --&A,(m - v)) . 
n 1 
(4.35) 
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htyER,&:=n- . k-1 If y 2 1, then (4.7b) gives 
1 
yk - --#U(A,Y) 5 &Yk. 
n 
If y I - 1 then (4.7a) gives 
We may summarize Eqs. (4.36a) and (4.36b) to obtain 
1 
y”,- --@A.Y) I dykl, IYI 2 1. 
(4.36a) 
(4.36b) 
(4.36~) 
If ly J s 1 then we use (4.2) to obtain 
y”,- $(A,y) I 1 + --&(l + IA,YI)~ I 2k+‘K. (4.37) 
n n 
Using (4.36c), we see that for x E [O, 11, v = 1,. . . , IZ, 
(4.38a) 
Using (4.37), we see that for x E [O, 11 and v = 1,. . . , n, 
(nx - v): - -$(A,(nx - v)) I 2k+1K, lnx - VI I 1. (4.38b) 
n 
We observe that, for any x E [0, 11, there are at most three integers v such 
that 112~ - VI I 1. Hence, Theorem 4.1 follows easily from estimates 
(4.38a), (4.38b), (4.341, (4.35), and (4.23). 0 
We end this section by constructing an approximation to a continuous 
function f on [O, l] by a linear combination of translates and scales of a 
kth-order sigmoidal function. To this end, we let f E C[O, 11 be given and 
set 
f(k/n), x 5 k/n, 
f,(x) := f(x), OlXll, (4.39) 
f(l)7 x2 1. 
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THEOREM 4.5. Let cr be a kth order sigmoidal finction, f: [O, 11 + R be 
continuous, f, be as defined in (4.39). Then the function G,,( f,, x> is a linear 
combination of n + 1 translates and scales of u. Moreover, 
If(x) - G,(f,,x)l =+,ll;f.;), x E [OJI, (4.40) 
where c is a positive constant depending only on a but not on for n. 
Proof of Theorem 4.5. It is obvious that 
Wk+l +,1 + X];feJ) .cwl([O,Il;f,~). (4.41) 
The estimate (4.40) follows from (4.11) and (4.41). To prove the first 
assertion of Theorem 4.5, we first prove that 
p(f,,x) =fWnL x E R, (4.42) 
where the operator P is defined in (4.8d). In view of (4.5) and (4.6), we 
observe that C~=O~j = 1 and, hence, using the notation introduced in 
(Ua), that (f,J, = f< k/ 1 f n or all integer Y I 0. The definition (4.8d) now 
gives 
P(f,, x) =f(k/n)P(l, x), x E R. 
From (4.33), we see that P(1, xc) = 1. This proves (4.42). If b E R is such 
that a(b) # 0, we may thus write 
P( f,, x) = $$u(O ax + b). 
In light of the definition (4.8~) of the operator G,, the proof of Theorem 
4.5 is now complete. 0 
5. MULTIVARIATE FUNCTIONS 
In this section, we find the following point of view convenient. Let s 2 2 
be a fixed integer and f E C(R’), Q := [-r, ~1~. Our goal is to approxi- 
mate f on any compact set K c RS by linear combination of functions of 
the form a(A * x + 01, where u is a kth order sigmoidal function. As our 
approximating family is invariant under an affine change of variables, we 
may arrange that k is contained in the interior of Q := [-T, ~1~. We then 
construct a continuous extension of fly to Q which is 2a-periodic and 
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approximate this extension in the desired way on Q. In this way, we 
reduce our problem to approximating 2~periodic continuous functions 
defined on Q. 
In this context, the role of the (k + 1)th order modulus of continuity is 
played by the quantity wi + 1 defined in (5.lb) below. First, we define for 
6 > 0, 
j=l , . - - > s, (S.la) 
and then set 
We observe that in (5.la), we no longer need to restrict t in any way and 
hence the modulus of smoothness defined in (5.lb) is essentially different 
from the modulus of smoothness which we used in Section 4. 
Next, we define an approximation operator. For any integer it 2 0, let 
q denote the class of trigonometric polynomials of order at most it in 
each of the variables, and as in Section 2, let m, denote the s-dimensional 
Lebesgue measure. We require the Fourier coefficients of f, viz., 
a,(f) := (297)-“/Qf(Y)ew(-i~ .Y> dm,(y), P = (PIY..,Ps)~ 
(5.2a) 
its truncated Fourier series, 
%(f,x) := C a,exp(ip-x), 
IPjlSmj 
(5.2b) 
and its average, 
and the shifted average 
U,(f,X) := l c %l(fPX). (n + us n9rlj12n 
(5.2~) 
(5.2d) 
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Since u, E LX&, we may define the coefficients d,, IpjI I 2n, j = 1,. . . , s, 
by 
un( f, x) =: c d,(f)ew(ip ox>. (5.2e) 
Ipjl12n, j=l,...,s 
In the sequel, the letter c will stand for some positive constant depending 
only on the sigmoidal function u. Thus, using Theorem 4.1, we find a 
function F(t) which is the sum of a polynomial of degree at most k and a 
linear combination of [nl+(s/k+l)] quantities of the form a(mt + b), 
where m and b are integer multiples of r with the property that 
lexp(it) - F(t)1 I en-k-1-S, t E [ -2n7r,2n7r]. (5.3) 
Our sigmoidal approximation operator is now defined by 
G;(f,x) := d, + c d,(f)%=), XE Q. (5.4) 
IPjlS2n, P+O 
THEOREM 5.1. Let u be a kth degree sigmoidal function, f : Q + R is 
continuous and 2a-periodic in each of its variables. Then there exists a 
constant c > 0 depending only on u and s such that for all integers n 2 1 
and x E Q, 
If(x) - GZ(f, n)l I cwZ+,(f, l/n>. (5.5) 
We observe that the number of terms of the form a(p * x + j> in G,* is 
of the order of magnitude n s+l+(s/k+l). Using the results in [9], it is not 
hard to demonstrate that the number of such terms in any approximation 
operator, linear or not, constructed so that the coefficients depend contin- 
uously on f has to be at least of the order of magnitude nS. This is in 
contrast with the functional analytic approach taken in [l], where the case 
k = 0 is considered and n2 terms are claimed to be enough for approxima- 
tion in L2, independent of s, but no explicit construction is given. 
The proof of Theorem 5.1 is similar in spirit to the proof of Theorem 
4.1. First, we list a few properties of the operator u,. 
PROPOSITION 5.2. (a) Zf T E q, then u,(T) = T. 
(b) We have 
Ib,(f)lI 5 cllfll, (5.6) 
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where 1) * II denotes the supremum norm on C(Q). 
cc> If P is any algebraic polynomial and D denotes the differentiation 
operator, then for a suficiently smooth 27r-periodic function g, 
Proof of Proposition 5.2. Part (a> is obvious. Part (b) follows from the 
corresponding fact in the univariate case using the integral representation 
for S, (cf. [25, XVII (1.12)]). Part (c) follows from the representation of u, 
as a convolution. 
LEMMA 5.3. (a> We have 
Ilf - U”(f)11 I cuz+l(f, l/n). (5.8) 
(b) For multi-integer p z 0, we have 
IdpI I cnk+lw~+l( f, l/n). (5.9) 
Proof of Lemma 5.3. In view of [23, Section 5.3.11, there exists T E z 
such that 
lif - TII I cWZ+l(f, l/n). (5.10) 
Using Proposition 5.2, we easily deduce (5.8). To prove part (b), we set 
T(x) :=uJf,.x) -d,. (5.11) 
Fix p # 0. It is obvious that 
Since 
IdpI < cllTII. (5.12) 
/ T(Y) dm,(y) = 0, Q 
T has a zero in Q. Therefore, by the mean value theorem, 
(5.13) 
j=l 
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(Here, Dj denotes differentiation with respect to the jth coordinate.) 
Since T is 2r-periodic in each of the variables, each DjT satisfies 
/ 
T DjT( Y) dm,( Yj) = 0, Y = (YlY...TYS). 
-57 
Proceeding by induction on k, and using Proposition 5.2(c), we obtain that 
IlTll _< C i llDi”+‘TII = C k llDjk+‘v,(f)ll. (5.14) 
j=l j=l 
It is well known (cf. [lo, p. 1221) that for each j there exists a 2a-periodic 
function gi which is k + 1 times continuously differentiable in the jth 
coordinate and satisfies 
Ilf - gjll + &IID,!‘+‘gjII I Cwz+,,j( f> l/n). (5.15) 
Using Bernstein’s inequality [23, p. 2121 and the fact that the differentia- 
tion operator commutes with u,, we obtain 
IlDjk+‘~,( f)ll I IlDjk”u,(f - Sj)ll + IIDjk+‘u,( gj)II 
I ~n~+‘llu,(f-gj)ll + IIUn(DF+‘Rj)II 
I CIZ~+‘II~- gjll + Ilu,(Djk+‘gj)II 5 cnk”wZ+l,j(f, l/n). 
(5.16) 
Part (b) is proved in view of (5.12), (5.14), and (5.16). q 
Theorem 5.1 follows from (5.4), (5.8), and (5.9) exactly as in the case of 
Theorem 4.1. We omit the details. 
We end this section by describing a multivariate analog of Theorem 4.5. 
The essential details follow in a fashion similar to Theorem 5.1. First, 
using Theorem 4.5, we find a function H(t) which is the linear combina- 
tion of IZ~ + ’ quantities of the form c+(mt + b), where m and b are integer 
multiples of r with the property that 
lexp( it) - H( t)l 22 ~lt-~-‘, t E [-TTJ]. (5.17) 
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Then our sigmoidal approximation operator is defined as 
K+(f,X) := 4 + c d,(f)fqP ‘X)7 x E Q. (5.18) 
IPjlS2n 
P#O 
This approximation does not, of course, use polynomials of degree at 
most k. 
THEOREM 5.4. Let u be a kth degree sigmoidal function, f: Q -+ R is 
continuous and 2~periodic in each of its variables. Then there exists a 
constant c > 0 depending only on u and s such that for all integers n 2 1 
and x E Q, 
If(x) - M,*(f, x)l 5 cq(f, l/n>. (5.19) 
Proof of Theorem 5.4. We need only repeat the proof of Theorem 5.1 
with k = 0 and F replaced by H. q 
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