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When we acquire the right cognitive environment, we cannot search for every rel- evant piece of 
information because our cognitive ability is not limitless. Cognitive agents, however, must have 
proper cognitive environments from partial information structure. In order to achieve this purpose, 
we need to continue updating cognitive environments through our experience in real world. This 
paper proposes a valid al- gorithm for updating the environments on the basis of the estimated 
degree of belief, and discusses the qualitive feature of our inate cognitive ability.
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を関連性の認知原理（cognitive principle of relevance）と呼んでいる。また、なお、情報の受
け取りが動的に行われるコミュニケーションでは、関連性の伝達原理（communicative 















































　　c.   市場のイドラ（伝聞によるイドラ）
　　  人間同士のコミュニケーションから生じる錯誤で、噂やマスメディアが流す意図
的な虚偽を信じてしまう例が相当する。
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3．情報の真理判断における計算モデル
3. 1　認知的関連性の最も単純な計算方法






報 Xから情報 Yへの回帰係数を計算していることと等価であり、　　　　　　　　　　  に
よって情報 Xと情報 Yの相関係数 r も求めることが可能である。また、Hattori（2003）で提
案されている DH モデル（dual-factor heuristics model）における情報 Xと情報 Yの因果関係を






はいくつかの候補が考えられ、決定されていない。したがって、　　   および 　　   から、
ベイズの定理に基づいて式（3）の計算を行うことになる。さらに情報 Yの確率は確定して
いるため、最終的に求めたい情報 Xは、肯定情報と否定情報とのコントラストに基づいて決
定されると見なしてよい。精神物理学におけるWeber-Fechner の法則や Stevens のベキ法則に
おいても、情報のコントラストが心理量をもたらす基本情報となっていることから考えても、
情報のコントラストに基づいて意味情報が決定されることは妥当であろう。




とされない点に注意されたい。ここで、情報 Xの情報価を変数 t で表す。tは 0≦ t≦ 1の範
囲を取る実数で、情報 Xが二値の命題である時には、t＝1の時が真、t＝0の時が偽を意味する。
情報 Xが三値の真理値を採る命題であるなら、t＝0.5の時が未知（unknown）に相当し、情報





すなわち T＝2 f(t)－1で表せる。f(t)は f(1)＝1, f(0)＝0, 0≦ f(t)≦ 1（0≦ t≦ 1の条件に注意
されたい）を満たし、かつ単調性を備えた関数であり、その結果－ 1≦ T≦ 1を常に満たす。
こうした関数 f(x)を本稿では認識関数と呼んでおく。また、認知主体がコントラスト量 Tに














ンダムノイズの S/N比を sとする時、認知主体が受容できる「有効な」情報 Xの情報価は 
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りやすい。式（12）において、ランダムノイズの S/N比 s＝∞、偏向要因 N＝0の状態で、認
識度指数 aを変化を様々に変化させてみた結果を、図 1に示す。
図 1：認識度指数が想定確信度に与える影響
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いずれの場合も点対称のグラフになり、また情報価（真理値）が t＝0.5の時に、想定確信
度も P(x)＝0.5となることが分かる。また、認識度指数が高いほど、“true” の情報に対する想


































































型のベキ関数が、認識関数の性質すなわち単調性を持ち、かつ f(1)＝1, f(0)＝0, 0≦ f(t)≦ 1
を満たすという特性を備えている点も偶然ではない。ここで、認識関数におけるベキ指数の














信度に与える影響を図 4に示す。偏向度指数 bが 0より小さくなるほど、どのような情報価
であっても「真」という想定判断を下す可能性が高くなり、逆に bが 0より大きくなるほど、









偏向度指数が 0より大きい場合と S/N比が非常に小さい場合、ベキ指数が 1よりも小さい
場合のいずれにおいても、これらの影響がない時（図 5の薄い点線）に比べて「偽」に偏っ
た判断が行われているのが分かる。しかし、S/N比およびベキ指数の作用は、情報価が 0で
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ある時や真理値が完全に “false” である時には全く何の影響を与えていない。さらにベキ指数









































　 　b.  現在直接経験した情報 Xに関する想定確信度は、過去に経験した情報 Xの想定
確信度を元に、より「真」である方向に重み付けした想定確信度を設定する。
　 　c.  未来の情報に関しては、過去と現在の情報から暫定的な予測を行う。
　 　d.  これらの想定確信度を総合した形で、現時点での想定確信度を決定し、経験を
経る度に刻々と更新していく。
具体的な変更アルゴリズムは以下のようになる。
（14）a.  現実世界における n回目の証拠が情報 Xであった場合、情報 Xに関する確信度
は以下の通りである。
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　　 　1.  過去（n－1回目まで）の累積情報の確信度：　　　　
　　 　2.  現在の確信度：　　　
　　 　3.  近接未来に対する確信度：　　　
　　 b.  同様の場合、情報 ¬Xに関する確信度は以下の通りである。
　　 　1.  過去の累積情報に対する確信度：　　　
　　 　2.  現在の確信度：0
　　 　3.  近接未来に対する確信度：　　　
　　 c.  現実世界における n回目の証拠が情報 ¬Xであった場合、情報 Xに関する確信
度は以下の通りである。
　　 　1.  過去の累積情報に対する確信度：　　　
　　 　2.  現在の確信度：0
　　 　3.  近接未来に対する確信度：　　　
　　 d.  同様の場合、情報 ¬Xに関する確信度は以下の通りである。
　　 　1.  過去の累積情報に対する確信度：　　　
　　 　2.  現在の確信度：1









　　 b. 11回目と 21回目に反例が出現。
　　 c. 31回目～ 35回目まで 5回連続して反例が出現。
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図 8：認識関数のベキ指数に依存する獲得過程
認識度指数と認識関数のベキ指数が持つ効果の違いが最も顕著に見られるのは、反例の影








































（16）a.  情報価に直接影響する S/N比：外界に存在する攪乱要因（ランダムノイズ）の
強さを表す。
　　 b.  認識関数のベキ指数：S/N比の影響を受けた情報価の判断価値について、線形・
非線形に拡大縮小を行う。
　　 c. 認識度指数：認識関数の出力結果に掛かる係数を意味する。






















ドラ」「劇場のイドラ」のうち、前者 2つは世界が完全であれば（すなわち真理値が 1か 0で
あることが明確であれば）、認識の歪みをもたらさない。これは図 1および図 3において、
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