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Abstract
In this paper we consider the TASEP with second class particles which consists of k first class
particles and N − k second class particles. We assume that all first class particles are initially
located to the left of the leftmost second class particle. Under this assumption, we find the
probability that the first class particles are at x, x + 1, · · · , x + k − 1 and these positions are
still to the left of the leftmost second class particle at time t. If we additionally assume that the
initial positions of the particles are 1, · · · , N , that is, step initial condition, then the formula of
the probability does not depend on k and is very similar to a formula for the TASEP (without
second class particles) with step initial condition.
1 Introduction and the statements of results
The one-dimensional totally asymmetric simple exclusion process (TASEP) is one of the simplest
particle models that is exactly solvable by the standard technique, the Bethe Ansatz. The Bethe
Ansatz has been widely used to study the TASEP, its generalizations, and its variants [2, 4, 5, 8–
10, 12, 15]. In the TASEP with second class particles there are two species of particles which are
labeled 1 and 2, respectively, on the integer lattice Z. Basically, each particle follows the rules of
the TASEP. That is, each particle waits exponential time and then jumps to the next right site
if the site is empty. If the target site is occupied by a particle of the same species, the jump is
prohibited. However, if a particle of species 2 tries to jump to the next right site and the site is
occupied by a particle of species 1, then the particle of species 2 can jump to the next right site
by interchanging the positions of the two particles. But, if a particle of species 1 tries to jump to
the next right site occupied by a particle of species 2, the jump is prohibited. That is, particles of
species 2 have priority over particles of species 1. For this reason, particles of species 2 are called
first class particles and particles of species 1 are called second class particles.
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The TASEP with second class particles has been studied in various directions, but to the best of
the author’s knowledge, there are only a few works on the TASEP with second class particles using
the Bethe Ansatz technique to find some explicit formulas and related asymptotics [1, 6]. Chat-
terjee and Schu¨tz studied the transition probabilities of a finite system of the TASEP with second
class particles. In particular, they showed that if there is no change in the order of particles, the
transition probabilities can be written in determinantal forms [1]. Inspired by this fact, the author
considered a system with 1 first class particle and N − 1 second class particles where the leftmost
particle at t = 0 is the first class particle, and found the probability that the leftmost particle is at
x at time t under the assumption that there is no change in the order of particles up to time t [6].
Moreover, it was shown that this probability can also be written in a determinantal form if the
initial positions of the particles are given by step initial condition [6]. This determinantal formula
is very similar to a formula of the probability for the leftmost particle’s position in the TASEP
with step initial condition. It is well known that there appears the Tracy-Widom distribution in
an asymptotical behaviour of the probability distribution of the leftmost particle’s position in a
large system of the TASEP with step initial condition [3,9,11]. Hence, it is expected that a similar
asymptotic behaviour may appear in the TASEP with second class particles.
In this paper, we extend the results in [6] to the case where there are k first class particles in
the system. Let us introduce some notations. In most cases, we will follow the notations in [6]. We
denote a state of the process by pairs (X,pi) where X = (x1, · · · , xN ) ∈ W
N with
W
N = {(x1, · · · , xN ) : (x1, · · · , xN ) ∈ Z
N and x1 < · · · < xN}
and pi = (pi1 · · · piN ) is a finite sequence of length N whose elements are 1 or 2. A state(
(x1, · · · , xN ), (pi1 · · · piN )
)
implies that the position of the ith particle from the left is xi and the i
th particle is labeled pii. The
parentheses in the expressions (x1, · · · , xN ) and (pi1 · · · piN ) are sometimes omitted for convenience,
and when we need to specify a state at time t, we write(
(x1, · · · , xN ), (pi1 · · · piN ); t
)
.
For a fixed 1 ≤ k ≤ N , let ν(k) =
(
ν
(k)
j
)
be a finite sequence of numbers 1 or 2 with length N such
that ν
(k)
1 = ν
(k)
2 = · · · = ν
(k)
k = 2 and ν
(k)
k+1 = · · · = ν
(k)
N = 1. Let ν
(0) be a sequence (1, · · · , 1). For
a fixed 1 ≤ k ≤ N , let
Et,k,x = {(X, ν
(k); t) : x1 = x, x2 = x+ 1, · · · , xk = x+ (k − 1)}
and
Et,0,x = {(X, ν
(0); t) : x1 ≥ x}.
Let P(Y,ν(k)) be the probability law of the process starting from (Y, ν
(k)), and let −´ imply 12pii
´
.
Throughout this paper, we will follow a convention for products
n∏
i=m
Ai :=
{
AmAm+1 · · ·An if n ≥ m
1 if n < m,
2
and we define ε(ξi) = 1/ξi − 1.
Theorem 1.1. Let C be a counterclockwise circle centered at the origin with radius less than 1.
Then, for each k = 0, · · · , N ,
P(Y,ν(k))(Et,k,x) = −
ˆ
C
· · · −
ˆ
C
k∏
i=1
(1−ξi)
∏
1≤i<j≤N
ξj − ξi
1− ξi
N∏
i=1
1
1− ξi
N∏
i=1
(
ξx−yi−1i e
ε(ξi)t
)
dξ1 · · · dξN . (1)
In (1), if k = 0, the result is for the leftmost particle’s position in the TASEP [3, 9, 12]. If k = 1,
then the result is equal to Theorem 1.1 in [6]. Now, we provide a formula for step initial condition.
Theorem 1.2. For 1 ≤ k ≤ N , if Y = (1, 2, · · · , N), then
P(Y,ν(k))(Et,k,x) =
(−1)N(N−1)/2
N !
−
ˆ
C
· · · −
ˆ
C
∏
1≤i<j≤N
(ξj − ξi)
2
N∏
i=1
1
(ξi − 1)N−1
×
N∏
i=1
(
ξx−N−1i e
ε(ξi)t
)
dξ1 · · · dξN .
(2)
The formula (2) is comparable to the formula for the case of k = 0, that is, the probability
distribution of the leftmost particle’s position in the TASEP [3,9, 12],
P(Y,ν(0))(Et,0,x) =
(−1)N(N−1)/2
N !
−
ˆ
C
· · · −
ˆ
C
∏
1≤i<j≤N
(ξj − ξi)
2
N∏
i=1
1
(ξi − 1)N
N∏
i=1
(
ξx−N−1i e
ε(ξi)t
)
dξ1 · · · dξN .
Remark 1.1. Tracy and Widom posted a paper on the block probabilities (named first in their
paper [14]) of the asymmetric simple exclusion process (ASEP) around a week after the first version
of this paper was posted. According to Tracy and Widom’s definition, a block of length k means a
contiguous block of k particles. The block probabilities in the ASEP mean P(Y,(22···2))(E
m
t,k,x) where
Emt,k,x = {(X, (22 · · · 2); t) : xm = x, xm+1 = x+ 1, · · · , xm+k−1 = x+ k − 1}.
Hence, the formula (2) with k = N is the block probability for the block of length N in the TASEP
(with a single species) with step initial condition. Indeed, it is confirmed that (2) with k = N is
equal to the formula in Theorem 1 with p = 1, m = 1, and L = N in [14].
Remark 1.2. It is noticeable that the formula (2) has no dependency on k. That is, the probability
that all k first class particles form a block which begins at x and all second class particles are to
the right of the block at time t does not depend on the lengh of the block but does depend on
the position of the beginning of the block. On the other hand, Tracy and Widom’s formula of the
ASEP without second class particles depends on the length of the block [14, Theorem 3].
3
Organization of the paper
The rest of this paper is organized as follows. In Section 2, we provide some preliminary results for
the proofs of our main results. In Section 3, we prove Theorem 1.1 and Theorem 1.2.
2 Preliminary results
The probability that the system will be at state (X,pi) at time t given that the system started from
state (Y, ν) at time t = 0, is denoted by P(Y,ν)(X,pi; t). The transition probabilities, P(Y,ν)(X,pi; t)
are the elements of infinite matrices P(t) which form a semigroup {P(t) : t ≥ 0}. A submatrix
of P(t), denoted by PY (X; t), consists of P(Y,ν)(X,pi; t) for fixed X and Y . Hence, PY (X; t) is
a 2N × 2N matrix. The elements P(Y,ν)(X,pi; t) are listed in the reverse lexicographic order of ν
and pi from left to right and from top to bottom, respectively, in PY (X; t). (See (6) in [6] for an
example.) The formula of PY (X; t) is
PY (X; t) = −
ˆ
C
· · · −
ˆ
C
∑
σ∈SN
Aσ
N∏
i=1
(
ξ
xi−yσ(i)−1
σ(i) e
ε(ξi)t
)
dξ1 · · · dξN (3)
where C is a counterclockwise circle centered at the origin with its radius less than 1 and Aσ is a
certain 2N × 2N matrix, which will be introduced in more detail in the subsection 2.1 [1, 6, 13].
Remark 2.1. The explicit formulas of the elements of Aσ in (3) were not given in [1, 13] but the
explicit formula of the (2N−1 + 1, 2N−1 + 1)th element of Aσ which is for P(Y,ν(1))(X, ν
(1); t), was
given in [6]. In general, the matrices Aσ are the products of some matrices. To the best of the
author’s knowledge, there are no known ways of identifying each element of Aσ without directly
computing the matrix products except some special cases.
2.1 Explicit formulas of P(Y,ν(k))(X, ν
(k); t)
First, we state the notations used in [6]. Let Tl be the simple transposition in the symmetric group
SN such that for any σ ∈ SN ,
(
Tlσ
)
(l) = σ(l + 1),
(
Tlσ
)
(l + 1) = σ(l), and
(
Tlσ
)
(j) = σ(j) if j 6=
l, l+1, for each l = 1, 2, · · · , N−1. If Tl interchanges α and β, that is, Tl(· · ·αβ · · · ) = (· · · βα · · · ),
we define a 2N × 2N matrix,
Tl = Tl(α, β) = I
⊗(l−1)
2 ⊗ Sβα ⊗ I
⊗(N−l−1)
2 , (l = 1, · · · , N − 1) (4)
where
Sβα =


−
1−ξβ
1−ξα
0 0 0
0 −
1−ξβ
1−ξα
ξβ−ξα
1−ξα
0
0 0 −1 0
0 0 0 −
1−ξβ
1−ξα

 (5)
4
and ⊗ implies the tensor product of matrices. Since T1, · · · , TN−1 generate SN , for any given
σ ∈ SN , there are Ta1 , · · · , Tan such that
σ = Tan · · ·Ta1 (6)
where a1, · · · , an are some integers in {1, · · · , N − 1}. It is known that Ti’s satisfy the consistency
conditions [1]. For any σ ∈ SN written as in (6), Aσ in (3) is given by
Aσ = Tan · · ·Ta1 (7)
[1, 6, 13]. For simplicity in notations, let
hk =
{
2N−1 + 2N−2 + · · · + 2N−k + 1 for k = 1, · · · , N,
1 for k = 0.
Then, we observe that P(Y,ν(k))(X, ν
(k); t) is the (hk, hk)
th element of PY (X; t). We write [A]i,j for
the (i, j)th element of a matrix A and In for the n × n identity matrix, and we wish to find an
explicit formula of [Aσ]hk,hk in (3).
Lemma 2.1. (i) If A is an n× n matrix, then[
A
]
i,i
=
[
A⊗ I2
]
2i,2i
=
[
A⊗ I2
]
2i−1,2i−1
(8)
and [
A
]
i,i
=
[
I2 ⊗A
]
i,i
=
[
I2 ⊗A
]
i+n,i+n
. (9)
(ii) For l = 1, 2, · · · , N − 1 and k = 0, · · · , N , we have
[Tl]hk,hk = [Tl(α, β)]hk ,hk =
{
−1 if l = k,
−
1−ξβ
1−ξα
if l 6= k.
(10)
Proof. (i) It is easy to verify the statement from the forms of A⊗ I2 and I2 ⊗A for any A.
(ii) We prove by induction on N . When N = 2, the statement is obvious from (5). For the
induction step, let us write
T
(N)
l = I
⊗(l−1)
2 ⊗ Sβα ⊗ I
⊗(N−l−1)
2 , (l = 1, · · · , N − 1),
and
h
(N)
k =
{
2N−1 + 2N−2 + · · ·+ 2N−k + 1 for k = 1, · · · , N,
1 for k = 0.
Suppose that the statement is true for N − 1, that is,
[T
(N−1)
l ]h(N−1)
k
,h
(N−1)
k
=
{
−1 if l = k,
−
1−ξβ
1−ξα
if l 6= k
(11)
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for each l = 1, · · · , N − 2 and for each k = 0, · · · , N − 1. For each l = 1, · · · , N − 1, T
(N)
l can
be written as either
T
(N)
l = T
(N−1)
l ⊗ I2, (l = 1, · · · , N − 2),
or
T
(N)
l = I2 ⊗T
(N−1)
l−1 , (l = 2, · · · , N − 1).
If T
(N)
l = T
(N−1)
l ⊗ I2, then for each k = 0, · · · , N − 1 and for each l = 1, · · · , N − 2,
[
T
(N)
l
]
h
(N)
k
,h
(N)
k
=
[
T
(N−1)
l ⊗ I2
]
h
(N)
k
,h
(N)
k
=
[
T
(N−1)
l
]
h
(N−1)
k
,h
(N−1)
k
=
{
−1 if l = k,
−
1−ξβ
1−ξα
if l 6= k
by (8) and the induction hypothesis. If T
(N)
l = I2 ⊗T
(N−1)
l−1 , then for each k = 1, · · · , N and
for each l = 2, · · · , N − 1,
[
T
(N)
l
]
h
(N)
k
,h
(N)
k
=
[
I2 ⊗T
(N−1)
l−1
]
h
(N)
k
,h
(N)
k
=
[
T
(N−1)
l−1
]
h
(N−1)
k−1 ,h
(N−1)
k−1
=
{
−1 if l = k,
−
1−ξβ
1−ξα
if l 6= k
by (9) and the induction hypothesis. Finally, we can easily verify that
[
T
(N)
1
]
h
(N)
N
,h
(N)
N
= −
1− ξβ
1− ξα
=
[
T
(N)
N−1
]
h
(N)
0 ,h
(N)
0
(12)
by observing the matrices.
Lemma 2.2. For each k = 0, 1, · · · , N and N ≥ 2,
[
Aσ
]
hk,hk
= sgn(σ)
k∏
j=1
(
1− ξj
1− ξσ(j)
)j−1 N∏
j=k+1
(
1− ξj
1− ξσ(j)
)j−2
. (13)
Proof. If σ = 1, the statement is trivial. We will show the statement is true for σ 6= 1. We prove
the statement by induction on N . When N = 2, it can be easily shown from (5) that (13) holds
since A21 = T1(1, 2). Suppose that (13) holds for N . For any σ ∈ SN+1, there are σ
′ ∈ SN and
an integer K ∈ {1, · · · , N + 1} such that σ(i) = σ′(i) for 1 ≤ i ≤ K − 1, σ(K) = N + 1 and
σ(i) = σ′(i− 1) for K + 1 ≤ i ≤ N + 1. Let σ′ = T ′an · · ·T
′
a1 where T
′
ai are simple transpositions in
SN so that a1, · · · , an are some integers in {1, · · · , N − 1}, and let Tai be the extension of T
′
ai to
{1, · · · , N + 1} such that Tai(k) = T
′
ai(k) for k = 1, · · · , N and Tai(N + 1) = N + 1.
If K < N + 1, then
σ = TKTK+1 · · ·TNTan · · ·Ta1
and if K = N + 1, then
σ = Tan · · ·Ta1 .
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The matrices Tai and T
′
ai corresponding to Tai and T
′
ai satisfy
Tai = I
⊗(ai−1)
2 ⊗ Sβα ⊗ I
⊗(N−ai)
2
= I
⊗(ai−1)
2 ⊗ Sβα ⊗ I
⊗(N−ai−1)
2 ⊗ I2
= T′ai ⊗ I2.
Let
gk =
{
2hk − 1 for k = 0, 1, · · · , N,
2hN for k = N + 1.
First, suppose that K < N + 1 and let us show that for Aσ = TK · · ·TNTan · · ·Ta1 ,
[Aσ]gk,gk = sgn(σ)
k∏
j=1
(
1− ξj
1− ξσ(j)
)j−1 N+1∏
j=k+1
(
1− ξj
1− ξσ(j)
)j−2
(14)
for each k = 0, · · · , N + 1. Using Lemma 3.1(d) in [6] and Lemma 2.1(i), we have[
Aσ
]
gk,gk
=
[
TK
]
gk,gk
· · ·
[
TN
]
gk,gk
[
Tan
]
gk,gk
· · ·
[
Ta1
]
gk,gk
=
[
TK
]
gk,gk
· · ·
[
TN
]
gk,gk
[
T′an
]
hk,hk
· · ·
[
T′a1
]
hk,hk
=
[
TK
]
gk,gk
· · ·
[
TN
]
gk,gk
[
Aσ′
]
hk,hk
. (15)
If k < K, then by the induction hypothesis and Lemma 2.1(ii), (15) becomes
[
Aσ
]
gk,gk
=
(
−
1− ξN+1
1− ξσ′(K)
)(
−
1− ξN+1
1− ξσ′(K+1)
)
· · ·
(
−
1− ξN+1
1− ξσ′(N)
)
× sgn(σ′)
k∏
j=1
(
1− ξj
1− ξσ′(j)
)j−1 N∏
j=k+1
(
1− ξj
1− ξσ′(j)
)j−2
,
(16)
and (16) becomes
(−1)N−K+1sgn(σ′)
(1− ξN+1)
N−K+1
(1− ξσ(K+1))(1 − ξσ(K+2)) · · · (1− ξσ(N+1))
×
k∏
j=1
(
1− ξj
1− ξσ(j)
)j−1 K−1∏
j=k+1
(
1− ξj
1− ξσ(j)
)j−2 N∏
j=K
(
1− ξj
1− ξσ(j+1)
)j−2 (17)
from the relation between σ and σ′. Finally, if we use (−1)N−K+1sgn(σ′) = sgn(σ), multiply (17)
by (
1− ξN+1
1− ξσ(K)
)K−2
= 1,
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and rearrange terms, then (17) becomes (14). If k ≥ K, then (15) becomes
[
Aσ
]
gk,gk
=
(
−
1− ξN+1
1− ξσ′(K)
)
· · ·
(
−
1− ξN+1
1− ξσ′(k−1)
)
(−1)
(
−
1− ξN+1
1− ξσ′(k+1)
)
· · ·
(
−
1− ξN+1
1− ξσ′(N)
)
× sgn(σ′)
k∏
j=1
(
1− ξj
1− ξσ′(j)
)j−1 N∏
j=k+1
(
1− ξj
1− ξσ′(j)
)j−2
(18)
by Lemma 2.1(ii), and (18) becomes
(−1)N−K+1sgn(σ′)
(1− ξN+1)
N−K
(1 − ξσ(K+1)) · · · (1− ξσ(k))(1− ξσ(k+2)) · · · (1− ξσ(N+1))
×
K−1∏
j=1
(
1− ξj
1− ξσ(j)
)j−1 k∏
j=K
(
1− ξj
1− ξσ(j+1)
)j−1 N∏
j=k+1
(
1− ξj
1− ξσ(j+1)
)j−2 (19)
from the relation between σ and σ′. Again, if we use (−1)N−K+1sgn(σ′) = sgn(σ), multiply (19)
by (
1− ξN+1
1− ξσ(K)
)K−1
= 1,
and rearrange terms, then (19) becomes (14).
Second, suppose thatK = N+1 and let us show (14) for each k = 0, · · · , N+1 forAσ = Tan · · ·Ta1 .
Using [
Tai
]
gk,gk
=
[
T′ai ⊗ I2
]
gk,gk
=
[
T′ai
]
hk,hk
and the induction hypothesis, we have
[
Aσ
]
gk,gk
=
[
Aσ′
]
hk,hk
= sgn(σ′)
k∏
j=1
(
1− ξj
1− ξσ′(j)
)j−1 N∏
j=k+1
(
1− ξj
1− ξσ′(j)
)j−2
,
which is equal to
sgn(σ)
k∏
j=1
(
1− ξj
1− ξσ(j)
)j−1 N+1∏
j=k+1
(
1− ξj
1− ξσ(j)
)j−2
because σ(i) = σ′(i) for i = 1, · · · , N and σ(N + 1) = N + 1. This completes the proof.
Hence, we obtained the explicit formulas for some diagonal terms of PY (X; t)
P(Y,ν(k))(X, ν
(k); t) = −
ˆ
C
· · · −
ˆ
C
∑
σ∈SN
[
Aσ
]
hk,hk
N∏
i=1
(
ξ
xi−yσ(i)−1
σ(i) e
ε(ξi)t
)
dξ1 · · · dξN , (20)
where
[
Aσ
]
hk,hk
is given by (13).
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Remark 2.2. In (20), if k = 0 or N , then the formula is for the TASEP with a single species. In
these cases, (13) is equal to
[Aσ]h0,h0 = [Aσ]1,1 = [Aσ]2N ,2N = [Aσ]hN ,hN =
∏
(β,α)
(
−
1− ξβ
1− ξα
)
where the product is over all inversions (β, α) in σ.
2.2 Some results on the Vandermonde matrix
First, we review the generalized Lapalce expansion formula for the determinant in [7,16] and provide
some new results to prove an algebraic identity which is used in the proof of Theorem 1.1. Let A
be an N ×N matrix. For I, J ⊂ {1, · · · , N}, the submatrix of A with entries [A]i,j with i ∈ I and
j ∈ J is denoted by A[I, J ], and let Ic = {1, · · · , N} \ I.
Theorem 2.3. [7, p.33] For an N ×N matrix A and I ⊂ {1, · · · , N}, it holds that
detA =
∑
J⊂{1,··· ,N},
|J |=|I|
sgn(I, J) detA[I, J ] detA[Ic, Jc].
Here, sgn(I, J) is the sign of the permutation(
i1 · · · ik ik+1 · · · iN
j1 · · · jk jk+1 · · · jN
)
where I = {i1, · · · , ik} and I
c = {ik+1, · · · , iN} with i1 < · · · < ik and ik+1 < · · · < iN , and
J = {j1, · · · , jk} and J
c = {jk+1, · · · , jN} with j1 < · · · < jk and jk+1 < · · · < jN .
The next result generalizes Lemma 3.3 in [6].
Corollary 2.4. Let A be the N ×N Vandermonde matrix with [A]i,j = ξ
i−1
j and I = {N − k +
1, · · · , N}. Then,∑
J⊂{1,··· ,N},
|J |=k
sgn
(
I, J
)∏
i∈J
(ξi − 1)
N−k
∏
i<j,
i,j∈J
(ξj − ξi)
∏
i<j,
i,j∈Jc
(ξj − ξi) =
∏
1≤i<j≤N
(ξj − ξi). (21)
Proof. The left hand side of (21) is equal to
det


1 1 · · · 1
ξ1 ξ2 · · · ξN
...
...
...
ξN−k−11 ξ
N−k−1
2 · · · ξ
N−k−1
N
(ξ1 − 1)
N−k (ξ2 − 1)
N−k · · · (ξN − 1)
N−k
ξ1(ξ1 − 1)
N−k ξ2(ξ2 − 1)
N−k · · · ξN (ξN − 1)
N−k
...
...
...
ξk−11 (ξ1 − 1)
N−k ξk−12 (ξ2 − 1)
N−k · · · ξk−1N (ξN − 1)
N−k


(22)
9
by Theorem 2.3. We perform row operations (adding multiples of the first (N − k) rows to the
(N−k+1)th row) which make the (N−k+1)th row (ξN−k1 ξ
N−k
2 · · · ξ
N−k
N ) without changing the
determinant. We repeat this procedure to change the form of (22) to the Vandermonde determinant.
Lemma 2.5. For N ≥ 2,
∑
σ∈SN
sgn(σ)
N∏
j=2
1
(ξσ(N+1−j) − 1)j−1
=
N∏
j=1
1
(ξj − 1)N−1
∏
1≤i<j≤N
(ξj − ξi).
Proof. We obtain the result from
N∏
j=2
1
(ξσ(N+1−j) − 1)j−1
=
(ξσ(2) − 1)(ξσ(3) − 1)
2 · · · (ξσ(N) − 1)
N−1∏N
j=1 (ξj − 1)
N−1
and ∑
σ∈SN
sgn(σ)(ξσ(2) − 1)(ξσ(3) − 1)
2 · · · (ξσ(N) − 1)
N−1
= det


1 (ξ1 − 1) (ξ1 − 1)
2 · · · (ξ1 − 1)
N−2 (ξ1 − 1)
N−1
1 (ξ2 − 1) (ξ2 − 1)
2 · · · (ξ2 − 1)
N−2 (ξ2 − 1)
N−1
...
...
...
...
...
1 (ξN − 1) (ξN − 1)
2 · · · (ξN − 1)
N−2 (ξN − 1)
N−1


= det


1 ξ1 ξ
2
1 · · · ξ
N−2
1 ξ
N−1
1
1 ξ2 ξ
2
2 · · · ξ
N−2
2 ξ
N−1
2
...
...
...
...
...
1 ξN ξ
2
N · · · ξ
N−2
N ξ
N−1
N

 =
∏
1≤i<j≤N
(ξj − ξi).
3 Proofs of theorems
We will compute
P(Y,ν(k))(Et,k,x) =
∑
xk<xk+1<···<xN ,
x1=x,x2=x+1,··· ,xk=x+k−1
P(Y,ν(k))(X, ν
(k); t). (23)
The integrand hidden in the form of P(Y,ν(k))(X, ν
(k); t) in (23) has a factor
∑
σ∈SN
∞∑
i1,··· ,iN−k=1
[
Aσ
]
hk,hk
ξσ(2)ξ
2
σ(3) · · · ξ
k−1
σ(k)ξ
k−1+i1
σ(k+1) · · · ξ
k−1+i1+···+iN−k
σ(N) (24)
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with positive integers i1, · · · , iN−k. Since |ξi| < 1 for each i, the multiple geometric series in (24)
converge, hence (24) becomes
∑
σ∈SN
[
Aσ
]
hk,hk
ξσ(2)ξ
2
σ(3) · · · ξ
N−1
σ(N)
(1− ξσ(k+1) · · · ξσ(N))(1 − ξσ(k+2) · · · ξσ(N)) · · · (1− ξσ(N))
.
Lemma 3.1. Let N ≥ 2. For each k = 0, 1, · · · , N ,
∑
σ∈SN
[
Aσ
]
hk,hk
ξσ(2)ξ
2
σ(3) · · · ξ
N−1
σ(N)
(1− ξσ(k+1) · · · ξσ(N))(1 − ξσ(k+2) · · · ξσ(N)) · · · (1− ξσ(N))
= (1− ξ1) · · · (1− ξk)
∏
1≤i<j≤N
ξj − ξi
1− ξi
N∏
i=1
1
1− ξi
.
(25)
Remark 3.1. When k = 0 or N , the identity (25) is for the TASEP. If k = 0, the identity is for
the probability that x1 ≥ x at time t and (25) is the same as (1.6) with p = 1 in [12]. If k = N ,
(25) is for the probability that x1 = x, x2 = x+ 1, · · · , xN = x+N − 1 at time t.
Dividing both sides of (25) by
∏k
j=1(1− ξj)
j−1
∏N
j=k+1(1− ξj)
j−2 and then substituting 1/ξN−i+1
for ξi, we see that an equivalent version of (25) is∑
σ∈SN
sgn(σ)
1∏k
j=2
(
ξσ(N+1−j) − 1
)j−1∏N
j=k+1
(
ξσ(N+1−j) − 1
)j−2
×
ξσ(N−k−1)ξ
2
σ(N−k−2) · · · ξ
N−k−1
σ(1)(
ξσ(N−k) · · · ξσ(1) − 1
)(
ξσ(N−k−1) · · · ξσ(1) − 1
)
· · ·
(
ξσ(1) − 1
)
=
N∏
i=1
1
(ξi − 1)N−1
∏
1≤i<j≤N
(ξj − ξi).
(26)
We will prove (26) for each k = 0, 1, · · · , N . The main idea of the proof is essentially the same as
the idea in the proof of (47) in [6].
Proof of the identity (26). If k = 0, then the identity (26) is equal to (50) in [6] or essentially equal
to (1.6) with p = 1 in [12]. If k = 1, then the identity (26) is equal to (47) in [6]. Let us show the
identity for k = 2, · · · , N . The left hand side of (26) is an antisymmetric function of ξ1, · · · , ξN
because it is an anti-symmetrized sum, so it can be written as
G(ξ1, · · · , ξN )×
∏
1≤i<j≤N
(ξj − ξi)
for some symmetric function G(ξ1, · · · , ξN ). We will show that
G(ξ1, · · · , ξN ) =
N∏
i=1
1
(ξi − 1)N−1
.
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Let us fix a subset Λ = {α1, · · · , αk} ⊂ {1, · · · , N}. Let σ
′ be a permutation mapping from
{1, · · · , N − k} onto Λc = {1, · · · , N} \ Λ and S′N−k be the symmetric group of σ
′. Let σ′′ be a
permutation mapping from {N − k + 1, · · · , N} onto Λ and S′′k be the symmetric group of σ
′′. Let
σΛ be a permutation in SN such that
σΛ(i) = σ
′(i) for i = 1, · · · , N − k and
σΛ(i) = σ
′′(i) for i = N − k + 1, · · · , N.
(27)
Then, the left hand side of (26) is equal to
∑
Λ
∑
σΛ∈SN
sgn(σΛ)
1∏k
j=2
(
ξσΛ(N+1−j) − 1
)j−1∏N
j=k+1
(
ξσΛ(N+1−j) − 1
)j−2
×
ξσΛ(N−k−1)ξ
2
σΛ(N−k−2)
· · · ξN−k−1σΛ(1)(
ξσΛ(N−k) · · · ξσΛ(1) − 1
)(
ξσΛ(N−k−1) · · · ξσΛ(1) − 1
)
· · ·
(
ξσΛ(1) − 1
) .
(28)
Using (27) and the notation in Theorem 2.3, we have a relation
sgn(σΛ) = sgn
(
{1, · · · , N − k},Λc
)
× sgn(σ′)× sgn(σ′′),
hence, (28) is equal to∑
Λ
∑
σ′∈S′
N−k
∑
σ′′∈S′′
k
sgn
(
{1, · · · , N − k},Λc
)
× sgn(σ′)× sgn(σ′′)
×
1∏k
j=2
(
ξσ′′(N+1−j) − 1
)j−1∏N
j=k+1
(
ξσ′(N+1−j) − 1
)j−2
×
ξσ′(N−k−1)ξ
2
σ′(N−k−2) · · · ξ
N−k−1
σ′(1)(
ξσ′(N−k) · · · ξσ′(1) − 1
)(
ξσ′(N−k−1) · · · ξσ′(1) − 1
)
· · ·
(
ξσ′(1) − 1
) .
(29)
Summing over all σ′ in S′N−k,
∑
σ′∈S′
N−k
sgn(σ′)
1(
ξσ′(N−k) − 1
)k−1
· · ·
(
ξσ′(1) − 1
)k−1
×
1(
ξσ′(N−k−1) − 1
)(
ξσ′(N−k−2) − 1
)2
· · ·
(
ξσ′(1) − 1
)N−k−1
×
ξσ′(N−k−1)ξ
2
σ′(N−k−2) · · · ξ
N−k−1
σ′(1)(
ξσ′(N−k) · · · ξσ′(1) − 1
)(
ξσ′(N−k−1) · · · ξσ′(1) − 1
)
· · ·
(
ξσ′(1) − 1
)
=
∏
i∈Λc
1
(ξi − 1)k−1
∏
i∈Λc
1
(ξi − 1)N−k
∏
i<j,
i,j∈Λc
(ξj − ξi)
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by (51) in [6] with σ′ ∈ S′N−k instead of σ ∈ SN . Summing over σ
′′ ∈ S′′k ,
∑
σ′′∈S′′
k
sgn(σ′′)
k∏
j=2
1(
ξσ′′(N+1−j) − 1
)j−1 = ∏
i<j,
i,j∈Λ
(ξj − ξi)
∏
i∈Λ
1
(ξi − 1)k−1
by Lemma 2.5. Hence, (29) becomes
N∏
i=1
1
(ξi − 1)N−1
×
∑
Λ
sgn
(
{1, · · · , N − k},Λc
)∏
i∈Λ
(ξi − 1)
N−k
∏
i<j,
i,j∈Λc
(ξj − ξi)
∏
i<j,
i,j∈Λ
(ξj − ξi)
=
N∏
i=1
1
(ξi − 1)N−1
∏
1≤i<j≤N
(ξj − ξi)
by Corollary 2.4 because sgn(I, J) = sgn(Ic, Jc).
Proof of Theorem 1.1. Theorem 1.1 is immediately proved by Lemma 3.1.
The proof of Theorem 1.2 is similar to the proof of Theorem 1.2 in [6].
Proof of Theorem 1.2. If we apply Y = (1, · · · , N) to Theorem 1.1, (1) becomes
P(Y,ν(k))(Et,k,x) = −
ˆ
C
· · · −
ˆ
C
∏
1≤i<j≤N
(ξj − ξi)
N∏
i=1
1
(1− ξi)N−1
N∏
i=1
(
ξx−N−1i e
ε(ξi)t
)
×
( k∏
j=1
(1− ξj)
j−1
N∏
j=k+1
(1− ξj)
j−2
)
ξN−11 ξ
N−2
2 · · · ξN−1dξ1 · · · dξN
=
1
N !
−
ˆ
C
· · · −
ˆ
C
∏
1≤i<j≤N
(ξj − ξi)
N∏
i=1
1
(1− ξi)N−1
N∏
i=1
(
ξx−N−1i e
ε(ξi)t
)
×
[ ∑
σ∈SN
sgn(σ)
( k∏
j=1
(1− ξσ(j))
j−1
N∏
j=k+1
(1− ξσ(j))
j−2
)
×ξN−1σ(1) ξ
N−2
σ(2) · · · ξσ(N−1)
]
dξ1 · · · dξN .
Using Lemma 3.4 in [6] as in the proof of Theorem 1.2 in [6], we obtain
∑
σ∈SN
sgn(σ)
( k∏
j=1
(1− ξσ(j))
j−1
N∏
j=k+1
(1− ξσ(j))
j−2
)
ξN−1σ(1) ξ
N−2
σ(2) · · · ξσ(N−1)
= (−1)N(N−1)/2
∏
1≤i<j≤N
(ξj − ξi)
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and finally obtain the formula (2).
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