We give the affirmative solution of the invariant subspace problem for bounded linear operators on Hilbert and Hamilton space and some applications.
Introduction
Throughout the paper, H denotes a separable infinite dimensional Hilbert space over R or C, or a separable infinite dimensional Hamilton space over the quaternion skew-field H, as defined in Definition 1.1 below. We also put :
Throughout the paper, we fix :
Let M be a nonzero closed subspace of H . By a cyclic vector e of M for T , we mean a unit vector e ∈ M (i.e. e = 1) such that the closed linear span Hence, (e, Te, T 2 e, T 3 e, · · ·) is a linearly independent set closedly spanning H . By the Gram-Schmidt orthonormalization process, we can find an orthonormal basis (e n : 1 ≤ n < ∞) of H such that, ∀n ∈ N, [e, Te, T 2 e, · · ·, T n−1 e] = [e 1 , e 2 , e 3 , · · ·, e n ] (1.13)
where [· · · ] denotes the closed linear span of (· · · ). (Remark : The existence of an orthonormal basis and the Gram-Schmidt type orthonormalization in a Hamilton space can be obtained by mimicking the case of Hilbert space ([5] p.85)).
For A ∈ B, we employ the notations :
For every n ∈ N, we put E n = the projection ∈ B, onto [e 1 , e 2 , · · · , e n ] (1.16)
i.e., R(E n ) = [e 1 , e 2 , · · · , e n ] (1.17) S = the unilateral shift on H such that Se n = e n+1 ∀n ∈ N (1.18)
We put ∀n ∈ N E n = S n E n (S * ) n (1.19) i.e., E n = E 2n − E n (1.20) For every N ∈ N, the N -rainbow σ N is defined as the permutation on N that sends (1, 2, 3, · · · N , N +1, N +2, · · · ) to (N , N −1, N −2, · · · , 1, N +1, N +2, · · · ), respectively, i.e.
(1.21)
As a graphical illustration, (1.22) Let N ∈ N. On B, the N -rainbow norm · N and the quantum norm · e are defined as follows: ∀A ∈ B,
where the summation in the right hand side is done in terms of the operator norm · on B, guaranteed by the Weierstrass M -test. Remark :
The main results
We omit the easy proof of the following lemma 2.1.
Keeping the notation E N in (1.25), we have:
Proof. Since (B, · ) is a Banach space and B + 1 is a · -closed subset of B, we only need to show:
we can estimate:
By (2.4), (2.5) and (2.6), we see that ( E N : N ∈ N) is · -Cauchy in B, as desired.
Based on Lemma 2.2 above we now can conceive the element
of B + 1 , where the limit is carried out in terms of the operator norm · on B. the next Lemma 2.3 tells us that this E can be recaptured as the · e -limit of ( E n : n ∈ N), compared with (2.7)
Proof. By (⇐) of Lemma 2.1, we only need to show: ∀K ∈ N,
This proves (2.9) as desired.
Lemma 2.4. Keeping the notation E of (2.8) in Lemma 2.3 above, and the notation E n in (1.20), we have: as n → ∞,
:
Let ε ∈ (0, ∞) be given arbitrarily. Then,
Now let N ε (∈ N) be chosen such that
For any given K (∈ N), note that
Then ∀n ≥ M ε , 1 ≤ ∀ k ≤ N ε , we have:
Thus, by (2.12) and (2.15),
by (2.13 ). This shows that (b') does hold.
(c'): Let N ∈ N be given arbitrarily but fixed from now on up to the end of the proof. Let n ∈ N We estimate: 
We now observe:
(2.28) Thus by (2.27) and (2.28); ∀n ≥ N + 1,
i.e. ∀n ≥ N + 1, 
; the following diagram commutes:
By (2.34), we have the alternative:
For the trivial case of (2.54), the bounded linear operator T ⊥ on K ⊥ , the eigenspace of an eigenvalue of T ⊥ will easily provide a nontrivial closed invariant subspace of K ⊥ for T ⊥ . For the latter case of (2.55), we apply Theorem 2.7 in terms of T ⊥ and obtain a nontrivial closed invariant subspace of K ⊥ for T ⊥ .
In both cases, we have obtained a nontrivial closed invariant subspace, say, M of K ⊥ for T ⊥ .
By (2.51), we have: 11) ). If dimM = ℵ 0 as the second case in Corollary 2.8, we put E = the projection whose range is N , in (2.33) (2.63)
, and call E as the canonical projection associated with e, which agrees with that E in Theorem 2.7 when M happens to be H itself. Let (e n : n ∈ N) and ( f n : n ∈ N) be the orthonormal sequences of vectors such that, ∀n ∈ N, [e 1 , e 2 , · · · , e n ] = [e, Te, · · · , T n−1 e] [ f 1 , f 2 , · · · , f n ] = [ f , T f , · · · , T n−1 f ] (2.65)
Let E be the canonical projection associated with e, and F be the canonical projection associated with f (cf. Definition 2.11). Let U be the unique partial isometry (∈ B) such that the initial space of U = [e n : 1 ≤ n < ∞] the final space of U = [ f n : 1 ≤ n < ∞] and ∀n ∈ N, U e n = f n .
(2.66)
Then U EU * = F Proof. We omit the routine verification Remark 2.13. The term quantum metric in [3] must be renamed as the weak quantum norm, which is weaker than our quantum norm in the present paper. Notice that the topology on B 1 given by the weak quantum norm is just the weak operator topology on B 1 and hence independent of various way of choosing T 's.
