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Abstract 
Both semi-supervised learning (SSL) and active learning try to use unlabeled data to train high precision classifier 
with limited number of labeled data. It’s a natural way to think about combine them together to get a good classifier. 
In this paper, we give a new selection criterion for a graph based semi-supervised learner. Contribution of our work is 
that based on local & global consistency (LGC) SSL method we create a new framework of active learning. Firstly, 
we do active learning by selecting representative data and these data uniformly distribute over the manifold cloud 
with the largest local density and have the least chance to be error labeled. Secondly, we do greed confidence label 
propagation inference under LGC-F function criterion in the second active learning process. Thirdly, our work can be 
easily extended to multi-class problem using LGC-F function. Compared with Zhu’s work, our algorithm starts from 
representative data in local area and make no assumption about the distribution of original dataset. The proposed 
active learning method only starts from one basic assumption that data close to each other should have the same label. 
Our method is more robust and more general compared with Zhu’s work. Experiment results on two moon toy data, 
digit recognition, and face detection dataset prove that the efficiency of our new active leaning method. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
Keywords: Semi-supervised Learning; Active Learning; K-Means Clustering 
1. Introduction 
Recent years have seen considerable interests in learning with labeled and unlabeled data [1], since 
labels are often expensive to obtain whereas vast amount of unlabeled data are easily available. Semi-
supervised learning (SSL) and Active Learning (AL) solve this problem from two different ways. Semi-
supervised learning [5][10] solves the problem by exploring additional information given by unlabeled 
data. While, active learning [3][4] reduces the labeling costs in a different but complementary way, which 
chooses the most informative data to label. Both active learning and semi-supervised learning face the 
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same issue that labeled data is scarce and hard to obtain. It is quite natural to combine active learning with 
semi-supervised learning to address this issue from both ends. 
In supervised learning, it seems that a good generic learning algorithm can perform well on a lot of 
real-world data sets without specific domain knowledge. In contrast, semi-supervised learning is possible 
only due to the special form of the data distribution that correlates the label of a data point with its 
situation within the distribution; therefore it seems much more difficult to design a general semi-
supervised classifier. Because there is not enough labeled data to be used to train an efficient learner, 
researchers usually make assumptions about the data set, such as: margin assumption [2], cluster 
assumption[5][6], low density separation assumption[7], manifold assumption[11][15]. If the assumption 
coincide with the actual problem then the SSL works very well, otherwise the SSL would fail or cannot 
be efficient. 
For active learning, there has been a long tradition of research in the machine learning community. 
Typically discriminative models prefer to choose uncertain or hard-to-predict data, and generative models 
tend to select representative data [3][4]. Many active learning algorithms naively select as query the point 
with maximum label ambiguity (entropy), or least confidence, or maximum disagreement between 
multiple learners. Zhu [8] show that these are not necessarily the right things to do, if one is interested in 
classification error. He shows that one can select active learning queries that minimize the estimated 
generalization error, in a graph-based semi-supervised learning framework. 
In this paper, based on Zhu’s work [8] and LGC graph based learning method [9] we proposed a new 
active learning scenario. We use the virtue of SSL and AL and design a good learning framework that 
doesn’t depend on the specific knowledge about the original dataset. Our base point is that data points 
closed to each other should have the same label, and data points belong to one class should be locally 
consistent and smooth. 
The following paper is organized as follow: section 2 give problem formulation of graph based 
learning method, section 3 analysis the drawbacks of the local global consistency (LGC) learning method 
and get the motivation of our learning method, and section 4 give our active selection criterion. Section 5 
shows the results of the algorithm for synthetic classification, handwriting digit recognition and face 
detection problems. 
2. Problem Formulation 
Consider a classification problem, and suppose that we are given n  samples dataset ( , )l uX X X=
of labeled inputs { }1, ,l lX x x= L  and unlabeled inputs { }1, ,u l nX x x+= L , where 
, 1, ,dix R i n∈ = L . The first l  samples are labeled with { }1, , ly yL , where { }1, ,iy C c∈ = L .
Our goal is to predict the class labels { }1, ,l ny y+ L  of the unlabeled samples in uX  dataset, where 
typically l n� . The graph inference methods define an undirected graph represented by { },G X E= ,
where the set of vertices is { }iX x=  and the set of edges is { }ijE e= . Each sample ix  is treated as 
the vertex on the graph and the weight of edge ije  is ijw . Typically, a kernel function ( , )i jk x x  is used 
to measure the weight or similarity between vertex ix  and jx . So, the weight matrix is denoted by 
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{ }ijW w=  and the diagonal degree matrix is defined as 
1
n
ii ij
j
D w
=
= ∑ . Then the graph Laplacian is 
defined as D WΔ = −  and the normalized graph Laplacian is graph Laplacian 
1/ 2 1/ 2
normalized I D D
− −Δ = − Δ . The binary matrix Y  is described as n cY B ×∈  with 1ijY =  if ix  has 
label iy j=  and 0ijY =  otherwise. 
LGC graph based consistency SSL method utilizes the graph Laplacian matrix and the known labels to 
recover a continuous classification function [ ], T n cl uF F F R ×= ∈  by optimizing a predefined energy 
cost on the graph: 
2
2*
, 1 1
1
arg min
2
n n
ji
ij i iF
i j iii jj
FF
F w F Y
D D
μ
= =
⎧ ⎫⎪ ⎪= − + −⎨ ⎬
⎪ ⎪⎩ ⎭
∑ ∑                                           (1)
The solution for this energy minimization problem is NP hard [10]. The approximate solution is: 
( ) 1* 1/ 2 1/ 2F I D D Yα −− −= − Δ ⋅                                                                                         (2)
where
1
1
α μ= + , and this procession is also called label diffusion. And, the label of data point ix  can be 
predicted as: 
arg max ( )i j c ijy F≤=                                                                                                         (3)
3. Threee difficulties of graph based Semi-Supervised Learning 
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Fig1. A demonstration that linear combination, initial label and noise problem will have some negative affection on LGC graph 
based Semi-Supervised learning. 
Graph based semi-supervised learning methods propagate label information from labeled nodes to 
unlabeled nodes by treating all samples as nodes in a graph and using edge-based affinity functions 
between all pairs of nodes to estimate the weight of each edge. Most methods define a continuous 
classification function n cF R ×∈  that is estimated on the graph to minimize a cost function. The cost 
function typically enforces a tradeoff between the smoothness of the function on the graph of both labeled 
and unlabeled data and the accuracy of the function at fitting the label information for the labeled nodes. 
Such is the case for a large variety of graph based semi-supervised learning techniques including the min-
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cuts method, the Gaussian fields and harmonic functions (GFHF) method[15], and the LGC method. A 
detailed survey of these methods is available in literature [5]. 
In trading off smoothness for accuracy, both GFHF and LGC approaches attempt to preserve 
consistency on the data manifold during the optimization of the classification function. While LGC and 
GFHF formulations remain popular and have been empirically validated in the past, it is possible to 
discern some key limitations. 
• Problem (1) Initial Label problem 
Firstly, the graph based SSL learning algorithms are extremely dependent on the initial labels provided 
in Y. This is seen in practice but can also be explained mathematically by fact that Y is starts off 
extremely sparse and has many unknown terms. For the LGC learning method, the label of each 
unlabeled point is set to be the class of which it has received most information during the label 
propagation iteration process. 
( ) ( ) ( )11
0
( ) 1
t
t i
i
F t Y Yα α α
−−
=
= ⋅Δ ⋅ + − ⋅Δ ⋅∑                                                           (4)
• Problem (2) Linear Combination 
Secondly, from equation (2) (3) we know that for each class { }1, ,j c∈ L , the decision function 
*
n
j i ij
i
F Yγ⋅ = ⋅∑ . If we define new feature matrix (inverse of the normalized graph Laplacian matrix) as: 
( ) ( )11/ 2 1/ 2 1 2, , , nA I D Dα γ γ γ−− −= − Δ = L                                                          (5)
The cost function decomposes into terms that only depend on individual columns combination of the 
matrix A . First, the optimization can be broken up into a separate parallel problem since the cost 
function decomposes into terms that only depend on individual columns of the matrix A . Because each 
column of A  indexes the labeling of a single class, such decomposition reveals that biases may arise if 
the input labels are disproportionately imbalanced. In practice, both propagation algorithms tend to prefer 
predicting the class with the majority of labels. 
• Problem (3) Noise Problem 
Thirdly, when the graph contains background noise and makes class manifolds non-separable, these 
graph transduction approaches fail to output reasonable classification results. Fig1(b) shows that dark 
stars in the pink rectangle are selected as labeled data, and these data belongs to the two classes 
overlapping area. So, they propagate their label to the data points closed to them. So, the LGC 
classification method gives a high error rate result. Fig1(c) shows that the labeled data propagate their 
label value to the data points which are close to them. According to Fig.1(a) (b) and Fig.(c), we can 
observe that low degree (low density) value labeled data (dark stars in the red ellipse) propagate their 
labels with a low efficient way. 
4. Description of the New Active Learning Algorithm 
Because graph based SSL is considered as a label propagation process. It was believed that the initial 
label data points should be uniformly distributed over the whole dataset. Thus, it was good for label 
propagation process. So, we can use K-Means etc. clustering method to partition the whole dataset into 
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different clusters. In each cluster, we select the most representative data point (the data with the biggest 
degree which means the most density value in the local area). 
Tab1. The Proposed Active Learning Algorithm
Input: { }1, , nX x x= L ，K
1) K-Means clustering method partition the data set { }1, , nx xL  into K  clusters { }1, , KC CL ;
2) Build kNN graph: if ~i j , 1ijP = , Else 0ijP = ; (See [12] for the virtue of this kind graph 
construction) 
3) Compute the similarity matrix ( , )ij i jw k x x= and degrees for each data 
1
deg
n
i ij
j
w
=
= ∑ ;
4) Compute the diagonal matrix ( )
1
n
ii ij ij
j
D P w
=
= ⋅∑ and the graph Laplacian matrix 
( )ij ij n nD P w ×Δ = − ⋅ ;
5) Get the new feature matrix ( ) 11/ 2 1/ 2A I D Dα −− −= − Δ ;
6) Find the data with largest degree in each cluster and label it, to get the initial labeled dataset 
{ }
1
, ,
K Kl l l
X x x= L , [ ]arg max deg( )
k
k i i
i C
l x
∈
= ;
7) Do active learning process with { }
1
, ,
K Kl l l
X x x= L  and ( ) 11/ 2 1/ 2A I D Dα −− −= − Δ , according 
to our new active selection criterion proposed in IV. B section;
Output: a labeled dataset { }
1 1
, , , , ,
Kl l l K l
X x x x x+= L L , labels of the whole dataset { }1, , ny yL  and 
a classifier F
4.1. Initial label data points selection by K-Means clustering 
Because the characteristic of the graph based SSL, it is hoped that: (a) the label data points should be 
uniformly random distributed over all the data set and (a) the label data point should be the data points 
with high density. So, we can select the initial data points by two steps: 
1) K-Means clustering method partitions the whole dataset { }1, , nX XL  to K  different parts 
{ }1, , KC CL ;2) In each cluster, select the data points with the biggest degrees and label it. Then we got 
an initial labeled dataset: { }
1
, ,
K Kl l l
X x x= L , here [ ]max deg( )
t
t i
i x t
x C
x x
∈
= , 1, ,i K= L , here 
deg( )tx  is the degree of node tx .
4.2. Active Labeled Data Selection Criterion 
Considering a binary classification problem, after we got the initial labeled dataset we can use the 
LGC SSL method to predict the label of the rest data points according equation (2), (3). But, this is not 
enough for us to get a high precision classifier. An active learning process is needed to enhance the leaner. 
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After computing the F  value, we need to select new points and add it to the training dataset to get a 
higher precision classifier. Similar to Zhu’s work [8], we define the learning risk function ( )R f  of the 
Bayes classifier to be: 
1 0,1
( ) [sgn( ) ] *( | )
i
n
i i i
i y
R f f y p y L
= =
= ≠∑ ∑                                                                        (6)
Where sgn( )if  is the Bayes decision rule, sgn( ) 1if =  if 0.5if >  and sgn( ) 0if =  otherwise. 
And, *( | )ip y L  is the unknown true label distribution at node i . We assume ( | )i ip y L f≈ ,
1,...,
maxi ij
j c
f F
=
= ) , the F)  is row normalization matrix of cost value matrix F , constraint by 
1
1
c
ij
j
F
=
=∑ ) ,
( | )ip y L  is the risk that decided the data ix  to be iy  class. So, the estimated risk ˆ( )R f  is defined ase:  
( )
1
ˆ( ) min ,1
n
i i
i
R f f f
=
= −∑                                                                                                (7)
Here,
1,...
arg maxi ij
j c
f F
=
= ) ,
1
1
c
ij
j
F
=
=∑ ) . If we perform active learning and query an unlabeled node kx ,
we will receive an answer ky = 0 or 1.  Adding this point to the training set and retraining, the LGC 
classifier function change to 
( , )x yk k
if
+
 and the estimated risk will also change:  
( )( , ) ( , )( , )
1
ˆ( ) min ,1
x y x yk k k k
k k
n
x y
i i
i
R f f f
+ ++
=
= −∑
Since we do not know what answer ky  we will receive, we again assume the answer is approximated 
with *( 1| )k kf p y L= = . The expected estimated risk after querying node kx is therefore:  
( ) ( )( ) ( )( ),0 ,1ˆ ˆ ˆ(1 ) k kk x xx k kR f f R f f R f+ ++ = − +
The active learning criterion we use in this paper is the greedy procedure of choosing the next query kx
that minimizes the expected estimated risk: 
( )'
'
ˆarg min kxk k
x R f +=                                                                                                   (8)
The flow chart of this active learning is shown in Table1. Different from Zhu’s work, we only compute 
once the inverse of the graph Laplacian matrix. The time complexity to find the best query is 
( log( ))O n n . For our active learning frame, when we query a labeled data and add it to label dataset, 
the sum learning risk function will increment little by little. Here, we will use average risk function to 
estimate our true learning risk as the label size increments. 
( )ˆ( ) ( ) /R f R f num L=                                                                                               (9 
Where ( )num L  is number of labeled data. 
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5. Experiment Results 
To evaluate and the proposed new active learning scenario, firstly we have conducted experiment on 
two moons synthetic dataset and handwriting digit recognition problem which is publicly available: Cedar 
Buffalo binary digits database[12] that has been widely used in machine learning experiments. In the third 
experiment, the proposed active learning algorithm is applied to find human face images in a database 
containing 2000 images of size 20×20. Example views of some images are shown in figure 6. Because 
it’s still a hard problem to get the K value for the K-Means clustering, for two moon synthetic dataset and 
1 vs 2 digit recognition simple problems we set K=0.4% of the total dataset and for odd vs even and face 
vs non-face hard problems we set K=1% of the total dataset. We will compare our active learning method 
with Zhu’s work[8]. 
5.1. Synthetic data: Two Moons Dataset 
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Fig.2 (a) show the two moons synthetic dataset, (b) shows the10-NN graph constructions example, (c)(d) show the Comparison on 
classification accuracy and the average learning risk 
The dataset contains 1000 examples (with 473 blue points and 527 green points), and it looks like two 
moons (See Fig.2(a)). Here, we use ( )2 2( , ) exp /i j i jk x x x x σ= − −  as similarity function, where σ
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is the average distance between each data point and its 10 nearest neighbors, the cluster number K=4, and 
the parameter 0.9α = . We run this experiment 20 times, and in each time the same 4 initial data points 
are selected as the labeled data, so the same learning results are gotten (see Fig.2(c)(d)). And, in the 
following 16 iterations active learning process, the learning accuracy and average learning risk are used to 
compare our active leaning method with Zhu’s method. Fig.2(c) shows that our method starts from 
reliable labeled data points with high degree (high density). And, in the following active learning process 
our method gets comparable accuracy as Zhu’s method. 
5.2. Digit Recognition 
We then perform experiments on Cedar Buffalo digits database [12] including two classification tasks: 
classifying digits “1” vs “2”, with 1000 images in each class; and odd(1,3,5,7,9) vs even(2,4,6,8,0) digits, 
with 1000 images in each class (200 images for each digit). The digits were preprocessed to reduce the 
size of each image down to a 16×16 grid by down-sampling and Gaussian smoothing, with pixel values 
ranging from 0 to 255. Each image is thus represented by a 256-dimensional vector. Here, we use ( )2 2( , ) exp /i j i jk x x x x σ= − −  as similarity function, where σ  is the average distance between each 
data point and its 10 nearest neighbors and no other special requirement is needed about the scale 
parameter σ . And, the parameter α  is set value 0.9. We run this experiment 20 times, and each time,
we use the initial label data points selected by K-Means clustering to pick K examples from the whole 
dataset to form the initial training set. We then compare our new active learning method with Zhu’s work 
for 35 iterations. 
5.2.1.  1 vs 2 
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Fig.3 Comparison on classification accuracy and the average learning risk (1 vs 2) 
Here, we set the cluster number K=4. As Fig.3 shows, only a handful of examples are needed for both 
our active learning method and Zhu’s method to reach high accuracy. But, our method gets a higher 
learning accuracy and lower average learning risk after using K-Means clustering representative data 
point selection. 
5.2.2. Odd vs even 
We also evaluate on the difficult binary problem of classifying odd digits vs. even digits. That is, we 
group “1,3,5,7,9” and “2,4,6,8,0” into two classes. There are 200 images per digit (1000 per class). It is a 
difficult dataset because the target concept is rather artificial and each class has several internal clusters. 
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The experimental setup is the same as above except that we run for 35 iterations and set the cluster number 
K=20. As Fig.4 showing, again the proposed active learning method is better than Zhu’s work. We also see 
that odd vs. even is a harder concept which takes active learning about 50 queries (2.5%) to approximately 
learn.
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Fig.4 Comparison on classification accuracy and the average learning risk. The red dashed curves are the upper bound and lower 
bound of our leaning method.The blue dash dot curves are the upper bound and lower bound of Zhu’s learning method. (odd vs even)
5.3. Face Detection 
In this experiment, the algorithm is applied to find human face images in a database containing 2000 
images of size 20×20 (1000 human face images and 1000 non-face images). See reference [14] for details 
on how the images were created. Then, each image is considered as a 400-dimensional vector composed 
of the pixel grey values which range from 0 to 255. The initial training set contains equal numbers of face 
and non-face images. Every time a new training sample is added, the classifier is re-trained and tested on 
the rest of the database. The classification error is calculated as the sum of the missed positives and false 
alarms relative to n. The performance evaluation is based on the increase of the classification accuracy as 
the function of the amount of training samples. 
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Fig.5 Comparison on face detection accuracy and the average learning risk. The red dashed curves are the upper bound and lower 
bound of our leaning method. The blue dash dot curves are the upper bound and lower bound of Zhu’s learning method. (face 
images vs non-face images)
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Here, ( )2 2( , ) exp /i j i jk x x x x σ= − −  is once again used as similarity function, where σ  is the 
average distance between each data point and its 10 nearest neighbors and no other special requirement is 
needed about the scale parameter σ . And, the parameter α  is equal to 0.7. The cluster number K=20. 
And, the experiment is run 50 times and 80 iterations. The error bar is used to evaluate the performance of 
the algorithm. Once again, our algorithm outperforms Zhu’s method seeing figure 5. 
6. Conclusion 
Based on LGC[9] and Zhu’s work[8], we proposed a new active learning method. Compared with 
Zhu’s work, our method does active learning from the most representative data (the most density data) in 
local area, and this makes our method more reliable and robust than active learning method beginning from 
random selection training data from the whole dataset. Different from Zhu’s work, greed confidence label 
propagation inference under LGC function criterion is used in the second active learning process. By 
introduced LGC function, our work can be easily extended to multi-class problem. The time complexity of 
our active selection process is ( log( ))O n n . Our base point is that data points closed to each other should 
have same labels, and data points belong to one class should be locally consistent and globally smooth. 
Experiments on synthetic dataset, handwriting digit recognition dataset, and face detection dataset prove 
that our method works rather good compared with Zhu’s method.  
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