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Precise qubit manipulation is fundamental to quantum computing, yet experimental systems
generally have stray coupling between the qubit and the environment, which hinders the necessary
high-precision control. We report here the first theoretical progress in correcting an important
class of errors stemming from fluctuations in the magnetic field gradient, in the context of the
singlet-triplet spin qubit in a semiconductor double quantum dot. These errors are not amenable
to correction via control techniques developed in other contexts, since here the experimenter has
precise control only over the rotation rate about the z-axis of the Bloch sphere, and this rate is
furthermore restricted to be positive and bounded. Despite these strong constraints, we construct
simple electrical pulse sequences that, for small gradients, carry out z-axis rotations while canceling
errors up to the sixth order in gradient fluctuations, and for large gradients, carry out arbitrary
rotations while canceling the leading order error.
Introduction
A quantum computer would permit exponentially
faster algorithms than an ordinary computer for certain
important types of problems [1]. Universal quantum
computation requires the ability to perform an entan-
gling two-qubit gate and precise single-qubit rotations
around two different axes of the Bloch sphere. Single-
electron spin qubits in semiconductor quantum dots po-
tentially have marked advantages in fast two-qubit gating
and scalability [2], but suffer an embarrassing difficulty
in performing fast single-qubit rotations since the strong,
high-frequency magnetic fields na¨ıvely required [3] heat
the sample and are hard to confine to a single qubit [4].
This problem is circumvented by encoding the qubit in
the low-lying singlet-triplet subspace of a two-electron
double quantum dot [5–8]. Fast electrical control of the
exchange coupling, J , via the tilt of the effective double-
well potential allows sub-ns rotations about the z-axis of
the Bloch sphere.
In order to perform arbitrary rotations of such a qubit,
though, one must introduce a difference, ∆B, between
the local magnetic fields at each dot, resulting in rotation
about the x-axis of the Bloch sphere. This can be done
either by pumping a nuclear spin polarization gradient [9]
or by depositing a micromagnet nearby [10]. However, a
problem remains: The local magnetic field typically fluc-
tuates slowly due to second-order nuclear spin flip-flops
mediated by the hyperfine coupling to the electron spin
[11, 12] and due to charge-noise-induced shifts of the dou-
ble dot position in the inhomogeneous field. The result-
ing uncertainty in ∆B introduces a quasi-static random
component to the rotation about the x-axis which, in
the course of ensemble averaging, leads to rapid decoher-
ence of the qubit on the free induction decay timescale
of T ∗2 . However, the fact that these errors implement
coherent rotations (albeit by an unknown angle) makes
it possible to reduce their effect by means of dynamical
control; this nice feature is due to the non-Markovian
nature of the nuclear spin bath, a situation unique to
quantum dot spin qubits. In the case of quantum mem-
ory, dynamical decoupling techniques [7, 12–17] can be
employed to preserve qubit information long beyond T ∗2 ,
up to a timescale T2 (which is defined with respect to
a specific dynamical decoupling sequence) at which this
information is ultimately lost due to dynamical fluctua-
tions. This ability is crucial, since typically T2 & 104T ∗2
for localized electron spins in semiconductors – in partic-
ular, in GaAs quantum dot systems [6, 7], T ∗2 ∼ 10 ns,
T2 ∼ 0.1 ms, and in Si [8], T ∗2 ∼ 100 ns with T2 predicted
[18] to be ∼ 1 ms. However, such echo techniques cannot
be performed simultaneously with arbitrary single-qubit
rotations, so gate errors are still dominated by statistical
fluctuations and depend on the ratio of the gate time to
T ∗2 rather than to T2. It is of utmost importance to ad-
dress this problem since fault-tolerant quantum compu-
tation requires extremely precise single-qubit rotations.
Thus the task is to find dynamically corrected gates [19–
23] applicable to singlet-triplet qubits.
Finding such gates is challenging because available con-
trol in real experimental singlet-triplet spin qubit systems
is rather limited: One only has precise control over the
rotation rate about the z-axis of the Bloch sphere via
the exchange interaction, and due to the nature of the
exchange interaction this rotation rate is intrinsically re-
stricted to be positive and bounded. Meanwhile, the ro-
tation around the x-axis due to the magnetic field gra-
dient cannot be precisely controlled. These control con-
straints specific to singlet-triplet qubits render the nu-
merous quantum control techniques developed in other
fields, such as nuclear magnetic resonance, inapplicable.
In this work, we show how to perform dynamically cor-
rected single-qubit gates on singlet-triplet qubits, dra-
matically reducing errors while fully respecting these ex-
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FIG. 1: Example of the five-piece supcode pulse canceling
gate error up to the fourth order in δh for h0 = 0. The inset
shows a schematic profile of such a pulse as a function of time.
The time duration of each piece is denoted by t1, t2, and t3.
In the main panel we show the values of t1 (red solid line), t2
(blue dashed line), and t3 (black dotted line) as functions of
the rotation angle φ.
perimental constraints. We construct simple electrical
pulse sequences that, for small magnetic field gradients,
carry out rotations about the z-axis while canceling gate
errors up to the sixth order in the gradient fluctuations,
and for large magnetic field gradients, carry out arbitrary
rotations while canceling the leading order error. This
represents an important step forward in the development
of singlet-triplet qubits as viable resources for quantum
computing.
Results
Model. We consider the Hamiltonian governing the
singlet-triplet qubit,
H(t) =
h
2
σx +
J(t)
2
σz, (1)
with constraints on the parameters imposed to account
for the physical realities of the experiments [6–9, 17, 24,
25]. Here h = gµB∆B and fluctuations in ∆B are much
slower than typical gate times so that h = h0+δh with h0
a known constant and δh a random, unknown constant.
(T ∗2 is inversely proportional to the width of the statisti-
cal distribution from which δh is drawn. We estimate the
effect of high-frequency noise components in the Supple-
mentary Discussion.) The qubit is manipulated via the
electrically controlled exchange coupling, J(t), which is
constrained to be positive (except in very high magnetic
fields, when it is always negative) and is restricted in
magnitude either by the practice of keeping the qubit
FIG. 2: Example of evolution of a given state on the Bloch
sphere under the five-piece supcode, rotating around zˆ by
pi/2. Here h0 = 0 and for the purpose of illustration we have
taken δh/Jmax = 0.05. | ↑↓〉 labels the state with the spin-up
(spin-down) electron occupying the left (right) dot. Likewise,
| ↓↑〉 labels the spin-permuted state. |S〉 denotes the singlet
state (|↑↓〉 − |↓↑〉) /√2, while |T〉 denotes the non-magnetic
triplet state (|↑↓〉+ |↓↑〉) /√2. The green arrow is the Bloch
vector pointing to the final state after the evolution, which
is represented as a point on the surface of the Bloch sphere.
The black curve shows the trajectory of the state under the
five-piece supcode.
near the zero-bias point to reduce charge noise sensitiv-
ity, or, more intrinsically, by the singlet-triplet splitting
of two electrons on a single dot, so that 0 ≤ J(t) ≤ Jmax.
The constraint to positive rotations is also relevant to
exchange-only coded qubits [26–28].
Our goal is to design a pulse in J(t) that respects these
constraints and performs a given rotation in a way that is
insensitive to δh. We dub the resulting composite pulse
sequence supcode: soft uniaxial positive control for or-
thogonal drift error. We emphasize that although the
singlet-triplet qubit is one of the most experimentally
advanced paths towards a scalable quantum computer,
the restricted control available does not permit applica-
tion of existing elegant methods of quantum control. In
particular, the positivity of J(t) precludes the prescrip-
tions of Refs. [19, 20] (which anyway do not accommo-
date universal single-qubit operations) and [21]. While
other works allow a positivity constraint [22, 23], they
are nonetheless precluded by the uncontrolled, always-on
gradient h. Below we consider two cases: h0 = 0, which
is directly relevant to experiments with unpumped nu-
clear spins and no micromagnet [6, 8] where only rota-
tions about the z-axis are desired (e.g., for spin echo),
and h0 ∼ Jmax, which is directly relevant to experiments
with pumped nuclear spins [9] or a nearby micromagnet
[10] where full single-qubit control is desired.
SUPCODE for h0 = 0. For h0 = 0, we assume
for simplicity that the pulse is of a binary form where
J(t) alternates between its extremal values of 0 and
3Jmax. Expanding the evolution operator of the system,
U (T ) = T
{
exp
[
−i ∫ T
0
dtH (t)
]}
, in powers of δh/Jmax,
we choose the time duration of each segment such that
the zeroth order term is a rotation about zˆ by the de-
sired angle and one or more successively higher order
terms vanish. We give details in the Methods, and in
Supplementary Discussion we also rigorously show that
there is no pulse which cancels all higher orders for finite
Jmax. Thus, we find three-, five-, seven-, and nine-piece
supcode pulses that perform arbitrary rotations about
zˆ while canceling undesired terms up to the first, second,
second, and third order in δh/Jmax, respectively. (We
note that in this special case, the first order cancellation
could also be performed via Ref. [23].) An example of the
five-piece supcode pulse, which cancels first and second
order terms in δh/Jmax in the evolution operator (corre-
sponding to second and fourth order terms in the gate
error), is shown in Fig. 1. Figure 2 traces the evolution
of a particular initial state on the Bloch sphere under
a five-piece supcode pulse designed to perform a pi/2
rotation about zˆ.
We define the average error per gate, ∆, as
∆ = 1− |〈ψi|V †U(Tf )|ψi〉|2 (2)
where V is the desired operation, U(Tf ) is the actual
evolution operator under the composite pulse of dura-
tion Tf , and the overlap is averaged over initial states
|ψi〉 distributed uniformly over the Bloch sphere. Figure
3 shows the average error per gate for the na¨ıve one-
piece pulse and the supcode pulses introduced above.
We see that for δh/Jmax < 10% the supcode pulses
have markedly less error. This range is relevant to recent
landmark experiments with GaAs [7] and silicon-based
[8] double quantum dots. In the former δh ∼ 8neV and
in the latter δh ∼ 3neV while for both Jmax could be sev-
eral hundred neV. We also see that although the leading
order of the error for the nine-piece pulse is higher than
that of the other pulses, its coefficient is large enough
that for δh/Jmax & 2%, it is better to use the five- or
seven-piece pulses. This suggests that generating similar
pulses with even more pieces likely will not extend the
range of values of δh for which low-error rotations are
possible.
SUPCODE for h0 ∼ Jmax. For h0 ∼ Jmax, the non-
commutation of the Hamiltonian at different times even
for δh = 0 makes the previous approach algebraically for-
bidding. However, in this case we have the possibility to
perform rotations about axes rˆ other than zˆ. We make
use of this freedom in order to construct supcode pulses
in a simple way: We first take an uncorrected (i.e., de-
signed as if δh = 0) rotation R˜(rˆ;φ) and then construct
an uncorrected identity operation I˜(rˆ;φ) designed such
that the error in its implementation exactly cancels the
leading order error in the original rotation. We repre-
sent the uncorrected rotations R˜(rˆ;φ) in terms of ideal
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FIG. 3: Average error per gate for supcode pulses at h0 = 0.
These figures show the average error per gate ∆ as functions
of δh/Jmax for the rotation around the z-axis by (a) φ0 = pi/2
and (b) φ0 = 1.7pi. The red solid curves are for the uncor-
rected pulse with quadratic leading order errors in δh. Other
curves are showing the three-piece (blue dashed lines), five-
piece (black dotted line), seven-piece (magenta dash-dotted
lines), and nine-piece (orange dash-dotted lines) supcode
pulses that cancel gate error ∆ up through second, fourth,
fourth, and sixth order in δh, respectively. For details of the
pulses, see Methods and Supplementary Information.
rotations R(rˆ;φ) as
R˜(rˆ;φ) = R(rˆ;φ)
(
I + δhA(rˆ;φ) +O(δh)2) (3)
and
I˜(rˆ;φ) = I + δhB(rˆ;φ) +O(δh)2, (4)
where A(rˆ;φ) and B(rˆ;φ) are the first order corrections.
For the corrected pulse R˜I˜ = R
(
I+δh(A+B)+O(δh)2),
it is clear that we want to make A(rˆ;φ) + B(rˆ;φ) = 0.
Because there are infinitely many ways to realize the
4b!
a!
10-1!
10-2!
10-3!
10-4!
10-5!
10-6!
10-7!
10-8!
10-9!
10-10!
Δ!
100!10-1!10-2!10-3!
δh/h0!
10-1!
10-2!
10-3!
10-4!
10-5!
10-6!
10-7!
10-8!
10-9!
10-10!
Δ!
100!10-1!10-2!10-3!
δh/h0!
FIG. 4: Average error per gate for supcode pulse at
Jmax/h0 ≥ 5. This set of figures shows the average error
per gate ∆ as functions of δh/h0, for rotations by pi/2 about
the (a) x-axis and (b) z-axis. The red curves show the er-
ror per gate corresponding to the uncorrected pulses. The
corrected pulses, shown by the blue dashed lines, cancel the
leading order error. Note that in this figure we used h0 as the
energy scale instead of Jmax.
identity operation, there is sufficient freedom to engineer
such a cancellation. In particular, we consider param-
eterized versions of the identity implemented as nested
interrupted 2npi rotations about different axes, with two
simple examples being
I˜1(ai, bi) = R˜(xˆ+bizˆ; ai)R˜(xˆ; 2pi)R˜(xˆ+bizˆ; 2pi−ai) (5)
and
I˜2(ai, bi, n) = R˜(xˆ; ai)R˜(xˆ+ bizˆ; 2npi)R˜(xˆ; 2pi − ai), (6)
where ai and bi are parameters satisfying 0 ≤ ai ≤ 2pi,
0 ≤ bi ≤ Jmax/h0 and n is a positive integer.
As an explicit demonstration of supcode, we show
rotations around the x- and z-axes by arbitrary an-
gles 0 < φ < pi for the particular case Jmax/h0 ≥ 5.
(Combinations of these are sufficient for universal one-
qubit gates.) About xˆ, the uncorrected rotation is per-
formed by holding J = 0 for a time φ/h0, and this is
preceded by the identity I˜ = I˜1(1/2, b1)
2I˜2(1/2, b2, 15)
where b1 and b2 are chosen such that errors cancel (see
Methods). About zˆ, the uncorrected rotation is per-
formed by a three-part pulse [29, 30] R˜(zˆ;φ) = R˜(xˆ +
zˆ;pi)R˜(xˆ;φ)R˜(xˆ+ zˆ;pi), and this is preceded by the iden-
tity I˜ = I˜1(1/2, b3)
3I˜2(a, b4, 15) where a, b3, and b4 are
chosen such that errors cancel (see Methods). As shown
in Fig. 4 for φ = pi/2, supcode does indeed lead to a
higher-order scaling of the error in δh/h0 (and hence in
~/h0T ∗2 ), and a reduction of error when δh/h0 is less
than a few percent. For instance, when δh/h0 = 5%,
errors are typically reduced by an order of magnitude.
Discussion
The tradeoff of our approach is that supcode rota-
tions are typically over an order of magnitude longer
than uncorrected rotations. We note that for a given
experimental set of parameters one should try optimiz-
ing the pulse sequence, which we have not done for the
arbitrarily-chosen example above, as both the length and
error of the corrected pulses could certainly be reduced
by a significant constant factor by searching over differ-
ent constructions of the identity, I˜. Nonetheless, for ex-
periments in GaAs systems with pumped nuclear spins
[31] (h0 ∼ 0.6µeV, δh ∼ 30neV) or micromagnets [10]
(h0 ∼ 20neV, δh ∼ 1neV) the sequences shown here
could already deliver substantial improvement over the
uncorrected ones.
Realistic deviations from the ideal pulses assumed
above would include charge noise, which adds a random
quasi-static contribution to the exchange, and finite rise
times. The former could be reduced by using a multi-
electron variant of the singlet-triplet qubit [32] and, in
principle, it may even be possible to dynamically correct
by adding more degrees of freedom to the pulses. The
latter can be compensated for by adjusting pulse param-
eters given the actual turn-on/off profiles of the pulse for
a specific experimental setup (we give explicit demon-
strations in the Supplementary Discussion). Thus, even
in nonideal conditions supcode could enable precise spin
qubit rotations independent of shot-to-shot variation in
the nuclear Overhauser field, also easing tasks such as
ensemble-averaged measurements of singlet probability
oscillations versus time by reducing hyperfine-induced
decay. More importantly, this work allows satisfaction
of the quantum error correction threshold within a sub-
stantially larger region of the physical parameter space
than would otherwise be possible. The fact that T2 has
5now reached tens of microseconds in GaAs quantum dots
[7], and milliseconds [18] or even seconds in the presence
of isotopic purification [33] in Si-based structures implies
that gate errors are currently dominated not by dynami-
cal fluctuations in the nuclear spin bath, but by the sta-
tistical distribution of the magnetic field gradient, and
these errors may be efficiently suppressed by supcode.
Methods
Expansion of the evolution operator around h0 = 0. The evolution operator is defined as
U (T, 0) = T
{
exp
[
−i
∫ T
0
dt
(
h
2
σx +
J(t)
2
σz
)]}
, (7)
with h = h0 + δh. Expanding the evolution operator in powers of δh in the vicinity of h0 = 0,
U (T, 0) =
∞∑
n=0
δhnΠn, (8)
where one can show that
Π0 = cos [f(T )] I − i sin [f(T )]σz (9)
and, for n > 0,
Πn =
(
− i
2
)n( 1∏
m=n
∫ t′m+1
0
dt′m
){
cos
[
f (τ)
2
−
n∑
k=1
(−1)k−n f (t′k)
]
An
+ sin
[
f (τ)
2
−
n∑
k=1
(−1)k−n f (t′k)
]
Bn
}
,
(10)
(note that the product is in descending order in observance of the time-ordering of operators) where
t′n+1 ≡ T, (11)
f(T ) =
∫ T
0
dtJ(t), (12)
An ≡
{
I n even
σx n odd
, Bn ≡
{
−iσz n even
σy n odd
, (13)
and I is the 2× 2 identity matrix and σx, σy, and σz are Pauli matrices.
Thus, for the nth-order term to vanish, one must have(
1∏
m=n
∫ t′m+1
0
dt′m
)
exp
[
i
n∑
k=1
(−1)k f (t′k)
]
= 0. (14)
The no-go theorem shown in Supplementary Discussion implies that it is instructive to design pulses which cancel
successive orders. In this work we focus on the piecewise constant pulse, which can be expressed as
U (Tf , 0) =
1∏
k=N
exp
[
−i
(
δh
2
σx +
Jk
2
σz
)
τk
Jmax
]
, (15)
where we have defined the dimensionless quantity τk = Jmaxtk for convenience.
6Let us also define some simplifying notations. tk refers to the duration of a pulse on the k
th piece. The total
duration of time after the kth piece would be Tk =
∑k
j=1 tj , with T0 ≡ 0 and TN ≡ Tf indicating the initial and final
time. J(t) can then be expressed as
J(t) =
N∑
k=1
JkΘ(t− Tk−1)Θ(Tk − t), (16)
where Θ(t) is the Heaviside step function.
Three-piece SUPCODE for h0 = 0. Our motivation is to cancel successive orders of δh in the expansion with
number of pieces N as small as possible. We consider symmetric pulses, i.e., J(t) = J(Tf − t), for the h0 = 0 case.
This ensures that U(Tf , 0) has no σy component. [To see this fact, note that the operator exp[−i(hσx/2 + Jkσz/2)tk]
can be written in the form Ai = ai0I + aixσx + aizσz with ai0, aix, aiz arbitrary complex numbers. It is then
straightforward to show that for any operators A1 and A2 with arbitrary coefficients, A2 ·A1 ·A2 can also be written
in such a form, free of σy terms. Applying this statement recursively to Eq. (15), one sees that for any J(t) satisfying
J(t) = J(Tf − t) the resulting evolution operator U does not contain σy component.]
One of the simplest ways to cancel the leading order error with strictly positive values of J is via a three-piece pulse
sequence. In Eq. (15) we take N = 3 and the three-piece pulse sequence can be characterized by
(τ1, J1) = (τ3, J3) = (φ0, Jmax); (τ2, J2) = (4pi − 2φ0, Jmax/2), (17)
where φ0 is the desired rotation angle around the z-axis. It is straightforward to verify that the evolution operator
under this pulse is
U(Tf , 0) =− exp
(
−iφ0
2
σz
)
+
δh2
2J2max
(4pi − φ0 + sinφ0)
(
sin
φ0
2
I + i cos
φ0
2
σz
)
+O
[( δh
Jmax
)3]
.
(18)
Here the deviation from the desired rotation has been suppressed up to second order in δh (which corresponds to the
fourth order in Eq. (2)). Note that this pulse actually sweeps the Bloch vector through an angle φ = 2pi+φ0, which is
the origin of the trivial additional phase factor. It is clear that in order to achieve error cancellation, the Bloch vector
generally must be swept through more than 2pi about the z-axis since its path is deflected from the ideal (δh = 0)
path in opposite directions in the “eastern and western hemispheres.” (One can also explicitly show the necessity of
larger angles from Eq. (10).) Thus the three-piece pulse sequence cancels leading order error simply by ensuring that,
in the absence of δh, the Bloch vector spends an equal amount of time in each hemisphere during its rotation.
Five-piece SUPCODE for h0 = 0. We set N = 5 in Eq. (15), which allows us cancel the dependence of U(Tf , 0)
on δh up to the second order (corresponding to the fourth order in Eq. (2)), using a symmetric pulse with parameters
J1 = J3 = J5 = 0, J2 = J4 = Jmax, and
τ1 = τ5, τ2 = τ4 = φ/4. (19)
We expand U(Tf , 0) as
U(Tf , 0) =
(
cos
φ
2
I − i sin φ
2
σz
)
− i δh
2Jmax
(
τ3 + 2τ1 cos
φ
2
+ 2 sin
φ
2
)
σx
− δh
2
8J2max
{[
4τ1τ3 + (4τ
2
1 + τ
2
3 ) cos
φ
2
+ 2(4τ1 + 2τ3 + φ) sin
φ
2
]
I
− i
[
4τ3 − 2(2τ3 + φ) cos φ
2
+ (4 + τ23 ) sin
φ
2
]
σz
}
+O
[( δh
Jmax
)3]
. (20)
To make the first order coefficient vanish, one must choose
τ3 = −2
(
τ1 cos
φ
2
+ sin
φ
2
)
. (21)
7Plugging Eq. (21) into Eq. (20), it suffices to satisfy
−2τ1 − φ+ 4τ1 cos φ
2
− 2τ1 cosφ+ 4 sin φ
2
+ (τ21 − 1) sinφ = 0 (22)
to make the second order terms vanish. We choose a root that is positive for 2pi < φ < 3pi, that is
τ1 = cscφ
(
1− 2 cos φ
2
+ cosφ+
√
4− 8 cos φ
2
+ 4 cosφ+ φ sinφ
)
. (23)
Equations (19), (21), and (23) prescribe the pulse parameters required to achieve a R(zˆ;φ) rotation while canceling
the dependence of U(Tf , 0) on δh up to the second order. A plot of these parameters as a function of φ is given in
Fig 1. Note that this pulse is defined for φ ∈ (2pi, 3pi), which is equivalent to a rotation R(zˆ;φ0) with φ0 ∈ (0, pi).
Rotation of angles outside the range (0, pi) may be achieved by duplicating existing pulse sequences. For example, to
achieve a zˆ-rotation of φ0 = 1.2pi one could apply twice the φ0 = 0.6pi (corresponding to φ = 2.6pi) rotation.
As φ→ 2pi, τ1 →∞, τ2 = pi/2, τ3 → 2τ1. If we want to fix the total duration of the sequence, we let Jmax →∞. The
pulse sequence becomes the well-known CPMG pulse [13, 14]. In fact, it can be shown that for a pair of instantaneous
pi pulses, setting leading order errors to zero while maintaining the time-reversal symmetry of the pulse sequence
enforces the Uhrig condition [15].
For details of the construction of seven-piece and nine-piece supcode, see Supplementary Methods.
SUPCODE for h0 6= 0. As described in Results, we perform corrected rotations as R˜I˜ where the implementation
of the identity I˜ is chosen such that the first order errors in δh exactly cancel those from the rotation R˜. Our
implementations of I˜ are of the form
I˜(rˆ;φ) =
∏
i
I˜ni(ai, bi), (24)
For the specific forms I˜1, I˜2 given in the main text, the parameters ai, bi are constrained by
0 ≤ ai ≤ 2pi, (25)
0 ≤ bi ≤ Jmax/h0. (26)
The particular implementation of I˜ that will be chosen for a given experimental situation will depend on the par-
ticular rotation R˜ as well as the experimental parameters Jmax/h0, with a combinatorial search necessary to find an
implementation that: (a) cancels the first-order error from R˜; (b) satisfies the constraints of Eqs. (25) and (26); and
(c) is close to ‘optimal’ in some experimentally meaningful sense, such as having the overall shortest duration in time,
having the smallest second-order error in δh, or being least sensitive to over-/under-shoot in J(t). As an example of
our technique we found sequences valid for the experimentally relevant regime Jmax/h0 ≥ 5, for corrected rotations
about angles 0 ≤ φ ≤ pi around the x- and z-axes. (We have also verified that slightly more complicated identities
can be constructed to correct error for pulses with smaller values of Jmax/h0 > 1.5.) For the x-axis rotation we have
R(xˆ;φ) +O(δh)2 = R˜(xˆ;φ)I˜1(1/2, b1)2I˜2(1/2, b2, 15). (27)
The first-order term in δh is zero when b1,2 are chosen to satisfy
φ
2pi
= − 2h
3
0(
h20 + b
2
1
)3/2 − 15h30(
h20 + b
2
2
)3/2 + 4b21h20 + b21 − 3, (28)
2
√
h20 + b
2
1 + h0(
h20 + b
2
1
)3/2 = 15b2h02b1(h20 + b22)3/2 , (29)
The solution to these equations are shown in Supplementary Figure S3. In Supplementary Figure S3a we show a
specific example of the pulse sequence for pi/2 rotation about the x-axis. Supplementary Figure S3c shows solutions
for a range of rotation angle 0 ≤ φ ≤ pi.
For the same parameter range we construct the corrected z-axis rotation as
R(zˆ;φ) +O(δh)2 = R˜(xˆ+ zˆ;pi)R˜(xˆ;φ)R˜(xˆ+ zˆ;pi)I˜1(1/2, b3)3I˜2(a, b4, 15), (30)
8with a and b3,4 satisfying
6h30(
h20 + b
2
3
)3/2 + 30h30(
h20 + b
2
4
)3/2 + 12h20h20 + b23 + sinφpi + cosφ+ 12√2 = 4, (31)
cosφ =
30pib4h
2
0 sin a(
h20 + b
2
4
)3/2 + pi sinφ2√2 + 1, (32)
30b4h0 cos a(
h20 + b
2
4
)3/2 + 12b3h20 + b23 + 6b3h0(h20 + b23)3/2 +
φ
pih0
+
1√
2h0
= 0. (33)
The solution to these equations is shown in Supplementary Figure S4. In Supplementary Figure S4a we show an
example of the pulse sequence appropriate for rotating about the z-axis by pi/2, while in Supplementary Figure S4c
we show solutions for 0 ≤ φ ≤ pi.
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Supplementary methods
A. Seven-piece SUPCODE for h0 = 0
In Eq. (15) we take N = 7, J1 = J3 = J5 = J7 = 0, J2 = J4 = J6 = Jmax, and
τ1 = τ7, τ2 = τ4 = τ6 = φ/3, τ3 = τ5. (S-1)
Since the number of independent variables are the same as for the five-piece pulse, it can still cancel the dependence
of U(Tf , 0) on δh up to second order, but not to third order. However, it will expand the range of rotation angles for
which the pulse can directly be applied. We expand U(Tf , 0) as
U(Tf , 0) =
(
cos
φ
2
I − i sin φ
2
σz
)
− i δh
Jmax
(
τ3 cos
φ
6
+ τ1 cos
φ
2
+ sin
φ
2
)
σx
− δh
2
4J2max
{[
τ3(4τ1 + τ3) cos
φ
6
+ (2τ21 + τ
2
3 ) cos
φ
2
+ (φ+ 4τ1 + 4τ3) sin
φ
2
]
I
− i
[
4τ3 cos
φ
6
− (4τ3 + φ) cos φ
2
+ τ23 sin
φ
6
+ (τ23 + 2) sin
φ
2
]
σz
}
+O
[( δh
Jmax
)3]
. (S-2)
Similar to the previous section, to make the first order coefficient vanish, one must choose
τ3 = − sec φ
6
(
τ1 cos
φ
2
+ sin
φ
2
)
. (S-3)
Plugging Eq. (S-3) into Eq. (S-2), it suffices to satisfy
8 cos
φ
6
− 6 cos φ
2
−(τ21 − 5) cos
5φ
6
+ (τ21 − 1) cos
7φ
6
− 6 sec φ
6
+
[
8τ1 + φ+ 4τ1
(
cos
2φ
3
− 3 cos φ
3
)]
sin
φ
2
= 0
(S-4)
to make the second order terms vanish. We choose a root that is positive for 3pi < φ < 5pi, that is
τ1 =
2 cos φ2 − cos φ6 − cos 5φ6 + 2
√
cos2 φ6
(
φ cos φ6 − 6 sin φ6
)(
sin φ2 − 2 sin φ6
)
sin φ6 − sin 5φ6
. (S-5)
Equations (S-1), (S-3), and (S-5) give the pulse parameters of seven-piece supcode capable of achieving a R(zˆ;φ)
rotation while canceling the dependence of U(Tf , 0) on δh up to second order. A plot of these parameters as a function
of φ is given in Supplementary Figure S1. Note that this pulse is defined for φ ∈ (3pi, 5pi), which is equivalent to a
rotation R(zˆ;φ0) with φ0 ∈ (−pi, pi).
As φ→ 3pi, both τ1, τ3 →∞, τ2 = τ4 = pi. However, in this limit, we have
τ3
τ1
→ 4 + 3
√
2
2 +
√
2
= 1 +
√
2. (S-6)
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Supplementary Figure S1: Parameters for the seven-piece SUPCODE pulse. τ1 (red solid line), τ2 (blue dashed line) and
τ3 (black dotted line) are parameters for the seven-piece supcode pulse as defined in the Supplementary Methods. This pulse
cancels the dependence of the evolution operator on δh up to second order, corresponding to the fourth order in the average
error per gate.
Note that sin pi8 =
√
2−√2/2, and
sin2 2pi8 − sin2 pi8
sin2 pi8
= 1 +
√
2. (S-7)
Therefore in this limit the pulse is nothing but the n = 3 Uhrig pulse, which can be understood in a similar way as
in the previous section.
B. Nine-piece SUPCODE for h0 = 0
In Eq. (15) we take N = 9 and the nine-piece pulse sequence can be expressed as τ1 = τ9, τ2 = τ4 = τ6 = τ8 = φ/4,
τ3 = τ7, J1 = J3 = J5 = J7 = J9 = 0, J2 = J4 = J6 = J8 = Jmax. Now there is one more independent variable,
which means that we are able to cancel the dependence of U(Tf , 0) on δh up to the third order. The expansion of the
evolution operator is complicated, so we start with the first order in δh, which is
−i δh
2Jmax
(
τ5 + 2τ3 cos
φ
4
+ 2τ1 cos
φ
2
+ 2 sin
φ
2
)
σx. (S-8)
Making this term vanish requires
τ5 = −2
(
τ3 cos
φ
4
+ τ1 cos
φ
2
+ sin
φ
2
)
. (S-9)
Using Eq. (S-9), the expansion simplifies to a function only dependent on τ1, τ3 and φ. To further simplify the
notations we introduce functions
f1(τ1, τ3, φ) = −2τ1 − 4τ3 − φ+ 6τ3 cos φ
4
+ 4τ1 cos
φ
2
− 2τ3 cos 3φ
4
− 2τ1 cosφ
− 2τ1τ3 sin φ
4
+ (τ23 + 4) sin
φ
2
+ 2τ1τ3 sin
3φ
4
+ (τ21 − 1) sinφ,
(S-10)
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Supplementary Figure S2: Parameters for the nine-piece SUPCODE pulse. τ1 (red solid line), τ2 (blue dashed line),
τ3 (black dotted line) and τ5 (magenta dash-dotted line) are parameters for the nine-piece supcode pulse as defined in the
Supplementary Methods. The area shaded by light yellow indicate the regime where positive τ1 cannot be found. This pulse
cancels the dependence of the evolution operator on δh up to third order, corresponding to the sixth order in the average error
per gate.
and
f2(τ1, τ3, φ) = 2τ
2
3 cos
φ
4
+ 2
[
τ31 + 3τ1(3 + τ
2
3 ) + 3(4τ3 + φ)
]
cos
φ
2
− 6τ1(τ23 + 4) cosφ
− 2τ3(15− 3τ21 + τ23 ) cos
3φ
4
− 6(τ21 − 1)τ3 cos
5φ
4
− 2τ1(τ21 − 3) cos
3φ
2
− 3τ3(4τ3 + φ) sin φ
4
− 6
[
− 1 + τ21 − 3τ23 + τ1(4τ3 + φ)
]
sin
φ
2
+ 36τ1τ3 sin
3φ
4
+ 6(2τ21 − τ23 − 2) sinφ− 12τ1τ3 sin
5φ
4
+ 2(1− 3τ21 ) sin
3φ
2
. (S-11)
With these definitions, we express the expansion of the evolution operator as
U(Tf , 0) =
(
cos
φ
2
I − i sin φ
2
σz
)
+
δh2
4J2max
f1(τ1, τ3, φ)
[
sin
φ
2
I + i cos
φ
2
σz
]
− i δh
3
24J3max
f2(τ1, τ3, φ)σx
+O
[( δh
Jmax
)4]
. (S-12)
To cancel the dependence of U(Tf , 0) on δh up to third order, we must find τ1 and τ3 as positive, real solutions to
the coupled nonlinear equations
{
f1(τ1, τ3, φ) = 0
f2(τ1, τ3, φ) = 0
, (S-13)
while at the same time requiring a positive τ5. We found a numerical solution to the above equations for φ ∈
(4pi, 4.5654pi) ∩ (5pi, 6pi), which corresponds to rotation R(zˆ;φ0) with φ0 ∈ (0, 0.5654pi) ∩ (pi, 2pi). The numerical
solution is shown in Supplementary Figure S2.
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Supplementary discussion
C. Estimated effect of high-frequency noise
In reality, the noise is not completely static, but has a spectral density with a high-frequency tail. A typical model
for this tail is
S(ω) =
Aβ+1
ωβ
, (S-14)
where fitting recent data yields β = 2.6 and A−1 = 3.6µs [S1]. For our pulse sequences of length T , the effect of noise
with frequency lower than 2pi/T is strongly suppressed by construction. The effect of the higher frequency noise on
the fidelity of a composite rotation depends on the particular pulse sequence. However, we can roughly estimate the
order of magnitude of the effect by considering the free induction decay after time T due to the spectral density of
noise above 2pi/T .
Following Ref. [S2], the coherence function, W (t) = e−χ(t), is determined by
χ(t) =
∫ ∞
ωc
dω
pi
S(ω)
F (ωt)
ω2
, (S-15)
with F (ωt) = 2 sin2(ωt/2). Switching over to a dimensionless integration variable ν = ωt/2 and using the explicit
form of S(ω) with ωc = 2pi/T , we have
χ(t) = (At)1+βg(pit/T ), (S-16)
where
g(x) = 1/(2βpi)
∫ ∞
x
dνν−2−β sin2(ν). (S-17)
If we want the gate error from the high-frequency noise to be less than a threshold value of 10−4, then A, β, and
T must be such that χ(T ) < 10−4. This translates to
AT
(
104g(pi)
)1/(1+β)
< 1. (S-18)
Assuming β = 2.6, the numerical factor is of order unity and one simply has AT < 1. Further assuming the
experimental value of A−1 ∼ 3.6µs [S1], the condition becomes T < 3.6µs. The pulse sequences shown in Figs. S3
and S4, even without further optimization for length, satisfy this condition for h0 > 15neV.
D. No-go theorem for canceling error to all orders
Here we show that there does not exist a pulse sequence with a bounded exchange interaction that suppresses all
orders of error due to δh.
Consider a function
ψ(T, λ) = 1 +
∞∑
n=1
λn
(
1∏
m=n
∫ t′m+1
0
dt′m
)
exp
[
i
n∑
k=1
(−1)k f (t′k)
]
= 1 + λ
∫ T
0
dt′1 exp [−if(t′1)] + λ2
∫ T
0
dt′2
∫ t′2
0
dt′1 exp [−if(t′2) + if(t′1)]
+ λ3
∫ T
0
dt′3
∫ t′3
0
dt′2
∫ t′2
0
dt′1 exp [−if(t′3) + if(t′2)− if(t′1)] + · · · (S-19)
which solves the partial differential equation
∂ψ
∂T
= λ exp [−if(T )]ψ∗, (S-20)
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with boundary condition
ψ(T = 0, λ) = 1. (S-21)
Observe that if we can find a pulse which cancels all orders in Eq. (14) at T = Tf , it means that Eq. (S-20) has a
solution that also satisfies ψ(T = Tf , λ) = 1 for any λ. To simplify the problem further, we write
ψ(T, λ) = exp
[
−if(T )
2
]
exp
[
u(T, λ)− iw(T, λ)
2
]
, (S-22)
where u(T, λ) and w(T, λ) are real functions satisfying
∂u(T, λ)
∂T
= λ cosw(T, λ), (S-23)
∂w(T, λ)
∂T
= −2λ sinw(T, λ)− J(T ). (S-24)
The associated boundary conditions are
u(T = 0, λ) = 0, (S-25)
u(T = Tf , λ) = λ
∫ Tf
0
dT ′ cosw(T ′, λ) = 0, (S-26)
w(T = 0, λ) = 0, (S-27)
w(T = Tf , λ) = −f(Tf ). (S-28)
We focus on Eqs. (S-24), (S-26)-(S-28) only and consider the limit λ → ∞. It is clear from Eq. (S-24) that w(T, λ)
exists in this limit and is given by
w = pin− J(T )
2λ
+O( 1
λ2
), (S-29)
where n is an integer. To satisfy the boundary condition in Eq. (S-27), we need n = 0 and J(0) = 0. To satisfy
Eq. (S-28), we must have
w(Tf , λ) = −J(Tf )
2λ
= −f(Tf ), (S-30)
which in turn requires J(Tf ) = f(Tf ) = 0. This already negates the possibility of performing any nontrivial
(f(Tf ) 6= 0) z-rotation. However even error-free trivial rotations are impossible when the final condition, Eq. (S-26),
is taken into account since this immediately gives Tf = 0. We conclude that it is impossible to design a J(t) that
cancels field gradient errors to all orders. In reaching this conclusion, we have implicitly assumed that J(t) is bounded
and Tf <∞.
E. Finite rise time
In this section we demonstrate that realistic pulses with finite turn-on/off time (rise time) would not substantially
alter the supcode pulses. We focus on the general case of h0 6= 0. In this case it is necessary to solve the Schro¨dinger
equation numerically in order to find the rotation caused by a given pulse, and we denote the uncorrected rotation
Rˇ(rˆ;φ), defined
Rˇ(h0xˆ+ Jzˆ;φ) = T exp
[
−i
∫ T
0
(h
2
σx +
Jf(t, T )
2
σz
)
dt
]
, (S-31)
where T denotes time-ordering and the pulse shape is specified by a function f(t, T ). The pulse is of total duration
T , found via numerical search such that the total rotation angle of Rˇ is equal to φ. In other words, to zeroth order
in δh, Rˇ(rˆ;φ) is a rotation by an angle φ about an axis that deviates slightly from rˆ due to the finite rise time. Using
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Supplementary Figure S3: SUPCODE pulse for rotation about the x-axis by pi/2 at Jmax/h0 ≥ 5. (a) Example of
a supcode pulse sequence, with instantaneous rise time (“boxcar pulse”). (b) The supcode pulse sequence with finite rise
time, τ = 0.0875/h0, corresponding to ∼1 ns for h0 ∼ 50 neV. (c) Parameters for rotations about the x-axis for 0 ≤ φ ≤ pi.
Solid lines are for boxcar pulses, dashed lines for finite rise time.
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Supplementary Figure S4: SUPCODE pulse for rotation about the z-axis by pi/2 at Jmax/h0 ≥ 5. (a) Example of a
supcode pulse sequence, with instantaneous rise time (“boxcar pulse”). (b) The supcode pulse sequence with finite rise time,
τ = 0.0875/h0, corresponding to ∼1 ns for h0 ∼ 50 neV. (c) Parameters for rotations about the z-axis for 0 ≤ φ ≤ pi. Solid
lines are for boxcar pulses, dashed lines for finite rise time.
this uncorrected rotation Rˇ we can construct a corrected x-rotation RˇIˇ with the same form as for the zero-rise time
situation
R(xˆ;φ) +O(δh)2 = R˜(xˆ;φ)Iˇ1(1/2, b′1)2Iˇ2(1/2, b′2, 15), (S-32)
except that we now implement the 30pi rotation in Iˇ2 as two back-to-back 15pi rotations
Iˇ2(1/2, b
′
2, 15) = R˜(xˆ;pi)Rˇ(xˆ+ b
′
2zˆ; 15pi)
2R˜(xˆ;pi), (S-33)
because the finite rise time prevents performing one-pulse rotations of 2npi, for n integer. We perform a numerical
search for b′1, b
′
2 such that the first-order error in δh is again canceled, using the values b1, b2 from the zero-rise time
case as a starting point.
Our approach is valid for general pulse shapes, but as a simple example of such a pulse-shaping function f(t, T ) we
15
consider trapezoidal pulses beginning and ending at J = 0 and ramping up and down over a time τ :
f(t, T ) =

t/τ 0 ≤ t ≤ τ
1 τ < t ≤ T − τ
(T − t)/τ T − τ < t ≤ T
. (S-34)
As shown in Supplementary Figure S3, for physically reasonable values of τ , the finite rise time causes only small
perturbations to the pulse parameters.
For rotations about zˆ the only additional ingredient needed is when constructing the uncorrected z-rotation Rˇ(h0xˆ+
J1zˆ;pi)R˜(xˆ;φ)Rˇ(h0xˆ + J1zˆ;pi) it is necessary to search for J1 ≈ h0 such that Rˇ(h0xˆ + J1zˆ;pi) generates a rotation
around xˆ+ zˆ. As shown in Supplementary Figure S4, the finite rise time again causes only small perturbations to the
pulse parameters. On the scale of Fig. 4 of the main text, the error per gate is indistinguishable between the finite
rise time and boxcar pulses.
In the preceding discussion, we assumed that the pulse profile f(t, T ) is known precisely, allowing us to calculate
numerically the necessary perturbation to the parameters of the corrected gate in order to compensate for the finite
rise time. In an experimental implementation it should be possible to avoid the numerical calculation by performing
the local search for the optimal gate parameters directly on the experiment, in which case it is not necessary to assume
anything about f(t, T ) apart from that it is fairly close to the ideal boxcar shape.
[S1] Medford, J. et al. Scaling of dynamical decoupling for spin qubits. Phys. Rev. Lett. 108, 086802 (2012).
[S2] Cywin´ski,  L., Lutchyn, R. M., Nave, C. P. & Das Sarma, S. How to enhance dephasing time in superconducting qubits.
Phys. Rev. B 77, 174509 (2008).
