In this paper an implicit (double) shifted QR-method for computing the eigenvalues of companion and fellow matrices will be presented. Companion and fellow matrices are Hessenberg matrices, that can be decomposed into the sum of a unitary and a rank 1 matrix. The Hessenberg, the unitary as well as the rank 1 structures are preserved under a step of the QR-method. This makes these matrices suitable for the design of a fast QR-method.
Definition 1 Given a monic polynomial p(z)
. . .
When changing the basis the idea remains the same, but the associated matrix changes, one obtains e.g., confederate, congenial, comrade matrices and so forth [2] . All these problems are worth investigating, but in this manuscript we will restrict ourselves to the class of companion and fellow matrices because it is the most widespread.
In the current LAPACK implementation the eigenvalues of the companion matrix are computed by the standard O(n 3 ) Hessenberg eigenvalue solver. This is an unfortunate choice, since a companion matrix and its QR-iterates are highly structured as we will see later on. Recently, many authors have been intrigued by hidden rank properties in dense matrices. Basic theoretical results on rank structured matrices [3, 4] , quickly evolved to system solvers for these matrices [5, 6] and to eigenvalue methods based on these matrix structures [7, 8, 9] . 1 A companion matrix, which is Hessenberg, can be written as the sum of a unitary and a rank 1 matrix. Since both the unitary and the rank 1 matrix are structured rank matrices, one wishes to exploit these structures to come to an efficient method. The brute-force Hessenberg eigenvalue solver uses O(n 3 ) operations for computing the whole spectrum, whereas an efficient method exploiting all involved matrix structures would only use O(n 2 ) operations. The problem has already been studied extensively. Let us make a summary of the existing methods crediting the authors who have contributed to the development of these methods.
Independently of each other Bindel et al. and Bini et al. [10, 11] proved that the QR-iterates H k have {1, 3}-quasiseparable structure when H 0 = U + uv H is a Hessenberg matrix that is unitary plus rank one. Hence, each Hessenberg matrix H k can be represented using O(n) parameters.
Based on this fact, several algorithms where developed that performed QR-iteration steps on the Hessenberg matrices H k . These algorithms differ in the way the Hessenberg matrix is represented, in the way the Hessenberg as well as the unitary plus rank one structure is maintained and in the explicit or implicit way of performing each QR-iteration step.
In the paper by Bini et al., the following relationship between C p of (1) and its inverse C −1 p is used (when p 0 is different from zero):
with U k ,V k ∈ C n×2 . The QR-iteration step with shift is implemented in an explicit way. The experiments described in the paper show that the implementation of the algorithm has numerical difficulties (overflow/underflow, no convergence). In the manuscript of Bindel et al. a larger class of matrices is considered, more precisely, the symmetric, skew symmetric or orthogonal matrices plus a low rank modification. The algorithm uses a compression technique to maintain the structure.
In Bini et al. [12] an alternative algorithm was developed to solve the Hessenberg, unitary plus rank one case H k = U k + u k v H k . The authors showed that the matrix U k can be written as a product of three sequences of 2 × 2 unitary transformations as represented in (7) . The presented method is an explicit QR-algorithm, in which special compression is needed to maintain the unitary structure.
As in the paper of Bindel et al., a bulge chasing procedure is designed in [13] . In contrast to the previous papers this is done for a single as well as for a double shift. The representation that is used for the Hessenberg matrix H k in each step is its QR-factorization, i.e., H k = Q k R k . A chasing technique is used to chase the implicitly created bulge. Unfortunately this increases the rank of a certain involved factor. Compression is therefore needed to maintain a compact representation.
All the previous papers handled the case H = U + uv H , i.e., when the Hessenberg matrix H is the sum of a unitary U and rank one matrix uv H . Only the manuscript of Bindel et al. considered the more general class of symmetric, skew symmetric, or unitary plus rank one case. In the paper [14] by Bini This set is called the set of generalized companion matrices. It includes the arrowhead matrices, comrade matrices (symmetric tridiagonal plus rank one), diagonal plus rank one matrices, . . . . Note that each matrix of this set is {1, 3}-quasiseparable. The authors prove that this set is closed under the application of each step of the QR-algorithm. Each step of the QR-algorithm is performed in an explicit way, i.e., the QRfactorization of A k −µ k I is computed and then the two factors multiplied in reverse order are added to µ k I.
In this manuscript we will present a new manner of representing the companion matrix, which uses less parameters than the ones presented in the manuscripts above. Moreover, during the algorithm no compression is needed to maintain a low complexity algorithm. The representation is based on Givens transformations and easily admits an implicit QR-algorithm. The implicit version is based on structure restoring manipulations of the involved matrix, in order to maintain the same representation in each step of the QR-method. Once the single shift version is known, the double shift or multishift version is a straightforward extension.
The manuscript is organized as follows. In Section 2 some preliminary results are discussed. The relation between roots of polynomials and companion matrices is investigated and some comments on working with Givens transformations are given. In the following sections the different aspects to the development of the QR-methods are discussed. Section 3 discusses unitary plus rank one matrices, both the preservation of the structure and the representation are investigated. Section 4 and Section 5 discuss both the single and double shift techniques. Due to the special representation of the involved matrices the deflation is uncommon, Section 6 discusses how to perform deflation. Finally some details on the implementation and numerical experiments are presented.
Note: When finishing this manuscript, we became aware of another similar algorithm to compute the eigenvalues of a companion matrix. This method was explained by Boito at a workshop in Cortona [15] .
Preliminary results
In this section we will firstly discuss the relation between polynomials and matrices. Secondly we will present some tools for working with graphical interpretations of Givens transformations.
Roots of polynomials
Suppose we are working with a polynomial p(z) either in
and C n [z] means that the considered polynomials are of degree less than or equal to n.
Without loss of generality we can assume p n to be different from zero. Clearly the zeros of p(z) equal the zeros of p(z)/p n , hence we will assume in the remainder the polynomial p(z) to be monic, i.e. , with p n = 1.
The companion matrix associated with a monic polynomial of degree n is given in Equation (1).
Note 1
One can fairly easy see that the eigenvalues of the companion matrix coincide with the zeros of the associated polynomial p(z), because p(z) = det(zI −C p ).
A theoretical, more broad context, not restricted to the standard monomial basis exists for proving the equality between eigenvalues of the associated matrix and roots of the polynomial. More information can be found for example in [2, 16] .
Working with Givens transformations
Givens transformations are a powerful tool for working with structured matrices. E.g., the implicit QR-algorithm for Hessenberg matrices makes extensive use of Givens transformations [1] and especially for structured rank matrices [9] they are a valuable tool.
Also for structured rank matrices, Givens transformations play an important role. In this subsection we will discuss a graphical way of working with Givens transformations. Also interactions such as the "shift through" and "the fusion" of Givens transformations will be discussed.
The following graphical scheme represents the QR-factorization of a 6 × 6 Hessenberg matrix, based on Givens transformations. The scheme corresponds to G 1 G 2 . . . G 5 R. The matrix R is shown on the right and is clearly upper triangular. The Givens transformation G 5 is located above 1, G 4 in position 2 and so forth. One might consider this misleading, but one should think of the bottom line as a sort of timeline depicting which transformation needs to be applied first. Rewriting the formula we have
Hence G H 1 annihilates the first subdiagonal element, G H 2 the second and so forth.
In the remainder of the manuscript we will make extensive use of such schemes, with many more Givens transformations.
Givens transformations also interact with each other.
Lemma 1
Suppose two Givens transformations G 1 and G 2 are given:
Then we have that G 1 G 2 = G 3 is again a Givens transformation. We will call this the fusion of Givens transformations in the remainder of the text.
The proof is trivial. In our graphical schemes, we will depict this as follows:
The following lemma is very powerful and will give the possibility to interchange the order of Givens transformations and to obtain different patterns. Often Givens transformations of higher dimensions, say n, are considered. This means that the corresponding 2 × 2 Givens transformation is embedded in the identity matrix of dimension n, still changing only two rows when applied to the left. This result is well-known. The proof can be found in [17] and is simply based on the fact that one can factorize a 3 × 3 unitary matrix in different ways. Graphically we will depict this rearrangement as follows.
Lemma 2 (Shift through lemma)
3 2 1 resulting in 3 2 1
.
Of course there is also a variant in the other direction (from the right to the left scheme depicted by ). Important to remark is that the fusion of Givens transformations can be considered as a special case of the shift through lemma. For our purposes we also need an additional operation, which is in fact also a special case of the shift through lemma, namely the scaled fusion.
Lemma 3
Suppose two Givens transformations 3 G 1 , G 2 and I α , with |α| = 1 are given, The proof involves straightforward computations, by embedding I α in a 3 × 3 Givens transformation matrix, applying the shift through lemma and exploiting the fact that the matrix in which I α is embedded is a diagonal matrix.
Then we have that G
Graphically we will formulate this as:
Note 2 We note that the matrix I α can be replaced by a matrix J α of the following form:
leading to the following equations:
This scaled fusion is necessary since in the forthcoming QR-algorithm Givens transformations will tend to become diagonal. In the real case these Givens transformations equal the identity and hence there are no problems, but in the general complex setting they have a diagonal consisting of α andᾱ with |α| = 1. Since these transformations will be surrounded by other Givens transformations some special operations are needed in order to manipulate them in an elegant way.
A final important operation is the shift through operation of length l. On the right we see the resulting scheme which is equivalent to the first one. The Givens transformationĜ is again denoted by a ×. The new sequenceŴ ranges from 9 upto 6 andX ranges from 5 up to 2.
In the text we will refer to this as a shift through operation of length l. One can also perform a shift through operation from right to left. This will be referred to as a shift through operation of length l to the left.
Proof The proof consists of nothing else then a successive application of the shift through operation. Without loss of generality we assume l = 4. Hence we will prove the transition from left to right in Scheme (3) .
Reordering permits the application of the shift through operation. This leads to the right scheme. We have marked another Givens transformation now with ×. Clearly the undesired Givens transformation moves down, creating two new sequences, starting in positions 9 and 8 and removing the sequences in positions 4 up to 1. Continuing this procedure, and applying two more times the shift through operation gives us Scheme (4). 
Unitary plus rank one matrices
In this manuscript we will develop QR-methods for computing eigenvalues of Hessenberg, unitary plus rank one matrices. This is an important class of matrices as the companion and the fellow matrix are both of this form. Hence, the problem of computing zeros of polynomials can be translated to the eigenproblem of a Hessenberg, unitary plus rank one matrix. Let us divide this section into small parts discussing some ingredients for developing an implicit QR-method.
Structure under a QR-step
Let us denote the Hessenberg matrix we are working with as follows
with H Hessenberg, U unitary and u and v two vectors. Suppose we have a shift µ and we would like to perform a step of the QR-iteration on the matrix H. We have the following formulas
Applying now the similarity transformation on the terms of Equation (5) Hence the Hessenberg as well as the unitary plus rank 1 structure is preserved under a step of the QR-iteration. This is essential for developing an efficient implicit QR-method exploiting the matrix structure.
A representation for the unitary matrix
Since the unitary matrix in the splitting of the Hessenberg matrix is in general a dense matrix, we want to represent this matrix as efficiently as possible. Even though the matrix is full, it has a structured rank part.
Consider
since the matrix H is Hessenberg and has zeros below the subdiagonal, the matrix U needs to be of rank 1 below the subdiagonal. The matrix U is therefore unitary and the elements ⊠ make up the structured rank part (rank 1) in this 6 × 6 example:
We will construct the representation of this matrix in a graphical form. In the first scheme we already annihilated some elements in the last row of the matrix U, by a single Givens transformation acting on row five and six. Three elements are annihilated by a single Givens transformation, since they are coming from a low rank part in the matrix U.
Let us briefly explain the scheme above as they will be used throughout the entire manuscript. The right part of the scheme depicts a matrix, in which the elements ⊠ satisfy the low rank constraints. The bracket above 1 indicates a single Givens transformation acting on rows and of the matrix. Mathematically, the scheme depicts
where G 1 corresponds to the Givens transformation in position 1, and U 1 is the matrix on the right having extra zeros in the last row. In fact the scheme here presents a sort of factorization of the original unitary matrix U. The elements to be annihilated by the second Givens transformation are marked in the scheme with ⊗. Applying a second transformation gives us
In the following scheme we see the matrix U 2 on the right, Givens transformation G 1 above 2 and G 2 above 1. Recall that the bottom line depicts a time line, indicating in which order the Givens transformation have to be applied on the matrix
After the Givens transformation acting on row three and four is performed we have completely removed the low rank part. The matrix remaining on the right side is now a generalized Hessenberg matrix having two subdiagonals.
Pealing of the second subdiagonal, removing successively all elements marked with ⊗, will give us an extra descending sequence of Givens transformations. These Givens transformations can be found in positions 1 up to 4.
In the final step the remaining subdiagonal from the matrix on the right is removed. This will be done by a descending sequence of 5 Givens transformations. We obtain the following scheme. 11 10 9 8 7 6 5 4 3 2 1 (7) In fact we have computed now a QR-factorization of the unitary matrix consisting of three sequences of Givens transformations: U = QR. Since the matrix R is upper triangular and also unitary, the matrix will be diagonal. Moreover, the final sequence of Givens transformations can be chosen such that the diagonal matrix R has all diagonal elements except the last one equal to 1, hence R = I α , with |α| = 1. Graphically this is depicted as follows (we do not depict the ones on the diagonal of I α ): α 9 8 7 6 5 4 3 2 1
Denoting in Scheme (7) the sequence from 12 to 10 by V , the sequence from 9 to 6 by W and the sequence from 5 to 1 by X, we have factored the unitary matrix U as the product of three unitary matrices U = VW XI α . We use three different symbols for the unitary matrices, because the use of too many sub and superscripts would make the forthcoming implicit method difficult to read.
This will be the representation of the unitary matrix in the sum H = U + uv H . Due to the relation between the low rank parts in the matrices uv H and U, we can decompose the vector u as follows.
Important to remark is that the Givens transformations in position 9, 8 and 7 in Scheme (9) are exactly the same as the ones in the corresponding position of Scheme (8) .
This means that we get the following equalities:
where the vectorû has only the first three elements different from zero (this is the vector on the right in Scheme (9)). The representation designed in this section is the one that will be used for developing an implicit QR-method for unitary plus low rank matrices.
In the next section we will discuss the implementation of the implicit single shifted QR-method based on this representation.
The single shift method
There exist several variants for performing an implicit QR-method on unitary plus low rank matrices. Unfortunately most of these algorithms are not capable of preserving both the unitary and the low rank structure. Numerical roundoff creates loss of the low rank structure and hence a form of rank compression is needed. This compression can create undesired results such as loss of accuracy. Often also an increase of parameters for representing the unitary plus low rank matrix is needed to deal with the loss of structure.
In this section we will discuss how to perform an implicit QR-step on the companion matrix, exploiting thereby the developed representation.
Implicit QR-methods
Assume we have A − µI = QR, with A, e.g., of tridiagonal, Hessenberg or semiseparable form. Perform now a unitary similarity transformationÂ =Q H AQ withQ havingQe 1 = Qe 1 such that A has the same structural constraints as assumed for A. Then one can easily prove that the matrix A is essentially the same as the matrix coming from an explicit QR-step with shift µ performed on the matrix A.
An implicit QR-method consists of performing the transformationQ H AQ in such a manner that the full matrix Q is not needed beforehand, but is determined on the fly.
The global flow of an implicit method is the following.
-Compute an orthogonal transformationQ 1 , such thatQ H 1 (A − µI)e 1 = βe 1 . -Perform a similarity transformation withQ 1 on the matrix A:Q H 1 AQ 1 . -Perform now a new similarity transformation with the matrixQ 2 , withQ 2 e 1 = e 1 , such that Q H
2Q H
1 AQ 1Q2 has the same structural constraints as the original matrix A. The first two items are often named the initialization step, whereas the third step is often called the chasing step, since in the Hessenberg and tridiagonal case, bulges are chased away to restore the Hessenberg or tridiagonal structure. This is also the subdivision used for the next two subsections.
Initialization
The implicit QR-step performed on a Hessenberg matrix is determined by the first Givens transformation G 1 (corresponds toQ 1 from the previous subsection), such that
We will now perform the similarity transformation G H 1 HG 1 , exploiting the factorization of the matrix H
The idea is to obtain again a Hessenberg matrix, after the complete QR-step is finished. Moreover, we want the resulting Hessenberg matrix to satisfy the same representation as shown in (10) . Of course after applying the first similarity transformation based on G 1 , the structure will not be exactly as desired. Hence extra Givens transformations will be constructed to restore the structure. This will be the chasing. Throughout the entire procedure we want the representation to remain as close as possible to the original representation of H.
Let us perform the first similarity transformation on the matrix
In the remainder of the derivations, all intermediate variables will be depicted with a tilde or a hat and all final values for representing H 1 will be V 1 ,W 1 , X 1 , u 1 and v 1 .
Since the Givens transformation G H 1 acts on the first two rows, and V 0 acts on the rows 3 up to 6, they commute and we obtain the following: This corresponds to the following relations:
the unitary matricesW 1 andX 1 are two descending sequences of transformations.
The only remaining undesired Givens transformation is G 1 in the middle of the formula. The idea is now to drag this Givens transformation completely through the other matrices such that it appears before the matrix V 0 and moreover acts on row 2 and row 3. It has to act on row 2 and row 3, so that choosing the next Givens transformation G 2 can be chosen to annihilate this transformation and such that it does not interfere with row 1 anymore.
Let us continue, by trying to remove also the second undesired Givens transformation, the one in position 0. One can fairly easily apply two times the shift through operation to obtain the following scheme. In fact one applies a shift through operation of length 2 to the left. × α 10 9 8 7 6 5 4 3 2 1
Now there is an unwanted transformation in position 10. Denote this transformation withG 1 . In formulas we obtain now:
in which the sequences of Givens transformationsŴ 1 and X 1 have changed again. This gives us the following relations:
Two terms are of importance here: V 0G1 andG H 1ũ 1 . Clearly the vectorû 1 , will fill in one of its zeros. The vector will have now four nonzero elements.
The matrix product V 0G1 does not essentially change the Givens structure of the matrix V 0 . A single fusion of two Givens transformations removes the undesired transformationG 1 , without destroying the structure of the matrix V 0 . In the scheme below, the undesired Givens transformation can be found in position 0, whereas the Givens transformations in positions 3 up to 1 make up the matrix V 0 .
֒→ × 3 2 1 0
The resulting matrixṼ 1 has the same Givens pattern as the original matrix V 0 . We obtain the following relations:
But this is not sufficient yet. We want to obtain a similar factorization as of the original matrix H. Hence, the four nonzero elements in the vectorû 1 need to be transformed into three nonzero elements.
To do so, we need to rewrite Equation (14) . Denote the Givens transformation in Scheme (12) in position 9, with G l , this means G lŴ l 1 =Ŵ 1 , we will drag this Givens transformation out of the brackets on the left. We denote all changed variables with · l to clearly indicate that one extra Givens has moved to the left. Until we will move the Givens back inside the brackets we will indicate this on the affected elements.
in which G l Hû 1 =û l 1 still has four elements different from zero, the matrixṼ l 1 is now a sequence having one more Givens transformation thanṼ 1 .
GraphicallyṼ 1Ŵ1 =Ṽ l 1Ŵ l 1 is depicted as follows. 
Let us take a closer look now atĜ H 1Ŵ l 1 . Graphically this is depicted in the scheme below. The Givens transformations from 1 up to 3 make up the matrixŴ l 1 and the GivensĜ H 1 is shown in position 4. Applying one fusion, removes the Givens transformation in position 4. ֒→ 4 3 2 1
This results in a sequence of Givens transformations denoted asĜ H 1Ŵ 1 = W l 1 . The matrix productṼ l 1Ĝ 1 is of the following form. Applying the shift through lemma gives us the following scheme. Plugging all of this into the equations above gives us:
Rewriting now the formula above by bringing the Givens transformationG l 1 in position 1 of the matrix V l 1 inside the brackets does not change the formulas significantly. We obtain:
The equation depicted here is almost of the desired structure, the matrix H 1 is almost in Hessenberg form, except for a bulge in position (2, 1). The representation is also almost in the correct form, only the Givens transformation G 2 is undesired. We will remove this transformation (removing thereby also the bulge in H 1 ), by applying another similarity transformation with G 2 .
The chasing
We have now performed the initial step, which was the most difficult step. We will continue now the algorithm, in an implicit way. We will only depict how to remove the Givens transformation G 2 , the procedure can be continued in a similar fashion. Since we want our matrix H to become again of unitary plus low rank form obeying the designed representation, we want to remove the disturbance G 2 . Performing the unitary similarity transformation with this Givens transformation removes the transformation in the left, but creates an extra transformation on the right. We obtain the following:
Similarly as in the initial step we can drag G 2 through W 1 and X 1 , this means applying a shift through operation of length 2. We obtain W 1 X 1 G 2 =G 2 W 2 X 2 . The reader can create the schemes to see on which rows the transformation is performed. This gives us
Since the Givens transformationG H 2 acts on row 4 and row 5,G H 2 u 1 = u 1 (u 1 has only the first three elements different from zero). Applying a final shift through operation for V 1G2 we obtain G 3 V 2 = V 1G2 giving us (with u 2 = u 1 ):
We have performed now a step of the chasing method since the Givens transformation G 3 has shifted down one position w.r.t. the Givens transformation G 2 .
The chasing procedure can be continued in a straightforward manner. Unfortunately this approach does not allow us to determine the last Givens transformation G n−1 . Let us show what goes wrong and how to solve this problem in the next subsection.
The last Givens transformation
Suppose we have performed step n − 3 and we have the following situation:
Performing the similarity transformation determined by G n−2 results in
The Givens transformation G n−2 works on rows n − 2 and n − 1, hence we obtain the left graphical schemes for the first term of the equation Unfortunately we cannot shift the Givens transformation through anymore, a single fusion can be applied and the undesired transformation vanishes. We obtain the following equation:
The representation is of the desired form, but we know that the matrix H n−2 is not yet of the correct form, this matrix is of Hessenberg form with an extra bulge in position (n, n − 1). This final Givens transformation can hence not be determined implicitly anymore.
We determine this Givens transformation explicitly by computing the matrix vector product H n−2 e n−2 , determine now G n−1 such that e H n G H n−1 H n−2 e n−2 = 0. The final similarity transformation results in:
Applying a fusion for the product G H n−1 V n−2 and a special fusion for the product X n−2 I α G n−1 results in
which is a new Hessenberg matrix, i.e., a sum of a unitary and a rank 1 matrix, represented using the desired representation. This completes the single shifted QR-step.
The double shift strategy
For our purpose the double shift strategy is enough. Nevertheless the multishift setting can be implemented as an almost trivial extension of the results presented here. First the single shift strategy was proposed since the double shift strategy is slightly more complicated, but makes extensive use of the results from the single shift strategy.
Note 4
In order not to overload the notation in the following subsections, we omit the factor α, which is normally present in the bottom right corner. Its presence is not so influential, hence it is not so troublesome to omit it in the description.
Initial step
Suppose the initial Hessenberg matrix H, with its representation is given. Two shifts µ 1 and µ 2 are given. Determine the Givens transformations G 1 and G 2 such that:
with β a constant.
Let us perform now the initial similarity transformation G H 2 G H 1 HG 1 G 2 , exploiting the representation of the unitary plus low rank matrix. Just like in the single shift case, this will be the most delicate step, since some Givens have to jump in and outside the brackets. Again we consider the matrix H of the following form:
In the previous section all involved formulas were translated to graphical schemes and vice versa. Unfortunately going every time back to the formula approach results in a quite heavy notation. Since it is clear that every scheme has a 1-1 correspondence with a formula, we will omit the formulas here.
Since the reader is acquainted with the notation, we will consider schemes of the following form:
In a certain sense, one can consider this as a formula. One should consider simply the brackets with arrows as a notation for Givens transformations. We note however that even though all Givens transformations are different they are indicated with the same symbol. This formula, in which one can see the rows the Givens act on is extremely useful for developing algorithms, since all actions of the Givens are clearly visible.
This first scheme is nothing else than the Formula (18). The matrix V 0 is shown on the left outside the brackets and consists of three Givens transformations. Inside the brackets we have two terms. The first term consists of two sequences of descending Givens transformations W 0 and X 0 . The second term is a rank one matrix u 0 v H 0 . It is obvious that this extended formula contains much more information than the traditional notational approach. E.g. also the number of nonzero elements in the vector u 0 is known.
Let us compute
Schematically we obtain (the unwanted transformations are marked again with a ×):
In the next scheme two things have happened, first we will bring the disturbing Givens transformations G 1 and G 2 on the right inside the brackets. Secondly we will bring the first Givens transformation of W 0 outside the brackets, to the left. This operation affects the vector u 0 , the changed elements are marked with a + sign. The vector v H 0 will be transformed into v H 1 . In the next scheme we have indicated some elements of the vector by a + instead of by a ×. For every scheme we will indicate elements that have changed w.r.t. the previous step by a +. Elements which did not change w.r.t. he previous scheme are denoted by ×.
The shift through is already depicted, performing it, one obtains the following scheme:
Bringing now three Givens transformations inside the brackets, and performing the indicated fusion with the first term of the second factor gives us the following scheme. Remark that the vector u 1 on the right has lost a zero now.
Between the brackets a first application of the shift through lemma is depicted. Similarly as in the single step method one can apply a shift through operation of length 4 to chase this undesired Givens transformation downwards. Finally one fuses it such that it disappears. After this we obtain the following formulas.
There are two more undesired Givens transformations G 1 and G 2 andũ 1 has too many nonzero elements. Applying twice a shift through operation of length 2 to the left moves the undesired Givens transformations from right to left. Secondly one can take them out of the brackets. Unfortunately we create again fill in in the rank 1 part.
The reader should be able now to apply the depicted shift through operation followed by a fusion to obtain the following scheme.
The following steps are the most delicate ones. We need to remove now the nonzero elements in position 4 and 5 of the vectorû 1 . In the single shift case we had to bring one Givens transformation out of the brackets. Now, in the double shift case we have to bring two Givens outside. This affects of course the matrices and the vectorû 1 between the brackets.
In the next scheme at two places two extra Givens transformations are denoted both with ∼, this means that they are each others inverses GG H = I. Hence they equal the identity and can be put at any place.
This Givens G H is chosen such that the fifth element of the vector on the right is annihilated. The Givens transformation G is brought outside the brackets. In the left term between the brackets G H can be fused.
Applying a shift through of length 2 to the left and upwards (the first shift through is already depicted in the scheme) moves the Givens transformation completely to the front. The Givens transformation is still undesired here, hence it will be marked with a ×. Between the brackets the fusion is applied.
Some schemes ago we dragged two Givens transformations out of the brackets. This was done to be able to annihilate the nonzero element in position 5 in the vector 4 u. Now, only the fourth element in the vector is still undesired. This coincides with the single shift case, in which one Givens transformation was brought outside the brackets. Hence, in this case, we need to bring one Givens transformation again inside the brackets. As a result the elements in position 3 and 4 of the vector change. Next one introduces again Givens transformations marked with ∼, which will be used for annihilating the fourth element of the vector. A shift through operation is also depicted on the left to get also the other undesired Givens transformation completely to the left.
In the following scheme the first of the two Givens transformations marked with ∼ is brought outside of the brackets, the most right one is performed on the vector annihilating the element in position 4. Again a shift through is depicted to move the undesired Givens transformation to the left.
Performing the indicated shift through and a fusion with the Givens marked with ∼ we obtain the following scheme.
Rewriting this formula for the last time by another shift through operation and bringing a Givens again inside the brackets gives us the desired form.
Now we have finished the first step of the double shift algorithm. Clearly there are three undesired Givens transformations. The first two ones are used for the next chasing step. One Givens, the third one, will remain in that position, and is used in all consecutive steps. Note 5 One might be surprised by the fact that the matrix is now disturbed by three Givens transformations, from which we will only take two for determining the next chasing step. This is completely logical when comparing this situation with the double shift algorithm for Hessenberg matrices. The double shift algorithm also has bulges of three undesired elements, from which only two will be annihilated. The remaining third element of the bulge will shift down every iteration step, just like it will move down here.
Chasing
The chasing proceeds similarly as to the traditional case, we will simply depict a single step. We start with Equation (19) . The chasing, since this is a double shift method, consists now of performing two Givens at the same time. The next two Givens determining the similarity transformation are chosen as the inverses of the two lefmost Givens transformations. Applying this similarity transformation results in the matrix H 2 , which will be of the following form.
With respect to H 1 , the first two Givens transformations are removed, and two other ones appear at the right of the matrix. To continue one applies the last two Givens transformations on both terms of the summation. This transforms v H 1 into v H 2 . Applying twice a shift through operation of length 2 to the left moves the undesired Givens transformations on the right through the first term in the summation. This leads to the following graphical representation.
Bringing now the Givens transformations inside the brackets, marked with × outside of the brackets does not affect the column vector since these Givens transformations act on the zeros. Outside the brackets we can again bring these transformations to the front, perform a final shift through operation on the three leftmost Givens and complete this step.
We are now ready te perform the next similarity transformation based on the first two Givens transformations.
Last step
Similarly as in the single shift case, we are not able to continue using the implicit approach until the end. The last two steps cannot be completed in an implicit manner. Again one has to determine these columns of the Hessenberg matrix with its bulge explicitly to determine these final Givens transformations.
Deflation
The goal of repeatedly applying a QR-step is obtaining convergence to a quasi upper triangular matrix, which has the eigenvalues of the original matrix on its diagonal. In the standard Hessenberg case deflation is of the following form. Consider the Hessenberg matrix H, having a zero subdiagonal element
then the matrix is subdivided into two other Hessenberg matrices H 1 and H 2 on which one continues working separately. Suppose however that we are working with a Hessenberg matrix, written as the sum of a unitary and a rank 1 matrix. In case of deflation, it is not true in general that both matrices H 1 and H 2 are also of unitary plus rank 1 form.
The idea exploited in this manuscript differs significantly from the standard subdivision scheme as mentioned above. Since the original matrix H is written as the sum of a unitary plus low rank matrix, we will not subdivide the matrix as a combination of smaller unitary plus low rank matrices. Instead we will simply continue working on the global representation.
Structure of the representation
The occurrence of a zero on the subdiagonal must have its impact on the representation. This will be used for detecting subdiagonal zeros during the algorithm. Let us reconsider the Hessenberg matrix and its representation in case of a zero subdiagonal element. Suppose the matrix H satisfies Equation (20) , assume the matrix to be of size 7 × 7 and H(4, 3) = 0 (cases H(3, 2), H(5, 4), H(6, 5) can be dealt with similarly). The special cases H(2, 1) and H(n, n − 1) = H(7, 6) are considered afterwards.
We have the standard representation H = V W XI α + uv H . Consider the following equation:
Due to the zero in position H(4, 3) the matrix V H H, which is a generalized Hessenberg matrix having two subdiagonals, has a zero in position (5, 3). Since the rank one matrix uv H has only the top three rows different from zero, also the matrix W X needs to have a zero in position (5, 3). The zero in position (5, 3) corresponds to a diagonal Givens transformation present in the descending sequence of W , this Givens transformation will act on row 4 and row 5. This results in the following representation for the unitary matrix U in H = U + uv H . The dashed line coincides with the block division in the original Hessenberg matrix. In this representation, the diagonal Givens transformation is indicated by the parameters δ i andδ i (in fact δ i = c i andδ i =c i , but we use this notation to indicate that the Givens transformation is almost diagonal, i.e., |c i | ≈ 1). They simply indicate row scalings, just like α does. The zero subdiagonal element in the Hessenberg matrix appears as a diagonal Givens transformation, in position 8 on the graphical scheme. Note that the diagonal Givens is positioned lower than the actual dashed line indicating the cutting. This diagonal Givens transformation is also the criterion that will be used for deciding whether a block can be deflated or not. Unfortunately we cannot monitor convergence in position H(n, n − 1) in this fashion. This element has to be computed separately. Also the element H(2, 1) cannot be monitored in this fashion, we will come back to this in Subsection 6.5.
Instead of subdividing the problem and trying to design two separate representations, one for the upper left and one for the lower right part, we will simply continue working with this representation. We know that the line indicates the splitting in the Hessenberg matrix, hence we want to work on the part above and below the line separately. This will be depicted in forthcoming subsections.
Continuing performing steps of the QR-algorithm on this representation, will result in a quasi upper triangular matrix R, which is represented as the sum of a unitary and a rank one matrix. This quasi upper triangular matrix R has the eigenvalues of the original matrix on its block diagonal.
The Givens pattern of the final unitary matrix (omitting the row scaling factors) has the following form. We see that during the reducing procedure we will transform the Givens transformations from the inner sequence into unitary diagonal matrices. 11 10 9 8 7 6 5 4 3 2 1
Let us illustrate how to continue working on both parts of the Hessenberg matrix. The part above and the part below the dashed line. The shift and the initial Givens transformation can be computed by explicitly computing some columns of the Hessenberg matrix. This will cost at most O(n) operations.
Upper part
Let us see how the algorithm changes in case of the following scheme (only the unitary factor is represented). The original Hessenberg matrix has a zero in position H(6, 5) and we want to perform a QR-step on the top part, i.e., the first 5 rows. Since the standard QR procedure applied on a reducible Hessenberg matrix breaks down when reaching the zero subdiagonal element, we would also expect a certain break during the chasing procedure in this case. δ 6 δ 6 α 13 12 11 10 9 8 7 6 5 4 3 2 1
The first initial disturbing Givens transformation is applied in an identical way as before the deflation. Nothing new here. The next Givens similarity transformation acting on rows and columns 2 and 3 can be performed as in the standard case, just like the transformation on rows and columns 3 and 4. The next similarity transformation acting on row and columns 4 and 5 is a special one. In the standard case, this Givens transformation does not create another bulge. Hence, the matrix is again of Hessenberg form and the QR procedure breaks down. One cannot compute the following Givens transformation acting on row 5 and 6 anymore.
Let us see how this translates to our case. Suppose we have the following situation, just before applying the Givens similarity transformation. Since only the unitary matrix is essentially involved in this chasing procedure we will not depict any operations on the rank one structure.
Performing the Givens similarity transformation will remove the undesired Givens transformation in position 14 and create another one in the second position. In the left scheme this situation is depicted. A shift through operation is depicted and the result is shown in the right scheme. × δ 6 δ 6 α 14 13 12 11 10 9 8 7 6 5 4 3 2 1 −→ × δ 6 δ 6 α 14 13 12 11 10 9 8 7 6 5 4 3 2 1 In the right scheme we see that we can apply another shift through operation, due to the fact that the Givens transformation in position 7 crosses the dashed line. In Section 4.4 this Givens transformation fused with another one and vanished. Hence, in this case, we do not need to determine the last Givens transformation by explicitly computing the fourth column. The final step is therefore essentially different from the final step in Section 4.4.
So when dragging the remaining undesired Givens transformation completely to the left we obtain the following scheme. × δ 6 δ 6 α 14 13 12 11 10 9 8 7 6 5 4 3 2 1 When performing the next transformation, the algorithm should stop since the element H (6, 5) in the Hessenberg matrix is zero. This means that at the end of this similarity transformation, all undesired Givens transformations should be removed. Let us see how this translates towards the representation. × δ 6 δ 6 α 14 13 12 11 10 9 8 7 6 5 4 3 2 1 −→ ֒→ × δ 6 δ 6 α 14 13 12 11 10 9 8 7 6 5 4 3 2 1
After the similarity transformation we obtain the left scheme. A fusion is depicted in the right scheme.
As a result we obtain again a similar represented Hessenberg matrix. This process can easily be repeated until another Givens transformation in the second sequence is close enough to diagonal form. The right scheme shows the application of a scaled fusion (scaled due to the parameter δ 6 ) and hence all undesired transformations are gone.
Bottom part
Applying a QR-step on the bottom part only differs from Section 4 in the way the first Givens transformation is performed. The final Givens transformation again has to be determined by computing the penultimate column.
Assume we have the situation as depicted in Scheme (21). Since we would like to perform a QR-step on the bottom part, the initial similarity transformation will act immediately on rows and columns 4 and 5. Suppose the transformation is determined and the similarity transformation is performed. This results in the following scheme (the Givens transformations are applied directly below the dashed line). × δ 4 × δ 4 14 13 12 11 10 9 8 7 6 5 4 3 2 1 The Givens transformation on the left marked with × is shifted through such that it appears in the middle. The next scheme clearly shows that only one fusion needs to be applied to remove the undesired Givens transformation from the left. As a result we obtain sort of the standard situation. The Givens transformation on the right is not troublesome, dragging it through completely to the left as done before, it will come out acting on rows 5 and 6. Hence it can be used for determining the next Givens transformation.
Remark 1 Important to notice is the fact that the vector u from the rank 1 part is not influenced in the above procedure anymore. Only the vector v has to be updated when performing a Givens transformation on the right. This means that performing the initial Givens transformation is a much cheaper procedure than in the upper part.
More general cases
Of course when running the algorithm cases like the following will occur:
To apply a QR-step on the matrix H 2 , a combination of techniques from the previous two sections needs to be made. Performing the initial step is described in Subsection 6.3, whereas performing the last Givens is done like in Subsection 6.2. QR-steps performed on these middle blocks are cheaper than the ones on H 1 and H 3 .
Special cases
Two cases were not treated before, namely the possibilities of H(n, n − 1) and H(2, 1) being zero. The appearance of a zero element in both these positions is not reflected in the representation.
Hence one has to compute these elements explicitly and monitor their behavior. They can be computed by computing the vectors He n−1 and He 1 . In case H(n, n − 1) equals zero, nothing special occurs, one can apply similar techniques as those described in Section 6.2. We will focus now on the situation H(2, 1) = 0. In Subsection 6.1, the proof that a Givens transformation in the sequence W becomes diagonal, was based on the fact that the vector u only had three elements different from zero and hence did not interfere with the unitary part.
Here however, in case H(2, 1) = 0, this reasoning does not remain valid anymore. Hence, we cannot monitor the first Givens transformation of the matrix W to see if deflation can be applied after the first element. This subdiagonal element has to be computed explicitly.
Suppose now that we have encountered the situation H(2, 1) = 0. This gives us the following situation (the deflation line is depicted in the first term between the brackets). We repeat once more that the first Givens transformation of W is not diagonal. The combination below, involving also the rank 1 part has a zero in position H(2, 1) = 0.
Applying now the similarity transformation on both sides of the matrix, acting on rows and columns 2 and 3 gives us the following situation.
The problem is now to get rid of the Givens transformation on the left. One can see that the current representation lacks structure to remove this transformation neatly. But, since H(2, 1) = 0, more structure needs to be involved. When reconsidering the matrix U = H − uv H , we can see that the matrix has the following structure:
The element in position H(2, 1) is also marked with ⊠ as it coincides with the rank 1 structure from uv H . Due to this extra element involved in the relation we obtain the following scheme, when bringing the first Givens transformation from W out of the brackets.
As a result, the vector u has only two elements different from zero anymore. Applying the shift through operations gives us.
The Givens transformation marked with × can easily be brought inside the brackets, without creating extra undesired elements in the vector u. Applying a final fusion removes this Givens transformation. This brings us back in the standard case, and one can continue with the standard chasing procedures.
Numerical experiments

Balancing strategy
Because of the possible variation in magnitude of coefficients of the polynomial, normally a preprocessing step is applied to the matrix as, e.g., in [13] . In fact this is a balancing strategy, meaning that the variation in magnitude of the elements of the matrix is reduced. Generally DCD −1 is computed with D a diagonal matrix. To obtain again a unitary plus low rank matrix, the diagonal elements have to be chosen as follows d i = β i (for some β). This results in
For an appropriate β, the eigenvalues of matrix C are then obtained by computing the eigenvalues of matrixĈ and then multiply them by the factor β. Empirically, they found the following criterion for choosing β to be useful. Choose β such that
is as small as possible. Withĉ i = a i /β i .
The implementation
The algorithm using a double shift as explained in Section 5 was implemented in Matlab 5 . To avoid the fact that the Givens transformations for the last two columns have to be computed explicitly, we do one iteration step with the two shifts equal to zero, applied to the polynomial z 2 p(z) which has clearly two additional zeros for z = 0. This iteration step brings these two zeros as eigenvalues of the bottom 2 × 2 block of the (extended) companion matrix. So, after this iteration step, one can deflate these two artificial roots and no explicit computation of the Givens transformations based on the last two columns has to be computed again. We will refer to our implementation as VanBarel. This software can be requested from the authors. We wanted to compare this implementation with all other methods for which we were able to obtain an implementation. We had access to the following implementations: Delvaux corresponds to a Matlab-implementation of the method proposed in [19] , Bini denotes the Matlab-implementation for the method from [12] , and eig no bal and eig bal correspond to the eig function of Matlab without and with balancing, respectively (with balancing is meant an extra balancing inside the function eig).
The experiments
Two different errors will be considered in the experiments. The maximum eigenvalue error (Max Eig Err) is defined as the distance between the sets λ(C) andλ(C):
where ||λ −λ(C)|| = min˜λ ∈λ(C) |λ −λ|,λ(C) are the eigenvalues computed with our algorithm and λ(C) the eigenvalues computed by the Matlab function eig (assume that these eigenvalues are exact). The maximal componentwise relative error in the coefficients of the polynomials (Max Coeff Err) is defined as :
wherep i , p i are the coefficients of the polynomial obtained by the computed and exact eigenvalues, respectively. The coefficientsp i are computed in multiple precision.
Experiment 1:
In this experiment, we investigate the robustness of the different methods with respect to the choice of the scaling factor β described in Subsection 7.1.
To do so, we consider the following monic polynomials each of degree 20 where almost all of these polynomials have a large variation in the magnitude of their coefficients [20, 13] The figures show that, when the methods Delvaux, Bini, and eig no bal give a (rather) accurate solution, which is not always the case, it is only for some specific scaling factors β. For the method VanBarel the choice of the scaling parameter β is not so crucial to obtain an accurate solution. As long as the scaling factor is not too large, the method works. This shows that this method is very robust with respect to the other O(n 2 ) methods that we are aware of. The function eig bal of Matlab always works well. Note that this is an O(n 3 ) method as well as eig with no balancing.
In Table 1 , the maximal componentwise error on the coefficients (Max Coeff Err) for the optimal choice of the parameter β is shown for the methods Bini, Delvaux and VanBarel. This table shows that the method VanBarel gives the most accurate results when scaling is necessary.
Experiment 2:
To check that the computational complexity is of order O(n 2 ), we constructed random polynomials of degree n, by computing the coefficients A l ∈ C, l = 0, . . . , n by using randomly distributed complex numbers. The matrix sizes were chosen as n = 25 · 2 i−1 , with i = 1, . . . , 6. We assume that no balancing (β = 1) is necessary. For each of these sizes n, 5 samples were considered. Figure 3(a) shows the ratio T i+1 /T i averaged over the 5 samples for the method Delvaux, Bini and VanBarel. As you can see this is of the order O(n 2 ). Figure 3(b) shows the average number of QR iterations per cycle. For the method Delvaux the average is between 2 and 3. For the method Bini it is a little bit more, between 5 and 6. For VanBarel, it is between 1 and 2.
In Table 2 , the maximal componentwise error on the coefficients (Max Coeff Err) and the maximal eigenvalue error (Max Eig Err) are shown for the methods Delvaux, Bini and VanBarel. For the errors it can be seen that if n increases the errors increase slightly. Looking at the maximal eigenvalue error the results obtained with method Delvaux are slightly better.
Conclusion
In this paper an algorithm to compute the eigenvalues of a monic polynomial is described. This is done by computing the eigenvalues of the corresponding companion matrix. We showed how the QR algorithm can be adjusted such that the algorithm exploits unitary plus rank one structure of the matrices involved and how the matrices can be represented by O(n) parameters using sequences of Givens transformations. The numerical performance of the algorithm was demonstrated by means of numerical experiments showing the good accuracy and efficiency of the algo- 
