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INTRINSIC CHERN-CONNES CHARACTERS FOR CROSSED
PRODUCTS BY Zd
EMIL PRODAN
Abstract. By imbedding A ⋊ξ Z
d into the C∗-algebra of adjointable oper-
ators over the standard Hilbert A-module HA, we define Fredholm modules
and Chern-Connes characters that are intrinsic to the C∗-dynamical system
(A, ξ,Zd). We introduce a T̂ -index for the generalized Fredholm operators
over HA and develop a generalized Fedosov principle and formula. We prove
an index formula for the pairing of the characters with K0(A⋊ξ Z
d) and con-
clude that the pairing is in the image of K0(A) under the trace T̂ . A local
index formula enables new applications in condensed matter physics.
INTRODUCTION
Consider a classical dynamical system (Ω, ξ), where ξ = (ξ1, . . . , ξd) is a system
of d-commuting homeomorphisms (d = even). Let
(
C(Ω), ξ,Zd
)
be its dual C∗-
dynamical system and C(Ω)⋊ξ Z
d the canonically associated crossed-product. Let
πω be the standard representation of the crossed product on ℓ
2(Zd):
(0.1)
(
πω
(∑
q φq · q
)
ψ
)
x
=
∑
q φq(ξxω)ψx−q,
and Dx0 = γ ⊗ (X + x0) be the (shifted-) Dirac operator on C2
d
2 ⊗ ℓ2(Zd). Then(
C
2
d
2 ⊗ℓ2(Zd), πω , Fx0 , γ
)
with Fx0 = sign(Dx0) is a natural even Fredholm module
over C(Ω) ⋊ξ Z
d and its Chern-Connes character, defined as the cohomology class
of the cyclic cocycle:
(0.2) τd(a0, . . .ad) = 1/2 Tr
{
γFx0 [Fx0 , πω(a0)] . . . [Fx0 , πω(ad)]
}
,
pairs well and integrally with the K0-group [12]:
(0.3) K0(C(Ω)⋊ξ Z
d) ∋ [p]0 → τd(p, . . .p) = Index
{
π+ω (p)Fx0π
−
ω (p)
} ∈ Z.
In [3, 32], under certain optimal conditions, the local formula:
(0.4) τd(a0, . . .ad) = Λd
∑
ρ∈Sd
(−1)ρT {a0∂ρ1a1 . . . ∂ρdad},
(
Λd =
(2π
√−1) d2
(d/2)!
)
was proven by elementary means. Above, Sd is the group of permutations and
(∂, T ) is the noncommutative differential calculus over C(Ω)⋊ξ Zd.
The identity 6.19 played a key role in this computation. In d = 2, this identity
is due to Connes [12], who used it to compute the 2-dimensional Chern characters
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of the convolution algebras C∞c (R
2) and C∞c (SL(2,R)). The local index formula of
[3, 32] can be seen as a particularization of the generic Connes-Moscovici formula
[14] and its later extensions [19, 10, 9, 11, 8]. A recent related work is [1], where
local index formulas for Rieffel deformed crossed products are derived. Among
these works, only [8] seems to cover the general settings of [3, 32] where the index
formulas were shown to hold over certain noncommutative Sobolev spaces. Notice
also that 0.4 gives a local formula for the character itself and not just of the pairing.
There is some interest from the condensed matter physics community in the
results summarized by 0.1-0.4 because all non-interacting quantum lattice models of
homogeneous materials can be generated as representations of crossed products by
Zd. The righthand side of 0.4 relates to the transport coefficients of real materials,
in particular, it has certain relevance for topological insulators [31]. While [3,
32] explained some outstanding properties of these materials in the presence of
strong disorder and magnetic fields, the approach is limited to the single particle
theory of solids, where the electron-electron interaction is treated as a mean-field
correction. In fact, even before considering the electron-electron interaction, one
needs to address the following shortcomings:
(a) The formalism works only for crossed products of commutative algebras.
(b) The K-groups of many crossed-products used in condensed matter can be
fully resolved by the top and the lower Chern numbers. [32] produced a non-
commutative theory only for the top Chern number.
(c) The pairing of the characters with the K-groups is always integral, hence not
relevant for the sequences of fractional topological phases, such as the fractional
Chern insulators [27].
Removing these deficiencies while maintaining the elementary character of the cal-
culation was the main motivation for the present work.
The root of the problem is the representation of the Fredholm modules on Hilbert
spaces and a natural cure is provided byKK-theory. While exploring this path, we
discovered that the crossed-productA⋊ξZd can be canonically imbedded in the C∗-
algebra of adjointable operators over the standard Hilbert A-module HA. A Dirac
operator over HA can be naturally defined from the action of Zd after tensoring
with an appropriate Clifford algebra. Furthermore, if A posses a continuous trace,
then this trace can be naturally promoted to a lower semicountinuous trace “T over
the imbedding algebra. The definitions of the intrinsic Fredholm modules, of the
notion of summability and of the intrinsic Chern-Connes characters are then fairly
straightforward (see Defs. 5.2, 5.3 and 6.1, respectively).
One outcome of the approach (see Th. 6.3) is that the operator replacing the one
appearing inside the Index in 0.3 is now a generalized Fredholm operator over HA.
As such, Mingo’s index [24] for C∗-modules provides a KK-map fromK0(A⋊ξ Zd)
to K0(A). One could imagine the possibility of the crossed product A⋊ξ Zd being
imbedded in the algebra of adjointable operators over HB of another C∗-algebra, in
which case one will perhaps obtain a KK-map into K0(B). This could be a useful
tool for the computation of theK0-groups. However, what we find interesting about
our construction is that it is intrinsic, in the sense that the entire construction is
natural and relying entirely on data from the C∗-dynamical system (A, ξ,Zd).
In analogy with the Breuer-Fredholm index for von Neumann algebras [5, 6] and
the later generalizations [26], and especially [28], we define a numerical “T -index
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for the multiplier algebra, by applying the trace “T on the Mindex of generalized
Fredholm operators over HA. This numerical index takes values in the image of
K0(A) under the trace “T and the structure of this sub-group of R can be far more
complex than Z. For example, if A is the irrational rotational algebra Aθ, then
this image is at least (Z+ θZ)∩ [0, 1] [34]. This addresses point (c) above. In order
to compute the “T -index, we develop a generalized Fedosov principle and a Fedosov
formula (see Th. 4.6), which enables us to prove an index formula for the pairing
of the intrinsic Chern-Connes characters with K0(A⋊ξ Zd). Hence, this pairing is
in the image of K0(A) under the trace “T .
Lastly, using the same elementary methods as in [32], we derive a local formula for
the Chern-Connes cocycle, similar to 0.4 (see Th. 6.5). The theory now covers the
lower Chern numbers, though only in the regime of weak disorder. An application
for disordered topological insulators in 3 space-dimensions is provided in the last
Chapter, where an index formula for the so called weak topological invariants is
derived and predictions about their possible values are made.
1. PRELIMINARIES
Let (A, ξ,Zd) be a C∗-dynamical and A⋊ξZd its canonical crossed-product. The
C∗-algebra A is assumed separable and to posses a unit and a faithful, continuous
and ξ-invariant trace TA. This is the only input we need for the definition and
characterization of the intrinsic Chern-Connes characters.
Throughout our presentation, we follow closely the notation from Davidson’s
monograph [15]. In particular, the core algebra AZd will be represented by formal
finite sequences:
(1.1) a =
∑
q
aq · q, aq ∈ A, q ∈ Zd,
together with the standard algebraic operations. The algebra A is imbedded in the
crossed-product as:
(1.2) A ∋ a→ a = a · 0 ∈ A⋊ξ Zd,
and the additive group as:
(1.3) Zd ∋ q → uq = 1 · q ∈ A⋊ξ Zd.
The first imbedding is isometric and the second one is in the group of unitaries of
A⋊ξ Zd.
The Fourier calculus is defined by the group of automorphisms
{
ρλ
}
λ∈Td
on
A⋊ξ Zd [15], which act on the core algebra as:
(1.4) Td ∋ λ→ ρλ(a) =
∑
q
λqaq · q, λq = λq11 . . . λqdd .
The Fourier coefficients of a ∈ A⋊ξ Zd are defined by the Riemann integral:
(1.5) Φq(a) =
∫
Td
dµ(λ) ρλ(au
−1
q ) =
∫
Td
dµ(λ) λ−qρλ(a)u
−1
q ,
where µ is the Haar measure on Td. The Fourier coefficients will be seen as elements
of A.
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Proposition 1.1 ([15], pg. 223). The Cesa`ro sums:
(1.6) aN =
N∑
q1=−N
. . .
N∑
qd=−N
d∏
j=1
Å
1− |qj |
N + 1
ã
Φq(a) · q
converge in norm to a ∈ A⋊ξ Zd as N →∞.
Hence, generic elements from A⋊ξ Zd can be representated as a Fourier series:
(1.7) a =
∑
q∈Zd
Φq(a) · q,
where the infinite sum must be interpreted via 1.1.
The Fourier calculus generates a canonical faithful and continuous trace on A⋊ξ
Zd [15]:
(1.8) T {a} = TA{Φ0(a)}.
It also generates a set of un-bounded derivations, ∂ = (∂1, . . . , ∂d), through the
generators of the d-parameter group of automorphisms {ρλ}λ∈Td . The derivations
act as:
(1.9) ∂a = ı
∑
q∈Zd
qΦq(a) · q, (ı =
√−1).
Together, (∂, T ) define the non-commutative calculus over A⋊ξ Zd.
Generically, the cocycles can be defined only on a pre C∗-sub-algebra of A⋊Zd
[13], which can be generated by various means [37, 33]. Below we describe one such
sub-algebra which we find particularly convenient for the calculations to follow.
Proposition 1.2. Consider the set (A⋊ξ Zd)loc:
(1.10)
{
a ∈ A⋊ξ Zd | ∃ α < 1, s.t. sup
q
(
α−|q|‖Φq(a)‖
)
<∞
}
.
Then:
(i) The set (A⋊ξ Zd)loc can be equivalently characterized as:
(1.11)
{
a ∈ A⋊ξ Zd | ρλ(a) analytic of λ in a strip around Td
}
.
(ii) When equipped with the algebraic operations, (A⋊ξ Zd)loc becomes a dense
sub-algebra of A⋊ξ Zd.
(iii) This sub-algebra is stable under the holomorphic functional calculus.
Proof. (i) Note that ρλ is entire on AZd. If b ∈ AZd and a ∈ A⋊ξ Zd with ρα(a)
analytic of α in a finite strip around Td, then ρα(ab) can be analytically continued
in the same strip via ρα(ab) = ρα(a)ρα(b). Likewise, if λ ∈ Td, then ραλ(a) can
be analytically continued in α via:
(1.12) ραλ(a) = ρλ ◦ ρα(a) = ρα ◦ ρλ(a).
The last equality holds because the analytic continuations are unique [4]. Then:
Φq
(
ρα(a)
)
=
∫
Td
dµ(λ) ρλ
(
ρα(a)u−q
)
= αq
∫
Td
dµ(λ) ρα
(
ρλ(au−q)
)
.(1.13)
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We can exchange ρα and the integral by using the dominated convergence theorem,
to conclude:
(1.14) Φq
(
ρα(a)
)
= αqρα
(
Φq(a)
)
= αqΦq(a).
This identity is valid for any α in a strip around Td, and this strip is independent
of q. Taking αi = α
−qi/|q| with |α| close-enough to 1, we obtain:
(1.15) ‖Φq(a)‖ ≤ α|q|‖ρα(a)‖, ∀q ∈ Zd.
Now assume a ∈ (A⋊ξ Zd)loc. We can apply ρα on the Cesa`ro sums:
(1.16) ρα(aN ) =
N∑
q1=−N
. . .
N∑
qd=−N
d∏
j=1
Å
1− |qj |
N + 1
ã
αqΦq(a) · q,
and the righthand-side and its derivatives with respect to α can be seen to be
absolutely norm-convergent as N → ∞, for α in a thin-enough strip around Td.
The statement then follows.
(ii) (A ⋊ξ Zd)loc is closed under the algebraic operations, which can be seen
directly from representation 1.11. Indeed, if ρα(a) and ρα(b) are analytic in a
strip around Td, then ρα(ab) can be analytically continued over the same strip via
ρα(ab) = ρα(a)ρα(b). (A⋊ξ Zd)loc is dense in A⋊ξ Zd because it contains AZd.
(iii) Consider a ∈ (A⋊ξ Zd)loc which is invertible in A⋊ξ Zd. We need to show
that its inverse belongs to (A⋊ξ Zd)loc. Since the latter is dense in A⋊ξ Zd, there
is b from (A⋊ξ Zd)loc such that ‖ab− 1‖ < 1. Then ab = 1− (1−ab) is invertible,
hence b is invertible and a−1 = b(ab)−1. Taking r = 1 − ab, the problem is
reduced to showing that (1−r)−1 belongs to (A⋊ξ Zd)loc. Recall that ‖r‖ < 1 and
r ∈ (A⋊ξ Zd)loc. Now, ρα(r) is analytic of α in a finite strip around Td hence, by
taking |α| sufficiently close to the unit circle, ‖ρα(r)‖ < 1 and ∑∞n=0 (ρα(r))n is
converges in norm together with its ∂α-derivatives. We conclude that ρα
(
(1−r)−1)
is analytic in a strip around Td. 
(A⋊ξ Zd)loc is a Fre`chet algebra and (A⋊ξ Zd)loc belongs to the domain of any
simple or higher derivation ∂n. The stability under the holomorphic functional
calculus ensures that the K0-groups of (A ⋊ξ Zd)loc and A ⋊ξ Zd coincide [13].
Besides, as we shall see, the canonical Fredholm module associated to the crossed
product A ⋊ξ Zd is automatically (d + 1)-summable. These facts made us believe
that (A⋊ξ Zd)loc is the natural domain for the intrinsic Chern-Connes characters.
2. THE REPRESENTATION
In this Chapter we show that the C∗-algebra of adjointable operators over the
standard Hilbert A-module HA can serve as a natural imbedding algebra for A⋊ξ
Z
d. This will provide a natural connection between the K-theories of A⋊ξ Zd and
of A, as formulated within the framework of the standard Hilbert A-module (see
for example Chapter III in [38]).
Viewing A as a right Hilbert A-module, HA is defined as the tensor product
A ⊗ H of Hilbert C∗-modules, with H being an ordinary separable Hilbert space
[16]. The inner product on HA is 〈a ⊗ φ|b ⊗ ψ〉 = 〈φ|ψ〉a∗b. The C∗-algebra of
adjointable compact operators ([20], Def. 4) over HA is isomorphic to A⊗K, where
K is the algebra of compact operators over separable Hilbert spaces. The C∗-algebra
of adjointable operators ([20], Def. 3) over HA is isomorphic toM(A⊗K) (cf. [20],
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Th. 1), the multiplier algebra or double centralizer [7] of A⊗K. From a standard
property of the tensor products and their multiplier algebras ([38], Corollary T.6.3),
we have a chain of algebra inclusions:
(2.1) A⊗ K ⊂ A⊗ B ⊂M(A⊗K),
where B is the algebra of bounded operators over separable Hilbert spaces and the
tensor product in A⊗B is with the spatial C∗-norm. This observation is important
for us because the crossed-product algebra can be naturally imbedded in A⊗B and
2.1 will provide an imbedding in M(A⊗K), which is what we formally need.
In the present context, it is convenient to make the choice H = ℓ2(Zd), in which
case the elements of HA can be uniquely expressed as:
(2.2) (bx) =
∑
x∈Zd
bx ⊗ δx ∈ A⊗ ℓ2(Z2),
with {δx} being the canonical orthonormal basis in ℓ2(Zd). Similarly, the elements
of A⊗K and A⊗ B take the form:
(2.3) aˆ =
∑
x,y
axy ⊗ Ex,y,
with Ex,y being the system of matrix-units over ℓ
2(Zd), Ex,yδz = δyzδx. Let
us also mention the ideal of finite-rank elements, algebraically generated by the
rank-one operators:
(2.4) θ
(bx)
(ax)
(
(cx)
)
= (ax)〈(bx)|(cx)〉, (ax), (bx), (cx) ∈ HA.
In our settings:
(2.5) θ
(bx)
(ax)
=
∑
x,y∈Zd
axb
∗
y ⊗ Ex,y.
The ideal of finite-rank operators is dense in A⊗K.
Proposition 2.1. The following map
(2.6) A⋊ξ Zd ∋ a→ πˆ(a) =
∑
x,q∈Zd
ξxΦq(a)⊗ Ex,x−q ∈ A⊗ B,
is well defined. It provides a faithful morphism of C∗-algebras and a faithful imbed-
ding of A⋊ξ Zd in M(A⊗K).
Proof. Our first task is to show that πˆ is really intoA⊗B, i.e. that πˆ(a) is a bounded
operator when represented on some Hilbert space K ⊗ ℓ2(Zd). For a ∈ AZd, this
can be accomplished by elementary means using a covariant representation of the
dynamical system (A, ξ,Zd). Furthermore, for a and b fromAZd, one can explicitly
verify that (note the similarity between 2.6 and 0.1):
(2.7) πˆ(a)πˆ(b) = πˆ(ab) and πˆ(a∗) = πˆ(a)∗.
The map is obviously faithful. At this point we established that πˆ is a faithful
∗-representation of AZd inside the C∗-algebra A ⊗ B. By the very definition of
A⋊ξ Zd, this representation must extend over the whole crossed-product. 
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3. THE CANONICAL TRACE AND ITS SPECIFIC CLASSES OF
ELEMENTS
The trace TA on A and the ordinary trace on B provide a trace “T = TA ⊗Tr on
A⊗ B. This trace can be characterized more directly as follows.
Proposition 3.1. Let A⊗ B+ be the positive cone of A⊗ B. The functional:
(3.1) A⊗ B+ ∋ aˆ→ “T {aˆ} = ∑
x∈Zd
TA{axx} ∈ [0,∞],
is a faithful, lower semicontinuous trace.
We recall the following standard consequences of “T being a trace:
• The set of trace-class elements:
(3.2) S1 = span{aˆ ∈ A⊗ B+ | “T {aˆ} <∞}
is a two-sided ideal in A⊗ B.
• The set of Hilbert-Schmidt elements:
(3.3) S2 = {aˆ ∈ A⊗ B | “T {aˆ∗aˆ} <∞}
is a two-sided ideal in A⊗ B and S1 = S2 · S2.
• The trace is cyclic:
(3.4) “T {aˆbˆ} = “T {bˆaˆ}
for all aˆ ∈ SA and bˆ ∈ A⊗ B.
• The trace is invariant to conjugation by unitaries:
(3.5) “T {uˆ∗aˆuˆ} = “T {aˆ}
for all aˆ ∈ SA and unitary uˆ ∈ A⊗ B.
The following characterization of the trace-class elements is essential for the
generalized Fedosov principle elaborated in the next Chapter.
Proposition 3.2. S1 = A⊗ S1, where S1 is the ideal of trace-class operators in B.
Proof. Given that “T is the extension of TA ⊗ Tr, A⊗ S1 automatically belongs to
the domain of “T . We need to show the reverse inclusion, which follows if we can
show that S2 ⊂ A ⊗ S2 where S2 is the ideal of Hilbert-Schmidt operators in B.
Since A is separable and TA is faithful and continuous, A can be completed to a
separable Hilbert space when equipped with the inner product 〈a|b〉 = TA(a∗b).
Let {ek} ∈ A be an orthonormal basis of this Hilbert space. Then any element in
A ⊗ B can be uniquely represented as ∑k ek ⊗ Tk. If such element belongs to S2,
then
(3.6) “T {(∑
k
ek ⊗ Tk
)∗∑
k
ek ⊗ Tk
}
=
∑
k
Tr{T ∗kTk} <∞,
hence
∑
k ek ⊗ Tk ∈ A⊗ S2. 
It will also be important to realize that the ideal of finite-rank operators belongs
to the domain of the trace. Indeed:
(3.7) “T {θ(bx)(ax)
}
= TA
{〈(ax)|(bx)〉∗}.
Then it is obvious that any finite combination of θ’s is in S1.
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4. GENERALIZED FREDHOLM INDEX AND THE FEDOSOV
FORMULA
Within the framework of standard modules, K0(A) is defined as ([38], pg. 264):
(4.1) K0(A) = {[pˆ]− [qˆ] | pˆ, qˆ projectors in A⊗K},
where [ ] indicates the classes under the Murray-von-Neumann equivalence relation
in M(A ⊗ K). We recall the index map for Hilbert C∗-modules, developed over
a stretch of works by Kasparov [20, 21], Miˇscˇenco and Fomenko [25], Pimsner,
Popa, and Voiculescu [29] and assembled in the final form by Mingo [24]. Se also
the pedagogical exposition in [38] which calls this index the Mindex. We will do
the same here. In short, one defines the generalized Calkin algebra as the corona
M(A⊗K)/A⊗K, and the class of generalized Fredholm elements as:
(4.2) FA = {fˆ ∈M(A⊗K) | p(fˆ) invertible in M(A⊗K)/A⊗ K},
where p is the quotient map M(A⊗K)→M(A⊗K)/A⊗K.
M(A⊗K) is not a von-Neumann algebra, hence the polar decomposition cannot
be assumed automatically.1 Nevertheless, any fˆ ∈ FA admits a compact perturba-
tion gˆ (i.e. fˆ − gˆ ∈ A ⊗ K) which does accept a polar decomposition gˆ = wˆ|gˆ|,
with wˆ a partial isometry (see [24], Proposition 1.7). This partial isometry defines
two compact projectors:
(4.3) ker gˆ = 1− wˆwˆ∗ ∈ A⊗K
and
(4.4) ker gˆ∗ = 1− wˆ∗wˆ ∈ A⊗K,
which at their turn define an element of the K0(A)-group:
(4.5) [ker gˆ]− [ker gˆ∗] ∈K0(A).
This element of K0(A) is insensitive of the compact perturbation gˆ used in the
construction, hence it is truly determined by the Fredholm element fˆ . Mingo’s
index map over HA is then defined as [24]:
(4.6) Mindex{fˆ} = [kerfˆ ]− [kerfˆ∗] ∈K0(A),
where it is understood that possible (irrelevant) compact perturbations are used to
define the kernels. The Mindex is invariant to norm-continuous deformations of fˆ
and two Fredholm operators have the same Mindex precisely when they are in the
same path-component of FA. The group of the homotopy classes of the generalized
Fredholm elements characterizes completely the K0-group:
Theorem 4.1 ([24]). K0(A) ≃ [FA].
Our goal for this Chapter is to define a numerical index which is computationally
more advantageous. We start with a statement which is standard for operators over
ordinary Hilbert spaces:
Proposition 4.2. Any projector in A⊗K is finite-rank.
1According to an argument due to W. J. Phillips, the polar decomposition is equivalent to
asking that fˆ has closed range (see [38], Th. 15.3.8).
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Proof. We will take advantage of the fact that the set of finite-rank elements is an
ideal in M(A⊗K) and that this ideal is dense in A⊗K. Let
(4.7) pˆN =
∑
|x|<N
1⊗ Ex,x,
be the standard approximation of identity for A ⊗ K. Then, for any projector
e ∈ A ⊗ K, eˆpˆN converges to eˆ in M(A ⊗ K) as N → ∞. Consequently, for N
large enough:
(4.8) sˆ = 1− eˆ(1− pˆN )
is invertible in M(A ⊗ K) and eˆsˆ = eˆpˆN , hence a finite rank operator. Therefore
eˆ = (eˆpˆN)sˆ
−1 is finite-rank. 
This detail is important for our development because it shows that the compact
projectors belong to the domain of the trace “T . As such, the pairing of “T with
K0(A) is straightforward:
Proposition 4.3. The map:
(4.9) K0(A) ∋ [pˆ]− [qˆ]→ “T {pˆ} − “T {qˆ} ∈ R.
is a group morphism.
Definition 4.4. The generalized Fredholm index, which we call the “T -index, is
defined as:
(4.10) FA ∋ fˆ → Index{fˆ} = “T {kerfˆ} − “T {kerfˆ∗}.
The following characterization of the “T -index is a direct consequence of the
properties of the Mindex mentioned earlier.
Proposition 4.5. The “T -index defines a map “T : FA → R which is a locally
constant homomorphism of semigroups (multiplicative for FA and additive for R).
As for the Breuer-Fredholm index [11], the injectivity modulo path components
present in 4.1 may be lost and the information about K0(A) group, that can be
extracted using the “T -index, can be limited. One recalls that this is not the case
for the classic Fredholm index. However, there is an advantage for using both
the “T -index and the Mindex, the former being algorithmically computable as the
following generalization of the Fedosov’s work [17] shows.
Theorem 4.6 (Fedosov principle and formula). Let fˆ ∈M(A⊗K) with ‖fˆ‖ ≤ 1.
Then:
(i) If there exists a natural number n such that:
(4.11) (1− fˆ∗fˆ)n and (1− fˆ fˆ∗)n ∈ S1,
then fˆ ∈ FA.
(ii) If (1) holds, then the “T -index can be computed via:
(4.12) Index{fˆ} = “T {(1− fˆ∗fˆ)n} − “T {(1− fˆ fˆ∗)n}.
Proof. (i) Assume 4.11 true. Then 3.2 assures that (1− fˆ∗fˆ)n belongs to A⊗ S1,
hence compact. Taking n′ > n of the form n′ = 2k, we can apply successively the
square root on (1− fˆ∗fˆ )n′ to access 1− fˆ∗fˆ . The latter is necessarily compact due
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to the following generic argument. Suppose aˆ ∈ A⊗K is positive. Then its square
root is defined as a positive element by the continuous functional calculus and:
(4.13)
√
aˆ = lim
ǫց0
aˆ
(
ǫ+
√
aˆ
)−1
,
where the limit is in M(A ⊗K). Since A⊗ K is an ideal, the operators inside the
limit belong to A⊗K and, since A⊗K is closed, the limit is in A⊗K. Similarly,
1− fˆ fˆ∗ ∈ A⊗K. Therefore, p(fˆ) is invertible in M(A⊗K)/A⊗K.
(ii) Assume for the beginning that fˆ accepts a polar decomposition fˆ = wˆ|fˆ |,
with wˆ = wˆwˆ∗wˆ and wˆ∗ = wˆ∗wˆwˆ∗. We write:
(4.14) 1− fˆ fˆ∗ = 1− wˆwˆ∗ + wˆ(1− |fˆ |2)wˆ∗,
and note that:
(4.15) (1− wˆwˆ∗)(wˆ(1 − |fˆ |2)wˆ∗) = 0
and
(4.16)
(
wˆ(1 − |fˆ |2)wˆ∗)(1 − wˆwˆ∗) = 0.
When combined with the elementary fact wˆ∗wˆ|fˆ | = |fˆ |, these lead to:
(4.17) (1− fˆ fˆ∗)n = 1− wˆwˆ∗ + wˆ(1− |fˆ |2)nwˆ∗.
Using the cyclic property of the trace:
(4.18) “T {wˆ(1− |fˆ |2)nwˆ∗} = “T {wˆ∗wˆ(1− |fˆ |2)n}
and, since wˆ∗wˆ|fˆ | = |fˆ |, it follows that:
(4.19) wˆ∗wˆ(1 − |fˆ |2)n = wˆ∗wˆ − 1 + (1− |fˆ |2)n.
This together with 4.12 gives:
(4.20) “T {(1− fˆ∗fˆ )n} − “T {(1− fˆ fˆ∗)n} = “T {1− wˆ∗wˆ} − “T {1− wˆwˆ∗}.
The affirmation is then proven for the particular case when fˆ accepts a polar
decomposition.
For the generic case, note that we already established that fˆ is unitary modulo
A ⊗ K. Then we can apply Lemma 7.4 of [29] which, as noted in [24], extends
to the present context. This Lemma assures us that fˆ(1 − pˆN ) accepts the polar
decomposition, with pˆN defined in 4.7 and N large enough. Then fˆ(1 − pˆN ) is a
compact perturbation of fˆ with a polar decomposition, and since 4.11 still applies
for fˆ(1− pˆN ):
(4.21) Index{fˆ} = “T {(1− (1− pˆN )fˆ∗fˆ(1− pˆN ))n} − “T {(1− fˆ(1 − pˆN )fˆ∗)n}.
Using the cyclic property of the trace, one can check directly that all the terms
containing pˆN cancel identically, hence this last equation can be reduced to 4.12. 
The above statements can be generalized in the following way. Suppose there
are projections pˆ and pˆ′ such that pˆ′fˆ = fˆ pˆ = fˆ and pˆ′ = sˆpˆsˆ with sˆ a symmetry
(i.e. sˆ self-adjoint and sˆ2 = 1). Let:
(4.22) f˜ = (1 − pˆ)sˆ+ fˆ .
By applying the generalized Fedosov principle on f˜ , we learn that f˜ ∈ FA provided:
(4.23) (pˆ′ − fˆ∗fˆ )n and (pˆ− fˆ fˆ∗)n ∈ S1.
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Furthermore, if 4.23 holds, then we can apply the generalized Fedosov formula on
f˜ , which gives:
(4.24) Index{f˜} = “T {(pˆ′ − fˆ∗fˆ)n} − “T {(pˆ− fˆ fˆ∗)n}.
The above index will be understood as the index of fˆ as an operator between the
right A-modules pˆHA and pˆ′HA.
5. THE INTRINSIC FREDHOLM MODULE
We extend πˆ to a representation πˆγ = id⊗ πˆ on Cld ⊗M(A⊗K), where Cld is
the even Clifford algebra with generators:
(5.1) γiγj + γjγi = 2δij i, j = 1, . . . , d.
We denote by Trγ the standard normalized trace on Cld. Kasparov’s stabilization
theorem ([20], Th. 2) assures us that we can replace A by Cld⊗A without changing
the K-theory and, by examining the arguments in the previous Chapter, one can
convince himself that replacing TA by Trγ ⊗ TA will fully accommodate the new
setup.
This extension enables us to define the Dirac element:
(5.2) d̂x0 =
∑
x∈Zd
γ · (x+ x0)⊗ 1⊗ Ex,x,
where x · y denotes the Euclidean scalar product x · y = x1y1 + . . . + xdyd. Note
that d̂x0 is an unbounded operator over HA but its phase Êdx0 = sign(d̂x0) is part
of the imbedding algebra:
(5.3) Êdx0 = ∑
x∈Zd
γ ·Ìx+ x0 ⊗ 1⊗ Ex,x ∈ Cld ⊗A⊗ B.
Throughout, we will use the notation Êx = x/|x|.
Remark 5.1. The shift x0 is allowed to take values in the cube [0, 1]
d. When
x0 /∈ Zd, the shift is useful because it provides an un-ambiguous phase. However, the
considerations leading to the inclusion of the shift x0 go beyond that. In particular,
the average over x0 ∈ [0, 1]d is absolutely essential for the key identity 6.19. When
x0 ∈ Zd then γ ·Ìx+ x0 needs to be modified at one point. This can be done in
various ways and is not an important detail.
One can verify directly that ( Êdx0)∗ = Êdx0 and ( Êdx0)2 = 1. Also:
(5.4) γ = γ0 ⊗ 1⊗ 1, γ0 = −ı d2 γ1γ2 . . . γd,
provides a grading that has the right properties:
(5.5) Êdx0γ = −γ Êdx0, and [πˆγ(a), γ] = 0 ∀ a ∈ A⋊ξ Zd.
All these lead to the following definition.
Definition 5.2. The family of intrinsic Fredholm modules for A ⋊ξ Zd is defined
as:
(5.6) (Cld ⊗M(A⊗K), πˆγ , Êdx0 , γ)x0∈[0,1]d .
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Definition 5.3. The family of Fredholm modules is n-summable over a sub-algebra
of A⋊ξ Zd if:
(5.7)
n∏
i=1
[ Êdx0 , πˆγ(ai)] ∈ Cld ⊗ S1,
for any ai in that sub-algebra.
Theorem 5.4. The intrinsic family of Fredholm modules is n-summable over (A⋊ξ
Zd)loc, for any n ≥ d+ 1.
Proof. Let ai ∈ (A⋊ξ Zd)loc. We will first show that:
(5.8)
∥∥∥( k∏
i=1
[ Êdx0 , πˆγ(ai)])
xx
∥∥∥ ≤ A|x+ x0|−k.
Consequently,
∏k
i=1
[ Êdx0 , πˆγ(ai)] belongs to S2 for all k > d/2 and the main af-
firmation follows for n ≥ d + 2. Additional work will be needed to cover the case
n = d+ 1. Returning to 5.8, it is useful to write the commutators explicitly:
(5.9)
[ Êdx0 , πˆγ(ai)] = ∑
x,y∈Zd
γ · (Ìx+ x0 −Ìy + x0)⊗ ξxΦx−y(ai)⊗ Ex,y.
Then ( k∏
i=1
[ Êdx0 , πˆγ(ai)])
xx
= (id⊗ ξx)
∑
xi∈Zd
δx1,0δxk+1,0(5.10)
k∏
i=1
γ · (Ú xi + x+ x0 − Ú xi+1 + x+ x0)⊗ ξxiΦxi−xi+1(ai),
and ∥∥∥( k∏
i=1
[ Êdx0 , πˆγ(ai)])
xx
∥∥∥ ≤ A ∑
xi∈Zd
δx1,0δxk+1,0(5.11)
k∏
i=1
∣∣Ú xi + x+ x0 − Ú xi+1 + x+ x0∣∣‖Φxi−xi+1(ai)‖.
Throughout, all uninteresting constants will be denoted by A. Due to the asymp-
totic behavior:
(5.12) Ïy + x−Ìy′ + x ∼ |x|−1(y − y′ + (Êx · (y − y′))Êx),
as |x| → ∞, the supremum
(5.13) S(y,y′) = sup
{|x|∣∣Ïy + x−Ìy′ + x∣∣,x ∈ Rd}
is finite. S(y,y′) has the scaling property:
(5.14) S(sy, sy′) = sS(y,y′),
hence, by taking s = (|y|+ |y′|)−1, we obtain the upper bound:
(5.15) S(y,y′) ≤ (|y|+ |y′|) sup{S(x,x′), |x|+ |x′| = 1}.
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The conclusion is:
∥∥∥( k∏
i=1
[ Êdx0 , πˆγ(ai)])
xx
∥∥∥ ≤ |x+ x0|−k(5.16)
A
∑
xi∈Zd
δx1,0δxk+1,0
k∏
i=1
(|xi|+ |xi+1|)α|xi−xi+1|,
with α < 1. The remaining sum is finite.
Let us now consider the element:
(5.17) eˆ =
∑
x∈Zd
|x|− 14 1⊗ 1⊗ Ex,x ∈ Cld ⊗A⊗ B.
Given 5.8, we have:
(5.18)
( d/2∏
i=1
[ Êdx0 , πˆγ(ai)])eˆ ∈ S2, ∀ ai ∈ (A⋊ξ Zd)loc
and, by conjugation, also:
(5.19) eˆ
( d/2∏
i=1
[ Êdx0 , πˆγ(ai)]) ∈ S2, ∀ ai ∈ (A⋊ξ Zd)loc.
Consider the sum:
(5.20) bˆ =
∑
x,q∈Zd
|x| 14 〈γ,Ìx+ x0 −Ú x− q + x0〉|x− q| 14 ⊗ ξxΦq(a d
2
+1)⊗ Ex,x−q,
with a d
2
+1 ∈ (A⋊ξ Zd)loc. Using 5.15, we have:
(5.21) ‖bx,x−q‖ ≤ A|x|− 12α|q|, α < 1,
hence bˆ ∈ Cld ⊗A⊗ B. Since S2 is an ideal:
(5.22)
( d/2∏
i=1
[ Êdx0 , πˆγ(ai)])eˆbˆ ∈ S2, ∀ ai ∈ (A⋊ξ Zd)loc
and combining with 5.19:
(5.23)
( d/2∏
i=1
[ Êdx0 , πˆγ(ai)])eˆbˆeˆ( d+1∏
i=d/2+1
[ Êdx0 , πˆγ(ai)]) ∈ S1.
A direct computation will show that:
(5.24) eˆbˆeˆ =
[ Êdx0 , πˆγ(a d
2
+1)
]
,
and the main affirmation follows, with n = d+ 1 this time. 
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6. THE INTRINSIC CHERN-CONNES CHARACTER AND ITS LOCAL
FORMULA
Definition 6.1. The intrinsic Chern-Connes character is defined by the cohomol-
ogy class of following d+ 1-cyclic cocycle:
(6.1) τd(a0, . . . ,ad) = 1/2
∫
[0,1]d
dx0 “T {γ Êdx0 d∏
i=0
[ Êdx0 , πˆγ(ai)]},
defined over (A⋊ξ Zd)loc.
Remark 6.2. We recall that the classic Chern-Connes characters are defined using
a representation and the trace on an ordinary Hilbert space [13]. Same algebra is
required to show that τd above is a cocycle.
Theorem 6.3 (The KK-map). Let p ∈ (A⋊ξ Zd)loc be a projector and let
πˆ±γ = 1/2(1± γ)πˆγ
be the decomposition of the representation πˆ with respect to the grading γ. Then
the element πˆ−γ (p)dˆx0 πˆ
+
γ (p) ∈M(A⊗K) is Fredholm, hence it provides a map:
(6.2) K0(A⋊ξ Zd) ∋ [p]→ Mindex{πˆ−γ (p) Êdx0 πˆ+γ (p)} ∈K(A).
Proof. Let us list a few useful identities:
(6.3) Êdx0[ Êdx0 , πˆγ(p)] = −[ Êdx0 , πˆγ(p)] Êdx0 ,
(6.4) πˆγ(p)
[ Êdx0 , πˆγ(p)] = −[ Êdx0 , πˆγ(p)]πˆγ(p)
and
(6.5) πˆγ(p)
[ Êdx0 , πˆγ(p)]2 = πˆγ(p) Êdx0 πˆγ(p) Êdx0 πˆγ(p)− πˆγ(p).
Now, if we take fˆ = πˆ−γ (p)dˆx0 πˆ
+
γ (p), then obviously we have the projectors πˆ
±
γ (p)
such that πˆ+γ (p)fˆ = fˆ πˆ
−
γ (p) = fˆ and (γ1 ⊗ 1 ⊗ 1)πˆ±γ (p)(γ1 ⊗ 1 ⊗ 1) = πˆ∓γ (p). As
such, we are allowed to use the Fedosov principle in the form 4.23. From identity
6.5:
(πˆ−γ (p)− fˆ fˆ∗)n = −πˆ−γ (p)
[ Êdx0 , πˆγ(p)]2n(6.6)
(πˆ+γ (p)− fˆ∗fˆ)n = −πˆ+γ (p)
[ Êdx0 , πˆγ(p)]2n,(6.7)
and, given the summability result 5.4, the Fedosov principle applies if we take
2n > d+ 1. 
Theorem 6.4 (The index theorem).
(6.8) τd(p, . . . ,p) = Index
{
πˆ−γ (p)dˆx0 πˆ
+
γ (p)
}
.
The “T -index on the right is independent of x0.
Proof. Given 5.12, dˆx0 − dˆx′0 is compact, hence the index is independent of x0. We
take n = d2 + 1 and, aided by 6.6 and 6.7, we apply the Fedosov-formula 4.24:
(6.9) Index
{
πˆ+γ (p)dˆx0 πˆ
−
γ (p)
}
= −“T {γπˆγ(p)[ Êdx0 , πˆγ(p)]d+2}.
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Using 6.5, the righthand side becomes:
(6.10) − “T {γ(πˆγ(p) Êdx0 πˆγ(p) Êdx0 πˆγ(p)− πˆγ(p))[ Êdx0 , πˆγ(p)]d},
which can be rewritten in two different ways:
(6.11) “T {γ Êdx0 πˆγ(p)[ Êdx0 , πˆγ(p)]d+1},
or
(6.12) “T {γ Êdx0[ Êdx0 , πˆγ(p)]d+1πˆγ(p)}.
Eq. 6.8 then follows from the following elementary identity:
(6.13) πγ(p)
[ Êdx0 , πˆγ(p)]d+1 + [ Êdx0 , πˆγ(p)]d+1πˆγ(p) = [ Êdx0 , πˆγ(p)]d+1,
property 5.5 and an average over x0. 
Theorem 6.5 (The local formula). The Chern-Connes cocycle accepts the local
formula:
(6.14) τd(a0, . . . ,ad) = Λd
∑
ρ∈Sd
(−1)ρT
{
a0
d∏
i=1
∂ρiai
}
,
where (∂, T ) is the non-commutative calculus over A⋊ξ Zd and Λd was defined in
0.4.
Proof. Opening the first commutator in the product of definition 6.1 transforms its
righthand side into:
1/2
∑
x∈Zd
Trγ ⊗ TA
{(
γ
(
πˆγ(a0)− Êdx0 πˆγ(a0) Êdx0) d∏
i=1
[ Êdx0 , πˆγ(ai)])
xx
}
.(6.15)
Given 6.3 and since d is even, we can swap Êdx0 and the product, and using the
cyclic property of Trγ we arrive at:
τd(a0, . . . ,ad) =
∫
[0,1]d
dx0
∑
x∈Zd
Trγ ⊗ TA
{(
γπˆγ(a0)
d∏
i=1
[ Êdx0 , πˆγ(ai)])
xx
}
.(6.16)
Now, using 5.10:
(
γπˆγ(a0)
d∏
i=1
[ Êdx0 , πˆγ(ai)])
xx
(6.17)
= (id⊗ ξx)
∑
xi∈Zd
δxd+1,0 γ0 ⊗ Φ−x1(a0)
d∏
i=1
γ · (Ú xi + x+ x0 − Ú xi+1 + x+ x0)⊗ ξxiΦxi−xi+1(ai).
16 EMIL PRODAN
Using the invariance of TA with respect to ξ-automorphisms and by combining the
integration over x0 with the summation over x, we conclude:
τd(a0, . . . ,ad) =
∑
xi∈Zd
δxd+1,0(6.18)
∫
Rd
dx Trγ
{
γ0
d∏
i=1
γ · (Ìx+ xi −Ô x+ xi+1)}
TA
{
Φ−x1(a0)
d∏
i=1
ξxiΦxi−xi+1(ai)
}
.
At this point we use the identity discovered in [32]:
δxd+1,0
∫
Rd
dx Trγ
{
γ0
d∏
i=1
γ · (Ìx+ xi −Ô x+ xi+1)} = Λ˜d ∑
ρ∈Sd
(−1)ρ
d∏
i=1
(xi)ρi ,
(6.19)
with Λ˜d = − (2π)
d
2
ı
d
2 (d/2)!
, to continue:
τd(a0, . . . ,ad) = Λ˜d
∑
ρ∈Sd
(−1)ρ
∑
xi∈Zd
TA
{
Φ−x1(a0)
d∏
i=1
(xi)ρiξxiΦxi−xi+1(ai)
}
.
(6.20)
Due to the anti-symmetrizer factor, we can replace (xi)ρi by (xi)ρi − (xi+1)ρi and
then
(
(xi)ρi − (xi+1)ρi
)
Φxi−xi+1(ai) by −ıΦxi−xi+1(∂ρiai). After these substitu-
tions we can recognize that:
τd(a0, . . . ,ad) = Λd
∑
ρ∈Sd
(−1)ρTA
{
Φ0
(
a0
d∏
i=1
∂ρiai
)}
(6.21)
and the affirmation follows. 
7. AN APPLICATION
One of the most successful applications of the noncommutative geometry in con-
densed matter is the solution to the Integer Quantum Hall Effect (IQHE) [3], which
explained the quantization and homotopy invariance of the Hall conductance of a
2-dimensional electron gas subjected to a perpendicular magnetic field and strong
disorder. It was Haldane [18] who first realized that certain materials can exhibit
all the characteristics of the standard IQHE even in the absence of an external
magnetic field. This type of materials are now called Chern insulators. Presently,
there exists an entire classificaltion table of presumably all topological insulating
phases of matter [36, 22, 35]. When examining this table (see for example Table
III in [35]), one notices that there are no Chern insulators in 3 space-dimensions.
The physical argument is that, although the transport coefficients do show some
topological characteristics in the absence or at weak disorder, those features will
presumably disappear in the regime of strong disorder. Translating, this means
that, although K0(C(Ω) ⋊ξ Z
3) = Z4 [C(Ω) ⋊ξ Z
3 is the algebra of physical ob-
servables, see below], the cocycles that can be paired with K0 are of degree lower
than the space dimension, hence they are not stable once the spectral gap of the
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Hamiltonian closes due to strong disorder. From a mathematical point of view, as
far as we know, this problem is completely open. The issue is definitely interesting,
being also tied to the quantized Hall-Effect in 3-dimensions, theoretically proposed
quite some time ago [23] but whose decisive experimental confirmation is still to
come.
The quantum dynamics of electrons in homogeneous 3-dimensional materials is
generated by self-adjoint operators on ℓ2(Z3,CQ) of the form [2]:
(7.1) (Hψ)x =
∑
q∈Z3
(
1 + λq(ξxω)
)
Aqψx−q,
where λq : Ω → C are functions over a classical dynamical system (Ω, ξ) and Aq ’s
are Q × Q ordinary matrices called hopping matrices. Typically, λq ’s are much
smaller than 1, hence the particular writing in 7.1. One will recognize in 7.1 the
standard representation πωh (see 0.1) of:
(7.2) h =
∑
q
φq · q ∈ C(Ω) ⊗MQ(C)⋊ξ Z3,
with:
(7.3) φq(ω) =
(
1 + λq(ω)
)⊗Aq.
For disordered crystals, the prototypical Ω is a Tychonoff space:
(7.4) Ω = IZ3 , Ω ∋ ω = {ωx}x∈Z,
and the action of Z3 is provided by the shift: ξy(ω) = {ωqx+y}. I is endowed
with a probability measure dPI and the product measure dP(ω) =
∏
x∈Z3 dPI(ωx)
provides an ergodic and ξ-invariant probability measure over Ω. At its turn, dP(ω)
provides a natural trace over C(Ω), hence over C(Ω) ⊗MQ(C). For topological
insulators, one can distinguish two different disorder regimes [30]: 1) The weak
disorder regime, where λq’s are small and some spectral gaps of H remain open.
The Fermi level ǫF is fixed in the middle of such a spectral gap. 2) The strong
disorder regime, where λq’s are large and all the spectral gaps of H are closed but
there are still regions of pure-point spectrum. ǫF is fixed in middle of such a region.
Although we are not yet in the position to resolve the strong disorder regime,
the machinery developed in this work is quite relevant here, as it generates an index
formula for the transport coefficients. The linear conductivity tensor σ is defined
by the relation Ji = σijEj , where J is the electron current set in motion by a weak
electric field E. The off-diagonal components of σ were computed in [23]. In the
language of crossed product algebras, it takes a form similar to that of the 1-st
noncommutative Chern number:
(7.5) σ12 = 2πı
∑
ρ∈S2
(−1)ρT3
{
p
2∏
i=1
∂ρip
}
,
in some adjusted physical units, but note the mismatch between the degree of the
cycle and the dimension of the crossed product. Above, T3 is the trace 1.8 on
C(Ω) ⊗MQ(C) ⋊ξ Z3 and p = χ(−∞,ǫF ](h) is the projector onto the spectrum of
h up to ǫF . The existence of a spectral gap at ǫF , i.e the weak disorder regime,
ensures that p belongs to the C∗-algebra C(Ω)⊗MQ(C)⋊ξ Z3.
One can already see that the righthand side of 7.5 is a pairing between a cyclic-
cocycle and a projector, hence a homotopy invariant [13]. We can now complete
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with an index formula which will tell us where this pairing takes place. We want
to point out that the methods of [32] cannot be used here because the cocycle is
not trace-class when represented on a Hilbert space! Within the new framework,
we identify A = C(Ω) ⊗MQ(C) ⋊ξ3 Z and define TA via the Fourier calculus on
C(Ω)⊗MQ(C)⋊ξ3 Z (cf. 1.8), and similarly for the trace T over A⋊ξ12 Z2. Then
C(Ω)⊗MQ(C)⋊ξ Z3 = A⋊ξ12 Z2 and T3 = T . Hence:
(7.6) σ12 = 2πı
∑
ρ∈S2
(−1)ρT
{
a0
2∏
i=1
∂ρip
}
= Index{πˆ−γ (p)Êdx0 πˆ+γ (p)}.
Consequently, σ12 takes values in “T (K0(C(Ω) ⋊ξ3 Z)). This provides a prediction
about the pattern of possible experimental values for σ12.
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