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Abstract 
Li, X., An adaptive method for solving nonsymmetric linear systems involving applications of SCPACK, 
Journal of Computational and Applied Mathematics 44 (1992) 351-370. 
Consider the following (large) system of linear equations: X = 7x + c, where it is assumed that T is an n x n 
real matrix with 1 excluded from the spectrum of T, and that c is a real vector of dimension n. This paper 
uses results from function theory, approximation theory and conformal mapping theory, and constructs an 
adaptive numerical method to solve the system above with the aid of SCPACK. This adaptive method 
periodically estimates the eigenvalue set to obtain near-asymptotically optimal rates of convergence of the 
associated (k, Z)-step semi-iterative methods. 
Keywords: Semi-iterative methods; asymptotically optimal SIMS; conformal mapping; asymptotic convergence 
factor; (k, @step methods; Chebyshev SIMS; GMRES; SCPACK. 
1. Introduction 
1.1. Overview 
An adaptive Chebyshev algorithm was presented by Manteuffel [16,17] for solving a large 
real nonsymmetric linear system 
Ax=b, (14 
where the spectrum of A, a(A), is located in the right half-plane. Manteuffel’s algorithm 
estimates the convex hull of the spectrum of A dynamically and determines optimal parameters 
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for the Chebyshev iteration method with respect to the estimated convex hull. If the convex hull 
of the spectrum of A cannot be well approximated by an ellipse, then the algorithm will not 
converge rapidly. 
Recently, many mathematicians have presented different ways to solve system (1.1). A 
Richardson’s method based on the zeros of certain polynomials that solve a uniform norm 
approximation problem on a set in the complex plane was used in [20]. Orthogonal polynomials 
with respect to the boundary of a compact set were applied as residual polynomials in [ll], 
where the set could be a finite union of several simply-connected regions. A method for 
computing optimal iteration parameters for Richardson’s method was supplied in [26]. The 
generalized minimal residual algorithm (GMRES), which computes an increment for an initial 
guess over a Krylov subspace such that the norm of the residual vector is minimized, was 
presented in [24]. A hybrid Chebyshev Krylov subspace algorithm (HCKS) combining GMRES 
and Chebyshev iteration was developed in [8]. k-step methods and semi-iterative methods 
induced by Faber polynomials and Faber series have been developed by Niethammer, Varga 
and their colleagues [2-5,19,27]. These k-step methods have been generalized to (k, /)-step 
methods by Parsons [22] and Gutknecht [13]. A new hybrid GMRES algorithm for nonsymmet- 
ric matrix iterations avoiding the spectrum estimates has been presented in [18]. 
In this paper, we concentrate on semi-iterative methods (SIMS) induced by a generalized 
Faber series. They are used to solve the fixed-point form of a large linear system 
x= Tx+c, (1.2) 
where T is an N x N real matrix with 1 @ u(T) and c is a real vector of dimension N. The 
basic concepts concerning asymptotically optimal semi-iterative methods (AOSIMS), Faber 
polynomials and Faber series are introduced in the remainder of this section. An asymptotic 
property of residual polynomials is given in Section 2. A numerical method for constructing a 
near-asymptotically optimal (k, &step method (AOKLM) is presented in Section 3. Instead of 
Chebyshev iteration, a near AOKLM is used to define an adaptive method in Section 4, which 
overcomes the shortcomings of Manteuffel’s algorithm and the HCKS algorithm [8]. Finally, 
two numerical experiments are given in Section 5. 
1.2. Basic concepts 
Given the linear system (1.2) in fixed-point form, the basic iterative method, for arbitrary 
x0 = a, is defined by 
xO=a, *r?l = TX,_, + c, m 2 1. (1.3) 
It is well known that (1.3) is convergent to the unique solution of (1.2) for arbitrary a if and 
only if the spectrum radius of T, p(T), is less than 1. Let P be an infinite lower triangular 
matrix 
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where each row sum is equal to 1. A semi-iterutiue method (SIM) induced by P with respect to 
(1.3) (cf. [31]) is defined by 
Y, ‘= F Tm,ixi> m 2= 0, P-5) 
i=O 
where C~Co~~,i = 1, for all m = 0, 1,. . . . Recently, this method has been studied by Nietham- 
mer, Varga and their colleagues. In this section, many concepts and results related to 
semi-iterative methods are reviewed. The reader is urged to read [5], which provides much of 
the background for this paper. 
We define a sequence of polynomials, associated with the matrix (1.4), by 
p,(z) := E 7rm,izi, m > 0, (1.6) 
i=O 
where p,(l) = 1. Let e, :=x - y, be the associated error vector for the iterates of (1.5) and let 
rm := c - (I - T)y, be the residual vector. Then, 
e, =p,(T)e,, rm =p,(T)r,. (1 J) 
The polynomials p,(z), m 2 0, are usually called residual polynomials. A polynomial of degree 
m - 1, associated with p,(z), is defined by 
q,_,(z) := 
1 -PAZ> 
l-z * (1.8) 
It can be shown that the SIM induced by the matrix P of (1.4) has the equivalent form 
y, =yo + 9,-I(T)r,. (1.9) 
From (1.91, the qm_l(~), m 2 1, are usually called the iteration polynomials. Since there is a 
one-one correspondence between the rows of P and the elements of (p,} and {q, _ 1}, the SIMS 
induced by them are equivalent (cf. [5]). 
In order to measure the asymptotic decrease of the error e,, we introduce the asymptotic 
convergence factor 
(1.10) 
of T with respect to the SIM induced by P, which is also called the root-conuergencefuctor (cf. 
[21]) and is independent of the norm chosen. If T is diagonalizable, then it can be shown that 
(1.11) 
Usually we do not have exact knowledge of o(T), but we may know a compact set fl containing 
a(T) with 1 G R. In practice, finding such an 0 is far easier than determining a(T). It is 
natural from (1.11) to define 
K(f& P) := lim ( 11 p,,, IIA’“). 
in+@= 
(1.12) 
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One would seek to find a SIM induced by P such that K(@ P) is as small as possible. Thus, we 
define 
K(o) := i;f K(& P), (1.13) 
which is called the asymptotic convergence factor (ACF) of R. If ~(0, P> = K(L!>, then a SIM 
induced by P’ is called an asymptotic optimal SIM (AOSIM) with respect to 0 (cf. [5]). Thus, 
for each diagonalizable matrix T with a(T) c 0, 
K(T, p) <K(o). (1.14) 
From approximation theory (cf. [32]), for each m > 1 there exists a unique solution p,* to the 
following approximation problem: 
min{ II P, II R: P, E rrn and p,(l) = I}, (1.15) 
where rm consists of all polynomials of degree at most m. Then, the SIM associated with 
{p,*}E=, is an AOSIM. However, it is in general not easy to solve (1.15). On the other hand, a 
SIM induced by any sequence of residual polynomials {p,(z)} with p,(l) = 1 such that 
(1.16) 
or equivalently, induced by any sequence of iteration polynomials {q,,_ Jz)) such that 
hm max 
m-m i 1 1 
l/h - 1) 
7 
- -%-1(Z) ZER 1-Z 
1 1 
= K(o) (1.17) 
is also an AOSIM. If (1.17) is valid, then {q, _ ,(z>}z= 1 is said to converge maximally to 
l/(1 - z> in 0 (cf. [32]). Therefore, the problem of constructing an AOSIM is closely related to 
a classical complex approximation problem. We will introduce an explicit and recursive way to 
find {p,(z)} or (q,,_l(z)), based on conformal mapping theory, such that (1.16) or (1.17) holds. 
1.3. Faber polynomials and Faber series 
Let 0 c C be a compact set containing more than one point, and assume that c\fl is 
simply-connected. It is well known that there exists a unique function !P which maps the 
exterior of the unit disk D onto the exterior of the set 0 with the following properties: !P is 
univalent on a=\0 and analytic on C\o, !P has a simple pole at 03 with V(m) = ~0, and 
q’(m) = y > 0. The inverse mapping @ := V1 also has a simple pole at m and satisfies 
q’(m) = l/y. The positive number y = y(0) is called the capacity of a. Then, the Laurent 
expansion of P at 0~) has the following form: 
V(w) = yw + 2 y_kW-k, Iw]>l. (1.18) 
k=O 
For convenience, we normalize !P by 
IWI >y, (1.19) 
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which is now a conformal mapping of E, := {w: I w I > y} onto c\fl with infinity corresponding 
to infinity and with $‘(w> = 1. Let 6 be the inverse mapping of @. It follows that 
6(z) = y@(z) =z + 2 &Z-k, ZEC\fi. (1.20) 
k=O 
If 1 G 0, the following result connecting the ACF of fi with the conformal mapping was shown 
in [5,32]: 
1 
K(fl) = I Q(1) I ’ 
(1.21) 
Let x(w) be regular and nonvanishing in E, with x(m) f 0. For each nonnegative integer at, 
x(&WY > .z can be expanded in a Laurent series in the neighborhood of a, i.e., 
X(6(z))gn(z) =F,(z; x) + c Pn,-kz-k. (1.22) 
k=l 
Its principal part is a polynomial of degree IZ and it is called the nth generalized Faber 
polynomial for the set 0 with respect to x. If x = 1, then F,(z) := F,(z; 1) is called the nth 
Faber polynomial for_ 0. For example, if aR is an ellipse with foci f 1, then the associated 
conformal mapping V(w) is given by ‘!P(w> = w + fw-’ and the nth Faber polynomial F,(z) is 
given by F,(z) = i[(,z + (z* - 1)1/2)n + (z - (z* - l)‘/*>“], and Lhis is nothing but the nth 
Chebyshev polynomial. If a0 = (z: 1 t -z. 1 = y} is a circle, then q(w) = w - z0 and F,(z) = (z 
- 2°K 
Assuming that &! is a Jordan curve, then for each R > y(O), the level curve r, is defined as 
the set r’ := {z: I @(z)l = R}. It can be shown that l/(1 -2) can be expanded into a 
generalized Faber series (cf. [25]), 
(1.23) 
Furthermore, the convergence of the partial sum of the Faber series is maximal (cf. [5]). 
Therefore, the SIM generated by p,(z) := 1 - (1 - z)q,_&z; x) is an AOSIM with respect to 
0, where q,_l(z; x) is the partial sum of the first m terms of the right-hand side of (1.23). For 
simplicity, if the weight function x is chosen as l/G’, then 
1 
- = 
l-z 2 &I’jl)F..(z: x), 
z E Int r, 6(r), .
n=O 
More material about Faber polynomials and Faber series can be found in [7,9,25]. 
2. Asymptotic property of residual polynomials 
(1.24) 
A brief review of SIMS generated by Faber polynomials and Faber series is given, and an 
asymptotic behavior of their residual polynomials is discussed in this section. 
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2.1. SIMS induced by Faber polynomials and Faber series 
SIMS generated by the Faber polynomials or the Faber series were first considered in [4,5]. 
The first kind of SIMS (called SIM 1) is induced by the generalized Faber series with the 
special weight function x(w) = l/!@‘(w) and the corresponding residual polynomials p),(z) := 
1 - (1 - z)q,_ 1( z; x), where qm_ Jz; x) is the partial sum of the generalized Faber series (cf. 
(1.23)). The iteration scheme is as follows. 
Theorem 1 (cf. Eiermann, Niethammer and Varga [5]). For the iterates 
there holds 
Yo =c, Y, = c + PU,TY,, 
m-l 
Ym=PO(TYm-l+C)+ C PjYm-j+ 
j=l 
where the coefficients pI, are given by 
1 
and pk= - 
ffk-l 
IJo = 6(l) [ 01 &l 
k’ kal, 
(24 
(2.2) 
P-3) 
where the cxk’s are the Laurent coefficients of !k (cf. (1.19)). 
Two other kinds of SIMS have recently been presented in [2]. One (called SIM 2) is related 
to the partial sum q,_,(z) of the Faber series, whose corresponding residual polynomials are 
chosen to be p,(z) := 1 - (1 -t)q,_Jz). 
The other (called SIM 3) is related to the Faber polynomials, in which the normalized mth 
Faber polynomial p,(z) := F,(z)/F,(l) is considered as the residual polynomial, where F,(z) 
is the Faber polynomial of degree m. The iteration schemes of SIM 2 and SIM 3 are generated 
in [2]. The upper bounds on the corresponding errors for the above three kinds of SIMS could 
also be found in [2]. 
The conformal mapping @ associated with the set 0 usually has infinitely many nonzero 
terms in its Laurent expansion. We note that, in general, for an arbitrary SIM all the vectors 
Ym-1, Ym-2>*‘*, y. are needed in order to compute y,. On the other hand, practical methods 
require that only a small number of the previous yi’s be used, i.e., 
which is called the k-step stationary iterative method [19] for (1.2). When a practical SIM is 
constructed from Faber polynomials or Faber series, a natural way to achieve such a finite 
number of terms is to truncate I& to the function !Pk(w) := w + a0 + (~iw-’ + . . * +a,_,~‘-~. 
Thus, only the first few terms of the Laurent expansion of @ are used. The modified SIM 1 and 
modified SIM 2 which replace y, by the vector y, _k_ i, which is the most recently unused 
vector in the iteration formula, are nothing but (k + &step Euler methods corresponding to 
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the mapping !8k(~). The numerical experiments show that the modified SIM 1 and modified 
SIM 2 are as good as SIM 3. 
Suppose that the SIM converges very slowly. If a good accuracy is needed, then more storage 
of vectors is required and much more computation at each iterative step is involved. Now, a 
natural question to be answered is how to reduce the number of required vectors and amount 
of computation at each iterative step, without affecting the convergence rate of the SIM much. 
In other words, what we are interested in is how to improve the convergence rate of SIM 
significantly by only slightly increasing the computation at each iterative step. 
Recently, the k-step method has been generalized in special cases by Parson (cf. [22]). A 
class of (cc), co)-step methods and their special (k, @step methods for solving linear systems of 
equations have been presented by Gutknecht (cf. [13]). More discussion about (k, &step 
methods is given in the next section, and we turn to the development of the asymptotic 
behavior of residual polynomials. 
2.2. Asymptotic property of residual polynomials 
Let q,(z) be the mth partial sum of the Faber series of l/(1 -z> for the set 0, i.e., 
m 6’(l) 
4,(z) = c 
n=a 4”+‘(l) 
F,(z). (2.4a) 
As mentioned in Section 2.1, the SIM generated by 
P,(Z) := 1 - (1-+&4(Z) 
is an AOSIM with respect to 0. In other words, 
(2.4b) 
C(1, (.u), where 0 < (Y < 1. In other words, its parameterization z = z(s), wit,h respect to the arc 
length, is continuously differentiable with z’(s) E Lip (Y. It follows that Q(z) is continuously 
differentiable in @\0 and 6’ E Lip (Y. Under this assumption on an, we have the following 
lemma. 
Lemma 2. Let Z? belong to Ccl, (~1, where 0 < (Y G 1. For the sequence of residual polynomials 
1 P,(d) defined in (2.41, there holds 
It is of interest to determine the asymptotic behavior of the sequence { 1 @cl) I m II p, II & > ,,, 
where, as usual, II p, II n := sup{ I p, I: z E 01 denotes the uniform norm on a. 
Now, we assume that he boundary of fl is a rectifiable Jordan curve and belongs to the class 
lim I Q(1) I m II Pi II R = m-m P-6) 
Proof. For each positive integer m and z E aa, it follows from (2.4) that 
6’(l) 
IP,&)~ = 11-d 2 ~.+l(lIF,(z). 
n=WI 
P-7) 
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Substitute F,(z) = &(z) + (F,(z) - &‘Yz>) in the previous expression. It is claimed that 
i i 
m W)-w4 =. zEan 
lim I@(l)]” C 
m+m n=l?l Ii &n+l(l) ’ * 
We first prove the claim. In [28] is shown that 
P-8) 
where c1 is a constant, independent of II, and y is the capacity of 0. It is noted that for E > 0, 
there exists an integer m such that (In n>/# < E for all y1 > m. Thus, it follows from 
g(l) = -y@(l) that for sufficiently large m, 
m F,(z) -d+(z) 
I@(l)l” c G Ii;:), n=O I@(l)l” G 2 l 
ClC2 
il=P?I &+1(l) I @l) I E’ 
(2.10) 
where c2 is the sum of the geometric series, which converges since l/I Q(l) I < 1. Therefore, 
(2.8) is established. 
Next from (2.2) and (2.81, we have 
lim ]@(l)]“lp,(Z)l =~~m16r(l)l II-zl I@(l)1 j”, :qi, /- C (2.11) r?--rm 
Summing the geometric series at the right-hand side of the equation above as I 6(z) I = y < 
I &l) 1, it follows that the limit is equal to ) d!(l) I 11 - z I / I &l) - &z> I. Considering the 
uniform norm of both sides on the compact set X!, we obtain (2.6). 0 
2.3. Lower bound theorem 
That the limit of (2.6) is bounded below by 1 is a direct consequence of the paper of 
Eiermann and Starke [6]. Let p, * be the unique solution of the Chebyshev problem and 
fi,(z) := F,(z)/&(l) be the normalized Faber polynomials. They showed in [6] that 
Jmm I Q(1) I m IlP,* (Ifl= JFm I Q(1) I m lpJf2 = 1. (2.12) 
Recently, Starke and Varga [27] estimated the upper bound of I( p,* II a. 
Now we will show the same lower bound for the limit in (2.6), by an alternative technique. 
Moreover, we will give a sufficient and necessary condition that the lower bound is achieved in 
the following theorem. 
Theorem 3. Let a, a0 and p, be as Lemma 2. Then 
lim I@(~)I”IIP,II~~>~~ 
m+m 
(2.13) 
where equality holds if and only if 30 is a circle. 
Proof. Define a function -h(z) := (1 - z)/(&l> - @(z>> if z # 1; otherwise h(z) := l/&‘(l). It 
follows that h is analytic on C\fl. Applying the maximum modulus theorem, we have 
IIh(z)IIana l6,;l), > (2.14) 
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which finishes the first part of the proof. Now assuming that aR is a circle, then & is a linear 
function and h is a constant function, which implies that the equality of (2.13) holds. Next, 
suppose that U2 is not a circle. Then, $ is not a linear mapping and 6’ is nonconstant and 
analytic on C\n. Again applying the maximum modulus theorem, the equality part of (2.13) 
fails. It follows that the strict inequality of (2.13) must be true, which completes the proof. 0 
It is remarked that Lemma 2 and Theorem 3 can be easily extended to the following 
corollary. 
Corollary 4. Let 6! and its boundary be as described above. For the residual polynomials p,(z; 
l/I@‘), m >, 1, there holds 
(2.15) 
where equality holds if and only if X2 is a circle. 
We remark that the right-hand sides of (2.6) and (2.15) are finite constants. Thus, (1 p, II 0 = 
O( l/ I Q(l) I “>. In other words, the asymptotic behavior of norms of the residual polynomials in 
SIM 1 and SIM 2 is almost the same as ( II p,* II 01. 
3. Near AOKLM for a given polygon 
An AOKLM approximation problem is discussed and a nonlinear least-squares method is 
suggested for constructing near AOKLMs in this section. 
3.1. (k, &step methods 
Let 0 be as before. Consider the fixed-point form of a large linear system 
x= Tx+c, 
where (T(T) c fi and 1 G 0. 
(3.1) 
A stationary iterative (k, &step method for solving (3.1) is given in [13]. Let 
i?(w) = w 
U(W) ug + u*w-i + . . . +u@ 
G? :=w ug + qw-* + * * ’ +v,w-’ ’ 
(3.2) 
where u and v both are analytic on E, := (w E C: I w I > p} with 0 <p < 1, satisfying u. Z 0, 
C~=,ui = 1, v, # 0, C~=nui = 1, and have no common zeros in E,. If g is conformal from E, 
onto k\Q then the iterates y, from the 
Ym’ iiT( iviYm-i-1) +‘- 
converge to the solution of (3.1) with the 
AOSIM with respect to 0. 
(k, &step iteration, r 
k 
c u;Y,_~ , for m > max(k, I+ 
j=l 1 
asymptotic convergence factor p. 
11, P-3) 
Moreover, (3.3) is 
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3.2. Notations and associated AOKLM approximation problems 
In the case that fi is a complex line segment, the corresponding AOKLM is well studied in 
[19]. So, we assume in the rest of this section that 0 is a polygon with at least 3 vertices. Now 
we will introduce some notations. Let Cy :=_{w E C: I w I = y > 0) be the circle with radius _r, 
D, := {w E C: ( w 1 < y} be the inte+or of it, D, := D, U C, be the closure of D,, and E, := C\D, 
be the exterior of the circle. Set E, := E, U C,. For fixed nonnegative integers k and I, let R,,, 
be the space of rational functions of the form 
5&9 = w 
p. +piw-i + * *. +pkW+ 
q. + qlw-’ + . * * +&w-l ’ 
(3 4 
where p0 # 0, q0 # 0 and r,,Jw) is analytic on ??Y except a simple pole at ~0. For simplicity, rk,[ 
is denoted by r. 
It is obvious that r can be normalized to have the same form as g of (3.2). Let i be a 
pre-image of 1 greater than y under r, i.e., r(c) = 1. Set d = Ci=Oqil-i. Rewrite r(lw) as 
g,(w) := r(<w) = w 
d&,/d + (p,/d)w-l + .-- +(p,J(5k-1d))w-k 
so/d + (q&d))w-’ + . . . +(q&td))w-t . 
(3.5) 
If we set ui =pi/(f.i-ld) for i = 0, 1,. . . , k and uj = qj/(ljd) for j = 0, 1,. . . ,I, then g,(l) = 1, 
Cf=,ui = 1 and Cf=O~j = 1. Therefore, (3.5) is in the form (3.2) that we sought. 
Assuming that r is a conformal mapping defined on E,, a (k, &step method can be 
constructed from g, by (3.3). We define 
K(T, r) := lim sup 
m-m y"+x 
(3.6) 
where the sequence {y,) is determined from g, according to (3.31, and we set 
K(fi, r) := sup K(T, r), 
a(T)cfi 
(3 J) 
which is called the asymptotic convergence factor (ACF) of the (k, &step method induced by r 
with respect to 0. It is noted that, for fixed k and 1, we try to find an r E R,,, such that ~(0, r> 
is as small as possible. First, we need to know how to evaluate K(L~, r-1 for a given r. 
Let yr be the smallest number not less than y such that the set B,,,, := @\r(EY,) contains 
the set 0, where r(E,,) := It: z = r(w), for some w E EJ. Thus, g,, normalized as m (3.51, is a 
conformal mapping from E,,,i onto @\B,,,l. 
definition of yi, B,,,, is ll a {B,,,: (Y > y, B,,, 
It follows that K(B,,~,) = yl/c. From the 
~a). Thus, yl/[ is the smallest number such 
that, for every matrix T with o(T) CC& there holds 
K(T, r)G >. 
!J 
Therefore, K(fl, r) = yl/l must hold, which leads to the following result. 
(3.8) 
Theorem 5. Given 0, ?@ and y as before, suppose that r E R,,, 
,% 
is an approximation to !P. If r is a 
conformal mapping defined on E,, let LJ be thepre-image of 1 under r, i.e., r(c) = 1, such that it 
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is greater than y and the nearest o $1). Let y, be the smallest positive number not less than y 
such that the set 
B r,Yl := @\(z: 2 = r(w), for some w E EY,) (3.9) 
contains the set R. Then, 
K(fi, r) = F =K(Br,y,). (3.10) 
This brings us to an AOKLM approximation problem: given a compact set 0 with 1 G R and 
6\0 simply-connected, let the capacity of 0 be denoted by y and let @ be analytic from E, 
one-one onto C \a and continuous on EY. Find a rational approximation ? E R,,, to ‘P, for 
given k and 1, such that 
‘@n, ;) = r$n,K(fl, r), (3.11) 
where ~(0, r) is defined in (3.7). Any solution i of the AOIUM approximation problem is 
called a generating rational function for the AOIUM with respect to 0. These problems are 
straightforward extensions of the search for optimal k-step methods for 0 and a given k. From 
approximation theory, there exists a solution of (3.11) for sufficiently large k and 1. 1: is noted 
that K(fi, ;) will monotonically decrease to ~(a> as k or I -+ 03, since rk,[ tends to P as k or 
I --) m. In practice, we try to choose small k and 1 and to find an r such that ~(0, r> is near to 
K(fi, ;> or K(n). Then, we say that r is a near-solution of the AOKLM approximation problem 
and the (k, /)-step method induced by r is a near AOKLM. 
It should be mentioned that the AOKLM approximation problem is different from the 
rational Chebyshev approximation problem (cf. [30]), which is to find a rational function 
r * E R,,, such that 
II @ - r* II L,(c,) = min II + - r II L,(c,). 
‘-R,,/ 
(3.12) 
Of course, the solution of the rational Chebyshev approximation is a good candidate for 
near-solution of the AOKLM approximation problem (cf. [13]). The Caratheodory-Fejer 
method can be applied to find a rational approximation to a function f, analytic on the open 
unit disk and continuous on the boundary, if the coefficients of its Laurent expansion are 
known (cf. [30]). However, this method involves computing the singular values and their 
corresponding singular vectors of a large-size Hankel matrix which is constructed from the 
coefficients of the Laurent expansion of f. Such a computational technique costs O(n3> 
computations, where n is the number pf coefficients of f that are used. Usually, those 
coefficients of the Laurent expansion of V are not easy to calculate. It can be very expensive in 
terms of the computing time, although the method produces a near-best solution of the rational 
Chebyshev approximation problem. 
Now, we try a different approach to find a near-solution of the AOKLM approximation 
problem by approximating !P in the L*(C,,) space, instead of in the LJC,) space. This means 
that we try to find an r’ E R,,, such that 
II 4 - F II L~c,) = rpk, II + - r II L~c,). (3.13) 
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3.3. Constrained nonlinear least-squares method 
The above approximation in a discrete case is a nonlinear least-squares problem: 
n-l 
(3.14) 
It can be solved as follows. First, choose ,wj = ye2rji/rr, j = 0, 1,. . . , n - 1, where n is a suitable 
large integer. We evaluate the function 9 at these points by SCPACK, with high accuracy and 
high speed (cf. [29]). SCPACK, developed by Trefethen, is a FORTRAN package to numerically 
approximate Schwarz-Christoffel transformations. It plays the most important role in our 
adaptive methods. 
Secocd, to guarantee that the coefficients p0 and qO do not vanish, set both of them to be 1 
since p(w>/w approaches 1 as w tends to infinity. An initial guess for the nonlinear 
least-squares problem is given by solving a complex linear least-squares problem 
n-1 k 2 
min C wj C piwjei - $(w,) 
j=O i=O 
(3.15) 
by LINPACK. Then a rational function r could be found by MINPACK. The linear least-squares 
part does not cost too much. In the nonlinear part, the number of iteration depends on the size 
of the input stopping criterion. The cost is also dependent on the numbers k, I an! it. In 
practice, if J2 is a polygon symmetric with respect to the real axis, the coefficients of w and r 
are real, which reduces the problem to a real computation. 
It seems that our algorithm now has become more complicated than expected. It should be 
emphasized that the dimension of the linear systems we deal with is very large. So, a small 
improvement of the ACF of the associated SIM will result in significantly reducing the number 
of iterations required to solve the linear system. Secondly, the cost of finding a near AOKLM is 
independent of the dimension of the linear systems. 
We note that B, y, the complement of the image of E, under he mapping r, may not 
necessarily cover en&rely the compact set 0. Otherwise, there would exist a (k, &step method 
associated with the set 0 such that its asymptotic convergence factor is less than ~(0). 
We wish to have ~(0, r) as small as possible. Roughly speaking, the more closely B,,, can 
cover 0, the better the rational function P is. This observation leads us to the next improve- 
ment for finding Y. 
3.4. Further improuements: weighted techniques 
If we compare the boundary aB, y with 0, there are some points in aB,,, c7 R and near some 
vertices of an. These are the pdints which most affect the asymptotic convergence factor 
K(Q r). Thus, we try to find r such that the distances from these vertices to the boundary of 
B,,, are significantly small. 
In the discrete case, assume j is an index such that !&w,> is a vertex of the polygon exc$ded 
from B,,,. We hope that the point r(wj) is reasonably close to the corresponding vertex ~yr(Wj). 
Let dj = A if j is the index mentioned above, otherwise 1, where A is a parameter not less than 
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1 and j = 0, 1,. . . , n - 1. Then, the original nonlinear least-squares problem is modified as the 
following discrete weighted nonlinear least-squares problem: 
n-1 
rpk,, F. ) dj( 'Cwj) - r(wj)) 12* i- (3.16) 
A summary of the procedure for creating a near AOKLM for a given polygon is expressed as 
the following algorithm. 
Algorithm 6. 
(1) Input the vertices of the polygon 0. 
(2) Find V, the mapping from E, on a”, and calculate the capacity of fi by SCPACK. 
(3) Select k and 1, and compute an initial guess to the approximation to ?? by LINPACK. 
(4) Solve the nonlinear least-squares problem by MINPACK. 
(5) Find the p arameters of a near AOKLM by normalizing the solution of (4). 
4. Adaptive methods 
An adaptive method for solving a large linear system x = TX + c with T E RN,N and c E [WN 
is developed in this section. Let H be the smallest polygon symmetric with respect to the x-axis 
containing a(T) and excluding 1 such that its complement is simply-connected and the 
intersection of H and the upper half-plane is a convex set. (H itself may not be convex.) We 
wish to update the estimates of H during the iterations and then we update the iteration 
method itself; this procedure is repeated until convergence is obtained. The generalized 
minimum residual method (GMRES) (cf. [S]) could be used for the eigenvalue estimates. 
Before the algorithm for an adaptive method is presented in Section 4.2, a numerical method 
for calculating the capacity of a polygon is given in Section 4.1, which is another important 
application of SCPACK in this paper. 
For convenience, we describe briefly the eigenvalue estimates by GMRES. Given an initial 
guess x0, let vi denote the unit vector corresponding to the residual r0 and let K, := 
span{U,, AzJ~, . . . , A”-‘zI,} be the associated Krylov subspace, where A = I - T. GMRES 
computes z, E K, such that the residual norm ]I c -Rr, I] 2 is minimal, where X, :=x,, + 
Z m. Let V, := [ui, U* ,..., v,], where {vi ,..., Us] is an orthonormal basis of K,, and let 
G,,, := I/,HAVm. Then the eigenvalues of G, are the outmost eigenvalue estimates of A if the 
initial residual r0 is rich in the eigenvectors associated with the dominant eigenvalues of 
A. Thus, GMRES leads to eigenvalue- estimates and minimizes the residual norm. The 
vector z, is calculated as follows. Let G,,, be the (m + 1) X m matrix obtained by adding to 
G, one zero row except whose last entry is gm+ l,m which is from G,, i. It follows that 
AV, = V,+,Gm. Then z, = V,y, where y is the solution of the least-squares problem 
min II PeI - Gmy II 2, where P = II r. II 2. 
4.1. Computation of the capacity 
In our application, we need to compute the capacity y of a polygon symmetric with the real 
axis. Let fit+ be the exterior of a0 in the upper half-plane. Let wi, w2,. . . , wN denote the 
364 X. Li / Solution of nonsymmetric linear systems 
vertices of KY+, where wi and w3 are real with wi > w3, and w2 is the point at infinity. Then, 
the Schwarz-Christoffel transformation from unit disk onto F is 
w(z) = w, + Cizkfil (1 - ;]-‘k dl, (4.1) 
and all the parameters C, Pk and zk, k = 1, 2,. . . , N, can be numerically computed by 
SCPACK. The capacity y can be calculated by a formula given in the following theorem. 
Theorem 7. Let R be a polygon as above. Then the capacity of R is given by 
ICI IQ-Z11 
Y= 
where C, Pk and zk, k = 1, 2,. . . , N, are the parameters in (4.1). 
Proof. Let fI be the Schwarz-Christoffel transformation from the unit disk onto the un- 
bounded polygon F. Let z = f,( g) be the unique Mobius mapping from the unit disk onto 
itself such that f,( gj) = zj, j = 1, 2, 3, where g, = 1, g, = i and g, = - 1. It follows that 
z:(i) = 
(z1-zdz3 -2) 
z3 -21 
(4.3) 
Let f3 be the conformal mapping from the exterior of the unit disk in the upper half-plane 
E,f onto the open unit disk D, such that 1, 03 and - 1 are mapped on 1, i and - 1, respectively. 
The mapping f3 can be considered as the compositions of the following four conformal 
mappings. First, it is obvious that v = -l/u maps EC onto the interior of the unit disk in the 
upper half-plane 0:) with 1, 0 and - 1 corresponding to - 1, 00 and 1, respectively. Second, the 
conformal mapping of 0: onto the first quadrant with - 1, 0 and 1 + 0, 1 and CQ has the form 
t = -(v + l)/(v - 1). Third, s = t2 maps the first quadrant onto the upper half-plane and 
keeps 0, 1 and 0~) as fixed points. Fourth, another Mobius mapping g = -(s - i)/(s + i) is the 
conformal mapping from the upper half-plane onto D, such that the images of 0, 1 and m are 1, 
i and co, respectively. Combining these four mappings, f3 is given by 
g ‘f&q = - 
(u - l)‘- i(u + 1)” 
(a - 1)2 + i(u + 1)2. 
(4.4) 
Finally, the composition of f3, f2 and fI is the mapping from E,f onto KV+. Thus the mapping 
p is easily given from the composition by the reflection principle. 
It is easy to verify from the chain rule that for u E E,f , 
k=l,k#2 
Notice that g + i and z -+ z2 as u + w, and 
g;= - 
8i(u2 - 1) 
-8u(u2 + 1) + i2(u2 - 1)’ * 
(4.6) 
Therefore, 
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It follows from the definition of f3 that 
y=c fi 
k=l,k#2 
lim (z - z2)u = lim 
z-z* 
U+X f3(u) - i 
(f3(u) - i)u = 4zL(i). 
lL+m 
(4.7) 
(4.8) 
Substituting (4.8) and (4.3) into (4.7), (4.2) holds and the proof of the theorem is completed. 
0 
4.2. Adaptive procedure for solving a large system 
An adaptive method for solving the nonsymmetric linear system consists of two parts. One is 
to estimate the polygon containing the spectrum of the matrix T dynamically. The other is to 
construct an iterative method for the current polygon, and then iterations are performed with 
it. Chebyshev iteration methods are used in [8,17]. If 1 belongs to the hull of T, i.e., if there are 
some eigenvalues of T such that their real parts are equal to or greater than 1, then the 
Chebyshev iteration must diverge and the associated adaptive methods fail. Now we replace 
Chebyshev iterations by (k, &step iterations. Our new algorithm will succeed in this case. 
Now, an adaptive procedure involving SCPACK and GMRES is summarized as the following 
algorithm. 
Algorithm 8. Adaptive (k, &step method involving SCPACK and GMRES (AKLSG). 
(1) Choose an initial guess x0 and compute rO. 
(2) For n = 0, l,.. ., do 
(2.1) Set U1 := rO/ ]I r. II *. 
(2.2) Perform m GMRES steps and estimate the eigenvalues of T. 
(2.3) If II = 0, then initialize the polygon, else update H,. 
(2.4) If the relative error of l/( - log(ACF)) is small enough, goto (3). 
(2.5) Create a new near AOKLM by Algorithm 6 with an updated polygon. 
(2.6) Iterate s times with the current (k, &step method. 
(2.7) Set x0 =y, and compute rO. 
(3) Iterate until convergence. 
The flowchart of Algorithm 8 (AKLSG) is shown in Fig. 1. Now we briefly discuss the 
advantages and disadvantages of the new algorithm. 
(1) The ACF of a near AOKLM is much smaller than the ACF of the Chebyshev iteration 
method, especially in the case that the polygon cannot be fitted by any ellipse. Thus, a near 
AOKLM will converge much faster after the estimating of the hull of T is finished. Therefore 
it will reduce greatly the total number of iterations. 
(2) The vector storage required for the (k, @step method and the cost of each iteration are 
bigger than the ones for the Chebyshev method. However, if k and 1 are small, the extra cost is 
not larger. 
366 X. Li / Solution of nonsymmetric linear systems 
-, Y 
compute ro. llroII < C? 
I 
update the polygon 
?+ 
,3’,:“” 
create a near AOSIH 
1 
I 
iterate 3 times, get ys 
20 := y* 
i 
iterate until 
convergence 
Fig. 1. Flowchart of Algorithm AKLSG. 
(3) The construction for a near AOKLM is much more expensive than one for the 
Chebyshev iteration. The cost is dependent of k and I, but independent of the size of matrix T. 
Thus, these two adaptive methods are recommended for use if the dimension of T is very large. 
(4) In the case that the spectrum of T is known to be contained in a polygon (may not be 
convex), these two adaptive methods show great benefits. Especially, if the smallest convex set 
containing this polygon contains the point 1, then no Chebyshev iteration will converge. 
However, our (k, &step iterations will converge. 
5. Numerical results and experiments 
Two numerical examples are given in this section. In Example 9, we discuss near AOIUMs 
for a boomerang-shaped set and we show how much improvement can be achieved if weighted 
techniques are applied. In Example 10, a numerical result of the adaptive methods for solving 
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Fig. 2. Boomerang-shaped domains; (a) domain a,; (b) shifted domain &. 
linear system (3.1) is shown. The two examples were performed on a CRAY Y-MP8/864 (Ohio 
Supercomputer, Columbus) with single precision. 
Example 9. Let 0, be a boomerang-shaped set (cf. Fig. 2(a)). This problem is the same as one 
of the examples in [26], which originates from the solution of a neutron diffusion equation. Two 
parameters related to fi, are ~(a,) = 3.253 098 7 and ~(0,) = 0.678 996 9. 
For different k and 1, Algorithm 6 is applied to solve the nonlinear least-squares problem 
(3.14). We choose 200 uniformly spaced points on the semi-circle, wj = yerjij200, j = 0, 1, . . . ,199, 
at which ‘# is evaluated. An initial guess for the (k, /)-step method is given by the (k, I- l)-step 
method. Let e(k, 1) denote the l,-norm of the vector of dimension 200, whose jth component is 
ly(w,) - r(wj), where r is the rational approximation to q obtained by Algorithm 6. The values 
of e(k, 1) and ACFs K~,[ are shown in Tables 1 and 2, respectively. The value of e(k, 1) 
monotonically decreases as k and 1 increases, as expected. However, the behavior of K~,, is 
slightly different. While K~,~ should satisfy K~ 2 G K5,l from minimization considerations, we 
note, for example, K~,~ < K~,~ in Table 2. This is because we have used a minimization 
procedure for the I,-norm in (3.14), which does not guarantee the minimum of (3.11). This 
Table 1 
e(k, I) for (k, l&step methods 
k l=O 1=1 I=2 1=3 1=4 1=5 1=6 1=7 
2 6.689 2.835 
3 10.49 5.339 2.837 2.749 
4 10.50 3.537 2.375 2.346 2.257 
5 7.419 2.784 2.373 2.352 2.262 2.259 
6 6.617 1.548 1.176 1.010 1.010 0.7468 0.7460 
7 5.515 1.095 1.026 0.9928 0.9379 0.7520 0.7362 0.7276 
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Table 2 
ACFs for (k, &step methods 
k I=0 I=1 I=2 I=3 I=4 1=5 1=6 1=7 
2 0.85215 0.73134 
3 0.89084 0.80445 0.73186 0.73076 
4 0.84551 0.76640 0.75221 0.74895 0.73975 
5 0.76211 0.74777 0.74861 0.74631 0.73527 0.73322 
6 0.73051 0.72922 0.70761 0.71329 0.71297 0.71212 0.71158 
7 0.72105 0.71720 0.71463 0.71061 0.70038 0.70660 0.70920 0.70976 
Table 3 
ACFs for weighted (k, f&step methods 
k 1=1 1=2 I=3 1=4 1=5 I=6 1=7 
2 0.78999 0.78356 
3 0.75308 0.74717 0.72015 
4 0.75933 0.73425 0.72887 0.72954 
5 0.70695 0.70690 0.70756 0.71635 0.71936 
6 0.70148 0.70164 0.70808 0.71112 0.71090 0.71168 
7 0.70712 0.70708 0.70630 0.69906 0.69906 0.70030 0.70189 
shows that the AOKLM approximation problem (3.11) is different from the nonlinear least- 
squares problem (3.13) or (3.141, and that the solution of (3.14) is a good candidate of the 
solution of (3.11). It is worth noting that each rational approximation to @ in this example has 
no poles larger in modulus than y. 
Table 3 shows that Kk,, are much improved when the weighted techniques are used. All 
vertices are weighted by A = 15. It is interesting that the smallest ACF does not necessarily 
appear on the diagonal line if k > 5. Sometimes 1 = 1 or 2 is better than other choices. Thus, in 
practice, 1 need not be necessarily chosen close to k, which will reduce the multiplication times 
in each iteration. 
Example 10. Let a2 be a shifted boomerang-shaped set (cf. Fig. 2(b)). Let T be a 500 x 500 
real matrix such that a2 contains all eigenvalues of T. First of all, it is worth remarking that 
the Chebyshev iteration will fail because 1 is in the smallest convex set containing 0,. 
GMRES(4) is used to estimate some eigenvalues of T. Then 20 iterations are performed with 
the current (k, l)-step method to improve the approximation to the solution. 
Table 4 
Norm of the residual vectors in the final stage 
Iteration number Norm Iteration number Norm 
0 8.61.10’ 100 2.53.10P4 
20 6.62.10’ 120 2.04.10-’ 
40 5.21.10-l 140 2.03.10P6 
60 3.96.10-’ 160 3.32.10-’ 
80 2.93.10-3 180 4.43.10-s 
Iteration number 
200 
220 
240 
270 
Norm 
5.31.10-a 
5.93.10-10 
8.17.10-” 
4.49.10-12 
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The maximum norms of the residual vectors in the “final” stage are listed in Table 4. 
There are three cycles in this adaptive method. Then 72 iterations are needed before 
entering the “final” stage. Thus, the total number of iterations is 342. It should be mentioned 
that the average convergence factor of our final configuration is 0.8929, and that the ACF for 
K& is 0.8613. The ratio log(O.8613)/log(O.8929) is 1.32. In other words, our final (6, 2)-step 
method is really nearly optimal. The norm of the initial residual vector is 408.70. So the whole 
average convergence factor in this example is 0.9103 and the associated ratio log(O.8613)/ 
log(O.9103) is only 1.59. That means that our total cost is again only about half as much as the 
best one. 
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