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I ended up in search of ordinary things,
Like: how can a wave possibly be?
I started running, and the concrete turned to sand.
I started running, and things didn’t pan out as planned.




In this work, connections between the abundance of sub-micrometer particulate within the
marine boundary layer and optical properties of low-level marine stratus over the South-
ern Ocean are explored. Global climate models (GCMs) currently predict that much more
shortwave radiation is entering the Earth system over the Southern Ocean than satellite-
borne radiometers observe. This undermines long-term climate projections in the wider
region, leading to greater uncertainty about our climate future. The central hypothesis of
this thesis is thus: as the Southern Ocean is a region with near-total cloud cover, and as
clouds are opaque to shortwave radiation, and as the abundance of boundary layer particu-
late available to nascent clouds is known to strongly influence the opacity of those clouds,
then radiative biases within GCMs are fundamentally related to the abundance of boundary
layer particulate.
The goals of this thesis are thus two-fold. First, to quantify whether GCMs accurately
represent the abundance and types of particles present within the Southern Ocean boundary
layer; and if not, use new observations to constrain existing parameterizations predicting
their generation. Second, to quantify how sensitive Southern Ocean clouds are to variations
in the abundance of such particles.
Central to this examination is a new record of measurements collected within the South-
ern Ocean boundary layer. In February of 2018, scientific instruments were installed on the
R/V Tangaroa for a voyage to the Ross Sea. The voyage departed and returned to Welling-
ton, New Zealand, providing 40 days of continuous in situ observations within the marine
boundary layer. This included measurements of the abundance of suspended particulate
by an optical particle counter, a differential mobility analyzer and a cloud condensation nu-
clei counter; discrete samples of ambient particulate collected on filters; attenuated back-
scattered light from the boundary layer measured by a ceilometer, and several meteorolog-
ical variables measured by radiosondes and an automated weather station.
Measurements collected by the optical particle counter throughout this voyage were used
to estimate the abundance of sea spray particles within the boundary layer. These particles
were prevalent throughout the observational record. As they are highly soluble in water,
these particles are ideal cloud condensation nuclei and form cloud droplets when the air sat-
urates with water vapour during cloud formation. However, as the particles themselves are
formed at the sea surface from crashing waves, they also contain insoluble organic detritus
from bacteria which can act as nucleation points for ice. Since waves break as a result of the
continual stress the wind exerts on the ocean surface, the generation of sea spray particles
is primarily a function of near-surface wind speed. As the Southern Ocean is one of the
windiest oceans on Earth, the measurements recorded throughout the 2018 voyage on the
R/V Tangaroa provide a valuable data set to test the extremes of parameterizations for the
flux of such particles. The results of this study indicate that existing parameterizations pro-
duce too many sea spray particles at all wind speeds, leading to significant biases. Based on
the observational record, an existing parameterization for the flux of sea spray particles is
constrained. This leads to an improved representation of sea spray particles within GCMs.
v
While this initial study provided a better characterization of the number of particles that
may be available to nascent Southern Ocean cloud, low-level clouds can decouple from the
boundary layer, which limits the number of particles that would normally be available to a
new cloud. In a second study, in situ observations of the abundance of particle surface area
are correlated tomeasurements of the total attenuated backscatter measured by a ceilometer
to better understand the conditions in which low-level clouds have access to the reservoir
of particulate available in the boundary layer. This study finds that the strong winds over
the Southern Ocean provided sufficient turbulent kinetic energy to evenly mix particulate
from the sea surface to cloud base, 80% of the time. As a result, in situ measurements
of boundary layer particles measured near sea-level provide valuable information about the
number of cloud condensation and ice nuclei available to cloud.
Finally, the sensitivity of low-level SouthernOcean cloud to variations in the abundance of
sea spray particles is explored. This analysis leveraged recent model results from the Unified
Model, a well-known GCM, which showed that the amount of shortwave radiation reflected
by a low-level Southern Ocean cloud is very sensitive to the number of ice-nucleating par-
ticles available to it. This study demonstrated that a substantial fraction of the shortwave
radiation bias over the Southern Ocean could be explained by improved representation of
primary ice nucleation within mixed-phase clouds. These results are distilled into a simple
parameterization for the amount of primary ice formed when a cloud freezes, which should
be appropriate in climate models with a single-moment representation of cloud phase.
Thus, while many other physical phenomena influence the abundance and optical proper-
ties of Southern Ocean cloud, this thesis establishes that the abundance of boundary layer
particulate is a fundamental physical quantity which governs the extraterrestrial input of
energy into the Earth system. As such, future iterations of GCMs should give more careful
attention to how these particles are generated within the simulated environment and how
they interact with clouds. In this regard, the parameterizations developed within this thesis
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The Shortwave Radiation Bias over the
Southern Ocean
1. Introduction
Recent comparisons between the total amount of outgoing shortwave radiation estimated by
global circulation models (GCMs) and measured from satellites have revealed that there are
significant biases over the Southern Ocean (Trenberth and Fasullo, 2010). South of 55° S,
models consistently over-predict the amount of shortwave radiation reaching the Earth’s
surface relative to satellite observations (Schuddeboom et al., 2019). However, the tro-
posphere over the Southern Ocean is an extremely cloudy place, with the surface being
obscured >80% of the time (Haynes et al., 2011). Thus, biases in radiation can arise when
a model incorrectly predicts cloud properties: depth, breadth, opacity, phase, lifetime, etc.,
which would allow excess shortwave radiation to reach the Southern Ocean.
Looking out at the Southern Ocean sky, many familiar cloud types are present: streaking
cirrus, cumulus fractus, stratus, etc. However, most, if not all of these are obscured by the
most widespread and common cloud: marine stratocumulus. This low-lying cloud tends to
form at the top of the boundary layer (Lock et al., 2000). Despite being relatively common-
place, not all marine stratocumulus are created equal: research has found that the shortwave
radiation bias is strongest within the cold sector of extra-tropical cyclones (Bodas-Salcedo
et al., 2014). A climatology of cyclones in the Southern Hemisphere supports this, too:
storm tracks are densest between 55°S and the Antarctic coastline (Irving et al., 2010), pre-
cisely where the shortwave radiation bias is strongest (Kay et al., 2016; Schuddeboom et
al., 2019). Extra-tropical cyclones are a common occurrence in the Southern Ocean (Irving
et al., 2010): one of the windiest and most inhospitable seas on Earth (Hande et al., 2012a).
As a result, the Southern Ocean boundary layer is a dynamic environment. However, the
coarse vertical resolution within climate models means that the simulated boundary layer
can often be too calm or too shallow. This is thought to produce optically thin stratocu-
mulus clouds within GCMs, which weakly reflect incoming solar radiation (Williams et al.,
2013). However, others have suggested the opposite, showing that stratocumulus within
GCMs are actually too opaque and that the regional radiation bias is instead a result of
severe under-prediction of their occurrence (Nam et al., 2012).
More recently, it has been proposed that the shortwave radiation bias stems primarily
from errors in predicting cloud-top phase, as clouds with super-cooled liquid tops are re-
sponsible for reflecting 27–38% of the total incoming shortwave radiation, relative to other
cloud types (Bodas-Salcedo et al., 2016). Indeed, cloud opacity in the cold sector is very
sensitive to how cloud glaciation is parameterized within models (Vergara-Temprado et al.,
2018). Depending on the spatial and temporal resolution of model, these parameteriza-
tions can be quite simple: global climate models like the HadGEM3-GA7, generate a fixed
amount of ice in any cloud colder than -10°C (Furtado and Field, 2017). However, in re-
ality, high-latitude, low-level clouds are abundant in super-cooled liquid water (Hogan et
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Figure 1.1 : March 2017 – Campbell Plateau. Marine Stratocumulus (lower left) threatens to obscure a brief
glimpse of the sky from the R/V Tangaroa.
al., 2004; Huang et al., 2012). Despite its global significance, a path forward for param-
eterizing ice nucleation within clouds remains an open issue in the numerical modelling
community (Herbert et al., 2014).
These biases fundamentally undercut the utility of regional climate projections. Not only
do they imply that clouds (and thus, precipitation) are modelled poorly in the region, the
surplus of radiation within these models results in many compounding effects, which aren’t
just restricted to the Southern Ocean. For instance, the radiation bias can strongly influence
inter-hemispheric energy transport, resulting in poor predictions of precipitation in tropical,
equatorial zones (Hawcroft et al., 2017). Further, the additional radiation leads to warmer
seas, affecting storm track predictions and sea ice. Ultimately, the accuracy of climate pre-
dictions in both New Zealand and the wider Southern Ocean region is undermined by these
uncertainties.
2. Background
To correctly represent the transfer of radiation through a cloud, a model not only needs
to generate clouds of sufficient breadth and depth, it must also accurately determine the
opacity and lifetime of the cloud, too. While the spatial extent of a cloud is predominantly
a function of synoptic conditions and dynamic forcings, the opacity and lifetime of a cloud
can be significantly modulated by the abundance and physical properties of the precursor
aerosol.
a. Cloud Condensation Nuclei
A cloud condensation nuclei is any particle suspended in the atmosphere that, when ex-
posed to a supersaturation of water vapour, acts as a condensation site for liquid water.
This process is known as heterogeneous nucleation (Pruppacher et al., 1998). While it is
technically possible for water vapour to spontaneously condense onto itself, i.e. homoge-
neously nucleate, the supersaturation of water vapour required to do so is several orders
of magnitude higher than what is required for heterogeneous nucleation. Hence, the latter
is the favoured nucleation mechanism, as particles are in sufficient abundance anywhere
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cloud forms. Not all particles are equal, however: the supersaturation required for water
vapour to condense onto a particle is strongly governed by the seed particle’s size and its
solubility in water (Petters and Kreidenweis, 2007). As such, only particles of a sufficiently
large diameter, typically >50 nm, and suitable chemical composition act as nuclei. These
particles, being cloud forming agents, are thus named cloud condensation nuclei (CCN).
b. Ice-Nucleating Particles
Particles also influence the phase transition of clouds. Depending on the physicochemical
properties of the particles, condensation of water vapour may be severely inhibited dur-
ing cloud activation, leaving some particles as solid suspended material within the cloud.
When the temperature of a cloud falls below the freezing point, collisions between cloud
droplets and these solid particles can initiate spontaneous droplet freezing. Particles which
fill this role are known as ice-nucleating particles (INPs). However, it is not even neces-
sary for a particle to remain solid through cloud formation. Immersion ice nuclei are solid
particles that are embedded within cloud condensation nuclei. These particles typically do
not freeze immediately once cloud temperatures fall below 0°C. Just as a supersaturation
of water vapour is necessary for condensation, super-cooled temperatures are necessary for
immersion freezing. While the homogeneous nucleation of ice in a droplet of pure liquid
water will occur once it cools to -38°C (Rosenfeld and Woodley, 2000; Jeffery and Austin,
1997), depending on the available surface area of immersion nuclei, freezing can occur at
much warmer temperatures (Irish et al., 2019).
c. Direct and Indirect Radiative Effects
The abundance of both CCN and INPs can have profound effects on the opacity of clouds.
Aircraft studies have previously shown that the number of cloud condensation nuclei below
cloud is linearly related to the number of cloud droplets observed within cloud over the
Southern Ocean (Yum and Hudson, 2004). This leads to the well-known aerosol indirect
effect: the abundance of cloud condensation nuclei available to a forming cloud determines
its opacity (Twomey, 1977). This also leads to a secondary effect, sometimes known as
the cloud lifetime effect: increasing the abundance of CCN leads to smaller cloud droplets,
since the available water vapour is partitioned across a larger surface area (Albrecht, 1989).
This inhibits droplet growth, delays precipitation, and extends the lifetime of clouds.
Within mixed-phase clouds, the abundance of CCN and ice-nucleating particles produce
two more indirect effects. First, increasing the number of ice-nucleating particles leads to
more rapid glaciation. Once formed, additional droplets which collide with the new ice
particle will freeze and adhere in a process known as riming. This secondary formation
process rapidly glaciates the cloud and scavenges any available cloud droplets, leading to less
opaque clouds (Hu et al., 2010). In contrast, increasing the number of cloud condensation
nuclei results in smaller droplets, which freeze at much cooler temperatures (Pruppacher
et al., 1998). Thus, in both liquid and mixed-phase clouds, an increase in the abundance of
CCN can extend cloud lifetimes (Borys et al., 2003).
In a cloud-free troposphere, both CCN and INP can also directly reflect a substantial
amount of shortwave radiation (Bohren and Huffman, 1983). However, as the reflectivity
of particles in the Rayleigh scattering regime (Dp < λ2) is several orders of magnitude smaller
than particles in the geometric regime (Dp > 2λ), the strength of this direct radiative effect
is mostly dictated by the abundance of the largest particles (Dp > 1µm). However, the size
of these particles means that they are more likely to deposit to the surface (Slinn, 1977).
As a result, they will only remain in suspension if turbulence is significant, leaving them
mostly confined to the boundary layer. As the Southern Ocean boundary layer is almost
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Figure 1.2 : February 2018 – Cape Adare. Waves breaking off the coast of Cape Adare, Antarctica. View from
the bridge of the R/V Tangaroa.
always covered in cloud, the direct effect tends to be much less important to the overall
radiation balance.
3. Measurements of Particulate in the Southern Ocean
Boundary Layer
To understand the extent to which cloud optical properties are modified by the aerosol par-
ticles present within the boundary layer, it is important that the abundance, composition,
and size of those particles be well characterized. However, the harsh environment of the
Southern Ocean is often a hindrance to direct observation. High winds and cold tempera-
tures year-round make the region inhospitable. In this section, a brief overview of previous
field campaigns in the region will be provided. Up-to-date knowledge of the physical and
chemical properties of Southern Ocean boundary layer aerosol particles will also be sum-
marized.
Some of the earliest attempts to characterize the particulate present in the Southern
Ocean boundary layer took place on ships during the establishment and subsequent main-
tenance of Antarctic field stations. These included attempts to quantify the number of ice-
nucleating particles, which found an almost total absence of such particles compared to
other regions of the world (Bigg and Hopwood, 1963). The first measurements of the to-
tal abundance of particles in the Antarctic boundary layer took place in 1965 on the 10th
Soviet Antarctic Expedition, and also reported a relatively pristine atmosphere (Voskresen-
skii, 1968). Detailed electron microscope studies of suspended particulate at Mt. Discovery
followed shortly, finding sulfate particles were the dominant species by number relative to
other chemical constituents (Cadle et al., 1968). A scientific consensus soon formed: ma-
4
The Shortwave Radiation Bias over the Southern Ocean
rine gasses emitted from the mid-tropics are driven by the polar cell up into the free tropo-
sphere and stratosphere and towards the South pole. Once above the marine stratocumulus,
these gasses are rapidly photo-oxidized into more volatile by-products which can homoge-
neously nucleate into new particles. Near the pole, subsidence draws these newly-formed
particles into the boundary layer. As these new particles were nucleated in situ from gasses,
there is no functional surface area embedded in the particle to nucleate ice, corroborating
the lack of INPs observed by Bigg and Hopwood (1963). The theory of Cadle et al. (1968)
is still mostly consistent with the decades of observation in the marine boundary layer that
have followed. However, the wide variety of organisms, gasses, and chemical interactions
involved in this process mean that this particle formation pathway is much more complex
than this simple model. Current knowledge of the relevant chemical constituents, particle
formation pathways, and boundary layer entrainment processes will be summarized in this
section.
Dimethyl sulfide (DMS) is a well-known pre-cursor to such particles. It is generated by
dinoflagellate and coccolithophore phytoplankton communities at the surface of the ocean as
dimethylsulfoniopropionate (DMSP) (Walker et al., 2016), which the phytoplankton use as
an osmolyte and metabolic compound (Andreae and Barnard, 1984). When these phyto-
plankton communities bloom, and subsequently die, DMSP is available in large quantities
at the ocean surface. The resulting surplus of DMS is then transferred across the ocean
interface with the help of winds and wave breaking (Bell et al., 2017). Globally, marine pro-
duction of DMS adds an estimated 28.1 Tg of sulfur to the atmosphere, per annum (Lana et
al., 2011). Once in the atmosphere, DMS can also be broken down by bromine oxide (Veres
et al., 2020), leading to the production of methanesulfonic acid (MSA), another particle pre-
cursor (Hara et al., 2005). Results from tethered balloons show that the number of small,
newly-formed particles reaches a maximum well above the boundary layer, near 750 mb,
indicating that the production of these particles tends to occur in the free troposphere (Ito,
1985).
a. Sulfate Particles
Perhaps some of the best understanding of sulfate particles within the Southern Ocean
boundary layer has come from the Aerosol Characterization Experiment (ACE-1) (Murphy
et al., 1998; Bates et al., 1998; Pósfai et al., 2003). Over the course of the ACE-1 experi-
ment, the size distribution of particles was observed to consist of 3 or 4 lognormal modes:
an ultra-fine (or Young Aitken) mode centred around 16 nm, with an abundance of 190
particles cm−3; an Aitken mode of 210 cm−3 at 33 nm; an accumulation mode of 74 cm−3
at 110 nm; and a coarse mode of 15 cm−3 at 540 nm (Bates et al., 1998). Throughout the
expedition, the Young Aitken mode was only present ∼50% of the time (Bates et al., 1998).
Particles in this size range are formed from the homogeneous nucleation of volatile gasses.
As there was no direct evidence of particle formation in the boundary layer, these particles
were assumed to have been entrained into the boundary layer during the passage of cold
fronts (Bates et al., 1998). The enhancement of newly-formed particles following the pas-
sage of cold fronts has also been documented at Cape Grim (Gras et al., 2009). However,
not just the smallest particles are composed of sulfate: a chemical analysis revealed that
the Young Aitken, Aitken, and accumulation mode particles were all predominantly sulfate
in composition, reflecting the relevance of this particle formation mechanism (Murphy et
al., 1998). The size of these particles is, instead, reflective of their age. Aitken and Young
Aitken mode particles are newly-formed particles that are entrained into the boundary layer.
Over time, these particles grow via condensation of additional sulfuric vapours until they
are large enough to act as cloud condensation nuclei within cloud. When a cloud is formed
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Figure 1.3 : February 2018 – Ross Sea. A humpback whale breaches the air–sea interface with its tail. An
unexpected, but minor, source of sea spray.
from these particles, the sulfate particle population is bifurcated: particles large enough to
act as CCN will form cloud droplets, whereas all of the smaller particles will remain inter-
stitial within the cloud (Hoppel et al., 1986). If the cloud precipitates, the largest particles
will be lost to the surface below, leaving only the smallest particles behind. However, if the
cloud simply evaporates, those large particles will effloresce and detrain into the boundary
layer below. Such particles form the accumulation mode. As a result, only the accumu-
lation mode and coarse mode particulate are available as cloud condensation nuclei at the
supersaturations typical of Southern Ocean cloud (0.2–0.3%)(Fossum et al., 2018).
b. Sea Spray Particles
In contrast to the accumulation and aitken mode particles, coarse mode particles observed
in the Southern Ocean boundary layer are primarily composed of sea salt (Murphy et al.,
1998; Quinn et al., 2017). The strong winds over the Southern Ocean consistently transfer
momentum from the atmosphere to the ocean, leading to the development of large waves
around Antarctica (Jiang and Chen, 2013). Sea spray particles are generated when the slope
of those waves, and hence the weight of the ocean surface, overcomes surface tension (Sny-
der and Kennedy, 1983). When this happens, the surface of the wave shears, entraining air
into the ocean surface. Air rapidly rises and dissipates back into the atmosphere in a matter
of seconds, forming bubbles (Callaghan et al., 2012). As these bubbles burst, particles are
produced via two mechanisms: film bursting, which is the actual rupturing of the bubble at
the sea-air interface; and jet bursting, which is the creation of large droplets from the gravi-
tational collapse of the cavity left by the burst bubble. Generally speaking, sea spray particles
with diameters <1 µm are generated from film drops, while particles >1 µm are generated
from jet drops (Monahan et al., 1986). While the accumulation mode (sulfate particles)
often outnumbers the coarse mode particulate (sea spray particles) in calm conditions and
high in-cloud water vapour supersaturations, the opposite is true in windy condition and
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Figure 1.4 : A schematic of the relevant processes which generate (and scavenge) particles in the Southern
Ocean boundary layer. Volatile organic compounds (VOCs) emitted from phytoplankton are shown rising
through the boundary layer into the troposphere. Once they reach sunlight, these gasses oxidize, accumulate
and saturate to form new particles. These particles are entrained following cold fronts (Gras et al., 2009)
and over Antarctica where the Polar cell converges (Cadle et al., 1968). In contrast, larger particles are
formed directly from breaking waves, Sea Spray Particles (SSPs). These particles are thoroughly scavenged
by the clouds which form at the top of the boundary layer. Though few in number these particles act as ice
nuclei (DeMott et al., 2016; Pósfai et al., 2003), leading to the phase transition of clouds. Measurements
of the particle size distribution (dn (dlogDp)−1), cloud base height (CBH), backscattered light from particles
(β), and thermodynamic profiles of pressure (P), temperature (T), humidity (RH) and wind (U) were all used
in this thesis to understand how these particles are formed, how they enter clouds, and ultimately how they
govern the radiation budget in the region.
low in-cloud supersaturations (Fossum et al., 2018). In such cases, sea spray particles can
make up 100% of the CCN. As such, they are vital to understanding the shortwave reflec-
tiviy of Southern Ocean clouds. Further, as these particles are remnant fragments of the
ocean surface, their composition reflects this, too. So while they mostly resemble seawa-
ter (Murphy et al., 1998), organic detritus and bacteria present at the ocean surface can find
its way into these particles (Pósfai et al., 2003; Uetake et al., 2020). As a result, sea spray
particles, despite their innate solubility in water, are also weak ice nuclei (DeMott et al.,
2016).
These two broad categories of particles (sea spray, sulfate) encompass the majority of
particles observed over the Southern Ocean. As a result, understanding the abundance of
both constituents is fundamental to understanding cloud over the Southern Ocean. How-
ever, these two categories of particles are not completely independent: extrapolations from
measurements at Syowa station, Antarctica suggest that the scavenging of MSA, a sulfate
particle pre-cursor, by coarse mode sea spray depletes 10% of the total atmospheric sulphur




A relatively broad picture of particulate in the Southern Ocean boundary layer now comes
into view: sulfur compounds released from marine biota bubble up through the air–sea
interface and are turbulently mixed up through the boundary layer and into the free tropo-
sphere (see Fig. 1.4). Once in the free troposphere, photo-chemical oxidation of these sulfur
species slowly converts them into more volatile gasses (sulfur dioxide, MSA, and ultimately
sulfuric acid) as they are advected along the poleward flow. Moving southward, these gasses
continue to oxidize and accumulate, until they saturate within the free troposphere, forming
new particulate via homogeneous nucleation.
After formation, particle concentrations tend to be high, leading to rapid self-coagulation.
This process leads to quick growth of the small particulate at the expense of particle num-
ber, but the process is exhausted once the average particle diameter reaches 30 nm. These
particles form the Aitken mode. Near the pole, the converging winds of the polar cell result
in strong subsidence. Particles are drawn down into the boundary layer, where they reverse
their heading and make their way to the coast along dry katabatic winds. Subsidence can oc-
cur in frontal zones over the ocean, too, bringing new particulate directly into the boundary
layer. Along their trajectory, these particles grow to cloud-relevant sizes via condensation.
Once the particles are activated within a cloud, the population is bifurcated, with the larger
particles detraining from non-precipitating clouds as the now cloud-processed accumula-
tion mode. Existing at a minimum of all particle loss processes (deposition and scavenging
by precipitation), these cloud-processed particles tend to accumulate over time, providing
a reservoir of nuclei for boundary layer cloud that is only ever diminished when cloud pre-
cipitates.
The lifetime of a sea spray particle is much simpler. Due to their large size and inherent
hygroscopicity, these particles readily activate within clouds. As a result of the near-constant
winds over the Southern Ocean, these particles are almost always available, too: though,
they are often outnumbered by the accumulation mode particles. Despite this, their ample
surface area acts as an efficient sink for marine gasses; thus, the presence of sea spray acts
as a buffer against the generation of new sulfate particles.
The complex interactions which govern the formation and cloud-relevance of sulfate par-
ticles have been the basis of many scientific efforts within the Southern Ocean. Though still
inconclusive to this day, it has been conjectured that these particles are climate moderators
(Charlson et al., 1987). Sea spray particles, too, are thought to moderate climate (Korho-
nen et al., 2010). However, the radiation biases over the Southern Ocean have revealed
that global climate models are unable to resolve cloud phase. Accurately predicting the
phase of clouds is more strongly tied to predicting the abundance of ice-nucleating parti-
cles, than cloud condensation nuclei. While sea spray particles are only weak ice-nucleating
particles (McCluskey et al., 2018), they are potentially the only source of such particu-
late (Vergara-Temprado et al., 2017), as sulfate particles do no nucleate ice. Hence, despite
their relative sparsity, there are many valuable questions to answer in regards to the con-
nection between the bacteria within sea spray particles and the phase of the cloud over-
head. Thus, a comprehensive evaluation of the number of sea spray particles available in
the boundary layer, how those particles are entrained into low-level clouds, and how they
initiate phase transitions within cloud could lead to significant improvements to predictions
of the radiation balance over the Southern Ocean.
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5. Thesis Outline
In this chapter, it was established that the optical properties of Southern Ocean cloud are
fundamentally connected to the availability and physicochemical properties of boundary
layer particulate. The primary goal of this thesis is to evaluate how well global climate
models estimate the formation of particles in the boundary layer and characterize how the
properties of those particles affect cloud phase. First, this thesis will use in situ observations
collected over the course of a 2018 voyage to the Ross Sea to study parameterizations of
particle formation mechanisms directly. Then, conditions in which particles measured near
the ocean surface were relevant to cloud formation will be defined. Finally, key assumptions
GCMs make about cloud phase and cloud formation will be addressed.
The Tangaroa Marine Environment and Ecosystem Voyage
Measurements conducted aboard the R/V Tangaroa are described. The sampling efficiency
of the main sampling conduit is characterized and quality control for various instruments is
discussed. Some limited measurement theory is provided to contextualize data processing.
Significant portions of this chapter are present in a manuscript describing the entire suite of
atmospheric trace gas, aerosol, and cloud measurements made during the Marine Environ-
ment and Ecosystem Voyage. Though the material presented here and in Sections 3.8 and
4.2.2 of the manuscript originated from the author, the manuscript was led by Dr Stefanie
Kremser and has been submitted to the journal Earth System Science Data as of October 2020.
Constraining the Surface Flux of Sea Spray Particles from the Southern Ocean
To better constrain the source of sea spray particles, particles measured on the R/V Tan-
garoa were simulated backwards in time with a Lagrangian particle dispersion model. This
provided a one-to-one map between measurements and the upwind sea surface, creating
a framework through which the environmental factors which affect sea spray particle flux
could be studied. This framework was then used to optimize an existing parameterization
for the surface flux of sea spray particles based on the near-surface wind speed. Finally, a
database of observations of surface ocean wave-breaking was compiled, which corroborated
the new parameterization. This study was published in the Journal of Geophysical Research:
Atmospheres in February 2020.
Classification of the Below-CloudMixing State Using In-Situ and Remotely-SensedMea-
surements
To understand the impact these particles have on overlying cloud, it was necessary to estab-
lish conditions in which they’re available to nascent clouds. Measurements of backscattered
light from a ceilometer on the R/V Tangaroa were correlated to the abundance of particulate
surface area measured at sea-level. The strength of this correlation was then used to define
periods when the boundary layer was well-mixed. This study has been submitted to and is
under review for submission in, Geophysical Research Letters.
Ice-Nucleating Particles over the Southern Ocean
Measurements of the number of ice-nucleating particles within the Southern Ocean Bound-
ary Layer are presented. A simple method for generating climatologies of such particles is
then described. Finally, these climatologies are leveraged to explore potential biases within
a GCM, based on its implicit and explicit microphysical assumptions. The results confirm
that sea spray particles are indeed the predominant source of ice nuclei in the region. The




The Tangaroa Marine Environment and
Ecosystem Voyage
The key scientific instrument throughout this entire thesis was the R/V Tangaroa itself. The
Tangaroa is a 70 m long, purpose-built research vessel with a beamwidth of 13.8 m and a
draught of 7 m. It can accommodate 40 people, including a mix of research staff and ship
personnel. With a fuel capacity of 620 m3, the ship can endure 60 days at sea, port-to-
port. Over the course of the Marine Environment and Ecosystem Voyage, the R/V Tangaroa
travelled 11,000 km. The Tangaroa departed from Wellington Harbor on February 9, and
returned on March 21, 2018. The bulk of the voyage was spent in waters south of 60°S,
with 17 days of the voyage spent in seas between 60–70°S and 13 days of the voyage south
of 70°S. The full ship track is shown in Fig. 2.2.
1. Measurements
a. Particle Counting Instruments
The most difficult logistical challenge in running equipment aboard the R/V Tangaroa was
finding a suitable laboratory location. Access to un-polluted ambientmarine air was the only
requirement. Since the ship itself was the sole producer of anthropogenic particulate in the
immediate area, air needed to be sampled from a point nearest the bow to avoid sampling
the ship’s exhaust. The sampling inlet also needed to be positioned reasonably aloft, such
that seawater wouldn’t be aspirated during heavy weather. In general, the deck above the
bridge offered the best vantage point as it minimized exposure to the both the midships
and aft-ships exhaust stacks. In addition, the suite of meteorological sensors aboard the
R/V Tangaroa are all located above the bridge, so real-time meteorological measurements
could easily be merged with the aerosol measurement time-series. However, there is no
suitable sheltered location atop the bridge in which to set-up all of the instrumentation. No
indoor locations were deemed suitable, either, as the majority of the forecastle was devoted
to accommodations and communal spaces for scientific and ship staff.
Ultimately, it was decided that ambient air would be drawn through a conduit to a con-
tainer laboratory elsewhere on the ship. The container laboratory was a retro-fitted 6 m×3
m×3 m shipping container on the trawl deck (1–2 m a.s.l.). In Fig. 2.3a, the location of the
container laboratory relative to the sampling inlet is shown.
Approximately 40 m of 0.1 m inner diameter (ID) conductive hose was used to create
a conduit between air near the mast and the instrumentation in the container laboratory
below. Air was drawn through the conduit at a flow rate of 3.92 × 10−2 m3 s−1 by two
pumps. The conduit was attached to a manifold of plastic plumbing parts within the lab-
oratory (Fig. 2.3b). This was necessary to plumb the particle sampling instrumentation to
the conduit, as the majority of the instruments were designed with 6.35 × 10−3 m outer
diameter inlets.
From the sampling manifold in Fig. 2.3b, air was drawn either directly into the Passive
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Figure 2.1 : February 2018 – Ross Sea. The stern of the ship on a particularly foggy and snowy day.
Cavity Aerosol Spectrometer Probe (PCASP-100x; Droplet Measurement Technologies) or
through a diffusion drier to the remaining instrumentation. In the former, the plumbing
first stepped down from the manifold into a 0.032 m flexible hose. This was clamped to the
inlet of the PCASP-100X using a worm clamp.
Air was drawn into the diffusion drier via 0.24 m of 6.35×10−3m Synflex tubing inserted
into the center of the sampling manifold’s air stream. Air was drawn through the Synflex
tubing via the combined instrument flows of the dry particle sub-system (9.2×10−5m3 s−1).
Particles in the dry particle sub-system passed through a diffusion drier before continuing
to the rest of the instrumentation. The diffusion drier was custom-built using PVC and
stainless steel Swagelok fittings. It consisted of two 6.35×10−3m to 1.27×10−2mbulkhead
fittings at either end of a 0.1 m OD× 0.50 m long PVC capped pipe. Inside of the PVC pipe,
a wire mesh screen was sewn to create a 1.27 × 10−2 m internal diameter tube connecting
both ends of the PVC pipe. Silica gel beads were placed around the mesh tubing to provide
ample surface area to absorb water from the incoming particulate without blocking airflow.
A more detailed drawing is shown in Fig. 2.4.
The geometry of the plumbing in Fig. 2.3b was a result of the considerable footprint of
all of the instruments. Minimizing tubing length to instrumentation that measured coarse
particulate was prioritized. All 6.35 × 10−3 m plumbing fittings were Swagelok stainless
steel fittings. Except for the tubing to the Lightweight Optical Aerosol Counter (LOAC;
Meteomodem) and the tubing inside the manifold, all tubing was stainless steel.
All of the particle counting instruments shown in Fig. 2.3b were operated continu-
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Figure 2.2 : The ship track for the voyage is shown. Radiosonde launch locations are indicated by × symbols.
ously throughout the voyage. While each instrument was fundamentally an optical par-
ticle counter, some instruments first manipulated the particulate by condensing vapor onto
them or passing them through electrical fields. The instrumentation is suitably divided into
2 categories: condensing optical particle counters (CPCs) and pure optical particle coun-
ters (OPCs). A summary of all of the instrumentation is given in Table 2.1. Three different
OPC’s were operated throughout the duration of this experiment: the Passive Cavity Aerosol
Spectrometer Probe (PCASP-100X; Droplet Measurement Technologies), the Lightweight
Optical Aerosol Counter (LOAC; Meteomodem) and the GRIMM (GRIMM EDM 1.108;
GRIMM Aerosol Technik GmbH & Co. KG). In practice the PCASP-100X was used as the
best measurement of coarse particulate. The GRIMM was simply used to characterize parti-
cle losses from the main sampling conduit into the secondary sampling line. Unfortunately,
the variance in data collected by the LOAC was simply too high to provide any valuable
information.
PCASP-100X
The Passive Cavity Aerosol Spectrometer Probe is an optical particle counter designed to
detect particles between 0.1 and 3 µm in diameter. The PCASP(Fig. 2.3) drew air from the
main sampling conduit into its inlet at a flow rate of 1.28×10−2 m3 s−1. Within the inlet a
needle drew air into the optical cavity at a flow rate of 1×10−6 m3 s−1. The combination of
flows ensured that sampling from the main conduit was approximately isokinetic. Once in-
side the PCASP, sample air was hydro-dynamically focused into a particle beam by a sheath
flow of 1.5×10−5 m3 s−1. This beam shot across the optical cavity, intersecting with a 632
nm laser at the focal point of a parabolic mirror. Light scattered from the particles was first
reflected by the parabolic mirror, then by a 45° flat mirror on the opposite side of the opti-
cal cavity, before finally passing through an aspheric collector, which focused the light into
a photo-detector. The wide solid angle of the parabolic mirror ensured that the angular-
dependent variations in scattering intensity which arise from Mie Scattering (Bohren and
Huffman, 1983) were averaged out. The photo-detector operated three different particle
detection channels in parallel, each of which used linear voltage amplifiers with different
gain settings to raise the scattering signal to a detectable range by the counting electronics.
This allowed the PCASP-100X to measure scattering intensities across six orders of magni-
tude. As a result, the PCASP-100X detected particles as small as 0.1 µm and as large as 3





































Figure 2.3 : (a) A starboard side diagram of the R/V Tangaroa. Key locations and equipment for operations
throughout the voyage are named. (b) A flattened drawing of the instrument layout in the container laboratory.
It shows how ambient air, drawn in from the mast, was distributed to the instruments within the container
laboratory. The plumbing is drawn to scale, but the instruments are not. Dotted lines represent pieces of




Figure 2.4 : The design of the diffusion drier seen in Fig. 2.3b. Particle-laden air enters from the right side,
and is passed through a mesh tube with silica gel beads on all sides. A lower bound for the dry surface area
can be estimated by fπr2L, where f is the open area fraction of the wire mesh. However, the uneven surface
provided by the beads means the actual surface area is much greater.
widths of which were determined through calibration by the manufacturer. Uncertainties
for particle counting instruments within a given interval are equal to the square root of the
mean concentration within said interval.
CPC3010
The TSI CPC3010 is a condensation particle counter which measures the total concentra-
tion of particles larger than 10 nm and smaller than 3µm. The TSI CPC3010 condenses
N-butanol onto all incoming particles such that they grow to a uniform size. To accomplish
this, the unit maintains a steady temperature gradient between a saturation and conden-
sation stage of 17 K. At a temperature differential of 17 K, N-butanol will condense onto
particles as small as 10 nm. They rapidly grow via condensation until they reach the op-
tically detectable range of the unit (>300 nm). Thus, the CPC3010 was used to measure
the total number concentration of particles in the size range (0.01 – 3 µm). Particles with
diameters larger than 3 µm were not well transported through the CPC3010 and tended to
deposit onto the walls of the focusing jet before entering the optical cavity.
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DMPS
The DMPS is a differential mobility particle size spectrometer which is nominally capable
of measuring the concentration of aerosol particles larger than 10 nm and smaller than
1µm. The DMPS is composed of two separate instruments: an Electrostatic Classifier (TSI
EC3071) and a CPC (TSI CPC3772). The DMPS first draws particles through a bipolar
diffusion charger (BDC). A Kr-85 BDC was used, which bombarded incoming particulate
with beta radiation. This electrically neutralized >90% of the incoming particles. The rest
of the particles were either singly-charged or doubly-charged, the fraction of which can be
readily calculated (Wiedensohler, 1988). Only a negligible fraction of particles remain mul-
tiply charged. After leaving the BDC, the mixture of charged and uncharged particles passed
through a differential mobility analyzer (DMA). The DMA is simply two concentric stain-
less steel tubes, held at a fixed voltage relative to each other. At the end of the concentric
tubes is a small inlet near the outer edge of the inner tube which connects to the CPC3772.
For a fixed voltage, only a narrow range of particles have the correct diameter and charge
to cross the streamlines towards the center tube at such a rate that they exit through the
small opening which connects to the CPC. The rest will either cross too quickly and deposit
onto the center tube, or not cross quickly enough and be filtered out by a steady sheath
flow through the DMA. Over a period of 12 minutes, the voltage applied to the DMA was
incremented in even logarithmically-spaced steps through the operational range (10–10 000
V). As a result, the particles entering the CPC3772 steadily increased in size (0.02–0.3 µm).
Particles exiting the EC-3071 were counted by the CPC3772 over a period of 10 s, allowing
2 s between each step in voltage for particles of the previous size to be flushed through.
Further data processing details are given in Subsection 3.c.
CCN-100
The final particle counting instrument operated on this voyage was a cloud condensation
nuclei counter (CCN-100; Droplet Measurement Technologies). This instrument was simi-
lar to the other CPC’s, but used water as the condensing fluid. The instrument has a sample
flow of 8.3×10−6 m3 s−1. The instrument was calibrated using ammonium sulfate to derive
the required temperature of the saturation and condensation stages necessary to replicate
cloud formation conditions. The instrument was set up to scan through supersaturation
levels of 0.1% from 0.2–1.0%. Each level was measured for three minutes to ensure that
the system had reached thermal equilibrium. The CCN-100 differs from the CPC3010 in
that it provides size spectra of the humidified droplets. These highly detailed data are useful
for research into the water activity of different particle species; but, for this thesis, only the
number concentration of optically detectable droplets was studied.
Table 2.1 : A summary of the particle counting instrumentation used in the container laboratory. A spectral
instrument is one thatmeasures the number concentration in various size bins, whereas an integral instrument
just gives the total number of particles within the detectable range.
Instrument Name Manufacturer Size Range Spectral or Integral Used in thesis?
Passive Cavity Aerosol Spectrometer Probe DMT 0.1–3 µm Spectral yes
(PCASP-100X)
Environmental Dust Monitor Aerosol Technik GmbH 0.25–32 µm Spectral no
(EDM 1.108)
Lightweight Optical Aerosol Counter Meteomodem 0.2–100 µm Spectral no
(LOAC)
Cloud Condensation Nuclei Counter DMT variable Integral yes
(CCN-100)
Condensation Particle Counter TSI 0.01–3µm Integral yes
(CPC3010)




b. Discrete Aerosol Particle Samples
Throughout the voyage, aerosol particles were also collected onto filter paper. The particle
collection assembly was located ahead of the bridge. This provided relatively consistent ex-
posure to the uncontaminated air mass ahead of the R/V Tangaroa; however, as with the
aerosol sampling line, contamination of the filter bed from ship exhaust was unavoidable.
The collection assembly consisted of a rain shelter, a Pall filter holder, a single layer of 47
mm pre-sterilized polycarbonate membrane filter paper, a vacuum pump and a gas flow
meter. The filter folder and filter papers were provided pre-packaged from Colorado State
University. The filter holders were clamped beneath the rain shelter. The filter holder lid
was then removed and the vacuum pump was turned on, leaving the quartz filter exposed
to ambient air for 12–50 hours. The total volume of air which passed through the filter
paper was verified with the gas flow meter. On average, 14 L min−1 of ambient air flowed
through the filters while exposed. After exposure the filter paper was removed with tweez-
ers, inspected, packaged in a petri dish, sealed with aluminium foil, and kept in an air-tight
plastic bag. The finished samples were then stored at -20°C until they could be shipped to
Colorado State University for analysis.
c. Weather & Ancillary Measurements
Measurements of the state of the atmosphere were also collected from the NZ MetSer-
vice Automated Weather Station (AWS). The AWS was positioned above the bridge of the
R/V Tangaroa at 22.5 m asl. Relevant measurements included ambient pressure, air tem-
perature, relative humidity, wind speed, wind direction and precipitation rate. Raw wind
speeds were corrected for accelerations over the ship’s structure (Popinet et al., 2004; Smith
et al., 2011). From these corrected winds, the true winds were calculated from the ship’s
vector. Finally they were adjusted to the 10 m reference height according to the COARE 3.5
bulk flux algorithms (Edson et al., 2013). The bulk seawater temperature was also mea-
sured near the inlet of the underway seawater sampling system using a thermistor (SBE38;
Sea-Bird Scientific). The inlet for the seawater sampling line is located at a depth of 5.5 m
below the waterline of the R/V Tangaroa. Generally, differences between the bulk tempera-
ture and skin temperature are less than 1 K (Schluessel et al., 1990). The bulk temperature
is the average temperature of water in the upper 10 m of the ocean column (exact depth
varies depending on study), while the skin temperature is the temperature of the ocean sur-
face inferred from infrared measurements (Schluessel et al., 1990). To determine the sea
surface temperature from the bulk temperature, the COARE algorithm simply subtracted
0.3 K from the bulk temperature (Edson et al., 2013).
d. Ceilometer Data
A CHM-15K ceilometer was operated from just behind the bridge (see Fig. 2.3). The
ceilometer measured the reflectivity of the overlying atmosphere by sending 1064 nm laser
pulses at 5 kHz directly upward. The intensity of the reflected light from cloud, precipita-
tion, particulate and even molecules, is then detected back at the instrument. The speed of
light being well known, the time since a pulse is sent, to when a laser pulse is received, is
used to discretize the back-scattered intensity into height bins, 15 m high. The raw laser
power reflected back to the instrument is then divided by the square of this distance to
account for laser width divergence as a function of altitude. Finally, a system calibration
coefficient is then used to convert the back-scattered intensity into a measure of attenu-
ated backscatter. System algorithms are then applied to these profiles to derive cloud base
height. Additional quality control flags are provided by the instrument which inform the
user if there is precipitation on the outer optical window, there is precipitation ongoing, or
if there is fog. Uncertainties in the raw backscatter signal are equal to the square root of the
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mean. The background-corrected and range-corrected “attenuated backscatter” signal has
an additional uncertainty related to the variation in the background.
e. Radiosondes
Radiosondes (iMet-1 ABx; Intermet) were launched approximately twice daily from the
stern of the ship. The radiosonde package contained a radio transmitter, bead thermistor,
thin polymer humidity sensor, solid state pressure sensor and a 12 channel GPS transceiver.
The sensors were attached to weather balloons (KCL-150; Kaymont) with low-weight string
and a string un-winder. When launched, the string around the un-winder would loosen,
allowing the radiosonde to fall 10 m below the balloon. This prevented measurement issues
within the balloon wake, but also prevented tangles around the ship frame during launch.
The weather balloons were inflated with technical grade helium (99.9%; BOC) until they
could adequately lift a reference weight. This guaranteed an ascent rate of 3–5 m s−1. The
balloons typically burst near 17 km, sending a data packet (P, T, RH, Latitude, Longitude)
every second until then. Wind speeds were calculated from the time-series of the GPS
locations. The launch locations for the radiosondes are pictured in Fig. 2.2.
2. Quality Control
Intrusions of Ship Exhaust
As the ship was the sole source of anthropogenic particulate in the region, it was necessary
to screen the measurements for contamination by ship exhaust. Co-incident to the inlet of
the sampling conduit in Fig. 2.3 was an air inlet for a cavity ring-down spectrometer (CRDS;
Picarro G2301), which measured mole fractions of CO2, CH4, and H2O. A mole fraction of
405 ppmCO2 was used as a threshold detection limit for sample contamination by ship stack
emissions. This threshold was chosen as it was well above the primary trend line for [CO2].
Measurements from the particle counting instruments were removed if the contamination
flag was raised.
Counting Uncertainties
Poisson counting statistics were also leveraged to provide quality control on the raw mea-
surements. Poisson counting statistics state that the standard deviation of a count is equal
to the square root of the number of items counted. As an example, the PCASP-100X data
were available at a temporal resolution of 1 Hz. However, in just 1 second, very few par-
ticles were in any of the size bins, resulting in large standard deviations relative to the
measured value. To improve this, the PCASP-100X spectra were averaged over one minute
intervals. Then, the standard deviation of the 1 Hz sub-samples for each of these minute
averages was calculated. When the standard deviation exceeded Poisson counting statistics
(σN > 1.5
√
N), the minute average was discarded. These samples tended to occur shortly
after ship stack emissions had entered the sampling conduit, since it took several seconds
for the pollution to be purged from the line.
Checking for Leaks
Part of setting up andmaintaining an air sampling system is routinely checking for leaks. Ev-
ery two days, the dry particle sub-system was disconnected from the main sampling conduit
(see Fig. 2.3), and connected to a total particle filter. With all of the instruments running,
this slowly removed any particulate from the sample line. In all cases, concentrations of
particulate measured by all instruments tended towards zero, with measurements from the
CPC3010 being no more than 1–2 counts per second. As part of this testing, the voltage
of the DMA was set to 10 V, such that only the smallest particles could be detected by the
DMPS. Since the smallest particles are the most gas-like, they are the most likely to pen-
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etrate into the tubing, even for small leaks. However, on February 25, the voltage across
the DMA was accidentally left at 10 V after the scheduled maintenance was completed. As
a result, no particle spectra were measured by the DMPS system between 25–27 February.
This maintenance did not rule out the possibility of leaks forming in the sampling manifold.
However, it was impractical to test for this.
A mass flow meter (TSI 4140) was periodically used to measure the total flow entering
the dry particle sub-system. This measurement verified that the total flow through the dry
particle sub-system was equal the sum of the flow through each instrument, within 10%.
Unrealistic Measurement Variability from the CPC3010
About halfway through the voyage, the measurements from the CPC3010 began changing
erratically. To diagnose the issue, a total particle filter was placed on the inlet of the unit.
While the unit would periodically report very low concentrations, it would randomly ramp
up to unreasonable concentrations. It was concluded that the particle beam dump in the
optical cavity had become dislodged. The beam dump prevents the laser from firing directly
into the photodiode. Minor misalignments from vibrations and tilting at sea can dislodge
the laser beam dump, leading to artificial particle counts. Despite this, the CPC was left in
place, such that the flow through the system remained unchanged. However, the latter part
of the time series from this instrument was discarded (March 1 st onward).
Gain Stitching Errors in the PCASP-100X
Within the rawmeasurement data collected by the PCASP-100X there was a systematic over-
abundance of particles classed into bin 5 relative to bin 6. This resulted from a stitching
error between the first and second gain channels, which should overlap in this size range.
This was fixed by redefining bin 4 to be the width of bin 4 and 5, adding in the counts for
both channels, and removing bin 5. Bin 0 was also flagged, as the lower bound of particles
detectable in this bin is not well characterized; thus, particles smaller than 100 nm are
often counted by the instrument, leading to an over-estimation of particle abundance in this
size range. Particle number concentrations were then calculated by dividing the number of
detected particle events by the sample flow rate and integration time.
Obscuration of Particles
As particles are continually passing through the laser of an optical particle counter, there
will always be some chance of a smaller particle being obscured by a larger particle. At high
particle concentrations, this could lead to significant under-counting. The manual of the






where W is the Lambert-W function, Na is the actual concentration of particulate, Nm is
the measured concentration, Q is the sample flow rate, and τ is the effective time particles
spend in the sample volume. According to Eq. (2.1), obscuration is less than 6% for particle
concentrations of 1× 104 cm−3. Note that as concentrations of this magnitude were rarely
encountered, the measurements have not been corrected to account for obscuration.
Efficiency of the Diffusion Drier
As indicated in Fig. 2.3b, relative humidity and temperature were measured just after the
diffusion drier using a Honeywell HIH-4602-C sensor. The relative humidity of the air
sample remained lower than 50% throughout themeasurement period andwas always lower
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than the ambient relative humidity. While the diffusion drier did help to keep this below
20% initially, this weakened over time as the silica gel beads saturated. However, since the
RH remained below 50%, and since the efflorescence relative humidity of sodium chloride is
very close to 50% (46.2%), it seemed unnecessary to periodically re-dry the diffusion drier
beads, which would have resulted in regular interruptions to the measurement time series.
Calibration Drift in the CCN-100
The CCN-100 must be carefully calibrated such that the temperature differences in the con-
densation and saturation stages faithfully reproduces the full spectrum of superaturations
particles might encounter in a cloud. This calibration can drift over time, so it is prudent to
calibrate the instrument before and after a measurement campaign. The calibration proce-
dure is as follows: first, the CCN-100 is set to create a fixed temperature difference between
the saturation and condensation stages of the cloud chamber. At the same time, an atomizer
is supplied with a positive pressure to generate aerosol from a dilute solution of ammonium
sulfate. The hydrated particles that form the aerosol are then passed through a diffusion
drier to remove any moisture from the particulate. These particles are subsequently passed
through the electrostatic classifier. The classifier scanned through the range of voltages,
such that the outgoing particulate were monodisperse at any given time. From the electro-
static classifier, the CPC3772 and the CCN-100 measured the total number of particulate
and the total number of CCN, respectively. The fraction of cloud-activated particulate, f,









where Dp,c is the critical diameter for which 50% of the particles activate and β is a pa-
rameter that describes the steepness of the logistic curve. Once the the critical diameter is
estimated, κ-Köhler theory can be used to retrieve the supersaturation, Sc from the following









Where κ = 0.61 is the hygroscopicity of ammonium sulphate, σ = 0.072 J m−2 is the surface
tension of water, Mw = 0.018 kg mol−1 is the molecular weight of water, R is the universal
gas constant, T is the ambient temperature in degrees Kelvin, and ρw = 997 kg m−3 is the
density of water.
The calibration activation curves, and their fit to Eq. (2.2), are shown in Fig. 2.5. Note
that the small hump in each scan which precedes the transition to full activation is a result
of doubly-charged particles from the BDC. By performing this analysis for several system
temperature differences, a calibration curve can be obtained (see right-hand side of Fig. 2.5).
Overall, the drift in calibration was small, with supersaturation set values of 0.2 and 0.3%
drifting the least throughout the experiment. The calibration drift is only provided as a
measure of quality control as it was not used to correct the data.
3. Data Processing
a. Relative Humidity
It is also well-known that the size of hygroscopic particles can vary significantly as a func-
tion of relative humidity. To remove shifts in the particle size distribution that result from
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Figure 2.5 : (left) The fraction of activated ammonium sulfate particles observed by the CCN-100 as a function
of particle diameter. The lines represent fits to Eq.( 2.2) for different cloud chamber temperature differentials
in the CCN-100. (right) The calibration curve after the voyage is compared to the manufacturer’s calibration
pre-voyage.
This was accomplished using a parameterization of the hygroscopic growth of sea spray and









c4 = − 1.424
(2.4)
where S is the saturation ratio of water vapour, c1 – c4 are empirical parameters and r and rd
are the hydrated and dry particle radius, respectively. This wasmore important for size spec-
tra from the PCASP-100X, since these particles were not dried before measurement. The
temperature difference between the container and the PCASP-100X likely removed some
water from the particulate. However, a relative humidity sensor was not connected to the
inlet of the PCASP-100X, so it was assumed that the particles were at ambient humidity.
In contrast, sample air in the dry particle sub-system was typically below the deliquescence
point of sea spray and sulfate, so a voyage-wide size correction could be applied. Note that
data provided in Kremser et al. (2020) has not been corrected according to RH.
b. Sampling Efficiency
In any sampling conduit, particle losses are inevitable. To make statements about the true
ambient particle size distribution, it is necessary to correct for these losses. In estimating
particle losses, calculations described in Chapter 6 of ‘Aerosol Measurement’ (Brockman,
2001) were followed. These calculations describe sampling losses due to: wind speed, wind
direction, inlet orientation, diffusion, turbulence, gravitational settling, and sampling con-
duit geometry (bends, constrictions, diameter).
The sampling conduit was modeled as a 40 m long horizontal tube with three main turns
(two are visible in Figure 2.3) and one sharp right turn within the sampling manifold. This
ignores the fact that the sampling conduit was vertical in some sections. However, gravita-
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Figure 2.6 : The fraction of ambient particles which are successfully transported through the main sampling
conduit is shown as a function of particle diameter. This was calculated according to the geometry of the
sampling conduit and equations in Brockman (2001).
tional losses in vertical tubing are zero and all other losses are unchanged, so this calculation
represents a worst-case scenario. This also ignores slight constrictions in the tubing from
bending around elements of the ship’s frame. However, the tubing used was relatively rigid,
so any constrictions were small. Finally, the tubing was embedded with a copper wire, so
it was assumed that there was no buildup of static charge on the exterior of the line. As a
result, there were likely no particle losses from electrostatic deposition.
The flow through the main sampling conduit was provided by two pumps: a primary
pump, which provided a flow of 2.64 × 10−2 m3 s−1, and a secondary pump providing an
additional 1.28 × 10−2 m3 s−1 of flow. This resulted in a net flow of 3.92×10−2 m3 s−1
through the sampling conduit. Assuming the velocity field approximately followed Hagen-
Poiseuille’s law, this provided a mean gas velocity of 5 m s−1 and a flow Reynold’s number
of 32, 400: evidently well into the turbulent regime. The total transit time of the particles
through the sampling conduit was 8 s.
The inlet of the tube was restrained to face slightly downwards in order to avoid accu-
mulation of precipitation in the inlet line. The inlet thus made an angle of -45° from the
plane of the ship. However, winds were largely parallel to the ocean surface. As a result,
sampling was always anisoaxial. Additional sampling losses in the inlet region came from:
aspiration inefficiency and inertial impaction with the vena contracta. Throughout the re-
mainder of the transport to the container laboratory, particles could deposit onto the tube
walls as result of gravitational settling, bends, sharp turns, turbulent inertial deposition,
and diffusion.
Figure 2.6 shows the total sampling efficiency for the PCASP-100X, η, for standard at-
mospheric temperature and pressure, with ambient winds of 5 m s−1. Since the inlet was so
Table 2.2 : Reference equations from Baron and Willeke (2001) (B+W) that were used to calculate the sam-
pling efficiency are summarized.
Loss Anisoaxial Aspiration Inefficiencies Collision w/ Vena Contracta Gravitational Settling
Equation (B+W; 8-20) (B+W; 8-25) (B+W; 8-54)
Loss Wall Collisions in Bends Wall Collisions in Turns Wall Collisions from Turbulence
Equation (B+W; 8-68) (B+W; 8-66) (B+W; 8-61)
Loss Wall Collisions from Diffusion Losses in a CPC Losses to an Impactor
Equation (B+W; 8-56) (Hermann et al., 2007) (B+W; 8-3)
21
2.3 Data Processing
































Figure 2.7 : Themodelled instrument response matrix Γ is shown for 256 particle diameter bins for an example
even voltage scan of 256 voltages from 1 to 10,000V. The different lines in Γ correspond to particles with
increasing number of charges.
wide, the Stokes numbers for the relevant particle sizes were small (<1×10−2). As a result,
losses from anisokinetic effects were very low. The largest losses were due to diffusion,
inertial impaction with walls and the vena contracta in the inlet region, bends in the tubing,
and gravitational losses. The equations used to estimate Figure 2.6 are listed in Table 2.2.
Finally, the ambient particle number–size spectrum, Na can be calculated from the sam-





Which is applicable to almost all of the particle counting instruments. However, additional
losses were encountered within the DMPS. Diffusional losses within the BDC, the EC3071,
and the diffusion drier are all substantial. While the additional pipe length from the sample
manifold to the DMPS is only 1 m, the effective diffusional length of the BDC, EC3071 and
diffusion drier combined is 13 m (Wiedensohler et al., 2012). These diffusional losses are
calculated exactly as in the sampling conduit, but with the effective diffusional length rather
than the true length. The CPC3772 and CPC3010 have additional losses, too, and only ef-
ficiently measure particulate larger than 10 nm (Hermann et al., 2007). Additionally, an
impactor was placed in front of the EC3071 which prevented large particles from entering
the system. Large particles are more likely to be multiply-charged (Gunn, 1955; Wieden-
sohler, 1988), which complicates the DMPS sampling procedure and can lead to false counts
in smaller bins. The losses from these elements were multiplied through with the losses in
the sampling conduit to estimate the total sampling efficiency of the DMPS. This curve is
shown in Figure 2.6.
c. Inverting the DMPS Data
The reconstruction of the fine particle size spectrum from DMPS measurements is a rela-
tively complicated procedure. While the electrostatic classifier reports a particle diameter
for each voltage setting, this is only the predicted diameter for singly charged particles at
that voltage. The particles exiting the BDC can actually have multiple charges. As the par-
ticle diameter increases, so does the probability that a given particle could have multiple
charges (Gunn, 1955; Wiedensohler, 1988). To compensate for this, an inversion method-
ology must be applied.
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Figure 2.8 : The total number concentration of particles observed by the DMPS is compared the number
observed by the CPC3010.
The first step in the inversion is to define the size resolution of the retrieved size spectra.
A set of 256 diameters logarithmically-spaced between 10–500 nm, dp,j was chosen. The
probability, f, that a particle will have a charge of ϕwas calculated according to Gunn (1955),
along with ion mobilites and thermal velocities from Wiedensohler et al. (1986). Since the
window of particle diameters that are able to transfer through the classifier is not infinitely
sharp, the instrument transfer function, Ω also needs to be approximated. In theory, the
number of particles, C, that will be observed by the CPC3772 when the EC3071 is set to a










d log (Dp) (2.6)
where dn(d log (Dp))−1 is the ambient particle number–size spectrum,Q is the inlet flow rate,
Qs is the sheath flow rate, ∆t is the counting integration time, η is the efficiency in Fig. 2.6,
ϕ is the number of charges, P is the ambient pressure, and T is the temperature in column
(Brockman, 2001). The narrowness of the transfer function depends mostly on the ratio of
the inlet and sheath flow rates, where a high sheath-to-inlet flow results in an extremely
narrow transfer function.
The outer integral of Eq. (2.6) is discretized into 256 bins and re-formulated in matrix
notation as:
C = ΓN (2.7)
Where, Γ is the instrument response matrix, and N is the particle number–size spectrum
across the diameter space. The probability that an incoming particle will have more than
five charges is quite small, so the sum was limited to just the first five positive charges. The
value of the transfer function for particles with zero or negative charges (ϕ ≤ 0) is zero. The
response matrix, Γ, can then be defined as follows:






f(dp,j, ϕ)Ω(dp,j,Vi, ϕ) (2.8)
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1.  Multiply EC-3080 
    voltage by factor:
    f
3.  Integrate CPC3772
    particle counts
2.  Measure voltage
4.  If V≥10000V
       f = 1/f
    If V≤10V
       f = 1/f
5. Repeat
Measurement
10. Apply LSMR algorithm to
    retrieve spectra N.
9.  Sort particle counts, C,
    into the n voltage bins.
6.  Define n voltage bins
    evenly spread from
    10-10000 V in log-space.
8.  Calculate Γ as an nxm
    matrix
7.  Define m particle size
    bins evenly spread from
    10-500 nm
Inversion
12. N = (1 + (X - 1)·Γ)∘N
13. Apply moving geometric 
    mean to N
14. Repeat
Smoothing
11. X = 
Γ·N
C
Figure 2.9 : Pseudo code for measuring, processing
and smoothing retrieved particle size spectra from the
DMPS. The inversion step discretized pairs of mea-
sured voltages and particle sub-counts into the voltage
array. The median of each bin was retained for the in-
version. Inversion and smoothing took place after the
voyage had concluded. Smoothing steps 11 and 12 are





The resulting transfer matrix is visualized in
Fig. 2.7.
To solve Equation 2.7, the raw DMPS
measurements were first sorted into 1000
sequential 1-hr bins over the duration of the
experiment. Then, the particle sub-counts
and voltages were discretized into 256 bins
by voltage from 10–10,000V. In each volt-
age bin, only the median number of parti-
cles observed was retained. This provided
a measure of quality control by ignoring re-
ally high counts (from ship exhaust) and re-
ally low counts (from lack of N-butanol).
Sorting in this way also provided a common
basis of voltages across the entire time se-
ries. Hence, the response matrix, Γ, only
needed to be calculated once. Finally, the
number concentration size spectra were cal-
culated by inverting Equation 2.7. The in-
version was accomplished with an imple-
mentation of the LSMR algorithm in SciPy.
The LSMR algorithm is designed for solv-
ing least squares problems with sparse ma-
trices (Fong and Saunders, 2011), like Γ.
However, the spectra, N, retrieved from in-
verting Equation 2.7 were still quite noisy.
To retrieve a smoother signal, a variant of a
smoothing algorithm for mobility size spec-
tra was applied (Markowski, 1987). This
algorithm is an adaptation of Twomey’s al-
gorithm (Twomey, 1975), which inserts a
moving averaging step after the adjustment
step. However, the geometric mean was
used instead of the arithmetic mean. This
better preserved the shape of the distribu-
tion in log space in between iterations of
Twomey’s algorithm. An outline of themea-
surement, inversion and smoothing steps is presented in Fig. 2.9.
The total number concentration from the retrieved spectra is compared to the total con-
centration observed by the CPC3010 in Fig. 2.8. The comparison was restricted to times
when the CPC3010 was functioning correctly (before March 1st). Overall, the correlation
was high (R2 = 0.85) with no appreciable bias. Total number concentrations calculated
from the DMPS that were much smaller than measured by the CPC3010 occurred when
the CPC3772 was running out of N-Butanol. This was a recurring issue with the system.
The constant motion of the boat forced the CPC3772’s liquid-level sensor to trigger that
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the reservoir was full. This closed the ball-valve between the fill bottle and the instrument
reservoir. A software patch was implemented to force the ball valve open every 30 minutes
while keeping a bottle full of N-Butanol connected to the reservoir at all times. The majority
of scans where this was an issue were masked by taking the median of all of the discretized
scans within an hour in the inversion step; however, a few remained.
4. Modelling
a. AMPS
To contextualize the measurements made during the Marine Ecosystem and Environment
Voyage, two primary modelling tools were used. The first such tool was meteorological out-
put fields from the Antarctic Mesoscale Prediction System (AMPS) (Bromwich et al., 2005).
AMPS is fundamentally based on the Advanced Weather Research and Forecasting model
(WRF); however, it includes more detailed parameterizations for polar climates than are
available in the standard version of WRF. The model is initiated using initial and boundary
conditions for the state of the atmosphere from NCEP GFS, sea surface temperature and sea
ice data from NSIDC. The model then predicts the evolution of the atmosphere at several
nested spatial and temporal resolutions. AMPS initializes a new forecast every twelve hours.
However, in this work only meteorological forecasts at +03, +06, +09, and +12 hours af-
ter initialization were used. This helped avoid initialization biases relative to the rest of
the forecast (Jolly et al., 2016). In addition, only the outermost spatial domain, d01, was
studied, as the higher resolution domains were specific to Antarctica and did not adequately
represent the Southern Ocean. Within this domain, AMPS provides meteorological predic-
tions at 3 hour resolution, 24 × 24 km horizontal resolution, and 60 η levels between the
surface and 10 hPa. η levels are a hybrid coordinate system which defines altitude according
to pressure and surface topography. A complete overview of AMPS is provided in Bromwich
et al. (2005), though the configuration has changed considerably since. Data used in this
thesis were downloaded from https://www.earthsystemgrid.org/project/amps.html.
b. FLEXPART-WRF
The second modelling tool used extensively throughout this thesis was the Lagrangian par-
ticle dispersion model, FLEXPART-WRF (Brioude et al., 2013). FLEXPART-WRF was used
to predict the air mass history of our in situ measurements. Air mass history calculations
estimate the path through which aerosol particles, or gasses, are transmitted through the
atmosphere to the point of measurement. Air mass history can thus be used to identify
where and when an airborne contaminant (particulate, gas), was emitted into the atmo-
sphere. FLEXPART-WRF characterized the air mass history of our in situ measurements by
simulating the dispersion of model aerosol particles in reverse time through meteorological
fields. As indicated by the acronym, the model ingests meteorological output from WRF to
predict air mass history. In this case, the meteorological output was provided by the AMPS
forecasts introduced earlier.
The dispersion of the particles through the atmosphere is predicted according to the local
wind velocity. Reynold’s decomposition can be used to break down the wind velocity into
its mean and fluctuating components:
v = v + vt + vm (2.10)
Where v is the mean velocity of the wind, vt is a perturbation due to turbulence, and vm is a
perturbation which accounts for mesoscale variability in wind. FLEXPART-WRF reads the
mean velocity, v, directly from the AMPS meteorological forecasts. The model then uses the
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Langevin equation to calculate both vt and vm:
dvx
dt
= ax + bxdW (2.11)
Where ax and bx are terms which characterize the acceleration and the strength of the diffu-
sive process (respectively), dt is the time-step, and dW is a random stochastic variable with
zero-mean, and unit variance (Stohl et al., 2005). In the case of the turbulent wind fluc-
tuations (vt) at and bt are parameterized according to the planetary boundary layer height,
Monin-Obukhov length, convective velocity scale, roughness length and friction velocity.
For the mesoscale wind fluctuations (vm) bm is a function of the gridscale variability in wind,
i.e. the model assumes that the variability of winds within nearby grid cells is the same as
the variability within a given grid cell. Complete simulation details are provided in Chapter
3.
The key output variable provided by FLEXPART-WRF is the grid-cell residence time,
which tracks the total amount of time that a particle spends within a given grid-cell dur-
ing a meteorological time step. As demonstrated by Seibert and Frank (2004), the grid-cell
residence time constitutes a source-receptor relationship between the airborne concentra-
tion of a substance measured at the initialization point of the air mass history calculation,
N(x0, y0, t0), and the volumetric flux of that substance from a given grid cell along the back
trajectory, F(x, y, z, t). However, the particle concentration is not necessarily preserved along
the Lagrangian path. Along the trajectory, the particles may be subjected to dry deposition
(e.g. gravitational settling) or wet deposition (e.g. rain-out or cloud activation) depend-
ing on the meteorological forecasts. As the length of time a particle spends within a grid-
cell dictates the amount of particulate lost to a given mechanism (dry or wet deposition),




Where dP is the scaled residence time, M and M0 are the time-dependent and initial mass
concentrations of the particle, and dt is the time step. Note that M0 is arbitrary as it scales
the time-dependent mass, M. It is nominally set to a value of 1. When the time-dependent
mass decreases past a certain threshold value, the simulation is terminated. In such a case,
the air mass history is considered to be completely characterized.
If the flux, F, of a quantity is known then the concentration,N, at the receptor (x0, y0, z0, t0)
can be estimated according to the following equation:





F(x, y, z, t)dxdydzdP (2.13)
where N0 is the background concentration, tf is some time prior to the observation time
t0, and A denotes that the integral is taken over the entire atmosphere. This equation is
simplified by the following observations. First, we are not concerned with the volume flux
of airborne contaminants throughout the entire atmosphere. This thesis is interested in
the interfacial flux of sea spray particles into the atmosphere. We also assume that the
simulation is sufficiently long, such that the residence time of particles within grid-cells
beyond the simulation time is too small to affect the predicted concentration at the receptor
point (∥ dNdF ∥ ∼ 0). Then, assuming the flux is well-mixed into a boundary layer of minimum
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depth, h, equation 2.13 becomes:







F(x, y, t)dxdydP (2.14)
Where O denotes that the integral is taken over the ocean surface. To increase confidence
in the back-trajectory calculations, 100 000 particle back trajectories are calculated for each
observation point. Equation 2.13 is then calculated using the ensemble average of the resi-
dence time over all of the independent particle back trajectory simulations.
5. Summary
In this chapter, particle counters, discrete samples of particles collected on filter paper,
aerosol backscatter measurements, meteorological data, and radiosonde deployments were
described. The principals of measurement were outlined and relevant aspects of quality
control and data processing were discussed. In following the procedures described in this
chapter, a high quality data set has been produced. In this thesis, the data set described
in this chapter will be used to characterize the abundance of particulate within the South-
ern Ocean boundary layer and the mechanisms through which those particles are trans-
ferred to, and subsequently activated within, the cloud layer. The data collected on this
voyage, along with many other measurements from collaborators, are available via Zen-
odo, https://zenodo.org/record/4060237#.X70Z1GhKjIU. An accompanying manuscript
detailing the data set is forthcoming (Kremser et al., 2020).
As described in this chapter, the in situ observations will also be supplemented with a
characterization of the wider Southern Ocean atmosphere as predicted by AMPS. In addi-
tion, air mass history calculations from FLEXPART-WRF will be exploited to understand
the origin of the particles observed throughout the Marine Environment and Ecosystem
Voyage. Combined, the measurements and modelling techniques described in this chapter




Constraining the Surface Flux of Sea
Spray Particles from the Southern Ocean
Abstract
Modeling the shortwave radiation balance over the Southern Ocean region remains a challenge
for Earth system models. To investigate whether this is related to the representation of aerosol-
cloud interactions, we compared measurements of the total number concentration of sea spray
generated particles within the Southern Ocean region to model predictions thereof. Measure-
ments were conducted from a container laboratory aboard the R/V Tangaroa throughout an
austral summer voyage to the Ross Sea. We used source–receptor modeling to calculate the
sensitivity of our measurements to upwind surface fluxes. From this approach, we could con-
strain empirical parameterizations of sea spray surface flux based on surface wind speed and
sea surface temperature. A newly tuned parameterization for the flux of sea spray particles
based on the near-surface wind speed is presented. Comparisons to existing model parame-
terizations revealed that present model parameterizations led to over-estimations of sea spray
concentrations. In contrast to previous studies, we found that including sea surface tempera-
ture as an explanatory variable did not substantially improve model–measurement agreement.
To test whether or not the parameterization may be applicable globally, we conducted a simi-
lar regression analysis using a database of in situ whitecap measurements. We found that the
key fitting parameter within this regression agreed well the parameterization of sea spray flux.
Finally, we compared calculations from the best model of surface flux to boundary layer mea-
surements collected onboard an aircraft throughout the Southern Ocean Clouds, Radiation,
Aerosol Transport Experimental Study (SOCRATES), finding good agreement overall.
1. Introduction
In the remote boundary layer of the Southern Ocean, continental sources of particulate mat-
ter such as black carbon, terrestrial monoterpenes, dusts, and pollen contribute very little
to the population of suspended particulate (Murphy et al., 1998). As a result, the magni-
tudes of the direct and indirect shortwave radiative effects from the suspended particulate
within the region are largely driven by local, marine sources (Carslaw et al., 2013; McCoy
et al., 2015). There has been a considerable amount of work in recent years to under-
stand the excess of shortwave radiation reaching the ocean surface in the Southern Ocean
within climate-chemistry models (CCMs), especially regarding the representation of clouds
within these models (Trenberth and Fasullo, 2010; Bodas-Salcedo et al., 2014). Since hygro-
scopic particulate matter are a necessary precursor to cloud formation, they can indirectly
exert a substantial influence on the radiation balance through modification of cloud bright-
ness (Twomey, 1977) and cloud phase through the availability of ice nuclei (DeMott et al.,
2010).
The natural sources of airborne particles in the region are the production of sea-spray
generated particles (SSPs) from wind–wave interactions and ultra-fine particles from the
homogeneous nucleation of sulfuric acid and other volatile vapours. However, the rate of
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production of SSPs remains an open problem: the number of particles entering the atmo-
sphere of a given droplet size and at a given wind speed has been shown to vary by over
an order of magnitude among existing parameterizations for the production of SSPs (Ovad-
nevaite et al., 2014). If one also accounts for the uncertainties related to predicting the
dependence of the surface flux on the wind speed over the water, estimates for the intensity
of the surface flux diverge further. As a result, both the concentration and seasonal cycle of
SSPs remain poorly constrained in the Southern Ocean (Henzing et al., 2006; Revell et al.,
2019). Several studies have shown that the lack of prediction accuracy for the flux of SSPs
results in large biases between observed and modelled mass concentrations of SSPs in the
marine boundary layer (MBL), particularly in regions with cold waters (Jaeglé et al., 2011;
Grythe et al., 2014; Witek et al., 2016).
In general, sea spray is the dominant source of particulate matter in the Southern Ocean
in terms of mass (Murphy et al., 1998); however, during ice formation in coastal Antarc-
tica, wind-blown frost flowers and snow from sea-ice can also become locally prominent
sources (Kaleschke et al., 2004; Yang et al., 2008). Since these particles are the largest in
the region (Quinn et al., 2017), they are also a substantial contributor to the local aerosol
optical depth (AOD) (Shindell et al., 2013). While the contribution of SSPs to the regional
AOD is much more significant than its contribution to cloud albedo in the Northern Hemi-
sphere, over the Southern Ocean it is precisely the opposite (Ayash et al., 2008). This high-
lights that SSPs are a regionally important component of cloud formation over the Southern
Ocean. This is not surprising: SSPs are mainly comprised of highly soluble sea salt and so
they are very efficient cloud condensation nuclei (CCN) (Petters and Kreidenweis, 2007).
While SSPs form only a small fraction of CCN globally, they can make up ∼65% of CCN
over the Southern Ocean (Quinn et al., 2017).
Recent studies have also shown that SSPs can act as ice nucleating particles (INPs), which
encourage the phase transition of cloud droplets to ice (DeMott et al., 2016; McCluskey et
al., 2018). Since the Southern Ocean is far removed from continental sources of INPs (e.g.
dust), SSPs may be the only source of INPs in the region. Ice nucleation sites within the
droplets are likely a result of suspended amounts of organic material within the sea surface
microlayer which became entrained within the droplets during formation (DeMott et al.,
2016). However, organic materials form very little of the mass composition of the resulting
SSPs (Murphy et al., 1998); hence, the ice-nucleating potential of sea spray is very weak
relative to continental sources such as mineral dusts (McCluskey et al., 2018). Still, the
capacity for SSPs to modulate cloud phase represents an additional mechanism through
which they can affect the local radiation balance.
While we have emphasized the potential radiative effects SSPs might have on the South-
ern Ocean region, there are other ways in which they can perturb the Earth system. Several
studies have shown that the largest SSPs are non-negligible contributors to the exchange of
latent and specific heat across the ocean–atmosphere interface (Richter and Sullivan, 2013;
Ortiz-Suslow et al., 2016). In a bulk flux model of the air–sea exchange of heat, Andreas
et al. (2015) showed that these large, “shear” sea-spray droplets accounted for fluxes of
sensible and latent heat on the same order of magnitude as fluxes directly from the ocean–
atmosphere interface at high wind speeds (U10 > 15 m s−1). Observations and model sim-
ulations have shown that the rate of momentum transferred from the atmosphere to the
ocean starts to decrease after a critical threshold wind speed is passed (30 m s−1; (Powell et
al., 2003; Bao et al., 2011; Hwang, 2018)). Theoretical work has suggested that this change
is driven by the exchange of sensible heat between the largest droplets and the atmosphere,
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which become more abundant at high wind speeds (Bao et al., 2011). This leads to consid-
erable biases in the prediction of storm intensity (Bao et al., 2011). The ability to predict
the abundance of SSPs is therefore vital to fully understanding many macroscopic processes
within the region.
To constrain the potential role sea spray may have on the regional radiation budget, it
is first necessary to validate current parameterizations for its flux against in situ observa-
tions of its abundance. However, there is currently a dearth of such observations over the
Southern Ocean. In this work we present measurements of the total number concentration
of airborne particles recorded throughout an austral summer voyage to the Ross Sea aboard
the R/V Tangaroa. We use these measurements to test existing empirical parameterizations
which describe the flux of particles from wave breaking events in open seas. Measurements
from instruments onboard the High-Performance Instrumented Airborne Platform for Envi-
ronmental Research (HIAPER) throughout the Southern Ocean Clouds, Radiation, Aerosol
Transport Experimental Study (SOCRATES) were also used to validate these parameteri-
zations. Since the winds throughout both of these experiments included the extremes of
surface conditions encountered at the air–sea interface, understanding the flux of SSPs in




The voyage aboard the R/V Tangaroa began on February 9th and ended on March 21st, 2018
departing and returning to Wellington, New Zealand (41°17’ S, 174°46’ E). The bulk of the
voyage was spent in waters south of 60°S, with 17 days of the voyage spent in seas between
60–70°S and 13 days of the voyage south of 70°S.
In situ measurements of boundary layer aerosol were conducted from a container lab-
oratory on the shelter deck of the R/V Tangaroa (2 m a.s.l.). The instruments within the
container laboratory drew a continuous air sample through 40 m of 100 mm ID anti-static
tubing (EOLU PU; IPL Ltd.) from the mast of the R/V Tangaroa (15 m a.s.l.). For the pur-
poses of this study, we have primarily focussed on measurements from the passive cavity
aerosol spectrometer probe (PCASP-100X; Droplet Measurement Technologies) with sup-
plementary data from a differential mobility particle sizer (DMPS; TSI). The PCASP-100X
is an optical particle counter which measured the number concentration size spectra of par-
ticles within the air sample. The instrument is capable of detecting particles with optical
diameters between 0.1–3.0 µm in 30 size bins at 1 Hz. The DMPS measured the num-
ber concentration size spectra of particles within the air sample with mobility diameters
between 0.02–0.3 µm in 32 size bins once every 10 minutes. We have corrected the num-
ber concentration measurements according to calculations of the sampling and transport
efficiency from Brockman (2001). These calculations accounted for anisokinetic sampling
conditions, diffusion of the particles toward the tube walls, and gravitational settling of the
particles. All of these calculations were based on empirical parameterizations of these losses
in a turbulent flow. Across the spectrum of sizes we measured, we estimate that the total
sampling efficiency was at most 93%, but no less than 90%.
Throughout the voyage, a cavity ring-down spectrometer (CRDS; Picarro G2301) mea-
sured mole fractions of CO2, CH4, and H2O from a separate sampling line. The sampling
line of the CRDS was within 5 m of the main sampling line used for the particulate sam-
pling. Intrusions of ship exhaust from the rear of the ship would have been sufficiently
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well-mixed in the turbulent air around the ship superstructure so as to affect both sampling
lines. We used a threshold limit of 405 ppm of CO2 to detect when ship exhaust contam-
inated our main sampling line. This threshold was well above the trend line of the [CO2]
mole fraction time-series. After removing these outliers, we used 1 Hz sub-samples of the
particle number concentrations to calculate 1-minute averages of the number concentration
size spectra and its standard deviation. When the standard deviation of the 1 Hz samples
deviated significantly from Poisson counting statistics the sample was removed.
This study also incorporated measurements from the New Zealand Met Service’s Auto-
mated Weather Station (AWS) aboard the R/V Tangaroa. The AWS anemometer was posi-
tioned at 22.5 m a.s.l. on the mast of the ship, while the rest of the AWS was positioned
at 15 m a.s.l. The AWS measured: atmospheric pressure, atmospheric temperature, rela-
tive humidity, wind speed, wind direction, and accumulated precipitation. Measurements
of the average relative wind speed and wind direction were made using a pair of ultrasonic
anemometers (Gill WindSonic) and reported at 1-minute intervals. The measurements of
wind speed were corrected according to directionally-dependent acceleration factors, based
on a model of air flow around the R/V Tangaroa’s superstructure (Popinet et al., 2004; Smith
et al., 2011). The wind speeds were then corrected according to the ship heading and speed
to derive the true wind speed and wind direction. Finally, the acceleration-corrected, true
wind speed at 22.5 m was scaled to the 10 m reference level using the bulk flux algorithms
developed from the Coupled Ocean-Atmosphere Response Experiment (COARE) (Edson
et al., 2013). In employing the COARE bulk flux algorithms, we have not accounted for
differences in the height of the AWS due to heave with respect to mean sea level, which
may amount to ±4 m in heavy seas. If for a given measurement, the pitch or roll of the ship
was significant with respect to the mean wind vector, then the measured wind speed would
have been systematically biased low. However, throughout the voyage, the pitch of the ship
was <20°, and so these corrections would be less than 6%.
Measurements of the boundary layer number concentration size spectra were also con-
ducted onboard HIAPER, amodified GulfstreamV aircraft, from January 16th–February 24th,
2018. These measurements were part of the SOCRATES experiment. Over the course of the
experiment, there were 15 flights, which departed and returned to Hobart, Australia. We
have focused on the flights which coincided with our observational record, namely Research
Flights (RF) 10–15 which took place between February 7th–24th, 2018. Two Ultra-High
Sensitivity Aerosol Spectrometers (UHSAS; Droplet Measurement Technologies) were used
throughout the experiment to measure the number concentration size spectra of particles
within the surrounding air; however, for this study we focused solely on the measurements
from the UHSAS mounted inside of the aircraft. The UHSAS sampled ambient air via a
counterflow virtual impactor inlet mounted outside of the aircraft. This ensured that the
internal flow rate of the UHSAS was isokinetically matched to the exterior flow around HI-
APER. Like the PCASP-100X, the UHSAS is an optical particle counter which can detect
particles with optical diameters between 0.059–1.022 µm in 100 discrete size bins at 1 Hz.
It was determined that corrections to the number concentration size spectra from the ad-
ditional ram pressure of sampling the aerosol from a moving aircraft would amount to less
than 1%. This was substantially less than the observed variability in both the number con-
centration time series and the volume flow rate of the pump that provided the flow through
the UHSAS. For each flight we identified 3–6 periods when the altitude was stable, there
was little precipitation, and the observed number concentration size spectra were relatively
stable. In each of these periods, we averaged the number concentration size spectra over
5–10 minutes. This resulted in 28 unique measurements between 69–6,100 m a.s.l, 17 of
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which were in the boundary layer.
b. FLEXPART-WRF
The FLEXible PARTicle transport model (FLEXPART), FLEXPART-WRF, is a Lagrangian
particle dispersion model designed to model particle trajectories within mesoscale me-
teorological fields from the Weather Research & Forecasting Model (WRF) (Brioude et
al., 2013). For this study, we used meteorological forecasts from the real-time Antarc-
tic Mesoscale Prediction System (AMPS) (Polar Meteorology Group, 2018). AMPS uses a
variety of data sources to constrain these forecasts, including near-real-time sea-ice con-
centrations measured from the Special Sensor Microwave/Imager (SSM/I) radiometer and
sea surface temperature (SST) data from the National Center for Environmental Prediction
(NCEP) (Bromwich et al., 2005). Initial and boundary conditions for AMPS were specified
according to near-real-time forecasts from the NCEP Global Forecasting System (Bromwich
et al., 2005). We used the AMPS output with the widest spatial coverage, domain 1, which
has a horizontal resolution of 24× 24 km, a vertical resolution of 61 η levels, and a temporal
resolution of three hours. The AMPS forecasts used throughout this study were downloaded
from https://www.earthsystemgrid.org/project/amps.html.
We initialized 100, 000 particle trajectories from the geographic location of the R/V Tan-
garoa every three hours to match the temporal resolution of AMPS. Additional simulations
were run for every hour in between the meteorological time steps if the R/V Tangaroa had
entered a new grid cell in the AMPS domain. These two criteria resulted in 651 unique
simulations. To trace losses due to deposition throughout the simulation, FLEXPART as-
signed each particle a unit mass distributed over a log-normal size distribution. To match
our observations, we centered this distribution around a geometric dry diameter of 0.20 µm
(Dp,g = 0.4 µm at 80% relative humidity), with a geometric standard deviation of 2.00, and
a dry density of 1.84 g cm−3. FLEXPART-WRF used the discretized Langevin equation to
describe the turbulent dispersion of these particles through the atmosphere in reverse time
with an adaptive time-step strictly less than 180 s. The particles were advected through the
meteorological fields specified by AMPS from the time of measurement up to five days prior
in reverse time. Throughout the trajectory, losses of particle mass due to dry deposition
were calculated according to the resistance method (Hicks et al., 1987). To improve these
calculations we modified FLEXPART-WRF to account for hygroscopic particle growth ac-
cording to the ambient relative humidity (Gerber, 1985), since changes in particle size can
significantly affect a particle’s settling velocity and dry deposition velocity. FLEXPART-WRF
also accounted for losses of particle mass from precipitation and droplet activation. Within
clouds, FLEXPART-WRF calculated the scavenging rate of particles from droplet activation
according to the parameterization of Hertel et al. (1995). For scavenging by precipitation
below cloud, loss rates were estimated from the following empirical relationship:
Λ = AIBs (3.1)
where the scavenging rate, Λ, was calculated as a function of the rain-equivalent snow in-
tensity, Is (mm hr−1), and user-set scavenging coefficients, A and B. While fairly good rep-
resentations of particle scavenging from rain exist in the literature, there is substantially
more uncertainty with regards to the scavenging from snow (Slinn, 1977). Recent param-
eterizations of below-cloud scavenging in the non-WRF version of FLEXPART recommend
applying an empirical fit to a set of snow scavenging rates measured in southern Finland
(Kyrö et al., 2009; Grythe et al., 2017). However, this parameterization doesn’t explicitly
account for increases in scavenging with increasing snow intensity. We observed that the
differences in scavenging rates Kyrö et al. (2009) observed across the particle size spectra
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were small compared to the difference in median snow scavenging rates they observed be-
tween their median observed snow intensity (0.2 mm hr−1) and peak snow intensity (5 mm
hr−1). We used the median scavenging rates and snow intensity values they reported to
estimate the following scavenging coefficients for snow: A = 4×10−5 and B = 0.43. For
reference, the typical values used by FLEXPART-WRF for rain are 5×10−6 and 0.62, respec-
tively. Together with the dry deposition velocity, the mass concentration loss rate could be









where m is the mass of the particle, vd is the dry deposition velocity, and h was the height of
the layer in which dry deposition occurred (30 m a.s.l.).
In reverse mode, FLEXPART-WRF calculated the residence time of the particles within
the lowest 100 m of the atmosphere. The residence time calculation was weighted by the
local air density and the residual mass of the particles within the grid-cell. The weighted
residence time was normalized by the initial mass of the particles such that the resulting
residence time accounted for losses fromwet and dry deposition as described above. Finally,
FLEXPART-WRF integrated the weighted residence time over the duration of the meteoro-
logical time-step for each grid-cell of the AMPS domain.
c. Quantifying the contribution of sea spray
Previous studies have shown that in pristine marine environments, the contribution of SSPs
to the number concentration size spectra can be characterized by a single log-normal number
concentration size distribution (Modini et al., 2015; Quinn et al., 2017). Distributions
derived from this method have been shown to agree well with number concentration size
spectrameasured during laboratory wave-breaking experiments and the “canonical sea spray
size distribution” derived from other studies (Prather et al., 2013; Lewis and Schwartz,
2004). This also agrees with themass composition of the particlesmeasured in the Southern
Ocean boundary layer during the ACE-1 campaign, which found that particles larger than
0.3 µm were composed almost entirely of sea-salt (Murphy et al., 1998). We applied this
methodology to our own measurements of the number concentration size spectra from the














where Dp is the particle diameter, N is the total number concentration of particles, Dp,g is the
geometric mean diameter of the distribution, and σg is the geometric standard deviation of
the distribution. After fitting, the retrieved spectra were corrected to a relative humidity of
80% (Gerber, 1985). In the process of fitting, the geometric standard deviation (σg) of the
mode was fixed to a value of 2, which best fit our data. WhileModini et al. (2015) andQuinn
et al. (2017) allowed σg to freely vary in their regression analysis, the variance-covariance
matrix from our regression indicated that the resulting parameters were significantly corre-
lated, since the data very weakly constrained σg.
To calculate the total number concentration of sea spray from the FLEXPART-WRF resi-
dence time, we assumed that the surface flux of SSPs also followed a log-normal distribution:
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where f is the partial particle flux in m−2 s−1, F is the total particle flux in m−2 s−1, and Dp
is the particle diameter.
Themost widely used empirical approach for constraining the particle flux from the ocean
surface is the “whitecap method”. It results from the following assumptions: first, that the
total flux of particles entering the atmosphere from the ocean surface can be determined
from the fractional surface coverage of whitecaps, W (“whitecap fraction”); second, that the
whitecap fraction can be adequately determined from the 10 m scalar wind speed over the
ocean, U10; and third, that the shape of the SSP size distribution is not a function of wind
speed. Laboratory and field experiments have shown that all of these assumptions are rea-
sonable (Monahan and Ó Muircheartaigh, 1980; Monahan et al., 1986). Hence, the total







where W is a function that models how the surface coverage of whitecaps increases as a
function of wind speed, E is the number of particles produced per whitecap, and τ is the
lifetime of the whitecaps. Since we can only hope to constrain one constant pre-factor, we
combine both E and τ into a single parameter α, which we assume to be constant. Histori-
cally, the whitecap function W has been assumed to be a simple power-law, based on early
field observations of whitecap formation (Monahan, 1971). However, it has since been well-
established that whitecaps do not form in the open ocean until the 10 m wind speed exceeds
3–4 m s−1, which is a feature that cannot be described by a power-law model (Callaghan et
al., 2008; Schwendeman and Thomson, 2015; Bell et al., 2017). We considered three other
wind-dependent models of the surface flux that incorporated a threshold wind speed below
which very few SSPs are produced:
WPL = a1U10a2
WC(U10) =
b1 (U10 − b2)
3 , U10 ≥ b2
0, U10 < b2













where ax, bx, cx and dx and are empirical parameters determined from regression analysis
with our observations, and Φ is the error function. The first function, WPL (‘PL’ = ‘Power-
Law’), is as previously introduced. The second function,WC (‘C’ = ‘Cubic’), has been used
to match more recent field observations of whitecaps (Callaghan et al., 2008; Schwendeman
and Thomson, 2015)). The third function, WF (‘F’ = ‘Fetch’), was based on the theoreti-
cal work of Snyder and Kennedy (1983), who developed a model of whitecap production
based on a fetch dependent threshold for wave breaking. While the work of Xu et al. (2000)
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showed that the whitecap fraction could be fully determined from the model of Snyder and
Kennedy (1983) if both the wind speed and fetch were known, the fetch was typically un-
limited throughout our observation period. In high fetch regimes, the coverage of whitecaps
is only very weakly dependent on variations in fetch (Piazzola et al., 2002). As a result, we
treated c1, which is a function of the fetch, as a free parameter to be determined through
regression, since a single value should accurately describe the data. The last function,WLLPL
(‘LLPL’ = ‘Log-Logistic Power-Law’) combined the power-law with a log-logistic curve to
emulate the threshold mechanism. While WPL, WC and WLLPL predict that the surface flux
will continue increasing as a function of wind speed, the Fetch model (WF) is the only model
which predicts that there exists an upper bound on the particle flux at high wind speeds.
There has also been some debate as to how the temperature of the sea water might mod-
erate whitecap formation (Mårtensson et al., 2003; Sellegri et al., 2006; Jaeglé et al., 2011;
Zábori et al., 2012a; Callaghan et al., 2014; Grythe et al., 2014). This was tested directly
with SST data from NCEP, which was available from the AMPS forecasts. Thus, the model
of surface flux was expanded to:
F = α(Tw)W(U10)
α(Tw) = α0(1+ α1Tw)
(3.7)
where the coefficient α, which describes both the lifetime of the whitecaps and the num-
ber of particles produced per whitecap, is now a function of the SST, Tw. Note that, in
reality, parameters α0 and other scaling coefficients within W (e.g. a1, b1, d1) cannot be de-
termined independently, so they are combined into a single parameter for each regression
(e.g. a∗1 = a1α). Finally, we assumed that the surface flux was well-mixed within the lowest
atmospheric grid cell in FLEXPART-WRF, h = 100 m. Following these assumptions, the








F(1− Cice) dPi (3.8)
where t0 was the length of the FLEXPART-WRF simulation, Cice was the fractional surface
coverage of sea ice, O denotes that the integral was only integrated over oceans, and Pi was
the map of footprint residence times for the observation i.
A non-linear least-squares regression analysis optimized the set of parameters for each
surface flux model,W, being tested. Parameter optimization was achieved with the Gauss-













where m was the total number of observations and N represents the average of every mea-
surement of Ni within the dataset (Nash and Sutcliffe, 1970). To account for differences
between the number of parameters between models, we also calculated the Akaike Infor-
mation Criterion (AIC), which penalized models with more parameters (Akaike, 1974):
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Figure 3.1 : (a) The hourly 10 m scalar wind speeds from the AMPS forecasts were compared to the corrected
wind speed (see Section 2.1) observed on the R/V Tangaroa. (b) The hourly 10 m wind direction.
where k was the total number of parameters for a given model. The best model of surface
flux was the model which minimized the AIC.
3. Results
a. Comparisons Between Surface Meteorological Measurements and Model Forecasts
To demonstrate that the transport simulations produced a meaningful link between the
observations and surface fluxes, it was necessary to first validate the Antarctic Mesoscale
Prediction System’s meteorological fields against the record of observations from the Auto-
matedWeather Station (AWS) aboard the R/V Tangaroa. As described in the Section 2.a, the
AWS measured wind speeds at 22.5 m, which were corrected to the 10 m reference height
according to the COARE 3.5 bulk flux algorithms. The corrected wind speeds were com-
pared to the 10 m wind speeds predicted by the AMPS forecasts by matching the location
of the R/V Tangaroa to the nearest grid-cell within AMPS. This comparison is presented in
Fig. 3.1. The correlation coefficients calculated for both the wind speed (R= 0.81) and wind
direction (R◦ = 0.78) between observations and forecasts were both significant (p<0.01),
where R◦ represents the circular correlation coefficient (Fisher and Lee, 1986).
Despite the good agreement we found between the measured and forecast winds, there
was no spatio-temporal correlation between the rain-equivalent snow rate measured aboard
the R/V Tangaroa and the precipitation fields forecast by AMPS. However, the climatological
distribution of the rain-equivalent snow rate was at least consistent between measurements
and forecasts. This suggests that even if precipitation was not spatially consistent with
our observations, it was at least as frequent, and of the right intensity within the AMPS
forecasts. While comparing localized, discrete events like precipitation can be challenging,
even comparing our measurements to grid cells within 100 km and within 6 hours of the
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Figure 3.2 : (a) A map of the cumulative near-surface residence time derived from FLEXPART-WRF particle
dispersion simulations. The model simulated the transport of 1×105 0.2 µm particles in reverse time from the
time of measurement to five days prior. The near-surface residence time is simply the total amount of time
the particle spent below 100 m a.g.l. Within FLEXPART-WRF the transport of the particles was calculated
according to meteorological forecasts from the Antarctic Mesoscale Prediction System (AMPS). (b) The same
map, but now for a 48-hr. simulation. The colored line in both panels marks the track of the R/V Tangaroa
throughout the voyage.
b. Source–Receptor Modeling
In Fig. 3.2a we show the cumulative five-day, near-surface, residence time for all of the
source–receptor simulations described in Section 2.b. The track of the R/V Tangaroa
throughout the voyage has also been shown for reference. As expected, the near-surface
residence time was greatest near the R/V Tangaroa. This indicated that our measurements
weremost sensitive to surface fluxes near the ship. To understand how dry depositionmight
govern the concentration of SSPs, we also ran several FLEXPART-WRF simulations in which
the dry deposition velocity was set to a fixed rate. However, the consistent turbulence of
the atmosphere over the Southern Ocean meant that the simulated particles were often very
evenly dispersed throughout the boundary layer. As a result, dry deposition was severely
limited throughout all of the simulations. Predicted surface flux sensitivities within these
simulations only began to diverge after 1–2 days had elapsed in simulation time; however,
by then the residence time was typically less than 5% of what it was near the ship. Hence,
dry deposition was not a strong factor controlling the concentration of SSPs.
It was evident from Fig. 3.2a, however, that our observations near the Ross Ice shelf were
sensitive to non-marine sources. The fraction of the time the particles spent above non-
marine surfaces throughout their five-day simulations increased rapidly as the R/V Tangaroa
approached Cape Adare, Antarctica. Throughout this period we observed strong, southerly
winds, which brought continental, Antarctic air across the Ross Ice Shelf. Intrusions of
continental air into the MBL are a common phenomenon within the region (Coggins et
al., 2014; Coggins and McDonald, 2015). Near the end of the observation period, after
March 18th, 2018, the source–receptor simulations showed that our measurements were
also sensitive to surface fluxes from the South Island of New Zealand. This was a direct
result of the strong northerlies we observed throughout our return transect.
As we identified in Section 3.1, the rain-equivalent snow rates forecast by AMPS were
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Figure 3.3 : Number concentration size spectra measured from the PCASP-100X (0.1–3µm) and the DMPS
(0.02–0.3µm) on February 20th, 2018 at 1300 UTC. Particle sizes have been corrected to 80% relative humid-
ity (Gerber, 1985). Number concentrations for particles larger than 0.5 µm were used to constrain a single
log-normal number concentration size distribution (“SSP mode”). This method has been used by other re-
searchers (e.g. Modini et al. (2015) and Quinn et al. (2017)) to constrain the contribution of SSPs to the total
number concentration size spectra. The Aitken and accumulation modes are shown for reference.
not well-correlated with snowfall intensity measured onboard the R/V Tangaroa. While the
frequency of occurrence of these events seemed consistent, it is important to note that the
wet deposition scheme used by FLEXPART-WRF implicitly assumed that in-cloud activa-
tion events only occurred within a precipitating cloud. Hence, the frequency of in-cloud
scavenging events was almost certainly under-estimated within the source–receptor sim-
ulations. As Hertel et al. (1995) note, the magnitude of the loss of particles to in-cloud
activation is almost always greater than either below-cloud scavenging or dry deposition.
In fact, an activation event is always strong enough to terminate a particle trajectory within
FLEXPART-WRF. Therefore, it was expected that the source–receptor modeling vastly over-
estimated the near surface residence time by continuing to advect particles that should have
been completely scavenged by cloud. However, a lack of boundary layer cloud within the
simulation did not stem from this issue alone. It has been well-established that there is
currently a large shortwave radiation bias over the Southern Ocean (Bodas-Salcedo et al.,
2014). Observations of cloud base height from radiosondes and ceilometer measurements
throughout this same voyage showed that the shortwave radiation bias is related to the
lack of low-level cloud and fog predicted within atmospheric models (Kuma et al., 2020).
Therefore, it is reasonable to expect that even with an improved in-cloud activation scheme
(e.g. Grythe et al. (2017)), FLEXPART-WRF still would have under-estimated the frequency
of droplet activation events. This would have a substantial impact on our source–receptor
calculations, resulting in significantly less ocean surface area contributing to the integral
in Eq. (3.8). To visualize this effect, we have also shown the cumulative near surface resi-
dence time for a two-day simulation in Fig. 3.2b, instead of the five-day simulation shown


















































Figure 3.4 : (a) The average hourly number concentration of sea spray particles is shown for the entire cam-
paign with periods of fog (RH>98%) or rain (>1 mm hr−1) marked by the shaded areas. (b) The hourly 10
m wind speed.
c. Number Concentrations of Sea Spray
In Fig. 3.3 we show an example modal analysis of a number concentration size spectrum
measured by the PCASP-100X and DMPS aboard the R/V Tangaroa. The size spectra were
used to constrain three log-normal “modes” which represented the entire size distribution.
The largest of these modes, the SSPmode, is so-named as it has been shown to be comprised
almost solely of SSPs (Modini et al., 2015; Quinn et al., 2017). At each hour of observation
throughout the voyagewe constrained the SSPmode from the spectral measurements shown
in Fig. 3.3, resulting in the time series of the total number concentration of SSPs shown in
Fig. 3.4. In general it was sufficient to constrain the SSP mode from just the PCASP-100X
measurements, so the measurements from the DMPS were not used in this study, but are
shown for reference. Throughout the entire voyage, we observed the median and standard
deviation of the geometric mean diameter of the SSP mode to be 0.4 ± 0.05 µm at a relative
humidity of 80%. This agreed well with the observations of Quinn et al. (2017) in the
Southern Ocean. This also agreed with the median dry diameter of SSPs measured from
laboratory generated waves, 140–200 nm (Prather et al., 2013), since SSPs are twice as
large at 80% relative humidity compared to dry conditions (Gerber, 1985).
In Fig. 3.4a, the total number concentrations of SSPs and the 10 m scalar wind speeds
measured are shown from the beginning of the voyage, February 9th, 2018, until March 18th,
2018. Throughout the voyage, there were several periods when either fog or precipitation
was observed at the ship. As expected, fog very efficiently scavenged the particles in the SSP
mode through droplet activation processes, much more so than precipitation. However,
the lack of observed particles during such events meant that the SSP mode could not be
constrained. This is particularly evident around March 5th, 2018. In the last three days of
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Figure 3.5 : The total number concentration of sea spray generated particles is shown as a function of altitude
over the course of several flights aboard HIAPER, (RF 11–15). The ranges within each altitude bin show the
minimum and maximum number concentration observed. Flights RF 11–15 took place on the following days,
in order: Feb. 17th, 18th, 20th, 21st and 24th, 2018.
the voyage, March 18th–21st, 2018, we encountered strong northerly winds along the coast
of New Zealand, which transported terrestrial particles to the R/V Tangaroa. The addition
of these non-SSPs resulted in number concentration size spectra from which the SSP mode
could not be constrained. As a result, measurements when fog or precipitation was observed
at the ship, or when there was a significant influence fromNew Zealand were excluded from
the regression analysis presented in the following section.
In Fig. 3.4b we also show the 10 m wind speed throughout the same period of mea-
surement. We observed that when winds were light (U10 < 4 m s−1) the total number
concentration of particles in the SSP mode was no more than 10 cm−3, and had a median
of 7 cm−3. Light-wind periods (U10<4 m s−1) occurred 14% of the time in upwind condi-
tions, as weighted by the near surface residence time. However, during a light-wind period
on March 12th, 2018, there appeared to be no particles at all. This agreed well with the
transport modeling in Fig. 3.2, which showed that during all light-wind periods, except
the period occurring on March 12th, the particles had a significant near surface residence
time over Antarctica. While the boundary layer over Antarctica is generally a very pristine
environment, human activity from research stations near the Ross Ice shelf and exposed
mountain faces both represent potential sources for the concentration of particles observed
at low wind speeds. In the regression analysis that followed, the median concentration
of SSPs observed at low wind speeds was removed from the observations (except for the
period around March 12th, 2018). After removing this background concentration, we calcu-
lated the hourly-averaged number concentration of particles in the SSP mode to be 9 cm−3,
with a maximum of 62 cm−3.
In Fig. 3.5 we show the total number concentration of SSPs derived from the UHSAS
number concentration size spectra onboard HIAPER. These measurements were taken over
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Figure 3.6 : (a) Predicted concentrations of sea spray generated particles from the best parameterization of
surface flux are compared to measurements from two observation platforms: a PCASP-100X aboard the R/V
Tangaroa and the UHSAS onboard HIAPER. The best parameterization for the surface flux, F, of these particles
was a function of the wind speed over the ocean surface. Each model–measurement pair is colored according
to the average SST, weighted by the near-surface residence time. (b) As in (a), but for a parameterization of
surface flux which incorporated a linear function of SST in addition to the wind speed dependence.
served within each 1 km bin. The measurements within one kilometer of the Earth’s surface
were always determined to be below-cloud (if any cloud was present) and within the bound-
ary layer. In contrast, all other bins were determined to be above cloud (if any cloud was
present) and above the boundary layer. From Fig. 3.5 we can also identify that there was
always at least 5–10 cm−3 of SSPs in the boundary layer, which is consistent with the mea-
surements at low wind speeds on board the R/V Tangaroa. As expected, there were also very
few SSPs above the cloud, indicating that nearly all of these particles had been consumed
during cloud formation.
d. Regression Analysis
Predicted SSP concentrations can be obtained by integrating Eq. (3.8); however, we have
already identified that particle losses from in-cloud scavenging represented the greatest un-
certainty to our source–receptor modeling. To address this within the regression analysis
we allowed the simulation length, t0, to vary as a free parameter within Eq. (3.8). In ef-
fect, this allowed the regression to estimate the return rate of a droplet activation event
within a boundary layer cloud (e.g. fog or marine stratocumulus) or a significant precipi-
tation event (>10 mm hr−1). Either of these events would have efficiently scavenged the
particle, thereby terminating its trajectory. This approach is similar to the Statistical Wet
Deposition method used by other researchers, which prescribes the length of time it takes
a surface flux of particles to fully mix into the boundary layer after a precipitation event or
cyclone (e.g. Ovadnevaite et al. (2014)).
In Table 3.1 we have calculated the relative likelihood that a given surface flux parame-
terization fit the data as compared to the best parameterization, WF. We used the relative
probabilities in Table 1 to compare two parameterizations: for instance, modelling the flux
with WF and a function of sea surface temperature was only 60% as likely to optimally fit
our data as using WF alone. We also found that regardless of the surface flux parameter-
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ization, the optimal simulation length, t0 was 48 ± 3 hours. This is similar to the “filling
time” Ovadnevaite et al. (2014) used to characterize surface fluxes of SSPs from their mea-
surements in the North Atlantic. The filling time is a characteristic timescale used in the
Statistical Wet Deposition Method for determining sea spray fluxes from a concentration
time series (Lewis and Schwartz, 2004). Definition of the filling time varies by author.
In Ovadnevaite et al. (2014), they interpret the filling time as “...the time between the cyclone
formation and subsequent arrival to [the measurement location]” instead of “the time since the last
precipitation event as considered in Lewis & Schwartz (2004)”. The filling time we determined
is consistent with the average time that elapsed between the passage of seven separate cy-
clones we encountered throughout March, 2018. These cyclones provided widespread high
winds and boundary layer cloud, resulting in high fluxes, but relatively short lifetimes for
any suspended particulate. Hence, our finding is consistent with the definition of filling
time given by Ovadnevaite et al. (2014).
According to the AIC, the best parameterization for the surface flux of SSPs, F, used the














α = 3.6× 107






where Dp is the particle diameter in µm at a relative humidity of 80%.
In Fig. 3.6a we show the model–measurement residuals for the best parameterization
of surface flux. The model–measurement residuals have been color-coded according to the
average SST. The average values of SSTwere weighted by the two-day, near-surface residence
time. On average, the predicted concentrations did not appear to be biased positive or
negative. However, a recent study by Jaeglé et al. (2011) showed that particle fluxes may
significantly depend on SST. Changes in SST result in changes to the water viscosity. This
is thought to modify the length of time for the whitecap to dissipate, τ , which is part of the
constant, α. Hence, in order to compare to their result, we fit a linear correction term for
the constant α presented in Eq. (3.11) as a function of the SST, Tw, finding:
α(Tw) = 3.6× 107(1+ 0.024Tw) (3.12)
Table 3.1 : The values listed in this table are the relative likelihood that a given parameterization of surface
flux correctly predicted the observed number concentration of sea spray generated particles relative to the
best parameterization. These values were calculated from the difference between the Aikake Information
Criterion (AIC) of each parameterization and the AIC of the best parameterization (AICb) according to the
following: exp(−0.5(AIC−AICb)) (Burnham and Anderson, 2002). The AIC measures the log-likelihood that
a given surface flux parameterization minimizes the residual sum of squares between predicted and observed
concentrations while also penalizing parameterizations which include large numbers of parameters (Akaike,
1974). See Eq (3.6) for parameterization definitions.
Surface Flux parameterization WPL‡ WC† WF§ WLLPL††
F(U10) <1×10−3 <1×10−3 1 0.2
F(U10,Tw) <1×10−3 <1×10−3 0.6 <1×10−3
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Figure 3.7 : (a) The best parameterization of the total surface flux of sea spray generated particles, WF, is
compared to calculations from the Gong (2003) parameterization. (b) The linear bias correction function
found by the regression is compared to the function reported by Jaeglé et al. (2011), where their function has
been shifted vertically to match the linear bias correction function at T = -2° C. The shaded region shows how
uncertainty in the retrieved regression parameters propagated to prediction uncertainty.
The model–measurement residuals of the temperature-corrected parameterization, are
shown in Fig. 3.6b. From Table 3.1 we can see that this did not substantially improve model
fidelity. In both Figs. 3.6a and b we have also shown the model–measurement pairs for
the SOCRATES observations within the boundary layer. Since these measurements were
not included within the regression framework, the good agreement in both of these figures
provides a measure of confidence that Eq. (3.11) produces reasonable results within the
Southern Ocean region.
In Fig. 3.7a we show the predicted flux of SSPs from each of the models in Eq. (3.6) as
a function of near-surface wind speed. The total particle flux predicted by Gong (2003) has
also been shown for reference. In Fig. 3.7b we have compared the linear function of SST we
recovered from the regression analysis to the polynomial function fit by Jaeglé et al. (2011).
We have shifted the values of the polynomial function so that it matches our linear function
at Tw = -2°C. The slope of our linear function predicts that SST is not as significant a control
of SSP surface flux as shown by Jaeglé et al. (2011). Thismay be a result of the distribution of
our measurements across different SST regimes since 78% of our observations were related
to waters in a narrow temperature range (-2–0°C). Hence, there would be little improvement
to either the NSE or AIC for these samples. Still, as shown in Fig. 3.7b, the bias correction
curve presented by Jaeglé et al. (2011) is clearly outside of the uncertainty bounds for the
modest temperature dependence we observe within our dataset.
Finally, we compared the Nash-Sutcliffe model efficiency coefficient (NSE) for the best
parameterization we found within our regression framework to two different parameteri-
zations of SSP surface flux. The NSE is generally equivalent to R2, but can also become
negative when the average observed concentration provides a better fit to the data than the
proposed parameterization. From Table 3.2 it is clear that Eq. (3.11) predicted concentra-
tions of SSPs that were more consistent with our observations than predictions from either
the Gong (2003) or the Jaeglé et al. (2011) parameterizations. Comparisons showed that
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the Gong (2003) parameterization produced too many SSPs at all wind speeds.
For reference, we also performed the regression for the entire five-day simulation. In all of
the parameterizations presented, the NSE decreased significantly for the longer simulation,
consistent with our hypothesis that in-cloud droplet activationwas not accurately simulated.
In addition, surface fluxes predicted by WF when constrained by the five-day simulations
were strictly smaller than surface fluxes predicted by WF when constrained by the two-day
simulations, for all wind speeds. Therefore, our finding that the parameterization of Gong
(2003) over-predicted the surface flux of SSPs was robust.
e. Meta-Analysis of Whitecap Data
In order to assess the conditions under which the parameterization presented above may be
applicable, we analyzed global whitecap data from the literature. In Fig. 3.8b we have amal-
gamated 527 in situ ship-borne and tower observations of the surface coverage of whitecaps
as a function of the 10 mwind speed, U10 (Xu et al., 2000; Stramska and Petelski, 2003; Sug-
ihara et al., 2007; Callaghan et al., 2008; Norris et al., 2013; Schwendeman and Thomson,
2015; Bell et al., 2017; Brumer et al., 2017; Jia and Zhao, 2019). Studies published after
the year 2000 were used since they all employed some form of automated image process-
ing. This meant that each whitecap measurement was a result of >102 images, a necessary
minimum to have a convergent mean (Callaghan and White, 2009). The spatial coverage
of these studies is shown in Fig. 3.8a, indicating that there is a good degree of coverage
across surface temperature regimes within the database. In Fig. 3.8b we have shown three
parameterizations for the whitecap coverage from the literature overlying the in situ mea-
surements (Monahan and Ó Muircheartaigh, 1980; Callaghan et al., 2008; Hwang, 2018).
We used the AIC to compare the existing parameterizations shown in Fig. 3.8b to the fetch
model, which was fit to the data via non-linear least-squares regression. We found that the
fetch model for whitecap development captured the variability in the database best, with the
relative likelihood that the other models accurately captured the variability being <10−3. It
also did so with a continuous function, whereas the other models were piece-wise. The best
fit for the whitecap data was as follows:






We also sought to validate the dependence of SSP fluxes on SST. However, SST data within
the works cited were either not included or simply summarized as a range of values en-
countered. Still, most voyages made their measurements within a fairly narrow SST band.
Hence, we could test whether or not there was any dependence by using a voyage-average
SST for each study. Using the AIC as a measure of the goodness of fit, we found that SST
did not improve the regression. This is evident by visually comparing the observations of
Table 3.2 : TheNash-Sutcliffe model efficiency coefficient between the number concentration of SSPs predicted
by a given surface flux parameterization and the observation conducted aboard the R/V Tangaroa. The time, t0,
is the length of time for which the Lagrangian particle dispersion parameterization simulated the movement
of SSPs back in time. A negative value for the NSE implied that the mean of the observations was better at
predicting the observed variance than the given parameterization, whereas a value of 1 would imply a perfect
model–measurement fit.
Surface Flux parameterization NSE (t0 = 48 hours) NSE (t0 = 120 hours)
(Gong, 2003) <0 <0
(Jaeglé et al., 2011) 0.22 <0
Eq. (3.11) 0.67 0.52
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Figure 3.8 : (a) The spatial extent of shipborne and tower whitecap observations within the database assembled
for the whitecap meta-analysis. Studies where the coordinates of the observations were not specified all took
place in the North Atlantic. (b) The fractional coverage of the sea surface by whitecaps as a function of 10 m
wind speed.




In the previous section, we presented total number concentrations of SSPs within the South-
ern Ocean marine boundary layer as measured from two separate measurement platforms.
These were compared to estimations of the total number concentration of SSPs derived from
a source–receptor analysis. To assess the validity of the meteorological fields used within
the source–receptor analysis, we compared the near-surface winds forecast by AMPS to our
observations aboard the R/V Tangaroa. We found that the near-surface winds forecast by
AMPS compared favorably to our observed winds with respect to both magnitude and di-
rection. Previous studies have found large biases between AMPS forecasts and the true,
local winds over the complex coastal topography of the Antarctic coastline (Bromwich et
al., 2005; Jolly et al., 2016). However, ocean waves have much less surface roughness in
comparison to the coastal topography of Antarctica, which would suggest that this may not
be as substantial an issue over the ocean.
While the precipitation fields forecast by AMPS did not correlate well with our measure-
ments, the climatological distribution of precipitation events within AMPS was consistent
with our observations. However, within FLEXPART-WRF a lack of precipitation “trickled up”
to the cloud layer: in the current version of FLEXPART-WRF, clouds are only present within
a simulation if they are precipitating. As a result, scavenging of SSPs from in-cloud activa-
tion was likely poorly modeled within the AMPS–FLEXPART-WRF framework. As our own
observational record showed, SSPs were strongly scavenged by boundary layer cloud (e.g.
fog), particularly through February 15–17th and March 4–6th, 2018. It is useful, however,
to recall that clouds over the Southern Ocean are not very well represented within mod-
ern atmospheric models (Trenberth and Fasullo, 2010; Schuddeboom et al., 2019). Current
era atmospheric models systematically under-predict the amount of low-lying cloud and fog
relative to the true cloud observed over the Southern Ocean (Kuma et al., 2020). Hence,
even if a state-of-the-art microphysical parameterization of in-cloud scavenging had been
present in FLEXPART-WRF, it is likely that the scavenging of sea spray still would have
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been under-estimated.
b. Source–Receptor Modelling
Once we had established that there was a missing sink of sea spray within our source–
receptor framework, it was necessary to decouple this sink from each of the parameteriza-
tions of surface flux we tested within the regression analysis. This was accomplished by
allowing the simulation length to vary as a free parameter within the regression analysis.
The simulation length can be interpreted as the average length of time since a boundary
layer in-cloud activation event (e.g. fog or low-cloud). From Table 3.2 it is evident that our
observations were better reproduced for a fixed simulation length of two days, rather than
the five days originally simulated. This agreed well with the “filling time” of 1.5–2 days used
by Ovadnevaite et al. (2014) to constrain the surface flux of sea spray in the North Atlantic.
While setting a voyage-wide simulation time may have been a gross approximation, it was
likely the only approach in light of the present systematic cloud biases over the Southern
Ocean.
c. Regression Analysis
By constraining the missing sink of sea spray within our model framework, we could finally
compare how well the near-surface wind speed and SST predicted our observational record.
We found that the fetch parameterization presented by Xu et al. (2000) and Snyder and
Kennedy (1983) performed the best in our comparison as measured by the Nash-Sutcliffe
model efficiency coefficient, NSE, and the Akaike Information Criterion, AIC. The parame-
terization,WF, is so-named since the parameter c1 is a function of the fetch. In our analysis
we have assumed that this parameter was constant, since fetch does not significantly influ-
ence the degree of whitecapping in open seas (Hsu, 1986; Piazzola et al., 2002). Later, when
we performed a similar regression analysis with a database of whitecap coverage observa-
tions, we found a slightly smaller value for c1. When we compared Eq. (3.11) to Eq. (3.13),
we found that c1 retrieved from the whitecap regression was 6.2 ± 0.2, which was consis-
tent with the value of 6.5 ± 0.2 we retrieved from the SSP regression. The sensitivity of
WF means that Eq. (3.11) will under-estimate whitecap coverage globally and subsequently
result in under-estimations of sea spray fluxes. However, we can compare to the value for c1
retrieved when we only consider Southern Ocean whitecap data from Brumer et al. (2017)
(c1 = 6.4 ± 0.1). Combined with the goodness of fit to the SOCRATES data (Fig. 7a),
this provides a secondary measure of validation for the parameterization over the Southern
Ocean. We can only conclude that for a global study, a value for c1 of 6.2 may be more
appropriate. For Southern Ocean specific studies a value for c1 of 6.5 should be used.
Finally, we compared results from two other parameterizations for the surface flux of SSPs
to our observations. We found that neither the Jaeglé et al. (2011) nor the Gong (2003) pa-
rameterization could predict the concentration of SSPswe observed over the SouthernOcean
as well as Eq. (3.11). This is connected to how the Gong (2003) parameterization (which
Jaeglé et al. (2011) re-scaled) scales the surface flux of SSPs with increasing wind speed.
Within this parameterization, the scaling is estimated via a power-law relationship between
the surface coverage of whitecaps and near-surface wind speed (Monahan and Ó Muirc-
heartaigh, 1980). However, as we show in Fig. 3.8b, the parameterization presented by
Monahan and Ó Muircheartaigh (1980) results in consistent over-estimations of the white-
cap coverage. These over-estimations propagate through the SSP flux parameterization of
Gong (2003) and lead to the over-estimations in concentrations we observe. In addition,
the power-law predicts that there will always be a flux of sea spray from the ocean surface,
despite it being well-established that whitecaps do not form until the wind speed over the
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ocean exceeds 3–4 m s−1. Even the re-scaled Gong (2003) parameterization presented in
Jaeglé et al. (2011) did not match our observations well, either.
d. The Effect of Sea Surface Temperature
To understand differences between whitecapping in different regions, previous research has
focused on wave parameters and SST. As Sugihara et al. (2007) and Goddijn-Murphy et al.
(2011) have shown, there is a marked difference between observations of whitecaps in a
pure windsea vs. a swell dominated sea. Indeed, when we fitWF to the whitecap data from
Sugihara et al. (2007) we retrieved a value for c1 of 6.1 ± 0.1 in a pure windsea (indicat-
ing higher spatial coverage of whitecapping) compared to 6.7 ± 0.1 when the winds were
following swell or counter swell (indicating lower spatial coverage of whitecapping). This
could potentially explain the difference between the value of c1 we retrieved from our mea-
surements and the one retrieved from the entire whitecap database. However, conversely,
in a satellite-derived whitecap database, Albert et al. (2016) found that whitecaps were not
dependent on wave parameters, but were actually modestly dependent on SST. They noted
that the lack of dependence on wave parameters may have been a result of using wind his-
tory as a proxy for wave age and spatial averaging. However, we found that there was no
dependence on SST within the database of in situ whitecap observations.
Of course, even if SST does not affect the fractional coverage of whitecaps, it can still
affect the surface flux of particles through changes to viscosity. Results from laboratory
studies are mixed: while two studies have clearly shown that the surface flux of sea spray
should increase in warmer waters (Mårtensson et al., 2003; Sellegri et al., 2006), others
found that that differences in seawater composition (Callaghan et al., 2014) and wave char-
acteristics (Callaghan et al., 2012) could be much more important. Other laboratory results
have even shown that increases in water temperature led to decreases in sea spray fluxes
(Zábori et al., 2012a). To test whether or not changes in SST affected our own observations,
we used SST as a second independent variable within the regression analysis. We found
that the impact to the model–measurement fit was more modest than predicted by Jaeglé
et al. (2011) (see Fig. 3.7b), and that the parameterization which only used wind speed
(Eq. (3.11)) performed just as well. As we noted, this may have been a result of making
observations in a very narrow range of SSTs, which would result in very small changes to
the regression metrics we analyzed. However, from Fig. 3.6b we can see that the model–
measurement residuals don’t appear to be significantly biased from the 1:1 line at warm
temperatures.
Ultimately, we should be cautious when implementing temperature correction functions
for SSP fluxes. Consider that field observations have already clearly shown that the presence
of swell inhibits the surface fraction of whitecaps for a given wind speed (Sugihara et al.,
2007). Hence, global climatologies of swell could potentially explain the latitudinal trends
in SSP flux expected (Jaeglé et al., 2011): swell rarely occurs in the tropics (where fluxes are
expected to be higher), whereas swell frequently is present at high latitudes (where fluxes
are expected to be lower) (Jiang and Chen, 2013). As a result, the resulting bias correction
curve Jaeglé et al. (2011) derived from in situ and satellite observations of aerosol may be
partially dependent on the presence (or absence) of swell. Yet, the curve attributed the
latitudinal variations in flux necessary to fit their observations completely to variations in
SST. Our own observations, which were made exclusively in the presence of swell, showed
that the dependence of SSP fluxes on SST was much weaker than anticipated by Jaeglé et al.
(2011), leading to a very negligible effect on model performance. We conclude that a more
comprehensive global study of sea spray which fully controls for upwind wave and SST
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conditions is needed in order to decouple these two effects. In the interim, models should
be cautious in implementing functions which could potentially over-exaggerate radiative
feedback loops.
e. The Direct Radiative Effect
As the goal of this study was to understand how SSPs might influence the local radiation
budget, it would be useful to evaluate whether or not changes to the parameterization of
SSP fluxes result in substantial changes within existing climate-chemistry models (CCMs).
A recent study comparing the winter-time AOD over the Southern Ocean found that cur-
rent era parameterizations (e.g. Gong (2003)) of sea spray within a climate-chemistry model
(CCM) resulted in over-estimations of the AOD relative to satellite observations (Revell et
al., 2019). However, in the austral summer, the opposite was observed: namely, a lack of
particles formed from the nucleation of sulfate-gasses resulted in under-estimates of AOD.
Within this same study, the parameterization of surface flux,WPL, was implemented within
the CCM to better constrain the contribution of SSPs to the total particle population (Revell
et al., 2019). While WPL was not the best function determined by this work, it was similar
in form to the Gong (2003) currently implemented within the CCM being studied, so it
was an easy substitution. SinceWPL had a Nash-Sutcliffe coefficient of 0.6 it also produced
results that were consistent with Eq. (3.11). It is important to note that WPL was used to
re-scale the size distribution of the Gong (2003) parameterization, so any changes would
be related to differences in the scaling function and not to differences between size distri-
butions. Results conclusively showed that the more conservative estimates of the surface
flux of SSPs generated by WPL completely removed the bias in winter-time AOD that was
previously observed. Therefore, we are confident that the parameterization for the surface
flux of SSPs presented in Eq. (3.11) will result in better predictions of the abundance of
SSPs within the Southern Ocean region. More importantly, Revell et al. (2019) show that
it helps disentangle the potential compensating errors in predicting the AOD for studies
interested in the more complicated gas phase and aqueous phase chemistry which produces
sulfate particles from volatile marine precursors like dimethylsulfide.
As we have emphasized throughout this study, the MBL over the Southern Ocean region
is home to the strongest surface winds over open ocean on Earth (Young, 1999). Surface
winds also appear to be getting stronger: at Macquarie Island, winds have increased in in-
tensity by 3 cm s−1 per year from 1973–2011, with satellite data showing that winds over the
Ross Sea increased by 0.5–1% through 1991–2008 (Hande et al., 2012a; Young et al., 2011).
Within the Ross Sea region, this increase is related to the deepening of the Amundsen Sea
low, an area of climatologically low pressure in the Southern Ocean which influences re-
gional winds, sea-ice extent and temperature (Coggins and McDonald, 2015; Raphael et al.,
2016). As we show throughout this study, sea spray has a highly non-linear relationship
with wind speed. Given their large contribution to the CCN population (10–65%; Quinn
et al. (2017)), AOD (Murphy et al., 1998; Revell et al., 2019), and cloud phase (McCluskey
et al., 2018) over the Southern Ocean, these particles can have a significant buffering effect
on the local climate. We would therefore encourage future studies interested in climate
projections for the Southern Ocean to make use of Eq. (3.11) when predicting the surface
flux of sea spray generated particles.
5. Conclusions
In this study, we described and optimized an existing parameterization for the surface flux
of sea spray generated particles (SSPs) based on the 10 m wind speed in Eq. (3.11). Within
our regression framework we found that the dependence of SSP fluxes on SST was very
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weak in the temperature range of our observations (Tw < 12 °C) and that it did not help to
constrain additional variability in our data set. An external database of previously published
whitecap observations was exploited to test the parameterization we used in this analysis
and found no temperature dependence at all. While others have shown that temperature-
dependent flux parameterizations seem to explain known latitudinal variations in SSP flux,
the correction functions derived from such an analysis could potentially be a proxy for lat-
itudinal variations in wave characteristics. Given the potential links between SSPs and the
Southern Ocean radiation budget, we should be cautious to add feedback loops where none
may exist.
Finally, the parameterization presented in this study is already being used to model the
AOD and concentration of CCN in the region. Research has shown that the new parameter-
ization vastly improved regional calculations of AOD, compared with previous parameteri-
zations which over-predicted the surface flux of SSPs (Revell et al., 2019). We recommend
that studies interested in aerosol–cloud interactions implement the parameterization as it
has been shown to better constrain the contribution of SSPs to the CCN population.
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Classification of the Below-Cloud Mixing
State Using In-Situ and Remotely-Sensed
Measurements
Abstract
We demonstrate that the SpearmanRank correlation coefficient between the abundance of par-
ticulate surface area at sea–level and measurements of ceilometer backscatter can be used to
classify the mixing state of the atmospheric layer beneath the lowest observed cloud. The accu-
racy of this new correlation-based method was compared to twomethods of detecting boundary
layer decoupling based on radiosonde measurements. Overall, an optimized version of the new
methodology correctly determined the mixing state of the below-cloud layer for 76 ± 4% of
the radiosondes available for comparison. Further, it was more accurate than another ground-
based metric used to determine the boundary layer mixing state. For the majority of the time
series in which the analysis could be applied, the new methodology classified the below-cloud
boundary layer as well-mixed (54%), or else fog was present (27%), which indicated that par-
ticles observed at the surface often had a direct pathway into low-cloud (81%). In the remain-
ing analysis period, the near-surface atmospheric layer was stable and the layer was decoupled
from the overlying cloud (19%). However, forecasts from the Antarctic Mesoscale Prediction
System revealed that conditions favouring a well-mixed below-cloud layer or the formation of
fog were more frequently satisfied over the open Southern Ocean than those favouring near-
surface stability. As a result, aerosol particles measured near sea-level are often tightly coupled
to low-cloud formation in the region.
Plain Language Summary
Particles suspended in the atmosphere (aerosol) act as seeds for cloud droplet formation.
The abundance of such particles directly influences the opacity of clouds, while their physical
and chemical characteristics govern if and when those cloud droplets freeze. As a result,
both the amount of solar radiation a cloud can reflect and the temperature of waters below
are sensitive to the quantity and type of particles available to the cloud. We present a new
methodology for understanding the conditions in which low-level clouds have direct access
to the large and diverse reservoir of particles in the surface layer. We find thatmeteorological
conditions which transfer particles from sea-level to low-level cloud are satisfied up to 81%
of the time over the Southern Ocean. This suggests that the particles we observe near the
surface almost always play a significant role in the formation of low-level cloud.
1. Introduction
Despite the small scale of aerosol–cloud interactions, errors in how they are represented
within global climate models can cause significant climatological biases in the radiative bal-
ance. In particular, uncertainties in predicting cloud phase lead to substantial biases in the
cold sector of Southern Ocean cyclones (Bodas-Salcedo et al., 2014). While the abundant
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cyclones of the Southern Ocean (Irving et al., 2010) occur solely as a function of synoptic
conditions, global climate model’s predictions of cloud phase in the cold sector of Southern
Ocean cyclones (Vergara-Temprado et al., 2018), and in the wider Southern Ocean (Schud-
deboom et al., 2019), are extremely sensitive to the properties of particles in the underlying
boundary layer. Understanding the conditions in which these particles can reach cloud base
is therefore important in correctly predicting a cloud’s optical properties.
As wind speeds have increased over the Southern Ocean (Young et al., 2011; Hande et al.,
2012a), there is significant interest in how naturally-produced particles impact cloud for-
mation and the optical properties of the resultant clouds (McCoy et al., 2015), and whether
this interaction represents a substantial climate feedback (Korhonen et al., 2010). It is well–
known that increasing the population of cloud condensation nuclei (CCN) directly increases
the opacity of the overlying cloud (Twomey, 1977). Increases in wind speed over the open
ocean will enhance the flux of sea spray particles (SSPs) from breaking waves (Hartery et
al., 2020a). In most regions of the Southern Ocean SSPs are the only local source of ice-
nucleating particles (INPs) (DeMott et al., 2016), a region almost entirely devoid of such
particles (Bigg and Hopwood, 1963). While other, more potent, INPs like dust particles
may be entrained into the boundary layer in specific seas (e.g. coastal seas near Patagonia),
ice nucleating particles collected on Southern Ocean voyages have a much weaker surface
activity than dust particles, which reflects the predominant abundance of sea spray (Mc-
Cluskey et al., 2018). These particles can have a substantial influence on the radiative and
physical properties of the resulting cloud. Not only are ice clouds much less opaque (Hu
et al., 2010), they are much more likely to precipitate (Borys et al., 2003). Thus, changes in
the abundance of SSPs may have significant impacts on cloud radiative properties.
One of the challenges in unravelling aerosol–cloud interactions over the Southern Ocean
is that the region is frequently covered in cloud (80% of the time; Haynes et al. (2011)), re-
sulting in a sparsity of boundary layer observations from space. While observational records
of radiosondes from Macquarie Island provide rich data on the thermodynamic structure of
the Southern Ocean boundary layer (Hande et al., 2012b), a lack of accompanying obser-
vations of CCN, INPs, and in situ microphysical properties of low-level cloud leaves a gap
in our understanding of how these particles interact with cloud over the Southern Ocean.
Previous research, such as the dedicated ACE-1 (Russell et al., 1998), SOCEX (Boers et
al., 1998), HIPPO (Wofsy, 2011) and more recently SOCRATES (McFarquhar et al., 2020)
campaigns have used aircraft observations to bridge this knowledge gap. However, aircraft
can only fly in a limited range of conditions, as the strong vertical wind shear and icing con-
ditions present within boundary layer cloud poses a significant threat. By contrast, ship–
based measurements can be made in nearly all conditions. Here, we use measurements on
the R/V Tangaroa during a voyage to the Ross Sea in 2018 to establish conditions in which
particles near the surface are turbulently mixed to cloud base. Establishing conditions when
sea-level measurements are relevant to cloud will enable future research to better exploit
sea-level measurements in aerosol–cloud interaction studies, and adds value to the growing
catalogue of near-surface measurements available from recent voyages.
2. Measurements
Over the course of a voyage between New Zealand and the Ross Sea, air was drawn from
the mast of the R/V Tangaroa (∼20 m a.s.l.) to a shipping container laboratory (∼2 m a.s.l.)
via 40 m of conductive hose. Within the laboratory, a passive cavity aerosol spectrometer
probe (PCASP-100X; Droplet Measurement Technologies) and a differential mobility par-
ticle sizer (DMPS, TSI) measured the ambient concentration of particles suspended in the
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atmosphere (Kremser et al., 2020). The PCASP measured the number concentration size
spectra of particles suspended in the boundary layer in 30 size bins (0.1–3.0 µm) every
minute. The DMPS measured the number concentration size spectra in the size range 0.02–
0.3 µm every 10 minutes. Following Modini et al. (2015) and Quinn et al. (2017), we fit
three lognormal size distributions to estimate the average diameter and number concen-
tration of Aitken, accumulation and coarse mode particulate. With rare exception, coarse
mode particulate is almost entirely composed of sea spray particles (SSPs) in the marine
environment (Modini et al., 2015; Quinn et al., 2017); hence, we will refer to the coarse
mode as the SSP mode throughout the remainder of this work. The PCASP was used exclu-
sively to estimate the average size and abundance of SSPs, while the DMPS was used for the
Aitken and accumulation mode particles. When data from the DMPS were not available,
measurements from the PCASP were used to constrain the abundance and size of accumu-
lation mode particles. Further details on sampling set-up and analysis, including correction
factors for losses through the sampling line and methods for handling contamination from
ship exhaust, are described in Hartery et al. (2020a) and Kremser et al. (2020). In paral-
lel to the size-resolved particle concentration spectra generated by the SMPS and PCASP,
the total number of cloud condensation nuclei (CCN) was measured using a CCN counter
(CCNC-100; Droplet Measurement Technologies). The CCN counter sampled from the
same sampling conduit that drew ambient air to the PCASP and DMPS. A measurement of
the average number of ambient CCN was made twice an hour at intervals of 0.1% supersat-
uration between 0.2–1.0%.
A ceilometer (CHM-15K; Lufft) measured the total power of received light per laser pulse
(λ= 1064 nm), P(t, z), over the R/V Tangaroa every minute at a resolution of 15 m. For each
profile, the instrument also estimated the cloud base height, zCBH. A raw quality control flag
provided by the instrument was used to screen for field-of-view contamination from fog or
residual precipitation on the outer optical window. A micro-rain radar (MRR-2; Metek)
operated in close proximity was also used to detect and screen for precipitation events.
TheNZMetService’s AutomatedWeather Station (AWS)was positioned above the bridge
of the R/V Tangaroa at 22.5 m. Relevant measurements included ambient pressure, air tem-
perature, relative humidity, long and shortwave radiation fluxes, wind speed, and wind
direction. AWS measurements were corrected to a height of 10 m according to the COARE
3.5 bulk-flux algorithms (Edson et al., 2013) as detailed in Hartery et al. (2020a). The bulk
seawater temperature was measured at a depth of 5.5 m below sea level with a thermistor
(SBE38; Sea-Bird Scientific). We also used the COARE 3.5 bulk-flux algorithms (Edson
et al., 2013) to calculate the sea skin temperature from the bulk temperature, accounting
for long and shortwave fluxes (Edson et al., 2013).
Fifty-seven meteorological balloons were launched during the voyage. The radiosondes
(iMet-ABx; InterMet) recorded pressure, relative humidity, temperature and wind speed. In
quality control, two of the radiosondes were found to have a faulty relative humidity sensor
and one had more than one faulty sensor, leaving 54 useful profiles of the boundary layer.
The radiosondes were launched approximately twice daily once the ship crossed the 60th
parallel.
Regional meteorological forecasts were downloaded from the Antarctic Mesoscale Pre-
diction System (AMPS). AMPS initializes a new forecast every twelve hours, with subse-
quent output provided every three hours. AMPS provides forecasts within several nested
spatial grids. However, only forecasts for the outermost spatial grid, “domain 1,” were
used as it was the only grid which fully contained the ship track. Domain 1 has a hor-
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izontal resolution of 24 km and is a 544 × 412 grid centred on 90°S. AMPS uses the
Mellor-Yamada-Janjic￿ (MYJ) scheme, a 2.5-level closure model of turbulence, to predict
the behaviour of the planetary boundary layer (PBL). AMPS calculates the height of the
PBL to be the height at which the turbulent kinetic energy falls below a pre-determined
threshold (Janjic, 2001). The AMPS data used in this study were downloaded from:
https://www.earthsystemgrid.org/project/amps.html. To allow for a brief model spin-
up, only forecasts between 3–12 hours were used (Jolly et al., 2016).
3. Methods
a. Classification of the Below-Cloud Layer
The suspended particle cross-sectional surface area, A, was calculated from the number









Where Dp is the particle diameter and n is the partial concentration of particles. Note that
as this is a correlation-based study, a more exact treatment of the interaction of particulate
with light which accounts for both Mie and Rayleigh scattering (e.g. Bohren and Huffman
(1983)) is not strictly necessary. In addition, such calculations would necessitate a priori
information about particle composition and morphology which were not available for this
study. The geometric surface area is dominated by the sea spray and accumulation mode
particles (97%, on average; Fig. 4.1d), which the PCASP can readily measure.
To classify the below-cloud layer mixing state, we calculated rolling Spearman Rank cor-
relation coefficients centred on each hour of observation between the sea-level concentra-
tion of aerosol surface area, A(t), and the total power of the backscattered light received
by the ceilometer, P(t, z). The Spearman Rank correlation coefficient was used as non-
linearities related to the two-way transmission of light through an atmospheric layer are
likely; however, the Pearson moment correlation coefficient produced qualitatively similar
results. Before calculating the correlation coefficients, four quality control measures were
implemented to ensure that the calculated correlation coefficients would be meaningful.
First, the observations were screened based on the ceilometer’s quality control flag and
the ship contamination flag described in Kremser et al. (2020). Second, only backscatter
retrieved from heights below the 10th-percentile of CBH were studied to prevent contam-
ination from cloud backscatter. Next, we performed a signal-to-noise analysis, where the
signal-to-noise ratio (SNR) is defined as follows:
SNR = P(t, z)
Pbg(t)
(4.2)
Pb,g is the ceilometer’s background signal, which the instrument measures at the end of its
laser pulse cycle. We removed any data points from profiles which had a SNR less than
two. Following the SNR analysis, the total power of backscattered light detected by the
ceilometer, P(t, z), was corrected for the background signal:
Pc(t, z) = P(t, z) − Pbg(t) (4.3)
Following the initial quality control, rolling correlation coefficients were calculated between
A(t) and Pc(t, z). This was completed in a two-step process. First, a sub-set of the time-
series, T, was defined:
T =
{
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where ti is a specific time in the observation period and∆t defines the temporal width of the
sub-set around ti. In this work, temporal widths between 1 and 20 hours were studied. As
observations were recorded every minute, the sub-set T contained at least 60 data points and





where rank(x) is a function which assigns an integer ranking to each value of a set x; cov(x, y)
is the covariance of two sets of data, x and y; and σx is the standard deviation of the set
x (Spearman, 1904). Here, x and y are the sub-sets of A(t) and Pc(t, z) defined by T. Ap-
plying equations 4.4 & 4.5 to the entire time-series forms a matrix, R∆t(t, z). A detailed
justification of this range of time-scales is provided in the discussion. Two additional post-
processing procedures were implemented after the correlations were calculated. If a subset,
T, contained less than 20 valid data points, then the correlation coefficient was labelled as
not a number. For the remaining data, a significance test was performed for each correlation
value to ensure that the value was significantly larger than zero (p < 0.05). If the calculated
correlation coefficient failed the significance test, it was re-assigned a value of zero.
Once the fully quality-controlled correlation analysis had been completed, we developed
a simple metric to classify whether the atmospheric layer below cloud was well-mixed with
near-surface air. First, the average below-cloud correlation coefficient, rbc, was calculated.
The value of rbc was then compared to a threshold value, rt: when rbc exceeded the threshold,
particles measured near the surface layer were considered to be well-mixed into the overly-
ing cloud. Otherwise, the surface layer was considered to be decoupled from the cloud. If
there were insufficient data points in T, then the correlation analysis was unable to classify
the coupling state between the surface and cloud layer.
b. Validation
To validate the proposed methodology and classification metric, we compared results to four
separate methods of determining the mixing state of the below-cloud layer. The first two
methods were variations on a conventional radiosonde analysis, one was a surface-based
method and the final method was a model-based method.
We compared the classification of the below-cloud mixing state according to the corre-
lation metric to two methods for detecting boundary layer decoupling based on radiosonde
profiles. The first method searched for maxima in the virtual potential temperature gradient
(∂θv ∂z−1) (Hande et al., 2012b). If a local maxima in the virtual potential temperature gra-
dient was detected and found to exceed 10 K km−1, then the height at which this occurred
was labelled as the main inversion, or the boundary layer height. The method then searched
for secondary maxima larger than 5 K km−1 below the main inversion. If secondary inver-
sions exists, then the boundary layer is decoupled (Hande et al., 2012b). To be consistent
with our methodology, which can only classify the atmospheric layer below the lowest ob-
served cloud, the below-cloud layer was only labelled as decoupled if a secondary inversion
was located between the surface and the cloud.
A second method for detecting below-cloud decoupling was adapted from Truong et al.
(2020). In this method, a main inversion was only identified if a local maximum in the vir-
tual potential temperature gradient exceeded 14 K km−1. To detect decoupling, the decou-
pling parameter µwas studied (Truong et al., 2020; Yin and Albrecht, 2000). The decoupling
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where r is the water vapourmixing ratio and θ is the potential temperature. Yin and Albrecht
(2000) devised µ for their study of “transition layers” in the boundary layer, as it is more
sensitive to changes in the water vapour mixing ratio than the vertical gradient of virtual
potential temperature and is therefore more likely to detect subtle boundary layer features
like decoupling. Decoupling of the boundary layer over the Southern Ocean was only de-
tected when a value of µ exceeded 2.5 times its average value throughout the boundary layer
(Truong et al., 2020). To be consistent with our method, we adapted the this method to only
classify the below-cloud layer as decoupled if the threshold for µwas exceeded in the below-
cloud layer (Truong et al., 2020). We used a simple optimization methodology to determine
which combination of time-scale, ∆t, and correlation threshold, rt, best predicted the state
of coupling between the surface and cloud layers as compared to the reference methods
(Hande et al., 2012b; Truong et al., 2020).
To provide a benchmark for our methodology, we compared the optimized performance
of the correlation-basedmethod against another surface-basedmethodology for defining the
mixing state of the below-cloud layer (Jones et al., 2011). Briefly, if the difference in height
between the observed cloud base height (CBH) and lifted condensation level (LCL) exceeded
150m, then the below-cloud layer was considered to be decoupled from the cloud (and well-
mixed otherwise). For these calculations, the LCL was calculated from the AWS measure-
ments, where the LCL represents the height at which a cloud is expected to form based on
a model parcel of air adiabatically ascending through a well-mixed boundary layer (Romps,
2017). Here, we used the 1-hour averaged LCL and for consistency, the 10th-percentile of
CBH within each hour.
While the radiosonde profiles collected throughout the voyage provided a robust bench-
mark for the new methodology, radiosonde data were available at most twice-a-day. To in-
crease our confidence in the methodology, we compared its classification of the below-cloud
layer to near-surface measures of atmospheric stability. We used two measures of near-
surface atmospheric stability: the square of the Brunt-Väisälä Frequency, N, and the 10-m







where g is the gravitational acceleration, θv is the virtual potential temperature, and z the
height above sea level. This stability analysis was combined with forecasts from AMPS
to qualitatively assess the conditions in which aerosol–cloud coupling was expected. As a
coarse proxy for aerosol-cloud coupling, we investigated the difference in the LCL and the
predicted planetary boundary layer height (PBL) in the AMPS forecasts. If the planetary
boundary layer exceeded the lifted condensation level, then aerosol particles measured at
the ocean surface were considered well-mixed to the minimum height where cloud could
have occurred.
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Figure 4.1 : (a) The track of the R/V Tangaroa during the Marine Environment and Ecosystem Voyage. (b) A
typical size distribution for particles in the Southern Ocean. The expected range of cloud activation diame-
ters for marine stratus is shown in grey. (c) The sea-level abundance of sea spray particles (SSPs; blue filled
region) and accumulation mode particles (green filled region) is compared to the abundance of cloud con-
densation nuclei (CCN) at a supersaturation of 0.3% (black line). (d) The abundance of suspended surface
area was calculated from the measured particle size distributions (Eq. 4.1). (e) A contour plot of the atten-
uated backscatter coefficient measured by the CHM-15K ceilometer. The lifted condensation level (zLCL) and
cloud base height (zCBH) are also shown for reference. (f) Spearman Rank correlation coefficients between the
sea-level abundance of particulate surface area and ceilometer backscatter are shown. Time periods when the
ceilometer optical window was obscured, the cloud base was below 200 m, fog was present, or the aerosol
sampling system was contaminated by ship exhaust are shaded.
4. Results
a. Time Series Analysis
Throughout the voyage to and from the Ross Sea (voyage track shown in Fig. 4.1a), the
number–size distribution of particulate was predominantly trimodal as seen in Fig. 4.1b.
The representative number–size distribution shown in Fig. 4.1b was constructed by taking
voyage wide averages of the total number, width and median size of the individual modes
that were fit to the observations. The appearance of these modes is consistent with previous
observations in marine settings (Bates et al., 1998; Quinn et al., 2017). A large majority
of the particles in the smallest two modes, the Aitken (30 nm, σ = 1.4) and accumulation
modes (100 nm, σ = 1.6), are thought to be produced as a single mode from homogeneous
nucleation of volatile sulfate species, with mode separation occurring as a result of cloud-
processing (Hoppel et al., 1986). These particles are nucleated in–situ from the condensa-
tion of oxidized marine gasses and grow via self-coagulation and condensation. In contrast,
sea spray particles (400 nm, σ = 2) are directly generated from breaking ocean waves, and
tend to be much larger than particles in the Aitken and accumulation mode (Prather et al.,
2013). Note that size statistics presented in this section have been corrected to a relative
humidity of 80%. For sulfate and sea spray particles, a particle at a relative humidity of 80%
is approximately twice as large compared to when it is dry (Gerber, 1985).
A representative size distribution of particles observed in the Southern Ocean marine
boundary layer at a relative humidity of 80% is shown in Fig. 4.1b. The bifurcation of the
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Aitken and accumulation modes occurs when these particles pass through non-precipitating
cloud, since only the largest particles will be activated (Hoppel et al., 1986). Previous re-
search has shown that the supersaturation of water vapour within nascent marine stratus
is relatively modest (<0.3%; Hegg et al. (2009)). An estimation of the activation diame-
ter based on a supersaturation of 0.3%, and a range of particle hygroscopicity parameters
is also shown in Fig. 4.1b. The estimation of the range of activation diameter is based on
the κ-Köhler model for a range of expected hygroscopicity values (Petters and Kreidenweis,
2007). This coincides well with the local minimum between the Aitken and accumulation
mode.
Fig. 4.1c displays the number of particles in both the accumulation and sea spray modes,
as these are the only particles relevant to cloud formation. This is compared to the number
concentration of CCN measured at a fixed supersaturation of 0.3%. As expected, these
two measurements are highly correlated. Across the entire voyage, SSPs did not comprise a
substantial fraction of CCN (14%). However, in the latter half of the voyage we encountered
several low pressure systems. These cyclones were accompanied by high winds, resulting
in substantial wave-breaking and subsequent SSP generation in the region. This led to an
enhanced relevance of SSPs to the total CCN population (20%).
Fig. 4.1d shows the abundance of suspended particle surface area. Despite the relatively
low abundance of SSPs, the total amount of particulate surface area is strongly dominated by
variations in their abundance. In Fig. 4.1e, the time series of attenuated backscatter profiles
measured by a coincident ceilometer is shown, along with rolling averages of cloud base
height and the lifted condensation level. As demonstrated both empirically and theoretically,
if the difference between cloud base height and lifted condensation level is less than 150 m,
the below-cloud layer can be considered well-mixed (Jones et al., 2011). As a result, it is
clear that there was significant coupling between the surface layer and overlying cloud for
much of the time-series.
b. New Classification Methodology
We used the Spearman Rank correlation analysis between suspended particle surface area
at sea-level (Fig. 4.1d) and ceilometer backscatter from particles overhead (Fig. 4.1e) to
assess whether our measurements at the surface were representative of the below–cloud
population of CCN. Fig. 4.1f displays strong correlations between these two quantities over
time-scales of 14 hours when fog, precipitation, or contamination from ship exhaust did not
inhibit the analysis. This suggests that the Southern Ocean boundary layer was consistently
well-mixed throughout this measurement campaign. We note that correlation coefficients
could not be calculated below 200 m, as these data typically failed the SNR analysis. While
one would normally expect a large backscattered signal close to a lidar, and thus a high
SNR, the returning backscatter is not well-aligned with the FOV of the receiving optics in
the near-range, resulting in a low SNR. As an additional control, the significance of the
calculated correlation coefficients was assessed with a two-way t-test.
c. Comparison to Radiosonde Analysis
To validate the correlation analysis and establish the most accurate time-scale for calculat-
ing correlation coefficients, we analyzed the 57 radiosonde profiles recorded throughout the
voyage. For each radiosonde, we used two gradient methods to detect whether or not the
surface layer was decoupled from the cloud layer (Hande et al., 2012b). Out of the 57 ra-
diosondes, three could not be used for analysis due to faulty sensors, and 21 were launched
when the cloud base height was below 200 m. In such cases, there was insufficient ceilome-
ter data to perform the correlation analysis, as the power of the returning backscatter was
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This work
Figure 4.2 : The accuracy with which the new correlation metric correctly classified the mixing state of the
below-cloud layer for different correlation time-scales, ∆t. The accuracy of the method was calculated in ref-
erence to two radiosonde analyses which classifed the mixing state of the below-cloud layer based on thermo-
dynamic gradients (N = 26; non-precipitating conditions, no fog, CBH>200 m) (Hande et al., 2012b; Truong
et al., 2020). The accuracy of the proposed method can be compared to the accuracy of another ground-based
methodology of determining the state of below-cloud mixing (Jones et al., 2011).
on the same order of magnitude as the instrument noise due to the FOV effects described
earlier. In three additional cases, the gradient methods did not detect a boundary layer. As
a result, there were only 30 radiosondes available for which the correlation analysis was
valid. In the remaining 30 cases, the gradient methods differed only slightly. Overall, the
below-cloud layer appeared well-mixed in 83% of profiles according to the criteria of Truong
et al. (2020), and 90% of profiles according to Hande et al. (2012b).
The classifications of the below-cloud mixing state by the radiosonde analysis were used
to define the optimal time-scale, ∆t, and threshold, rt, for the correlation analysis. For con-
sistency, only the profiles for which both radiosonde methods agreed on the mixing state
of the below-cloud layer were used as a reference when calculating the accuracy (N = 26).
In Fig. 4.2, the accuracy of the correlation analysis in determining the mixing state of the
below-cloud layer is shown as a function of time-scale. Across all time-scales, the threshold
for detecting a well-mixed below-cloud layer was rbc > 0, where rbc is the average correla-
tion coefficient between sea-level and the 10th-percentile of cloud base height. As a bench-
mark, we have also shown the accuracy of another ground-based method for determining
the below-cloud mixing state (Jones et al., 2011).
Fig. 4.2 demonstrates that the accuracy of the method increases from 35% to 76% as
the time-scale increases until time-scales of 7 hours or longer are reached. Differences in
accuracy at time-scales beyond 7 hours are negligible considering the sample size (N = 26).
The increase in accuracy with increasing time-scale is a direct result of increasing the number
of samples in the subset T (defined in Eq. 4.4) used for calculating the correlation coefficient.
While shorter time-scales are likely more representative of the time-scale of turbulence,
there is also a higher likelihood that the remaining noise in the ceilometer observations
will result in weaker correlations which fail the two-way t-test (p > 0.05). Increasing the
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time-scale results in more consistent correlation coefficients across time-scales and more
statistically significant results overall (|R| > 0, p < 0.05). The accuracy of this method also
suggests that despite there being longer time-scale phenomena which could also correlate
particulate surface area and backscatter (e.g. frontal systems, convective forcing at cloud
top, precipitation, turbulent perturbations of relative humidity, air mass history, etc.), they
are not likely to result in substantial misclassification of the below-cloud layer. However,
considering that such long time-scale phenomena do exist and may be more prevalent in
other regions or observation periods, correlation coefficients calculated over time-scales
beyond those presented here should be avoided as false positives and false negatives are
likely to become more abundant.
Finally, we compared the accuracy of our new methodology to another method of re-
motely classifying the below-cloud mixing state (Jones et al., 2011). In this case, the refer-
enced method was only 65% accurate at determining the mixing state of the below-cloud
layer, whereas the proposed method was 76% accurate when correlation time-scales greater
than 7 hours were considered. While the set of radiosondes for which we could compare
both methods was quite limited (N = 26), these results suggest that the proposed method
more accurately classified the mixing state of the below-cloud layer than the referenced
method (p < 0.05).
Overall, the correlation analysis found that the below-cloud layer was well-mixed for 14%
of the entire time series and poorly-mixed just 5%. Fog was found to occur 7% of the time,
where fog was diagnosed when the relative humidity was measured to be 100% and cloud
base was less than 50 m. The remaining portion of the time series could not be analyzed,
as one or more of the following occurred: the ceilometer’s quality control flag was raised;
the ship exhaust contaminated the aerosol sample; or, the cloud base was below 200 m but
greater than 50 m, such that the entire profile of below-cloud backscatter failed the SNR
analysis due to a lack of overlap between the FOV of the ceilometer’s optical system and the
returning backscatter. While this may seem like a large loss of the time-series, if a given
radiosonde was only representative of conditions for the hour of measurements in which
it was operating, then the radiosonde analysis provided data for just 7% of the time series.
With the proposed correlation analysis, we were able to classify the boundary layer for 26%
of the time series, a marked improvement.
d. Comparison to Stability Analysis
While the comparison to conventional radiosonde analyses provided some evidence that
the correlation analysis accurately classified the below-cloud mixing state, it still seemed
prudent to evaluate the analysis against other metrics of atmospheric mixing. Here, we
examine expected rates of occurrence for aerosol-cloud coupling based on AMPS forecasts
for the period of study.
First, the forecasts were compared to our observations from all available radiosondes,
except those with non-functioning RH sensors. Table 4.1 provides a summary of various
comparison statistics between forecasts and measurements. The statistics were only calcu-
lated below 3 km to restrict the comparison to relevant planetary boundary layer (PBL) and
lifted condensation level (LCL) heights. These are presented in Table 4.1.
Overall, all of the selected variables were reasonably well correlated. However, there
were minor biases worth mentioning. In Table 4.1, statistically significant biases between
modelled and measured values of pressure, dew point temperature, and wind speed were
observed (p < 0.001). Within AMPS, the height of the PBL is determined according to
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Table 4.1 : This table summarizes statistics comparing measurements from radiosondes launched throughout
the voyage and predictions from AMPS below 3 km (a.s.l.).
Statistic P (hPa) T (K) Td (K) U (m s−1)
RMSD 2.0 1.2 3.2 2.7
Bias 0.3 – -0.8 0.7
R2 1 0.96 0.87 0.74
RMSD: Root Mean Squared Deviation
R2: Pearson Correlation Coefficient
the turbulent kinetic energy profile (Janjic, 2001). This implies that the height of the PBL
may have been under-estimated by AMPS. The dew point temperature was also negatively
biased as a result of the over-abundance of water vapour in the AMPS boundary layer relative
to observations. This implies that the LCL was also under-predicted. Still, considering
the spatial and temporal scale of the AMPS forecasts, the agreement between model and
measured values was quite good, and highly statistically significant (p < 0.001).
In Fig. 4.3a, the frequency of occurrence with which the depth of the planetary bound-
ary layer exceeded the lifted condensation level is shown, based on forecasts from AMPS
between 40 – 70 S (excluding areas less than 100 km from a coast). The frequency of occur-
rence is shown as a function of two variables which are often used to describe the stability
of the near-surface atmospheric layer: the square of the Brunt-Väisälä frequency, N2, and
the 10-m wind speed, U10. The results in Fig. 4.3a demonstrate that in near-neutral sta-
bility (N2 ∼ 0) and weak winds (U10 ∼ 0), the layer below the LCL was less-likely to be
well-mixed, as the PBL was too shallow. However, in all other cases, the boundary layer
was likely well-mixed. Note that there was still a small percentage of the time when the
layer below the LCL was well-mixed despite the near-neutral stability of the surface layer.
While a well-mixed boundary layer would not be expected in such cases, the near-surface
layer is typically much shallower than the LCL, and is therefore not always a perfect de-
terminant of the mixing state of the entire layer below the LCL. However, it is clear that
in most other conditions, the layer below the LCL is almost guaranteed to be well-mixed.
Overall, The AMPS analysis in Fig. 4.3a provides a general rule of thumb: if the 10 m wind
speed exceeds 8 m s−1 then the boundary layer will be well-mixed to the LCL, regardless of
the near-surface stability.
In Fig. 4.3c and d, the classification of the below-cloud layer according to the correlation
metric calculated over time-scales of 7 and 14 hours is shown. We can see that despite the
accuracy with which the correlation analysis at 7 hour and 14 hour time-scales classified
the mixing state of the boundary layer (Fig. 4.2), the correlation metric calculated over a 14
hour time-scale provided a more qualitatively consistent result with the AMPS analysis. In
comparing Figs. 4.3c & d, it is clear that the correlation metric calculated over a time-scale
of 7 hours mis-classified the boundary layer more frequently, as a poorly mixed boundary
layer is not expected to occur at all if N2 < −5 × 10−3 s−2 or U10 > 8 m s−1 (Fig. 4.3a). In
contrast, Fig. 4.3d shows that the correlation metric at a time-scale of 14 hours classified the
below-cloud layer as decoupled only when the stability of the near-surface layer was near-
neutral and winds were less than 8 m s−1, consistent with the AMPS analysis. While only
two time-scales are presented here, analysis at all time-scales longer than 14 hours produced
qualitatively similar results. Finally, in Fig. 4.3b, it is clear that fog tended to occur only in
both near-neutral stability (N2 > -5×10−3 s−2) and low winds, or stable conditions.
One limitation of this analysis is that cloud is not necessarily guaranteed to occur at the
LCL. As such, a direct quantitative comparison between Figs. 4.3a, c & d is not possible, as
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Figure 4.3 : (a) The frequency with which the height of the planetary boundary layer (PBL) predicted by AMPS
was higher than the lifted condensation level (LCL) over the open Southern Ocean (40–70 S, >100 km from
coastline) in February and March of 2018 (N.O. = Conditions occurred less than frequently than 0.001%). (b)
The occurrence of fog (CBH < 50 m, RH = 100%). (c) The classification of the below-cloud layer based on
correlation coefficients calculated over 7-hour timescales (non-precipitating conditions; CBH > 200 m). The
measure of accuracy is in reference to the radiosonde analyses (Fig. 4.2). (d) As in (c), but for a time-scale of
14-hours.
cloud was always occurring in the subset of data we were able to analyze. Still, we found this
figure to be a useful qualitative reference for our methodology. In addition, it demonstrates
that even though the fraction of the time-series available for analysis via the correlation
metric is low (26%; ∼10 days of observations), the conditions encountered within this
subset of the data are representative of the wide set of conditions forecast by AMPS. As
a result, statistics presented in the previous section can be used to conclude that in non-
precipitating conditions, the below-cloud layer over the Ross Sea was likely well-mixed 54%
of the time, poorly-mixed 19% of the time, and contained fog 27% of the time.
5. Discussion
In this work, we were interested in understanding often aerosol particles measured near the
surface of the ocean were relevant to low cloud formation over the Southern Ocean. We pro-
posed a new methodology, based on the correlation of particle surface area and ceilometer
backscatter, which identified when aerosol particles observed at the surface were available
to the lowest observed cloud. To validate the proposed methodology, we needed an accu-
rate reference classification of the boundary layer against which we could compare our re-
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sults. Here, we modified two radiosonde-based methodologies which determine the mixing
state of the entire boundary layer (Hande et al., 2012b; Truong et al., 2020). Radiosonde-
based methodologies were selected as the preferred reference methodology, as the observa-
tions were sensitive to fine thermodynamic changes in the boundary layer. These reference
methodologies were modified to simply determine the mixing state of the atmosphere be-
tween the surface and the base of the lowest observed cloud. This allowed us to optimize the
parameters of our proposed methodology (correlation time-scale, threshold of correlation
strength) such that the predicted mixing state of the below-cloud layer best matched the ref-
erenced radiosonde methodologies. In the comparison (Fig. 4.2), the proposed correlation-
based method correctly classified the mixing state of the below-cloud layer 76 ± 4% of the
time for correlation time-scales greater then 7 hours. The accuracy of our method was then
compared to a more simple metric for classifiying the mixing state of the below cloud layer,
which was only accurate 65% of the time (Jones et al., 2011).
In a more qualitative comparison (Fig. 4.3), the classification of the below-cloud mixing
state by the proposed methodology was also shown to be consistent with surface-based
measurements of atmospheric stability and model predictions of turbulence in a wide range
of conditions. The high accuracy of the new methodology’s predictions in comparison to
radiosonde-based methods, in situ observations of near-surface atmospheric stability, and
model forecasts of boundary layer turbulence gives us high confidence that the proposed
method is accurate even when reference data is not available.
With the accuracy of our proposed methodology validated against mutliple methods of
determining the below-cloud mixing state, we can compare statistics to previous observa-
tions in the Southern Ocean. We find that while the below-cloud layer was often well-mixed,
this was not always guaranteed. It is well-known that the marine boundary layer can stratify
into a near-surface boundary layer and a sub-cloud layer (Garratt, 1994). In fact, radioson-
des launched from Macquarie Island (54.62°S, 158.85°E) over the past two decades found
that the boundary layer was well-mixed just 17.8% of the time (Hande et al., 2012b). In con-
trast, our time series analysis showed that in non-precipitating conditions, the below-cloud
layer was well-mixed 54% of the time. This seems to be in stark contrast to the accuracy
data presented in Fig. 4.2. However, the difference in frequency of occurrence comes pri-
marily from a difference in the definition of decoupling. The method presented in this work
was only designed to detect whether the boundary layer was well-mixed up to the low-
est cloud. In contrast, the referenced method was originally designed to detect decoupling
throughout the entire boundary layer (Hande et al., 2012b). However, multi-layer clouds
are frequently observed over the Southern Ocean (Hande et al., 2012b). In such settings,
the inversion atop the lowest cloud will tend to decouple the atmospheric layer beneath the
cloud from the rest of the boundary layer. However, the surface is likely still coupled to the
lowest cloud, as cloud was often present in the atmospheric layer beneath the decoupling
height (Hande et al., 2012b). As previously described, we modified the radiosonde-based
methodology (Hande et al., 2012b) to only classify the below cloud layer as decoupled if
a secondary vitural potential temperature inversion occurred below the cloud. The accu-
racy data presented in Fig. 4.2 highlights that after this modification, classifications of the
below-cloud mixing state from thhe proposed and referenced methodologies agree.
Overall, the results from the correlation analysis highlight that particles are almost always
available to the lowest cloud (Fig. 4.1f). The percentage of time in which aerosol-cloud
coupling occurred within the valid section of our time series is simply the sum total of the
rates of occurrence of fog and a well-mixed below-cloud layer: 81%. Forecasts from AMPS
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tend to agree, as the layer of the atmosphere below the LCL was found to be well-mixed
84% of the time over the Southern Ocean throughout February and March of 2018. As
Kuma et al. (2020) noted, the ability to correctly predict the occurrence of low cloud is a
critical necessity for improving the Southern Ocean shortwave radiation bias. The proposed
method increases our understanding of these low clouds and the particles which help form
them.
For instance, we found that the number of CCN at a supersaturation of 0.3% was con-
sistent with the number of particles in the accumulation and sea spray mode. As a su-
persaturation of 0.3% is the expected water vapor supersaturation within marine stratocu-
mulus (Hegg et al., 2009), this suggests that sea-level observations may provide a good
constraint on the number of cloud droplets in a wide variety of conditions. We found that
despite being readily-available to nascent clouds, sea spray particles were typically outnum-
bered by smaller, cloud-processed accumulation mode particles (Fig. 4.1c), consistent with
previous studies (Quinn et al., 2017). However, in addition to abundance, the ice-nucleating
ability of particles is known to be a strong determinant of cloud phase and albedo: a climate
model which determined the primary nucleation of ice within low-level clouds according
to the abundance and type of boundary layer ice-nucleating particles found that predictions
of cloud opacity were significantly more accurate in the cold sector of Southern Ocean cy-
clones relative to simpler glaciation schemes (Vergara-Temprado et al., 2018). Though less
numerous than accumulation mode particles, sea spray particles act as weak ice-nucleating
particles (DeMott et al., 2016) in a region that is often devoid of more potent ice nuclei (e.g.
dust) (McCluskey et al., 2018). This study highlights that sea spray particles are available
to many more cloud systems than just within the cold sector of cyclones. As a result, cli-
mate models which implement glaciation schemes that connect the primary nucleation of
ice to the microphysical properties of aerosol particles will likely see more widespread im-
provement to the Southern Ocean shortwave radiation bias. It also highlights that should
models adopt more complex models of cloud glaciation, then they must also more carefully
parameterize the flux of sea spray particles (Hartery et al., 2020a).
The new method does not come without limitations, however. Depending on the FOV of
the ceilometer’s optical receiver, the ability of the analysis to analyze below-cloud coupling
in low cloud settings (CBH< 200 m) can be severely impaired. In addition, though we have
provided a reasonably comprehensive validation of the appropriate time-scale for calculating
correlation coefficients and the threshold for classification of the below-cloud layer, there
are potentially instances where the correlation analysis could trigger false positives and false
negatives in other synoptic settings. These include, but are not limited to, frontal systems,
convective forcing at cloud top, precipitation, turbulent perturbations of relative humidity,
air mass history, etc. Still, given the accuracy of the methodology as quantitatively com-
pared to the radiosonde analyses, and qualitatively to a forecast analysis, we are confident
in the results presented as they pertain to this specific region and period of study. As an
added benefit, the proposed method uses instruments which function nearly autonomously,
with little need for oversight or on-site personnel. In contrast, radiosonde programs require
highly-trained personnel and can only be launched is a limited set of meteorological con-
ditions. It becomes exceedingly difficult to successfully launch a radiosonde once winds
surpass 15 m s−1, or aboard a research vessel in unfavorable wave conditions. As a result,
statistics of boundary layer mixing collected from radiosonde programs are likely skewed
towards calm conditions. Finally, it is worth mentioning that there are likely unintended,
negative consequences of leaving irretrievable sonde packages in the Southern Ocean.
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6. Conclusions
In this work we presented a new technique for determining the state of boundary layer mix-
ing based on the value of the Spearman Rank correlation coefficient calculated between sea-
level observations of suspended particle surface area and ceilometer backscatter. When data
was available, these correlations were often high, implying that particles measured at sea-
level were well-mixed throughout the boundary layer and were therefore readily-available
to nascent, low-level cloud. From this analysis, a simple metric was created to diagnose
whether coupling occurred or not. This revealed that in non-precipitating conditions the
boundary layer was well-mixed 54% of the time, contained fog 27% of the time, and was
poorly-mixed just 19% of the time. This simple metric based on the correlation analysis was
compared to two conventional radiosonde analyses. The correlation-based metric accurately
classified the mixing state of the boundary layer 76% of the time, a noticeable improvement
over the accuracy of a simpler ground-based method (65%). In addition, the frequency
of occurrence of below-cloud mixing estimated by the correlation-based metric was qual-
itatively consistent with an analysis of mixing based on the near-surface stability within
regional forecasts. We estimate that aerosol will have a direct pathway into low cloud either
through a well-mixed below cloud layer or surface-level fog, 81% of the time when clouds
are present. Thus, in situ sea-level observations of particulate offer substantial insight into




Ice-Nucleating Particles over the
Southern Ocean
Abstract
Anew, approximatemethod for generating climatologies of ice-nucleating particles is leveraged
to study the indirect radiative effects of sea spray particles over the Southern Ocean. Results
indicate that a substantial fraction of the shortwave radiation bias over the Southern Ocean
could be resolved by improving the parameterization of primary ice nucleation within global
climate models. In addition, the strengths of sea spray radiative feedbacks within low-level
mixed-phase cloud are estimated. It is demonstrated that a temperature-dependence within the
parameterization of sea spray flux creates a radiative feedback loop which accelerates regional
warming.
1. Introduction
The Southern Ocean is a region almost devoid of ice-nucleating particles (INPs) (Bigg,
1973). These particles are typically made of solid material like mineral dust or organic
detritus from microorganisms at the sea surface and initiate phase changes within cloud
when they come in contact, or become immersed in super-cooled cloud droplets (Nieder-
meier et al., 2011). The few INPs observed in the Southern Ocean region are largely thought
to be made of wind-swept organic detritus that become entrained within sea spray particles
when waves break (DeMott et al., 2016; Vergara-Temprado et al., 2017). Recent observa-
tions have shown that the total number of INPs observed in the marine boundary layer can
be predicted by the total surface area of sea spray particles (SSPs), supporting the idea that
INPs in the region are wind-swept organic detritus from the sea surface (McCluskey et al.,
2018). The phase of low-level cloud, and thus its opacity, are fundamentally connected to
the abundance of such particles. Recent modeling studies have shown that the amount of
shortwave radiation reflected by Southern Ocean clouds is very sensitive to a model’s pre-
diction of low-level cloud phase (Bodas-Salcedo et al., 2016). As INPs are the seeds of phase
transition within cloud, the optical properties of these clouds are thus tied to the number
of INPs available to them (Vergara-Temprado et al., 2018).
This thesis has confirmed not only the correct magnitude of sea spray fluxes, but estab-
lished conditions in which these particles are available to low-level cloud. The correlation
analysis presented in Hartery et al. (2020b) demonstrated that the boundary layer is fre-
quently well-mixed, allowing nascent low-level SouthernOcean cloud to access the reservoir
of cloud condensation and ice nuclei available within the boundary layer. In Hartery et al.
(2020a), in-situ measurements were used as a baseline reference for model parameteriza-
tions, showing that global climate models that use the Gong (2003) (hereafter G03) model
of sea spray flux severely over-estimated the amount of SSPs available in the boundary layer.
Thus, while parameterizations of cloud phase improve substantially when primary ice nu-
cleation is directly tied to seed particle characteristics (Vergara-Temprado et al., 2018), this
may also introduce a substantial sensitivity to the abundance of SSPs within global climate
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models. In this study, a simple method for generating short-term climatologies of SSPs is
outlined. From this climatological analysis, the sensitivity of the shortwave reflectivity of
low-level Southern Ocean cloud to parameterizations of the flux of SSPs, and their role as
ice nucleating particles, will be studied.
2. Measurements
In situ measurements of suspended particles presented in this study have been described in
Chapter 2 along with relevant quality control measures. The “wet” particle diameters of the
PCASP-100X and GRIMM measurements were translated to a dry diameter basis using the
parameterization of Gerber (1985). It was assumed that the PCASP-100X measured parti-
cles at ambient relative humidity, while the GRIMM, which was placed after the diffusion
drier, measured particles at a relative humidity of 50%. A probability density function was
then derived from the measurements after averaging them across the observation period.
A sea spray mode was fit to the particle size distribution, as in Hartery et al. (2020a). The
PDF was normalized by the total number of SSPs in this SSP mode.
A particle collection system was installed near the bridge of the Tangaroa (∼15 m a.s.l.).
It consisted of a rain shelter, below which a single-use filter assembly was fixed in place.
The filter assembly consisted of a Thermo-Scientific filter holder and polycarbonate mem-
brane filter. Air was continuously drawn through the filter holder via a pump. After 24–48
h the pump was turned off, the filter assembly was removed, and a new filter assembly
was installed. A gas meter placed in-line with the pump was used to calculate the total
volume of air which passed through the filter paper. This volume varied according to ex-
posure time, but was generally between 15–20 m3. The collected filters were individually
sealed and frozen for the remainder of the voyage (-20°C). Three blank filters were collected
throughout the voyage. Over the entire voyage, 34 filters were collected (31 samples + 3
blanks). Many were damaged from precipitation and soot from the ship stacks. However, a
shorter collection time was simply not feasible, as INPs are so sparse in the Southern Ocean
boundary layer. Following the voyage, samples were sent to Colorado State University for
processing. The methodology for counting INPs on filters is outlined in McCluskey et al.
(2017). Finally, the number of INPs counted on the filters at a given temperature was nor-
malized by the total dry surface area of SSPs measured by the PCASP-100X throughout the
period to calculate the nucleation site density.
In this chapter, measurements of cloud droplet number size distributions measured dur-
ing the second Southern Ocean Cloud Experiment (SOCEX) will be re-analysed. These were
collected with a Forward Scattering Spectrometer Probe (FSSP) mounted on the wing of an
aircraft. The aircraft departed and returned to Hobart, Australia, on 9 flights over the course
of January and February, 1995 (Boers et al., 1998). The FSSP is an optical particle counter
very similar in design to the PCASP-100X, providing measurements of cloud droplets with
diameters in the range 2 – 47 µm. Thresholds for liquid water content (LWC > 0) mea-
sured by a King probe and the ambient relative humidity (RH > 90%) were used to screen
each flight for clouds. The cloud droplet size spectra measured under these conditions were
then averaged across the 8 flights for which data was available. Finally, a modified gamma
distribution was fit to the data to approximate the average size distribution of droplets in
low-level Southern Ocean cloud.
Forecasts from the Antarctic Mesoscale Prediction System (AMPS) were used as input
data to pseudo-Lagrangian particle dispersion calculations as well as synoptic information
to contextualize the results. The AMPS forecasts were generated by a polar variant of the
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Advanced Weather and Research Forecasting model (WRF) on several domains of varying
spatial extent and resolution (Bromwich et al., 2005; Powers et al., 2012). Only the widest
domain was used, which has a resolution of 24 km × 24 km, as it includes the majority of
the Southern Ocean. The AMPS forecasts were also used to generate cyclone-centered com-
posites for several scalar forecast variables. The cyclone-centered forecasts were generated
by searching for local minima in the surface pressure field. A 1000 km × 1000 km swath
of data was then extracted around the center of the cyclone. These swathes were averaged
over time. Only swathes with a center <1000 km from the R/V Tangaroa were included in
the average.
As the primary goal of this study is to understand the sensitivity of low-level Southern
Ocean cloud to the availability of ice nuclei in the boundary layer, it is also necessary to de-
velop a climatology for the abundance of dust particles. The flux of dust particles (described
later) is typically confined to arid regions with little vegetation. To identify these regions,
monthly composites of the Normalized Difference Vegetation Index (NDVI) reported by
the Advanced Very High Resolution Radiometer (AVHRR) were downloaded for February
and March, 2018 from https://ladsweb.modaps.eosdis.nasa.gov/. The 0.05 × 0.05 de-
gree values were sorted into the Antarctic Mesoscale Prediction system domain via nearest
neighbour search.
Finally, observations of cloud optical thickness and cloud top height data from MODIS
Terra and Aqua satellites were downloaded from: https://ladsweb.modaps.eosdis.nasa.
gov/. These observations were used to generate zonal averages of cloud occurrence. The 1
km × 1 km measurements of cloud optical thickness and cloud top height were sorted into
the AMPS domain via nearest neighbour search with no averaging.
3. Modeling
a. Pseudo-Lagrangian Particle Dispersion
To estimate the abundance of particles observed at a given location, two frames of refer-
ence are common. The Eulerian frame, standard within global climate models, discretizes
the atmosphere into a connected grid and models the movement of material from cell-to-
cell according to turbulence, diffusion, convection and advection. Thus, the Earth is the
reference frame. In contrast, a Lagrangian model simulates the movement of an air parcel
throughout the connected grid. Turbulence, diffusion, etc. are still applied, but now the
air parcel is the frame of reference. Here, Lagrangian trajectories are described using the
meteorological variables and grid of AMPS.
Along the Lagrangian trajectory, the change in the particle concentration within the air
parcel, dN, is simply related to the volume flux of material into the grid-cell, Fv. However, re-
call that in Hartery et al. (2020b), the Southern Ocean boundary layer was often well-mixed.
Thus, one could equivalently calculate the change to the particle concentration within the














where h is the height of a layer in contact with the ocean surface and dP is the length of time















Figure 5.1 : An illustration of sources (red) and sinks (black) of SSPs within the Southern Ocean boundary
layer.
m a.s.l. (Hartery et al., 2020a), and is always assumed to be turbulent. This assumption
can be validated with AMPS, which estimates that the boundary layer over the Southern
Ocean is deeper than 100 m, 88% of the time. Along its trajectory, particles emitted from
the ocean surface only mix into the air parcel if it’s within the surface layer. To estimate the
abundance of particles, Eq. (5.1) is integrated over the Lagrangian path from some initial






However, to generate a climatology of particle abundance, one must simulate the back tra-
jectory of at least one air parcel per grid-cell of the meteorological domain across a long
period. Within FLEXPART-WRF, this would lead to a substantial computational footprint.
Instead, a simplifying assumption is made. It is assumed that the center, (x, y), of an air













This is not necessarily true and ignores features like the Ekman spiral. However, the goal
of this study is not to create a standard climatology for the region, but to study the effect of
parameterizations within a simple framework.
Variations in the deposition fields along the Lagrangian trajectories are accounted for in
a similar manner to FLEXPART:
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where M is the abundance of particle mass, vd is the dry deposition velocity of the particles,
Λw is the mass scavenging rate of particles by precipitation, I is the precipitation rate, A and
B are coefficients for estimating mass scavenging by precipitation, and Λc is the mass scav-
enging rate by cloud. To calculate Λw, the precipitation rate predicted by AMPS was used
along with the scavenging parameters listed in Hartery et al. (2020a). For Λc, the mass, M,
was set to 0 if the near-surface relative humidity surpassed 95%, as in-cloud activation is
efficient and nearly instantaneous (Hertel et al., 1995). As in the Unified Model, a critical
relative humidity less than 100% is used to identify cloud structures, since the spatial res-
olution of the AMPS domain results in a lower frequency of occurrence for total saturation
than in reality.
To calculate the grid-cell residence time, dP, FLEXPART-WRF assigns an initial mass to
the air parcel, which is altered along the Lagrangian trajectory according to Eq. (5.4). The
meteorological time step, dt, is then scaled by the ratio of the present value of M(t), to its




This approach reduces the influence of particles further upwind from the measurement ac-
cording to the strengths of the various particle removal mechanisms along the Lagrangian
trajectory. Since the mass M is always scaled by the initial mass M0, the selection of M0 is
arbitrary. For this reason, M0 was set to 1. Ultimately, this method will over-estimate the
amount of time particles spend within the boundary layer as it does not account for bound-
ary layer detrainment (see Fig. 5.1). To estimate this loss, the length of time particles spent
in the surface layer was measured as a fraction of the time spent in all atmospheric lay-
ers throughout the FLEXPART-WRF simulations presented in (Hartery et al., 2020a). This







where f0 and t1/2 are the maximum fraction of time spent and the half-life of particles in the
surface layer. These values were calculated to be 0.12 and 41 hours. Thus, the length of
time particles spend within the surface layer now becomes:
dP = f M
M0
dt (5.7)








where Cice is the fractional coverage of sea ice and land, and FSSP is a parameterization of
sea spray flux. The initial positions of all of the simulations are located at midpoints of the
AMPS grid-cells. The system of equations is then integrated backwards through time from
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Figure 5.2 : A landmask showing potential dust-emitting regions. These were located using the NDVI reported
by the AVHRR through February and March of 2018. Only grid-cells with an NDVI less than 0.15 are assumed
to emit dust.
The modeled concentrations of SSPs generated by the pseudo-Lagrangian Particle dis-
persion model (PLPDM) are compared to the measured values presented in Hartery et al.
(2020a) in Table 5.1. However, the predicted concentrations of SSPs are clearly biased low
relative to the measured values. The bias stems from the fact that the average rates of de-
position are also encapsulated by the factor, f. Tracking deposition was necessary, however,
to capture the large spatial and temporal variability in the deposition fields. To remove this
bias, the predicted concentrations from the new parameterization (Hartery et al., 2020a)
(hereafter H20) within the PLPDM are normalized to the observations. This is a valid ap-
proach, as this parameterization has already been validated with FLEXPART-WRF, which is
a much more robust model. This normalization factor is also applied to predictions from
the Gong (2003) (G03) and the Jaeglé et al. (2011) parameterizations (hereafter J11) of sea
spray flux. Overall, the PLPDM does a reasonable job of capturing the variance in the obser-
vations, considering that the coefficient of determination between the more sophisticated
LPDM results and the observations was 0.67 in Hartery et al. (2020a).
b. The Availability of Dust Particles
It is well known that dust particles are much more efficient ice nuclei than SSPs (DeMott
et al., 2010). Characterizing the availability of ice nuclei to low-level Southern Ocean cloud
thus requires a reasonable approximation of the abundance of these particles in the region.
Here, the flux of dust particles from continental regions is predicted according to Ginoux
et al. (2001). It is assumed that these particles are emitted as a log-normal mode, with a
median diameter, dp,m, of 1 µm and a width, σ, of 2 following the observations of Niemand
Table 5.1 : Statistical comparisons between the predicted abundance of sea spray particulate and the measured
values presented in Hartery et al. (2020a). Measurements took place in the Southern Ocean during the 2018
Marine Environment and Ecosystem Voyage. The normalized bias is a re-calculation of the model bias after
normalizing the predicted abundance fromH20 to the observations. R2 is the square of the Pearson correlation
coefficient.
F(U10) R2 Bias Normalized Bias
New Parameterization 0.35 0.37 1
Gong (2003) 0.33 0.65 1.8
Jaeglé et al. (2011) 0.19 0.19 0.51
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Where C is a coefficient. Dividing the mass coefficient of 1×10−9 kg s2m−5 given by Ginoux
et al. (2001) by the mass per particle, gives a value for C of 8.3×103 s2 m−5. Equation (5.9)
simplifies the original formulation by not accounting for variations in local topography and
surface moisture, which govern the abundance of available surface dust and the threshold
velocity for entrainment, respectively (Ginoux et al., 2001). As in Ginoux et al. (2001),
emissions of dust particles are restricted to arid regions based on the Normalized Differ-
ence Vegetation Index (NDVI) reported by the Advanced Very High Resolution Radiome-









Where CD is a land mask isolating regions with an NDVI less than 0.15. A contour plot in
Fig. 5.2 is shown which identifies these regions.
c. Estimating Ice Nuclei Concentrations
The probability, P, that a particle of a specific diameter, dp, will freeze can be determined by
Poisson counting statistics, where (Vergara-Temprado et al., 2017):
a =πdp2
ni,x =eαx(T − 273.15) + βx
P =1− e−ani,x
≈ani,x, (ani,x ≪ 1)
(5.11)
where ni,x is the nucleation site density for particles of type x (McCluskey et al., 2018;
Niemand et al., 2012). For a given size distribution of particles of type x, dn (d log dp)−1, the



























where Ax is the abundance of suspended surface area provided by particle of type x (see
Appendix A4), Nx is the total number of particles of type x, and j is a dummy variable that
iterates over all available INP types. The assumed microphysical characteristics of sea spray
and dust particles are presented in Table 5.2. Note that the ice-nucleating efficiency of a
particle depends on the dry diameter. However, the pseudo-Lagrangian particle dispersion
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calculations predict the size and abundance of particles at a relative humidity at 80%. To
calculate the dry particle surface area, the dry particle diameter is calculated from the diam-
eter at a relative humidity of 80% according to the empirical formulae described in Gerber
(1985). Thus, the median particle diameter of 0.4 µm at 80% RH represents a dry diameter
of 0.25 µm.
d. Optical Characteristics of Low-Level Cloud
Here, it is assumed that low-level clouds over the Southern Ocean obey the inverse relation-
ship observed by Vergara-Temprado et al. (2018):
SW = SW0 − γ log(NINP) (5.13)
Where SW is the amount of shortwave radiation reflected by low-level clouds (W m−2),
NINP is the concentration of INPs (L−1) calculated in the previous section, and SW0 and γ
are parameters which describe Eq. (5.13) for different cloud types. As the actual shortwave
radiation budget results from clouds at all heights, absolute budgets will not be presented,
only differences between two models. Thus:






where the diacritic ˆ is used to differentiate between two methods of predicting NINP.
Vergara-Temprado et al. (2018) noted that there were two distinct classes of clouds within
their study with two separate values of γ, 2.6 and 5.7, and suggested that the latter is more
common among Southern Ocean cloud. Differences in the shortwave reflectivity were only
calculated if the abundance of INPs was in the range 1×10−12–1×100 L−1 and only if the
cloud temperature was below zero. Below or above the thresholds, the cloud will be super–
cooled or completely glaciated, respectively.
To benchmark improvements to the description of INPs, the ice nucleation concentration
within the global climate model needs to be estimated. According to Furtado and Field
(2017), themixed-phase parameterization in theUnifiedModel nucleates amass of 1×10−11
kgice kgair−1 at a temperature of -10°C. However, converting this to an abundance of INPs
requires assumptions about the cloud droplet size distribution. When describing the cloud






where ξ, µ, Λ, and γ are parameters which control the shape of the distribution. It is assumed
that cloud droplets follow such a distribution and that ice nucleates evenly throughout the
distribution. Then, the number of ice nuclei, NINP is calculated by re-arranging the following
Table 5.2 : Microphysical properties of INPs.
x Sea Spray (SSP) Dust (DUST)




a This work; b McCluskey et al. (2018); c Niemand et al. (2012)
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Figure 5.3 : (a) The dry particle number size distribution over the entire observation campaign normalized by
the concentration of SSPs. The mode dry diameter of the size distribution was ∼0.25 µm, while the ambient
median diameter was∼0.4µm. Corrections for diameter as a function of ambient RHwere calculated according
to Gerber (1985). Measurements from both the GRIMM and PCASP-100X are included. The normalized size
distribution predicted by G03 is shown for comparison. (b) The number of nucleated ice crystals in a filter
sample was measured as a function of temperature. This number was then divided by the average amount of
available sea spray surface area to estimate the nucleation site density (NSD). Parameterizations of the NSD







where ν is the volume of ice generated per ice-nucleating particle (see Appendix A4), ρ
is the density of ice, w0 is the initial seed mass of ice, P is the pressure at cloud base, ew
is the saturation vapour pressure of water, Rd is the gas constant for dry air and T is the
temperature at cloud base.
4. Results
a. Microphysical Properties of Sea Spray and Cloud Droplets
As the number of INPs available to cloud depends on particle surface area, it is highly sen-
sitive to parameterizations for the size distribution of particles. In Fig. 5.3 the probability
density function of the number size spectra observations throughout the 2018 Marine En-
vironment and Ecosystem Voyage is shown. The sea spray mode observed in Hartery et al.
(2020a) is clearly outlined by the PCASP-100X and GRIMM observations. The spectra is
presented as a function of the dry particle diameter. Dry particle diameter was calculated
from the wet diameter according to the empirical parameterization given by Gerber (1985),
since particle-bound water has little influence over the ice-nucleating ability of a particle.
Note that the median dry diameter of the PDF is equivalent to a wet diameter of 0.4 µm
when using the parameterization of Gerber (1985), consistent with the result presented in
Hartery et al. (2020a). These observations, and the log-normal size distribution fit to them,
are compared to the probability density function of G03. The PDF of G03 only fits the sea





















dd,m = 13.5 μm, μ = 1, γ = 2.6
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Figure 5.4 : Amodified gamma distribution is fit to average cloud droplet size data from the Forward Scattering
Spectrometer (FSSP). Data were collected during the second Southern Ocean Cloud Experiment, which took
place in January and February of 1995 Boers et al. (1998).
these don’t contribute substantially to the overall number of particles (7%), they dominate
surface area (99%).
To quantify the number of INPs available to cloud, air samples were drawn through filter
paper over 24–48 hours. The number of INPs collected on the filter were then measured
at varying nucleation temperatures. Out of the 34 filter samples collected over the course
of the voyage (31 samples + 3 blanks), only four were suitable for analysis. The rest had
suffered some degree of wetting from precipitation, or soot-staining from ship stack emis-
sions. Each of the filters analyzed had only been exposed for 24 hours, which minimized
potential contamination but also led to greater measurement uncertainty. Measurements of
the number of ice nucleation sites on the filters are shown in Fig. 5.3. The number of sites
detected on a filter was divided by the total volume of air sampled by the filter to estimate
the average concentration of INPs. This average was then normalized by the average amount
of dry sea spray surface area measured by the PCASP-100X throughout the sample period
to estimate the nucleation site density. It is clear that the density of ice nucleation sites is
predicted well by the parameterization of McCluskey et al. (2018), supporting their conclu-
sion that these INPs are produced by sea spray. For reference, the nucleation site density of
dust particles is also shown (Niemand et al., 2012), which demonstrates that they are much
more efficient INPs.
In order to estimate the number of INPs implicitly defined within the Unified Model,
the typical cloud droplet size distribution observed within low-level clouds must be char-
acterized. The Forward Scattering Spectrometer Probe (FSSP) measurements presented in
Fig. 5.4 were made during the second Southern Ocean Cloud Experiment (SOCEX) in 1995.
An average cloud droplet size distribution was fit to the average of all of the in-cloud mea-
surements, finding values for the parameters dd, µ and γ of 13.5 µm, 1, and 2.6, respectively.
Provided the clouds over the Southern Ocean are well-described by this standard droplet dis-
tribution, then according to Eq. (5.16), the initial seed mass of ice within the Unified Model
is roughly equivalent to a number concentration of INPs of ∼ 4× 10−3 L−1.
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Figure 5.5 : (a) Pseudo-Lagrangian particle dispersion calculations were exploited to estimate the average
abundance of SSPs (SSPs) based on model G03 for sea spray flux. (b) H20 (c) J11 (d) The average abundance
of dust particles.
b. Climatology of Sea Spray and Dust Particles
Estimates for the abundance of sea spray particles within the Southern Ocean boundary
layer were calculated for three different parameterizations describing the flux of these par-
ticles from the ocean surface. Examining the resultant climatological estimates of SSPs pre-
sented in Fig. 5.5a–c, SSPs are clearly most abundant between 50–60°S, regardless of which
parameterization is used. Further south, SSPs are less abundant due to the lack of time
back-trajectories spend over open waters. Further north, the wind speed over the ocean is
less intense. The number of particles predicted by the new parameterization proposed in
Hartery et al. (2020a), H20, and G03, typically differed by a factor of 1.8×. In contrast, pre-
dictions from J11 estimate that there are fewer SSPs in the boundary layer than estimated
by H20 (0.47×).
We also find that despite beingmuchmore efficient ice nuclei (Fig. 5.3), wind swept dusts
from Australia, Patagonia, and Africa are rarely present in the Southern Ocean boundary
layer, consistent with other modeling studies (Vergara-Temprado et al., 2017; Ginoux et al.,
2001). As a result, primary ice nucleation in low-level Southern Ocean cloud appears to be
controlled by the abundance of SSPs.
c. Cyclone-centered Analysis
Recently, it has been observed that the largest biases in shortwave radiation between model
and satellite estimates occur in the cold sector of Southern Ocean cyclones (Bodas-Salcedo
et al., 2014; Vergara-Temprado et al., 2018). To understand whether this is related to the
availability of INPs to clouds in this sector, the thermodynamic structure of a cyclone which
passed by the R/V Tangaroa from March 1 – 2, 2018 is examined. The center of the cy-
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clone was determined as the local minimum in surface pressure predicted by the Antarctic
Mesoscale Prediction System (AMPS) as seen in Fig. 5.6a. Various scalar fields were then
composited by re-centering them to the center of the cyclone and then averaging over time.
These are presented in Fig. 5.6b–h.
From Fig. 5.6b it is obvious that the cold sector of the cyclone was to the southwest of
the center, while the warm sector was to the northeast. As air moves clockwise about the
center of Southern Hemisphere cyclones, warm surface air in the NE moved into the SE
sector, where it cooled and saturated to form fog (see Fig. 5.6c). The lifted condensation
level was thus very close to the ground in the warm sector, but higher everywhere else.
As expected, the highest near-surface winds occurred where the surface isobars were
most closely packed. This occurred to the north of the cyclone center, near the cold front
(Fig. 5.6e). As the height of the planetary boundary layer is mostly a function of the available
turbulent kinetic energy (Janjic, 2001), this resulted in a deep planetary boundary layer
within the warm sector (Fig. 5.6f).
In Fig. 5.6g, particle back-trajectories calculated by FLEXPART-WRF are shown for a
particular observation on March 1, 2018 at 1500h. Though the back-trajectory shows that
observations in the cold sector are sensitive to the region of the cyclone with the highest
winds (see Fig. 5.6e), particles generated by those winds were advected through the low-
level fog to the east of the cyclone center seen in Fig. 5.6c. These particles were thoroughly
scavenged by the fog, resulting in low concentrations throughout the cold sector of the cloud
(Fig. 5.6h).
To understand whether or not these particles significantly influenced the properties of
low-level cloud, the criteria developed in Hartery et al. (2020b) were applied. In Fig. 5.7a,
the average difference between the planetary boundary layer height and the lifted condensa-
tion level is shown across all of the cyclones encountered over the voyage. It demonstrates
that in all sectors of the cloud, the planetary boundary layer was higher than the LCL. Over-
lain on this contour plot is the position of the R/V Tangaroa relative to the cyclone center.
The position marker is colored according to the correlation analysis presented in Hartery
et al. (2020b). Analysis of available ceilometer data showed that the boundary layer was
either well-mixed (red) or fog was present (blue), as there were no observations of poor
mixing (gray). Hence, SSPs were available to low-level cloud in all sectors of the Southern
Ocean cyclones encountered throughout the Marine Environment and Ecosystem Voyage.
The number of INPs available to low-level cloud is not just a function of the abundance
of sea spray and dust particles, but also the temperature of the cloud itself. In Fig. 5.7b
the number of INPs available at the lifted condensation level is shown. Despite there being
fewer SSPs in the SW sector than the NW sector, the difference in temperature between
these two regions resulted in more INPs being available to cloud in the SW sector.
With this established, the sensitivity of low-level mixed-phase cloud to changes in the
primary ice nucleation parameterizationwas calculated (Eq. 5.14). In Fig. 5.7c the difference
in shortwave reflectivity of low-level mixed-phase clouds is shown. This is compared to the
shortwave reflectivity for a fixed value of the ice nuclei concentration of 4×10−3 L−1, a
value determined based on the average cloud droplet size distribution observed in low-level
Southern Ocean cloud during the SOCEX campaign and the initial seed mass of primary ice
within the Unified model (Furtado and Field, 2017).
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Figure 5.6 : Cyclone-centered composites for a Southern Ocean cyclone that passed by the R/V Tangaroa on
March 1st–2nd, 2018. In each composite the ship location is marked by the× symbol. (a) Surface pressure. (b)
Air temperature at 22.5 m. (c) Relative humidity at 22.5 m. (d) The lifted condensation level. (e) The wind
speed at 10 m. (f) The difference between the planetary boundary layer height and the lifted condensation
level. (g) The cumulative time particles spent below 100 m a.s.l. along 48-hr back-trajectories modeled by

















































































Figure 5.7 : (a) The difference between the height of the Planetary Boundary Layer (PBL) and Lifted Conden-
sation Level (LCL) predicted by AMPS. The track of the R/V Tangaroa is colored corresponding to whether
the boundary layer was well-mixed (red), poorly-mixed (gray), fog was present (blue), or the ceilometer was
obscured by accumulated precipitation on the optical window (black). (b) The abundance of ice-nucleating
particles at the temperature of the lifted condensation level, TLCL, calculated from the PLPDM analysis. (c)
The difference in shortwave reflectivity of low-level mixed-phase cloud. Differences were calculated between
a proposed model, which varies the initial seed mass of ice nucleated within mixed-phase clouds according
to the number of available ice-nucleating particles (b), versus the current model (Furtado and Field, 2017),
which nucleates a fixed seed mass of ice. Differences are only calculated where mixed-phase clouds can occur
(TLCL < 273.15).
Differences are only calculated wheremixed-phase cloud is expected to occur (TLCL<273.15
K). As a result, the largest differences are in the colder sectors of the cloud. As identified pre-
viously, differences in the shortwave reflectivity of low-level mixed-phase clouds are small
in the warm sector (Vergara-Temprado et al., 2018). Within this region, mixed-phase cloud
is less likely to occur (see Fig. 5.6d).
d. The Southern Ocean Radiation Bias
To generate a more robust comparison between parameterizations of sea spray flux and
their predictions of INPs (Fig. 5.5), estimates of sea spray particle abundance from the more
robust dispersion model, FLEXPART-WRF were used. In Fig. 5.8a ice nuclei concentrations
predicted by G03 and H20 are compared directly to filter sample observations. In general,
the number of INPs generated by H20 closely matches the observations. In contrast, G03
over-predicts the concentration of INPs by a factor of 20×.
Consequently, the net change to the shortwave reflectivity of Southern Ocean clouds is
dependent onwhich parameterization of sea spray flux amodel implements. In Fig. 5.8b, the
net change to the shortwave reflectivity of low-level mixed-phase cloud over the Southern
Ocean is presented. In generating this comparison, the predicted difference in shortwave
radiation calculated in Eq. (5.14) was multiplied by the zonal cloud occurrence rate derived
from MODIS observations. The ranges shown in Fig. 5.8 reflect the different sensitivities,
γ, to ice nuclei concentrations observed by Vergara-Temprado et al. (2018). Estimations of
∆SW are given for the existing parameterization of sea spray flux within the Unified Model,
G03, and the new model, H20.
Overall, the difference between using a fixed value of primary nucleated ice and calculat-
ing it with the empirical approximation in Eq. (5.18) is stark, with some clouds near 65°S
seeing differences of up to 30 W m−2. To put this result into context, the model–satellite
shortwave radiation bias observed by Kay et al. (2016) is also shown, noting that this bias
was observed in the Community Earth System Model, not the Unified Model. Despite this,
biases of this magnitude are present among all global climate models that participated in
the Cloud Feedback Model Inter-comparison Project (Trenberth and Fasullo, 2010). From
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Figure 5.8 : (a) The number of INPs predicted by a new parameterization of sea spray flux (H20; Hartery
et al. (2020a)), and old parameterization of sea spray flux (G03; Gong (2003)) and the ice-nucleating ability
of those particles (McCluskey et al., 2018). (b) The zonal mean difference in shortwave radiation reflected by
Southern Ocean cloud when assuming a constant initial seed mass, versus predicting the concentration of ice
nuclei based on the different parameterizations of sea spray flux.
this comparison, it is apparent that changing the primary ice nucleation parameterization
within the Unified model could potentially resolve a sizable fraction of the shortwave radi-
ation bias. The same calculation based on predictions of the number of SSPs generated by
G03 is also shown. In general, the clouds reflected 10 W m−2 less shortwave radiation as
G03 produced more ice-nucleating particles.
e. The Sensitivity of Low-Level Southern Ocean Cloud to Climate Perturbations
As the abundance of SSPs has been implicated in climate feedback loops (Korhonen et al.,
2010), it would be useful to leverage this framework to understand the extent to which
SSPs can moderate or accelerate warming. To do this, the sea spray particle climatologies
were re-generated after increasing near surface wind speeds and sea surface temperatures
by 1 m s−1 and 1 K. The differences in shortwave reflectivity for these perturbations are
shown in Fig. 5.9. Increasing the wind speed resulted in more SSPs in all parameterizations.
Despite large differences in the dependence of sea spray fluxes on wind speed among the
parameterizations, there weren’t substantial differences between the resulting sensitivities
shown in Fig. 5.9, indicating that for every 1 m s−1 increase to the surface wind speed,
shortwave reflectivity will decrease by at most 1.5 W m−2. This results from the wind-
speed component of the G03 and H20 parameterizations being approximately tangent to
each other at 10 m s−1, which is the average wind speed over the Southern Ocean.
However, J11 adds another environmental sensitivity, as the flux of sea spray is also a
function of sea surface temperature. The magnitude of this sensitivity is similar in mag-
nitude to the sensitivity observed for wind speed. Each of these sensitivities represents a
positive feedback loop, whereby the increase in SSPs leads to a decrease in the shortwave
reflectivity of low-level, mixed-phase clouds.
f. A Single-Moment Model of Primary Ice Nucleation
As the new model of sea spray flux produces reasonable concentrations of SSPs (Hartery
et al., 2020a), and INPs (Fig. 5.8a), it would be useful to generate a new parameterization
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ΔSW ΔU10−1, Hartery et al (2020)
ΔSW ΔU10−1, Gong (2003)
ΔSW ΔSST−1, Jaegle (2011)
Figure 5.9 : Small variations in near-surface wind speeds and sea surface temperature were applied to the
AMPS data to generate hypothetical future climates. The resulting differences in the number of boundary
layer ice-nucleating particles generated by these future climatologies were then used to estimate changes to
the shortwave reflectivity of low-level mixed-phase cloud. ∆SW ∆U10−1 indicates the change in shortwave
reflectivity for an increase to near-surface wind speeds of 1 m s−1, while ∆SW ∆SST−1 indicates a change for
an increase to sea surface temperature of 1 K.
for the seed mass of ice to be used in single-moment microphysical models. First, Eq. (5.16)
is rearranged to generate an expression for w0,x, the contribution to the seed mass w0 from
INPs of type x:
w0,x =ρν AxNxni,x
RdT
3(P − e) (5.17)
To calculate ν and A, microphysical parameters describing the ice-nucleating efficiency of
sea spray and dust particles were used along with values of dp, and σp from the PCASP-100X
measurements and values of dd, γ and µ from the FSSP measurements (See Table 5.2 and









(cSSPNSSP + cDUSTNDUST) e−0.531(T−273.15)
(5.18)
where cSSP and cDUST are 3.5×10−26 and 1.6×10−21, respectively. As expected, the initial seed
mass is substantially more sensitive to the number of available dust particles, as they are
larger and more efficient ice nuclei (Niemand et al., 2012). For a relatively small abundance
of dust particles, 100 L−1, the initial seed mass is of the same order of magnitude as the
default value of w0 within the Unified Model. Despite this, dust particles are rarely present
even in small quantities within the Southern Ocean boundary layer (see Fig. 5.5d). Consider
that the average abundance of sea spray particles was always observed to be less than 100
cm−3. Even at this upper limit, the amount of ice nucleated by equation 5.18 would be just
5% of the amount that is currently nucleated in the Unified model.
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5. Discussion
Results from global climate models suggest that cold sector Southern Ocean clouds are
more sensitive to changes in the parameterization of ice nucleation than clouds in the warm
sector, which seem to be modeled well (Bodas-Salcedo et al., 2016; Vergara-Temprado et
al., 2018). The results from the cyclone-centered analysis can explain the physical source
of these biases. For one, the cold sector is aptly named: the relatively cool near-surface
temperatures and lack of moisture in the cold sector give rise to colder, higher clouds. In
contrast, mixed-phase cloud is much less likely to occur in the warm sector, which is dom-
inated by warm fog. Thus, changes to the abundance of INPs won’t significantly affect the
optical properties of low-level cloud in the warm sector.
Differences between the shortwave radiation reflected by mixed-phase clouds can also
be significant depending on a model’s underlying assumptions about INPs. In Fig. 5.7b the
average difference in shortwave reflectivity of low-level mixed-phase cloud between the two
assumptions about primary ice nucleation was shown. The first assumption, made by the
Unified Model, is that the initial seed mass of ice nucleated in a mixed-phase cloud is fixed
at 1 × 10−11 kgice kgair−1, which is equivalent to 4 × 10−3 INPs per liter of air. When the
number of INPs was calculated according to the abundance of sea spray and dust particles,
low-level cloud became much more opaque, as the average abundance of INPs at the lifted
condensation level was closer to 1×10−6 L−1 (Fig. 5.7b). However, this also reveals that the
radiation balance estimated by a model is sensitive to how sea spray particles are generated
within that model.
In Hartery et al. (2020a), parameterizations describing the flux of SSPs from breaking
waves were compared. The abundance of SSPs calculated from Lagrangian particle back-
trajectories demonstrated that G03 leads to systematic over-estimates of this quantity. On
average, the abundance of SSPs predicted by the Gong (2003) equation was 1.8× larger
than the measured value. However, this only partially explains the differences in the ra-
diative properties of low-level, mixed-phase cloud observed in Fig. 5.8b. In Fig. 5.3a, G03
predicted many more supermicron particles than the observations suggest. As these par-
ticles have substantially more surface area, they are much more efficient ice nuclei. The
lack of such droplets within the spectra presented suggests that these drops may not be ef-
ficiently transferred up to the altitude of the sampling conduit on the Marine Environment
and Ecosystem Voyage (∼20 m). We note that calculations of particle losses presented in
Chapter 2 indicated that the sampling conduit successfully transferred ambient particulate
to the particle counting instrumentation. Transfer efficiencies exceeded 50%, and were on
average 90%, for all particles between 0.003–9 µm in diameter. As such, our observations
are representative of particles in the supermicron size range, and thus their absence is not
related to sampling biases. This result is supported bymore recent laboratory studies, which
have found that the formation of supermicron droplets is significantly less than suggested by
Gong (2003) (Prather et al., 2013). Overall, the abundance of supermicron particles within
the G03 parameterization leads to an eight-fold increase in the number of ice nucleation
sites for a given concentration of SSPs. Combined with the two-fold over-prediction of par-
ticle concentrations, this leads to the near twenty-fold bias in predicting the number of INPs
(Fig. 5.8a) and the considerable differences in predicted shortwave reflectivity of Southern
Ocean cloud (Fig. 5.8b). This result is supported by recent modelling studies, too: when cal-
culating the number of INPs within the Community Aerosol Model, McCluskey et al. (2019)
observed model-observation discrepancies of up to 10× for 69% of the measurements from
the CAPRICORN campaign in the Southern Ocean, and for 93% of measurements at Mace
Head, Ireland. Within CAM5, the flux of SSPs is modelled via the schemes of Mårtensson
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et al. (2003) and Monahan et al. (1986), with the latter being the original study which G03
is based on. Note that CAM5 does add an additional sea surface temperature dependent
term to its calculation of SSP flux (Liu et al., 2016). Thus, even though estimates of the
number of SSPs from G03 may improve when using a sea-surface temperature dependent
term, it will not account for the over-prediction of aerosol surface area, which more strongly
governs the availability of ice nucleation sites.
Finally, a simple climate sensitivity analysis was presented. In this analysis, variations to
the shortwave reflectivity of low-level mixed-phase cloud were measured for small pertur-
bations to sea surface temperature and surface wind speeds. Despite differences between
G03 and H20, a 1 m s−1 increase in wind speed produced a similar decrease in shortwave
reflectivity in both models. However, what’s more striking is that an increase to sea surface
temperatures with J11 produces a similar decrease to the shortwave reflectivity. Sea spray
parameterizations with a temperature-dependent term are gaining use in models as they re-
duce known latitudinal biases in the estimation of sea spray particle abundance. However,
this implies that as the sea surface continues to warm over the next century, the flux of SSPs
will grow, providing more INPs to low-level mixed-phase cloud. Subsequently, these low-
level clouds will become less opaque to incoming shortwave radiation, allowing sea surface
temperatures to warm further, creating a feedback loop. However, the extent to which sea
surface temperature moderates or enhances sea spray flux is still a source of debate, as lab-
oratory studies continue to disagree on the magnitude and even direction of alterations to
the flux of SSPs (Mårtensson et al., 2003; Sellegri et al., 2006; Zábori et al., 2012b). Field
observations disagree, too: recent observations from the North Atlantic Aerosol and Marine
Ecosystems Study find that it is not the number flux of particles which depends on the sea
surface temperature, but the average size of the particles generated (Saliba et al., 2019). In
Hartery et al. (2020a), it was proposed that variations in wave characteristics offer a valid,
alternative explanation for latitudinal variations in the magnitude of sea spray fluxes. The
database of whitecap observations presented in the study confirmed that the presence of
swell inhibited wave-breaking. Thus, if it were only wave characteristics which governed
the magnitude of sea spray flux, then this radiative feedback loop could be broken. How-
ever, it does not rule out that sea surface temperature may still alter the flux of sea spray
particles. It simply suggests that more robust observations which accurately account for up-
wind variations in both sea surface temperature and wave-field characteristics are needed
to generate precise parameterizations.
However, even if wind speed and wave-field characteristics completely constrained the
variability in the flux of sea spray particles, sea surface temperature is still likely to influence
the availability of ice-nucleating material at the ocean surface. While the amount of sea
spray surface area was successful at characterizing the average number of INPs that were
observed (Fig. 5.3b), there was still an order of magnitude of variability around the main
trend. These variations could be related to variations in the source areas of the sea spray
particles, as the surface availability of biological material is highly spatially and temporally
heterogeneous. As temperature is related to biological activity, it is therefore likely that
increases to the surface temperature of the Southern Ocean will increase the density of
nucleation sites within sea spray particles. However, even this simple relationship may be
complicated: variations in the availability of nutrients can have large effects on the biological
activity at the ocean surface (Harvey, 2007) and the resulting concentrations of INPs (Irish
et al., 2019).
Still, the feedback loop relating increases to wind speed to decreases in cloud opacity is
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real and its magnitude is insensitive to the parameterization of sea spray flux used. As the
Amundsen Sea Low strengthens over the coming decades (Coggins and McDonald, 2015;
Raphael et al., 2016), wind speeds and sea spray flux will increase too. However, the in-
creases to wind speed alone will result in substantially smaller changes to the shortwave
radiation balance than if they are also compounded by changes to sea surface temperature.
Ultimately, the increased shortwave reflectivity in low-level mixed-phase clouds partially
explains the large and well-known model–measurement biases in the radiation balance over
the Southern Ocean. Though the improvements calculated herein were compared to the
results of Kay et al. (2016), which is based on the Community Earth System Model, estima-
tions of the shortwave radiation bias within the Unified Model show that the magnitude of
the bias may only be as large as 25 W m−2 over the Southern Ocean (Schuddeboom et al.,
2019). As Schuddeboom et al. (2019) found, tuning model parameters related to the sec-
ondary formation of ice can result in improvements to this bias over the Southern Ocean,
but often at the expense of other regions. Secondary formation of ice, sometimes referred
to as riming or contact freezing, occurs when primary ice collides with super-cooled liq-
uid drops. This process can rapidly scavenge super-cooled liquid droplets within the cloud,
which drastically alters its shortwave reflectivity. While tuning secondary ice formation
processes produced mixed results over the globe (Schuddeboom et al., 2019), tying primary
ice nucleation to the physicochemical properties of the local particulate is likely to result in
very targeted alterations to the radiation budget of the Southern Ocean as it is one of few
global regions unaffected by dust particles. Despite this, these results are only suggestive.
Throughout this analysis a model result from Vergara-Temprado et al. (2018) was assumed
to be applicable to climatologies of sea spray particles generated from many under-lying as-
sumptions. Thus, the exact magnitude of these changes could vary considerably. Still, the
parameterization presented in Eq. (5.18), being based entirely on in situ observations, is a
valuable starting point for climate model research. We re-emphasize that while the results
presented in this work are thought-provoking, Eq. (5.18) was only tested against the param-
eterization in the Unified model by proxy. As such, a proper implementation of Eq. (5.18)
into the Unified Model is necessary in order to completely validate its fitness for describing
primary ice nucleation.
6. Conclusions
In this study, controlling factors for the number of ice nuclei available to Southern Ocean
cloud were discussed. Overall, the number of ice-nucleating particles (INPs) observed in
the Southern Ocean boundary layer could be accurately modeled based on the suspended
surface area of sea spray particles (SSPs). This supports the hypothesis that wind-swept or-
ganic detritus is the primary ice nucleation agents in the region. Then, estimates for changes
to the shortwave reflectivity of low-level mixed-phase cloud over the Southern Ocean were
calculated using a recent model sensitivity result. Given the number of assumptions made
throughout this work, the magnitude of these changes are potential upper bounds rather
than expected outcomes. However, the results show that the amount of primary ice nucle-
ated within the Unified Model is likely several orders of magnitude larger than the mass that
would be nucleated from the available ice nucleation sites. Overall, correctly estimating the
number of INPs resulted in noticeable reductions to regional shortwave radiation biases.
This framework was also exploited to test the sensitivity of low-level cloud to small
changes in climate. Models that include a temperature-dependent term in their predic-
tion of sea spray particle flux risk introducing a radiative feedback loop over the Southern
Ocean that would accelerate warming. Further research needs to account for the effects of
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wave characteristics and sea surface temperature on the flux of SSPs as well as the effects
of sea surface temperature and nutrient availibility on the density of nucleation sites within
SSPs to better understand whether or not such a feedback is realistic. In the interim, of-
fline corrections for the flux of SSPs based solely on latitude would be a reasonable means
of managing short-term and long-term accuracy in global climate models. Finally, in situ
observations within the Southern Ocean boundary layer were condensed into a relatively
compact parameterization for the amount of primary ice nucleated within cloud. This will
hopefully be useful to climate models with a single-moment model of cloud phase.
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Conclusions & Implications
This thesis explored indirect connections between natural fluxes of particles from the South-
ern Ocean and the balance of incoming and outgoing shortwave radiation. Global climate
models (GCMs) currently predict that a significant surplus of shortwave radiation enters the
Earth system relative to satellite observations over the Southern Ocean (Trenberth and Fa-
sullo, 2010). These biases result from errors in howGCMs predict cloud abundance, opacity,
and phase (Bodas-Salcedo et al., 2016). Thus, in-situ measurements collected onboard the
R/V Tangaroa provide a rare glimpse into the dynamic boundary layer below Southern Ocean
cloud. As particles within this layer can act as nucleation points within nascent clouds, the
detailed particle size spectra collected over the course of the Marine Environment & Ecosys-
tem Voyage provide invaluable measurements of indirect effects on low-level clouds. Hence,
the goals of this thesis were to provide more accurate parameterizations for the production
of such particles within GCMs and to characterize how variations in their abundance and
physicochemical characteristics could indirectly influence the opacity of Southern Ocean
cloud.
This assessment began with a source–receptor analysis in Chapter 3, which was pub-
lished in the Journal of Geophysical Research: Atmospheres (Hartery et al., 2020a). In this study,
a Lagrangian particle dispersion model was used to directly connect the abundance of sea
spray particles (SSPs) measured on the R/V Tangaroa to the ocean surface that generated
them. This created a robust framework in which parameterizations for the flux of particles
generated by breaking waves could be validated against in-situ measurements. This frame-
work was also used to optimize parameters within an existing model of the surface flux of
SSPs. This model used the wind speed over the ocean as the sole predictor variable. The
improved model established that the real flux of SSPs generated by the Southern Ocean is
smaller than currently predicted by GCMs at all wind speeds. Further, GCMs predict that
the flux of particles from the Southern Ocean scales logarithmically with the near-surface
wind speed; however, the improved parameterization demonstrated that below 4 m s−1,
particles are not being generated at all, consistent with other field observations (Schwende-
man and Thomson, 2015). Further, the parameterization predicted that the flux of particles
tapers off to a constant value above 30 m s−1. This is consistent with observations of the
near-surface wind stress in high-intensity cyclones (Huang and Jaeglé, 2017), which found
that after a critical wind speed is reached, the amount of momentum transferred from the
boundary layer to the Southern Ocean decreases with increasing wind speed. As the trans-
fer of momentum from the boundary layer to the sea surface is the fundamental physical
mechanism for generating waves, it is reasonable to expect that the number of particles
generated by those waves must also attenuate.
The source–receptor analysis also provided a framework to assess how other environ-
mental variables affect the flux of SSPs. The results indicated that the dependence of SSP
fluxes on sea surface temperature was weak in the temperature range of the in-situ observa-
tions (Tw < 12 °C) and that it did not constrain additional variability within the data set. In
that chapter, a database of previously published whitecap observations was also compiled.
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The database demonstrated that the percentage of the ocean surface covered in whitecaps
is nearly independent of sea surface temperature. This result conflicts with a recent pa-
rameterization proposed by Jaeglé et al. (2011), which found that the surface flux of SSPs
is highly sensitive to changes in sea surface temperature. The dependence of this param-
eterization on sea surface temperature helps reconcile the strong latitudinal variations in
the abundance of SSPs across the globe (Jaeglé et al., 2011). However, sea spray flux may
also be strongly influenced by variations in wave characteristics. In summer, swell persists
over the ice-free Southern Ocean; whereas, in the tropics, the ever-changing winds pre-
vent any significant swell from propagating (Jiang and Chen, 2013). The presence of swell
does significantly inhibit the frequency of wave-breaking in the open ocean (Sugihara et al.,
2007). This could explain why the flux of SSPs from the Southern Ocean is smaller than
from the tropics for the same wind speed. It does not rule out, however, that temperature
also influences the flux of particles. Instead, it suggests that a more detailed global analysis
is required to decouple these two effects, as temperature-dependent parameterizations for
the flux of SSPs derived in the absence of a proper control for upwind wave characteristics
may generate parameterizations that are overly sensitive to sea surface temperature. As the
ranges of swell and sea surface temperature encountered during the voyage were relatively
narrow, the in-situ measurements collected on the R/V Tangaroa were not well-posed to
determine the relative contribution of either effect. However, the data generated (Hartery
et al., 2020c) will be invaluable to future research on this topic as they constrain fluxes of
particulate at the extremes of wind speed, wave height and sea surface temperature.
However, SSPs within the Southern Ocean boundary layer won’t significantly alter the
balance of shortwave radiation. Viewed from space, the Southern Ocean is frequently ob-
scured by cloud, and as a result, the scattering of light by these particles is onlyminor relative
to the cloud above. As aircraft observations from the SOCRATES campaign demonstrated
in Chapter 3, SSPs are thoroughly scavenged by low-level cloud, leaving few such particles
in the free troposphere to scatter incoming solar radiation. Hence, these particles can only
influence the balance of incoming shortwave radiation indirectly, by modifying the optical
characteristics of low-level Southern Ocean cloud.
In Chapter 4, in-situ and remote-sensing observations made aboard the R/V Tangaroa
were used to understand the conditions in which boundary layer particles would be available
to low-level cloud over the Southern Ocean. A simple correlation analysis between two
measures of suspended particle surface area showed that the boundary layer was often well-
mixed between the ocean surface and cloud base height. Hence, the particles observed near
sea-level are highly relevant to the ubiquitous low-level cloud in the region. In the remaining
number of cases when the boundary layer was not well-mixed, the near-surface atmosphere
was neutrally-stable and the wind over the ocean was calm. An analysis of AMPS forecasts
over the broader SouthernOcean showed that conditions for a well-mixed below-cloud layer,
or the formation of fog, are satisfied 80% of the time, consistent with statistics from our
time series analysis.
These first chapters successfully characterized both the abundance and availability of par-
ticles to Southern Ocean cloud. Thus, in the final chapter, this thesis attempted to estimate
the sensitivity of Southern Ocean cloud to changes in the microphysical parameterizations
within GCMs. First, it was observed that the abundance of ice-nucleating particles (INPs)
measured in the Southern Ocean boundary layer closely matched a parameterization based
on the abundance of sea spray particle surface area (McCluskey et al., 2018). The good-
ness of fit between our observations and this parameterization supports the hypothesis that
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Figure 6.1 : March, 2018 – Ross Sea. A small wave laps up against a large iceberg, both shrouded by marine
stratocumulus. This photo was featured on the cover of the Journal of Geophysical Research: Atmospheres Volume
125, Issue 6.
wind-swept organic detritus from the ocean surface, which is internally-mixed with sea
spray, is the primary ice nucleation agent in the region (DeMott et al., 2016). To estimate
the effect this might have on the phase and radiative properties of low-level clouds, we gen-
erated simple climatologies of sea spray and dust particles. These climatologies agreed with
our in situ measurements, indicating that dust particles are rarely present in the Southern
Ocean boundary layer. We then combined this parameterization with observations from the
Southern Ocean Cloud Experiment (Boers et al., 1998) to develop a simple model for the
amount of primary ice nucleated within cloud, based on the number of sea spray and dust
particles in the boundary layer. The climatologies of sea spray and dust particles demon-
strated that the amount of ice generated by this new parameterization is orders of magnitude
smaller than the fixed amount of ice nucleated within GCM clouds. A recent model sensitiv-
ity analysis (Vergara-Temprado et al., 2018) was leveraged to show that correcting this bias
would result in substantial improvements to the shortwave reflectivity of low-level clouds
over the wider Southern Ocean region. Though the climatologies resulted from many un-
derlying assumptions that may not always hold, they were thus useful in demonstrating
the relevance of primary ice nucleation to the regional radiation balance, motivating the
integration of more realistic parameterizations within GCMs.
Finally, the climatologies generated within this last chapter were exploited to test the
sensitivity of low-level cloud to small changes in climate. The results showed that including
a temperature-dependent term in the prediction of sea spray particle flux introduces a radia-
tive feedback loop over the Southern Ocean that accelerates warming. This is a counterpoint
to the established hypothesis that SSPs are climate moderators (Korhonen et al., 2010). A
proper quantification of the magnitude and direction of this feedback loop is contingent not
only on developing globally-accurate parameterizations of SSPs, but accurate predictions for
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the relative abundance of biological material within the sea-surface micro-layer. Thus, de-
spite having a relatively weak influence on cloud reflectivity in warmer regions (Quinn et al.,
2017), SSPs may have a large climatic influence near Antarctica. Again, as the climatologies
presented in the final chapter were based on many assumptions, a proper quantification of
the effect this new parameterization has on the regional radiation balance would require it
to be tested within a GCM. Still, the magnitude of the effects observed in Chapter 5 indicates
that the primary nucleation of ice within clouds and the production of sea spray particles
constitutes a substantial radiative feedback mechanism within the Earth System. The pa-




While this thesis was primarily dedicated to the abundance and indirect radiative effects of
sea spray particles (SSPs), they are certainly not the only relevant atmospheric constituent
measured during the Marine Environment & Ecosystem voyage. In terms of abundance,
particles in the accumulation mode tended to make up the majority of cloud condensation
nuclei. Thus, the number of cloud droplets within low-level Southern Ocean cloud is more
strongly determined by the processes which generate these particles. However, the forma-
tion of accumulation and Aitken mode particles is much more complicated than for SSPs,
as it depends on the abundance of trace, volatile gasses within the atmosphere. Some of
the knowledge presented in this thesis is still illuminating in this regard. For instance, in
Chapter 3 a parameterization for the surface coverage of whitecaps was constrained to a
global database of whitecap observations. This could inform how GCMs describe the flux of
precursor gasses from the air–sea interface, as gas exchange is enhanced by the formation of
whitecaps (Bell et al., 2017). A study which characterizes the extent to which this parame-
terization enhances gas exchange, and ultimately particle abundance could be enlightening.
In terms of direct measurement, future voyages to the Southern Ocean could measure
fluxes of gasses, like dimethyl sulfide (DMS), across the air–sea interface. In 2012, the
Surface Ocean Aerosol Production campaign measured fluxes of DMS from pelagic waters
near New Zealand. However, the wave characteristics and the surface temperature of the
Southern Ocean are unique. Hence, the exchange of gasses across the air–sea interface
could be substantially altered in this environment. Further, sulfate particles are not formed
directly from DMS; rather, they are produced from the oxidized by-products of it. Future
studies in the region should thus endeavour tomeasuremore gasses in the atmosphere, such
as both methanesulfonic acid (MSA), a well-known particle precursor gas. High-quality
measurements which can characterize the connections between the seawater abundance
of DMS (and its precursor dimethylsulfoniopropionate) and the atmospheric abundance of
MSA would add substantial value to the chemistry schemes within GCMs.
Of course, even if a model can generate the necessary particle precursor gasses, it must
also accurately predict the nucleation of new particles from them. In this respect, perti-
nent data collected during the Marine Environment & Ecosystem Voyage was not explored
throughout this thesis. On February 11th, 2018, while leaving the continental shelf, a bound-
ary layer nucleation event was observed. However, one case study, alone, could not provide
sufficient evidence to warrant any substantial changes to parameterizations within GCMs.
Hence, this thesis focussedmore heavily on the abundance of SSPs, asmeasurements of their
abundance were nearly continuous throughout the voyage. Still, nucleation events within
the boundary layer are rare: the abundant particle surface area provided by SSPs in this layer
acts as a sink for any volatile gasses, inhibiting nucleation. Hence, the phenomenon is typi-
cally restricted to the free troposphere. This case study could provide a unique glimpse into
the mechanism of particle formation. As a colleague was measuring concentrations of DMS
dissolved in surface waters throughout the voyage, a time-series analysis could determine
whether or not there were substantial spikes in the concentration of dissolved DMS which
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Figure 7.1 : March 2017 – Campbell Plateau. The sun sets over the Southern Ocean.
pre-empted the boundary layer nucleation event.
As much more knowledge can be extracted from the measurements presented in Chapter
2, they are thus extremely valuable to the wider scientific community, as the Southern Ocean
is a data-sparse region. Thus, in the short-term, efforts will be focused on publishing a paper
which describes the full suite of atmospheric observations made over the course of the
Marine Environment and Ecosystem Voyage: measurements of particulate, measurements
from meteorological sensors, remote-sensing observations, radiosonde observations, trace
gas observations, etc. As of this writing, a manuscript led by Dr Stefanie Kremser has been
submitted to the journal, Earth System Science Data, based in part on the material presented
in Chapter 2. Data presented in this thesis, as well as many other oceanic and atmospheric
measurements, are available at: https://zenodo.org/record/4060237#.X_R40NhKiMo.
This thesis concluded several times that more comprehensive measurements which con-
strain the effects of sea surface temperature and wave characteristics are needed to accu-
rately parameterize sea spray flux. This could, in practice, be accomplished by improved
in-situ observational efforts. However, one could also study these effects in the labora-
tory with wave tank experiments. This would allow researchers to fully decouple the many
environmental factors which enhance or inhibit the flux of sea spray. However, as was
identified near the end of Chapter 5, the extent to which sea spray particles modulate cloud
phase is strongly determined by the abundance of biological material entrained into the
droplets. Hence, while the parameterization of McCluskey et al. (2018) fit the data from
the Marine Environment and Ecosystem Voyage well, to what extent will this be true in
future climates? If surface biological material were to become more abundant, then even if
sea spray flux remained unchanged, the resulting particles would become much more effi-
cient ice-nucleating particles. As sea surface biological material is highly spatio-temporally
heterogeneous, this could explain the remaining variability in the efficiency of sea spray
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particles observed in Chapter 5. Understanding how to reasonably constrain that variabil-
ity within GCMs presents a substantial challenge. Both laboratory and field measurements
could be highly illuminating in this regard. For instance, future voyages should endeavour
to make more observations of the number of ice-nucleating particles. A source-receptor
analysis, like the one used throughout this thesis, would form a framework through which
paramaterizations could then be developed. As only four samples were processed over the
entire voyage, it is unlikely that the observations presented in this thesis could provide such
a robust parameterization; however, they might still unveil the main environmental drivers
which vary the ice-nucleating efficiency of sea spray particles. Thus, a brief study could
attempt to identify the environmental factors which led to the observed variability in nucle-
ation site density. Future laboratory studies could also allow for a more detailed analysis as
to how efficiently surface biological material is entrained into sea spray. Does the thickness
of the sea-surface micro-layer enhance the ice-nucleating efficiency of particles? Can only
certain types of material be entrained into particulate? Are certain species of phytoplankton
more, or less, efficient? This type of detail is likely only resolvable within a laboratory study.
Finally, Chapter 5 offered substantial insight into how GCMs should parameterize the
primary nucleation of ice. The new parameterization developed within the chapter will un-
doubtedly be useful to climate models, as it depends on variables that are available within
most climate models which simulate aerosol: the number density of sea spray and dust par-
ticles, as well as the temperature and pressure of the cloud level. While the effects observed
within Chapter 5 were thought-provoking, the many assumptions underlying the calcula-
tions meant that the conclusions drawn about the improvement to the Southern Ocean
shortwave radiation bias may be premature. Thus, a proper assessment within a global
climate model is necessary in order to realistically characterize the effect of SSPs on the
regional and global radiation balance.
Thus, a thorough understanding of how particles interact with clouds could take many
more decades. While this thesis hopefully answered many questions, it only raised more.
Ultimately, however, it would be foolish to miss the vast forest of knowledge contained
within global climate models for these singular trees: each new study only adds more cer-
tainty to our climate future. Howwe sustainablymitigate undesirable changes to our climate






1. I contributed analysis of ERA-Interim wind-speeds and MODIS Aqua/Terra aerosol op-
tical depth (AOD) relationships over the Southern Ocean (Fig. 4) in the following:
L. E. Revell, S. Kremser, S. Hartery, M. Harvey, J. P. Mulcahy, J. Williams, O. Mor-
genstern, A. J. McDonald, V. Varma, L. Bird, and A. Schuddeboom: “The sensitivity of
Southern Ocean aerosols and cloud microphysics to sea spray and sulfate aerosol pro-
duction in the HadGEM3-GA7.1 chemistry–climate model”, Atmospheric Chemistry and
Physics, 19 (24), 2019
2. I helped run the radiosonde program on the R/V Tangaroa during the 2018 Marine
Environment and Ecosystem Voyage, results of which are presented within:
P. Kuma, A. J. McDonald, O. Morgenstern, S. P. Alexander, J. J. Cassano, S. Garrett,
J. Halla, S. Hartery, M. J. Harvey, S. Parsons, G. Plank, V. Varma, and J. Williams:
“Evaluation of Southern Ocean cloud in the HadGEM3 general circulation model and
MERRA-2 reanalysis using ship-based observations”, Atmospheric Chemistry and Physics,
20 (11), 2020
3. Amanuscript detailing all atmospherically-relevant data collected over the course of the
Marine Environment and Ecosystem Voyage, based in part on information in Chapter
2, has been submitted to the journal Earth System Science Data:
S. Kremser, M. Harvey, P. Kuma, S. Hartery, A. Saint-Macary, J. McGregor, A. Schud-
deboom, M. von Hobe, S. T. Lennartz, A. Geddes, R. Querel, A. McDonald, M. Peltola,
K. Sellegri, I. Silber, C. S. Law, C. J. Flynn, A. Marriner, T. C. J. Hill, P. Demott, C. C.
Hume, G. Plank, G. Graham, and S. Parsons: “Southern Ocean Cloud and Aerosol
data: a compilation of measurements from the 2018 Southern Ocean Ross Sea Marine
Ecosystems and Environment voyage”, Earth System Science Data (submitted), 2020
A2. Data Availability
1. Estimations of the number of sea spray particles, 10-m wind speeds, and geospatial
data related to Chapter 3 have been archived with PANGAEA:
S. Hartery, M. Harvey, P. Kuma, and A. McDonald: Number Concentrations of Sea Spray
Particles in the Ross Sea (February - March, 2018), PANGAEA: https://doi.pangaea.de/
10.1594/PANGAEA.909249, 2020c
2. All further data pertaining to this thesis is publicly available via Zenodo: https://
zenodo.org/record/4060237#.X_R40NhKiMo.
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A3. Properties of Size Distributions
Lognormal Distribution
The size distribution of sub-micron particles is well-described by the sum of 3–4 lognormal
size distributions. The normalized log-normal distribution, n, is defined by two parameters:

















d log x = xmie
i2 log2(σ)
2 (2)
The total number of particles, the mode particle diameter and width of a certain particle
mode (e.g. Aitken, accumulation, sea spray) are N, dp, and σ, respectively. Thus, the total
suspended surface area (A), mass (M) and volume per particle (ν) are:
































In contrast, cloud droplet and rain size distributions are better represented by a modified
gamma distribution. The modified gamma distribution, n, is defined by the parameters ξ,






















where Γ(x) is the gamma function, an analytic continuation of the factorial function across






































where dd,m is the median droplet diameter.
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