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Abstract
Symmetric Datalog, a fragment of the logic programming language Datalog, is
conjectured to capture all constraint satisfaction problems (CSP) in L. Therefore
developing tools that help us understand whether or not a CSP can be defined in
symmetric Datalog is an important task. It is widely known that a CSP is definable
in Datalog and linear Datalog if and only if that CSP has bounded treewidth and
bounded pathwidth duality, respectively. In the case of symmetric Datalog, Bulatov,
Krokhin and Larose ask for such a duality (2008). We provide two such dualities, and
give applications. In particular, we give a short and simple new proof of the result of
Dalmau and Larose that “Maltsev + Datalog ⇒ symmetric Datalog” (2008).
In the second part of the paper, we provide some evidence for the conjecture of
Dalmau (2002) that every CSP in NL is definable in linear Datalog. Our results also
show that a wide class of CSPs–CSPs which do not have bounded pathwidth duality
(e.g., the P-complete Horn-3Sat problem)–cannot be defined by any polynomial size
family of monotone read-once nondeterministic branching programs.
1 Introduction
Constraint satisfaction problems (CSP) constitute a unifying framework to study various
computational problems arising naturally in various branches of computer science, including
artificial intelligence, graph homomorphisms, and database theory. Loosely speaking, an
instance of a CSP consists of a list of variables and a set of constraints, each specified by an
ordered tuple of variables and a constraint relation over some specified domain. The goal is
then to determine whether variables can be assigned domain values such that all constraints
are simultaneously satisfied.
Recent efforts have been directed at classifying the complexity of the so-called nonuniform
CSP. For a fixed finite set of finite relations Γ, CSP(Γ) denotes the nonuniform CSP corre-
sponding to Γ. The difference between an instance of CSP(Γ) and an instance of the general
CSP is that constraints in an instance of CSP(Γ) take the form (xi1 , . . . , xik) ∈ R for some
R ∈ Γ. Examples of nonuniform CSPs include k-Sat, Horn-3Sat, Graph H-Coloring,
and many others.
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For a relational structure B, the homomorphism problem HOM(B) takes a structure
A as input, and the task is to determine if there is a homomorphism from A to B. For
instance, consider structures that contain a single symmetric binary relation, i.e., graphs. A
homomorphism from a graph G to a graph H is a mapping from VG to VH such that any edge
of G is mapped to an edge of H. If H is a graph with a single edge then HOM(H) is the set of
graphs which are two-colorable. There is a well-known and straightforward correspondence
between the CSP and the homomorphism problem. For this reason, from now on we work
only with the homomorphism problem instead of the CSP. Nevertheless, we call HOM(B)
a CSP and we also write CSP(B) instead of HOM(B), as it is often done in the literature.
The CSP is of course NP-complete, and therefore research has focused on identifying “is-
lands” of tractable CSPs. The well-known CSP dichotomy conjecture of Feder and Vardi [13]
states that every CSP is either tractable or NP-complete, and progress towards this conjec-
ture has been steady during the last fifteen years. From a complexity-theoretic perspective,
the classification of CSP(B) as in P or being NP-complete is rather coarse and therefore
somewhat dissatisfactory. Consequently, understanding the fine-grained complexity of CSPs
gained considerable attention during the last few years. Ultimately, one would like to know
the precise complexity of a CSP lying in P, i.e., to identify a “standard” complexity class
for which a given CSP is complete. Towards this, it was established that Schaefer’s P− NP
dichotomy for Boolean CSPs [24] can indeed be refined: each CSP over the Boolean domain
is either definable in first order logic, or complete for one of the classes L, NL, ⊕L, P or NP
under AC0-reductions [2]. The question whether some form of this fine-grained classifica-
tion extends to non-Boolean domains is rather natural. The two most important tools to
study CSPs whose complexity is below P are symmetric Datalog and linear Datalog, syntac-
tic restrictions of the database-inspired logic programming language Datalog. We say that
co-CSP(B)–the complement of CSP(B)–is definable in (linear, symmetric) Datalog if the set
of structures that do not homomorphically map to B is accepted by a (linear, symmetric)
Datalog program.1
Symmetric Datalog programs can be evaluated in logarithmic space (L), and in fact, it is
conjectured that if co-CSP(B) is in L then it can also be defined in symmetric Datalog [11].
There is a considerable amount of evidence supporting this conjecture (see, for example,
[11, 10, 9, 20, 6]), and therefore providing tools to show whether co-CSP(B) can be defined
in symmetric Datalog is an important task. It is well known and easy to see that for any
structure B, there is a set of structures O, called an obstruction set, such that a structure A
homomorphically maps to B if and only if there is no structure in O that homomorphically
maps to A. In fact, there are many possible obstruction sets for any structure B. We say
that B has duality X, if B has an obstruction set which has the special property X. The
following two well-known theorems relate definability of co-CSP(B) in Datalog and linear
Datalog to B having bounded treewidth and bounded pathwidth duality, respectively:
1. co-CSP(B) is definable in Datalog if and only if B has bounded treewidth duality [13];
2. co-CSP(B) is definable in linear Datalog if and only if B has bounded pathwidth
duality [7].
1The reason we define co-CSP(B) instead of CSP(B) in (linear, symmetric) Datalog is a technicality
explained in Section 2.5.
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It was stated as an open problem in [4] to find a duality for symmetric Datalog in the
spirit of the previous two theorems. We provide two such dualities: symmetric bounded
pathwidth duality (SBPD) and piecewise symmetric bounded pathwidth duality (PSBPD).
We note that SBPD is a special case of PSBPD. For both bounded treewidth and bounded
pathwidth duality, the structures in the obstruction sets are restricted to have some special
form. For SBPD and PSBPD the situation is a bit more subtle. In addition that we require
the obstruction sets to contain structures only of a special form (they must have bounded
pathwidth), the obstruction sets must also possess a certain “symmetric closure” property.
To the best of our knowledge, this is the first instance of a duality where in addition to the
local requirement that each structure must be of a certain form, the set must also satisfy an
interesting global requirement.
Using SBPD, we give a short and simple new proof of the main result of [9] that “Maltsev
+ Datalog⇒ symmetric Datalog”. Considering the simplicity of this proof, we suspect that
SBPD (or PSBPD) could be a useful tool in an attempt to prove the algebraic symmetric
Datalog conjecture [20], a conjecture that proposes an algebraic characterization of all CSPs
lying in L. An equivalent form of this conjecture is that “Datalog + n-permutability ⇒
symmetric Datalog” (by combining results from [18, 3, 21]), where n-permutability is a
generalization of Maltsev.
One way to gain more insight into the dividing line between CSPs in L and NL is through
studying the complexity of CSPs corresponding to oriented paths. It is known that all these
CSPs are in NL (by combining results from [12, 8, 7]), and it is natural to ask whether
there are oriented paths for which the CSP is NL-complete and L-complete. We provide two
classes of oriented paths, C1 and C2, such that for any B1 ∈ C1, the corresponding CSP is
NL-complete, and for any B2 ∈ C2, the corresponding CSP is in L. In fact, it can be seen with
the help of [20] that for most B2 ∈ C2, CSP(B2) is L-complete. To prove the membership of
CSP(B2) in L (for B2 ∈ C2), we use PSBPD in an essential way. One can hope to build on
this work to achieve an L-NL dichotomy for oriented paths.
In the second part of the paper, we investigate CSPs in NL. Based on the observation
that any CSP known to be in NL is also known to be definable by a linear Datalog program,
Dalmau conjectured that every CSP in NL can be defined by a linear Datalog program [7].
Linear Datalog(suc,¬) (linDat(suc,¬)) denotes the extension of linear Datalog in which we
allow negation and access to an order over the domain of the input. It is known that any
problem in NL can be defined by a linDat(suc,¬) program [7, 15, 19], and therefore one
way to prove the above conjecture would be to show that any CSP that can be defined by
a linDat(suc,¬) program can also be defined by a linear Datalog program. We consider a
restriction of the conjecture because proving it in its full generality would separate NL from
P (using [1]).
Read-once linear Datalog(suc) (1-linDat(suc)) is a subclass of linDat(suc,¬), but a sub-
class that has interesting computational abilities, and for which we are able to find the chink
in the armor. We can easily define some NL-complete problems in 1-linDat(suc), such as the
CSP directed st-connectivity (st-Conn), and also problems that are not homomorphism-
closed, such as determining if the input graph is a clique on 2n vertices, n ≥ 1. Because any
problem that can be defined with a linear Datalog program must be homomorphism closed,
it follows that 1-linDat(suc) can define nontrivial problems which are in NL but which are not
definable by any linear Datalog program. However, our main result shows that if co-CSP(B)
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can be defined by a 1-linDat(suc) program, then co-CSP(B) can also be defined by a linear
Datalog program. The crux of our argument applies the general case of the Erdo˝s-Ko-Rado
theorem to show that a 1-linDat(suc) program does not have enough “memory” to handle
structures of unbounded pathwidth.
Our proof establishing the above result for 1-linDat(suc) programs can be adapted to show
a parallel result for a subclass of nondeterministic branching programs, which constitute an
important and well-studied class of computational models (see the book [25]). More precisely,
we show that if co-CSP(B) can be defined by a poly-size family of read-once2 monotone
nondeterministic branching programs (mnBP1(poly)) then co-CSP(B) can also be defined
by a linear Datalog program.3
Finally, our results can be interpreted as lower-bounds on a wide class of CSPs: if B
does not have bounded pathwidth duality, then co-CSP(B) cannot be defined with any 1-
linDat(suc) program or with any mnBP1(poly). A specific example of such a CSP would be
the P-complete Horn-3Sat problem, and more generally, Larose and Tesson showed that
any CSP whose associated variety admits the unary, affine or semilattice types does not have
bounded pathwidth duality (see [20] for details).
2 Preliminaries
2.1 Basic Definitions
A vocabulary (or signature) is a finite set of relation symbols with associated arities. The
arity function is denoted with ar(·). If A is a relational structure over a vocabulary τ , then
RA denotes the relation of A associated with the symbol R ∈ τ . The lightface equivalent of
the name of the structure denotes the universe of the structure, e.g., the universe of A is A.
A tuple structure A˜ over a vocabulary τ is a pair (A˜, T ): T is a set of pairs of the form
(R, t), where R ∈ τ and t is an ar(R)-tuple, and A˜ is the domain of A˜, i.e., A˜ contains
every element that appears in some tuple t, and possibly some other elements. Slightly
abusing notation, we write (R, t) ∈ A˜ to mean (R, t) ∈ T , where A˜ = (A˜, T ). Clearly,
tuple structures are equivalent to relational structures. If A is a relational structure, we
denote the equivalent tuple structure with A˜, and vice versa. For convenience, we use the
two notations interchangeably. We note that all structures in this paper are finite.
Let B be a structure of the same signature τ as A. The union A∪B of A and B is the
τ -structure whose universe is A∪B, and for each R ∈ τ , RA∪B is defined as RA∪RB. (Note
that it is possible that A ∩ B 6= ∅.) A homomorphism from A to B is a map f from A to
B such that f(RA) ⊆ RB for each R ∈ τ . If there exists a homomorphism from A to B, we
often denote it with A → B. If that homomorphism is f , we write A f−→ B. A structure
is called a core if it has no homomorphism to any of its proper substructures. A retract
of a structure B is an induced substructure B′ of B such that there is a homomorphism
g : B → B′ with g(b) = b for every b ∈ B′. A retract of B that has minimal size among
2Our read-once restriction for nondeterministic branching programs is less stringent than the usual re-
striction because we require the programs to be read-once only on certain inputs.
3A 1-linDat(suc) can be converted into an mnBP1(poly), so another way to present our results would be
to do the proofs in the context of mnBP1s, and then to conclude the parallel result for 1-linDat(suc).
4
all retracts of B is called a core of B. It is well known that all cores of a structure are
isomorphic, and so one speaks of the core of a structure B, core(B).
We denote by CSP(B) the set {A | A is a τ -structure such that A→ B}, and by co-CSP(B)
the complement of CSP(B), i.e., the set {A | A is a τ -structure such that A 6→ B}. If we
are given a class of τ -structures C such that for any A ∈ C, and any B such that A → B
it holds that B ∈ C, then we say that C is homomorphism-closed. Isomorphism closure is
defined in a similar way.
An n-ary operation on a set A is a map f : An → A. Given an h-ary relation R and
an n-ary operation f on the same set A, we say that f preserves R or that R is invariant
under f if the following holds: given any matrix M of size h × n whose columns are in R,
applying f to the rows of M produces an h-tuple in R. A polymorphism of a structure B is
an operation f that preserves each relation in B.
Definition 1 (Maltsev Operation). A ternary operation f : A3 → A on a finite set A is
called a Maltsev operation if it satisfies the following identities: f(x, y, y) = f(y, y, x) =
x,∀x, y ∈ A.
2.2 Datalog
We provide only an informal introduction to Datalog and its fragments, and the reader can
find more details, for example, in [22, 7, 11]. Datalog is a database-inspired query language
whose connection with CSP-complexity is now relatively well understood (see, e.g., [3]). Let
τ be some finite vocabulary. A Datalog program over τ is specified by a finite set of rules of
the form h← b1 ∧ · · · ∧ bt, where h and the bi are atomic formulas R(x1, . . . , xk). When we
specify the variables of an atomic formula, we always list the variables from left to right, or
we simply provide a tuple x of variables whose i-th variable is x[i]. We distinguish two types
of relational predicates occurring in a Datalog program: predicates that occur at least once
in the head of a rule (i.e., its left-hand side) are called intensional database predicates (IDBs)
and are not in τ . The predicates which occur only in the body of a rule (its right-hand side)
are called extensional database predicates (EDBs) and must all lie in τ . A rule that contains
no IDB in the body is called a nonrecursive rule, and a rule that contains at least one IDB
in the body is called a recursive rule. A Datalog program contains a distinguished IDB of
arity 0 which is called the goal predicate; a rule whose head IDB is a goal IDB is called a
goal rule.
Linear Datalog is a syntactic restriction of Datalog in which there is at most one IDB in
the body of each rule. The class of linear Datalog programs that contains only rules with at
most k variables and IDBs with at most j ≤ k variables is denoted by linear (j, k)-Datalog.
We say that the width of such a linear Datalog program is (j, k).
Symmetric Datalog is a syntactic restriction of linear Datalog. A linear Datalog program
P is symmetric if for any recursive rule I(x) ← J(y) ∧ E¯(z) of P (except for goal rules),
where E¯(z) is a shorthand for the conjunction of the EDBs of the rule over variables in z,
the symmetric pair J(y)← I(x) ∧ E¯(z) of that rule is also in P . The width of a symmetric
Datalog program is defined similarly to the width of a linear Datalog program.
We explain the semantics of linear (symmetric) Datalog using derivations (it could also
be explained with fixed point operators, but that would be inconvenient for the proofs). Let
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P be a linear Datalog program with vocabulary τ . A P-derivation with codomain D is a
sequence of pairs D = (ρ1, λ1), . . . , (ρq, λq), where ρ` is a rule of P , and λ` is a function from
the variables V` of ρ` to D, ∀` ∈ [q]. The sequence D must satisfy the following properties.
Rule ρ1 is nonrecursive, and ρq is a goal rule. For all ` ∈ [q− 1], the head IDB I of ρ` is the
IDB in the body of ρ`+1, and if the variables of I in the head of ρ` and the body of ρ`+1 are
x and y, respectively, then λ`(x[i]) = λ`+1(y[i]), ∀i ∈ [ar(I)].
Let D be a derivation. Let R(z) be an EDB (with variables z) appearing in some rule ρ`
of D . We write R(t) to denote that λ`(z) = t, i.e., that λ` instantiates the variables of R(z)
to t. If R(z) appears in some rule ρ` of D and λ`(z) = t, we say that R(t) appears in ρ`, or
less specifically, that R(t) appears in D .
Given a structure A and a derivation D with codomain A for a program P , we say that D
is a derivation for A if for every R(t) that appears in a rule of D , (R, t) ∈ A˜. The notation
for a P-derivation for a structure A will have the form DP(A). A linear (symmetric) Datalog
program P accepts an input structure A if there exists a P-derivation for A.
Definition 2 (Read-once Derivation). We say that a derivation D is read-once if every R(t)
that appears in D appears exactly once in D , except when R is the special EDB suc, first,
or last, defined in Section 4.
An example is given in Figure 1. The vocabulary is τ = {E2, S1, T 1}, where the super-
scripts denote the arity of the symbols. Notice that in the symmetric Datalog program P ,
rules (2) and (3) form a symmetric pair. It is not difficult to see that P accepts a τ -structure
A if and only if there is an oriented path (see Section 3.1) in EA from an element in SA to
an element in TA.
2.3 Path Decompositions and Derivations
Definition 3. [Path Decomposition] Let S be a τ -structure. A (j, k)-path decomposition (or
path decomposition of width (j, k)) of S is a sequence S0, . . . , Sn−1 of subsets of S such that
1. For every (R, (a1, . . . , aar(R))) ∈ S˜, ∃` ∈ {0, . . . , n− 1} such that {a1, . . . , aar(R)} ⊆ S`;
2. If a ∈ Si ∩ Si′ (i < i′) then a ∈ S` for all i < ` < i′;
3. ∀` ∈ {0, . . . , n− 1}, |S`| ≤ k, and ∀` ∈ {0, . . . , n− 2}, |S` ∩ S`+1| ≤ j.
For ease of notation, it will be useful to introduce a concept closely related to path
decompositions. Let τ be a vocabulary. Let S be a τ -structure that can be expressed as
S = S0 ∪ · · · ∪ Sn−1, where the S0, . . . , Sn−1 (the universes of the Si) satisfy properties 2 and
3 above. We say that S is a (j, k)-path, and that (S0, . . . ,Sn−1) is a (j, k)-path representation
of S. We denote (j, k)-path representations with script letters, e.g., S = (S0, . . . ,Sn−1).
The substructure Si ∪ · · · ∪ Si′ of S (assuming a (j, k)-representation is fixed) is denoted by
S[i,i′]. We call n the length of the representation. Obviously, a structure is a (j, k)-path if
and only if it admits a (j, k)-path decomposition.
Let D = (ρ1, λ1), . . . , (ρq, λq) be a derivation for some linear or symmetric program P
with vocabulary τ . We can extract from D a τ -structure Ex(D) such that D is a derivation
for Ex(D). We specify Ex(D) as a tuple structure A˜: for each R(t) that appears in D
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I(x)← S(x) (1)
I(y)← I(x) ∧ E(x, y) (2)
I(x)← I(y) ∧ E(x, y) (3)
G← I(x) ∧ T (x) (4)
a
b
c
d
SG = {a}
TG = {d}
e
f g
I(a)
S(a)
I(b)
E(a, b)
I(c) I(d) G
E(c, b) E(c, d) T (d)
ρ1 ρ2 ρ3 ρ4 ρ5
λ1(x) = a λ2(x) = a
λ2(y) = b
λ3(x) = c
λ3(y) = b
λ4(x) = c
λ4(y) = d
λ5(x) = d
Figure 1: Top left: Symmetric Datalog program P . Top right: Input structure G where
the binary relation EG is specified by the digraph. Bottom: Visualization of a P-derivation
DP(G) = (ρ1, λ1), . . . , (ρ5, λ5) for G, where ρ1 is the nonrecursive rule (1), ρ2, ρ4 are rule
(2), ρ3 is rule (3), and ρ5 is the goal rule (4). In the diagram, for example, the dashed box
corresponds to rule ρ2, and it is the rule I(y) ← I(x) ∧ E(x, y) of P , where λ2 assigns a to
variable x and b to variable y. Observe that DP(G) is read-once.
(R ∈ τ), we add the pair (R, t) to A˜, and set A˜ to be the set of those elements that appear
in a tuple.
Let D = (ρ1, λ1), . . . , (ρq, λq) be a derivation. For each x that is in a rule ρ` for some
` ∈ [q], call x` the indexed version of x. We define an equivalence relation Eq(D) on the set
of indexed variables of D . First we define a graph G = (V,E) as:
• V is the set of all indexed versions of variables in D ;
• (x`, y`′) ∈ E if `′ = ` + 1, x is the i-th variable of the head IDB I of ρ`, and y is the
i-th variable of the body IDB I of ρ`+1.
Two indexed variables x` and y`
′
are related in Eq(D) if they are connected in G. Observe
that if C = {x`11 , x`22 , . . . , x`cc } is a connected component of G, then it must be that λ`1(x1) =
λ`2(x2) = · · · = λ`c(xc).
Definition 4 (Free Derivation). Let P be a linear Datalog program and D = (ρ0, λ0), . . . ,
(ρq, λq) be a derivation for P . Then D is said to be free if for any two (x`, y`′) 6∈ Eq(D),
λ`(x) 6= λ`′(y).
Intuitively, this definition says that D is free if any two variables in D which are not
“forced” to have the same value are assigned different values.
2.4 Canonical Programs
Fix a τ -structure B and j ≤ k. Let Q1, . . . , Qn be all possible at most j-ary relations over B.
The canonical linear (j, k)-Datalog program for B ((j, k)-CanL(B)) contains an IDB Im of
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the same arity as Qm for each m ∈ [n]. The rule Ic(x)← Id(y)∧E¯(z) belongs to the canonical
program if it contains at most k variables, and the implication Qc(x)← Qd(y)∧ E¯(z) is true
for all possible instantiation of the variables to elements of B. The goal predicate of this
program is the 0-ary IDB Ig, where Qg = ∅.
The canonical symmetric (j, k)-Datalog program for B ((j, k)-CanS(B)) has the same
definition as (j, k)-CanL(B), except that it has less rules due to the following additional
restriction. If Ic(x)← Id(y)∧ E¯(z) is in the program, then both Qc(x)← Qd(y)∧ E¯(z) and
Qd(y)← Qc(x)∧ E¯(z) must hold for all possible instantiation of the variables to elements of
B. The program (j, k)-CanS(B) is obviously symmetric. When it is clear from the context,
we write CanL(B) and CanS(B) instead of (j, k)-CanL(B) and (j, k)-CanS(B), respectively.
2.5 Defining CSPs
The following discussion applies not just to Datalog but also to its symmetric and linear
fragments. It is easy to see that the class of structures accepted by a Datalog program is
homomorphism-closed, and therefore it is not possible to define CSP(B) in Datalog. How-
ever, co-CSP(B) is closed under homomorphisms, and in fact, it is often possible to define
co-CSP(B) in Datalog.
The following definition is key.
Definition 5 (Obstruction Set). A set O of τ -structures is called an obstruction set for B,
if for any τ -structure A, A 6→ B if and only if there exists S ∈ O such that S→ A.
In other words, an obstruction set defines co-CSP(B) implicitly as A ∈ co-CSP(B) if and
only if there exists S ∈ O such that S→ A. If O above can be chosen to have property X,
then we say that B has X-duality. In the next section we show that co-CSP(B) is definable
in symmetric Datalog if and only if B has symmetric bounded pathwidth duality.
3 On CSPs in symmetric Datalog
3.1 Definitions
An oriented path is a digraph obtained by orienting the edges of an undirected path. In
other words, an oriented path has vertices v0, . . . , vq+1 and edges e0, . . . , eq, where ei is either
(vi, vi+1), or (vi+1, vi). The length of an oriented path is the number of edges it contains. We
call (vi, vi+1) a forward edge and (vi+1, vi) a backward edge. Oriented paths can be thought of
as relational structures over the vocabulary {E2}, so we denote them with boldface letters.
For an oriented path P, we can find a mapping level : P → {0, 1, 2, . . . } such that
level(b) = level(a)+1 whenever (a, b) is an edge of P. Clearly, there is a unique such mapping
with the smallest possible values. The level of an edge (a, b) of P is level(a), i.e., the level
of the starting vertex of (a, b). The height(P) of an oriented path P is maxa∈P level(a). Let
P be an oriented path that has a vertex u with indegree 0 and outdegree 1, and a vertex v
with indegree 1 and outdegree 0. We say that P is minimal if u is in the bottommost level
and v is in the topmost level, and there are no other vertices of P in the bottommost or the
topmost levels.
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A zigzag operator ξ takes a (j, k)-path representation S = (S0, . . . ,Sn−1) of a (j, k)-path
S and a minimal oriented path P = e0, . . . , eq such that height(P) = n, and it returns
another (j, k)-path ξ(S ,P). Intuitively, ξ(S ,P) is the (j, k)-path S “modulated” by P
such that the forward and backward edges ei of P are mimicked in ξ(S ,P) by “forward and
backward” copies of Slevel(ei). Before the formal definition, it could help the reader to look
at the right side of Figure 2, where the oriented path used to modulate the (j, k)-path over
the vocabulary E2 (i.e., digraphs) with representation (S0,S1,S2) is P on the left side. The
left side is a more abstract example, and the reader might find it useful after reading the
definition.
We inductively define the (j, k)-path ξ(S ,P) as (Se0 ,Se1 , . . . ,Seq) together with a se-
quence of isomorphisms ϕe0 , ϕe1 , . . . , ϕeq , where ϕei is an isomorphism from Sei to Slevel(ei),
0 ≤ i ≤ q. For the base case, we define Se0 to be an isomorphic copy of S0, and ϕe0 to
be the isomorphism that maps Se0 back to S0. Assume inductively that Se0 , . . . ,Sei−1 and
ϕe0 , . . . , ϕei−1 are already defined. Let S
′
ei
be an isomorphic copy of Slevel(ei) with domain
disjoint from Se0 ∪ · · · ∪ Sei−1 , and fix ϕ′ei to be the isomorphism that maps back S ′ei to
Slevel(ei). We “glue” S
′
ei
to Sei−1 by renaming some elements of S
′
ei
to elements of Sei−1 . To
facilitate understanding, we can think of the already constructed structures Se0 , . . . ,Sei−1 as
labels of the edges e0, . . . , ei−1 of P, respectively, and we want to determine Sei , the label of
the next edge. The connection between Sei−1 and Sei will be defined such that Sei−1 and Sei
“mimic” the orientation of the edges ei−1 and ei.
We resume our formal definition. Set ` = level(ei), and let `
′ = ` − 1 if ei is a forward
edge, and `′ = `+ 1 if ei is a backward edge. If an element x ∈ S ′ei and an element y ∈ Sei−1
are both copies of the same element a ∈ S` ∩ S`′ , then rename x to y in S ′ei . After all such
elements are renamed, S′ei becomes Sei . That is, for all a ∈ S` ∩ S`′ , rename ϕ′−1ei (a) in S′ei
to ϕ−1ei−1(a) to obtain Sei .
We define the isomorphism ϕei from Sei to Slevel(ei) as:
ϕei(x) =
{
ϕ′ei(x) if x ∈ Sei and x 6∈ Sei−1
ϕei−1(x) if x ∈ Sei ∩ Sei−1 .
3.2 Two Dualities for Symmetric Datalog
The two main theorems (Theorems 9 and 15) of this section can be combined to obtain
the equivalence of the statements (1), (3) and (4) in Theorem 6 below. The proof of the
implication (1) → (2) is a direct adaptation of the proof of the result from [13] that if
co-CSP(B) is defined by a (j, k)-Datalog program, then it is also defined by the canonical
(j, k)-Datalog program (see also [9]). Note that (1) → (2) is also obvious from the proof of
Theorem 9 below.
Theorem 6. For a finite structure B, TFAE:
1. There is a symmetric Datalog program that defines co-CSP(B);
2. The canonical symmetric (j, k)-Datalog program defines co-CSP(B);
3. B has symmetric bounded pathwidth duality (for some parameters);
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S0
S1
S2
e0
e1 e3
e4
e2
Se0
Se2 Se3
Se4
ba b′a′
dc
S P ξ(S ,P)
d′′c′′
b′′a′′
Se1
d′c′
S0
S1
S2
Se0
Se2 Se3
Se4
Se1
S ξ(S ,P)
ξ
Figure 2: Left: Applying a zigzag operator to the (j, k)-path S with the (j, k)-representation
S = (S0,S1,S2). Suppose that S0 ∩ S1 = {a, b} and S1 ∩ S2 = {c, d}. We demonstrate how
Se0 and Se2 are obtained. Se0 is a disjoint copy of S0 (and the copy of a and b in Se0 are
a′ and b′, respectively). To obtain Se2 , first make a disjoint copy S
′
e2
of Slevel(e2) = S1. Set
` = level(e2) = 1. Since e1 is a forward edge and e2 is a backward edge, `
′ = ` + 1 = 2.
Therefore to “glue” S′e2 to Se1 , we need to look at S` ∩ S`′ = {c, d}. Assume that the copy
of c and d in Se1 are c
′ and d′, respectively. Furthermore, assume that the copy of c and d
in S′e2 are c˜ and d˜, respectively. To obtain Se2 , we rename c˜ to c
′, and d˜ to d′ in S′e2 . Right:
A specific example when S0,S1,S2 are the digraphs in the boxes. The dashed lines indicate
identification of vertices. The level of (Se2 ,Se3), for example, is 0 since e2 and e3 share a
vertex at vertex level 1.
4. B has piecewise symmetric bounded pathwidth duality (for some parameters).
3.2.1 Symmetric Bounded Pathwidth Duality
Definition 7 ((j, k)-symmetric). Assume that O is a set of (j, k)-paths. Suppose further-
more that a (j, k)-path representation can be fixed for each structure in O such that the
following holds. For every S ∈ O with representation S of some length n, and every
minimal oriented path P of height n, it holds that ξ(S ,P) ∈ O. Then O is said to be
(j, k)-symmetric.
Definition 8 (SBPD). A structure B has (j, k)-symmetric bounded pathwidth duality ((j, k)-
SBPD) if there is an obstruction set O for B that consists of (j, k)-paths, and in addition,
O is (j, k)-symmetric.
The following is our main duality theorem for symmetric Datalog:
Theorem 9. For a finite structure B, co-CSP(B) can be defined by a symmetric (j, k)-
Datalog program if and only if B has (j, k)-SBPD.
We will use Lemma 10 in the proof of Theorem 9. Lemma 10 can be proved using
the standard canonical Datalog program argument. Lemma 11 is also used in the proof of
Theorem 9 and it is the main technical lemma of the section.
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Lemma 10. If CanS(B) accepts a structure A, then A 6→ B.
Proof. Structure B is not accepted by CanS(B) because a derivation could be translated
into a valid chain of implications, which is not possible by the definition of CanS(B). If
CanS(B) accepts A and A→ B, then CanS(B) accepts B, a contradiction.
Lemma 11. For any τ -structures A and B, if there exists a structure S with a (j, k)-path
representation S of some length n such that S→ A, and for any minimal oriented path P
of height n, it holds that ξ(S ,P) 6→ B, then (j, k)-CanS(B) accepts A.
To prove Lemma 11 we need to define an additional concept related to the zigzag operator.
Once the (j, k)-path ξ(S ,P) = (Se0 , . . . ,Seq) is defined, where P is the path e0, . . . , eq, each
pair (Sei ,Sei+1), ∀i ∈ {0, . . . , q − 1} is assigned a level : level(Sei ,Sei+1) is the level of the
vertex v minus 1, where v is the vertex that ei and ei+1 share (see Figure 2).
Proof of Lemma 11. For the rest of this proof, let CS denote (j, k)-CanS(B), and CL denote
(j, k)-CanL(B). If program CS accepts structure S then because S → A, CS also accepts
A. So it is sufficient to show that program CS accepts structure S.
First we specify how to associate a CL-derivation with ξ(S ,P), where P is a minimal
oriented path of height n. Assume that ξ(S ,P) = S0∪ · · ·∪Sq. For each i ∈ {0, . . . , q − 1},
fix an arbitrary order on the elements of Si ∩ Si+1. Assume that |Si ∩ Si+1| = j′(≤ j), and
define the j′-tuple si such that si[`] is the `-th element of Si ∩ Si+1. We define sq to be the
empty tuple. It is good to keep in mind that later, si will be associated with the IDB Ji.
The derivation will be DCL(ξ(S ,P)) = (ρ0, λ0), . . . , (ρq, λq). We specify ρi as
Ji(xi)← Ji−1(xi−1) ∧ E¯(yi) J0(x0)← E¯(y0)
if i ∈ [q] if i = 0.
We begin with describing the EDBs of a rule ρi together with their variables. Assume that
Si = {d1, . . . , dt}, and observe that t ≤ k. The variables of ρi are v1, . . . , vt. For every R ∈ τ ,
and every tuple (df(1), . . . , df(r)) ∈ RSi , where r = ar(R), R(vf(1), . . . , vf(r)) is an EDB of ρi.
We describe the variables of the IDBs Ji−1 and Ji. Assume that si−1 = (dg(1), . . . , dg(j1))
and si = (dh(1), . . . , dh(j2)). Then the IDB in the body of ρi together with its variables is
Ji−1(vg(1), . . . , vg(j1)), and the head IDB together with its variables is Ji(vh(1), . . . , vh(j2)). The
function λi simply assigns the value dg to the variable vg, ∀g ∈ [t].
It remains to specify the IDBs, i.e., which IDBs of CL the Ji-s correspond to. For each
i ∈ {0, . . . , q}, Ii denotes IMPi , where MPi is a subset of Bj
′
for some j′ ≤ j. We de-
fine the sequence MP0 ,M
P
1 , . . . ,M
P
q inductively. To define M
P
0 , consider the nonrecursive
rule J0(x0) ← E¯(y0). Assume that the arity of J0 is j′, and that y0 contains k′ vari-
ables. (Note that the variables in x0 and y0 are not necessarily disjoint.) For all possi-
ble functions α : x0[1], . . . ,x0[j
′],y0[1], . . . ,y0[k′] → B such that the conjunction of EDBs
E¯(α(y0[1]), . . . , α(y0[k
′])) is true, place the tuple (α(x0[1]), . . . , α(x0[j′])) into MP0 .
Assume that MPi−1 is already defined. Then similarly to the base case, for each possible
instantiation α of the variables of ρi over B with the restriction that α(xi−1) ∈MPi−1, if the
conjunction of EDBs of ρi is true, then add the tuple α(xi) to M
P
i . It is not difficult to see
that if MPq 6= ∅, then we can construct a homomorphism from ξ(P,P) to B which would
be a contradiction.
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For each i ∈ {0, . . . , q−1}, assume that (Si,Si+1) has level `i. Then we say that the IDB
Ji has level `i and we write level(Ji) = `i.
We proceed to construct a CS-derivation DCS(S) for S. Let Q be a directed path of
height n. We construct DCS(S) just like we would construct DCL(ξ(S ,Q)) above, except
that we will define the subscripts of the IDBs, MQ0 , . . . ,M
Q
n−1, differently, so that every rule
of the resulting derivation belongs to CS. From now on we write M0, . . . ,Mn−1 instead of
MQ0 , . . . ,M
Q
n−1.
To define M0, . . . ,Mn−1, let P0,P1, . . . be an enumeration of all (finite) minimal oriented
paths of height n. Intuitively, we will collect in N `m all subscripts (recall that a subscript is
a relation) of all those IDBs which have the same level ` in DL(ξ(S ,Pm)). Formally, for
each ` ∈ {0, . . . , n− 1} define N `m = {MPmt | level(Jt) = `}. Then we collect the subscripts
at a fixed level ` in O` over all derivations corresponding to P0,P1, . . . . Formally, for each
` ∈ {0, . . . , n− 1}, we define O` = N `0 ∪N `1 , . . . . We are ready to define M0, . . . ,Mn−1. For
each s ∈ {0, . . . , n− 1}, define Ms =
⋃
W∈OsW .
It remains to show that every rule of the derivation we defined is in S and that the last
IDB is the goal IDB. If the last IDB is not the goal IDB of S, then Mn−1 6= ∅. By definition,
it must be that for some minimal oriented path Pm of height n and length qm, M
Pm
qm−1 6= ∅
(note that the last IDB of DCL(ξ(P,Pm)) has subscript MPmqm−1). As noted before, this
would mean that ξ(P,Pm)→ B, a contradiction.
We show that each rule of DCS(S) as defined above belongs to CanS(B). Suppose DCS(S)
contains a rule ρ
Ji(xi)← Ji−1(xi−1) ∧ E¯(yi)
that is not in CanS(B). By definition, there cannot be an instantiation α of variables of ρ
to elements of B such that α(xi−1) ∈Mi−1, the conjunction of EDBs holds, but α(xi) 6∈Mi.
Assume then that there is an α such that α(xi) ∈ Mi, the conjunction of EDBs holds, but
α(xi−1) 6∈ Mi−1. It is also not difficult to see that this is not possible because we used all
minimal oriented paths in the construction of DCS(S).
Proof of Theorem 9. If CSP(B) is defined by a symmetric (j, k)-Datalog program P , then
using the symmetric property of P , it is laborious but straightforward to show that
O =
⋃
D is a free
derivation of P
{Ex(D)}
is a (j, k)-symmetric obstruction set for B.
For the converse, assume that B has (j, k)-SBPD. LetO be a symmetric obstruction set of
width (j, k) (i.e., the path decomposition of every structure in O has width (j, k)) for B. We
claim that (j, k)-CanS(B) defines CSP(B). Assume that A→ B. Then by Lemma 10, (j, k)-
CanS(B) does not accept A. Suppose now that A 6→ B. Then by assumption, there exists
a (j, k)-path S ∈ O with a representation S of length n such that S → A. Furthermore,
since O is symmetric, for any minimal oriented path P of height n, ξ(S ,P) 6→ B. It follows
from Lemma 11 that CanS(B) accepts A.
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3.2.2 Piecewise Symmetric Bounded Pathwidth Duality
Piecewise symmetric bounded pathwidth duality (PSBPD) for symmetric Datalog is less
stringent than SBPD; however, the price is larger program width. Although the following
definitions might seem technical, the general idea is simple: a piecewise symmetric obstruc-
tion set O does not need to contain all (j, k)-paths obtained by “zigzagging” (j, k)-paths in
O in all possible ways. It is sufficient to zigzag a (j, k)-path S using only oriented paths
which “avoid” certain segments of S: some constants c and d are fixed for O, and there are
at most c fixed segments of S that are avoided by the zigzag operator, each of size at most
d. We give the formal definitions.
Definition 12 ((c, d)-filter). Let S be a (j, k)-path with a representation S = S0, . . . ,Sn−1.
A (c, d)-filter F for S is a set of intervals {[s1, t1], [s2, t2], . . . , [sc′ , tc′ ]} such that
• c′ ≤ c; 0 ≤ s1; tc′ ≤ n− 1; si ≤ ti, ∀i ∈ [c′]; and t` + 2 ≤ s`+1,∀` ∈ [c′ − 1];
• |⋃i∈[s`,t`] Si| ≤ d,∀` ∈ [c′].
Elements of F are called delimiters. An oriented path P of height n obeys a (c, d)-filter F
if for any delimiter [si, ti] ∈ F , the set of edges e of P such that si ≤ level(e) ≤ ti form a
(single) directed path. A demonstration is given in Figure 3.
S FS P
S0
S1
S2
S3
S4
S5
S6
S7
S8
S9
Figure 3: S is a (j, k)-path representation of S. FS is the (3, 2k)-filter {[0, 0], [3, 4], [7, 8]}
for S . P is an oriented path that obeys the filter. For example, observe that the edges at
levels 3 and 4 form a directed subpath, and that “zigzagging” happens only at those parts
of P that do not fall into the intervals of the filter.
Definition 13 (Piecewise Symmetric). Assume that O is a set of (j, k)-paths, and c and d
are nonnegative integers. Suppose furthermore that for each S ∈ O, there is a (j, k)-path
representation S , and a (c, d)-filter FS such that the following holds. For every S ∈ O of
some length n, and every minimal oriented path P of height n that obeys the filter FS, it
holds that ξ(S ,P) ∈ O. Then O is (j, k, c, d)-piecewise symmetric.
Roughly speaking, an oriented path P is allowed to modulate only those segments of S
which do not correspond to any delimiters in FS. Compare Definition 13 with Definition 7,
and observe that the only difference is that in the piecewise case, the oriented paths must
be of a restricted form. Therefore a set that is (j, k)-symmetric is also (j, k, c, d)-piecewise
symmetric for any c and d. We simply associate the empty (c, d)-filter with each structure.
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Definition 14 (PSBPD). A structure B has (j, k, c, d)-piecewise symmetric bounded path-
width duality ((j, k, c, d)-PSBPD) if there is an obstruction set O for B that consists of
(j, k)-paths, and in addition, O is (j, k, c, d)-piecewise symmetric.
Theorem 15. For a finite structure B, B has SBPD (for some parameters) if and only if
B has PSBPD (for some parameters).
We need the corollary of the following lemma in the proof of the above theorem.
Lemma 16. Let P be a minimal oriented path e0, . . . , en−1 with the (1, 2)-path representation
P = (e0, . . . , en−1), where we think of ei as a structure with two domain elements and a
binary relation that contains the tuple ei. Let Q be a minimal oriented path f0, . . . , fm with
n edge levels. Then the oriented path ξ(P,Q) is minimal and has the same height as P.
Proof. It is obvious that ξ(P,Q) is an oriented path. Furthermore the map that assigns
every vertex of ξ(P,Q) to its original in P is a homomorphism. It is easy to check that this
homomorphism maps the edges of ξ(P,Q) back to their originals and the level of an edge
in ξ(P,Q) is the same as the level of the original of that edge. Checking the minimality of
ξ(P,Q) is also straightforward.
Corollary 17. Let O be a set of (j, k)-paths, where a (j, k)-representation is fixed for each
path. Let O′ be the set that contains all (j, k)-paths that can be obtained from a (j, k)-path
in O by applying some zigzag operator. Then O′ is (j, k)-symmetric.
Remark: A similar statement holds in the piecewise symmetric case.
Proof. Let S′ be an element of O′. If we can show that applying an arbitrary zigzag operator
to S′ yields a (j, k)-path in O′, then we are clearly done. So assume that S′ was obtained from
S ∈ O by applying a zigzag operator. The (j, k)-path S′ inherits the (j, k)-representation of
S in a natural way. Then we apply any zigzag operator to S′ to obtain S′′, and we need to
show that S′′ is in O′.
We get from S to S′ using a zigzag operator and from S′ to S′′ another zigzag operator.
Using Lemma 17, we can see that we can replace these two zigzag operators by a single one
to obtain S′′ from S directly.
Proof of Theorem 15. Let O be a (j, k)-symmetric obstruction set for B. As observed above,
for any c and d, O is also (j, k, c, d)-piecewise symmetric.
For the converse, let O be a (j, k, c, d)-piecewise symmetric obstruction set. Our goal is to
construct a (j′, k′)-symmetric obstruction set Osym for B as follows. For each structure S ∈
O, let S = S0 ∪ · · · ∪ Sn−1 be the corresponding (j, k)-path representation. Using the filter
for S, we “regroup” S0, . . . ,Sn−1 to obtain (j′, k′)-path representation S ′ = T0∪· · ·∪Tm of
S. We add each S together with its new representation to Osym, and also add every structure
that is needed to ensure that Osym is symmetric. Finally, we show that Osym is a symmetric
obstruction set for B. We begin with the regrouping procedure.
Let S ∈ O, S = S0 ∪ · · · ∪ Sn−1 be the corresponding (j, k)-path representation, and
{[s1, t1], [s2, t2], . . . , [sc′ , tc′ ]} be the (c, d)-filter FS. The regrouping procedure is quite picto-
rial and it is demonstrated in Figure 4. We define
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T0
T1
T2
T3
T4
T5
S S ′
S1
S0
S2
S3
S4
S5
S6
S12
S13
S8
S9
S10
S11
S7 S14
S15
S16
S17
S10
S11
S12
S13
S14
S15
S16
S17
S0
S1
S2
S3
S4
S5
S6
S7
S8
S9
Figure 4: An example regrouping for the proof of Theorem 15. The filter FS =
{[0, 1], [6], [12, 13], [17]}. The structures corresponding to the filter are laying inside the rect-
angles with lines. The complement of the filter is F¯S = {[2, 3, 4], [7, 8, 9, 10, 11], [14, 15, 16]}.
The structure corresponding to F¯S lay in the gray ovals. The new (j′, k′)-path representation
S ′ of S is on the right. Notice the following pattern: the segments of S determined by FS
are placed next to each other in S ′.
T0 =
⋃
`∈[a,b]:
[a,b]∈FS
S`.
This places all substructures in S which correspond to delimiters of FS into one big initial
structure. Note though that |T0| ≤ c · d. Define the complement of FS as F¯S =
{[0, s1 − 1], [t1 + 1, s2 − 1], [t2 + 1, s3 − 1], . . . , [tc′ , n− 1]},
and set
m = max
[a,b]∈F¯S
(b− a).
Intuitively, m is the length of the longest interval in S between any two delimiters.
We define T′` as follows. For each interval [a, b] ∈ F¯S take the (` − 1)-th structure
Sa+`−1 in that interval and define T′` to be the union of these structures. Formally, for every
` ∈ {1, . . . ,m}, set
T′` =
⋃
i=a+`−1≤b:
[a,b]∈F¯S
Si.
15
S0,S5, D
S1,S6, D
S2,S7, D
S3,S8, D
S4,S9, D
S0
S1
S2
S3
S4
S5
S6
S7
S8
S9
S0
S1
S2
S3 S
′
3
S′2 S
′′
2
S′′3
S′4
S′5
S′6
S′7
S′8 S
′′
8
S′′7 S
′′′
7
S′′′8
S′9
S˜0, S˜5, D
S˜1, S˜6, D
S˜2, S˜7, D
S˜3, S˜8, D
S˜′′2 , S˜
′′
7 , D
S˜′′3 , S˜
′′
8 , DS˜
′
3, S˜
′
8, D
S˜′2, S˜
′
7, D
S˜′4, S˜
′
9, D
Q ξ(S ,Q) P ξ(T ,P)S : the rep-
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T : the rep-
resentation of S
in Ops
Figure 5: Example in the proof of Theorem 15. See the proof for details.
Observe that |T ′`| ≤ k · (c+ 1). We need to ensure property 2 in Definition 3, so we need to
place some additional elements into the domains of the T′`.
Let [x, y] ∈ FS and [z, w] ∈ F¯S be such that z = y + 1. Then the set of elements
Sx ∪ · · · ∪ Sw is called a column. (For the beginning and end of S a column is defined in
the natural “truncated” way.) Because S is a (j, k)-path representation, it follows from the
definition that the intersection of any pair of columns has size at most j. Let C1, . . . , Cr be
an enumeration of all the columns. Set D =
⋃
`6=`′ C`∩C`′ and observe that |D| ≤ j ·
(
r
2
)
. We
add D to the domain of T0, and also to the domain of T
′
i to obtain Ti, ∀i ∈ {1, . . . ,m}. It
is straightforward to see that the new representation T = (T0, . . . ,Tm) satisfies property 2
of Definition 3. Using the remarks about the sizes of the sets, we observe that T is a
(j′, k′)-path decomposition of S, where j′ and k′ are functions of j, k, c and d.
We place all structures S ∈ O into Osym but we associate the new representation with
S. For a structure S ∈ Osym, we also apply all valid zigzag operators to S (with respect to
the new representation) and add all these structure to Osym. By Lemma 17, Ops is a (j′, k′)-
symmetric set. We need to establish that Ops is an obstruction set. Because O ⊆ Osym, it
is sufficient to show that no structure in Osym maps to B. To do that we show that for any
structure in Ops, there is a structure in O that homomorphically maps to it.
Giving a formal proof would lead to unnecessary notational complications and therefore
we give an example that is easier to follow and straightforward to generalize. The example
is represented in Figure 5. Let S ∈ Ops such that S is also in O. Assume that the (j′, k′)-
representation of S in Ops is T . We consider ξ(T ,P) for some minimal oriented path and
show how to find a minimal oriented path Q such that ξ(S ,Q) → ξ(T ,P). To construct
Q, we make a copy of P aligned with S0,S1,S2,S3,S4 in S . This is represented by the
dashed lines in Figure 5. We also make a copy of P aligned with S5,S6,S7,S8,S9. This
is represented with the dash dotted lines. Note that the resulting minimal oriented path
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respects the delimiters, i.e., the zigzag operator will not “zigzag” S0 and S5. (In general,
we never need to “zigzag” structures that were placed into T0, i.e., the structures that
correspond to the delimiters, because P is minimal.)
In ξ(T ,P) we denote the copies of the Si with S˜i and primed S˜i. Using the definition of
the zigzag operator, it follows that the function f that maps an element of S0∪S1∪S2∪S3∪
S′3∪S′2∪S′′3∪S′4 in ξ(S ,Q) to the corresponding element in S˜0∪S˜1∪S˜2∪S˜3∪S˜′3∪S˜′2∪S˜′′3∪S˜′4
is a homomorphism. We similarly define a homomorphism h from S′5 ∪ S′6 ∪ S′7 ∪ S′8 ∪ S′′8 ∪
S′′7 ∪ S′′′7 ∪ S′′′8 ∪ S′9 in ξ(S ,Q) to S˜′5 ∪ S˜′6 ∪ S˜′7 ∪ S˜′8 ∪ S˜′′8 ∪ S˜′′7 ∪ S˜′′′7 ∪ S˜′′′8 ∪ S˜′9 in ξ(T ,P).
If we can make sure that if an element x is in the domain of both f and h, and both ho-
momorphisms map x to the same element then we have the desired homomorphism. Assume
for example that the element x appears in S2 and also in S
′′′
8 in ξ(S ,Q), and suppose that
f(x) = y and h(x) = y′. Let the originals of y and y′ be z and z′ in T , respectively. We also
identify z and z′ in S2 and S8 in S . Observe that x in S2 in ξ(S ,Q) is a copy of z and x
in S′′′8 in ξ(S ,Q) is a copy of z
′. If z 6= z′ (in S ) then x could not appear both in S2 and
S′′′8 by the definition of the zigzag operator. Therefore z = z
′, z ∈ D, and by definition, z is
in every bag of T . The elements y and y′ are copies of z, and because z appears in every
“bag” of T , all copies of z in ξ(T ,P) are identified to be the same element. In particular,
f(x) = y = y′ = h(x).
3.3 Applications
3.3.1 Datalog + Maltsev ⇒ Symmetric Datalog
Using SBPD, we give a short and simple re-proof of the main result of [9]:
Theorem 18 ([9]). Let B be a finite core structure. If B is invariant under a Maltsev
operation and co-CSP(B) is definable in Datalog, then co-CSP(B) is definable in symmetric
Datalog (and therefore CSP(B) is in L by [11]).
We only need to show that if co-CSP(B) is in linear Datalog and B is preserved by a
Maltsev operation, then co-CSP(B) is in symmetric Datalog. The “jump” from Datalog to
linear Datalog essentially follows from already established results, as observed in [9]. For
the sake of completeness, we give an approximate outline of the argument without being too
technical.4 If co-CSP(B) is definable in Datalog and B has a Maltsev polymorphism, then
B also has a majority polymorphism. If B has a majority polymorphism, then co-CSP(B)
is definable in linear Datalog [8]. Hence, to re-prove Theorem 18, it is sufficient to prove
Lemma 19. Our proof relies on the notion of SBPD.
Lemma 19. If co-CSP(B) is definable by a linear Datalog program and B is invariant under
a Maltsev operation m, then co-CSP(B) is definable by a symmetric Datalog program.
To get ready for the proof of Lemma 19, we define an N -digraph of size s as an oriented
path that consists of s forward edges, followed by s backward edges, followed by another
s forward edges. Proposition 20 is easy to prove, and the Maltsev properties are used in
Lemma 21.
4The interested reader can consult Lemma 6 (originally in [23]) and Lemma 9 in [9]. For Lemma 9, note
that if B has a Maltsev polymorphism, then V(A(B)) is congruence permutable, see [5].
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Proposition 20. A minimal oriented path is either a directed path, or it contains a subpath
which is an N-digraph.
Lemma 21. Let B be a structure invariant under a Maltsev operation m, S be a (j, k)-path
with a (j, k)-representation S = (S0, . . . ,Sn−1), and P = e0, . . . , eq be a minimal oriented
path of height n. If ξ(S ,P)→ B, then S→ B.
Proof. Using Proposition 20, there is an index t such that Q = et, et+1, . . . , et+(3s−1) is an N -
digraph of size s in P. Assume that the first and last vertices of Q are v and w, respectively.
Let P′ be the oriented path obtained from P by removing Q, and adding a directed path
Q′ = ft, ft+1, . . . , ft+(s−1) of length s from v to w. We claim that there is a homomorphism
γ from ξ(S ,P′) to B. Once this is established, repeating the argument sufficiently many
times clearly yields that S→ B.
Let ξ(S ,P) = (Se0 , . . . ,Seq), and ϕe0 , . . . , ϕeq be the corresponding isomorphisms (recall
the zigzag operator definition in Section 3.1). Similarly, let ξ(S ,P′) = (Sf0 , . . . ,Sfq−2s),
and ψf0 , . . . , ψfq−2s be the corresponding isomorphisms. Because S[e0,et−1] and S[et+3s,eq ] are
isomorphic to S[f0,ft−1] and S[ft+s,fq−2s], respectively, γ for elements in S[f0,ft−1] ∪S[ft+s,eq−2s] is
defined in the natural way. It remains to define γ for every d ∈ S[ft,ft+(s−1)].
Assume that d ∈ Sft+` for some ` ∈ {0, . . . , s−1}. Find the original of d in S and let it be
do, i.e., do = ψft+`(d). Then we find the three copies d1, d2, d3 of do in S[ft,ft+(3s−1)]. That is,
first we find the three edges e`1 , e`2 , e`3 of Q which have the same level as ft+` (all levels are
with respect to P and P′). Then di = ϕ−1e`i (do), i ∈ [3]. We define γ(d) = m(d1, d2, d3). By the
Maltsev properties of m, γ is well-defined. As B is invariant under m, ξ(S ,P′)
γ−→ B.
Proof of Lemma 19. If co-CSP(B) can be defined by a linear (j, k)-Datalog program, then
there is an obstruction set O for B in which every structure is a (j, k)-path by [7]. We
construct a symmetric obstruction set Osym for B as follows. For every (j, k)-path S with a
(j, k)-representation S = S0, . . . ,Sn−1 in O and for every minimal oriented path P of height
n, place ξ(S ,P) into Osym. By Corollary 17, Osym is (j, k)-symmetric.
Observe that O ⊆ Osym, so it remains to show that no element of Osym maps to B. But
if T ∈ Osym, then T = ξ(S ,P) for some S ∈ O and P. By Lemma 21, if ξ(S ,P) → B,
then S→ B. This contradicts the assumption that O is an obstruction set for B.
3.3.2 A class of oriented paths for which the CSP is in L, and a class for which
the CSP is NL-complete
In this section we define a class C of oriented paths such that if B ∈ C then co-CSP(B) is
in symmetric Datalog. Our strategy is to find an obstruction set O for B ∈ C, and then to
show that our obstruction set is piecewise symmetric. We need some notation.
We say that a directed path is forward to mean that its first and last vertices are the
vertices with indegree zero and outdegree zero, respectively. Let P be an oriented path with
first vertex v and last vertex w. Then the reverse of P, denoted by P¯, is a copy of the
oriented path P in the reverse direction, i.e., the first vertex of P¯ is a copy of w and its last
vertex is a copy of v. Let Q be another oriented path. The concatenation of P and Q is the
oriented path PQ in which the last vertex of P is identified with the first vertex of Q. For a
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Figure 6: 2-wave in the proof of Theorem 23.
nonnegative integer r, Pr denotes P1P2 · · ·Pr, where the P` are disjoint copies of P. Given
two vertices v and w, we denote the presence of an edge from v to w with v → w.
Definition 22 (Wave). If an oriented path Q can be expressed as E1(PP¯)
rPE2, where Ei
(i ∈ [2]) denotes the forward directed path that is a single edge, P is a forward directed path
of length `, and r ≥ 0, then Q is called an r-wave. A 2-wave is shown in Figure 8, 1.
Theorem 23. Let Q be a wave. Then Q has PSBPD, co-CSP(Q) is definable in symmetric
Datalog, and CSP(Q) is in L.
Proof. We prove the case when Q is an r-wave for r = 2. For larger r-s, the proof generalizes
in a straightforward manner. Let P be a directed path of length h, P1,P3,P5 be disjoint
copies of P, and P2,P4 be copies of the reverse of P. Let E1 and E2 be forward edges. As-
sume the 2-wave Q is E1P1P2P3P4P5E2 (Figure 6). We will provide a piecewise symmetric
obstruction set Ops for Q, such that every element of Ops is an oriented path. To do this,
first we observe that by [17], Q has path duality, i.e., we can assume that the set O of all
oriented paths that do not homomorphically map to Q form an obstruction set for Q. To
construct Ops from O, we will place certain elements of O into Ops such that Ops is still an
obstruction set for Q.
We begin with some simple observations. Any oriented path that has height at most
h+ 1 maps to Q, so these oriented paths can be neither in O nor in Ops. Any oriented path
that has height strictly larger than h+ 2 obviously does not map to Q, so all such paths are
in O and we also place these paths into Ops. Assume that P ∈ O has height exactly h+ 2.
It is easy to see that if P is not minimal, then it contains a minimal subpath that does not
map to Q. Therefore, it is sufficient to place only those oriented paths from O of height
h+ 2 into Ops which are minimal.
Let P ∈ Ops of height h+ 2 (then P is minimal). Intuitively, any attempt to homomor-
phically map the vertices of P to Q starting by first mapping the first vertex of P to the
first vertex of Q and then progressively finding the image of the vertices of P from left to
right would get stuck at a or c.
Formally, assume that the vertices of P are v1, . . . , vn. Let P[i] denote the subpath of P
on the first i vertices. Choose i to be the largest index such that P[i]
ϕ−→ Q and ϕ(v1) = s.
Then ϕ cannot be extended to vi+1 for one of the following reasons. Clearly, ϕ must map
vi to a source or a sink other than s or t, i.e., to a,b,c or d. Furthermore, we can assume
that vi is not mapped to b or d. This is because if vi is mapped to b or d, then level(vi) = 1,
so the edge between vi and vi+1 is from vi to vi+1, and therefore ϕ can be extended. So we
can assume that vi is mapped to a or c. Because we cannot extend ϕ, vi+1 must be at level
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`+ 2, so it must be that vi+1 is the last vertex vn of P. Because P 6→ Q, P[n−1] must be an
oriented path such that any homomorphism ϕ from P[n−1] to Q such that ϕ(v1) = s maps
vn−1 to a or c but not to e.
We assume first that any homomorphism ϕ from P[n−1] to Q maps vn−1 to a. We follow
the vertices of P[n−1] from left to right. Let wa be the first vertex that is at level h + 1. If
there is a vertex to the right of wa at level 1, then because P[n−1] will have to reach level
h + 1 again, we will be able to map vn−1 to c, and that is not possible by assumption. So
P must have the following form (Form 1): (w1 → w2)X(w3 → w4)Y(w5 → w6), where X is
any oriented path of height h− 1 with first vertex at the bottom and last vertex at the top
level of X, and Y is any oriented path of height h − 1 with both its first and last vertices
being in the top level of Y. See Figure 7, left.
For the second case, we assume that P[n−1] is such that vn−1 can be mapped to c. Again,
we follow the vertices of P[n−1] from left to right. Let wa be the first vertex that is at level
h + 1. We must have a vertex going back to level 1 (otherwise we could not “pass” b and
could not map vn−1 to c). Let wb be the first such vertex. We will have to go back to level
h + 1 again, so let wc be the first vertex at that level. Finally, we cannot go back to level
1 again, since then the last vertex of P[n−1] can be mapped to e. We can “go down” to at
most level 2 of P[n−1]. So P must have the form (Form 2) (w1 → w2)X(w3 → w4)Y(w5 ←
w6)Z(w7 → w8)W(w9 → w10), where X (Z) is any oriented path of height h − 1 with first
vertex at the bottom and last vertex at the top level of X (Z), Y is any oriented path of
height h− 1 with first vertex at the top and last vertex at the bottom level of Y, and W is
any oriented path of height h− 1 with both its first and last vertices being in the top level
of W. See Figure 7, right.
X
Y
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w2
w3
wa = w4 w5
w6
X
Y
w1
w2
w3
wa = w4
Z
W
w5
wb = w6
w7
w9
w10
wc = w8
Figure 7: Obstructions of height h+ 2 for a 2-wave.
Because Ops ⊆ O and for any structure S ∈ O, there is a structure S′ ∈ Ops such that
S′ → S, Ops is an obstruction set for Q.
It remains to show that Ops is piecewise symmetric. Let S be an oriented path of
height more than h + 2, and assume the vertex set of S is v1, . . . , vn. We need to de-
fine a representation S , and a filter FS for S. The representation (S0,S1, . . . ,Sn−2) is
(v1, v2), (v2, v3), . . . , (vn−1, vn) (width (1, 2)). The filter FS is the empty filter. Note that if
we apply a zigzag operation to S, we get an oriented path of the same height as S, so Ops is
closed under zigzagging of obstructions of height greater than h+ 2.
Let S be an oriented path of height h + 2 of Form 1, and assume the vertex set of S
is v1, . . . , vn. The representation S = (S0,S1, . . . ,Sn−2) is constructed as in the previous
paragraph. We specify FS to be the following (3, 6)-filter. Assume that the edge (w3, w4) is
structure Si. Then FS = {[0, 0], [i, i], [n − 2, n − 2]}. Using the definitions it is easy to see
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that if P obeys the filter FS, then ξ(S ,P) is also an oriented path of Form 1. Therefore
Ops is closed under zigzagging of obstructions of Form 1. Obstructions of Form 2 can be
handled similarly.
We state the following generalization of waves.
Definition 24 (Staircase). A monotone wave is an oriented path of the form (P¯P)rP¯, where
P is a forward directed path and r ≥ 0. We call the vertices of a monotone wave in the
topmost level peaks, and the vertices in the bottommost level troughs.
If a minimal oriented path Q can be expressed as P1W1P2W2 . . .Pn−1Wn−1Pn, where
P1, . . . ,Pn are forward directed paths, W1, . . . ,Wn−1 are monotone waves, and for any
i ∈ [n− 1], the troughs of Wi are in a level strictly below the level of the troughs of Wi+1,
and also, the peaks of Wi are in a level strictly below the level of the peaks of Wi+1, then
Q is called a staircase. An example is given in Figure 8, 2.
Theorem 25. Let Q be a staircase. Then Q has PSBPD, co-CSP(Q) is definable in sym-
metric Datalog, and CSP(Q) is in L.
Proof. Assume that the height Q is h. As for waves, we use [17] to conclude that Q has
path duality. We will construct a piecewise symmetric obstruction set Ops for Q by placing
three classes of oriented paths into Ops. First, Ops contains all oriented paths which have
height strictly greater than h. These oriented paths obviously do not map to Q.
The next class of oriented paths we place into Ops are those which have height precisely
h. Recall that Q consists of waves patched together with directed paths in between. Let the
wave subpaths of Q be W1, . . . ,Wn, from left to right. For each Wi, we construct a class
of oriented paths. Assume that Wi has height hi and let Oi be the set of minimal oriented
paths of height hi which do not map to Wi. For each R ∈ Oi, we construct C = B1RB2,
where B1 and B2 are oriented paths (possibly empty) such that C has height h, and the
level of R in C matches the level of Wi. Observe that there cannot be a homomorphism
from C to Q. We place all such constructed C into Ops.
Let ` be the length of the longest directed subpath of Q. The third class of oriented
paths are those that have height h′, where ` < h′ < h. For every such h′, we produce a set
of obstructions. (Remark: we set ` < h′ because any oriented path of length ` or less maps
to Q.)
Assume inductively (the base case is trivial) that we already have a piecewise symmetric
obstruction set for every staircase of height strictly less than h. Consider every subpath
Q1, . . . ,Qm of Q of height h
′. Notice that core(Qi) is a staircase which is not a directed
path. By the inductive hypothesis we have a piecewise symmetric obstruction set Ui for Qi.
We keep only those oriented paths in Ui which have height at most h′; observe that Ui 6= ∅.
Construct D = B1T1 · · ·BmTmBm+1, where (T1, . . . ,Tm) ∈ U1 × · · · × Um and the Bj are
arbitrary oriented paths such that the height of D is h′. Place all these D-s into Ops.
Notice that D does not map to Q for the following. Assume for contradiction that D
maps to a subpath S of Q. Then D also maps to the core of S which is a staircase. But by
construction D contains a subpath that does not map to S.
We show that Ops is an obstruction set for Q. If an structure Z ∈ Ops homomorphically
maps to an input structure A, then obviously, there cannot be a homomorphism from A to
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Q. Assume for contradiction that no structure in Ops maps to A but A does not map to
Q. Then O contains an oriented path P that maps to A. So if we show the following claim
then we are done.
Claim. For any oriented path P that does not homomorphically map to Q, there is an
oriented path Z ∈ Ops that homomorphically maps to P.
Proof of Claim. Assume that P has height precisely h. We show that there exists Z ∈ Ops
of height h such that Z → P. Assume for contradiction that none of the oriented paths of
height h in Ops map to P. As before, let W1, . . . ,Wn be the wave segments of Q, from
left to right, and assume without loss of generality that none of the Wi is a directed path.
Let the initial and final vertices of Wi be ai and bi respectively, i ∈ [n]. For each i ∈ [n],
find the minimal oriented subpaths of P whose initial vertices have the same level as ai, and
final vertices have the same level as bi, or vice versa (note that because of the structure of
Q, no such oriented path could contain another as a subpath, however, these oriented paths
could overlap). For any such subpath R of P associated with Wi, map the lowest vertex of
R to ai, and the highest vertex of R to bi. Remark 1: In fact there is no other choice. The
rest of the vertices of R can be mapped to Q as follows. If R does not map to Wi with
first and last vertices matched then by definition, P is in Ops and we have a contradiction.
Therefore let the homomorphism for R be ϕR. Remark 2: Also observe that ϕR maps the
inner vertices of R to vertices of the staircase which are between ai and bi.
We show that the partial homomorphisms ϕR map the same vertex of P to the same
vertex in Q, and furthermore we can also map those vertices of P to an element of Q that
are not mapped anywhere by the ϕR. This way we obtain a homomorphism from P to Q
and this would be a contradiction.
First, any vertex v is assigned to a vertex of Q by at most two homomorphisms which
correspond to consecutive wave segments of Q. This is because in Q, Wi and Wj are disjoint
unless j = i+ 1. Using Remarks 1 and 2, we can see that if a vertex v of P is in the domain
of two “non-consecutive” homomorphisms, then because those homomorphisms could not
agree on where to map v, it is not possible that P→ Q. This is a contradiction.
Let ϕR1 and ϕR2 (assume without loss of generality that R1 and R2 correspond to
W1 and W2, respectively) be two partial homomorphisms such that their domains overlap.
Then the markers a1, b1, a2, b2 appear in the order a1, a2, b1, b2 when traversing P from left
to right. The vertices that are in the domain of both homomorphisms are the ones from a2
to b1. By the choice of a1, b1, a2, b2, the segment of P from a2 to b1 is a minimal oriented
path. Checking the images of the vertices going back from b1 to a2 under the map ϕR1 , we
see that these vertices are mapped to the rightmost directed path segment of W1. Similarly,
the image of these vertices under ϕR1 is the leftmost directed path of the W2. That is, the
two homomorphisms coincide for the vertices from a2 to b1.
Furthermore, some vertices of P are not in the domain of any partial homomorphisms.
Consider the two minimal oriented paths S and S′ on the two sides of such a maximal
continuous sequence of vertices in P. There are two cases. First, assume that S and S′ both
correspond to the same Wi. Let the markers for S be a and b an the markers for S
′ be a′
and b′. Then following P from left to right, the markers appear in the order a, b, b′, a′. The
images of the vertices from b to b′ are not defined. (Observe that b and b′ are mapped to the
same vertex.) Consider the last directed path segment of Wi together with the first directed
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path segment of Wi+1 (or just the last edges of Q if i = n). Observe that the vertices from
b to b′ can be mapped to this directed path. The case when S and S′ correspond to different
waves of Q is handled similarly.
Suppose lastly that P has height h′ < h. Because P does not map to any of the subpaths
of Q of height h′, for each subpath Q1, . . . ,Qm of Q of height h′, P contains a subpath Si
such that Si 6→ Qi, i ∈ [m]. If Si 6→ Qi then Si 6→ core(Qi). Recall that core(Qi) is a
staircase and by definition, Ui contains an oriented path S′i such that S′i → Si. It is clear
that we can choose oriented paths B1, . . . ,Bm+1 such that B1S
′
1B2 . . .BmS
′
mBm+1 → P.
Finally, it is not hard to see from the construction how to associate filters with the
elements of Ops to establish that Ops is piecewise symmetric.
We also give a large class of oriented paths for which the CSP is NL-complete. We need
the following propositions to prove Theorem 28.
Proposition 26. Let P1 and P2 be two minimal oriented paths of the same height h. Then
there is a minimal oriented path Q of height h such that Q→ P1,P2.
Proof. Not hard, see e.g. [16].
Proposition 27. A core oriented path has a single automorphism, i.e., it is rigid.
Proof. Let P be a core oriented path and P be an isomorphic copy of P′. There are at
most two isomorphisms from P′ to P (because a vertex with indegree 0 must be mapped
to a vertex with indegree 0, and similarly for a vertex with outdegree 0). One possibility is
to map the first vertex of P′ to the first vertex of P and the last vertex of P′ to the last
vertex of P. For contradiction, assume that the second possibility happens, i.e., there is an
isomorphism ϕ that maps the first vertex of P′ to the last vertex of P and the last vertex
of P′ to the first vertex of P. Assume that both the first vertex v and last vertex w of P′
have indegree zero (the other case is similar). Then the level(v) = level(w). This implies
that the number of forward and backward edges in P is the same, so P has 2q edges. By
the existence of ϕ, P must have the form QQ¯, and such an oriented path is clearly not a
core.
Theorem 28. Let B be a core oriented path that contains a subpath P1P2P3 of some height
h with the following properties: P1,P2 and P3 are minimal oriented paths, they all have
height h, and there is a minimal oriented path Q of height h such that Q → P1, Q → P3
but Q 6→ P2. Then CSP(B) is NL-complete.
An example is given in Figure 8, 3 and 4.
Proof of Theorem 28. We show that the less-than-or-equal-to relation on two elements, R≤ =
{(0, 0), (0, 1), (1, 1)}, and the relations {0} and {1} can be expressed from P using a prim-
itive positive (pp) formula (i.e., a first order formula with only existential quantification,
conjunction and equality). It is easy to see and well known that CSP({R≤, {0}, {1}}) is
equivalent to the NL-complete directed st-Conn problem.
Since P is a core, it is rigid by Proposition 27. Assume that the first vertex of P1
is in a level lower than the level of the last vertex of P1 (the other case can be handled
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Figure 8: 1: A 2-wave. 2: A staircase. 3: An example oriented path for which the CSP is
NL-complete. 4: The oriented path Q in Theorem 28 corresponding to the oriented path in
3.
similarly). See the illustration in Figure 9. Assume that the first vertex of P1 is 0 and the
first vertex of P3 is 1. We construct a structure G with two special vertices x and y such
that {(h(x), h(y)) | G h−→ P} = R≤. It is well known and easy to show that then R≤ can
also be expressed from P using a pp-formula. Let P′ be an isomorphic copy of P. We refer
x y
Q P123
P23
P1
10
P2 P3 P′1 P
′
2 P
′
3
c
P G
Figure 9: Construction of the gadget G.
to copies of P1,P2,P3 as P
′
1,P
′
2,P
′
3, respectively. Using Proposition 26, we find a minimal
oriented path P23 of height h that maps to both P2 and P3. Similarly, we find a minimal
oriented path P123 that maps to each of P1,P2,P3. We rename the first vertex of Q to x,
and the first vertex of P123 y to y. To construct G, we identify the topmost vertices of the
oriented paths P23,Q and P123. Then we identify the first vertex of P23 with the vertex c of
P′ that is shared by P′2 and P
′
3. Observe that any homomorphism from G to P, must map
c to 1. It is straightforward to verify that {(h(x), h(y)) | G h−→ P} = R≤.
Because P is rigid, any relation of the form {v} where v ∈ P can be expressed by a
pp-formula.
4 On CSPs in NL
4.1 Definitions
Let τ be a vocabulary. A successor τ -structure S is a relational structure with vocabulary
τ ∪ {first, last, suc}, where first and last are unary symbols and suc is a binary symbol.
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Without loss of generality, the domain S is defined as {1, . . . , n}, firstS = {1}, lastS = {n},
and sucS contains all pairs (i, i+ 1), i ∈ [n− 1]. Because firstS, lastS and sucS depend only
on n, they are called built-in relations. When we say that a class of successor structures is
homomorphism/isomorphism-closed, all structures under consideration are successor struc-
tures, and we understand that homomorphism/isomorphism closure, respectively, is required
only for non-built-in relations.
Definition 29 (Split Operation). A split operation produces a τ -structure A′ from a τ -
structure A as follows. For an element a ∈ A let Ta be defined as
Ta = {(t, R, i) | t = (t1, . . . , tr) ∈ RA where R ∈ τ , and ti = a}.
If |Ta| ≤ 1 for every a ∈ A, then no split operation can be applied. Otherwise we choose a
strict nonempty subset T of Ta, and for each triple (t, R, i) ∈ T , we replace t = (t1, . . . , tr)
in RA with (t1, . . . , ti−1, a′, ti+1, . . . , tr) to obtain A′ (and A′ = A ∪ {a′}).
Definition 30 (Split-Minimal, Critical). Let C be a class of structures over the same vocab-
ulary. We say that a structure A ∈ C is split-minimal in C if for every possible nonempty
sequence of split operations applied to A, the resulting structure is not in C. We say that a
structure A ∈ C is critical in C if no proper substructure of A is in C.
For a class of successor τ -structures, criticality and split-minimality is meant only with
respect to non-built-in relations.
Definition 31 (Read-Once Datalog). Let P be a (linear, symmetric) Datalog program that
defines a class of structures C. If for every critical and split-minimal element of C there is a
P-derivation that is read-once, then we say that P is read-once.
Definition 32 (Read-Once mnBP1). A monotone nondeterministic branching program (mnBP)
H with variables X = {x1, . . . , xn} computes a Boolean function fH : {0, 1}n → {0, 1}. H is
a directed graph with distinguished nodes s and t and some arcs are labeled with variables
from X (not all arcs must be labeled). An assignment σ to the variables in X defines a
subgraph Hσ of H as follows: an arc a belongs to Hσ if σ(x) = 1, where x is the label of a,
or if a has no label. The function fH is defined as fH(σ) = 1 if and only if there is a directed
path in Hσ from s to t (an accepting path). The size of an mnBP is |VH |.
Let τ be a vocabulary and n ≥ 1. We assume without loss of generality that any relational
structure whose domain has size n has domain {1, 2, . . . , n}. Let (R1, t1), (R2, t2), . . . , (Rq, tq)
be an enumeration of all pairs such that Ri ∈ τ and ti ∈ {1, 2, . . . , n}ar(Ri). We associate a
variable xi with (Ri, ti), for each i = 1, 2, . . . , q. Then if all labels of a branching program
Hn are among x1, x2, . . . , xq, we say that Hn is over the vocabulary τ for input size n. We
say that a family of branching programs F defines a class of τ -structures C, if for each
n ≥ 1, F contains precisely one branching program Hn over τ for input size n such that
fHn(x1, x2, . . . , xq) = 1 if and only if the tuple structure with domain {1, 2, . . . , n} and
containing precisely those pairs (Ri, ti) for which xi = 1 is in C.
Let F be a family of mnBP1s that contains precisely one branching program for each
n ≥ 1. We say that F is a poly-size family if there is a polynomial p such that for each
n ≥ 1, |V (Hn)| ≤ p(n). Such a family is denoted by mnBP1(poly). If for every n and every
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structure of domain size n in C, Hn contains an accepting path P such that any label on P
is associated with at most one arc of P , then we say that F is read-once. (This read-once
condition can be made a bit weaker.)
4.2 Examples
We give some examples of problems definable by a 1-linDat(suc) program or by an mnBP1(poly).
The program in Section 2.2, Figure 1 without rule 3 is a read-once linear Datalog(suc) pro-
gram that defines the problem directed st-Conn. To see that this program Pst−Conn is
read-once, let G be any input that is accepted (we do not even need G to be critical and
split-minimal). Then we find a directed path in EG connecting an element of SG to an
element of TG without repeated edges. We build a Pst−Conn-derivation for this path in the
obvious way.
For this section, by a clique we mean an ordinary undirected clique but each vertex
may or may not have a self-loop. Let EvenCliques be the class of cliques of even size.
The read-once linear Datalog(suc) program PEC below defines EvenCliques. The goal
predicate of PEC is G2, and E is the symbol for the edge relation of the input. The first part
of PEC checks if the domain size n of the input is even. The second part goes through all
pairs (x, y) ∈ [n]2, and at the same time, checks if (x, y) is an edge in E. This is achieved
by accessing the order on the domain. Program PEC goes through every pair of vertices
precisely once, so every PEC-derivation is read-once, and therefore PEC is read-once.
I(y)← first(x) ∧ suc(x, y)
I(z)← I(x) ∧ suc(x, y) ∧ suc(y, z)
G1 ← I(x) ∧ last(x)
J(x, y)← G1 ∧ first(x) ∧ first(y)
J(x, z)← J(x, y) ∧ suc(y, z) ∧ E(x, z) ∧ E(z, x)
J(z, w)← J(x, y) ∧ last(y) ∧ suc(x, z) ∧ suc(z, w)∧
E(z, w) ∧ E(w, z)
G2 ← J(x, y) ∧ suc(x, y) ∧ last(y).
Figure 10: The read-once linear Datalog(suc) program PEC for EvenCliques.
In fact, we can easily test much more complicated arithmetic properties than the property
of being even (e.g., being a power of k) with a 1-linDat(suc) program. However, linear
Datalog cannot define any set of cliques with a non-trivial domain size property in the
following sense. Let K be a clique of size n, and K′ be the clique obtained by identifying any
two vertices of K. Then K homomorphically maps to K′, and therefore if a linear Datalog
program accepts K, then it also accepts K′. Therefore EvenCliques or, in fact, any set
of cliques that contains a clique of size n but no clique of size n− 1 cannot be defined by a
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linear Datalog program. Since it is not difficult to convert a 1-linDat(suc) program into an
mnBP1(poly), the aforementioned problems can also be defined with an mnBP1(poly).
The additional power the successor relation gives to 1-linDat is at least twofold. For
example, read-once linear Datalog(suc) can do some arithmetic, as demonstrated above. In
addition, let’s define the density of a graph to be the number of edges divided by the number
of vertices. The density of an n-clique is
(
n
2
)
/n = θ(n). As demonstrated above, access to
an order allows read-once linear Datalog(suc) to accept only structures of linear density. On
the other hand, any linear Datalog program P accepts structures of arbitrary low density.
For let S be a structure accepted by P . Then adding sufficiently many new elements to
the domain of S yields a structure S′ whose density is arbitrarily close to 0, and S′ is still
accepted by P . One consequence of Corollary 34 is that if a read-once linear Datalog(suc)
defines co-CSP(B), then both aforementioned additional abilities are of no use.
4.3 Main Results
We begin with stating the results for 1-linDat(suc) and poly-size families of mnBP1s discussed
in the Introduction.
Theorem 33. Let C be a homomorphism-closed class of successor τ -structures. If C can
be defined by a 1-linDat(suc) program of width (j, k), then every critical and split-minimal
element of C has a (j, k + j)-path decomposition.
Corollary 34. If co-CSP(B) can be defined by a 1-linDat(suc) program of width (j, k), then
co-CSP(B) can also be defined by a linear Datalog program of width (j, k + j).
Theorem 35. Let C be a homomorphism-closed class of successor τ -structures. If C can be
defined by a family of mnBP1s of size O(nj), then every critical and split-minimal element
of C has a (j, r + j)-path decomposition, where r is the maximum arity of the symbols in τ .
Corollary 36. If co-CSP(B) can be defined by a family of mnBP1s of size O(nj), then
co-CSP(B) can also be defined by a linear Datalog program of width (j, r+ j), where r is the
maximum arity of the relation symbols in the vocabulary of B.
As discussed before, a wide class of CSPs–CSPs whose associated variety admits the
unary, affine or semilattice types–does not have bounded pathwidth duality [20]. It follows
that all these CSPs are not definable by any 1-linDat(suc) program, or with any mnBP1 of
poly-size. An example of such a CSP is the P-complete CSP Horn-3Sat.
After some definitions, we give a high-level description of the proof of Theorem 33. Any
τ -structure M with domain size n can be naturally converted into an isomorphic successor
structure M(pi), where pi is a bijective function pi : M → {1, . . . , n}. We define the domain
M(pi) as {1, . . . , n} (note that this automatically defines firstMpi , lastMpi and sucMpi) and for
any R ∈ τ , and (t1, . . . , tar(R)) ∈ RM, we place the tuple (pi(t1), . . . , pi(tar(R))) into RMpi).
When we want to emphasize that a structure under consideration is a successor τ -structure,
we use the subscript s, for example Ms. Given a successor τ -structure Ms, M denotes the
structure Ms but with the relations first
Ms , lastMs and sucMs removed.
We make the simple but important observation that we are interested only in isomorphism-
closed classes. For example, co-CSP(B) is obviously isomorphism-closed. We will crucially
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use the fact that if Ms is accepted by a 1-linDat(suc) program P , then P must also accept
M(pi) for any bijective function pi. We are ready to describe the intuition behind the proof
of Theorem 33.
A 1-linDat(suc) program that ensures that the class of successor-structures C it defines is
homomorphism-closed (and therefore isomorphism-closed) does not have enough “memory”–
due to its restricted width–to also ensure that some key structures in C are “well-connected”.
If these key structures are not too connected, then we can define co-CSP(B) in linear Datalog.
The more detailed proof plan is the following. Assume that co-CSP(B), where the input
is a successor structure, is defined by a linDat(suc) program P of width (j, k). We choose
a “minimal” structure M in C that is accepted, and assume for contradiction that M does
not have width (j, k). Then roughly speaking, for all possible “permutations of the domain
elements of M”, M must be accepted; therefore for each of these isomorphic structures, P
must be able to provide a derivation. Because this procedure will provide many enough
derivations, we will be able to find some derivations which are of a desired form. The
identification of these “good” derivations also crucially uses the generalized Erdo˝s-Ko-Rado
theorem. Once these derivations are detected, they can be combined to produce a derivation
that “encodes” a structure of bounded pathwidth. The structures of bounded pathwidth
produced this way can be used to define co-CSP(B) in linear Datalog. We give the formal
proofs.
We need the following additional definitions related to linear Datalog. In addition to
extracting Ex(D) from D , we can also extract a decomposition of Ex(D) reminiscent of a
path decomposition. For each ` ∈ [q], we define a tuple structure B˜` by adding (R, t) to
B˜` if R(t) appears in ρ`. In such a representation of Ex(D), we call B˜` the `-th bag, and
(B˜1, . . . , B˜q) the tuple distribution of Ex(D). It will be useful to remove empty bags from the
list of bags (B˜1, . . . , B˜q) to obtain the sequence (B˜i1 , . . . , B˜it), where i` < i`′ if ` < `
′. For
simpler notation, we renumber (B˜i1 , B˜i2 . . . . , B˜it) to (B˜1, B˜2, . . . , B˜t). We call the sequence
(B˜1, . . . , B˜t) the pruned tuple distribution of D . The following is easy to prove.
Proposition 37. Let A′ be a τ -structure obtained from a τ -structure A by applying a se-
quence of split operations. Then A′ → A.
We recall the following theorem tailored a bit to our needs.
Theorem 38 (Erdo˝s-Ko-Rado, general case; see, e.g., [14]). Suppose that F is a family of
s-subsets of {1, . . . , n}, where n ≥ n0(s, j + 1). Suppose that for any two sets S1, S2 ∈ F ,
|S1 ∩ S2| ≥ j + 1. Then |F| ≤
(
n−(j+1)
s−(j+1)
)
= O(ns−(j+1)).
Proof of Theorem 33. Let the read-once linear Datalog(suc) program that defines C be P .
Let M be a structure in C such that M is critical and split-minimal, but assume for con-
tradiction that M has no (j, k)-path decomposition. Suppose that M = {m1, . . . ,ms}. We
choose a large enough n divisible by s (for convenience): how large n should be will be-
come clear later. We begin with constructing a class of successor structures from M. Let
ϕ : M → {1, . . . , n} be a function that for all i ∈ [s], maps mi to one of the numbers in{
(i− 1) · n
s
+ 1, . . . , i · n
s
}
. We call such a function an embedder. Observe that there are (n
s
)s
possible embedder functions. For each embedder ϕ, we define a successor structure Mϕ as
follows. Mϕ is obtained from M by renaming mi to ϕ(mi) for each i ∈ [s], and adding all
numbers inside {1, . . . , n} but not in the range of ϕ to the domain of the structure.
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Obviously for any embedder ϕ, Mϕ contains an isomorphic copy of M, and therefore
M → Mϕ. Since C is closed under homomorphisms (and successor-invariant), it follows
that for any embedder ϕ, Mϕ is accepted by P . Our goal now is to show that P accepts a
structure that can be obtained from M by applying a nonempty sequence of split operations.
This would contradict the split-minimality of M with respect to C.
Let ϕ1, . . . , ϕt be an enumeration of all t = (
n
s
)s embedders, and Mϕ1 , . . . ,Mϕt the
corresponding successor structures. Since P is read-once, we can assume that for each
i ∈ [t], there is a read-once P-derivation for Mϕi :
D(Mϕi) = (ρ
i
1, λ
i
1), . . . , (ρ
i
qi
, λiqi).
For eachD(Mϕi) we denote its pruned tuple distribution as (B˜
i
1, . . . , B˜
i
wi
). Let ψi(B˜
i
1, . . . , B˜
i
wi
)
denote (M˜i1, . . . , M˜
i
wi
), where M˜i` for each ` ∈ [wi] is obtained as follows. For every (R, t) ∈
B˜i`, place (R,ϕ
−1
i (t)) into M˜
i
`. We call ψi(B˜
i
1, . . . , B˜
i
wi
) the prototype of (B˜i1, . . . , B˜
i
wi
). We
say that two pruned tuple distributions (B˜i1, . . . , B˜
i
wi
) and (B˜i
′
1 , . . . , B˜
i′
wi′
) are similar if they
have the same prototypes, i.e., ψi(B˜
i
1, . . . , B˜
i
wi
) = ψi′(B˜
i′
1 , . . . , B˜
i′
wi′
).
Note that the codomain of ψi, for any i, is a sequence S of bags such that a bag contains
elements of M˜. Because by definition, every bag in S is nonempty, and D(Mϕi) is read-
once, we have that |S| ≤ |M˜|. Therefore the number of possible bag sequences can be
upper-bounded by a function of s; let this upper bound be cs. It follows that there must be
at least t′ = t
cs
embedders ϕi1 , . . . , ϕit′ such that for any `, `
′ ∈ {i1, i2, . . . , it′}, (B˜`1, . . . , B˜`w`)
and (B˜`
′
1 , . . . , B˜
`′
w`′
) are similar. Let the common prototype of all these similar pruned tuple
distributions be (M˜1, . . . , M˜w) (i.e., ψi1(B˜
i1
1 , . . . , B˜
i1
wi1
)). Because M˜ is critical, it follows
that M˜ = M˜1 ∪ · · · ∪ M˜w5.
To give a heads-up to the reader, our goal now is to construct a derivation D ′ using the
derivations D(Mϕi1 ),D(Mϕi2 ), . . . ,D(Mϕit′ ), such that Ex(D
′) is isomorphic to a structure
M˜′ that can be obtained from M˜ by a nonempty sequence of split operations. Because M˜
is split-minimal, this contradiction will complete the proof.
Define Xg = M˜1∪ · · ·∪ M˜g, and Yg = M˜g ∪ · · ·∪ M˜w for g ∈ [w]. If there is no g ∈ [w− 1]
such that |Xg ∩ Yg+1| > j, then we construct a (j, k + j)-path decomposition S1, . . . , Sw for
M as follows. Define S1 = M˜1, Sw = M˜w, and S` = M˜` ∪ (X`−1 ∩ Y`+1), for 2 ≤ ` ≤ w − 1.
The first condition of Definition 3 is obviously satisfied. For the second condition, take Si
and Si′ and i < ` < i
′. If a ∈ Si ∩ Si′ then a ∈ M˜i′′ and a ∈ M˜i′′′ for some i′′ ≤ i and i′ ≤ i′′′,
so a ∈ S`. For the first part of the third condition observe that because P has width (j, k),
|M˜`| ≤ k. Because we added at most j new elements to M˜` to obtain S`, |S`| ≤ k + j for
any `. For the second part of the third condition, observe that S` ⊆ X` and S`+1 ⊆ Y`+1, so
|S` ∩ S`+1| ≤ j for any `.
For the other case, suppose that for some g, |Xg ∩ Yg+1| > j. Recall that for each
` ∈ {i1, i2, . . . , it′}, M˜g was constructed from the bag B˜`g, and B˜`g was constructed from a
rule ρ`g` for some g`, i.e., the g`-th rule in the derivation D(Mϕ`) = (ρ
`
1, λ
`
1), . . . , (ρ
`
q`
, λ`q`).
Let ι be the number of IDBs of P and κ the maximum arity of any IDB of P . Recall that
5Note that because M˜ is critical and C is homomorphism closed, M˜ cannot contain isolated elements
except when M˜ is a structure with a single element and no tuples. In this case the only critical and split-
minimal element is M˜ and the empty set is a (0, 0)-path decomposition for M˜.
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since P has width (j, k), any IDB contains at most j variables. Assume that the head IDB
of ρ`g` is I
`
g`
(x`g`). Then there are at most ιj
κnj possibilities for the head IDB I`g` together
with its variables instantiated to numbers in [n]. This means that there is an IDB I and a
tuple t such that for at least t′′ = t
′
ιjκnj
values of ` ∈ {i1, i2, . . . , it′}, it holds that I`g` = I,
and λ`g`(x
`
g`) = t. Let these t
′′ values be {`1, . . . , `t′′}.
We establish later that we can choose values `a, `b ∈ {`1, . . . , `t′′} such that the following
inequality holds: (
B˜`a1 ∪ · · · ∪ B˜`aw
)
∩
(
B˜`b1 ∪ · · · ∪ B˜`bw
)
≤ j. (5)
Assuming that we have such `a and `b, we define D ′ as:
(ρ`a1 , λ
`a
1 ), . . . , (ρ
`a
g`a
, λ`ag`a ), (ρ
`b
g`b+1
, λ`bg`b+1
), . . . , (ρ`bq`b
, λ`bq`b
).
That is, we “cut” the derivations D(Mϕ`a ) at the g`a-th rule, and cut the derivation D(Mϕ`b )
at the g`b-th rule, and concatenate the first part ofD(Mϕ`a ) with the second part ofD(Mϕ`b ).
D ′ is a valid derivation because at the point of concatenation, the head IDB of ρ`ag`a is
the same as the IDB in the body of ρ`bg`b+1
, and the variables of this IDB are instanti-
ated to the same values in both rules. Observe that the pruned tuple distribution of D ′ is
(B˜`a1 , . . . , B˜
`a
g , B˜
`b
g+1, . . . , B˜
`b
w ). Set B˜ = B˜
`a
1 ∪ · · · ∪ B˜`ag ∪ B˜`bg+1 ∪ · · · ∪ B˜`bw .
Claim. B˜ is isomorphic to a structure that can be obtained from M˜ by a nonempty sequence
of split operations.
Proof of Claim. Observe that the substructure M˜1 ∪ · · · ∪ M˜g of M˜ is isomorphic to B˜`a1 ∪
· · · ∪ B˜`ag through ϕ`a . Similarly, M˜g+1 ∪ · · · ∪ M˜w is isomorphic to B˜`bg+1 ∪ · · · ∪ B˜`bw through
ϕ`b . Our goal is to understand the difference between M˜ and B˜.
Notice that because any embedder mapsmi ∈M into the interval
{
(i− 1) · n
s
+ 1, . . . , i · n
s
}
,
and for any i 6= i′, {(i− 1) · n
s
+ 1, . . . , i · n
s
}∩{(i′ − 1) · n
s
+ 1, . . . , i′ · n
s
}
= ∅, if i 6= i′, then
ϕ`a(mi) 6= ϕ`b(mi′). Therefore ϕ`a and ϕ`b can return the same value only if they both
get the same input. The set Xg ∩ Yg+1 can be thought of as those elements of M˜ where
M˜1∪· · ·∪M˜g and M˜g+1∪· · ·∪M˜w are “glued together” to obtain M˜. Let U = B˜`a1 ∪· · ·∪B˜`ag
and V = B˜`bg+1 ∪ · · · ∪ B˜`bw . The set U ∩ V can be thought of as those elements of B˜ where
B˜`a1 ∪ · · · ∪ B˜`ag and B˜`bg+1 ∪ · · · ∪ B˜`bw are “glued together” to obtain B˜.
If for all elements m ∈ Xg ∩ Yg+1, ϕ`a(m) = ϕ`b(m), then B˜ would be isomorphic to M˜,
i.e., B˜`a1 ∪· · ·∪B˜`ag would be glued to B˜`bg+1∪· · ·∪B˜`bw to obtain B˜ the same way as M˜1∪· · ·∪M˜g
is glued to M˜g+1∪· · ·∪M˜w to obtain M˜. But by Inequality 5, |Xg∩Yg+1| > |U∩V |. In other
words, there are some elements m ∈ Xg∩Yg+1 which have one copy for ϕ`a , and another copy
for ϕ`b in B˜. Identifying ϕ`a(m) and ϕ`b(m) for all such m would convert B˜ to a structure
isomorphic to M˜. Now it is easy to see that going backwards, splitting elements of M˜ would
yield a structure isomorphic to B˜.
It remains to show why we can choose `a and `b to satisfy Inequality 5. Note that
t′′ = (
n
s
)s
csιjκnj
≥ Ω(ns−j). Also note that for any `′ ∈ {`1, . . . , `t′′}, B˜`′1 ∪ · · · ∪ B˜`′w is an s-
subset of [n]. So by Theorem 38, if for every pair `a, `b ∈ {`1, . . . , `t′′},
(
B˜`a1 ∪ · · · ∪ B˜`aw
)
∩
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(
B˜`b1 ∪ · · · ∪ B˜`bw
)
≥ j + 1, then t′′ ≤ O(ns−j−1)). But as observed t′′ ≥ Ω(ns−j), so for a
large enough n (as a function of s,j, ι and κ, so n can be chosen in advance) Inequality 5
must hold for some `a, `b ∈ {`1, . . . , `t′′}.
Proof of Corollary 34. Let O = co-CSP(B), i.e., the set of all those successor structures
that do not homomorphically map to B. We construct an obstruction set O′ for B such
that every structure in O′ has pathwidth (j, k + j). O′ is the set of all critical and split
minimal structures of O. Theorem 33 tells us that every structure in O′ has a (j, k+ j)-path
decomposition.
To see that O′ is an obstruction set for B, take any structure S ∈ co-CSP(B) = O. Keep
on applying split operations to S and taking substructures of S (again, these operations are
with respect to non-built-in relations only), as long as the resulting structure is still in O.
That is, if we apply any split operation to S′, or if we take any substructure of it, then
the resulting structure is not in O any more. Then S′ ∈ O′ because S′ is critical and split
minimal with respect to O. Using Proposition 37, we also see that S′ → S.
Because O′ is an obstruction set for B such that every structure in O′ has width (j, k+j),
it follows from results of Dalmau in [7] that co-CSP(B) is definable in linear (j, k + j)-
Datalog.
These proofs can be adapted for mnBP1s to obtain Theorem 35 and Corollary 36.
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