Abstract. The purpose of this notes is to give a presentation of a classical theorem of Nomizu [Nom54] that relates the invariant affine connections on reductive homogeneous spaces and nonassociative algebras.
λ ∈ Λ}, together with coordinate maps φ λ : U λ −→ R n p → x 1 (p), x 2 (p), . . . , x n (p) , such that φ λ is a homeomorphism of U λ into its range, an open set in R n satisfying that
is a C ∞ -map (i.e., all the partial derivatives of any order exist and are continuous). The family of "charts" {(U λ , φ λ ) : λ ∈ Λ} is called an atlas of the manifold.
The reader may consult [Con01] , [War83] or [AVL91] for the basic facts in this section.
Examples 1.
• The euclidean space R n with the trivial atlas {(R n , id)}.
(Or any open subset of R n .) • The unit circle S 1 = {(x, y) ∈ R 2 : x 2 + y 2 = 1} with the atlas consisting of the following four charts:
U top = {(x, y) ∈ S 1 : y > 0} φ top : U top → R, (x, y) → arccos x, U bottom = {(x, y) ∈ S 1 : y < 0} φ bottom : U top → R, (x, y) → arccos x, U right = {(x, y) ∈ S 1 : x > 0} φ right : U top → R, (x, y) → arcsin y, U left = {(x, y) ∈ S 1 : x < 0} φ left : U top → R, (x, y) → arcsin y.
Here we assume arccos : (−1, 1) → (0, π) and arcsin : (−1, 1) → − π 2 , π 2 . Note that, for example, U top ∩ U left = {(x, y) ∈ S 1 : y > 0, x < 0} and the change of coordinates is the map:
which is clearly C ∞ .
• The cartesian product M × N of an m-dimensional manifold M and an n-dimensional manifold N is naturally an (m + n)-dimensional manifold.
A continuous map Ψ : M → N between two manifolds M and N of respective dimensions m and n is smooth if for any charts (U λ , φ λ ) and (V µ , ϕ µ ) of M and N respectively, the map (between open sets in R m and R n ):
is of class C ∞ . In particular, we will consider the set C ∞ (M ) of smooth maps from the manifold M into R. This is a unital, commutative, associative ring with the pointwise addition and multiplication of maps. Actually, it is an algebra over R, as we can multiply maps by constants.
Vector fields.
A nonassociative real algebra is a real vector space A endowed with a bilinear map (multiplication) m : A × A → A. We will usually (but not always!) write xy for m(x, y). The notions of homomorphism, subalgebra, ideal, ..., are the natural ones. Note that the word nonassociative simply means 'not necessarily associative'.
For example, a Lie algebra is a nonassociative algebra L with multiplication (x, y) → [x, y] such that
• Given a manifold M and a point p ∈ M , the map ϕ p : C ∞ (M ) → R given by evaluation at p: ϕ p (f ) := f (p), is a homomorphism. The tangent space T p M at p is the vector space of ϕ p -derivations of C ∞ (M )
1
. That is, the elements of T p M (called tangent vectors at p) are linear maps v p : C ∞ (M ) → R, such that
for any f, g ∈ C ∞ (M ). Given a chart (U, φ) of M with p ∈ U and φ(q) = x 1 (q), . . . , x n (q) for any q ∈ U, we have the natural tangent vectors Actually, the elements ∂ ∂xi p , i = 1, . . . , n, form a basis of T p M .
The disjoint union
is called the tangent bundle of M . It has a natural structure of manifold with atlas {(Ũ λ ,φ λ ) : λ ∈ Λ}, whereŨ λ = p∈U λ T p M and
A vector field of a manifold M is a smooth section of the natural projection π : T M → M , v p ∈ T p M → p. That is, a vector field is a smooth map
There are other possible definitions, but this is suitable for our purposes.
such that X p ∈ T p M for any p ∈ M . Any vector field X induces a derivation of the algebra C ∞ (M ) as follows: for any f ∈ C ∞ (M ), the image of f under this derivation, also denoted by X, is the smooth map
Any derivation of C ∞ (M ) is obtained in this way from a vector field. Therefore, we will identify the set of vector fields, denoted by X(M ), with the Lie algebra Der C ∞ (M ) .
Exercise 2. Let R be a commutative associative algebra and let L = Der(R) be its Lie algebra of derivations (keep in mind the case R = C ∞ (M )!).
• Prove that L is a module over R by means of (aD)(b) = aD(b) for any a, b ∈ R.
Let Φ : M → N be a smooth map between two manifolds, and let v p ∈ T p M be a tangent vector at a point p ∈ M . Then we can push forward v p to a tangent
In particular, if γ : (−ǫ, ǫ) → M is a smooth map with γ(0) = p (a curve centered at p), thenγ
is a tangent vector at p ∈ M . Any tangent vector is obtained in this way.
Two vector fields X ∈ X(M ) and Y ∈ X(N ) are said to be Φ-related if Φ * (X p ) = Y Φ(p) for any p ∈ M . In other words, X and Y are Φ-related if
Exercise 3. Consider vector fields X 1 , X 2 ∈ X(M ) and
If the smooth map Φ above is a diffeomorphism (i.e.; it is smooth, bijective, and the inverse is also smooth), then Φ induces an isomorphism of Lie algebras (denoted by Φ * too):
In this case, the vector fields X ∈ X(M ) and Y ∈ X(M ) are Φ-related if and only if Y = Φ * (X).
1.3. Flows. Let X ∈ X(M ) be a vector field on a manifold M . For any p ∈ M there exists a positive real number ǫ > 0, a neighborhood U of p in M , and a smooth map
such that for any f ∈ C ∞ (M ) and any m ∈ U we have Φ(0, m) = m, and
The map Φ is a local flow of X at p. Local flows always exist by the fundamental existence and uniqueness theorem for first-order differential equations, which also implies that
when this makes sense. The vector field X is said to be complete if there exists a global flow
so that (1) holds for any m ∈ M and t ∈ R. (Note that, conversely, any smooth map Φ : (−ǫ, ǫ) × M → M satisfying (2) determines a vector field by equation (1).) If X is a complete vector field with global flow Φ, for any t ∈ R the map 
Thus, the value at a point p:
Then,
(by the equality of mixed partial derivatives)
Hence we obtain 
Affine connections
Affine connections constitute the extension to "non flat" manifolds of the idea of directional derivative of vector fields. It provides the idea of "parallel transport". Definition 2. An affine connection on a manifold M is an R-bilinear map
with the following properties:
(1) ∇ is C ∞ (M )-linear in the first component:
The first property implies that for any X, Y ∈ X(M ) and any point p ∈ M , ∇ X Y p depends only on X p and Y , so we may define ∇ v Y ∈ T p M for any v ∈ T p M and Y ∈ X(M ), which we should think as the derivative of the vector field Y in the direction v at the point p.
Also, the second property shows that ∇ X Y p depends on the values of Y in a neighborhood of p. Thus affine connections can be restricted to open subsets of M , in particular to domains of charts. If (U, φ) is a chart of M with φ(q) = x 1 (q), . . . , x n (q) , we obtain the C ∞ (U )-basis of the vector fields in X(U ):
∂xn . By properties (1) and (2), the restriction of the affine connection ∇ on M to U is determined by the values
Then, for X, Y ∈ X(M ), their restrictions to U are of the form
. . , n), and the vector field ∇ X Y | U is given by:
Definition 3. Given an affine connection ∇ on a manifold M , for any vector field X ∈ X(M ) the Nomizu operator
for any Y ∈ X(M ).
Exercise 4. Check that L X is indeed C ∞ (M )-linear. More generally, let φ be a unital commutative and associative ring, R a commutative associative φ-algebra and D = Der(R) its Lie algebra of derivations (this is a module over R by Exercise 2). Define an affine connection ∇ on (R, D) as a φ-bilinear map
subject to:
In order to define what we understand by "parallel transport" we need some preliminaries.
Definition 4. Let a, b ∈ R, a < b, and let γ : [a, b] → M be a smooth map into a manifold M (this means that there is ǫ > 0 such that γ extends to a smooth map (a−ǫ, b+ǫ) → M ). A vector field along the curve γ is a smooth map ν :
We will denote by X(γ) the vector space of vector fields along γ. For example, the derivativeγ given by:
is a vector field along γ. If (U, φ) is a chart such that the image of γ is contained in U and φ(γ(t)) = (γ 1 (t), . . . , γ n (t)), theṅ
Given an affine connection ∇ on the manifold M , a curve γ : [a, b] → M and a vector field Y ∈ X(M ), in local coordinates we can express Y as
for smooth maps g i . Then we can compute
and this depends only on the values of Y in the points γ(t). This allows us, given a vector field along γ: ν ∈ X(γ), which in local coordinates appears as
, to define
by means of
In this way we obtain an operator
Definition 5. With M and γ as above, a vector field along γ: ν ∈ X(γ), is said to be parallel if ∇γ (t) ν = 0 for any a ≤ t ≤ b.
The existence and uniqueness of solutions for ordinary differential equations prove that for any a ≤ c ≤ b, if v 0 ∈ T γ(c) M , then there is a unique parallel vector field ν along γ such that ν γ(c) = v 0 . This field ν is called the parallel transport of v 0 along γ.
Definition 6. The curve γ is said to be a geodesic ifγ is parallel along γ.
There are two important tensors attached to any affine connection on a manifold.
Definition 7. Let ∇ be an affine connection on a manifold M .
• The torsion tensor of ∇ is the C ∞ (M )-bilinear map:
If the torsion tensor is identically 0, then ∇ is said to be symmetric (or torsion-free).
• The curvature tensor of ∇ is the C ∞ (M )-trilinear map:
If the curvature tensor is identically 0, then ∇ is said to be flat. 
Exercise 6. Prove that an affine connection ∇ is symmetric if its Christoffel symbols in any chart satisfy Γ
Again the value g(X, Y ) at a point p depends only on X p and Y p , so g restricts to an R-bilinear map g p :
The nondegeneracy of g means that g p is nondegenerate for any p ∈ M .
Prove that for any pseudo-Riemannian manifold (M, g) there is a unique affine connection ∇ such that:
. This connection is called the Levi-Civita connection. For this connection, the parallel transport defines isometries among the tangent spaces at different points.
[Hint: Permute cyclically X, Y, Z in condition (ii) and combine the resulting equations, using (i), to get that g(∇XY, Z) is uniquely determined. Now use that g is nondegenerate.]
Lie groups and Lie algebras
A Lie group is a manifold G which is also an abstract group such that the multiplication map
and the inversion map
are smooth maps.
Exercise 8. Identify the unit circle S 1 with the set of norm one complex numbers. This set is a group under complex multiplication. Check that in this way S 1 becomes a Lie group.
Remark 8. Given an element g in a Lie group G, the left multiplication by g gives a map L g : G → G which is a diffeomorphism (with inverse L g −1 ). The same applies to the right multiplication R g .
The Lie algebra of a Lie group G is the real vector subspace of "left-invariant vector fields":
By Exercise 3, g = L(G) is a Lie subalgebra of X(G). Moreover, the natural map
where e denotes the neutral element of the group structure, turns out to be a linear isomorphism (check this!), as any left-invariant vector field is determined uniquely by its value at any given point. Hence the dimension of g as a vector space coincides with the dimension of G as a manifold.
Example 9. The general linear group GL n (R) consists of the n×n regular matrices over R. This is the inverse image of the open set R \ {0} under the smooth map (actually it is a polynomial map) given by the determinant det : Mat n (R) → R. Thus GL n (R) is an open set in the euclidean space Mat n (R) ≃ R n 2 and hence it is a manifold too. The multiplication is given by a polynomial map and the inversion by a rational map, and hence they are both smooth.
Since
there is the global chart with standard coordinates {x ij : 1 ≤ i, j ≤ n}, where x ij (A) denotes the (i, j)-entry of the matrix A. Then the tangent space at any point A ∈ G = GL n (R) can be identified with the vector space of n × n-matrices Mat n (R) by means of the map:
Let g be the Lie algebra of G = GL n (R), and let X ∈ g. For any A = a ij ∈ G, the left-invariance of X gives:
Therefore, we obtain
(Here I n denotes the identity matrix, which is the neutral element of G.) Consider now two elements X, Y ∈ g. X and Y are determined by X In and Y In respectively, and these can be identified as in (5) with the matrices A := X In (x ij ) and B := Y In (x ij ) . Then we get
a kj x ik (because of (6))
Denote by gl n (R) the Lie algebra defined on the vector space Mat n (R) with the usual Lie bracket [A, B] = AB − BA. Then the above computation shows that the linear map
, is a Lie algebra isomorphism. Moreover, for any A ∈ gl n (R) the map
is a smooth group homomorphism. Besides,γ(0) = A (with the identification above T In G ≃ gl n (R)). We conclude that the smooth map
is the global flow of the left-invariant vector field X with X In = A.
We may substitute GL n (R) by GL(V ) (the group of linear automorphisms of V ) for a finite-dimensional real vector space V , and gl n (R) by gl(V ) (the Lie algebra of linear endomorphisms of V with the natural Lie bracket) in the Example above. Once we fix a basis of V we get isomorphisms GL(V ) ∼ = GL n (R) (of Lie groups) and gl(V ) ∼ = gl n (R) (of Lie algebras).
In general, left-invariant vector fields on a Lie group G are always complete and there is a smooth map from the Lie algebra g to G, called the exponential :
which restricts to a diffeomorphism of a neighborhood of 0 ∈ g (g ≃ R n ) onto an open neighborhood of e ∈ G such that for any X ∈ g, its global flow is given by the map
Any open neighborhood of e ∈ G generates, as an abstract group, the connected component of e, which is a normal subgroup. In particular, the subgroup generated by exp(g) is the connected component G 0 of e.
Remark 10. In this situation, for any t ∈ R, Φ t is the diffeomorphism R exp(tX) (right multiplication by exp(tX)). Note that for any h ∈ G, the left invariance of any X ∈ g gives (L h ) * (X) = X, so for any g, h ∈ G,
and this certainly agrees with
Also, condition (2) implies that the smooth map R → G, t → exp(tX) is a group homomorphism (called a one-parameter subgroup).
We may consider too the real subspace of "right-invariant" vector fields:
Again, the natural map g right → T e G, X → X e , is a linear isomorphism.
Proposition 11. Let G be a Lie group with Lie algebra g. Consider the linear isomorphisms
Then the map
is an isomorphism of Lie algebras. In other words, given v ∈ T e G, let X ∈ g (respectivelyX ∈ g right ) be the left (respectively right) invariant vector field with X e = v (respectivelyX e = v). Then the map X → −X is a Lie algebra isomorphism.
Proof. The smooth map
is the global flow ofX, because for any f ∈ C ∞ (G):
Now consider the inversion map ι :
It is a diffeomorphism, so ι * : X(G) → X(G) is an isomorphism of Lie algebras.
For g ∈ G, X andX as in the Proposition, and f ∈ C ∞ (G) we get:
We conclude that ι * (X) = −X, so X and −X are ι-related. In particular, this shows that ι * takes left invariant vector fields to right invariant vector fields, and hence it gives an isomorphism from g to g right .
For any element g in a Lie group G, conjugation by g gives a diffeomorphism:
and this induces a Lie algebra isomorphism Ad g := (ι g ) * :
We obtain in this way the so called adjoint representation:
which is a homomorphism of Lie groups (i.e., a smooth group homomorphism).
Given a homomorphism of Lie groups ϕ : G → H and a left invariant vector field X ∈ g (the Lie algebra of G), the map t → ϕ(exp(tX)) gives a Lie group homomorphism R → H and hence the map
is the global flow of a left invariant vector field Y ∈ h (the Lie algebra of H), which is ϕ-related to X. This induces a Lie algebra homomorphism ϕ * : g → h such that the diagram
In particular, we obtain a commutative diagram
where, on the right exp denotes the standard exponential of linear endomorphisms.
For X, Y ∈ g we get:
Since Φ t = R exp(tX) is the global flow of X (Remark 10), we obtain from (3) the equation
Therefore the map t → Ad exp(tX) Y is the one-parameter group in g ≃ T e G whose derivative at 0 is [X, Y ]. Alternatively, t → Ad exp(tX) is the one-parameter group in the Lie group GL(g) whose derivative at 0 is the linear endomorphism ad X :
, the Lie algebra of GL(g)).
We conclude that (11) Ad exp(tX) = exp(tad X ) for any X ∈ g and t ∈ R. Hence we obtain (Ad) * = ad : g → gl(g), and the diagram in (9) becomes the following commutative diagram:
Remark 12. On the left hand side of (11) we have an arbitrary Lie group and its Lie algebra, while on the right hand side we have a very concrete Lie group: the general linear Lie group on a vector space, and its Lie algebra.
Invariant affine connections on homogeneous spaces
4.1. Homogeneous spaces. Let G be a Lie group with Lie algebra g, M a manifold and let τ :
be a smooth action. That is, τ is both a smooth map and a group action.
If the group action τ is transitive (i.e., for any p, q ∈ M there is an element g ∈ G such that g · p = q), then M is said to be a homogeneous space. (Formally, we should consider homogeneous spaces as triples (M, G, τ ).)
is a homogeneous space relative to the natural action of the special orthogonal group: SO(n + 1) × S N → S n . On the other hand, S 2n−1 can be identified with the set {(z 1 , . . . , z n ) ∈ C n : n i=1 |z i | 2 = 1}, and hence it is a homogeneous space relative to the natural action of the special unitary group: SU (n) × S 2n−1 → S 2n−1 .
Given a homogeneous space M , fix an element p ∈ M and consider the corresponding isotropy subgroup:
This is a closed subgroup of G and hence (see e.g. [Con01, Theorem 5.3.2]) it is a Lie group too, with Lie algebra h := {X ∈ g : exp(tX) ∈ H ∀t ∈ R}.
(Recall the map exp : g → G in equation (7).) The Lie algebra h is then a subalgebra of g.
Moreover, the set of left cosets G/H is a manifold with a suitable atlas such that the bijection For any X ∈ g we can define a global flow:
The associated vector field in X(M ) will be denoted by X + . Hence we have
for any m ∈ M and f ∈ C ∞ (M ). The next result summarizes some of the main properties of these vector fields. Proposition 14. Let M be a homogenous space of the Lie group G as above. Then the following properties hold:
(i) For any q ∈ M , let π q : G → M be the smooth map g → g · q. Then for any X ∈ g and f ∈ C ∞ (M )
(ii) For any X ∈ g, letX be the right invariant vector field on G with X e =X e (see Proposition 11). ThenX and X + are π q -related for any q ∈ M . Moreover, X + is determined by this property.
(iii) The map
is a Lie algebra homomorphism.
Then for any g ∈ G and X ∈ g we have
(v) Fix, as before, a point p ∈ M , then π := π p : G → M induces a linear surjection
with ker π * = h (the Lie algebra of the isotropy subgroup H at p).
Proof. For (i), we proceed as follows:
For (ii), take any f ∈ C ∞ (M ) and g ∈ G to obtain + , thus proving (iii). Now, for any q ∈ M and f ∈ C ∞ (M ) we obtain:
and this proves (iv). Finally,
contains h. But π * is a surmersion, and hence ker π * = h by dimension count.
Therefore, in the conditions of the Proposition above, the map
is a linear isomorphism that allows us to identify T p M with g/h. Under this identification, for any h ∈ H, the map τ (h) * : T p M → T p M corresponds, because of Proposition 14(iv), to the map
That is, we get a commutative diagram
is the natural representation of H on g/h (induced by the adjoint representation).
In what follows, when we refer to a homogeneous space M ≃ G/H, we mean that G is a Lie group acting smoothly and transitively on M , and that a point p ∈ M has been fixed with H as isotropy subgroup.
Remark 15. Proposition 14(v) shows that for any q ∈ M , the subspace {X + q : X ∈ g} fills the whole T q M . In other words, the space {X + : X ∈ g} spans X(M ) as a C ∞ (M )-module.
Invariant affine connections on homogeneous spaces.
Definition 16. Let M ≃ G/H be a homogeneous space. An affine connection ∇ on M is said to be invariant if for any X, Y ∈ X(M ) and g ∈ G,
Proposition 17. Let ∇ be an invariant affine connection on a homogeneous space M ≃ G/H. Then for any X ∈ g (the Lie algebra of G) and any g ∈ G we have:
Proof. For any X ∈ g, recall from Proposition 14(iv) that (Ad g X)
, and this is a straightforward consequence of the invariance of ∇.
Therefore, the invariant affine connection ∇, which is determined by the Nomizu operators L X + for X ∈ g because of Remark 15, is actually determined by the endomorphisms L X + | p , because for any q ∈ M , there is an element g ∈ G such that q = g · p, and for Y ∈ g we have
If we identify T p M with g/h via the map φ in (13) we may think of L X + | p as a linear endomorphism of g/h.
Hence ∇ is determined by the linear map, also denoted by L:
Proposition 18. Let ∇ be an invariant affine connection on the homogeneous space M ≃ G/H. Then the linear map L just defined satisfies the following properties:
In other words, L : g → End R (g/h) is a homomorphism of H-modules that extends the natural (adjoint) representation of h on g/h.
Actually, (a) is a direct consequence of Proposition 17 and the commutativity of (15), and (b) follows because for X ∈ h, X
, and hence
satisfying the properties (a) and (b) above, we may define, for X, Y ∈ g and g ∈ G:
• Remark 20. Condition (a) above means that the map L in the Theorem is a homomorphisms of H-modules, and this implies that it is a homomorphism of h-modules:
for any U ∈ h and X ∈ g, where(U ) is the endomorphism of g/h such that
The torsion and curvature tensors of an invariant affine connection on a homogeneous space M ≃ G/H can now be expressed in terms of the linear map L in (16), because, by invariance, it is enough to compute them at the point p.
Torsion: For X, Y ∈ g we have
so at the point p we get
which corresponds, through the map φ in (13) to
Curvature: Again, for X, Y ∈ g we have
Now, given a manifold M with an affine connection, an affine transformation is a diffeomorphism ϕ such that ϕ * (∇ X Y ) = ∇ ϕ * (X) ϕ * (Y ) for any vector fiels X, Y ∈ X(M ), and a vector field X ∈ X(M ) is called an infinitesimal affine transformation if its local flow Φ t is an affine transformation for −ǫ < t < ǫ for some ǫ > 0.
If X ∈ X(M ) is an infinitesimal affine transformation, for any Y, Z ∈ X(M ) we get:
The last equality above is proved as follows. Locally (i.e., in local coordinates) Y (t, q) :
(Note that the Christoffel symbols do not depend on t.) Now take the derivative with respect to t at t = 0 using Leibniz's rule to get the required equality. Returning to our homogeneous space M ≃ G/H with an invariant affine connection ∇, for any X ∈ g, X + is an infinitesimal affine transformation, because its global flow is τ (exp(tX)) and ∇ is invariant. Hence, by (18), we get for any X, Y ∈ g:
so the formula above for R(X + , Y + ) becomes:
which at the point p ∈ M corresponds via φ in (13) to
Remark 21. Equation (19) shows that the connection ∇ is flat (i.e., its curvature is trivial) if and only if the map L : g → gl(g/h) is a homomorphism of Lie algebras, that is, L gives a representation of g in the quotient space g/h. (1) Prove the following properties:
, for any X, Y, Z, T, U, V, W ∈ m, where (X,Y,Z) stands for the cyclic sum on X, Y, Z.
A vector space endowed with a binary and a ternary multilinear products satisfying these properties is called a Lie-Yamaguti algebra. These algebras were named 'general Lie triple systems' by Yamaguti [Yam58] . The name 'Lie-Yamaguti algebras' was given by Kinyon and Weinstein [KW01] . Irreducible Lie-Yamaguti algebras have been studied in [BEM09, BEM11].
5.2. Invariant affine connections on reductive homogeneous spaces. Let M ≃ G/H be a reductive homogeneous space with reductive decomposition g = h ⊕ m. In this case we will identify the quotient space g/h with m. Hence any linear map L : g → End R (g/h) satisfying properties (a) and (b) in Proposition 18 is determined by the linear map
whereφ : m → T p M is the composition of the identification m ≃ g/h and the map
Note that the restriction of the map L in (16) to h is determined by property (b) in Proposition 18, while property (a) translates, thanks to (14), into the condition
But any such mapL determines (and is determined by) the bilinear map
and Equation 21 is equivalent to the condition
for any h ∈ H and X, Y ∈ m. This proves the following theorem of Nomizu, which is the main result of this course:
Theorem 24 (Nomizu, 1954) . The torsion and curvature tensors are determined in equations (17) and (19), which now become simpler: There are always two distinguished invariant affine connections in this case:
• Natural connection (or canonical connection of the first kind), given by
for X, Y ∈ m, which is symmetric (T (X, Y ) = 0 for any X, Y ∈ m).
• Canonical connection (of the second kind), given by α(X, Y ) = 0 for any X, Y ∈ m.
Remark 27. These two connections coincide if and only if X · Y = 0 for any X, Y ∈ m, and this is equivalent to the fact that the reductive decomposition g = h ⊕ m be a Z/2Z-grading: g0 = h is a subalgebra, g1 = m is a g0-module, and [g1, g1] ⊆ g0. This is the case for the symmetric spaces, which are the coset spaces G/H for a Lie group G endowed with an order 2 automorphism σ such that
where G σ = {g ∈ G : σ(g) = g} is the subgroup of fixed elements by σ and G σ 0 is the connected component of G σ containing the neutral element. In this case h = {X ∈ g : σ * (X) = X} is the Lie algebra of H, and m := {X ∈ g : σ * (X) = −X} is a complementary subspace. Since (σ * ) 2 = (σ 2 ) * is the identity, and σ * | g is an automorphism, this gives a reductive decomposition g = h ⊕ m, which is clearly a Z/2Z-grading.
(Gradings on Lie algebras are the subject of [EK13] .)
Nomizu's Theorem allows us to transfer geometric conditions to algebra, or algebraic conditions to geometry.
For example, given a homogeneous space M ≃ G/H, and a vector field X ∈ g, the curve γ : t → exp(tX) · p is a geodesic with respect to an invariant affine connection ∇ if and only if ∇ X + exp(tX)·p
for any t ∈ R. (Recall thatγ(t) = X * exp(tX)·p by the definition of X + .) But
by Proposition 14, since ∇ is invariant. From Ad exp(−tX) X = X (see (11)), we check that ∇ X + exp(tX)·p X + = 0 for any t ∈ R if and only if ∇ X
is the linear map in (16). Hence, if M ≃ G/H is reductive and α is the multiplication on m determined by ∇ we obtain the following result:
Proposition 28. Under the hypotheses above, the multiplication α attached to ∇ is anticommutative (i.e., α(X, X) = 0 for any X ∈ m) if and only if the geodesics through p are exactly the curves t → exp(tX) · p for X ∈ m.
Note that given a tangent vector v ∈ T p M there is a unique geodesic µ(t) through p: µ(0) = p, such thatμ(0) = v (in general, µ is defined only locally). The geodesics through other points are given by 'translation'. Actually, if q = g.p,
Corollary 29. The natural connection is the only symmetric invariant affine connection such that the curves t → exp(tX) · q are geodesic for any X ∈ m and q ∈ M .
Proof. If α is anticommutative, then we have Exercise 10. Let M ≃ G/H be a homogeneous space endowed with an invariant pseudo-metric g. This means that M is pseudo-Riemannian with the pseudo-metric g satisfying
for any x ∈ G and u, v ∈ T q M . Hence, for any q ∈ M , X ∈ g, and U, V ∈ X(M ) we have:
In particular, for X ∈ h, X
(1) Prove that the Levi-Civita connection of (M, g) is invariant.
(2) Check that the Nomizu operator
is the associated linear map in Theorem 19 and we identify g p :
by means of (13), then for any X, Y, Z ∈ g we get
(5) Deduce that if M is reductive with reductive decomposition g = h ⊕ m, and we identifyḡ with a bilinear map (also denoted byḡ) m × m → R, the multiplication α in m attached by Nomizu's Theorem 24 with the LeviCivita connection on M is determined by the equation:
for any X, Y, Z ∈ m. Conclude from (2) that
for any X, Y, Z ∈ m. for any X, Y, Z ∈ m (i.e.,ḡ is associative relative to the product X · Y ). In this case M is said to be a naturally reductive homogeneous manifold (see [Nag97] ).
6. Examples 6.1. Left invariant affine connections on Lie groups. Any Lie group G is a reductive homogeneous space under the action of G into itself by left multiplication.
The isotropy subgroup at any point is trivial. Hence G is a reductive homogeneous space with h = 0 and m = g. Also, for any X ∈ g, the vector field X + is nothing else but the right invariant vector fieldX ∈ g right withX e = X e (see Proposition 11).
According to Nomizu's Theorem (Theorem 24) we have a bijection
Left invariant affine connections on G ←→ bilinear maps
where φ : g → T e M , X → X e , as in (13). For X, Y ∈ g we get
and
Besides, ∇ X Y ∈ g by left invariance, and [X, Y ] = 0 since the corresponding flows commute: the flow ofX is L exp(tX) and the flow of Y is R exp(tY ) and left and right multiplications commute by associativity of the multiplication in the group G.
Hence the bijection in Nomizu's Theorem becomes a very natural one:
Remark 30.
• The canonical connection is then the connection that satisfies ∇ X Y = 0 for any X, Y ∈ g. That is, it is the affine connection in which the left invariant vector fields are parallel. Exercise 11. A nonassociative algebra (A, α) is left-symmetric if the associator, defined as the trilinear map (x, y, z) := α(α(x, y), z) − α(x, α(y, z)) (the associator measures the lack of associativity of α!), is symmetric in the first two components.
(1) Prove that any left-symmetric algebra is Lie-admissible.
(2) Deduce that a left invariant affine connection on a Lie group G is symmetric and flat if and only if the corresponding nonassociative algebra (g, α) (where α(X, Y ) = ∇ X Y ) is left-symmetric and the algebra (g, α − ) is just the Lie algebra g. Note that the space on the right can be canonically identified with Hom G (g⊗ R g, g), which is contained in Hom g (g ⊗ R g, g) (and they coincide if G is connected).
Remark 31.
• If ∇ is a symmetric bi-invariant affine connection on a Lie group G, and α : g × g → g is the associated multiplication (α(X, Y ) = ∇ X Y ), then we know from Remark 30 that (g, α) is Lie-admissible with associated Lie algebra g. But here α lies in Hom g (g ⊗ R g, g). for any X, Y, Z ∈ g. That is, ad X is a derivation of (g, α). Then the algebra (g, α) is flexible and Lie-admissible. (See Exercise 12). Flexible Lie-admissible algebras are studied in [Myu86] .
• If ∇ is a symmetric and flat bi-invariant affine connection on a Lie group G, and α : g × g → g is the associated multiplication: α(X, Y ) = ∇ X Y , then we know from Remark 30 that (g, α) is left-symmetric and flexible, but then the algebra (g, α) is associative [Med81] . (See Exercise 12.)
Exercise 12. Let (A, α) be a nonassociative algebra. By simplicity, write α(x, y) = xy for any x, y ∈ A. Recall from Exercise 11 that the associator of the elements x, y, z ∈ A is the element (x, y, z) = (xy)z − x(yz). The algebra (A, α) is said to be flexible if (x, y, x) = 0 for any x, y ∈ A. That is, the associator is alternating in the first and third arguments. 
