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Abstract. We consider stationary measures of the one-dimensional discrete-time quantum walks
(QWs) with two chiralities, which is defined by a 2 × 2 unitary matrix U . In our previous paper
[15], we proved that any uniform measure becomes the stationary measure of the QW by solving
the corresponding eigenvalue problem. This paper reports that non-uniform measures are also
stationary measures of the QW except U is diagonal. For diagonal matrices, we show that any
stationary measure is uniform. Moreover, we prove that any uniform measure becomes a stationary
measure for more general QWs not by solving the eigenvalue problem but by a simple argument.
1 Introduction
The quantum walk (QW) is a quantum version of the classical random walk. QWs have been
largely investigated for the last decade. The review and books on QWs are, for example,
Kempe [1], Kendon [2], Venegas-Andraca [3, 4], Konno [5], Cantero et al. [6], Manouchehri
and Wang [7], Portugal [8]. Let Z be the set of integers. The present paper focuses on the
discrete-time QW with two chiralities on Z, which was first intensively studied by Ambainis
et al. [9]. The property of the stationary measure of the Markov chain has been extensively
and deeply investigated. However, the corresponding result for QW is almost not known.
This is a motivation of this paper.
From now on, we briefly review our previous related results. Let U(n) denote the set of
n×n unitary matrices. In our sequential works, we have considered the stationary measure of
discrete-time space-inhomogeneous QWs on Z with two chiralities determined by a sequence
of U(2), that is, {Ux ∈ U(2) : x ∈ Z}, where
Ux =
[
ax bx
cx dx
]
,
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with ax, bx, cx, dx ∈ C and C is the set of complex numbers. We call Ux quantum coin at
position x ∈ Z. In particular, we investigated the following four types (i) ∼ (iv) of discrete-
time QWs on Z by solving the corresponding eigenvalue problem, whose quantum coins are
given by
Ux =


U+ (x ≥ 1),
U0 (x = 0),
U− (x ≤ −1).
(i) Konno et al. [10] gave a stationary measure of the QW whose quantum coin is given
by
U0 = H(σ) =
1√
2
[
1 eiσ
e−iσ −1
]
, U+ = U− = H,
where σ ∈ [0, 2pi), and H = H(0) is the Hadamard matrix, that is,
H =
1√
2
[
1 1
1 −1
]
.
Thus, if σ = 0, then this model becomes space-homogeneous and is equivalent to the
Hadamard walk.
(ii) Endo and Konno [11] had a stationary measure of the QW given by
U0 = ωH, U+ = U− = H,
where ω = exp(2piiφ) with φ ∈ [0, 1). The model was introduced and studied by Wo´jcik et
al. [12] and becomes the Hadamard walk if we take φ = 0.
(iii) Endo et al. [13] got a stationary measure of the QW determined by
U0 = U(θ), U+ = U− = H,
where
U(θ) =
[
cos θ sin θ
sin θ − cos θ
]
,
with θ ∈ [0, 2pi). If θ = pi/4, then this model becomes the Hadamard walk.
(iv) Endo et al. [14] obtained a stationary measure of the QW given by
U0 = U(0), U+ = H(σ+), U− = H(σ−),
where σ+, σ− ∈ [0, 2pi).
To explain our results, we introduce some notations. Let Ms be the set of stationary
measures of the QW (the precise definition is given in the next section). For any c > 0, µ
(c)
u
denotes the uniform measure with parameter c, i.e.,
µ(c)u (x) = c (x ∈ Z).
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Let Munif = {µ(c)u : c > 0} be the set of uniform measures on Z. Let Mexp be the set of the
measures µ having exponential decay with respect to the position, i.e., µ satisfies that there
exist positive constants C+, C0, C−, and γ ∈ (0, 1) such that
µ(x) =


C+γ
−|x| (x ≥ 1),
C0 (x = 0),
C−γ
−|x| (x ≤ −1).
As for the above four models (i) ∼ (iv) with space-inhomogeneous quantum coin, all the
stationary measures we obtained have exponential decay with respect to the position: For
each QW, we see that
Ms ∩Mexp 6= ∅.
So the stationary measures are not the uniform measures on Z. However, in a special space-
homogeneous case (Hadamard walk), the stationary measure we got becomes the uniform
measure.
Under this background, our previous paper [15] treated the space-homogeneous QW
whose quantum coin Ux = U ∈ U(2) determined by
U =
[
a b
c d
]
. (1.1)
Remark that the unitarity of U implies that it is enough to consider three cases: abcd 6=
0, a = 0, and b = 0. Then we obtained the following result for any U ∈ U(2) by solving the
corresponding eigenvalue problem:
Theorem 1.1 For any U ∈ U(2), we have
Munif ⊆Ms. (1.2)
This paper is the continued one of [15] and reports that some non-uniform measures are sta-
tionary measures of the QW (defined by U of Eq. (1.1)) except for b = 0 case. Furthermore,
these non-uniform measures do not have exponential decay. Thus we obtain the following
result:
Theorem 1.2 For any U ∈ U(2) with abcd 6= 0 or a = 0, we see
Ms \ (Munif ∪Mexp) 6= ∅.
For b = 0 case, we show that any stationary measure is uniform. Thus combining this with
Theorem 1.1 gives
Theorem 1.3 For any U ∈ U(2) with b = 0, we see
Ms =Munif .
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Moreover, we prove that every uniform measure becomes stationary, i.e., Theorem 1.1 holds
for more general QWs not by solving the eigenvalue problem but by a simple argument.
We should note that for the corresponding classical random walk in which the walker
moves one step to the left with probability p and to the right with probability q with
p+ q = 1 (p, q ∈ [0, 1]), the uniform measure µ(c)u (c > 0) is a stationary measure. Moreover,
(q/p)x (x ∈ Z) with pq 6= 0 and p 6= q is a non-uniform stationary measure.
The rest of the present paper is organized as follows. Section 2 gives the detailed defini-
tion of our two-state space-homogeneous model on Z. In the previous paper [15], we proved
that Munif ⊆ Ms (referred to Theorem 1.1 in this paper) by solving the corresponding
eigenvalue problem. Sections 3 and 4 present non-uniform and non-exponential decay sta-
tionary measures for abcd 6= 0 and a = 0 by a similar method in [15] respectively. In Sect.
5, we prove Ms =Munif for b = 0. Section 6 gives a new proof of Theorem 1.1. In Sect. 7,
we summarize our results.
2 Definition of Two-State Model
The discrete-time QW is a quantum version of the classical random walk with additional
degree of freedom called chirality. The chirality takes values left and right, and it means the
direction of the motion of the walker. At each time step, if the walker has the left chirality,
it moves one step to the left, and if it has the right chirality, it moves one step to the right.
Let us define
|L〉 =
[
1
0
]
, |R〉 =
[
0
1
]
,
where L and R refer to the left and right chirality states, respectively.
The time evolution of the walk is determined by U ∈ U(2), where U(n) be the set of
n× n unitary matrices and
U =
[
a b
c d
]
.
To define the dynamics of our model, we divide U into two matrices:
P =
[
a b
0 0
]
, Q =
[
0 0
c d
]
,
with U = P +Q. The important point is that P (resp. Q) represents that the walker moves
to the left (resp. right) at any position at each time step.
One of the typical class considered here is
U = U(θ) =
[
cos θ sin θ
sin θ − cos θ
]
, (2.1)
where θ ∈ [0, 2pi). When θ = pi/4, then this model becomes the Hadamard walk. Let Ψn
denote the amplitude at time n of the QW on Z:
Ψn =
T[· · · ,ΨLn(−1),ΨRn (−1),ΨLn(0),ΨRn (0),ΨLn(1),ΨRn (1), · · · ],
= T
[
· · · ,
[
ΨLn(−1)
ΨRn (−1)
]
,
[
ΨLn(0)
ΨRn (0)
]
,
[
ΨLn(1)
ΨRn (1)
]
, · · ·
]
,
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where T means the transposed operation. Then the time evolution of the walk is defined by
Ψn+1(x) = PΨn(x+ 1) +QΨn(x− 1),
where Ψn(x) denotes the amplitude at time n and position x. That is[
ΨLn+1(x)
ΨRn+1(x)
]
=
[
aΨLn(x+ 1) + bΨ
R
n (x+ 1)
cΨLn(x− 1) + dΨRn (x− 1)
]
.
Now let
U (s) =


. . .
...
...
...
...
... · · ·
· · · O P O O O · · ·
· · · Q O P O O · · ·
· · · O Q O P O · · ·
· · · O O Q O P · · ·
· · · O O O Q O · · ·
· · · ... ... ... ... ... . . .


with O =
[
0 0
0 0
]
.
Then the state of the QW at time n is given by
Ψn = (U
(s))nΨ0, (2.2)
for any n ≥ 0. Let R+ = [0,∞). Here we introduce a map φ : (C2)Z → RZ+ such that if
Ψ = T
[
· · · ,
[
ΨL(−1)
ΨR(−1)
]
,
[
ΨL(0)
ΨR(0)
]
,
[
ΨL(1)
ΨR(1)
]
, · · ·
]
∈ (C2)Z,
then
φ(Ψ) = T
[
. . . , |ΨL(−1)|2 + |ΨR(−1)|2, |ΨL(0)|2 + |ΨR(0)|2, |ΨL(1)|2 + |ΨR(1)|2, . . .] ∈ RZ+.
That is, for any x ∈ Z,
φ(Ψ)(x) = |ΨL(x)|2 + |ΨR(x)|2.
Sometimes we identify φ(Ψ(x)) with φ(Ψ)(x). Moreover we define the measure of the QW
at position x by
µ(x) = φ(Ψ(x)) (x ∈ Z).
Now we are ready to introduce the set of stationary measures:
Ms =Ms(U)
=
{
µ ∈ RZ+ \ {0} : there exists Ψ0 such that φ((U (s))nΨ0) = µ (n ≥ 0)
}
,
where 0 is the zero vector. We call the element of Ms the stationary measure of the QW.
Moreover we introduce the following set of measures:
Mn =Mn(U)
=
{
µ ∈ RZ+ \ {0} : there exists Ψ0 such that φ((U (s))kΨ0) = µ (k = 0, 1, . . . , n)
}
.
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By definition, we see that
M1 ⊇M2 ⊇ · · · ⊇ Mn ⊇Mn+1 ⊇ · · · , Ms =
∞⋂
n=1
Mn.
Next we consider the eigenvalue problem of the QW:
U (s)Ψ = λΨ (λ ∈ C). (2.3)
Remark that |λ| = 1, since U (s) is unitary. We sometime write Ψ = Ψ(λ) in order to
emphasize the dependence on eigenvalue λ. Then we see that φ(Ψ(λ)) ∈ Ms. Moreover we
introduce
W(λ) = {Ψ(λ) ∈ CZ \ {0} : U (s)Ψ(λ) = λΨ(λ)} .
We see that Eq. (2.3) is equivalent to
λΨL(x) = aΨL(x+ 1) + bΨR(x+ 1), (2.4)
λΨR(x) = cΨL(x− 1) + dΨR(x− 1), (2.5)
for any x ∈ Z.
3 Case abcd 6= 0
Let Ψ(x) = T [ΨL(x), ΨR(x)] (x ∈ Z) be the amplitude of the model at position x. In this
section we present non-uniform stationary measures for abcd 6= 0 by using the generating
functions of Ψj(x) for j = L,R. Here we introduce the generating functions for ΨL(x) and
ΨR(x):
f j(z) =
∑
x∈Z
Ψj(x)zx (j = L,R).
From Eqs. (2.4) and (2.5), we have obtained the following lemma (see Lemma 5.1 in [15]).
Lemma 3.1 We assume that
U (s)Ψ = λΨ (λ ∈ C). (3.1)
Then we obtain
Af(z) =
[
0
0
]
,
where
A =
[
λ− a
z
− b
z−cz λ− dz
]
, f(z) =
[
fL(z)
fR(z)
]
.
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Note that we have
detA = −dλ
z
h(z),
where
h(z) = z2 − 1
d
(
λ+
△
λ
)
z +
a
d
,
with △ = detU = ad − bc. Let φ ∈ (0, pi/2) satisfy cosφ = |a|, sinφ = √1− |a|2. Put
ξ ∈ [0, 2pi) with △ = eiξ. For the following four λ’s, h(z) has double roots.
λ1 = e
i(φ+(ξ/2)), λ2 = e
i(−φ+(ξ/2)), λ3 = −λ1, λ4 = −λ2.
Moreover Eqs. (2.4) and (2.5) imply that ΨL(x) and ΨR(x) satisfy the following same
equation:
ax+2 − 1
a
(
λ+
△
λ
)
ax+1 +
d
a
ax = 0, (3.2)
for any x ∈ Z. We generalize the argument in pp.1114-1115 of [15]. We put
ΨL(x) = (A + xB)γx (x ∈ Z), (3.3)
where A,B ∈ C with |A| + |B| 6= 0. Here γ ∈ C is one of the double roots of the following
characteristic polynomial for difference equation (3.2):
x2 − 1
a
(
λ+
△
λ
)
x+
d
a
= 0,
Then we have
γ =
λ+△λ
2a
. (3.4)
From Eqs. (2.4) and (3.3), we have
ΨR(x) =
{
(A+ xB)
(
λ−△λ
2
)
− λB
}
γx−1
b
(x ∈ Z).
Then we see that for any x ∈ Z,
ΨL(x) = (A+ xB)γx, ΨR(x) =
{
(A + xB)
(
λ−△λ
2
)
− λB
}
γx−1
b
.
In fact, ΨL(x) and ΨR(x) satisfy Eq. (2.5). Thus we obtain the following result.
Proposition 3.2 For the QW with abcd 6= 0, we see that
Ψ(x) =
[
ΨL(x)
ΨR(x)
]
=

 (A+ xB)γx,{
(A+ xB)
(
λ−△λ
2
)
− λB
}
γx−1
b

 (x ∈ Z)
satisfies
U (s)Ψ = λΨ.
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If we take the above Ψ as the initial state Ψ0, then we have
Ψn = (U
(s))nΨ0 = λ
nΨ0.
Therefore we obtain the measure µn at time n as follows:
µn(x) = |ΨLn(x)|2 + |ΨRn (x)|2 = |λ|2n
(|ΨL0 (x)|2 + |ΨR0 (x)|2)
=
{
|A+ xB|2|γ|2 +
∣∣∣∣(A+ xB)
(
λ−△λ
2
)
− λB
∣∣∣∣
2
1
|b|2
}
|γ|2(x−1). (3.5)
From now on we compute |γ|. Equation (3.4) implies
|γ|2 = 1 + ℜ(△λ
2
)
2|a|2 , (3.6)
where ℜ(z) is the real part of z ∈ C. On the other hand, for any λk (k = 1, 2, 3, 4), we get
ℜ(△λ2) = cos(2φ) = 2|a|2 − 1. (3.7)
Combining Eq. (3.6) with Eq. (3.7) gives |γ| = 1. Furthermore, in a similar fashion, we
have
|λ−△λ|2
4|b|2 =
1−ℜ(△λ2)
2|b|2 =
2(1− |a|2)
2|b|2 = 1. (3.8)
From Eq. (3.5), |γ| = 1, and Eq. (3.8), we obtain the measure µn for any n ≥ 0 and x ∈ Z
as follows.
Corollary 3.3
µn(x) = 2|A+ xB|2 − 2x|B|2 +
|B|2 − ℜ
(
AB(1−△λ2)
)
|b|2 , (3.9)
where ℜ(z) is the real part of z ∈ C.
So let µ = µn. Then this µ becomes stationary and (generally) non-uniform and non-
exponential decay measure of the QW defined by U with abcd 6= 0. Therefore we have
Ms(U) \ (Munif ∪Mexp) 6= ∅.
Here we consider the case of the QW determined by U = U(θ) with 0 < θ < pi/2. In this
case, we have φ = θ. Moreover ξ = pi, since △ = detU(θ) = −1. Let
γk =
λk +△λk
2 cos θ
(k = 1, 2, 3, 4).
So we have
γ1 = γ2 = i, γ3 = γ4 = −i.
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For k = 1, 2, 3, 4, we put
Ψ(k)(x) =
[
Ψ(k,L)(x)
Ψ(k,R)(x)
]
.
Therefore
Ψ(1)(x) =
[
(A+ xB)ix
{(−A+B)− xB − i cot θB} ix−1
]
,
Ψ(2)(x) =
[
(A + xB)ix
{(A− B) + xB − i cot θB} ix−1
]
,
Ψ(3)(x) =
[
(A+ xB)(−i)x
{(A− B) + xB + i cot θB} (−i)x−1
]
,
Ψ(4)(x) =
[
(A + xB)(−i)x
{(−A+B)− xB + i cot θB} (−i)x−1
]
. (3.10)
Then Ψ(k) ∈ W(λk). For the Hadamard walk (θ = pi/4), if we take A,B ∈ R, then we have
µn(x) = 2
{
B2x2 +B(2A− B)x+ A2 − AB +B2} . (3.11)
In particular, when A = 0,
µn(x) = 2
{(
x− 1
2
)2
+
3
4
}
B2. (3.12)
Equations (3.10) with B = 0 become the following given in [15]:
Ψ(1)(x) =
[
Aix
−Aix−1
]
, Ψ(2)(x) =
[
Aix
Aix−1
]
,
Ψ(3)(x) =
[
A(−i)x
A(−i)x−1
]
, Ψ(4)(x) =
[
A(−i)x
−A(−i)x−1
]
.
Then Ψ(k) ∈ W(λk). Thus µn(x) = 2|A|2 for any n ≥ 0 and x ∈ Z. Thus µn(x) = 2|A|2 for
any n ≥ 0 and x ∈ Z.
4 Case a = 0
In this case, U can be expressed as
U =
[
0 eiη
−△e−iη 0
]
,
where η ∈ [0, 2pi) and △(= detU) ∈ C with |△| = 1.
From Eqs. (2.4) and (2.5), we get
λΨL(x) = eiηΨR(x+ 1),
λΨR(x) = −△e−iηΨL(x− 1).
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By these equations, we see that for any x ∈ Z,(
1 +
△
λ2
)
Ψj(x) = 0 (j = L,R).
From this, we get △ = −λ2. Let λ± = ±i
√△, where the sign is chosen in a suitable way.
As an initial state, we consider Ψ(±) corresponding to λ± as follows;
Ψ(±) = T
[
. . . ,
[
Ψ(±,L)(−2)
Ψ(±,R)(−2)
]
,
[
Ψ(±,L)(−1)
Ψ(±,R)(−1)
]
,
[
Ψ(±,L)(0)
Ψ(±,R)(0)
]
,
[
Ψ(±,L)(1)
Ψ(±,R)(1)
]
,
[
Ψ(±,L)(2)
Ψ(±,R)(2)
]
, . . .
]
.
(4.1)
Here for any x ∈ Z,
Ψ(±,L)(2x) = α2x, Ψ
(±,R)(2x) = β2x,
Ψ(±,L)(2x− 1) = e
iη
λ±
β2x, Ψ
(±,R)(2x+ 1) = −△e
−iη
λ±
α2x = λ±e
−iηα2x, (4.2)
where α2x, β2x ∈ C with α2xβ2x 6= 0. In fact, we have
U (s)Ψ(±) = λ±Ψ
(±).
Then Ψ(±) ∈ W(λ±). Therefore
(U (s))nΨ(±) = λn±Ψ
(±). (4.3)
Let µ
(Ψ(±))
n = φ((U (s))nΨ(±)) and
µ(Ψ
(±))
n =
T
[
. . . , µ(Ψ
(±))
n (−2), µ(Ψ
(±))
n (−1), µ(Ψ
(±))
n (0), µ
(Ψ(±))
n (1), µ
(Ψ(±))
n (2), . . .
]
.
From Eqs. (4.1), (4.2), and (4.3), we obtain
µ(Ψ
(±))
n =
T
[
. . . , |α−2|2 + |β−2|2, |α−2|2 + |β0|2, |α0|2 + |β0|2, |α0|2 + |β2|2, |α2|2 + |β2|2, . . .
]
.
Therefore we see that for any n ≥ 0, µ(Ψ(±))n = µ(Ψ(±))0 . So µ(Ψ
(±))
0 becomes a stationary
measure, that is, µ
(Ψ(±))
0 ∈ Ms(U). Moreover µ(Ψ
(±))
n (2x) = |α2x|2 + |β2x|2 (x ∈ Z). So in
general, stationary measure µ
(Ψ(±))
0 is a non-uniform and non-exponential decay measure.
Therefore we obtain
Ms(U) \ (Munif ∪Mexp) 6= ∅.
5 Case b = 0
In this case, we see that U can be written as
U =
[
eiη 0
0 △e−iη
]
,
where η ∈ [0, 2pi) and △(= detU) ∈ C with |△| = 1. This section gives the following result
which is stronger than Theorem 1.3:
10
Theorem 5.1 For any U ∈ U(2) with b = 0, we have
Ms(U) =Munif =M2(U).
From now on we will prove this theorem. By Eq. (2.2), we have
ΨLn(x) = e
iηnΨL0 (x+ n), Ψ
R
n (x) = △ne−iηnΨR0 (x− n), (5.1)
for any x ∈ Z and n ≥ 0. Put
ax = |ΨL0 (x)|2, bx = |ΨR0 (x)|2.
Remark that µ0(x) = ax + bx. Then we see that if µ0 ∈Ms(U), then Eq. (5.1) gives
ax+n + bx−n = ax + bx (n ≥ 1), (5.2)
for any x ∈ Z, since µn(x) = µ0(x). When n = 1, Eq. (5.2) becomes
ax+1 + bx−1 = ax + bx (x ∈ Z). (5.3)
If we take x→ x+ 1 in Eq. (5.3), then we have
ax+2 + bx = ax+1 + bx+1 (x ∈ Z). (5.4)
Combining Eq. (5.3) with Eq. (5.4) gives
ax+2 − ax = bx+1 − bx−1 (x ∈ Z). (5.5)
Put c1 = a0 − b−1 and c2 = a1 − b0. Then by Eq. (5.5), we have
a2k = b2k−1 + c1, a2k+1 = b2k + c2 (k ∈ Z). (5.6)
Combining Eq. (5.6) and Eq. (5.2) with x = 2k and n = 2 implies
a2k+2 − a2k+1 = a2k − a2k−1. (5.7)
Similarly, combining Eq. (5.6) and Eq. (5.2) with x = 2k + 1 and n = 2 gives
a2k+3 − a2k+2 = a2k+1 − a2k. (5.8)
Let A = a1 − a0 and B = a2 − a1. By Eqs. (5.7) and (5.8), we get
a2k = (A+B)k + a0, a2k+1 = (A+B)k + A+ a0 (k ∈ Z). (5.9)
If A + B 6= 0, then ax must be negative for some x ∈ Z. So we have A + B = 0, and Eq.
(5.9) becomes
a2k = a0, a2k+1 = a1 (k ∈ Z). (5.10)
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In a similar fashion, we can obtain
b2k = b0, b2k+1 = b1 (k ∈ Z). (5.11)
By Eqs. (5.10) and (5.11),
µ0(2k) = µ0(0), µ0(2k + 1) = µ0(1) (k ∈ Z). (5.12)
On the other hand, combining Eq. (5.2) with Eq. (5.11) gives
µ0(0) = a0 + b0 = a1 + b−1 = a1 + b1 = µ0(1). (5.13)
By Eqs. (5.12) and (5.13), we have µ0(x) = µ0(0) = µ0(1) for any x ∈ Z, that is, µ0 is a
uniform measure. So we see that µ0 = µ1 = µ2 implies that µ0 ∈Munif . Then we obtain
M2(U) ⊆Munif . (5.14)
From Theorem 1.1 which will be shown in the next section, we have
Munif ⊆Ms(U). (5.15)
On the other hand, by definition, we get
Ms(U) ⊆M2(U). (5.16)
By Eqs. (5.14), (5.15), and (5.16), we have
M2(U) ⊆Munif ⊆Ms(U) ⊆M2(U).
Therefore we conclude that
M2(U) =Munif =Ms(U).
So the proof is completed.
We should note that Theorem 5.1 implies
M1(U) ⊇M2(U) =M3(U) = · · · =Ms(U) =Munif .
Here we give two non-uniform and non-stationary examples which satisfy µ0 = µ1 and
µ1 6= µ2. That is,
M1(U) \M2(U) 6= ∅.
Remark that for the Markov chain, if µ0 = µ1, then µ0 = µn for any n ≥ 2, that is,
MMc1 =MMc2 =MMc3 = · · · =MMcs ,
where MMcn is the set of measures for the Markov chain which corresponds to Mn.
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The first one is an unbounded measure µ0 with µ0(x) = ax + bx as follows:
ax =


2x (x ≥ 1),
1 (x = 0),
−2x+ 1 (x ≤ −1),
and
bx =


2x+ 3 (x ≥ 1),
3 (x = 0),
−2x (x ≤ −1).
Then we have
µ0(x) = µ1(x) =


4x+ 3 (x ≥ 1),
4 (x = 0),
−4x+ 1 (x ≤ −1).
However we see µ2(0) = 8.
The second one is a bounded measure µ0 with 0 ≤ µ0(x) = ax + bx ≤ 2 (x ∈ Z):
a2x = a2x+1 =
1
2
+
1
22
+ · · ·+ 1
2x+1
(x ≥ 0),
a−2x = a−(2x−1) =
1
2
− 1
22
− · · · − 1
2x+1
(x ≥ 1),
b2x+1 = b2x+2 =
1
2
+
1
22
+ · · ·+ 1
2x+2
(x ≥ −1),
b−(2x+1) = b−2x =
1
2
− 1
22
− · · · − 1
2x+1
(x ≥ 1).
Remark that µ0(x) < µ0(x+1) for any x ∈ Z with limx→−∞ µ0(x) = 0 and limx→∞ µ0(x) = 2.
6 Proof of Theorem 1.1
This section gives a new and simple proof of Theorem 1.1, i.e., Munif ⊂ Ms(U) for any
U ∈ U(2). First we consider the following initial state: for any x ∈ Z,
Ψ0(x) = ϕ =
[
α
β
]
∈ C2,
where ||ϕ||2 = |α|2+ |β|2 > 0. Remark that Ψ0(x) does not depend on the position x. Then
we have
Ψ1(x) = PΨ0(x+ 1) +QΨ0(x− 1) = (P +Q)ϕ = Uϕ.
Similarly, we have
Ψ2(x) = PΨ1(x+ 1) +QΨ1(x− 1) = (P +Q)Uϕ = U2ϕ.
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Then we obatin
Ψn(x) = U
nϕ
for any n = 0, 1, 2, . . . and x ∈ Z. Thus we have
µn(x) = ||Ψn(x)||2 = ||Unϕ||2 = ||UnΨ0(x)||2 = ||Ψ0(x)||2
= µ0(x) = ||ϕ||2(= |α|2 + |β|2),
since U is unitary. That is, this measure µ0 satisfies µ0 = µ
(c)
u with c = ||ϕ||2 and
µn(x) = µ0(x) (n ≥ 1, x ∈ Z).
Therefore the proof is completed. That is, we showed the following result: for any U ∈ U(2),
we have
Munif ⊆Ms(U).
We can easily generalize this theorem. For example, we consider an N -state QW on Z
determined by the N ×N unitary matrix U = [U(i, j)]1≤i,j≤N . For k = 1, 2, . . . , N , we put
Uk(i, j) = U(i, j)δi,k.
Remark that U is divided into {Uk : k = 1, 2, . . . , N}, i.e.,
U =
N∑
k=1
Uk.
For N = 2M + 1 with M = 1, 2, . . ., Uk corresponds to the weight of jump from x to
x − M + (k − 1), where k = 1, 2, . . . , N(= 2M + 1). So the range of the jump is {x −
M,x −M + 1, . . . , x +M − 1, x +M}. For example, M = 1 case is the three-state QW.
Similarly, for N = 2M with M = 1, 2, . . ., Uk corresponds to the weight of jump from x to
x−M+(k−1) (k = 1, 2, . . . ,M), and from x to x−M+k (k = M+1,M+2, . . . , N = 2M).
So the range of the jump is {x −M,x −M + 1, . . . ,−1, 1, . . . , x +M − 1, x +M}. Then
M = 1 case is the two-state QW considered here. In a general case also, we have the same
argument as both of the M = 1 case. Let Ψ0 =
T [. . . , ϕ, ϕ, ϕ, . . .], that is, Ψ0(x) is always
ϕ = T[α1, α2, . . . , αN ]. Then we obtain
Ψ1(x) =
N∑
k=1
Ukϕ = Uϕ.
In a similar way, we see
Ψn(x) = U
nϕ.
Therefore
µn(x) = ||Ψn(x)||2 = ||Unϕ||2 = ||UnΨ0(x)||2 = ||Ψ0(x)||2 = µ0(x)(= ||ϕ||2).
Thus
µ(||ϕ||
2)
u ∈Ms(U).
Then it follows from this that for any U ∈ U(N), we see
Munif ⊆Ms(U).
14
7 Summary
In this paper, we proved that
(i) for any U ∈ U(2) with abcd 6= 0 or a = 0, we have
Ms(U) \ (Munif ∪Mexp) 6= ∅,
(i) for any U ∈ U(2) with b = 0, we have
Ms(U) =Munif .
One of the interesting future problems is to characterizeMs(U) for both abcd 6= 0 and a = 0
cases, like b = 0 case. Moreover, to consider Ms(U) for general U ∈ U(N) is a challenging
problem.
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