Abstract. In this expository and survey paper, along one of main lines of bounding the ratio of two gamma functions, we look back and analyse some inequalities, several complete monotonicity of functions involving ratios of two gamma or q-gamma functions, and necessary and sufficient conditions for functions involving ratios of two gamma or q-gamma functions to be logarithmically completely monotonic.
The logarithmic derivative of Γ(x), denoted by ψ(x) =
Γ(x) , is called the psi or digamma function, and ψ (k) (x) for k ∈ N are called the polygamma functions. It is common knowledge that special functions Γ(x), ψ(x) and ψ (k) (x) for k ∈ N are fundamental and important and have much extensive applications in mathematical sciences.
The q-analogues of Γ and ψ are defined [4, pp. 493-496 ] for x > 0 by Γ q (x) = (1 − q)
Γ q (x) = (q − 1) 1−x q ( 1 − e −t dγ q (t) (1.5) for 0 < q < 1, where dγ q (t) is a discrete measure with positive masses − ln q at the positive points −k ln q for k ∈ N, more accurately,
δ(t + k ln q), 0 < q < 1, t, q = 1. 2 ) Γ 1/q (x).
(1.7)
1.2. The definition and properties of completely monotonic functions. A function f is said to be completely monotonic on an interval I if f has derivatives of all orders on I and (−1) n f (n) (x) ≥ 0 for x ∈ I and n ≥ 0. The class of completely monotonic functions has the following basic properties.
Theorem 1.1 ([69, p. 161]).
A necessary and sufficient condition that f (x) should be completely monotonic for 0 < x < ∞ is that
−xt dα(t), (1.8) where α(t) is nondecreasing and the integral converges for 0 < x < ∞.
Theorem 1.2 ([8, p. 83]). If f (x) is completely monotonic on I, g(x)
∈ I, and g ′ (x) is completely monotonic on (0, ∞), then f (g(x)) is completely monotonic on (0, ∞).
1.3.
The logarithmically completely monotonic functions. A positive and k-times differentiable function f (x) is said to be k-log-convex (or k-log-concave, respectively) with k ≥ 2 on an interval I if and only if [ln f (x)]
(k) exists and [ln f (x)] (k) ≥ 0 (or [ln f (x)] (k) ≤ 0, respectively) on I. A positive function f (x) is said to be logarithmically completely monotonic on an interval I ⊆ R if it has derivatives of all orders on I and its logarithm ln f (x) satisfies (−1)
k [ln f (x)] (k) ≥ 0 for k ∈ N on I. The notion "logarithmically completely monotonic function" was first put forward in [5] without an explicit definition. This terminology was explicitly recovered in [50] whose revised and expanded version was formally published as [55] .
It has been proved once and again in [7, 38, 39, 46, 48, 50, 55, 62 ] that a logarithmically completely monotonic function on an interval I must also be completely monotonic on I. C. Berg points out in [7] that these functions are the same as those studied by Horn [17] under the name infinitely divisible completely monotonic functions. For more information, please refer to [7, 58] and related references therein.
1.4.
Outline of this paper. The history of bounding the ratio of two gamma functions has been longer than sixty years since the paper [68] by J. G. Wendel was published in 1948.
The motivations of bounding the ratio of two gamma functions are various, including establishment of asymptotic relation, refinements of Wallis' formula, approximation to π, needs in statistics and other mathematical sciences.
In this expository and survey paper, along one of main lines of bounding the ratio of two gamma functions, we look back and analyse some inequalities such as Wendel's double inequality, Kazarinoff's refinement of Wallis' formula, Watson's monotonicity, Gautschi's double inequality, and Kershaw's first double inequality, the complete monotonicity of several functions involving ratios of two gamma or q-gamma functions by Bustoz, Ismail, Lorch and Muldoon, and necessary and sufficient conditions for functions involving ratios of two gamma or q-gamma functions to be logarithmically completely monotonic.
Some inequalities for bounding the ratio of two gamma functions
In this section, we look back and analyse some related inequalities for bounding the ratio of two gamma functions.
2.1.
Wendel's double inequality. Our starting point is a paper published in 1948 by J. G. Wendel, which is the earliest one we can search out to the best of our ability.
In order to establish the classical asymptotic relation
for real s and x, by using Hölder's inequality for integrals, J. G. Wendel [68] proved elegantly the double inequality
for 0 < s < 1 and x > 0.
Remark 2.1.1. The inequality (2.2) can be rewritten for 0 < s < 1 and x > 0 as
3)
The relation (2.1) results in
which hints us that the functions
and
are possibly increasing and decreasing respectively. 
The limits (2.1) and (2.7) are equivalent to each other since
Hence, the limit (2.7) is presumedly called as Wendel's limit.
Remark 2.1.3. Due to unknown reasons, Wendel's paper [68] was seemingly neglected by nearly all mathematicians for more than fifty years until it was mentioned in [29] , to the best of my knowledge.
2.2.
Kazarinoff 's double inequality. Starting from 8) one form of the celebrated formula of John Wallis, which had been quoted for more than a century before 1950s by writers of textbooks, D. K. Kazarinoff proved in [20] that the sequence θ(n) defined by
Remark 2.2.1. It was said in [20] that it is unquestionable that inequalities similar to (2.10) can be improved indefinitely but at a sacrifice of simplicity, which is why the inequality (2.8) had survived so long.
Remark 2.2.2. Kazarinoff's proof of (2.10) is based upon the property
of the function
for −1 < t < ∞. The inequality (2.11) was proved by making use of the well-known Legendre's formula
for x > 0 and estimating the integrals
Since (2.11) is equivalent to the statement that the reciprocal of φ(t) has an everywhere negative second derivative, therefore, for any positive t, φ(t) is less than the harmonic mean of φ(t − 1) and φ(t + 1), which implies
As a subcase of this result, the right-hand side inequality in (2.10) is established.
Remark 2.2.3. Replacing t by 2t in (2.15) and rearranging yield 
This suggests that the function
is perhaps decreasing, more strongly, logarithmically completely monotonic. Remark 2.2.4. The inequality (2.11) may be rewritten as
2 in the above inequality yields
for u > 0. This inequality has been generalized in [52] to the complete monotonicity of a function involving divided differences of the digamma and trigamma functions as follows.
Theorem 2.1. For real numbers s, t, α = min{s, t} and λ, let
on (−α, ∞). Then the function ∆ s,t;λ (x) has the following complete monotonicity: Γ(x+t) on (−t, ∞) is increasingly convex if s − t > 1 and increasingly concave if 0 < s − t < 1.
2.3.
Watson's monotonicity. In 1959, motivated by the result in [20] mentioned in Section 2.2, G. N. Watson [66] observed that
, which implies the much general function
, whose special case is the sequence θ(n) for n ∈ N defined in (2.9), is decreasing and lim x→∞ θ(x) = 1 4 and lim
This implies apparently the sharp inequalities
, and, by Wallis cosine formula [67] , 1
Remark 2.3.1. In [66] , an alternative proof of the double inequality (2.25) was also provided. 
2.4.
Gautschi's double inequalities. The first result of the paper [13] was the double inequality
for x ≥ 0 and p > 1, where
or c p = 1. By an easy transformation, the inequality (2.28) was written in terms of the complementary gamma function
for x ≥ 0 and p > 1. In particular, if letting p → ∞, the double inequality
for the exponential integral E 1 (x) = Γ(0, x) for x > 0 was derived from (2.31), in which the bounds exhibit the logarithmic singularity of E 1 (x) at x = 0. As a direct consequence of the inequality (2.31) for p = 1 s , x = 0 and c p = 1, the following simple inequality for the gamma function was deduced:
The second result of the paper [13] was a sharper and more general inequality
for 0 ≤ s ≤ 1 and n ∈ N than (2.33). It was obtained by proving that the function
is monotonically decreasing for 0 ≤ s < 1. Since ψ(n) < ln n, it was derived from the inequality (2.34) that
which was also rewritten as n!(n + 1)
and so a simple proof of Euler's product formula in the segment 0 ≤ s ≤ 1 was shown by letting n → ∞ in (2.37).
Remark 2.4.1. For more information on refining the inequality (2.28), please refer to [23, 61, 63] and related references therein.
Remark 2.4.2. The double inequalities (2.34) and (2.36) can be rearranged as
for n ∈ N and 0 ≤ s ≤ 1. Furthermore, the inequality (2.39) can be rewritten as
This supply us some possible clues to see that the sequences at the very ends of the inequalities (2.40) and (2.41) are monotonic. 
and n ∈ N, and the inequality (2.42) reverses for s > e 1−γ − 1 = 0.52620 · · · , since the function
was proved in [54, Theorem 2] to be strictly decreasing on (−1, ∞) and
This means that Wendel's double inequality (2.2) and Gautschi's first double inequality (2.38) are not included each other, but they all contain Gautschi's second double inequality (2.39).
Remark 2.4.4. In the reviews on the paper [13] by the Mathematical Reviews and the Zentralblatt MATH, there is no a word to comment on inequalities in (2.38) and (2.39). However, these two double inequalities later became a major source of a large amount of study on bounding the ratio of two gamma functions.
2.5. Kershaw's first double inequality. Inspired by the inequality (2.36), among other things, D. Kershaw presented in [21] the following double inequality
for 0 < s < 1 and x > 0. In the literature, it is called as Kershaw's first double inequality for the ratio of two gamma functions.
Remark 2.5.1. It is easy to see that the inequality (2.45) refines and extends the inequality (2.2) and (2.39).
Remark 2.5.2. The inequality (2.45) may be rearranged as
for x > 0 and 0 < s < 1. By virtue of (2.1) or (2.7), it is easy to see that
This insinuates the monotonicity, more strongly, the logarithmically complete monotonicity, of the functions
and x+ s 2
. (2.49) 3. Some completely monotonic functions involving ratios of two gamma or q-gamma functions
In this section, we look back and analyse several complete monotonicity of functions involving ratios of two gamma or q-gamma functions.
3.1. Ismail-Lorch-Muldoon's monotonicity results. Motivated by work on inequalities for the ratio of two gamma functions in [21, 22, 26] [18] that simple monotonicity of the ratio of two gamma functions are useful.
In [31, pp. 118-119] , the asymptotic formula 
Then both h ′ (x) and 
The result fails if a + b < 1. 
for Re z > 0 yields
It was established in [18, Lemma 4.1] that if 0 ≤ b < a, a+b ≥ 1 and
The result fails if the condition a + b ≥ 1 is replaced by a + b < 
3.2.
Bustoz-Ismail's monotonicity results. In [9] , it was noticed that inequalities like (2.25) are "immediate consequences of the complete monotonicity of certain functions. Indeed, one should investigate monotonicity properties of functions involving quotients of gamma functions and as a by-product derive inequalities of the aforementioned type. This approach is simpler and yields more general results."
In [9] , it was revealed that (1) [9, Theorem 1]: the function
is completely monotonic on (−c,
, so is the reciprocal of (3.9) on − In [12, p. 15 and p. 20] , the following integral representation was listed: For Re z > 0,
1 + e −t dt. 
in [12, p. 15] , the positivity of the function
on (0, ∞) for 0 < s < 1, and the above Theorem 1.2 applied to f (x) = e −x , as mentioned in Remark 3.2.1.
The proof of the decreasing monotonicity of the function (3.12) just used the formula (3.16) and the conclusion stated in Remark 3.2.1.
Remark 3.2.4. In fact, under corresponding assumptions, the functions (3.9), (3.10), (3.11) and their reciprocals had been proved in [9] to be logarithmically completely monotonic. 
is completely monotonic on (0, ∞) for a ≥ 1. 
The inequalities become equalities when α = 1 and they are reversed when α > 1. holds for 0 < s < 1 and x > − s 2 . In [3] , it was pointed out that the inequality
is also valid for x > −s. As refinements of (3.22) and (3.23), the following double inequality was presented in [3, Theorem 3.1]: For real numbers 0 < q = 1 and s ∈ (0, 1), the double inequality
holds with the best possible values 
Some logarithmically completely monotonic functions involving ratios of two gamma or q-gamma functions
In this section, we look back and analyse necessary and sufficient conditions for functions involving ratios of two gamma or q-gamma functions to be logarithmically completely monotonic. As seen in Section 3, it is easy to have an idea that the function q α,β (t) or its variations play indispensable roles in the proofs of [ In order to bound ratios of two gamma or q-gamma functions, necessary and sufficient conditions for q α,β (t) to be either monotonic or logarithmically convex have been investigated in [16, 40, 44, 49, 59, 60] . 
it is easy to see that the inequality (3.8), the non-negativeness of the functions (3.14) and (3.15) , the positivity of the function (3.17) and the inequality (3.21) are at all special cases of the monotonicity of the function q α,β (t) on (0, ∞) stated in Proposition 4.1.
4.2.
Necessary and sufficient conditions related to the ratio of two gamma functions. In this section, we survey necessary and sufficient conditions for some functions involving the ratio of two gamma functions to be logarithmically completely monotonic.
The logarithmically complete monotonicity of the function
for x > 0 and a > 0, the reciprocal of the first function in (2.5) discussed in Remark 2.1.1, were considered in [45, 64] . In order to obtain a refined upper bound in (2.2), the logarithmically complete monotonicity of the function
for x ∈ (0, ∞) and a ∈ (0, ∞), the middle term in (2.2) or the reciprocal of the second function in (2.5), were considered in [45] 
−1 is logarithmically completely monotonic on (0, ∞) and lim x→0+ f a (x) = 0 if 0 < a < 1; (3) lim x→∞ f a (x) = 1 for any a ∈ (0, ∞).
As a straightforward consequence of combining Theorem 4.1 and Theorem 4.2, the following refinement of the upper bound in the inequality (2.2) is established. 
where
If a > 1, the reversed inequality of (4.6) holds. 
By a recourse to the incomplete monotonicity of the function q α,β (t) obtained in [40] , the following incomplete but correct conclusions about the logarithmically complete monotonicity of the function H a,b;c (x) were procured in [32, 33] . 
for |t−s| < 1 and −δ s,t (x) for |t−s| > 1 were proved to be completely monotonic on the interval (− min{s, t}, ∞). By employing the formula (3.6), the monotonicity of q α,β (t) on (0, ∞) and the complete monotonicity of δ s,t (x), necessary and sufficient conditions are presented for the function H a,b;c (x) to be logarithmically completely monotonic on (−ρ, ∞) as follows. , that is, the inequality
holds for x ∈ (−a, ∞) if λ ≤ min a,
and µ ≥ max a,
, which is equivalent to min a,
It is noted that a special case 0 < a < b < 1 of the inequality (4.14) was derived in [10] from Elezović-Giordano-Pečarić's theorem (see [11, 49, 59, 60] ). Moreover, by available of the inequality (2.2) and others, the double inequalities
were proved in [65] to be valid for 0 < a < b < 1.
Maybe two references [6, 30] are also useful and worth being mentioned. Remark 4.2.5. It is not difficult to see that all (complete) monotonicity on functions involving the ratio of two gamma functions, showed by Bustoz-Ismail in [9] and Ismail-Lorch-Muldoon in [18] and related results in [32, 33, 45, 64] , are special cases of the above Theorem 4.5.
4.2.5. From the above Theorem 4.5, the following double inequalities for divided differences of the psi and polygamma functions may be deduced immediately. 
for a ≥ 0, x > 0 and k ∈ N, which is equivalent to the recurrence formula
listed in [1, p. 260, 6.4.6] . For detailed information, see [15, 34] and [16, Remark 8] .
Remark 4.2.7. For more information on results of divided differences for the psi and polygamma functions, please refer to [35, 36, 37, 51, 41, 47, 52, 53] and related references therein. Let a, b and c be real numbers, ρ = min{a, b, c}, and define
for x ∈ (−ρ, ∞), where Γ q (x) is the q-gamma function defined by (1.2) and (1.3).
It is clear that the function (4.21) is a q-analogue of the function (4.9).
In virtue of the monotonicity of q α,β (t) on (0, ∞) and the formula (1.5), the following Theorem 4.7, a q-analogue of Theorem 4.5, was procured. Similar to Theorem 4.6, the following double inequality of divided differences of the q-psi function ψ q (x) for 0 < q < 1 may be derived from Theorem 4.7. 
and reverses if c ≥ max a, a+b−1 2 . Consequently, the identity
holds for x ∈ (0, ∞) and k ∈ N. 5. Logarithmically complete monotonicity for ratios of products of the gamma and q-gamma functions
In this section, we would like to look back and analyse some (logarithmically) complete monotonicity of ratios of products of the gamma and q-gamma functions.
Let a i and b i for 1 ≤ i ≤ n be real numbers and ρ n = min 1≤i≤n {a i , b i }. For
where a and b denote (a 1 , a 2 , . . . , a n ) and (b 1 , b 2 , . . . , b n ) respectively. 
for a, b ≥ 0, a special cases of h a,b;n (x) for n = 2, was proved to be completely monotonic on (0, ∞).
In [2, Theorem 10] , the function h a,b;n (x) was proved to be completely mono-
Its proof used the formula (3.6), a special case of Theorem 1.2 applied to f (x) = e −x , and the following conclusion cited from [28, p. 10] : Let a i and b i for i = 1, . . . , n be real numbers such that a 1 ≤ · · · ≤ a n ,
If the function f is decreasing and convex on R, then
In [19, Theorem 4 .1], the functions
were proved to be completely monotonic on (0, ∞), where a 1 , . . . , a n are positive numbers, nā = a 1 + · · · + a n , and 0 < q ≤ 1.
In [27] , the function
for a i > 0 and i = 1, . . . , n was found to be decreasing on (0, ∞). Motivated by the decreasing monotonic property of the function (5.6), H. Alzer proved in [2, Theorem 11] that the function
is completely monotonic on (0, ∞) if and only if α = n − 1.
Remark 5.1.1. It is clear that the decreasingly monotonic property of the function (5.6) is just the special case q → 1 − of the complete monotonicity of the function (5.5). Therefore, it seems that the authors of the papers [2, 27] were not aware of the results in [19, Theorem 4 .1].
Remark 5.1.2. The complete monotonicity mentioned just now are indeed logarithmically completely monotonic ones.
5.2.
Logarithmically complete monotonicity. Let S n be the symmetric group over n symbols, a 1 , a 2 , . . . , a n . Let O n and E n be the sets of odd and even permutations over n symbols, respectively. For a 1 > a 2 > · · · > a n > 0, define for any a k > 0 and k ∈ N are logarithmically completely monotonic on (0, ∞) and that any product of functions of the type (5.9) with different parameters a k is logarithmically completely monotonic on (0, ∞) as well, where P n,k for 1 ≤ k ≤ n is the set of all vectors m = (m 1 , . . . , m k ) whose components are natural numbers such that 1 ≤ m ν < m µ ≤ n for 1 ≤ ν < µ ≤ k and P n,0 is the empty set. for a 1 > a 2 > · · · > a n > 0, then F q (x−a 2 −2a 3 −· · ·−(n−1)a n ) is a logarithmically completely monotonic function of x on (0, ∞).
In [14, Theorem 3.3] , it was stated that the functions for any a k > 0 with k = 1, . . . , n are logarithmically completely monotonic on (0, ∞), so is any product of functions (5.11) with different parameters a k . 5.3. Some recent conclusions. By a recourse to the monotonicity of q α,β (t) on (0, ∞), the following sufficient conditions for the function h a,b;n (x) to be logarithmically completely monotonic on (0, ∞) are devised. hold for 1 ≤ i ≤ n and 13) then the function h a,b;n (x) is logarithmically completely monotonic on (−ρ n , ∞). If inequalities in (5.12) and (5.13) are reversed, then the function h b,a;n (x) is logarithmically completely monotonic on (−ρ n , ∞).
The q-analogue of Theorem 5.1 is as follows. are reversed, then the function h q;b,a;n (x) is logarithmically completely monotonic on (−ρ n , ∞).
