Abstract. According to standard fiction, a user is able to securely keep long term keys on his device. However, in fact his device may become infected with malware, and an adversary may obtain a copy of his key. We propose an attacker model in which devices are "periodically trustworthy" -they may become infected by malware, and then later become trustworthy again after software patches and malware scans have been applied, in an ongoing cycle. This paper proposes a solution to make the usage of private keys by attackers detectable by using public transparently-maintained logs to monitor the usage of long-term secret keys.
Introduction
Encryption is an important way to ensure the confidentiality of digital messages exchanged between a sender and recipient. However, there is a gap between the assumption that a secret decryption key is only known by the owner, and the fact that some party (e.g. an attacker) may have a way to gain access to the secret key. The security of existing systems cannot be guaranteed if the secret key is abused after being exposed to other parties.
Currently there are no effective methods to detect improper usage of a decryption key. In the scenario where symmetric key encryption is used, the communication parties share the same secret key for encryption and decryption, and the key owners cannot detect the condition that the key is compromised. Similarly, in the scenario where public key encryption is used, the key owner who has a pair of public key and private key for message encryption and decryption, respectively, cannot detect when his private key has been compromised. So, in both cases, the secret key owner is not prompted to revoke the compromised secret key or take other actions. Hence, the security that the system guarantees is broken until the secret key has expired. However even when a key is expired or revoked, the new key may also become compromised.
For example, if a user Alice wants to send a private message to a domain server Bob through the transport layer security (TLS) protocol, then Alice needs to obtain Bob's public key certificate, and encrypt and send a session key establishment message to Bob to establish a session key. Here, even if Alice has obtained an authentic copy of Bob's TLS certificate, if attacker Eve can somehow compromise Bob's private key corresponding to the certificate Alice obtained, then Eve is able to block and decrypt the cipher text from Alice, and play manin-the-middle attacks by providing her Diffie-Hellman (DH) key establishment contributions to both Alice and Bob, without being detected.
Detection of private key usage when the private key is a signing key rather than a decryption key is easier, because security can be leveraged from the party that needs to verify and accept the signature. Such a party is a witness who saw the usage of the compromised signing key. Certificate transparency (CT) [1] , accountable key infrastructure (AKI) [2] , enhanced certificate transparency (ECT) [3] , and distributed transparent key infrastructure (DTKI) [4] are existing key infrastructures that can audit such key usage by recording signatures (i.e. certificates) into the log.
Inspired by the above mentioned systems, we propose a mechanism to convert systems that use long-term symmetric or asymmetric keys for encryption to systems that can detect unauthorized usage of long-term secret keys, thus providing a better security guarantee.
Overview
The problem. Suppose that Alice wants to send a confidential message m to Bob. Suppose Bob has a public/private key pair for encryption; that is, he has a decryption key dk B which is kept private, and an encryption key ek B which is published. According to the common practice, Alice encrypts the message m using Bob's encryption key ek B , creating a ciphertext. If only Bob has possession of dk B , then only Bob can decrypt the ciphertext (Fig. 1) . However, if dk B has become exposed to an attacker, then the attacker can decrypt the ciphertext. Bob has no reliable way to be aware that this has happened. Similarly, when Alice and Bob want to use symmetric key encryption for exchanging sensitive messages, the same problem would occur.
Adversary model Almost all systems (e.g. Windows or Mac OS) and protocols (e.g. TLS) suffer from an undesired life cycle of security: software released → vulnerability found and possibly exploited → software updated and exploit eliminated Based on the above life cycle of security, we consider an adversary who can get all (long-term and short-term) secrets of victims. The attacker can repeatedly fully control the victim's device, but each time only for a limited period.
Alice
Bob encrypt m using ekB
use dkB to decrypt Fig. 1 . An abstract representation of the original protocol. In this protocol, Alice encrypts message m by using Bob's public key ekB, and sends the cipher-text Enc(m, ekB) to Bob who can decrypt it by using his private key dkB.
For example, after the implementation of a system (e.g. Windows) or a protocol (e.g. SSL) has been released, there are always some undiscovered security flaws. During the time that the system has not been patched, an attacker is able to get some credential (e.g. a secret key) out from a victim's device. However, some time later, the security flaw is discovered and fixed, and the attacker's ability to control the device is removed.
The security properties we want to guarantee are forward secrecy and auditablebackward secrecy. Forward secrecy is a property ensuring that the plain-text of transmitted messages will not be exposed if the associated long-term secret is compromised in the future; and auditable-backward secrecy is a property ensuring that if a compromised long-term secret will have exposed future messages, then the genuine owner of the long-term secret can detect the fact of the compromised secret.
The solution. The basic idea is that the commitments about the usage of longterm private keys are recorded in a log. This enables a key owner to monitor the usage of a key. For a long-term asymmetric secret key, the commitment could be a signature, or a proof of knowledge. For a long-term symmetric key, the commitment can be done by using symmetric key encryption, or by using hash-based message authentication code (HMAC). In this paper, we focus on the asymmetric key case. (The protocol for symmetric key case is similar to the protocol for asymmetric key case.)
In more detail (as shown in Fig. 2 ), Bob uses a long-term public/private key pair (sk B , vk B ) for signature generation and verification rather than for Alice Bob generate ephemeral (ek, dk) Create a certificate cert on ek using skB Insert cert in log cert Check log Encrypt m using ek
Enc(m, ek)
Use dk to decrypt Check log Fig. 2 . The basic idea of our proposed system. In this abstract protocol, Bob has a pair (skB, vkB) of long term keys for signature generation and verification, and Alice is assumed to have the verification key vkB. Bob generates an ephemeral key pair (ek, dk) for encryption and decryption, issues certificate cert on the ephemeral encryption key ek, then inserts the certificate into his associated log. After receiving cert, Alice checks that it is present in the log, then sends a message m to Bob encrypted with ek. Bob checks in the log whether there are certificates for his keys not generated by him.
message decryption and encryption, respectively. Bob periodically 1 generates an ephemeral key pair (ek, dk) for encryption and decryption, issues certificate cert on the ephemeral encryption key ek, then publishes cert in the log. After receiving cert, Alice verifies the certificate. If cert is valid, she checks that (a) it is present in the log; (b) it is not revoked; and (c) the log is maintained in an append-only manner. If all checks succeed, she encrypts sensitive message 2 m using ek, and sends the ciphertext to Bob encrypted with ek. Bob should check in the log whether there are certificates for his keys not generated by him. Bob also keeps his own record of generated certificates, and periodically, he verifies that the certificates published in the log agree with his own record of published information.
Remark. Alice and Bob can be simultaneously online (synchronous) or the receiver may be offline at the time the sender sends a message (asynchronous). In the case they are synchronous, Alice can get the ephemeral certificate from Bob directly. In the other case, Bob can upload a pre-generated ephemeral certificate into a third party where Alice will get the ephemeral certificate from. Since Alice can verify the log, the third party is not required to be trusted. In addition, it is not necessary for Bob to be the log maintainer. He can ask some third party to maintain his log. The log maintainer is also not required to be trusted. Moreover, instead of generating a single key pair and putting it in the log each time, Bob can generate a sequence of keys, and publish the digest (with constant size) of the sequence into the log. The digest can be a hash chain of the sequence, or the root value of a hash tree that records the sequence. In this case, Alice needs to ask an additional proof that the obtained certificate is an element of the sequence that is presented by the digest. The proof is with size O(log n) if a hash tree is used, where n is the size of the tree (and the size of the sequence).
Properties of the log The security of the method requires that an attacker cannot remove information from the log. To achieve this, the log is typically stipulated to be append-only. It is a requirement that users of the log (including Bob) can verify that no information has been deleted from the log. For this purpose, the log can be organised as a Merkle tree [5] in which data is inserted by extending the tree to the right. Such a log was designed and introduced in certificate transparency [1] . The log maintainer can provide efficient proofs that (A) some particular data is present in the log, and (B) the log is being maintained in an append-only manner. Proof A is referred to as proof of presence and proof B is referred to as proof of extension. Certificate transparency has been extended to provide proofs of absence and proofs of currency [3] . Proof of absence demonstrates that any data having a given attribute is absent from the log. Proof of currency demonstrates that some data is the latest valid data associated to a given attribute (e.g. a key associated to a user identity). The extension allows revocation to be supported. In addition, certificate transparency has been extended to support multiple logs and to avoid the requirement of trusted parties [4] . Another interesting design for certificate logs is through the checks-and-balances proposed in AKI [2] and its enhancement (ARPKI [6] ).
It is also a requirement that the log maintainer cannot maintain different versions of the log which it shows to different sets of users. Gossip protocols are a known technique to ensure that.
On the other side, user privacy is a concern. This can be solved by letting the log maintainer sign each user identity, then put the hash value of the signature into the log (rather than putting the user identity directly into the log). The signature scheme used should be deterministic and unforgeable, as suggested in a previous work [7] . Hence, users that have the recipient's identity can request the signed user identity from the log maintainer, and verify it; but an attacker who has downloaded the entire log cannot recover the identity of users, based on the unforgeability of the chosen signature scheme.
In addition, it would be difficult to maintain and sync all logs in real-time when they become huge, as any delay of receiving new update queries would make logs inconsistent. One countermeasure is to update the log periodically rather than update it in real-time. In this arrangement, log maintainers collect all new log update queries, synchronise with each other, then update the log when all log maintainers have agreed the same set of data for update.
Security discussion
We assume that all sets of pre-generated ephemeral keys of the same user have the same lifetime, denoted δ. In addition, according to our adversary model, we know that Bob's system can be compromised repeatedly, but not continuously. Suppose Bob's system is compromised at time t i and fixed at time t ′ i , for i ∈ {1, 2, 3, . . .} (see Fig. 3 ). If the attacker recovers the plain-text of messages exchanged at a time outside of the period (t i − δ, t ′ i + δ), then the attacker has to leave some evidence in the log, which can be readily detected by Bob. 
Application to SSH
Key usage detection (KUD) can be applied to many scenarios where the secret keys might be compromised or escrowed by other parties.
For example, in existing identity based signature [8] systems, the identity provider can derive any of its client's signing key, and therefore can sign on behalf of any of its client. Similarly, in existing identity based encryption [9] systems, the identity provider can derive any of its client's decryption key, and therefore can decrypt a ciphertext sent to the client without informing the client [10] . One way to solve the above key escrow problem is adopting multiple private key generators to perform the secret generation process. So, no single party can derive the client secret. However, this solution is hard to achieve in practice.
In the case of identity based signature, key usage detection mitigates the problem in another way by recording all signatures in the public log, and allows a member to detect that an unauthorised signature (e.g. one made by the identity provider) has been issued. Key usage detection cannot be directly used to solve the key escrow problem in identity based encryption; however, it can solve the problem indirectly -instead of using identity-based encryption, the client obtains an identity based signing key from the identity provider, generates an ephemeral key pair for decryption and encryption, signs the ephemeral encryption key by using the obtained signing key, and publishes the signature into the log.
Each time when a sender wants to send a message, the sender downloads the signed encryption key of the recipient, verifies the signature according to the recipient's identity, and encrypts and sends the message if the verification succeeds. Note that the log does not need to be universal. Depending on the scenario, logs can be maintained by identity providers, by clients, or by third parties.
In this way, clients can use the user identity to verify the signed encryption key, can detect the un-authorised usages of the long-term signing key, and are still be able to do encryption.
Another example is to detect un-authorised key usage in the Secure Shell (SSH) protocol. Secure Shell (SSH) is an industry-standard cryptographic network protocol for securing data communication, and is one of the most popular cryptographic protocols on the Internet. It aims to establish a secure channel over an insecure network in a client-server architecture, connecting an SSH client application with an SSH server. SSH users can easily setup (or connect to) an SSH server on (resp. by using) their devices, e.g. a desktop or laptop, for secure communication and data sharing. The server authentication is done by using public-key cryptography, and the client authentication can be done by either using public-key cryptography-based authentication, or using password-based authentication.
We explain the problem and illustrate how to apply key usage detection to SSH as follows.
The problem
The encryption used by SSH is intended to provide confidentiality and integrity of data over an unsecured network, such as the Internet. However, if the private key of a server (or a client) is exposed to an attacker (e.g. because the presence of security bugs [11] or malware), then the security is broken. In practice, the server operator or the client may periodically perform malware scans, operating system upgrades, and software updates. These actions will bring their devices back into a trustworthy state again. Unfortunately, since all secret keys are already exposed to the attacker, the regained trustworthy state will not help victims to regain the security.
To regain the security, victims need to revoke their keys and generate new ones; however, since they do not know when compromises take place, they are not motivated to revoke their keys. In practice, it is impractical to ask users to revoke their keys and distribute new ones after every security update. So, the security is broken from the time that a server or client device is compromised onwards.
The solution
Key usage detection (KUD) can be applied to SSH to reduce the damage of a compromised long-term secret key. It could be applied to the client side, or the server side, or both. We present an abstract protocol to show how to apply KUD to the server authentication of SSH. In the modified protocol, the server has a pair of long-term signing key and verification key. The modified protocol has the same assumption as SSH, namely the clients have an authenticate copy of the server's long-term public key.
The server creates a public log, then periodically (e.g. every δ-long period)
Step 1. generates a pair of ephemeral decryption key and encryption key;
Step 2. issues a certificate on the newly generated decryption key;
Step 3. inserts the certificate into the log; the new certificate will revoke previous ones;
Step 4 . verifies that all certificates in the log are generated by itself.
For server authentication, the user sends to the server a request for establishing a new communication session, together with a digest of the log that s/he has observed in the last session. The server sends to the user the currently valid certificate together with the following proofs:
-(Proof of currency) the received certificate is present in the log and is the latest valid certificate of the server; and -(Proof of extension) the current log is an extension of the log that he has previously observed.
The user verifies the above proofs, then uses the obtained certificate to authenticate the server. All participants of the protocol should also run gossip protocols to detect inconsistent logs.
The public log structure and proofs
Similar to CT [1] , the public log in this example is simply organised as an append-only Merkle tree. However, we do not have the problem that CT facesnamely, to efficiently prove that a given certificate in the log is not revoked. This is due to the fact that our log only contains one valid certificate, which is stored in the rightmost leaf of the Merkle tree. This design allows a log maintainer to efficiently generate the proof that a certificate is the latest one in the log (by proving the certificate is located on the rightmost leaf of the Merkle tree), and this proof can be efficiently verified by users. (We will detail it later.) Log structure The public log is organised as an append-only Merkle tree. A Merkle tree (a.k.a. hash tree) [5] , is a binary tree where each non-leaf node is labelled with the hash of the labels of its children; and where each leaf is labelled with some data. Suppose a node has two children labelled with hash values h 1 and h 2 . Then the label of this node is h(h 1 , h 2 ). Relying on the properties of the hash function, a Merkle tree allows one to provide cryptographic proofs of the existence of some data in a Merkle tree; the size of those proofs is logarithmic in the size of the tree.
An append-only Merkle tree is a Merkle tree where the only allowed operation is appending a new data by extending the tree to the right side. Append-only Merkle trees allow one to provide cryptographic proofs that one version of the tree is an extension of a previous version; the size of those proofs is also logarithmic in the size of the tree. Note that an append-only Merkle tree is a not necessarily a balanced tree. The two trees in Figure 4 and 5 are examples of append-only Merkle trees. Figure 4 shows a Merkle tree containing data items d 1 , . . . , d 5 stored at the leaf nodes. Figure 5 shows a larger Merkle tree containing data items d 1 , . . . , d 7 .
Fig . 4 . Append-only Merkle tree T containing 5 leaves.
Fig . 5 . Append-only Merkle tree T ′ containing 7 leaves. It is obtained after appending d6 and d7 into T by extending T to the right.
Proof of presence To demonstrate that a hashed certificate d 3 is present in the tree T , it is sufficient to provide the additional data 
Proof of currency To prove that a hashed certificate d 7 is the latest one in the tree T ′ , the prover issues the proof of presence of d 7 in T ′ . The verifier verifies the proof, and additionally verifies that the path of d 7 is of the form r · r . . . r, where r is the path from a parent node to the right child node.
Proof of extension Proving that one Merkle tree extends another can also be done in logarithmic space and time, by providing at most one hash value per layer. For example, to demonstrate that T ′ in Figure 5 is an extension of the one in Figure 4 , it is sufficient to provide the data
For user authentication, we can use a protocol similar to the protocol for server authentication. One difference is that rather than only recording the server's key usage (i.e. the ephemeral certificate) in the log, the usages of all clients' secret key should also be recorded. Since the log will contain one current valid ephemeral certificate for each user, we need to use a log structure that supports efficient proof of currency when the log contains multiple valid certificates of different clients. One possible log structure is proposed in ECT [3] .
Security discussion
Let's assume that an attacker has compromised the server at time t such that t i ≤ t ≤ t ′ i for some i, has obtained secrets stored on the server, is remaining in possession of the obtained secrets, and wants to attack at time t ′ such that [t Figure 3 ). Let δ be the lifetime of ephemeral key pairs. We have that in a time period [t ′ i + δ, t i+1 − δ], all server authentication messages are protected by using an ephemeral encryption key that is generated when the device is secure. So, the attacker does not have the possession of the corresponding ephemeral decryption key, and the previously compromised decryption key does not help with the decryption.
Since clients will only accept an ephemeral certificate if it is accompanied by proofs of presence in the log, the attacker has to either sign a key and put it in the log, or generate a fake log and fool the user. The former will be readily detected by the server, and the later will eventually be detected by gossip protocols, as the inconsistent logs will be detected by users.
Conclusion
Unauthorized usage of secret keys may occur if computer systems are attacked and keys are compromised, or if backup keys or escrowed keys are abused. This paper proposes a direction in which we aim to make the usage of private keys detectable. This is achieved by using public transparent logs to monitor the usage of long-term secret keys.
We consider an attacker able to periodically compromise secret keys, for example by introducing malware onto a device. We assume that the legitimate user will eventually gain control of the device again, by applying software patches and malware scans and clean-ups.
