The fundamental limits of remote estimation of Markov processes under communication constraints are presented. The remote estimation system consists of a sensor and an estimator. The sensor observes a discrete-time Markov process, which is a symmetric countable state Markov source or a Gauss-Markov process. At each time, the sensor either transmits the current state of the Markov process or does not transmit at all. Communication is noiseless but costly. The estimator estimates the Markov process based on the transmitted observations. In such a system, there is a trade-off between communication cost and estimation accuracy. Two fundamental limits of this trade-off are characterized for infinite horizon discounted cost and average cost setups. First, when each transmission is costly, we characterize the minimum achievable cost of communication plus estimation error. Second, when there is a constraint on the average number of transmissions, we characterize the minimum achievable estimation error.
related work includes censoring sensors [16] , [17] (where a sensor takes a measurement and decides whether to transmit it or not; in the context of sequential hypothesis testing), estimation with measurement cost [18] [19] [20] (where the receiver decides when the sensor should transmit), sensor sleep scheduling [21] [22] [23] [24] (where the sensor is allowed to sleep for a pre-specified amount of time); and event-based communication [25] [26] [27] (where the sensor transmits when a certain event takes place). We contrast our model with [11] [12] [13] [14] [15] below.
In [11] , the authors considered a remote estimation problem where the sensor could communicate a finite number of times. They assumed that the sensor used a threshold strategy to decide when to communicate and determined the optimal estimation strategy and the value of the thresholds.
In [12] , the authors considered remote estimation of a Gauss-Markov process. They assumed a particular form of the estimator and showed that the estimation error is a sufficient statistic for the sensor.
In [13] , the authors considered remote estimation of a scalar Gauss-Markov process but did not impose any assumption on the transmission or estimation strategy. They used ideas from majorization theory to show that the optimal estimation strategy is Kalman-like and the optimal transmission strategy is threshold based. The results of [13] were generalized to other setups in [14] and [15] . In [14] , the authors considered remote estimation of countable state Markov processes where the sensor harvests energy to communicate. Similar to the approach taken in [13] , the authors used majorization theory to show that if the Markov process is driven by symmetric and unimodal noise process then the structural results of [13] continue to hold. In [15] , the authors considered remote estimation of a scalar first-order autoregressive source. They used a person-by-person optimization approach to identify an iterative algorithm to compute the optimal transmission and estimation strategy. They showed that if the autoregressive process is driven by a symmetric unimodal noise process, then the iterative algorithm has a unique fixed point and the structural results of [13] continue to hold.
In all these papers [13] [14] [15] , a dynamic program to compute the optimal thresholds was also identified. However, the problem of computing the optimal thresholds by solving the dynamic program was not investigated. May 20, 2015 DRAFT
B. Contributions
We investigate remote estimation of two models of Markov processes-discrete symmetric Markov processes (Model A) and Gauss-Markov processes (Model B)-under two infinite horizon setups: the discounted setup with discount factor β ∈ (0, 1) and the long term average setup, which we denote by β = 1 for uniformity of notation. For both models, we consider two fundamental trade-offs: by α, what is the minimum achievable estimation error, which we denote by D * β (α) and refer to as the distortion-transmission trade-off.
We completely characterize both trade-offs. In particular,
• In Model A, C * β (λ) is continuous, increasing, piecewise-linear, and concave in λ while D * β (α) is continuous, decreasing, piecewise-linear, and convex in α. We derive explicit expressions (in terms of simple matrix products) for the corner points of both these curves.
• In Model B, C * β (λ) is continuous, increasing, and concave in λ while D * β (α) is continuous, decreasing, and convex in α. We characterize how these curve scale as a function of the noise variance σ 2 and show that they can be completely characterized by C * β (λ) and D * β (α) for σ = 1. We derive an algorithmic procedure to compute the latter curves by using solutions of Fredholm integral equations of the second kind.
We also explicitly identify transmission and estimation strategies that achieve any point on these trade-off curves. For all cases, we show that we can restrict attention to time-homogeneous strategies in which the estimation decision is to choose the last transmitted symbol and the transmission decision is made by comparing the instantaneous estimation error when transmission is not made with a fixed threshold. In the constrained communication setup for Model A, the transmission strategy is a randomized strategy; in all other setups, the transmission strategy is a deterministic strategy. In addition,
• In Model A, the optimal threshold as a function of λ and α can be computed using a look-up table.
• In Model B, the optimal threshold as function of λ and α is an appropriately scaled version May 20, 2015 DRAFT Transmitter Markov source Receiver X t U t Y tXt Fig. 1 : A block diagram depicting the communication system considered in this paper.
of the threshold for the case of σ = 1. For σ = 1, we derive an algorithmic procedure to compute the optimal threshold by using the solutions of Fredholm integral equations of the second kind.
C. Notation
Throughout this paper, we use the following notation. Z, Z ≥0 and Z >0 denote the set of integers, the set of non-negative integers and the set of strictly positive integers, respectively.
Similarly, R, R ≥0 and R >0 denote the set of reals, the set of non-negative reals and the set of strictly positive reals, respectively. Upper-case letters (e.g., X, Y ) denote random variables;
corresponding lower-case letters (e.g. x, y) denote their realizations. X 1:t is a short hand notation for the vector (X 1 , . . . , X t ). Given a matrix A, A ij denotes its (i, j)-th element, A i denotes its i-th row, A denotes its transpose. We index the matrices by sets of the form {−k, . . . , k}; so the indices take both positive and negative values. I k denotes the identity matrix of dimension
II. MODEL AND PROBLEM FORMULATION

A. Model
Consider a discrete-time Markov process {X t } ∞ t=0 with initial state X 0 = 0 and for t ≥ 0
where
is an i.i.d. noise process. We consider two specific models:
• Model A: X t , W t ∈ Z and W t is distributed according to a unimodal and symmetric distribution p, i.e. for all e ∈ Z ≥0 , p e = p −e and p e ≥ p e+1 . To avoid trivial cases, we assume p 1 > 0.
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• Model B: X t , W t ∈ R and W t is a zero-mean Gaussian random variable with variance σ 2 .
The pdf of W t is denoted by φ(·).
A sensor sequentially observes the process and at each time, chooses whether or not to transmit the current state. This decision is denoted by U t ∈ {0, 1}, where U t = 0 denotes no transmission and U 1 = 1 denotes transmission. The decision to transmit is made using a transmission strategy
, where
We use the short-hand notation X 0:t to denote the sequence (X 0 , . . . , X t ). Similar interpretations hold for U 0:t−1 .
The transmitted symbol, which is denoted by Y t , is given by
where Y t = E denotes no transmission.
The receiver sequentially observes {Y t } ∞ t=0 and generates an estimate {X t } ∞ t=0 (whereX t ∈ Z) using an estimation strategy g = {g t } ∞ t=0 , i.e.,
The fidelity of the estimation is measured by a per-step distortion d(X t −X t ).
• For Model A, we assume that d(0) = 0, for e = 0, d(e) = 0 and that d(·) is even and increasing on Z ≥0 , i.e. for all e ∈ Z ≥0 , d(e) = d(−e) and d(e) ≤ d(e + 1).
• For Model B, we assume that d(e) = e 2 .
B. Performance measures
Given a transmission and estimation strategy (f, g) and a discount factor β ∈ (0, 1], we define the expected distortion and the expected number of transmissions as follows. For β ∈ (0, 1), the expected discounted distortion is given by
and for β = 1, the expected long-term average distortion is given by
May 20, 2015 DRAFT Similarly, for β ∈ (0, 1), the expected discounted number of transmissions is given by
and for β = 1, the expected long-term average number of transmissions is given by
C. Problem formulations
We are interested in the following two optimization problems.
Problem 1 (Costly communication)
In the model of Section II-A, given a discount factor β ∈ (0, 1] and a communication cost λ ∈ R >0 , find a transmission and estimation strategy (f
is the total communication cost and the infimum in (8) is taken over all history-dependent strategies.
Problem 2 (Constrained communication)
In the model of Section II-A, given a discount factor β ∈ (0, 1] and a costant α ∈ (0, 1), find a transmission and estimation strategy (f
where the infimum is taken over all history-dependent strategies.
The function D * β (α), β ∈ (0, 1] represents the minimum expected distortion that can be achieved when the expected number of transmissions are less than or equal to α. It is analogous to the distortion-rate function in classical Information Theory; for that reason, we call it the distortion-transmission function. May 20, 2015 DRAFT
D. Preliminary results
Proposition II.1 For any β ∈ (0, 1] and λ ≥ 0, C * β (λ) is increasing and concave function of λ.
Proof: Note that for any (f, g), the function
and affine in λ. The infimum of increasing functions is increasing; hence, C * β (λ) is increasing in λ. The infimum of affine functions is concave; hence C * β (λ) is concave in λ.
Proposition II.2 For any α ∈ (0, 1), the distortion-transmission function D * (α) is decreasing and convex function of α.
Proof: D * β (α) is the solution to a constrained optimization problem and the constraint set
is convex in α, consider α 1 < α < α 2 and suppose (f 1 , g 1 ) and (f 2 , g 2 ) are optimal policies for α 1 and α 2 respectively. Let θ = (α − α 1 )/(α 2 − α 1 ) and (f, g) be a mixed strategy that picks (f 1 , g 1 ) with probability θ and (f 2 , g 2 ) with probability (1 − θ) (Note that the randomization is done only at the start of communication). Then N β (f, g) = α and consequently, D * 
E. Organization of the paper
In the rest of the paper, we completely characterize the functions C * β (λ) and D * β (α). In Section III we discuss the structure of the optimal strategies; first for finite horizon setup, and then for infinite horizon setup. In Section IV we provide some relevant definitions, properties and computations of some relevant parameters for both Models A and B, which lay the background to analyze the main results thereafter. We present the main results for Models A and B in Sections V and VI, respectively. Lastly, in Section VII we validate the analytical results with an example for Model A and provide easily computable closed form expressions for all relevant parameters. 1 A symmetric Markov chain defined over Z or R does not have a stationary distribution. Therefore, in the limit of no transmission, the expected distribution diverges to ∞. 
III. STRUCTURE OF OPTIMAL STRATEGIES
A. Finite horizon setup
Finite horizon version of Problem 1 has been investigated in [14] (for Model A) and in [13] , [15] (for Model B), where the structure of the optimal transmission and estimation strategy was established. To describe these results, we define the following.
Definition III.1 Let Z t denote the most recently transmitted value of the Markov source. The
evolves in a controlled Markov manner as follows: Z 0 = 0, and
Note that since U t can be inferred from the transmitted symbol Y t , the receiver can also keep track of Z t as follows: Z 0 = 0, and
evolves in the following manner
Note that the transmitter can keep track of E t .
Remark III.1 Note that each transmission resets the state of the error process to w ∈ Z with probability p w . In between the transmissions, the error process evolves in a Markovian manner.
Theorem 1 For a finite horizon version of Problem 1, the processes {Z t } and {E t } are sufficient statistics at the estimator and the transmitter respectively. In particular, an optimal estimation strategy is given byX
and an optimal transmission strategy is given by Remark III.2 The results in [14] were derived under the assumption that {W t } has finite support. These results can be generalized for {W t } having countable support using ideas from [28] .
For Remark III.3 In general, the optimal estimation strategy depends on the choice of the transmission strategy and vice-versa. Theorem 1 shows that when the noise process and the distortion function satisfy appropriate symmetry assumptions, the optimal estimation strategy can be specified in closed form. Consequently, we can fix the receiver to be of the above form, and consider the centralized problem of identifying the best transmission strategy.
B. Infinite horizon setup and the structure of optimal strategies
As explained in Remark III.3, we can fix the estimation strategy and find the transmission strategy that is the best response to this estimation strategy. Identifying such a best response strategy is a centralized stochastic control problem. Since the optimal estimation strategy is time-homogeneous, one expects the optimal transmission strategy (i.e., the choice of the optimal thresholds {k t } ∞ t=0 ) to be time-homogeneous as well. To establish such a result, we need the following technical assumption for Model A.
(A1) For every λ ≥ 0, there exists a function ρ : Z → R and positive and finite constants µ 1 and µ 2 such that for all e ∈ Z, we have that max{λ, d(e)} ≤ µ 1 ρ(e), and
Theorem 2 Consider Problem 1 for β ∈ (0, 1] and an estimation strategy given by (10) . Assume that Assumption (A1) is satisfied for Model A. Then, an optimal transmission strategy (for both Models A and B) is of the form May 20, 2015 DRAFT where the threshold k is time-homogeneous.
C. Proof of Theorem 2
To prove the result, we proceed as follows:
1) We show that the result of the theorem is true for β ∈ (0, 1) and the optimal strategy is given by an appropriate dynamic program.
2) We show that the value function of the dynamic program is even and increasing on Z ≥0
(for Model A) and even and increasing on R ≥0 (for Model B).
3) For β = 1, we use the vanishing discount approach to show that the optimal strategy for the long-term average cost setup may be determined as a limit to the optimal strategy for the discounted cost setup is the discount factor β ↑ 1.
1) The discounted setup:
(a) Model A: The optimal transmission strategy is given by the solution (if it exists) of the following dynamic program: for all e ∈ Z,
where c(e, u) = λu (b) Model B: As for Model A, the optimal transmission strategy is given by the solution (if it exists) of the following dynamic program: for all e ∈ R,
where c(e, u) = λu 
2) Properties of the value function:
Proposition III.1 For any λ > 0, the value functions V β (·; λ) given by (13) and (14) are even and increasing on Z ≥0 and on R ≥0 , respectively.
See Appendix A for the proof of Proposition III.1.
3) The long-term average setup:
Proposition III.2 For any λ ≥ 0, the value function V β (·; λ) for Models A and B, as given by (13) and (14) respectively, satisfy the following SEN conditions of [30] , [31] :
(S1) There exists a reference state e 0 ∈ Z for Model A and e 0 ∈ R for Model B and a non-negative scalar M λ such that V β (e 0 , λ) < M λ for all β ∈ (0, 1).
for all e ∈ Z for Model A and for all e ∈ R for Model B and
for Model A and for all e ∈ R for Model B and β ∈ (0, 1).
Therefore, if f β denotes an optimal strategy for β ∈ (0, 1), and f 1 is any limit point of {f β }, then f 1 is optimal for β = 1.
β (e, λ) denote the value function of the 'always transmit' strategy. Since
We show (S2) for Model B, but a similar argument works for Model A as well. Since not transmitting is optimal at state 0, we have
β (e, λ) denote the value function of the strategy that transmits at time 0 and follows the optimal strategy from then on. Then
Since
β (e, λ), from (15) we get that We are now ready to provide the analytical results for both Models A and B. Before we go into the detailed discussions about the main results, we lay a background in the form of definitions,
properties and computations of some relevant parameters in the next section to facilitate easy comprehension.
IV. PRELIMINARY RESULTS
A. Some definitions
Let F denote the class of all time-homogeneous threshold-based strategies of the form (12) .
Let f (k) ∈ F denote the strategy with threshold k, k ∈ Z ≥0 , i.e.,
When the system starts in state e and follows strategy f (k) , define for β ∈ (0, 1] the following (where β ∈ (0, 1) implies the discounted cost setup and β = 1 implies long-term average cost setup):
β (e): the expected distortion until the first transmission.
β (e): the expected time until the first transmission
β (e; λ): the expected total cost, i.e.,
Let the stopping set S (k) be defined as the following
Define operators B and B (k) as follows:
Note that an equivalent definition is
Furthermore, for any
• Model B: For any bounded v : R → R, define operator B as
Or, equivalently,
Let · ∞ denote the sup-norm, i.e. for any v :
Lemma IV.1 In both Model A and B, the operator B (k) is contraction, i.e., for any v :
Thus, for any bounded h :
has a unique bounded solution v. In addition, if h is continuous, then v is continuous.
Proof: We state the proof for Model B. The proof for Model A is similar. By the definition of sup-norm, we have that for any bounded h
Now, consider the operator B given as:
Since the space of bounded real-valued functions is compact, by Banach fixed point theorem,
B has a unique fixed point.
If h is continuous, we can define B (k) and B as operators on the space of continuous and bounded real-valued function (which is compact). Hence, the continuity of the fixed point follows also from Banach fixed point theorem.
B. Expressions for L
Recall from Remark III.1 that the state E t evolves in a Markovian manner until the first transmission. We may equivalently consider the Markov process until it is absorbed in (−∞, −k] ∪ [k, ∞). Thus, from balance equation for Markov processes, we have for all e ∈ S (k) ,
Lemma IV.2 For any β ∈ (0, 1], equations (17) and ( 
1 (e), for all e.
Proof: The solutions of equations (17) and (18) 
In addition, the above inequality is strict because W t has a unimodal distribution.
(b) The continuity and differentiability can be proved from elementary algebra. See Appendix B in the supplementary document for details.
β (e) are continuous functions of β.
can be computed by observing that the operator
is equivalent to a matrix multiplication. In particular, define the matrix P (k) as
Then,
With a slight abuse of notation, we are using v both as a function and a vector. For ease of notation, define the matrix Q (k) and the vector d (k) as follows:
Then, an immediate consequence of (19) , (17) and (18) is the following:
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which is given by
is the resolvent of φ and can be computed using the Liouville-Neumann series. See [32] for details. Since φ is smooth, (17) and (18) can also be solved by discretizing the integral equation. A Matlab implementation of this approach is presented in [33] .
As discussed in Remark III.1, the error process {E t } ∞ t=0 is a controlled Markov process. Therefore, the functions D used. Thus, they satisfy the following fixed point equations: for β ∈ (0, 1),
Proposition IV.2 There exists unique and bounded functions D β (e) that satisfy (26) and (27) , are even and increasing (on Z ≥0 for Model A and on R ≥0 for Model B) in e, and satisfy the SEN conditions. Thus,
The proof follows from the arguments similar to those of Section III-C and is omitted.
Using (26) and (27) , the performance of strategy (f (k) , g * ) is given as follows:
Proposition IV.3 For any β ∈ (0, 1], the performance of strategy f (k) for the discounted case of costly communication in both Models A and B is given as follows:
and
The proof is given in Appendix B.
Corollary IV.1 In Model A, for any β ∈ (0, 1],
Lemma IV.3 For both Models A and B, D (k)
β (e) is increasing in k for all e and all β ∈ (0, 1]. When β ∈ (0, 1), the monotonicity is strict.
See Appendix C for the proof. 
Proposition IV.4 For both Models A and B,
2) In addition to being concave and increasing, C * β (λ) is continuous in λ.
Proof: We prove the result for Model B. Almost the same argument applies to Model A.
Note that instead of optimizing over k ≥ 0, we can restrict k to a compact set [0,
Any k > k
• cannot be optimal because, C 2) Since C * β (λ) is the pointwise minimum of a continuous function over a compact set, it is continuous.
V. MAIN RESULTS FOR MODEL A
A. Result for Problem 1
For Model A, k * β (λ) takes values in Z ≥0 . Proposition IV.4 implies that k * β (λ) is increasing; hence it must have a staircase shape as shown in Fig. 2 . Let Λ (k) β be the set of λ for which the strategy f (k) β is optimal, i.e., for any k ∈ Z ≥0 ,
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β is the abscissa of the intersection of C (k)
, which is shown in bold, is the minimum of {C (k)
Since k * β (λ) has a staircase structure shown in Fig. 2 
β is an interval which we denote by [λ
is an increasing sequence. By continuity of C * β (λ), we have that
Substituting in the expression for C (k) β from Proposition IV.3, we get that
By Lemma IV.2, both the numerator and the denominator are positive and, hence, λ
β exists and is positive; see Fig. 3a-3b for illustration. Combining the above, the optimal strategy can be characterized as follows.
Theorem 3
β ], the strategy f (k) is optimal for Problem 1.
2) The optimal performance for costly communication, C * β (λ), in addition to being continuous, concave and increasing function of λ, is piecewise linear in λ.
Proof: The proof of part 1) is an immediate consequence of the definition of (28) 
B. Result for Problem 2
To describe the solution of Problem 2, we first define Bernoulli randomized strategy and
Bernoulli randomized simple strategy.
Definition V.1 Suppose we are given two (non-randomized) time-homogeneous strategies f 1 and f 2 and a randomization parameter θ ∈ (0, 1). The Bernoulli randomized strategy (f 1 , f 2 , θ) is a strategy that randomizes between f 1 and f 2 at each stage; choosing f 1 with probability θ and f 2 with probability (1 − θ). Such a strategy is called a Bernoulli randomized simple strategy if f 1 and f 2 differ on exactly one state i.e. there exists a state e 0 such that
For ease of notation, we use k
Note that k * and θ * could have been equivalently defined as follow:
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Proof: The proof relies on the following characterization of the optimal strategy stated in [35, Proposition 1.2]. The characterization was stated for the long-term average setup but a similar result can be shown for the discounted case as well, for example, by using the approach of [36] . Also, see [37, Theorem 8.4 .1] for a similar sufficient condition for general constrained optimization problem.
A (possibly randomized) strategy (f • , g • ) is optimal for a constrained optimization problem with β ∈ (0, 1] if the following conditions hold:
We will show that the strategies (f * , g * ) satisfy (C1) and (C2) with λ
β , both f (k * ) and f (k * +1) are optimal for
. Hence, any strategy randomizing between them, in particular f * , is also optimal
optimal for Problem 2.
Theorem 5
The distortion-transmission function is given by
Furthermore, The distortion-transmission function, D * β (α), in addition to being continuous, convex and decreasing function of α, is piecewise linear in α.
Proof: The form of D * β (α) given in (35) follows immediately from the fact that (f * , g * ) is a
Bernoulli randomized simple strategy. To prove piecewise linearity of D * β (α), for every k ∈ Z ≥0 , define
and consider any α ∈ (α (k+1) , α (k) ). Then, Thus, by (32)
and by (35) ,
Recall that α ∈ (α (k+1) , α (k) ) and, therefore, D * β (α) is piecewise linear. It follows from the argument given in the proof above that {(α (k) , D 
C. Discussion on deterministic implementation
The optimal strategy shown in Theorem 4 chooses a randomized action in states {−k * , k * }.
It is also possible to identify deterministic (non-randomized) but time-varying strategies that achieve the same performance. We describe two such strategies for the long-term average setup.
May 20, 2015 DRAFT 1) Steering strategies: Let a 0 t (respectively, a 1 t ) denote the number of times the action u t = 0 (respectively, the action u t = 1) has been chosen in states {−k * , k * } in the past, i.e.
Thus, the empirical frequency of choosing action u t = i, i ∈ {0, 1}, in states {−k
. A steering strategy compares these empirical frequencies with the desired randomization probabilities θ 0 = 1 − θ * and θ 1 = θ * and chooses an action that steers the empirical frequency closer to the desired randomization probability. More formally, at states {−k * , k * }, the steering transmission strategy chooses the action arg max
* , k * } and chooses deterministic actions according to f * (given in (34)) in states except {−k * , k * }. Note that the above strategy is deterministic (non-randomized) but depends on the history of visits to states {−k * , k * }. Such strategies were proposed in [38] , where it was shown that the steering strategy descibed above achieves the same performance as the randomized startegy f * and hence is optimal for Problem 2 for β = 1. Variations of such steering strategies have been proposed in [39] , [40] , where the adaptation was done by comparing the sample path average cost with the expected value (rather than by comparing empirical frequencies). and uses startegy f (k * ) for the first a 0 cycles, uses startegy f (k * +1) for the next b 0 cycles, and continues to alternate between using startegy f (k * ) for a m cycles and strategy f (k * +1) for b m cycles. In particular, if (a m , b m ) = (a, b) for all m, then the time-sharing strategy is a periodic strategy that uses f (k * ) a cycles and f (k * +1) for b cycles.
The performance of such time-sharing strategies was evaluated in [41] , where it was shown that if the cycle-lengths of the time-sharing strategy are chosen such that,
Then the time-sharing strategy {(a m , b m )} ∞ m=0 achieves the same performance as the randomized strategy f * and hence, is optimal for Problem 2 for β = 1. 
then the strategy (f (k) , g * ) is λ-optimal for Problem 1. Furthermore, for any k > 0, there exists a λ ≥ 0 that satisfies (36).
Proof: The choice of λ implies that
Note that, (36) can also be written as λ = (M (k) 
The strategy (f
is optimal for a constrained optimization problem if the following conditions hold [37] :
We will show that for a given α, there exists a k *
conditions (C1) and (C2).
By Corollary VI.1, N 
Now, for k * β (α), we can find a λ satisfying (36) and hence we have by Theorem 6 that (f
Lastly, the optimal distortion, namely the distortion-transmission function, which is function of α, is given by D *
. This completes the proof.
β (e) can be computed by numerically solving the Fredholm integral equations (17) and (18) . We use the Matlab implementation presented in [33] .
Using the result of Proposition IV.3, we can use L 
D. Scaling with variance for Model B
In this section, we investigate the scaling of the distortion-transmission function with the variance σ 2 of the increments W t . To show the dependence on σ, we remove the subscript β and parameterize L (k) 
be the solutions of (17) and (18) 
Proof:
σ is the solution of the following equation
. Then, it can be shown using first principles that
Therefore,
This proves the scaling of L follow from Proposition IV.3. This completes the proof.
Proof: By definition of total communication cost, we have that
where the equality (a) follows from Lemma VI.
(λ), the proof follows from (42) .
Proof: The scaling of k * (α) follows from the definition in Proposition 7 and the scaling properties shown in Lemma VI.1. Now, where equality (a) is obtained by using (40) .
An implication of the above theorem is that we only need to numerically compute C * 1 (λ) and D * 1 (α). The optimal total communication cost and the distortion-transmission function for any other value of σ 2 can be obtained by simply scaling C * 1 (λ) and D * 1 (α) respectively.
VII. AN EXAMPLE FOR MODEL A
An example of a source and a distortion function that satisfy Model A is the following: 
where p ∈ (0,
3
). The distortion function is taken as d(e) = |e|.
Note that the Markov process corresponds to a symmetric, birth-death Markov chain defined over Z as shown in Fig. 5 , with the transition probability matrix is given by
Remark VII.1 The model of Example 1 satisfies (A1) with ρ(e) = max{λ, |e|}, µ 1 = 1, and µ 2 = max{1 − 2p + 2p/λ, 2}. This may be verified by direct substitution.
In this section, we characterize C * β (α) and D * β (α) for the birth-death Markov chain presented in Example 1. As shown in Remark VII.1, this model satisfies Assumption (A1). Thus, we can use (30) to compute {λ β is the inverse of a tridiagonal symmetric Toeplitz matrix and an explicit formula for its elements is available [42] .
Lemma VII.1 Define for β ∈ (0, 1]
where, for β ∈ (0, 1),
and for β = 1,
In particular, the elements [Q
(k)
β ] 0j are given as follows. For β ∈ (0, 1),
Proof: The matrix I 2k−1 − βP (k) is a symmetric tridiagonal matrix given by
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β is the inverse of the above matrix. The inverse of the tridiagonal matrix in the above form with K β ≤ −2 are computed in closed form in [42] . The result of the lemma follows from these results.
Using the expressions for Q (k) β , we obtain closed form expressions for L (k)
2) For β = 1,
.
Proof: By substituting the expression for Q 
The results of the lemma follow using the above expressions and Proposition IV.3. The expression
1 is obtained by plugging the expressions of D
, and
in (30).
β , and λ
β for different values of k and β are shown in Table I. For β = 1, we can use the analytic expression of λ (k) to verify that {λ
is increasing. For β ∈ (0, 1), we can numerically verify that {λ 
β ) using the data in Table I and join any pair of vertices with a straight line. The optimal total communication cost for a given λ can then be found from the data.
For example, for λ = 20, β = 0.9, we can find from Table Ia Lemma VII.3 1) For β ∈ (0, 1), k * β is given by the maximum k that satisfies the following inequality
2) For β = 1, k * 1 is given by the following equation β ) using the data in Table I to compute the optimal (randomized) strategy for a particular value of α.
As an example, suppose we want to identify the optimal strategy at α = 0.5 for the birth-death Markov chain of Example 1 with p = 0.3 and β = 0.9. Recall that k * is the largest value of k Table Ia , we get that k * = 1. Then, by (33) ,
Then the Bernoulli randomized simple strategy (f * , g * ) is optimal for Problem 2 for β ∈ (0, 1). Furthermore, by (35) , D * β (α) = 0.044.
VIII. CONCLUSION
We characterize two fundamental limits of remote estimation of Markov processes under communication constraints. First, when each transmission is costly, we characterize the minimum We also identify transmission and estimation strategies that achieve these fundamental limits.
The structure of these optimal strategies had been previously identified by using dynamic programming for decentralized stochastic control systems. In particular, the optimal transmission strategy is to transmit when the estimation error process exceeds a threshold and the optimal estimation strategy is to select the last transmitted state as the estimate. We identify the performance of a generic strategy that has such a structure. Definition A.1 (Stochastic Dominance) Let µ and ν be two probability distributions defined over Z ≥0 . Then µ is said to dominate ν in the sense of stochastic dominance, which is denoted
A very useful property of stochastic dominance is the following:
Lemma A.1 For any probability distributions µ and ν on Z ≥0 such that µ s ν and for any increasing function f :
This is a standard result. See, for example, [29, Lemma 4.7.2] .
To prove Proposition III.1, we extend the notion of stochastic dominance to distributions defined over Z.
Definition A.2 (Reflected stochastic dominance) Let µ and ν be two probability distributions defined over Z. Then µ is said to dominate ν in the sense of reflected stochastic dominance, which is denoted by µ r ν, if
Lemma A.2 For any probability distributions µ and ν defined over Z such that µ r ν and for any function f : Z → R that is even and increasing on Z ≥0 ,
Proof: Define distributionsμ andν over Z ≥0 as follows: for every n ∈ Z ≥0
andν defined similarly.
By definition, µ r ν implies thatμ sν ; hence, the result follows from Lemma A.1.
Lemma A.3 Define a sequence of probability distributions {µ e : e ∈ Z} as follows: for any n ∈ Z, µ e,n = p e+n . Then µ e+1 r µ e .
Proof: To prove the result, we have to show that for any n ∈ Z ≥0 i≥n+1
or, equivalently,
To prove the above, it is sufficient to show that
Recall that {p n } ∞ n=0 is a decreasing sequence. Since e and i are positive, we have that i − e ≤ i + e < i + e + 1. Hence, p i−e ≥ p i+e+1 = p −i−e−1 , which proves (45).
Finally, note the following obvious properties of even and increasing functions that we state without proof. Let EI denote 'even and increasing on Z ≥0 '. Then (P1) Sum of two EI functions is EI.
(P2) Pointwise minimum of two EI functions is EI.
We now prove Proposition III.1 for Model A.
Proof of Proposition III.1: We prove the result by backward induction. The result is trivially true for V T , which is the basis of induction. Assume that V t+1 (·; λ) is even and increasing on
where µ e,n is defined in Lemma A.3. We show thatV t (·; λ) is even and increasing on Z ≥0 .
1) ConsiderV
where (a) uses p w = p −w and V t+1 (e + w; λ) = V t+1 (−e − w; λ). Hence,V t (·; λ) is even.
2) By Lemma A.3, for all e ∈ Z ≥0 , µ e+1 r µ e . Since V t+1 (·; λ) is even and increasing on Z ≥0 , by Lemma A.2,V t (e + 1; λ) ≥V t (e; λ). Hence,V t (·; λ) is increasing on Z ≥0 . Now, V t is given by V t (e; λ) = min λ +V t (0; λ), d(e) +V t (e; λ) .
Since λ (k)
β is increasing in k, d(·) is even and increasing on Z ≥0 . Therefore, by properties (P1) and (P2) given above, the function V t (·; λ) is even and increasing on Z ≥0 . This completes the induction step. Therefore, the result of Proposition III.1 follows from the principle of induction.
APPENDIX B PROOF OF PROPOSITION IV.3
We prove the result for the discounted cost setup, β ∈ (0, 1). The result extends to the longterm average cost setup, β = 1 by using the vanishing discount approach similar to the argument given in Section III-C.
We first consider the case k = 0. In this case, the recursive definition of D β (e) = 1, e ∈ Z for Model A and e ∈ R Model B, satisfy the above equations. Also, C (0)
This proves the first part of the proposition.
For k > 0, let τ (k) denote the stopping time when the Markov process in both Model A and B starting at state 0 at time t = 0 enters the set S (k) . Note that τ (0) = 1 and
Substituting (46) and (47) in (48) we get
Rearranging, we get that
Similarly, substituting (46) and (47) in (49) we get
The expression for C For any β ∈ (0, 1) and k ∈ Z ≥0 , define the operator
Define
− , where
See Appendices C and D of the supplementary document for the proofs of the following two results. The results of [14] relied on the notion of ASU (almost symmetric and unimodal) distributions introduced in [43] .
Definition A.1 (Almost symmetric and unimodal distribution) A probability distribution µ on Z is almost symmetric and unimodal (ASU) about a point a ∈ Z if for every n ∈ Z ≥0 ,
A probability distribution that is ASU around 0 and even (i.e., µ n = µ −n ) is called ASU and even. Note that the definition of ASU and even is equivalent to even and decreasing on Z ≥0 .
Definition A.2 (ASU Rearrangement)
The ASU rearrangement of a probability distribution µ, denoted by µ + , is a permutation of µ such that for every n ∈ Z ≥0 ,
We now introduce the notion of majorization for distributions supported over Z, as defined in [28] .
Definition A.3 (Majorization) Let µ and ν be two probability distributions defined over Z.
Then µ is said to majorize ν, which is denoted by µ m ν, if for all n ∈ Z ≥0 , The structure of optimal estimator in Theorem 1 were proved in two-steps in [14] . The first step relied on the following two results.
Lemma A.1 Let µ and ν be probability distributions with finite support defined over Z. If µ is ASU and even and ν is ASU about a, then the convolution µ * ν is ASU about a.
Lemma A.2 Let µ, ν, and ξ be probability distributions with finite support defined over Z. If µ is ASU and even, ν is ASU, and ξ is arbitrary, then ν m ξ implies that µ * ν m µ * ξ.
These results were originally proved in [43] and were stated as Lemmas 5 and 6 in [14] .
The second step (in the proof of structure of optimal estimator in Theorem 1) in [14] relied on the following result.
Lemma A.3 Let µ be a probability distribution with finite support defined over Z and f : Z → R ≥0 . Then,
We generalize the results of Lemmas A.1, A.2, and A.3 to distributions over Z with possibly countable support. With these generalizations, we can follow the same two step approach of [14] to prove the structure of optimal estimator as given in Theorem 1.
The structure of optimal transmitter in Theorem 1 in [14] only relied on the structure of optimal estimator. The exact same proof works in our model as well.
A. Generalization of Lemma A.1 to distributions supported over Z
The proof argument is similar to that presented in [43, Lemma 6.2] . We first prove the results for a = 0. Assume that ν is ASU and even. For any n ∈ Z ≥0 , let r (n) denote the rectangular function from −n to n, i.e., Note that any ASU and even distribution µ may be written as a sum of rectangular functions as follows:
It should be noted that µ n − µ n+1 ≥ 0 because µ is ASU and even. ν may also be written in a similar form.
The convolution of any two rectangular functions r (n) and r (m) is ASU and even. Therefore, by the distributive property of convolution, the convolution of µ and ν is also ASU and even.
The proof for the general a ∈ Z follows from the following facts:
1) Shifting a distribution is equivalent to convolution with a shifted delta function.
2) Convolution is commutative and associative.
B. Generalization of Lemma A.2 to distributions supported over Z
We follow the proof idea of [28, Theorem II.1]. For any probability distribution µ, we can find distinct indices i j , |j| ≤ n such that µ(i j ), |j| ≤ n, are the 2n + 1 largest values of µ. Define µ n (i j ) = µ(i j ),
for |j| ≤ n and 0 otherwise. Clearly, µ n ↑ µ and if µ is ASU and even, so is µ n . Now consider the distributions µ, ν, and ξ from Lemma A.2 but without the restriction that they have finite support. For every n ∈ Z ≥0 , define µ n , ν n , and ξ n as above. Note that all distributions have finite support and µ n is ASU and even and ν n is ASU. Furthermore, since the definition of majorization remain unaffected by truncation described above, ν n m ξ n . Therefore, by Lemma A.2, µ n * ν n m µ n * ξ n .
By taking limit over n and using the monotone convergence theorem, we get µ * ν m µ * ξ. β (e, w) be the resolvent of φ, as given in (25) . Then,
C. Generalization of Lemma
β (e) = 2β
This implies that
β (e, w)dw +O(ε).
Since B (k) is a contraction, the value of the first integral in the right hand side of the above inequality is less than 1 and the result follows from the definition of differtiability. 
