Abstract All-to-all 
Introduction
Parallel computing is one of the most rapidly advancing fields in modern computer science. By connecting several processors together, much higher raw computation power compared to the fastest serial computers can be achieved at a considerably lower cost. In a The rest of this paper is organized as follows. In Section 2 we analyze the problem of allto-all personalized communication for rings to determine the theoretical optimal time. We also describe an algorithm for rings that achieves that optimal time. Section 3 analyzes the same problem on two dimensional tori and gives details of an optimal algorithm for two dimensional tori. In Section 4, we compare the performance of the algorithms presented in this paper with some other algorithms. Finally, Section 5 gives the conclusion.
All-to-All Personalized Communication for Rings
Consider a bidirectional ring-structured network, where each processor is directly connected to two other processors, as shown in Figure 1 . We assume that each processor can send one message, receive one message and forward one message at the same time. We also assume that wormhole routing is employed and that the time taken to transmit a message is independent of the distance between processors. 
Problem Analysis
We perform the analysis for an even number of processors, . Each processor sends messages. The sum of the number of links traversed by the messages originating from a particular processor is:
The total number of links traversed by the messages from all p processors is therefore:
Next, we determine the minimal time required for performing the complete exchange. Another constraint that needs to be considered is the constraint on processor load. Since each of the p processors can send at most one message in each of the T time units and there are a total of messages to be sent, we have:
Solving the inequality with the previous constraint that p is a multiple of 4 gives , meaning that idle links or inefficient use of links are unavoidable in any solution for less than 8
processors.
It is also interesting to note that optimal utilization of links does not require full processor
Actually, there is on average one inactive processor in each time unit in the case of 8
processors. As the size of the ring increases, more and more processors will be passive.
Algorithm
This algorithm is designed to perform all-to-all personalized communication on a ring of p processors, where and . The algorithm has three stages. Let the processors be numbered clockwise from 0 to . 
times. In the r-th rotation ( ), processors send messages clockwise, while processors send messages in the opposite direction. When the k rotations are done, all 2p messages of distance k are sent.
Stage three handles messages of distance 2k. Again, a single pattern is rotated k times.
But only two processors are chosen for each direction at any time. In the r-th rotation (again, ), the two clockwise processors are r and , and the anti-clockwise ones are and .
The activities of the three stages are summarized in Table 1 . As shown in the bottom total of the table, all messages are sent and received in the minimal time of time units.
Theorem 1:
The above algorithm finishes sending and receiving all messages in time units without link or node contention.
Proof:
The same information as in Table 1 is presented in Table 2 . It shows there is a time unit Total
The absence of link contention is an intrinsic property of the algorithm. Since in every time unit, either two or four processors in each direction are chosen to send a message to the next processor in the same direction, every link will have exactly two messages passing through it in opposite directions. This scheme guarantees not only the absence of link contention but also the full utilization of the links in every time unit.
Node contention would occur in this algorithm only if the same processor is chosen more than once in any time unit. But this is impossible under the processor selection scheme as shown in Table 1 . For example, given and , it is easy to show that in stage 1, or in other words, no two chosen processors refer to the same node. The same statement is true for the other two stages and can be proved similarly.
All-to-All Personalized Communication for Tori
Consider a bidirectional two-dimensional square torus, where each processor is directly connected to four other processors, as shown in Figure 3 . In addition to the properties of the onedimensional ring-structured network, we make the following assumptions:
• While sending and receiving messages, each processor can also forward as many 
messages as possible at the same time, provided that no link contention occurs.
• Dimensional-ordered routing is employed so that each message always travels horizontally before it travels vertically if it needs to travel along both axes.
• When a processor sends a message, it is free to determine the direction(s) the message travels provided that other assumptions are followed.
Problem Analysis
The analysis here resembles the one-dimensional case and is done for an even number of processors, . We can divide the number of links traversed by all messages originating from a processor into their horizontal and vertical components. The total number of links traversed by all messages originating from a given processor, destined within an arbitrary row or column (in effect, a horizontal or vertical ring) is:
Since there are 2a rows and 2a columns, the total number of links traversed by all messages sent by a processor can be summed up from their horizontal and vertical components as:
The total number of links traversed by the messages from all p processors is therefore: Thus, a solution to the all-to-all personalized communication problem on a ring would be optimal if it takes T time units to finish the operation. Since a is a whole number, T is also a whole number, implying that optimal utilization of all communication links could be possible for all even-sized tori.
Another constraint that needs to be considered is the constraint on processor load. Since each of the p processors can send at most one message in each of the T time units and there are a total of messages to be sent, we have:
Solving the inequality gives . This means that idle links or inefficient use of links are unavoidable in a solution for less than 64 processors.
It is also interesting to note that optimal utilization of links does not require full processor load. Actually, there is on average one inactive processor in each time unit in the case of 64
processors. As the size of the torus increases, more and more processors will be passive.
Algorithm
This algorithm is designed to perform all-to-all personalized communication on a twodimensional square torus of p processors, where and .
Under the assumptions stated in Section 3, there are nine possible states of activity for a
processor. Figure 4 shows the directions a processor sends, receives and forwards messages in each of the nine states. In Figure 4 (a), the processor only forwards messages. In each of the other eight states, the processor sends one message, receives one message and forwards three messages When the alternative diagonal orientation is used, the arrows of the upward and downward directions in the four-line representation are reversed. We will use primarily the first diagonal orientation, with the alternative orientation reserved for some special cases.
When all processors in the same diagonal share the same state of activity, the overall activity of the torus will appear the same to each processor in the same diagonal. Thus, all processors in an active diagonal send messages in the same direction and distance. 
example, the bottom left processor (whose offset is 0) in the torus will send a message to the processor a columns to its right and b rows above it. There will be one pattern for each possible combination of a and b satisfying the given conditions. Each pattern is then rotated one step at a time in a fixed direction for 2k times. The rotations ensure that each processor sends a message corresponding to the distances defined by that pattern.
An enumeration shows that there are patterns. Since each pattern is rotated 2k times, the total time for stage one is:
In each time unit, 8 messages are sent by the chosen processors in each of the 4k rows.
Thus, the total number of messages sent in stage one is:
The details of the subsequent stages are given in the tables and figures below. 
Stage 5: For messages where .
Total two patterns, each rotated k times.
Stage 6: For messages where or 2k.
One pattern, rotated 2k times.
Upon the completion of the six stages, the total time spent is:
and the total number of messages sent and received is:
Thus, all the messages are sent and received in the minimal time required.
Offset Direction
,
Performance Analysis and Comparison
Let m be the message size, p be the number of processors, be the start-up time required for a message, and be the per-word transmission time. Then, a time unit used in this paper corresponds to . Table 3 compares the start-up time and transmission time of the algorithms in this paper and some other algorithms proposed for meshes and tori.
Among the mesh algorithms listed in Table 3 , Scott's algorithm [3] is most efficient in terms of transmission time. But it is still twice slower than the torus algorithm in this paper although both algorithms are direct. This factor of two in the relative efficiency is due to the intrinsic limitations of a mesh. Since meshes have no wrap-around connections, message distances become larger compared to those for equal-sized tori and the "bottle neck" region near the center of meshes is hard to avoid.
The algorithm proposed by Tseng, Gupta, and Panda [5] is based on the indirect model. In contrast with the torus algorithm in this paper, their algorithm saves some start-up time as it packs and sends messages in large packets. However, this saving is obtained at the expense of doubling the transmission time which is due to the extra distances messages travel and the idle links left unused during some phases. Furthermore, their algorithm requires some additional time to rearrange the messages between phases. The algorithm proposed here is faster than the one in [5] The above inequality holds whenever:
Thus, the algorithm proposed in this paper is faster if , or in other words, if the transmission time of a message is longer than its start-up time. This becomes true when the message size approaches .
Conclusion
In this paper, direct algorithms for all-to-all personalized communication on rings and two dimensional tori are presented. Both algorithms are able to fully utilize all communication links during the whole process. Since all messages are sent along shortest distances, minimal transmission times are achieved. When the message size is large, both algorithms perform better than the indirect algorithms proposed in the literature. 
