We conducted large-eddy simulations of the turbulent boundary layer using the inflow generation technique proposed by Xie and Castro (2008) (XC08) to validate this method in a downscaling simulation. To generate inflow turbulence, we used both exact and estimated statistics. The estimated inflow profiles were relatively accurate and the behaviors of the turbulent intensities and the Reynolds stress were very similar to those generated with exact statistics. Although the inflow turbulence statistics calculated by XC08 were consistent with those of the designed profiles, their instantaneous velocities did not satisfy the continuity equation for fluids. As a result, the turbulence rapidly decayed in the near-inlet region, having more significant effects than the difference in inflow statistics would suggest. Therefore, improvements in XC08 with respect to continuity are needed for practical application.
Introduction
Coupling meso-and micro-scale meteorological models is a useful way to investigate the physics of the atmospheric boundary layer (ABL). This approach enables analysis of atmospheric phenomena at wide-ranging temporal and spatial scales. For example, to analyze the airflow or pollutant dispersion around buildings using micro-scale models such as computational fluid dynamics (CFD), appropriate boundary conditions must be set, which are mainly governed by atmospheric phenomena at larger scales. In conventional simulations, the shapes of mean flow profiles for inflow conditions are generally assumed using the power law, e.g., based on the roughness of ground surfaces. However, such profiles may not be appropriate for the site of concern at all times. By coupling meteorological models at different scales, a meso-scale model can provide more realistic inflow conditions to a micro-scale analysis.
However, differences in the scales and temporal and spatial resolutions between these meteorological models raise technical challenges when conducting downscaling simulations from meso-to micro-scale. First, to derive inflow conditions for the micro-scale simulation, inflow statistics profiles need to be generated. Because the meso-scale simulation uses a coarser grid resolution than the micro-scale, data must be interpolated for the micro-scale simulation using appropriate assumptions. Second, inflow turbulence for the micro-scale simulation is needed. In the meso-scale simulation, fluid motions are modeled at small scales as subgrid-scale phenomena. However, some of these fluid motions occur at the grid scale of the micro-scale simulation. Therefore, appropriate turbulent fluid motions need to be generated for the inflows from the meso-scale data when large-eddy simulation (LES) is used at the micro-scale.
To generate inflow turbulence, efficient methods have been proposed by Lee et al. (1992) , Lund et al. (1998) , Jarrin et al. (2006) , Klein et al. (2003) , Xie and Castro (2008) (XC08), etc., and these methods have been demonstrated to produce inflow turbulence consistent with the desired statistics. However, when these methods are applied to actual downscaling computations, the exact profiles and statistics of the inflow for the micro-scale simulations are unknown. Therefore, errors exist both in the methods and in the target inflow statistics generated from the meso-scale data, in part due to certain assumptions used to generate the turbulence statistics.
In the present study, we carried out large-eddy simulations of the turbulent boundary layer, employing one of the previously proposed methods (XC08) to generate inflow turbulence. In these simulations, we used both exact and estimated inflow statistics to evaluate the characteristics and challenges of this method when applied to downscaling computations.
Generating Inflow Turbulence
We employed the XC08 method to generate inflow turbulence. XC08 is based on the random fluctuation method and uses digital filters. First, the method defines a fluctuating parameter j ũ such that 
where n is the number of time steps in the calculation and t is the time interval of the calculation. N i , x i , l , and L i are the number of grid points for spatial filtering, the distance between the l grids, and the integral length scale, respectively, in the i th direction (i = 2, 3). T is the integral time scale. Using these parameters, the XC08 method produces inflow turbulence using the mean velocity and Reynolds stress profiles given by Eqs. (1) and (2).
Estimating Inflow Conditions
The inflow profiles for the inflow conditions of the micro-scale simulation must be estimated based on the results for limited points of the meso-scale computation. For the ABL developed above with infinitely continuous areas of uniform roughness, the mean velocity obeys the logarithmic law expressed as:
where u 1 is the streamwise velocity, u is the friction velocity at the ground surface, is the von Karman constant (0.41), d is the displacement height, and z 0 is the roughness length. The values of d and z 0 are determined by the geometric conditions of the ground surfaces. The value of u can be estimated, e.g., from the Reynolds stress at the lowest point in the mesoscale analysis. Therefore, the mean velocity profiles can be estimated from Eq. (5).
In actual calculations for the ABL, it may be appropriate to assume a constant-flux layer. In this case, the Reynolds stress has a constant value of -u 2 at all heights in the computational domain. However, the boundary layer calculated in this study was a pressuredriven flow, as discussed in the following section. Therefore, we employed the following approximate expression for the Reynolds stress, using the height of the computational domain H:
For boundary layers, an approximate relationship between the Reynolds stress and the turbulent kinetic energy k has been derived (Richards and Hoxey, 1993) :
where C is an experimental constant (0.09). Using Eqs. (6) and (7), k can be calculated and the turbulent intensities i in each direction (i = 1, 2, 3) can be determined by modifying k by an appropriate ratio. In this study, we used the ratios 2 2 = 1 2 /2 and 3 2 = 1 2 /3 based on a previous boundary layer simulation.
The length scale of the turbulence l in wall-bounded flow is related to the distance from the wall, or l = z. We used an averaged length scale for L 2 and L 3 in XC08. To calculate T, we used L i /U ave , where U ave is the spatially averaged mean velocity.
Physical Model and Numerical Method
We simulated turbulent flow in a half channel to mimic the flow in the ABL. "Half" indicates that the bottom wall was no-slip, but the upper wall was free-slip. The size of the domain for the simulation was 4 H (x) × H (y) × H (z), where x, y, and z are the streamwise, spanwise, and wall-normal directions, respectively. The domain was divided into 256 (x) × 128 (y) × 64 (z) grid points using a uniform grid size in each direction. We employed LES with the standard Smagorinsky model (Smagorinsky, 1963) with the van Driest damping function (van Driest, 1956 ). The Smagorinsky constant was set to 0.10, the Reynolds number Re (= u H/ ) was 540, and the other conditions are summarized in Table 1 . (Issa, 1985) and SOR Time discretization We modeled three different cases. Case 0 used the periodic condition and a constant pressure gradient in the streamwise direction. We set the Case 0 flow as the target for the following two cases to duplicate. Cases 1 and 2 both used the inflow turbulence generated by XC08. For the inflow statistics necessary for XC08, Case 1 used the results for Case 0, while Case 2 used those estimated by the procedures described in the preceding section. The length scale L (= L 2 = L 3 ) and the time scale T were 0.187H and 0.009H/u , respectively, for Case 1 and 0.205H and 0.0126H/u for Case 2. N 2 and N 3 were 15 and 24, respectively, for Case 1 and 17 and 27 for Case 2. For Case 2, d and z 0 in Eq. (5) were 0 and 4.59×10
-4 H, respectively, derived from the results of Case 0.
Results and Discussion
Evaluation of the estimated inflow statistics against the exact profiles Fig. 1 shows the estimated profiles for the inflow statistics derived for Case 2. The exact data indicate the results for Case 0. Although the mean velocity derived from Eq. (5) was slightly over-and underestimated near the wall and upper region, respectively, agreement with the exact mean velocity was good in most regions (Fig. 1 i) ). The estimated Reynolds stress also coincided with the exact results very well. However, it did not accurately represent the decrease near the bottom wall due to damping of turbulent fluctuation (Fig. 1 ii) ). Turbulent kinetic energy was calculated based on the simple assumption that it is proportional to the Reynolds stress (Eq. (7)), thus linearly changing with height. However, the exact turbulent kinetic energy had a peak just above the wall and there was a relatively large difference between the exact and estimated profiles (Fig. 1 iii) ). Turbulent intensities were calculated by dividing the turbulent kinetic energy by constants. Thus, the estimates in the near-wall region were not precise. The turbulent intensities u 1 and u 3 were slightly over-and underestimated, respectively, in the mid-height region. These parameters could be adjusted using more appropriate ratios for deriving the turbulent kinetic energy.
Although there were some differences between the estimated and exact profiles, we assumed that these estimates had sufficient accuracy for this study. We use these estimated profiles as target data for generating inflow turbulence for Case 2.
Simulated flow field using the inflow generation method
Figs. 2 and 3 present profiles of the flow field statistics for Cases 1 and 2, respectively, at specific locations in the streamwise direction. The "target" data are the results for Case 0. The desired inflows were generated using XC08 in both cases. All statistics at the inlet boundary entirely coincided with the target profiles or the estimated profiles. 1.E-04
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1.E+00 1.E+01 1.E+02 1.E+03 Power spectrum density Although the mean velocities vary slightly with location, differences between the target profile and the simulated data for Cases 1 and 2 were minor. However, the Reynolds stresses and turbulent intensities substantially differed between the inlet and x/H = 2 in both cases. In most regions, the intensities decreased just after entering the computational domain. As they moved downwind, they gradually recovered and approached the target profiles.
These results were obtained because the inflow turbulence produced by XC08 did not satisfy the continuity equation. Fig. 4 shows the instantaneous distributions of the streamwise velocities at a given height in the near wall region for Cases 0 and 2. In Case 0, fine turbulent fluid motions were distributed uniformly over the entire region. On the other hand, as the fluctuation or divergence of the inflow produced by XC08 was diminished as a result of solving the Poisson equation for pressure in the domain, the turbulent fluctuations were damped in the near-inlet region in Case 2 (x/H < ).
However, the turbulence again increased due to development of a boundary layer above the wall. Turbulent structures can be seen in the streamwise velocity at the height of z/H = 0.05, with Case 2 similar to Case 0, until x/H is about 2 (Fig. 4) . In Figs. 2 and 3 , the turbulence intensity and Reynolds stress in Cases 1 and 2 closely approximate the target profiles around x/H = 8, particularly in the lower part of the domain.
This can also be seen in Fig. 5 , which shows the energy spectra for the turbulent fluctuations in streamwise velocity. Because the turbulent flow field was statistically uniform along the x direction in Case 0, the spectra at different x locations coincided. For Cases 1 and 2, the spectra at the inflow (x/H = 0) had more energy than for Case 0 at high frequency. However, this energy dissipated until x/H = and gradually recovered to nearly the distribution of Case 0. These trends were consistent for Cases 1 and 2 with only minor differences.
One of the methods for reducing the damping of turbulent fluctuations in the near-inlet region is to distribute more energy to lower frequencies by employing a greater length scale. Fig. 6 presents trends in the auto-correlation coefficient of the streamwise velocity at certain x locations with the time difference. In this study, the length and time scales were estimated assuming l = z. However, the auto-correlation coefficient at the inflow is much smaller than those downstream and for Case 0. Therefore, greater length and time scales may be more appropriate for inflow generation.
When comparing the results for Cases 1 and 2, the trends for all statistics in Figs. 2 and 3 at x/H = 2 and locations further downstream were very similar. Therefore, we might conclude that the estimated profiles for Case 2 were sufficiently accurate to model the exact profiles. However, it is also apparent that the lack of continuity of the inflow generated by XC08 is too great a problem, and that small differences in the inflow statistics have insignificant impacts on the flow in the domain. Therefore, XC08 requires further improvement with respect to continuity before being applied to practical problems in the future.
Conclusions
We conducted large-eddy simulations of the turbulent boundary layer using inflow turbulence generated by the method proposed by Xie and Castro (2008) (XC08) . To generate inflow, exact (Case 1) and estimated (Case 2) statistics profiles were used. The XC08 method produced dynamic inflow data with the desired statistics. For Case 2, the estimated inflow profiles were sufficiently accurate and the behaviors of the turbulent intensities and Reynolds stress were very similar to those of Case 1. However, rapid decay of the turbulent fluctuation due to discontinuities in the inflow had a more significant impact than differences in the inflow statistics. Although the turbulence recovered in the downstream region, a long fetch
