In this study, we investigate how to identify and extract patent-related information from Facebook, the largest online social network. In the first step, we identified a list of trustworthy sources we started search from. Then, we developed algorithms for extracting and filtering information, and based on them software tool that is able to identify and deliver a patent, the Facebook post where it is mentioned and news / blog article which discuss it. We did a pilot test and collected more than 50 examples of articles (and Facebook posts) that add value to the patent they refer to. We classified collected articles and discussed how they can be used. Finally, we outlined where developed tool can be applied.
Introduction
Since the beginning of this century social media and, especially online social networks (OSN) have exploded as platforms where users generate and share content and intensively engage with it through different actions. Online social networking sites like Facebook, Instagram, Twitter and LinkedIn attract more and more users every day. Being widespread, easy to use and available everywhere online social networks provide fast and powerful communication platform which sets trends and shapes public opinions in topics that range from politics and economy to technology and entertainment across societies.
OSNs have millions of members / users and these people possess different knowledge, expertise and skills sets, thus OSNs can be seen as a form of collective wisdom platform [1] . Bearing this in mind, we decided to investigate patents as a topic in OSNs. More specifically, we are interested in extracting patent-related information we are able to identify at Facebook, the largest OSN.
Why are we interested in patent-related information from Facebook? Patents are a powerful and unique source of data for innovation and technology analyses. However, extracting useful information from patents and freely available patent databases is not easy. Identification of relevant and valuable patents is still difficult, time-and manpower-consuming work, which requires special expertise [2] . Current research and developed software tools in the field of patent analytics [3, 4] try to respond to this challenge using exclusively patent data (i.e., bibliographic data, patent descriptions, abstracts, claims, etc.). This approach is limited in many ways -it does not solve the problem of decoding and interpreting patent language, it rarely allows the matching of patents with specific product features and/or specific products, and it requires strong expertise in the field of intellectual property law. To improve practical value of available patent information and democratize its usage ("patents for people, not only for experts"), we propose to use contextual information, information that is related to specific patent but is not part of patent (document) itself [5] . Instead of limiting ourselves to using only patent data, we will combine patent data with relevant information from context in which specific patent is mentioned by people intrinsically or professionally interested in the topic. Our idea is to identify and extract value from posts in which people with interest in patents and patented technology write about a certain patents, their features, potential application areas and importance. This information provide context needed to easier understand patent, its language and, possibly, its value. This source of information is unexplored so far in patent analytics, and we believe that it has potential to bring significant value to the field. However, before we start analysing contextual information as an input in patent analytics, we need to collect it. The objective of the paper is to describe the structure and functions of recently developed software tool that is able to identify and extract patent-related information from Facebook.
The remainder of the paper is organized as follows. In Section 2 we review relevant literature, while in Section 3 we describe our approach and algorithms used. Section 4 presents results and discusses implications for practice and future applications. Finally, in Section 5 we conclude with a summary of results, limitations and the future research directions.
Literature Review
OSNs, with billions of users, represent a very interesting source of data. It is recognised by many researchers who used them in different ways. We can differ them by the sources of data which is used and the application.
The first direction is the information distribution, where the speed of analysis matters, for example, in stock analysis. Such a direction includes Twitter analysis [6] and Facebook analysis [7] . The second one analysed millions of Facebook pages in order to predict stock behaviour. Correlations between the sentiment and volatility were found.
The next direction is sentiment analysis, when one would like to figure out people's attitude to a certain subject, for example, regarding mobile phone providers [8] . Another paper [9] studied the sentiment analysis in e-learning, and in the sentiment detection part they combined two approaches: machine learning approach and lexicon-based approach. The lexicon-based approach consisted of using a dictionary of keywords marked with the sentiment they represent and finding using the keyword search the sentiment of each phrase splitting it into tokens.
Social networks allow researchers to analyse text in order to find peculiarities. Such research may be restricted to a certain domain. For example, [10] studied the way how to alleviate the depressive symptoms. Instead of taking millions of pages and scanning large sets of data, they took 68 participants of the experiment and monitored only their texts. Apart from sentiment analysis, they also took into account additional features, e.g. the number of friends, number of comments, etc.
Finally, it is possible to analyse influencers [11] . Such methods represent social network as a graph with nodes and edges, and the task is to find the most influential nodes of the graph in terms of information distribution.
Next, we would like to discuss the methods and algorithms which are used in analysis. Some papers study not the specific applications of the Facebook data, but the algorithms and software for crawling data from Facebook. Rieder [12] introduces a Netvizz app which allows to grab data from specific Facebook groups and build friendship graphs. The software uses Facebook API and automatically downloads the data specified by the user. Several examples of applications are provided.
Additional line of research is studying the efficiency of different crawling algorithms. For example, Ye et al. [13] studied the efficiency of four search techniques (BFS, greedy, lottery and hypothetical greedy) applied to four different sources of data (Flickr, LiveJournal, Orkut and Youtube).
The next part of the literature review is the patent analysis. Patents are helpful for strategic planning purposes [14] . The main problem is that hundreds of thousand patents are published every year, and the task is to select the most valuable ones is hard and time-consuming. The most popular approach is to analyse patent parameters and the ways they indicate the patent value. The most influencing parameter is the number of forward patent citations [15] showing the industrial importance of the patent. Lee and Sohn [16] study the first patent citations as a faster indicator than the number of all citations, because some citations are received 5-10 years after the patent publication.
In [17] , Ivanov and Tekic, instead of using patent parameters, used data from blogs. Websites are searched for the articles about specific patents in order to obtain expert insights about patents. As a result, it is said that such articles might give a clearer understanding of a patent.
In research presented here, we study Facebook as a primary social network and as a source of data, because it has more text content than Twitter, and it is the largest social network in the world with more than two billion users. We use Facebook application programming interface (API) for downloading and searching for patent-related data, the process will be described in details in next sections.
Approach and Implementation
The workflow of our approach is represented at the scheme at Figure 1 .
Fig. 1. The program workflow
Now we will discuss each of the steps from the workflow, one by one. Each data search must start from a list of entry points. It can be either the whole social network or a list of pages from a given social network. In the research connected to a specific topic, it might be a good idea to restrict the search domain. For example, in the patent research taking all Facebook pages may give a situation when not only expert opinions are taken into account, and the resulting dataset might include some irrelevant comments or even spam about patents. That is why it is better to take a list of trustworthy sources.
In the patent research we took only trustworthy sources by the following algorithms. First, we found several website catalogues about best websites devoted to intellectual property or technology. Second, for each website from the catalogue we looked for a Facebook page of this media. If it existed, we included that Facebook page into the initial list of search sources.
The next step is downloading data from social networks. Facebook provides a useful API [18] in order to access its data. Data which is available via API does not differ from the data one can see online on a certain page, but is represented in a structured way. The list of data which we extract includes the posts from a certain Facebook page, the number of likes, the number of shares and the number of comments. Facebook API might not be enough for the search in social networks. It turns out that many media projects do not include much information into their Facebook posts. In many cases a typical Facebook post of large and small media contains information about the title of the news and an external link to their website.
The next idea is to follow the link and to get information from the media website, but it is a complicated issue, because one will get an HTML web page which consists of not only text, but also the markup and a lot of sidebars and menus. Such information would be redundant for our research, we need only the content of the article which is mentioned in the Facebook post. For this reason we use additional tool for extracting content. Is it a library available for free use called Mercury [19] . For a given web page it returns the content of the webpage without sidebars, menus and most of the markup.
Next comes the text processing phase. It should select only relevant results from the whole set of found posts and pages. The phase consists of two steps: the keyword search step and removing duplicates step.
The keyword search step is aimed at finding the required keywords or word combinations in the text. In the case of patent search there are three situations when a certain piece of text is considered as a good result (by "good result" we mean an article about specific patent where it is possible to get the exact patent number the articles refers):
1. It contains a certain keyword (e.g. "patent") and the patent number (e.g. "US 1,234,567"). This search is performed by a combination of keyword search and regular expressions search. We selected a list of possible representation of patent numbers in the text including small and capital letters, spaces or commas as separators etc. and developed a list of regular expressions. If a given article matches at least one regular expression from our library, the article is considered as a good one.
2. It contains a link to the patent database to a specific patent. In this case we need to find all external hyperlinks in the text and compare them to the list of patent databases. If at least one hyperlink in the text matches with the patent databases by domain name, we consider the article as a good result.
The keyword search step takes every found article as input and checks whether it contains a patent number or a link to the patent database. The result of the keyword search step is the set of potential good results. We would like to underline the point that the keyword search step is the step which defines the application of the search algorithm. The program is universal and may be used in searching not only patent related data, but also data about brands or political preferences. In this case, the keyword search step should be fine-tuned if we would like to change the course of the reseach, while all other steps may remain intact.
The removing duplicates step is aimed at pruning pages which copy the content of previously found pages. It includes the following possible situations:
1. The same page with the same text is stored by different URLs 2. A certain media decided to republish the same text on their website by simple copying the content without any new comments or text The program should not include duplicate results, for this reason it should contain a special module which deals with such situations.
The brute-force solution of such problem is to compare every new found piece of text with all previously found useful articles. The problem of such approach is that symbol-per-symbol comparison for each found article will give a computational complexity of O(length(text)*number_of_found_good_articles) for each article which might contain useful information. If we assume that our program should find thousands of good articles where each article consists of thousands symbols, the resulting computational complexity may significantly hurt the speed of the algorithm.
In order to solve this problem we use hashing to increase the speed of search. After removing all punctuation marks and other symbols except for the letters we calculate the hash value of a certain article using the formula:
where is the i-th symbol of the text, and are two hashing constants. In order to decrease the number of possible collisions, we use double-hashing with = 31, = 2 32 and = 53, = 2 32 . How the two strings are compared using hashes? If both hashes are different (first hash for string1 is not equal to first hash of string2 and second hash of string1 is not equal to second hash of string2), we assume that the two strings are also different. It means that we store the hashes for all found good articles and for each new candidate we simply calculate the two hash functions and look for those values in the current results, determining whether we already found such an article or it is a new result.
Results Overview
The program for finding contextual data about patent has been running for two months during summer 2017. As a result, more than 300,000 Facebook posts from 108 pages were analysed and 53 posts about specific patents were found. The average speed of the program is one parsed Facebook page with all its posts per one day if it is launched on one thread on one computer. This includes running all algorithms for finding the patent numbers, removing duplicates, hashing, etc. The run-time can be decreased if the program is launched concurrently on two or more computers using two or more threads on each computer, so the overall processing time can easily be reduced to several days.
In this Section we will classify the results. The 53 found pairs "article" + "patent" can divided into three groups: 1. Descriptive articles about patents. This category stands for articles which describe a recently issued patent (issued after 2004) and its possible applications. 2. Articles about historical / old patents. This category stands for patents which were published more than 13 years ago (before 2004). Why this threshold was chosen? The main reason is the scope of the research. We use Facebook as a source of acute data, Facebook was started in 2004, it means that before 2004 no media could publish a news article on Facebook about recently issued patent. 3. Articles about litigation. If Apple sues Samsung, the case is usually covered by a lot of websites and blogs and has many posts about it in social networks. If there is an article about a patent issued before 2004 and related to litigation, it will go to this category. The most common case is the article about litigation. Approximately half (51%) of the results which we found are the articles about a litigation case with a patent involved. 21% of the results are articles about "old patents", i.e. patents issued before 2004. In this case, we cannot track the speed of media reaction to the publication and the value of the patent or we will get the biased results, because our source of data simply did not exist when the patent was published. Finally, 28% of found articles are the descriptive articles about specific patents. This is the most valuable part of the results. Why? Because instead of reading a patent for two hours a person without specific knowledge in the field may get the understanding of the substance of the patent.
The classification made based on the 53 found articles is presented at Figure 2 . The article contains a comment of the inventor, a descriptive video and a prediction about its further development. Everything can be read within two minutes. Each out of 15 found articles of the category "descriptive articles about a specific patent" shows a more concise and easily readable description of a certain patent.
The use-case of such an approach may include a software which searches for experts' opinions for specific patents issued not so much time ago. Small and medium companies which do not have much budget for the intellectual property research may use it to monitor the competitive landscape. With thousands patents published every day, such a tool can decrease the amount of time needed for a person to understand each patent. With an easy understandable expert opinion it would take several minutes per patent instead of two hours.
Conclusion
Social networks represent a source of data which can be applied to different types of research. In this study, we investigated how to identify and extract patent-related information from Facebook, the largest online social network. We developed algorithms for extracting and filtering information, and based on them software tool that is able to identify and deliver a patent, the Facebook post where it is mentioned and news / blog article which discuss it. We did a pilot test and collected more than 50 examples of articles (and Facebook posts) that add value to the patent they refer to. We classified collected articles and discussed how they can be used.
The next steps of the research can be enhancing the list of data sources with more Facebook pages as well as adding websites to the list of sources. Additionally, the engagement numbers, e.g. the number of likes and comments should be studied as potential indicators of patent value.
The designed software tool is universal and may be applied not only to patent search, but also to all other types of keyword or regular expressions search. For example, the designed software can be easily switched to a brand-awareness search, when the task is to analyse how the crowd assesses the products of a certain brand.
What are the limitations of the approach? First, data from social networks represent data generated by all users of that social network. It means that if we need precision and accuracy, we need to restrict the list of sources or to check each source of information. In our case, we selected the ranking of media and took their pages on Facebook.
Second, the data on social networks related to specific topic is rather sparse. After processing 300,000 posts from the selected list of media, we found only 53 articles about specific patents. For example, if one would like to create a keyword monitor like a brand-loyalty monitor in social networks, he will need a lot of computational resources to get a representational set of opinions about his brand.
Third, most media put a link to their website and include only the title of the publication in the Facebook posts. It means that a direct web search, when not the pages on Facebook are analysed, but the media websites themselves, might give the same or even more results. In terms of applying contextual data analysis to patent intelligence, the next step might be the data search from the whole Internet or from the selected list of websites in order to find data about specific patents. Such an approach may give more than 53 received in this research results.
