Abstract-The classical method for sampling a smooth non-bandlimited signal requires a lowpass anti-aliasing filter. In applications like distributed sampling where sampling and quantization operations precede filtering, aliasing-error is inevitable. Motivated by such applications, the sampling of smooth and bounded non-bandlimited signals whose spectra have a finite absolute first moment, without the use of an analog anti-alias lowpass filter, is studied in a centralized setup. Upper bounds for the distortion-rate function are derived by first upper-bounding the distortion with a linear combination of errors due to aliasing and quantization and then balancing their contributions by selecting an appropriate reconstruction bandwidth. For a class of dithered sampling methods, it is shown that a lower quantizer-precision can be traded for a higher sampling-rate without affecting the realizable high-rate asymptotic distortion-rate characteristics. These results are applied to signals with exponentially and polynomially decaying spectral characteristics and truncated bandlimited signals to uncover the realizable distortion-rate characteristics for these signal classes.
I. INTRODUCTION
T HE classical method to sample a smooth non-bandlimited signal consists of two steps: i) a lowpass filter of sufficiently large bandwidth is used to obtain a bandlimited approximation to the original signal and ii) the bandlimited approximation is sampled and quantized at its Nyquist rate [1] . Thus, the sampling process for smooth non-bandlimited signals is broken down into two simple and well understood steps.
In this work, we study the sampling of smooth non-bandlimited signals without the use of a lowpass prefilter. This is motivated by distributed sampling constraints, as in the case of Fig. 1 . The signal of interest g(t) is smooth and non-bandlimited, and it has to be sampled and quantized. (a) In the classical setup, before sampling, g(t) is passed through a lowpass prefilter to avoid aliasing. (b) In the system under study, aliasing will be present due to the sampling operation.
sensor-networks used to monitor a natural phenomenon of interest [2] , where a spatial analog prefilter cannot be used to bandlimit a spatially smooth non-bandlimited field of interest. The goal of this study is to uncover the high-rate asymptotic reconstruction error that can be achieved without the use of a lowpass prefilter while sampling smooth non-bandlimited fields. The classical system and the system under study are illustrated in Fig. 1 . The signal of interest is smooth and non-bandlimited, and it has to be sampled and quantized. In the classical system [ Fig. 1(a) ], is passed through a lowpass prefilter to avoid aliasing. In the system under study [ Fig. 1(b) ], aliasing will be present.
For the system in Fig. 1(b) , a natural approach to sample is to pretend that for a sufficiently high bandwidth it is truly a bandlimited signal and then uniformly sample and quantize it at the assumed "Nyquist" sampling-rate. Since the signal is not truly bandlimited, we refer to this as the pseudo-Nyquist (PN) sampling scheme. The corresponding sampling-intervals will be called the PN-intervals. For signals with a spectrum which decays to zero with increasing frequency, it is intuitively clear that decreasing the PN-interval size will decrease the aliasing-error, and increasing the quantizer-precision 1 (in bits) will reduce the quantization-error. Quantifying the dependence of the reconstruction error on the sampling-rate and quantizer-precision is one of the main contributions of this work. Is it possible to trade lower quantizer-precision (lower amplitude resolution) for higher sampling-rate (higher time resolution) while maintaining the same asymptotic reconstruction error versus bit-rate 2 decay characteristics? In the sequel, for small distortions, we answer this question in the affirmative and show that it is possible to achieve flexible tradeoffs between these two quantities.
Key Idea: A key concept underlying the ability to achieve a flexible tradeoff between quantizer-precision and (over) 1 Henceforth, the term quantizer will denote a uniform scalar quantizer with a compact domain and a finite range. 2 In bits per second.
1053-587X/$26.00 © 2010 IEEE sampling-rate is dithered sampling [3] . This technique was introduced by Cvetković and Daubechies in the context of bandlimited signal sampling with one-bit analog to digital converters (ADCs). A suitable modification of their scheme is used in this work. The signal samples are added to the values of a predesigned dither function and only the signs of the sums are noted. The dither function is designed to ensure that the sum of the smooth signal and the dither function has at least one zero-crossing in every PN-interval. Loosely speaking, if there are samples in every PN-interval, then the first zero-crossing can be represented by -bits per PN-interval. Using sign-change information between successive samples, this zero-crossing can be resolved up to a time-interval of size proportional to in every PN-interval. This time-resolution of can be translated into amplitude resolution using (local) smoothness properties of the signal and dither. These zero-crossing events are nonuniformly spaced in time. Using signal interpolation results from nonharmonic Fourier analysis, per-sample amplitude resolution can be converted to global signal approximation accuracy.
Prior Work: Sampling and reconstruction of smooth nonbandlimited signals is a well studied topic in the literature [4] , [5] . The decay of aliasing-error with increasing sampling-rate has been studied within the context of non-bandlimited signal sampling without quantization in [6] - [8] . In [6] , a tight upper bound on the maximum pointwise aliasing-error was derived in terms of the signal-spectrum. In [7] , this bound was extended to include wide sense stationary (WSS) non-bandlimited signals and mean-square error, and the upper bound was established in terms of the power spectral density of the WSS process. In [8] , the authors examine the rate of decay of the aliasing-error when a finite number of samples are used to reconstruct the signal. The number of samples increases with the bandwidth of interest which, in turn, increases with the targeted reconstruction accuracy.
We present a general methodology for sampling of smooth non-bandlimited signals. In our sampling framework, (over) sampling-rate, aliasing-error, quantizer-precision, quantization-error, and the high-rate asymptotic behavior of the reconstruction error are quantified and the ensuing implications discussed in detail. An important contribution is the simultaneous analysis of aliasing and quantization errors. This work addresses them together, instead of treating them separately. Finally, the sampling-rate versus quantizer-precision tradeoffs presented in this work have been addressed for bounded dynamic range bandlimited fields in a previous paper [2] .
Organization: The rest of this paper is organized as follows. Modeling assumptions are introduced in Section II. Section III develops the topic of sampling smooth non-bandlimited signals without prefiltering. PN, one-bit dithered sampling, and -bit dithered sampling schemes are developed and the distortion-rate tradeoffs that can be realized with these schemes is analyzed and compared. To ensure a smooth flow of ideas, the proofs of all the key results in Section III are presented in Section IV. Concluding remarks which summarize the salient contributions are presented in Section V.
Notation: Time (in seconds) will be denoted by and angular frequency will be denoted by in rad/s. A function (or signal) of one real variable will be called smooth if it is differentiable at every point on the real line. The Fourier transform of any signal will be denoted by the corresponding capital letter, for example, will denote the Fourier transform of . Only real-valued signals are considered; therefore the magnitude spectrum of any signal is a symmetric function of . The integral of any function on a set will be denoted by . A PN-interval size parameter will be introduced later and it will be denoted by . For any , there will be a corresponding reconstruction bandwidth parameter denoted by . The symbol will denote the number of samples per PN-interval. The symbols and denote the set of real numbers and the set of integers, respectively.
II. PRELIMINARIES
Loosely speaking, the primary objects of our study are smooth deterministic one-dimensional non-bandlimited signals with a decaying spectrum. The sample locations will be assumed to be uniform, known, and fixed. We will derive rate-dependent upper bounds on the reconstruction distortion (as defined in Section II-A-3). The reconstruction distortion of the signal as a function of the bit-rate spent in recording the signal will be analyzed.
Models for bandlimited and non-bandlimited signals, the distortion criterion, and some results from stable sampling of bandlimited signals are discussed in this section. These results will be leveraged for non-bandlimited signal sampling in the subsequent sections.
A. Signal Models and Distortion Criteria
For clarity, different notation will be used for bandlimited and smooth non-bandlimited signals. [9] , it has a uniformly bounded derivative:
1) Bandlimited Signals
We will assume, without loss of generality, that and the signal dynamic range is [ 1, 1] . With this normalization, , .
2) Smooth Non-Bandlimited Signals (SNBL):
The class of real-valued, continuous, bounded dynamic range, square-integrable, signals whose spectra have finite first absolute moment will be denoted by SNBL. Signals in SNBL will be denoted by . We will assume, without loss of generality, that the signal dynamic range is [ 1, 1] . The assumption that exists and is finite implies that the derivative of exists (almost everywhere) and is bounded. The class SNBL is fairly rich and includes not only signals whose spectra decay exponentially, e.g., as , (see Fig. 2 (a) and Examples 3.1 and 3.2), but also signals whose spectra decay polynomially, e.g., as , (see Example 3.3). For analysis PN-sampling: the non-bandlimited signal is sampled uniformly at a rate (=T ) and interpolated using suitable bandlimited kernels.
purposes, the bandlimited projection of the signal is defined as follows:
where is the indicator function of the set , and is assumed to be positive. Fig. 2(b) shows the -projection of the signal in Fig. 2(a) onto the space BL .
3) Distortion Criteria:
Let be any estimate of the smooth non-bandlimited signal . Then is the pointwise reconstruction error and is the maximum pointwise reconstruction error. The performance of different sampling schemes will be analyzed by deriving upper bounds on the maximum pointwise reconstruction error.
These bounds will also hold for the time-averaged -energy of the reconstruction error defined by , , because , , .
B. Stable Bandlimited Interpolation
Our analysis approach leverages results for bandlimited signals. We therefore recap well known sampling results for bandlimited signals first. We begin by introducing stable-reconstruction kernels for bandlimited signals which will be used for the interpolation of PN-samples of non-bandlimited signals (see Fig. 2(c) where the series in (2.3) converges absolutely for each , and uniformly on all compact subsets of [3] . In (2.4), the constant depends on the fixed stability factor but does not depend on . The reconstruction (2.3) is stable under bounded perturbations of sample values due to (2.4) which we will refer to as the stability property. A kernel satisfying (2.4) will be called a stable bandlimited interpolation kernel. The absolute and uniform convergence of the series in (2.3) is a direct consequence of (2.4). The stability property will be repeatedly used for deriving uniform rate-dependent upper bounds on the distortion . It should be noted that the actual sampling-rate is strictly larger than the Nyquist rate by the factor to ensure the stability property.
It turns out that there exist stable bandlimited interpolation kernels in BL which i) are symmetric, ii) decay faster than any inverse polynomial, and iii) have Fourier transforms which equal 1 on and decay smoothly from 1 to 0 over [3] . To explain the decay property ii) of more precisely, for all integers , there exists a such that for ,
The Fourier transform of kernels with properties i)-iii) above will be used in Section III-D as windowing functions for sampling bandlimited signals over a finite duration.
III. NON-BANDLIMITED SIGNAL SAMPLING
Classical non-bandlimited signal sampling involves prefiltering with an analog bandlimited filter of an appropriately large bandwidth before sampling. After analog anti-alias prefiltering, the sampling problem is reduced to the classical problem of sampling bandlimited signals. A popular scheme for sampling bandlimited signals is Nyquist sampling in which the (Nyquist) sampling-rate is held fixed but the quantizer-precision can be increased to decrease the distortion (with a corresponding increase in the bit-rate). In another class of sampling schemes for bandlimited signals, the quantizer-precision is held fixed (e.g., at one-bit) but the sampling-rate can be increased above the Nyquist rate to decrease the distortion (with a corresponding increase in the bit-rate). Between these two extremes of fixed quantizer-precision and fixed sampling-rate, there exist other sampling schemes for bandlimited signals in which both sampling-rate and quantizer-precision can be increased in tandem without sacrificing the overall distortion-rate decay characteristics [2] . In this section, we develop natural counterparts of all three types of sampling schemes for smooth non-bandlimited signals without analog antialias prefiltering.
The notions of Nyquist interval and Nyquist rate for bandlimited signals are, strictly speaking, unavailable for the class of smooth non-bandlimited signals. It is, however, convenient to introduce the notion of what was termed in the introduction as the PN-interval and a corresponding PN-rate. The PN-rate is a parameter which controls the degree of aliasing present when a smooth non-bandlimited signal is uniformly sampled at the PN-rate. It is the natural rate at which one would sample the signal if, before sampling, one could filter the signal through a low-pass analog anti-alias filter having a cut-off frequency less than the PN-rate. The PN-rate will be chosen later to balance the errors due to aliasing and quantization.
A. Signal Acquisition With High-Precision Samples
The problem of interest is to record a signal SNBL using the PN-sampling method. In the PN-sampling method, the signal is sampled at locations , where and , and the samples are quantized using a uniform scalar quantizer of -bit precision (see Fig. 2 (c)) [10] . The intervals , will be referred to as PN-intervals of size . The quantized samples are interpolated using stable bandlimited interpolation kernels (see (2.3) ) to obtain the PN-reconstruction (3.6) where is the uniform -bit scalar quantizer on the domain
, therefore, , for any . Note that the interpolation tries to reconstruct the original signal up to a bandwidth of with as the stability factor. The bit-rate used to sample the signal is given by
Let denote the distortion. The following theorem provides an upper bound for in terms of the signal spectrum , the quantizer-precision in bits/sample, and the reconstruction bandwidth parameter .
Theorem 3.1:
where is the stability constant in (2.4) which is independent of , , and .
Proof: See Section IV-A. The upper bound for the distortion has two terms. The first term is due to aliasing because the spectral content of outside is being neglected in the reconstruction. The second term is due to quantization. Theorem 3.1 shows that the distortion for the PN-sampling method can be upper-bounded by a linear combination of the aliasing and quantization error terms. The aliasing-error term depends on how fast the signal spectrum decays. The constant , which depends on , appears in both the terms of (3.8) . Larger values of allow interpolation kernels with faster temporal decay rates which lead to smaller stability constants which, in turn, lead to smaller upper bounds for the distortion in (3.8) . This, however, also increases the bit-rate in (3.7). For the same bit-rate , the parameters , , and can be varied to get the maximum possible rate of decay of the upper bound for as a function of . This, however, requires characterizing or bounding the dependence of on . This is a hard problem and is to the best of our knowledge unexplored in the literature. Therefore, will be assumed to be held fixed and only the parameters and will be selected to obtain the maximum possible rate of decay of the upper bound to the distortion in (3.8) as a function of . Understanding possible tradeoffs between and would be an interesting direction for future work.
If is held fixed and is increased to infinity, the aliasingerror term disappears and the upper bound for decreases to the quantization-error term and the bit-rate increases to infinity (see (3.7)). Similarly, if is held fixed, and is increased to infinity, the quantization-error term disappears and the upper bound for decreases to the aliasing-error term and the bit-rate increases to infinity. If and are both increased to infinity, decreases to zero and increases to infinity. Thus, a natural choice for selecting and is to balance the rate of decay of the aliasing and quantization error terms. This is because the rate of decay of is limited by the larger of these two error terms. For example, if the quantization-error term decays faster than the aliasing-error term, then , and consequently , can be reduced without affecting the rate of decay of . Thus, the bit-rate can be reduced if one error term decays faster than the other. Therefore, should be chosen to depend on (or equivalently ) in such a manner that the two error terms decay with bit-rate equally fast. This is illustrated in the following example. Note that the distortion decays to zero exponentially in . This example will be revisited in Section III-B in the context of sampling with low-precision quantizers.
B. Signal Acquisition With One-bit Samples
In the PN-sampling scheme, the signal is sampled at multiples of and quantized using a -bit quantizer. To maximize the rate of decay of the distortion, the choice of has to be coupled with the sample precision (in bits). This is done by balancing the decay rates of the aliasing and quantization terms. Notice, however, that to reduce the distortion in the PN-sampling scheme, the quantizer-precision has to be increased. The same is true of the Nyquist sampling scheme for bandlimited signals. In [3] , Cvetković and Daubechies developed a dithered sampling method for sampling signals in BL using only one-bit-precision quantizers which has an asymptotic distortion-rate tradeoff which is identical to that of the Nyquist sampling method where quantizer-precision increases. In this subsection, the Cvetković-Daubechies one-bit dithered sampling scheme for bandlimited signals is extended to signals in SNBL and is shown to achieve the same asymptotic distortion-rate characteristics as the PN-sampling scheme.
The main component of this scheme is the dither function which is designed so that when it is added to the signal, the sum crosses zero within every PN-interval at times which can be located using a one-bit quantizer uniformly sampling the signs of the sum. This leads to nonuniformly spaced signal samples, of precision proportional to the sampling-period, which are interpolated to obtain the continuous-time signal reconstruction. We begin our discussion with the dither function. Proof: See Section IV-B. We will now establish that the set associated with the one-bit dithered sampling scheme of Section III-B-2 satisfies the conditions of Fact 3.1 and Lemma 3.1. We are interested in the behavior of the reconstruction error as , the number of one-bit samples per PN-interval, increases. From Fact 3.1 and Lemma 3.1, there exist interpolation kernels for which only depends on , , , and , and not on the specific set . We now show that for the one-bit dithered sampling scheme of Section III-B-2, there exist and which are independent of which will imply that there exists a which is independent of . Since , therefore, , with . For an obvious lower bound is since, by construction, no , , can get closer than to the endpoints of its PN-interval. This lower bound depends on and hence on . However, since , the dithered signal cannot cross zero until the amplitude of falls below unity. Since and , the distance between and any zero-crossing of the dithered signal in the PN-interval which begins at is at least . where , , and are independent of , , and , and is independent of and . Proof: See Section IV-C. Similar to PN-sampling, the distortion for one-bit dithered sampling consists of two types of terms: the first term to the right of the inequality in (3.12) is due to aliasing whereas the second and third terms are due to the quantization of the zero-crossing instants (see Section IV-C).
As in PN-sampling, the parameters and can be varied to get the maximum possible rate of decay of the upper bound for -as a function of . Notice that for all sufficiently large , the third term to the right of the inequality in (3.12) is dominated by the second term. Therefore, as in PN-sampling, should be chosen to depend on in such a manner that the first two terms to the right of the inequality in (3.12) decay with bit-rate equally fast. This is illustrated in the following example which is a continuation of Example 3. 
1).

Remark:
The difference between (3.10) and (3.13) for small to moderate values of can be explained as follows. In one-bit dithered sampling, uncertainty in the times , , at which the dithered signal's amplitude is known with certainty (it is equal to zero) is transformed into uncertainty in the dithered signal's amplitude at the times , , which are known with certainty. This transformation depends on the slopes of both the signal and the dither function. Compared to PN-sampling, in dithered sampling the slope of the signal contributes an extra spectrum-dependent term in the reconstruction error (see (3.11) ). This gives rise to the extra term.
C. Asymptotic Sampling-Rate Versus Quantizer-Precision Tradeoff
Examples 3.1 and 3.2 show that as the bit-rate increases to infinity, the same asymptotic distortion-rate decay characteristics can be achieved using either PN-sampling or one-bit dithered sampling. Loosely speaking, when is large, the distortion that can be achieved in PN-sampling with one -bit sample per PN-interval is essentially of the same order of magnitude as the distortion that can be achieved in one-bit dithered sampling with one-bit samples per PN-interval. This suggests that it may be possible to hold the order of magnitude of the distortion relatively fixed while decreasing the number of samples per PN-interval from towards 1 if simultaneously the quantizer-precision is increased from 1 bit to bits. This would be a high-rate asymptotic tradeoff between sampling-rate and quantizer-precision.
For signals in BL , it is well known that as the bit-rate increases to infinity, the distortion cannot decay faster than exponentially in the bit-rate and that both Nyquist sampling and one-bit dithered sampling achieve the asymptotically optimum exponential decay [12, Sec. II.B]. In [2] , it was shown that every positive integer , there is a dithered sampling scheme which uses bits per Nyquist interval and achieves a distortion with samples per Nyquist interval of -bit precision. Thus, for signals in BL , the asymptotically optimum exponential decay of distortion with rate can be realized with fixed-precision quantizers of any precision. In this subsection, for signals in SNBL, we show that for every positive integer , there is a dithered sampling scheme which uses -bit precision samples per PN-interval which can achieve the same order-of-magnitude distortion-rate decay behavior as the PN and one-bit dithered sampling schemes of the last two subsections. The asymptotically optimum distortion-rate decay characteristics are, in general, unknown for signals in SNBL.
1) -Bit Dither Function: A 1-bit scalar quantizer can be used to differentiate between two signal ranges which are separated by a single level, e.g., positive and negative values separated by the level zero. Similarly, a -bit scalar quantizer can be used to differentiate between signal ranges which are separated by levels. Thus, -bit quantizers can be used to detect distinct level crossings whereas 1-bit quantizers can only detect a single level crossing (e.g., a zero-crossing). Let be the set of levels of the -bit uniform scalar quantizers. 8 In -bit dithered sampling, the idea is to add a suitably designed -bit dither function to the signal , so that the dithered signal crosses a level in within every PN-interval, and record both the location of the level crossing (up to the resolution of intersample spacing) and the level that was crossed. This leads to nonuniformly spaced signal samples whose amplitude resolution depends on both the intersample spacing and the number of quantizer levels. These samples can be interpolated to obtain the continuous-time signal reconstruction. For the same PN-interval size , we would like to ensure, if possible, that the -bit dithered sampling scheme uses the same number of bits per PN-interval and produces samples of the same amplitude resolution as in one-bit dithered sampling. Since bits are needed to record the level which was crossed and is the total number of bits that are available, it follows that and is the number of bits available to record the location of the level crossing. This corresponds to possible sample locations per PN-interval. If denotes the maximum intersample spacing then from the analysis of how temporal-resolution gets converted to amplitude-resolution (see (3.11)), it follows that the amplitude resolution is limited by and we must therefore choose to be proportional to . This implies that the sample locations should not be uniformly spread over the PN-interval because that would cause to be proportional to . With proportional to , to obtain an amplitude resolution proportional to that of one-bit dithered sampling, from (3.11) it follows that the -bit dither function must be such that the product of its slope and is uniformly bounded by a number which does not depend on , , and . The following lemma shows that it is indeed possible to design a dither function satisfying all the requirements described above.
Lemma 3.2 (Design of Bounded-Slope Level-Crossing Dither Function): Let
. For all positive integers , , with , and all , one can design a dither function which has the following properties: i) For all SNBL with , and all , the dithered signal crosses a level in the set within , where ; ii) for all , is continuous and differentiable over except possibly at the endpoints where it is left and right differentiable; iii)
, where is a finite positive number which is independent of , , , and .
Proof: See Section IV-D The nontrivial claim in Lemma 3.2 is that even though , the size of the interval over which a level-crossing has to be enforced, decreases exponentially in as increases, there exists a dither function such that is upper-bounded by a number which is independent of , , and . It is possible to ensure a level-crossing despite the exponential decrease of because the number of levels increases exponentially in as well. are the reconstruction kernels in Fact 3.1 with as in Lemma 3.1. The number of bits per PN-interval used to record the location of the first level crossing (the index ) is and bits per PN-interval are needed to record the level in which was crossed. Thus, the total bit-rate used to sample the signal in the -bit dithered sampling method is given by . Let --denote the distortion. Similar to Theorem 3.2, the following theorem provides an upper bound for -in terms of the signal spectrum , the total number of bits per PN-interval , and the reconstruction bandwidth parameter . Theorem 3.3:
where , , and are independent of , , and , and is independent of and . Proof: The theorem can be proved by first bounding the sample error using Lagrange's mean value theorem as in (3.11) and then following the steps in the proof of Theorem 3.2 as detailed in Section IV-C.
As with PN-sampling and one-bit dithered sampling, the distortion for -bit dithered sampling consists of terms due to aliasing and quantization (of the level-crossing instants). By repeating the arguments in the discussion following Theorem 3.2, it also follows that to get the maximum possible rate of decay of the upper bound for -as a function of , should be chosen to depend on in such a manner that the first two terms to the right of the inequality in (3.14) decay with bit-rate equally fast.
The combined results of Theorems 3.1, 3.2, and 3.3 thus show that asymptotically as the bit-rate goes to infinity, the distortions achievable with PN-sampling, one-bit dithered sampling and -bit dithered sampling are identical up to proportionality constants. If is the number of bits available in every PN-interval then for each there exists a dithered sampling scheme with no more than , -bit samples per PN-interval, with a distortion which is order-wise the same as that of the PN-sampling scheme. For any fixed target distortion, if the sample amplitude-precision is increased by one-bit, the required average sample-density decreases by a factor of two. This achievable asymptotic tradeoff between sampling-rate and quantizer-precision is the SNBL-counterpart of the so-called "bit-conservation principle" for bandlimited signals proved in [2] .
The tradeoff between the sampling-rate and the quantizerprecision is illustrated in Fig. 3 for . In the PN-sampling scheme, one 3-bit sample is recorded in each PN-interval at the instants . The "same" distortion can be achieved by 8, one-bit samples distributed uniformly over the PN-interval, or by 4, two-bit samples distributed uniformly over half the PN-interval.
Remark: The -bit PN-sampling scheme is subsumed by the proposed generalized -bit dithered sampling scheme. For , the -bit dithered sampling scheme seems to require two -bit samples in every PN-interval, one at and another at . However, the second sample is redundant because the dithered signal is guaranteed to have a level crossing in so that the interval in which the level-crossing occurs is known in advance.
We conclude this subsection with an example which illustrates the achievable distortion-rate decay characteristics of PN-sampling and one-bit dithered sampling for a signal SNBL whose spectrum decays polynomially with frequency. Using (3.15) in the distortion upper-bound for one-bit dithered sampling (3.12), we obtain -where , , and are constants which do not depend on and . 9 If the reconstruction bandwidth parameter is selected such that , which requires that , then and -where . For all , -. From this, it follows that for all , Thus for both one-bit dithered sampling, where quantizer-precision is fixed, and PN-sampling where the quantizer-precision increases. By a similar analysis it can be shown that this asymptotic rate-distortion behavior also holds for the more general -bit dithered sampling scheme developed in this subsection.
D. Sampling and Reconstructing Bandlimited Signals Over a Finite Duration
Signals in BL have infinite duration. In practice, however, signals can be sampled only over a finite duration. A practical method for sampling a smooth infinite-duration signal is to first truncate it to a finite duration by multiplying it with a suitable window function. This, however, alters its spectral characteristics. In particular, truncating a bandlimited signal makes it non-bandlimited. If, however, the window function is carefully selected, the truncated non-bandlimited signal can be smooth and have a spectrum which decays to zero sufficiently fast for the PN and dithered sampling methods of the previous three subsections to be directly used to sample and interpolate 9 The constant C is re-used and it is different from the one present in the upper-bound for D in this example.
the truncated signal over the sampling-duration. This would uncover achievable asymptotic distortion-rate decay characteristics for finite-duration sampling and interpolation. This approach is quite general in that it can be used to analyze the performance of finite-duration sampling and interpolation for a fairly large class of non-bandlimited signals which have infinite duration. For simplicity and to illustrate the key ideas, however, we focus on finite-duration sampling and interpolation of signals in BL . We also exclude from our discussion, the problem of extrapolating the signal beyond the sampling-duration.
Without loss of generality, let , be the finite interval over which a signal BL is required to be reconstructed. The signal will be sampled in the interval , which is larger than the duration of interest by the factor which is finite and will be held fixed. Let be a real symmetric window function which equals 1 over and smoothly decays from 1 to 0 over . The smoothness of the roll-off from one to zero over governs the rate of decay of the spectrum of the window function. Smoother the roll-off in time, faster the decay in frequency.
From Section II-B recall that there exist stable interpolation kernels in BL which are symmetric, decay faster than any inverse polynomial, and whose Fourier transforms equal 1 over and decay smoothly from 1 to 0 over . This motivates the following selection of the window function:
. With this selection, is a real symmetric window function which equals 1 over and smoothly decays from one to zero over . Moreover, its spectrum decays faster than any inverse polynomial. By the duality and symmetry properties of the Fourier transform, we have [1] . To avoid cluttering expressions with constants that are unimportant for our discussion, for the rest of this subsection, we will assume that . Proof: See Section IV-F. Remark: For sampling a bandlimited signal, the minimum rate required to achieve a distortion grows with decreasing as [2] . In (3.17) there is an extra term which appears due to the additional constraint that the signal can be sampled only for a finite duration. Although can take arbitrarily large positive integer values, it should be noted that the constants associated with the big-oh also depend on .
IV where (a) follows from the triangle inequality, (b) follows from the pointwise expansion of which is bandlimited to the interval , (c) follows from the properties of the scalar quantizer and the triangle inequality, and (d) follows from the stability property and independence of the stability constant from (see (2.4) where (a) follows from the triangle inequality, (b) follows from the pointwise expansion of using the stable interpolation kernels (see Fact 3.1) and by using the definitions of -and -, (c) follows from the triangle inequality and (3.11), (d) follows from the stability property of the interpolation kernels , and (e) follows from (4.20) and the fact that and . The first term to the right of inequality (d) is due to aliasing whereas the second term is due to the quantization of the set of zero-crossing instants to the set . Since SNBL, .
D. Design of Bounded-Slope Level-Crossing Dither Function
Proof: The design of is based on the design of a -bit dither function for BL in [2, App. IV] with suitable modifications. Due to space limitations and to avoid repetition, we omit the detailed derivation and only sketch the key ideas underlying the design. Let (4.22) where , , and is a one-bit dither function for a PN-interval of size , i.e., , with for all , and maximum slope (see Section III-B-1). Both and are independent of , , , and . The continuity and differentiability properties of follow from those of . As increases , the size of the interval in which a level-crossing has to be enforced, decreases exponentially in whereas the number of levels grows exponentially in . For the dither function in (4.22), as increases, (a) decreases thereby scaling the function in time by a factor of approximately , and (b) the amplitude of decreases by a factor of . The combined effect is that the magnitude of the slope of has an upper bound where is independent of , , , and . Differentiating and using we obtain . Since and , therefore . From this it follows that where is independent of , ,
, and . The requirement together with Lagrange's mean-value theorem can be used to show that for all SNBL with , and all , and will lie on opposite sides of some level from the set , i.e., the dithered signal crosses a level in the set within the interval . The role of the conditions and is to ensure that rises sufficiently fast to guarantee a level crossing.
E. Proof of Lemma 3.3 (Spectral Decay of the Windowed Signal)
Proof: By Parseval's theorem, is the signal energy. By the convolution property of the Fourier transform, , where denotes convolution. Therefore, for all integers and all , where (a) is because decays faster than any inverse polynomial (see (2.5) with in the place of and in the place of ),
, and the triangle inequality, and (b) follows from the Cauchy-Schwartz inequality.
F. Proof of Theorem 3.4 (Error Rate Characteristic of the Windowed Signal)
Proof: Let denote the distortion that results from sampling and reconstructing using the PN-sampling scheme of Section III-A. For , let denote the -projection of onto BL . From (3.16), the aliasing-error term is bounded as follows:
where . The quantization-error is equal to (see (3.8) . This leads to a lowdistortion asymptotic rate-distortion tradeoff which is identical (in an order of magnitude sense) to that for the PN-sampling scheme.
V. CONCLUSION
The sampling of smooth and bounded non-bandlimited signals whose spectra have a finite absolute first moment, without the use of an analog anti-alias lowpass filter, was studied in a centralized setup. Upper bounds for the maximum pointwise reconstruction error (distortion) which depend on the bit-rate used to record the signal were derived. The upper bounds were shown to be a linear combination of errors due to aliasing and quantization which can be balanced by selecting a reconstruction bandwidth parameter to yield the best bound. For a class of dithered sampling methods, an asymptotic tradeoff between sample precision and sample density which maintains the high-rate asymptotic distortion-rate decay characteristics was uncovered. It was shown that if the magnitude-spectrum of the signal , , then the distortion-rate function for some and if then for some . For time-truncated bandlimited signals it was shown that where .
