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Abstract
Denoting by G the Barnes double gamma function we 0nd the Stieltjes representation of the related Pick
function
z → logG(z + 1)
z2 Log z
:
As a corollary we obtain that this function has a completely monotone derivative on the positive half line.
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1. The double gamma function was introduced by Barnes about a century ago, see [2–4]. Recently,
there has been renewed interest in this function, e.g., in connection with asymptotic expansion of
the logarithm of the double gamma function, see [9].
The purpose of this note is to 0nd an integral representation of the function
F(z) =
logG(z + 1)
z2 Log z
(1)
valid in the cut plane A=C\ (−∞; 0]. We shall do this by showing that the function is a so-called
Pick function, i.e., has nonnegative imaginary part in the upper half plane.
The double gamma function G is de0ned as the entire function
G(z + 1) = (2)z=2e−((1+)z
2+z)=2
∞∏
k=1
(
1 +
z
k
)k
e−z+z
2=2k ; (2)
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where  is Eulers constant. It satis0es the recursion formula
G(z + 1) = 
(z)G(z); z ∈C (3)
and G(1) = 1. Here, 
 denotes Eulers gamma function.
We put A=−(1 + )=2, B= (log (2)− 1)=2 and take
logG(z + 1) = Az2 + Bz +
∞∑
k=1
(
k Log
(
1 +
z
k
)
− z + z
2
2k
)
; z ∈A
this is the branch of logG that is real on the positive axis ( Log denotes the principal logarithm).
We shall conclude that F has nonnegative imaginary part in the upper half plane by using a
maximum principle. In order to apply this principle we need to investigate the behaviour on the real
line as well as the growth at in0nity. This method is adapted from the method behind the results
about Eulers gamma function, see [5,6].
2. The growth at in0nity of the double gamma function is determined by the growth of the
associated canonical product. We shall make use of the logarithm of this function. We put
logPG(z) =
∞∑
k=1
(
k Log
(
1 +
z
k
)
− z + z
2
2k
)
; z ∈A
and we record the following estimate.
Proposition 1. There exist a constant and a sequence {rn} tending to in4nity such that
|logPG(z)|6Const |z|2 log |z|
holds for all z ∈A of absolute value rn.
The proposition is in fact a special case of a result which we formulate and prove in the appendix.
The proof is based on the integral representation
logPG(z) = z2
∫ ∞
0
n(t)
t2
z
t(t + z)
dt; z ∈A;
in terms of the zero counting function n(t) to be de0ned below.
We mention furthermore an integral representation of logPG(z) in terms of the digamma function
 , namely
logPG(z) = z2
∫ 1
0
u( (1 + zu) + ) du; z ∈A:
This relation is obtained from the fact that
k Log
(
1 +
z
k
)
− z + z
2
2k
= z3
∫ 1
0
u2
k(k + zu)
du:
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For Rz¿ 0 the relation
 (z) = Log z +
∫ ∞
0
(
1
t
− 1
1− e−t
)
e−zt dt
can be used to obtain precise asymptotic behaviour of logPG in the right half plane: since
z2
∫ 1
0
uLog (1 + zu) du= (2(z2 − 1) Log (1 + z) + 2z − z2)=4;
one 0nds that
logPG(z) = ((z2 − 1) Log (1 + z))=2 + h(z);
where |h(z)|6Const (|z|2 + 1).
Estimation of logPG in the left half plane is more delicate due to the presence of zeros. Here it
is probably simplest to use the recurrence relation logG(z + 1) = log
(z) + logG(z) together with
the known estimates of log
 (see [6]). This will entail estimates of logPG.
It should be noted that Stirling-type asymptotics are valid for G, see e.g. [7]. We shall need only
a weak asymptotic result, namely the fact that
lim
x→∞
logG(x + 1)
x2 log x
=
1
2
: (4)
This relation may be veri0ed by using one of the above integral representations of logPG(x).
3. Concerning the boundary behaviour of the double gamma function we begin by noting that
log |G(x + 1)|6 n(−x) log |x|; (5)
for x¡ 0. Here n is the zero counting function associated with the zeros of PG; since PG has its
zeros at −k of multiplicity k for k¿ 1 we 0nd that
n(t) =
[t]([t] + 1)
2
; t ¿ 0;
where [t] denotes the integer part of t.
We shall verify inequality (5) by using induction and the recurrence relation (3). For x∈ (−1; 0),
logG(x + 1) = Ax2 + Bx + logPG(x);
where 0¡PG(x)¡ 1. (This is valid for any canonical product formed by negative real zeros,
in the interval between the largest zero and 0.) Since also A¡ 0 and B¿ 0 we conclude that
logG(x + 1)¡ 0 for x∈ (−1; 0).
If x∈ (−k − 1;−k] for k¿ 1 we put s= x+1. Then s∈ (−k;−k +1] and therefore (by induction
hypothesis)
log |G(s+ 1)|6 k(k − 1)
2
log |s|:
We now use the recurrence relation to get
log |G(x + 1)|= log |G(x + 2)| − log |
(x + 1)|= log |G(s+ 1)| − log |
(s)|:
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It is not diFcult to show that log |
(t)|¿− k log |t| for t ∈ (−k;−k +1] (see e.g. [5]). This implies
that
log |G(x + 1)|6
(
k(k − 1)
2
+ k
)
log |s|6 k(k + 1)
2
log |x|:
Inequality (5) is thus veri0ed. It implies that lim inf IF(z)¿ 0 as z → t ∈R \ {0} within the upper
half plane.
The behaviour at the origin requires a more detailed analysis, due to the fact that we divide by
z2 in the expression for F . We have
logG(z + 1)
z2 Log z
=
logG(z + 1)− z(logG)′(1)
z2 Log z
+
(logG)′(1)
z Log z
;
where (logG)′(1) = B¿ 0. (Notice that logPG has a zero of order 2 at the origin.) The behaviour
of F at the origin is thus determined by the behaviour of B=(z Log z). We 0nd, with z = rei,
I
(
1
z Log z
)
=− cos + log r sin 
r((log r)2 +  2)
;
from which it is easily seen that
lim inf
z→0 IF(z)¿ 0
(for z in the upper half plane). We have proved the following result.
Proposition 2. We have
lim inf IF(z)¿ 0;
as z → t ∈R within the upper half plane.
4. We shall use the behaviour at in0nity and the boundary behaviour on the real axis to conclude
that V = IF is nonnegative in the upper half plane, and hence that F is a Pick function. The
harmonic function V is by Proposition 2 bounded from below by zero on the real line, and is hence
bounded from below on some half circles of radii tending to in0nity (Proposition 1). By the ordinary
maximum principle, the function is thus bounded from below in the upper half plane. Since it has
nonnegative boundary values on the real line it must be positive by an extended maximum principle
(see [11, p. 23]). We have indicated the proof of the fact that F is a Pick function.
Proposition 3. The function
F(z) =
logG(z + 1)
z2 Log z
is a Pick function and we have
logG(z + 1)
z2 Log z
=
1
2
−
∫ ∞
0
d(−t)
t + z
dt;
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where d is the positive density
d(t) =
n(|t|) log |t| − log |G(t + 1)|
t2((log |t|)2 + 2) ; t ¡ 0:
To 0nish the proof we have to 0nd the exact integral representation. From the general theory of
Pick functions (see e.g. [8]), it is known that F has an integral representation of the form
F(z) = az + b+
∫ ∞
−∞
(
1
t − z −
t
t2 + 1
)
d(t);
where a¿ 0, b∈R and  is a positive measure on the real line satisfying ∫ d(t)=(t2 + 1)¡∞.
Furthermore,  has no support where F can be analytically extended across the real line in such a
way that F( Hz)=F(z). Therefore,  is concentrated on the negative half line. The number a is given
as the limit as y tends to in0nity of F(iy)=(iy), which by Proposition 1 is zero. By diIerentiating
under the integral sign we 0nd that F is increasing on the positive line. Since F(x) tends to 12 as x
tends to in0nity (see (4)), the function
H (z) = 12 − F(z)
is analytic in A, has negative imaginary part in the upper half plane, and is positive on the positive
half line. Therefore, H has an integral representation of the form (see e.g. [1, p. 127])
H (z) = !+
∫ ∞
0
d"(t)
t + z
;
where ! is a nonnegative number and " is a positive measure on the positive line satisfying∫
d"(t)=(t + 1)¡∞. The number ! must be zero according to relation (4). It also follows that
"(t) = (−t). The measure  can be identi0ed as
lim
y→0+
1

IF(t + iy) dt;
where the limit is taken in the vague topology. (This is a general fact about Pick functions). If we
put d(t) = 0 for t¿ 0 and
d(t) =
n(|t|) log |t| − log |G(t)|
t2((log |t|)2 + 2) ; t ¡ 0
then it is not diFcult to show that for any continuous function f of compact support not containing
the origin,
lim
y→0+
1

∫ ∞
−∞
f(t)IF(t + iy) dt =
∫ ∞
−∞
f(t)d(t) dt:
(See e.g. [13, Lemma 4.1].) The behaviour near the origin requires special attention. We know that
 has density d(t) on the negative line (−∞; 0) and that it is supported on the corresponding closed
half line. Hence,  must be of the form d(t)dt + c%0, for some c¿ 0. (We have denoted the point
mass at 0 by %0). To see that c = 0 we use that
xF(x) =
x
2
−
∫ ∞
0
xd(−t)
t + x
dt + c
and let x tend to zero. This completes the proof.
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In the course of the proof we used that F increases on the positive real line. By repeated diIer-
entiation under the integral sign we obtain the following result.
Corollary 4. The derivative of F is completely monotone: F (2k)(x)¡ 0 and F (2k−1)(x)¿ 0 for all
k¿ 1 and all x¿ 0.
Appendix A
In this appendix we gather some results concerning the growth of the logarithm of canonical
products of 0nite genus associated with negative real zeros. These results are undoubtedly known
among specialists but I could not 0nd exact references in the literature.
Background material concerning in0nite products can be found in many text books, e.g. [12].
We are given an increasing sequence {ak} of positive real numbers. The (zero) counting function
associated with such a sequence is de0ned as
n(t) = #{k¿ 1 | ak6 t }:
In what follows we shall assume that
n(t)
tp
6Const; t ¿ 0; (A.1)
for an integer p. This implies 0rst of all that
∑∞
k=1 a
−p−%
k converges for any %¿ 0. We may thus
form the canonical product P of genus p associated with the zeros {−ak},
P(z) =
∞∏
k=1
(
1 +
z
ak
)
exp
(
p∑
l=1
(−z)l
lalk
)
:
This is an entire function of order equal to the convergence exponent of its zeros, which is at most
p. We de0ne
logP(z) =
∞∑
k=1
(
Log
(
1 +
z
ak
)
+
p∑
l=1
(−z)l
lalk
)
;
for z ∈A. In terms of the zero counting function n we may rewrite it as
logP(z) =
∫ ∞
0
(
Log
(
1 +
z
t
)
+
p∑
l=1
(−z)l
ltl
)
dn(t);
or, after integration by parts,
logP(z) = (−1)pzp
∫ ∞
0
n(t)
tp
z
t(t + z)
dt: (A.2)
It is well known that
log |P(z)|6Const |z|p log (|z|+ 1); z ∈C;
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see e.g. [12, Theorem 2, Lecture 4]. A similar lower bound on log |P(z)| cannot hold for all z, since
there are zeros. However, by a result going back to Littlewood (see [10]) there exist a sequence of
radii {rn} tending to in0nity and a positive constant C such that
inf
|z|=rn
log |P(z)|¿− C sup
|z|=rn
log |P(z)|:
Therefore, a similar lower bound holds on some radii.
Next, we note the following simple lemma.
Lemma A.1. For a¿ 0 and Rz¿ 0 we have∫ ∞
a
∣∣∣∣ zt(t + z)
∣∣∣∣ dt6Const log (|z|+ 1) + Const;
where the constants depend only on a.
One way of proving the lemma is to consider two cases depending on whether or not |y|6 x.
We see from this lemma that in fact |logP(z)| is bounded by a constant times |z|p log (|z|+1) in
the right half plane, so in particular we have a bound on |argP(z)|. To bound this function in the
left half plane it is perhaps best to treat separately those terms where 1 + z=ak is not in the right
half plane. We argue as follows:
Given an integer A¿ 1 we set
K =min{k¿ 1 | ak¿A+ 1 }:
We notice that aK¿A+ 1 and that aK−1 ¡A+ 1. We denote by nK(t) the zero counting function
associated with {ak}k¿K . With this notation we have
argP(z) =
K−1∑
k=1
(
Arg
(
1 +
z
ak
)
+ I
(
p∑
l=1
(−z)l
lalk
))
+ I
∫ ∞
0
(
Log
(
1 +
z
t
)
+
p∑
l=1
(−z)l
ltl
)
dnK(t):
We now suppose that z = x + iy, where y¿ 0 and x∈ [− A;−A+ 1]. Then∣∣∣∣
∫ ∞
0
nK(t)
tp
z
t(t + z)
dt
∣∣∣∣6Const
∫ ∞
A+1
|z|
t|t + z| dt;
where the constant does not depend on A. This last integral is seen to be bounded by a constant
times log (|z|+ 1) (here one may use the substitutions w = z + A, s= t − A and the lemma above).
We conclude that∣∣∣∣∣
∫ ∞
0
(
Log
(
1 +
z
t
)
+
p∑
l=1
(−z)l
ltl
)
dnK(t)
∣∣∣∣∣6Const |z|p log |z|+ Const
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and hence that the integral term in the expression for argP(z) is bounded by a constant multiple of
|z|p log(|z|+ 1). The remaining terms are also bounded by a such an expression: we 0nd
K−1∑
k=1
p∑
l=1
|z|l
lalk
=
p∑
l=1
|z|l
l
K−1∑
k=1
1
alk
:
Here
K−1∑
k=1
1
alk
=
n(aK−1)
alK−1
+ l
∫ aK−1
0
n(t)
tl+1
dt:
For l6p− 1 we thus 0nd that
K−1∑
k=1
1
alk
6Const ap−lK−1
and for l= p that
K−1∑
k=1
1
alk
6Const log aK−1:
Since aK−16A+ 16 |z|+ 2 we conclude that
K−1∑
k=1
p∑
l=1
|z|l
lalk
6Const |z|p log |z|:
Furthermore, since also K − 1 = n(aK−1)6Const apK−16Const |z|p,
K−1∑
k=1
Arg
(
1 +
z
ak
)
6 (K − 1)6Const |z|p:
We have shown that there exists a constant such that
|argP(z)|6Const |z|p log (|z|+ 1);
for z in A. To sum up we have proved the following result.
Proposition A.2. Suppose that the sequence {ak} satis4es (6) for an integer p. Denote by P the
canonical product of genus p associated with the zeros {−ak}.
There exist a constant and a sequence {rn} tending to in4nity such that
|logP(z)|6Const |z|p log |z|
holds for all z ∈A of absolute value rn.
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