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The study presents six lot-sizing heuristic rules
which are truly simple and at the same time independent
of EOQ assumptions. The rules were tested and compared
against the Dynamic Programming model, the Wagner-Whitin
algorithm, through the use of computer. By-means of
computer programming, simulated models were generated,
ordering patterns under various rules were determined,
and total costs resulted were worked out.
It was found that some heuristics, despite their
naivete, were surprisingly effective. It is suggested
that material requirements planning should give more




TABLE OF CONTENTS iii
LIST OF TABLES v
ACKNOWLEDGEMENTS vii
CHAPTER
I. THEORETICAL CONTEXT 1
II. METHODOLOGY AND ASSUMPTIONS 4
Basic Assumptions 4
Rules to be Tested 5
Data Generation and Cost Calculations 10
III. DATA AND RESULTS 14
Cases Simulated 14
Order Patterns Determined and Total
Costs Resulted 16
IV. ANALYSES AND INTERPRETATIONS 47
General Observations 47
Cost Efficiency Comparisons 52










1. List of Sample Ordering Schedules
Randomly Generated
2. Order Patterns and Total Costs Resulted-
Rule B
3 Order Patterns and Total Costs Resulted-
Rule C
4
Order Patterns and Total Costs Resulted-
Rule D
5
Order Patterns and Total Costs Resulted-
Rule E
6. Order Patterns and Total Costs Resulted-
Rule F
7 Order Patterns and Total Costs Resulted-
Rule G
8a. Order Patterns Trace and Total Costs
Resulted- Wagner-Whitin Algorithm
8b. Order Patterns and Total Costs Resulted-
Wagner-Whitin Algorithm
9a. Total Costs under Wagner-Whitin Algorithm
(ww)vs. Other Heuristics, CH/CS= 0.2
Total Costs under Wagner-Whitin Algorithm














9c. Total Costs under Wagner-Whitin Algorithm
ww) vs. Other Heuristics Cfi/CS = 0.008 50
10a. Relative Cost Increases (%) of Various
Heuristics as Compared to Wagner-Whitin
Algorithm, CH /CS = 0.2 53
10b.Relative Cost Increases (%) of Various
Heuristicsas Compared to Wagner-Whitin
Algorithm,CH/CS = 0.04
54
lOc. Relative Cost Increases (%) of Various
Heuristics as Compared to Wagner-Whitin
Algorithm, CII/CS = 0.008
55
lla. Average Relative Costs
Various Heuristics as Compared to Wagner-
Whitin Algorithm, CH/CS = 0.2 57
11b Average Relative Costs Increases(%) of
Various Heuristics as Compared to Wagner-
Whitin Algorithm, CH/CS = 0.04 58
11c Average Relative Costs Increases(%) of
Various Heuristics as Compared to Wagner-
Whitin Algorithm, CH/Cs = 0.008 59
7
ACKNOWLEDGEMENTS
Seldom is an academic research accomplished with
lone efforts. I have been quite fortunate to have a
few helping hands otherwise, I would not have been able
to meet the MBA Division's deadline- and this is by no
means an exaggeration.
First of all, I would like to thank my advisor,
Dr. T. C. Cheng, for his invaluable advice in this project.
In fact, it is Dr. Cheng himself who ignited my interest
in this topic.
It is very unusual to have working colleagues parti-
cipate in.an academic trial, and how fortunate was I to
have even three: Mr. Andrew Wong and Mr. Lawrence Ma
have been my computer consultants in this project. I
am especially grateful for Andrew's generous assistance
in programme design his devotion and commitment to the
project almost surpass mine.
Last but not least'. I am indebted to Miss Tammie
Chan, my other colleague, who has sacrificed many after-
work evenings in typing out the final product. Without





With the emergence of interests in Material Require-
ments Planning (Buffa, 1983), researches have shifted
from the classic problem of the economic order quantity
(EOQ) to the problem of discrete-demand, time-series lot
sizing (Orlicky, 1975: P.120). Quite a few techniques
have been developed for lot sizing, while the Wagner-
Whitin algorithm (Johnson Montgomery, 1974 Wagner
Whitin, 1958), based on a dynamic programming model,
undoubtedly offers an optimizing method.
The Wagner-Whitin algorithm, however, has its
disadvantages: it involves too much computational bur-
den and it is impractical. Even when the computational
burden can be alleviated by means of a computer, the
fact that the technique is based on the assumption of
zero demands beyond the planning horizon means that
every time a new demand appears at the end of the plan-
ning horizon, a new ordering strategy may have to be
formulated. In a sense, the algorithm is very imprac-
tical as it is very sensitive to additional demands.
As pointed out in (Orlicky, 1975: P.133),the Wagner-
Whitin optimum strategy proves to be 'wrong' if it has
to be changed subsequently.
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Meanwhile, a lot of heuristic rules have been
presented to overcome the weaknesses of the Wagner-
Whitin algorithm: the Least Total Cost (LTC), the
Part Period Balancing (PPB) as well as the Least Unit
Cost (LUC) rules (DeMatters, 1968 Gorham, 1968) are
less sensitive to additional demands than the algorithm,
but they are not that heuristic, especially the PPB
with its look-ahead/look-back adjustment routine. More-
over, both the LTC and the PPB are based on the assump-
tion that minimum cost occurs when set-up cost equals
carrying cost, with the flaw being that this assumption
applies only for an EOQ model (that is, with continuous
demand and withdrawals and/or with a constant demand
rate) but not for the discrete lot-sizing approach (which
assumes inventory depletions occur at the beginning of
each period).
In fact, a lot of other heuristic rules proposed
suffer the-same flaw: the Period Order Quantity (POQ)
(Plossl Wight, 1971), the Silver Meal (SM) algorithm
(Silver Meal, 1973), the Order Moment (OM) rule
(McLaren Whybark, 1976), and the GMR rule (Groff, 1979)
all have a strong connection either to the structure of
the EOQ model itself, or to the structure of its solution
(Wemmerlov, 1981). For example, Wemmerlov (1982) found
that comparing with the Wagner-Whitin algorithm, GMR
seems to be the best performer among other heuristics
in terms of cost efficiency, consistency, and model
simplicity. However, this is not to be congratulated
as the GMR rule has in fact the closest relationship
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to EOQ (compared to other heuristic rules designed)
due to its assumption of continuous withdrawal (during
any single period).
There are surprisingly few heuristic rules which
are free-of EOQ assumptions either they derive from
the EOQ formula S=1C or they somehow contradict the
basic assumptions of discrete lot-sizing itself. The
close relationship of most heuristic rules with EOQ
in fact undermines their validity. The purpose of this
research is to present several heuristics which are
free of EOQ assumptions and which are really heuristic
(simple), and to test their efficiencies as compared
to the optimal model- the Wagner-Whitin algorithm.
Totally six rules will be presented and tested, out of
which two- the Lot for Lot and the Fixed Period Require-
ment techniques- have already been presented by other
people (Orlicky, 1975) but their efficiencies against
the Wagner-Whitin algorithm have not been tested. The
other four rules are newly construed by the researcher





In this research, a simple planning horizon of 12
periods (12 months) is adopted. Consistent with a dis-
crete lot-sizing model and for simplicity purpose are
the following assumptions taken:
(i) All demands are discrete (non-continuous)
and known beforehand.
(ii) Requisitions are instantaneous (no time
duration before arrival of goods)
(iii) No shortage of supplies in any period all
demands are met.
(iv) Depletions or consumptions are instantaneous
and discrete, resulting no intra-period
inventory costs (only inter-period inventory
costs)
(v) Zero demand beyond the planning horizon a
limited planning horizon is assumed. (This
is unavoidable, although we are aware that
the major weakness of Wagner-Whitin algorithm
is due to this assumption. However, the
heuristics we are testing are relatively free
of the handicaps.)
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(vi) The only costs involved are inventory or
carrying cost, and the set-up or ordering
cost. It is assumed that both unit carry-
ing cost per period (cH) and set-up cost
per order (Cs) are constant throughout the
planning horizon.
Rules to be Tested
Altogether seven rules or strategies as explained
below will be tested, with the Wagner-Whitin algorithm
being the reference rule for comparison:
A. Wagner-Whitin algorithm
Without doubt this is the optimum strategy.
While mathematically it is a very complicated
procedure, our calculations will be simplified
by means of computer programming. Basically,
the computer programme will evaluate all possible
ways of ordering to cover net requirements.. in
each period of the planning horizon. The most
economical ordering schedule will be identified
by the computer and will then serve as the
reference schedule for comparison with other
heuristics.
B. Lot for Lot
According to this rule the planned order quantity
always equals the quantity of the net require-
ments being-covered. An example of the ordering




1 2 3 5 6 7 8 9 10 11 12
35 10 1.0 2( 5 10 25 50 5 30
35 10 Ln 20 5 10 25 50 t5 30
The use of this technique will certainly incur
no inventory cost, but set-up (ordering) cost
will be substantial due to so many orders:
Intuitively, for items which have high carrying
costs compared to set-up costs- for example,
expensive items such as jewelry, or easily
decayed items such as fruit and vegetable-
this ordering technique will be preferred.
C. Fixed Period Requirement
This is a rather simple technique of placing
an order for every X months. In our research
we arbitrarily set 3 months as the span of
coverage, except when zero requirements occur
in an ordering period then the order will be
placed in the next (non-zero) period.
This technique is very simple to administer,
and intuitively will work well when the order¬
ing periods coincide with the seasonal peak
periods of demand, as illustrated below:
PERIOD 1 2 3 5 6 7 8 9 10 11 12
Net Requirements 50 20 5 5 25 50 30 10 35 15
Order Coveraqe 75 70 90 50
D. Suppose t= present ordering period
(that is, at period (t-1)
inventory= 0)
m=0, 1, 2, 3...
Qt+ m= demand quantity at period t+m
then order Qt+ m at period t as long as
(that is, if Qt+m
then order Qt+m at period t+m),
Actually, this stopping rule is equivalent to
saying that as long as the demand of a parti¬
cular period (t+m) is not larger than the
average demand in between the periods t and
t+m, then we recommend ordering at period t all
requirements in between periods t and t+m.
This is a very simple rule based on the intui¬
tion that smaller-than-average demand of a
particular period (after t) will not incur so
much carrying costand so may as well be ordered
now (at t) to save additional order (set-up)
cost. According to this rule, above-average
requirements will normally be met by ordering
at the very same period.
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E. Suppose T= Total number of periods
and with same notations
as in D.
Qt+m at the period t as long asOrder
(that is, order Q t+m at period t+m
if
This stopping rule is similar to D, but now
we compare the grand average T
with the intermediate average
The logic is similar: when the requirement-at
a particular period t+m•is so large that it
makes the average requirement between periods
t and t+m larger than the total average require-
ment of the planning horizon, then fresh order
should be made at period t+m.
F. With the same notations as in D and E, order
Qt+m at period t as long as
(Otherwise, order Qt+m at period t+m).
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This rule is in fact a combination of D and E,
now comparing the requirement of a particular
period t+m with the total average requirement
of the planning horizon.
As a matter of fact, stopping rules D, E and
F all spring from one basic assumption: the
larger the requirement of a certain period, the
larger will be the carrying cost if not ordered
at the very same period therefore, when it is
larger than a certain extent, fresh order should
be made to reduce the associated carrying cost.
We can image that rules D, E and F will be most
applicable or efficient when carrying cost is
large compared to set-up cost.
G. With the same notations as above, order Qt+m at
period t as long as
(Otherwise, order Qt+m at period t+m).
The above inequality is derived from:
where IC= unit carrying cost per period (which
is assumed to be constant in our
research).
The L.H.S. represents incremental carrying cost
relative to period t, while the R.H.S. represents
average carrying cost per period in between
period t and period t+ m. This stopping rule
in fact recommends fresh ordering whenever
incremental carrying cost is beyond a certain
limit.
Whereas rules D, E and F concern actual demand
or carrying cost of a particular period, rule
G is based on the concept of incremental carry¬
ing cost- a concept similar to the cases of
the SM rule, the GMR rule and the WMR rule
(Wemmerlov, 1982). However, unlike the latter
3 rules, our heuristic here does not compare
incremental carrying cost with incremental set¬
up cost, which is in fact based on the EOQ
assumption that the most economical ordering
occurs when incremental carrying cost and incre¬
mental set-up cost are equal.
Data Generation and Costs Calculations
Coefficient of Variation and Mean
In comparing the above seven rules, computer program¬
ming is used to simulate situations of the 12-period plan¬
ning horizon. Net requirement (demand) of each period
is randomly generated by means of a computer according
to the following parameters for a theoretical normal dis¬
tribution N(27d, So):
1) Coefficient of Variation,





2) Mean of Distribution,/,CD,




Moreover, the demand per period is also generated from
a theoretical uniform distribution U(0,300) (range
between 0 and 300).
To make our random data even simpler, we have pro-
grammed in such a way that all numbers generated will be
multiples of five, with zero as the minimum and 300 the
maximum. We have equated all negative numbers to zero
so that in practice zero demands occur with a higher
probabililty than other numbers- which is in fact a
desirable situation for our simulation purpose.
For each possible combination of above parameters,
we have generated three cases, so totally we have gene-
rated (3X3X3+1X3)=30 cases, 27 of which being from a
normal distribution and 3 of which being from a uniform
distribution. In other words, there are 3 cases in each
of the 10 different environments".
Three Cost Levels
For each of the 30 cases randomly generated, we will
test the cost efficiency of each of the heuristics (as
well as the Wagner-Whitin algorithm) at three different
cost levels, as we shall explain below:
Let CS= set-up cost
CH= IC= unit carrying cost per period








Throughout the planning horizon of each model, we assume
C$, C and I to be constant for all periods.
Cost Efficiency Comparisons
In sum, each of the 30 cases (of 10 different envi¬
ronments) will be subject to the seven rules and at three
different cost levels In other words, including
the factor of cost level, there are now 10X3=30 different
environments, with 3 cases in each environment (totally
90 cases).
For each of the 90 cases, the computer programme
will work out the appropriate ordering schedule according
to each rule. Then carrying and set-up costs resulted
in each ordering schedule will be calculated (by computer]
as per each cost level. Therefore, in each of the 90
cases we will have a total cost under the Wagner-Whitin
algorithm comparing to a total cost under a certain
heuristic rule X (TCj[). Then in each case the relative
cost increase will be found as follows:
Relative cost increase
Since there are 3 cases for each environment, we can find
an average relative cost increase. At this point, we
will be able to compare the performances of various
heuristic rules with the Wagner-Whitin algorithm under
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(30) identical environments (that is, same CV. uo.and
CS/CH). We will also be able to see how their performances





Throughout the computer programming process zne
(Microsoft) Basic computer language has been adopted,
and a Macintosh PC has been used as the medium.
Altogether thirty demand schedules have been simu-
latd by the computer. Twenty-seven cases were generated
with the normal distribution assumption and three cases
with the uniform distribution (random distribution)
assumption. Parameters, limits, as well as adaptations
were as spelt out in Chapter II (Data Generation sec-
tion). As-a result, we have obtained three simulated
demand schedules in each of the ten different environments,
as shown in Table 1. (The program for such data genera-
tion is documented in Appendix 1).
As can be seen in Table 1, each demand schedule is
notated by a 3-number series, for example, 1/1/1...
3/3/3. The first number refers to the parameter of coef-
ficient of variation of the (normal) distribution, CV:
1 refers to Cv= 0.15
2 refers to CV= 0.5
3 refers to CV= 1
Table 1- List of Sample Ordering Schedules Randomly Generated
mPFPT PT FMT= MEAN= 25
111 25 30 25 25 25 20 25 30 20 25 30 30
112 25 15 30 20 30 25 25 25 25 25 25 25
113 35 30 25 30 25 30 25 25 25 30 20 20
COEFFICIENT= .15 MEAN= 50
121 45 50 50 65 45 45 55 55 45 55 45 55
122 45 45 35 45 45 70 45 50 55 40 40 60
123 55 45 40 60 55 50 45 55 50 45 50 60
COEFFICIENT=.15 MEAN= 100
131 115 95 95 90 105 110 90 90 90 110 100 95
132 100 85 80 100 85 110 100 115 90 80 125 100
133 95 90 115 110 85 100 95 120 105 120 105 90
COEFFICIENT= .5 MEAN= 25
211 10 45 35 15 5 20 40 15 15 15 10 40
212 5 10 30 45 5 25 10 40 35 45 15 25
213 20 35 20 20 30 20 30 20 20 30 35 45
COEFFICIENT= .5 MEAN= 50
221 15 20 30 55 90 35 75 70 70 75 35 40
222 20 30 50 35 125 10 70 40 65 35 40 55
223 50 40 30 60 65 70 15 75 45 35 40 85
COEFFICIENTS .5 mean= 1nn
231 140 65 105 135 110 150 145 145 55 100 140 155
232 105 200 145 75 20 130 90 160 170 65 170 110
233 70 95 35 85 95 45 175 95 60 150 SO 135
COEFFICIENT= 1 MFAN= 75
311 40 40 45 85 10 15 30 25 55 35 35 40
312 30 65 40 60 20 25 5 10 5 '25 10 20
313 50 30 45 40 15 35 15 25 75 0 10 5
COEFFICIENT= 1 MEAN= 50
321 90 95 1G5 55 170 75 85 0 5 0 40 4f
322 60 60 25 0 105 30 25 150 10 10 0 80
323 45 80 10 30 70 15 20 160 60 100 30 25
COEFFICIENT= 1 MEAN= IOC
331 n 40 ,8n 55 195 195 9 A 0 750 At) 1 90 190 0
332 0 15 0 55 40 100 220 0 125 250 0 45
333 85 30 0 255 155 90 150 115 275 105 150 45
RANDOM DISTRIBUTION (0- 300)
401 5 120 90 125 215 S'5 260 70 5 160 30 275
402 10 140 160 70 185 140 175 50 235 60 240
402 200 50 100 245 155 120 170 175 15 160 40 35
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The second number in the series refers to the parameter
of mean of the distribution,uD :
1 refers touD= 25
2 refers touD= 50
3 refers to uD= 100
The third number is simply the numeration of the case
in each environment. Finally, for the cases of uniform
distribution we use 4/0/- as the method of notation.
All data presentation later will follow this notation.
Order Patterns Determined and Total Costs Resulted
Again, throughout the computer programming process
the Basic language has been adopted and a Macintosh PC
has been used as a medium. Various programmes to deter-
mine order patterns of each simulated case under various
rules, and to calculate the total costs resulted, are
documented in Appendices 2 through 8.
Table 2 through 7 show order patterns determined by
the computer programmes for heuristic rules B through G,
whereas Table 8a and Table 8b show the same for the
Wagner-Whitin algorithm. On the L.H.S. of each table,
sample code together with the notation 1/1/1, etc
indicate the various environments as well as the case
numeration under each environment- as explained in
the previous section. The last three columns on the
R.H.S. of each table indicate the total costs resulted
under three cost environments, namely (from left to
right), CII/CS= 0.2, 0.04 and 0.008 respectively. All
costs are in index form rather than actual amounts
Table 2- Order Patterns and Total Costs Resulted- Rule B (Lot for Lot)
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Table 2- Continued
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SAMPLE CODE: 402 10 140 160 70 185 140 175 50 225 60 240 115
10 140 160 70 185 140 175 50 225 60 240 115$ 12.00 -$12.00$ 12.00
SAMPLE CODE: 403 200 50 100 245 155 120 170 175 15 140 40 25
200 50 100 245 155 120 170 175 15 160 40 35$ 12.00$ 12.00$ 12.DC
Table 3- Order Patterns and Total Costs Resulted- Rule C (Fixed Period Requirement)
ORDER PATTERN- FIXED PERIOD
aampi p rnnp? 111 ps en ps ps pis ?n ps An pn ps An sr
80 70 75 85 $ 65.00$ 16.20$ 6.44
aampi f rnnp 119 ps is en pn An ps ps ps ps ps ps ps
70 75 75 75 $ XS.nn$ IX.?o$ x. 44
SAMPLE CODE: 113 35 30 25 30 25 30 25 25 25 30 20 2C
90 85 75 70 $ 64.00$ 16.00$ 6.40
SAMPLE CODE: 121 45 50 50 65 45 45 55 55 45 55 45 55
145 155 155 155 $121.00$ 27.40$ 8.68
aampi p rnnp•. 1pp 4s 45 as 4s 4S 7n 4S sn ss 4n 4n xn
125 160 150 140 $128.00$ 28.80$ 8.96
SAMPLE CODE: 123 55 45 40 60 55 50 45 55 50 45 50 60
140 165 150 155 $125.00$ 28.20$ 8.84
SAMPLE CODE: 131 115 95 95 90 105 110 90 90 90 110 100 95
305 305 270 305 $238.00$ 50.80$ 13.36
SAMPLE CODE: 132 100 85 80 100 85 110 100 115 90 80 125 100
265 295 305 305 $238.00$ 50.80$ 13.36
SAMPLE CODE: 133 95 90 115 110 85 100 95 120 105 120 105 90
300 295 320 315 $248.00$ 52.80$ 13.76
SAMPLE CODE: 211 10 45 35 15 5 20 40 15 15 15 10 40
90 40 70 65 $ 63.00$ 15.80$ 6.36
Table 3- Continued
SAMPLE CODE: 212 5 10 30 45 5 25 10 40 35 45 15 25
45 75 85 85 $ 64.00$ 16.00$ 6.40
SAMPLE CODE: 213 20 35 20 20 30 20 30 20 20 30 35 45
75 70 71 110 $ 70.00$ 17.20$ 6.64
SAMPLE CODE: 221 15 20 30 55 90 35 75 70 70 75 35 40
65 180 215 150 $117.00$ 26.60$ 8.52
SAMPLE CODE: 222 20 30 50 35 125 10 70 40 65 35 40 55
100 170 175 130 $123.00$ 27.80$ 8.76
SAMPLE CODE: 223 50 40 30 60 65 70 15 75 45 35 40 85
120 195 135 160 $140.00$ 31.20$ 9.44
SAMPLE CODE: 231 140 65 105 135 110 150 145 145 55 100 140 155
310 395 345 395 $282.00$ 59.60$ 15.12
SAMP! E rnnF• 232 ins 200 145 75 20 130 90 160 170 65 170 110
450 225 420 345 $336.00$ 70.40$ 17.28
SAMPLE CODE: 233 70 95 35 85 95 45 175 95 60 150 80 135
200 225 330 365 $187.00$ 40.60$ 11.32
SAMP! E ennE• 311 40 40 45 85 10 15 30 25 55 35 35 40
125 110 110 110 $ 88.00$ 20.80$ 7.36
3AMP! F rnnF• 312 30 65 40 60 20 25 5 10 5 25 10 20
135 105 0 55 fc 61.00$ 15.40$ 6.28
Table 3- Continued






95 7Fi n 1 n Fi
15 81.00 19.40 7.08
SAMPLE CODE: 321 90 95 105 55 170 75 85
290 300 90
n s n 4n 4n
80 139.00 si .on 9.40
SAMPLE CODE: 322 AO AO 9F5 n 1 n F5 90 95 150 10 10 0 80
145 160 170 80 48.00 12.80 5.76
SAMPLE CODE: 323 4=1 RO 1 0 90 70 1 5 90 Aft 0 100 90 95
135 115 240 1 55 ;1U 00 26.40 8.48
SAMPLE CODE: 331 0 40 30 55 195 195 260 250 60 130 130 0
125 650 440 130 239.00 51 .00 13.40
SAMPLE CODE: 332 0 15 0 55 40 100 220 0 125 250 0 45
70 360 375 45 184.00 40.00 11 .20
SAMPLE CODE: 333 85 30 0 255 155 90 150 115 275 105 150 45
115 500 540 30C 258.00 54.80 14.16
SAMPLE CODE: 401 5 120 90 125 215 85 260 70 5 160 30 275
215 425 335 465 £273.00 57.80 14.76
SAMPLE CODE: 402 10 140 160 70 185 140 175 50 235 60 240 115
310 395 460 415 987.00 80 .60 19.32
SAMPLE CODE: 403 200 50 100 245 155 120 170 175 15 160 40 35
350 520 360 235 196.00 49.40 1 1 .68
A_ Pttornc anri Total Hosts Resulted- Rule I
2ED EE -7T EEN~ MET HOD D'
c rr:n?• 1• i 7=: on. o on, 7=; on oq 7(—•..;--_,— w w L. i A j..• 1—_ w w»- w— w«——«— w'-——-—•»•- w w W w
-• C C.- j: J' 7= 60 o=: ni oo on$ 7-••_•»_ J A_ L f M m• I
ca,md: r rr.r.r. 119 9R• tin on da 94 9=. ?=j 94 95 05 9CwHl SkWW W—- t± 1 S W ww -w w w«. w' J w«_ w a— w w
5C onew- .-»-•» it r; o r».—-,., r-. r
SAMPLE CODE: 113 35 3G 25 30 25 20 25 25 25 30 20 2C
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Table 4- Continued
r r-riZ, of; A=. C. O= n dp o=; d; IS :Cr
75 85
SAMPLE CODE: 213 20 35 20 20 30 20 30 20 20 30 35 45
JU 70
SAMPLE CODE: 221 15 20 30 55 90 35 75 70 70 75 35 40
215 150
SAMPLE CODE: 222 20 30 50 35 125 10 70 40 35 35 40 55
; bu no 4 .-I1 HL! 55 •$ 47. nn$ 15.00 s 3.30
WMPI P rnn- R93 50 40 30 SO 35 70 15 75 45 RF, 40 R5
1 5fJ — O c 195 Pi S X 74.30 x 2 u. Li 0 5 8.80
SAMPLE CODE: 231 140 65 105 135 110 150 145 145 55 100 140 155
no IT_ w w 105 245 595 140 155 $241.00$ 53.00$ 15.40
SAMPLE CODE: 232 105 200 145 75 20 130 90 130 170 35 170 110
105 440 220 130 235 230 •SI 30. 00 4 30 .SO$ 1.0 .93
SAMPLE CODE: 233 70 95 35 85 95 45 175 95 30 150 80 135
7A« Aft0 iou 85 140 330 230 135 $ 32.00 $22.00$ 10.00
SAMPLE CODE: 311 40 40 45 35 10 15 30 25 55 35 35 40
onU' J 45 135 135 $103.00$ 23.30$ 7.93
SAMPLE CODE: 212 30 35 40 30 20 25 5 10 5 25 10 20
30 105 A—'rnj OCTW 20$ 45.00$ 13.00% 3.30
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o oo
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i n ian oon▲ a: L m w U A A C OOFA A t_ opF 355 od nn
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Tahio P_ HrHpr Pnt+prn; nnrl Tnt.nl Costs Resulted- Rule E
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1«= OQCA 1 W www' 110 575 117 nn Q A Zfl on
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Table 5- Continued
Table 5- Continued
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15 2 r. 5- r. 5•-• n ?n?=; on 0 n
O- 1 53 75 3G 30 90.00 22.00 3 4CI -sft 1
oe'=; 7n 7r. °P 75?=-, 9c
40 50 3D 25 25 25 25 25 25 25 i? nn 11 .40 i n .33
25 30 25 20 25 30 25 25 25 30 20 2fl
35 105 70 57.00 15.40 7 Q5
145 1 55 100 ion c trJJ 81 .00 21 .00 9.00
45 45 35 45 43 70 45 50 55 40 40 SO
1 3 115 50 135 60 124.00 28.80 9 7 AJ a W
55 45 4n 6D 55 50 45 55 50 45 50 AQ
1 40 60 150 200 60 116.00 27 70 ?. 44
115 95 95 90 105 110 90 90 90 110 100 95
295 105 3SC 110 195 243.00 52.60 14.52
100 85 SO 100 35 110 100 115 90 80 125 100
265 185 110 100 235 125 100 123.00 30.20 11 .64
95 90 115 110 35 100 95 120 105 120 105 90
4 0C:£j 4 4 E OO 0A 1 J o7U 120 105 120 195 157.00 37.00 13.00
in 45 25 15- 5 ?n 4.1 15 15 15 10 40
4 f;A W 4 c,I w 7 rr 95 40 48.00 A w a J w i a i w
Table 6- Continued
Table 6- Continued
CAMS;- nnr,r. 313 5f: 70 45 4 0 15 35 15 25 75 0 10 5
50 30 45 55 75 y u t ??.nn i 1 n. aa a.9?
r nnn-! 391 ?n 95 ins 55 -70 75 85 0 5 0 40 40
Qf; CC. 1 ifi 17f; 7S 17H 71. l u=• y. U
Avn» rn r. r% m zrx z n n oc n 1 n xr -»n orr« n:n i r?« o n or
r:fl R! 1 AH 1 7 f 80% 32.00$ 10.40 6,00
amoi r rnrsr. rrr, ,1 tr. on in on 7n 1 on in zn inn on o=
45 12C 105 160 60 155 4 d: nn t i a on• 7 6A
SAMPLE CODE: 3371 n 40 30 195 195 760 750 60 130 130 0
125 i o=; i o h Lr om 120 120 a7 nn 4 m nn -z o it
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110 mn 790 125 295 % 69.00% 17.80$ 7.56
SAMPLE CODE: 333 85 30
1 4 ST1; j
'0 255 155 90 150 115 275 105 150 45
255 245 265 ppo 195 ± op nn i o an -4 ono
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215 125 300 775 1 90 775 105 00 75.70 9.96
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10 140 230 185 140 225 295 67 00 19 90 1076
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350 2-5 275 17 0 1 enA I V A- 9,w' 1 .l.l'l! I-.'•- 1:— r. 7 r.
Table 7- Order Patterns and Total Costs Resulted- Rule G
J r -J Z..-!'' Z, M» I w 1 i tL L' !J
SAMPLE CODE: 111 25 30 25 25 25 20 25 20 20 25 30 20
ITC 50 45 rr 45 60 25.00 5 12.40$ 7.23
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•f.174 nn•$. pq n£ in 77
177 nn £71 7n£ 1 1 n4
44.00 12.30 6.56
Table 7- Continued
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Table 8a- Order Patterns Trace and Total Costs Resulted- Wagner-Whitin Algorithm
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1 1 3 4 4 6 6 8 9 10 10 12
1 1 133446888 10
90 95 90 90 PO 90 PO 90 90 PO 95 35
1 2 3 4 5 6; 7 8 9 10 1 1 12
1 2 9 3 5 5 7 7 8 101112






































15 20 30 55 90 35 75 70 70 75 35 40
1 7 A 4 Fi A 7 R 9 101117
1 i o a c:- o o i n i i i o
1 4 4 a rr--» n, r r 4 r,
on OH n ocr i oc i n on dn c rc in ere20 30 50 35 125 10 70 40 65 35 40 55
1 o o a e o n n in 4 4 1 o« W I W W( w AW A A A A
1 A A. tr tr a i-i n a n a 4 c
1 1 1 3 Fi 5 7 7 9 9 9 11
n an on xn on ot= ic ac otr
1 7 R 4 Fi A 7 R 9 1 n 11 17=
1 O O 4 cr Z O O inill'1 1 1 3 4 6 6 8 8 8 10 11 12
1 1 1 34 A A R R R 1 n 1 1
140 65 405 135 110 150 145 145 55 10 140 155
1 9 9 d X 7 Q 9 101119• W w w i wr r a W« a «M
1 9 9 d X 7 Q 9 10 1119A 4a W T W W I W IV i 4 4 4.
1 19 d d X 7 Q D 10111O
i o o a c o o n 4 n i i 4•
v w w«» v w mm w••«
1 o o d d o o o iniiio• AB» W W• W r AW A A A Am
1 9 9 9 9 A A Q 0 Q 1111
on oc; o oq oc; der 10 0 zn 1 crn on 101
%
i n o d c 1 o 0 o 4 n i 4 4 n4 4. ~T W W f W A U A A 1 4
1 9 9 d=; A 7 Q 9 1 n 11 19a mm w• w w v w r aw a a a am
























40 40 45 85 1fl 15 30 95 55 95 35 40
1 2 3 4 5 6 7 8 9 10 11 1?
1 2 3 4 4 6 7 7? 101112








30 65 40 60 20 25 5 10 5 25 10 20
1 2 3 4 5 6 6 8 8 10 11 12
1 2 3 4 4 6 6 6 8 10 10 12








50 30 45 40 15 25 15 25 75 0 1 0 5










90 95 105 55 170 75 85 0 5 0 40 40
1 234567799 11 12
1 234567777 11 12








60 60 25 0 105 30 25 150 10 10 0 80










15 80 10 30 70 15 20 160 60 100 30 25
1 9 3 4 5 6 1 7 8 9 101112
1 2 2 4 5 5 7 8 9 10 11 11





























0 40 30 55 195 195 260 250 60 130 130 0
n 9 9 d s a 7 r 9 miiti
n 7 9 d 5 A 7 9 9 in 11 11
fl 9 9 9 S A 7 9 9 10111'
0 15 0 55 40 100 220 0 125 250 0 45
022456779 10 10 12
022456779 10 10 12
077746779 10 10 10
ps 9n n 7ss 1 ss pn isn lis 97s ms 1 so ds
1 2 2 4 5 6 7 8 9 10 11 12
1 9 9 d 5 A 7 9 9 1 fl 11 19
1114557799 11 11
i9(i 9n 1 9S 91 s ps 9xn 7n s un 9n 97s
1- r A I 7 O Q 1ft 11 19
1 9 9 d S 6 7 9 9 mill?
1 1• 2 4 5 5 7 7 7 10 10 12
10 140 160 70 1 95 1 40 1 75 50 795 60 240 115
1 2 3 4 5 6 7 8 9 10 11 12
1 7 3 4 5 6 7 8 9 10 11 12
7 3 3 5 6 7 7 9 9 1111
700 SO 100 94S 1SS 170 170 175 15 160 40 35
1 2 3 4 5 6 7 8 9 10 11 12
1 2 3 4 5 6 7 8 8 10 1 1 12



















Table 8b- Order Patterns and Total Costs Resulted- Wagner-Whitin Algorithm











































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































t 1 1 n
during computer calculations we have set C$= 1. The
middle chunk of each table shows (on the first row of
each case) the demand schedules, and (on the row, or
rows, just underneath) the order patterns dictated by
respective heuristic rules.
It can be readily seen that for heuristic rules B
through G, each case will have only one possible order
pattern under each rule, no matter what the cost level
is. However, under the Wagner-Whitin algorithm, each
cost level will dictate a different order pattern for
the same demand schedule. In other words, in Tables 8a
and 8b we will see three different order patterns for
each simulated case, one under each cost environment.
This is only due to the fact that the Wagner-Whitin
algorithm is sensitive to the cost parameter, whereas
other heuristic rules are not.
Meanwhile, a few words of explanation for the nota¬
tion of the middle chunks of these tables are necessary.
While for all other heuristic rules the numbers underneath
the demand schedules (first row of each case) represent
simply the order quantities, for the algorithm they refer
to something else, as we shall explain now:
In Table 8a, the numbers underneath the demand sche¬
dule actually indicate how the order pattern can be traced.
Basically, the mathematical logic and procedures- for
example, the use of F-}, F2,..., Fj2 to determine progres¬
sively the minimum associated costs for a planning horizon
of 1, 2,..., 12 periods progressively- are the same as
Johnson Montaomerv1s (1974: dd 74-78). As a result.
46
we should trace the order pattern for a certain case
starting from period-12 backwards. Suppose we have
10 underneath period-12 that means the minimum total
cost for a 12-period horizon is arrived at by:
Cost of last order at period-10 +F9,which in turn
means 2 things:
1. Latest order is at period-10
2. Other previous orders can be traced in turn by
means of F9, the minimum associated cost for a
9-period horizon.
The next step is then to see what we have unaer a
9-period horizon. Suppose we have 7 underneath period-9
that means the next latest order is at period-7, and other
previous orders can be traced by means of F6. The tracing
process will go on until period-l.
Therefore, by tracing step-by-step backwards, we
can find out the actual order pattern. The results of
the tracing can be seen in Table 8b, where the "l"s






A careful examination at Tables 2-8 already reveals
that the Wagner-Whitin algorithm is without doubt the best
performer. In order to compare the performances of the
other six heuristic rules with the Wagner-Whitin algorithm
as well as among each other, we have compiled in Tables 9a
9b and 9c the total costs resulted under various environ-
ments- for respective cost levels of CH/CS= 0.2, 0.04
and 0.008.
One can already make several observations from the
raw data in Tables 9a, 9b and 9c
1. The performances of the Wagner-Whitin algorithm
and the Lot for Lot heuristic (Rule B) are very
close to each other, especially when the ratio
of CH /CS is high. In fact, when CH/CS= 0.2,
the two rules are equal in performance. Perhaps
our choice of CH/CS= 0.2 is too high a starting
point to test the Wagner-Whitin algorithm versus
other heuristics it is so high that it becomes
obvious Lot for Lot ordering is the simplest and
the most efficient ordering.
Table 9a- Total Costs under Wagner-Whitin Algorithm (ww) vs. other Heuristics
0.2





















12 12 65 95 941 90 58
12 12 65 150 552 17 55—«•• 11•••€
12 12 64 99 76 57 39
12 12 121 81 319 81 71
12 12 128 170 307 124 68
12 12 125 145 283 116 69
12 12 238 981 417 045 1 94
12 12 238 161 1327 123 124
12 12 248 292 769 157 132
1 5 1 H T f —1 4 r 1 —v n n
12 12 64 43 202 16 31
12 12 70 35 278 35 40
12 12 117 79 55A 53 7 1
12 12 123 47 253 52 49
12 12 140 76 139 76 63
12 12 282 241 636 135 155
12 12 336 130 1101- 83 168
12 19 187 89 1579 85 151
12 12 88 103 919 75 63
12 12 61 45 87 11 O 45
11 11 81 44 97 78 57
10 10 .139 .172 81 9 1 .59
10 10 48 48 66 32 79
12 12 1.16 119 99 47 107
10 10 239 305 383 47 140
8 8 184 32 165 69 107
11 11 258 366 727 83 I 78
12 12 273 64 698 105 94
12 12 387 94 1189 67 191
12 12 196 260 146 105 158
Tahlp 9h- Tnt.fll CfKt.R unrtpr Wannpr-Wh i ti n Alnnrithm (wwl vs. nthpr Hpnr i Rt i r;





















6.44 12. 00 6.44 7.64 12.52 8. 40 7.28
6.44 12.00 6.44 8.88 14.24 10.28 7.08
6. 4J 12. OO 6. 4U 6. 64 8. 76 7. OS 7. 32
8. 60 12.. OO 8.68 9. OO 15. 64 9. OO 8. 60
r ?n i 6 no r qa in aa 13 i a ta r ar
8.40 12.00 8.34 9.64 14.20- 9.44 8.52
10. 68 12. 00 J. 3. 36 15. OS 20.52 14. 52 10. 72
10.56 12.00 13.36 11.24 54.04 11.64 10.72
1O.7? 19.OO 13.76 15.39 33.64 13.OO 11.04
6.08 12.00 6.36 6.32 10.24 6.72 6.56
6.04 12.00 6.40 7.48 10.86 8.32 7.00
6.64 12.00 6.64 8.12 14.00 3.12 7.36
8.36 12.00 8.52 9.88 18.08 S.S4 8.60
7.64 12.OO 8.76 8.60 13.OO 7.84 7.64
8.04 12.00 8.44 8.80 1O.36 8.80 8.28
10.84 12.00 15.12 15.40 28.32 12.12 11.96
10.04 12.00 17.28 10.96 46.92 1O.40 11.52
9.76 12.00 11.32 10.00 55.94 10.12 10.8 4
7.16 12.00 7.36 7.96 13.28 8.69 7.32r m a w j- a. m i n w t m t ~J x•—««,». u w m u—''
5.76 12.00 6.28 6.60 8.28 8.24 7.48
5.60 11.00 7.03 5.60 7.80 6.82 5.92
7. 20 10. 00 9.. 40 10.72 9.96 8. 40 3.12
b.76 10.00 5.76 5.6 8.40 6.08 6.52
7.08 12.00 8.48 8.60 9.72 7.64 9.08
8.60 1U.OO 13.40 16.04 19.16 8.80 10.40
7.04 8.00 11.20 7.04 11.40 .56 9.08
9.08 11.00 14.16 17.52 32.92 9.08 11.92
9.23 12.00 14.76 9.28 30.80 9.96 9.52
10.36 12.00 19.32 10.43 50.44 10.36 10.60
9. 36 12. 00 1 1. 68 14.24 12. 56 9.. 96 1 1. 28
2. Lot for Lot seems to be quite an efficient heu¬
ristic even at 0.04. Only at
0.008 that we see its losing of its edge against
other heuristics. Again, the reason is due to
our poor choice of the starting point of
3. Except for the Wagner-Whitin algorithm and the
Lot for Lot heuristic, inter-environment varia¬
tions under each rule are much greater at a higher
cost parameter- that is, when inventory cost
is much higher compared to set-up cost That
means the total cost resulted is more influenced
bv the cost ratio than by the parameters
Therefore, assuming the distr:
bution is normal andor random, what matters more
is not the distribution 's means or variances,
but the ratio CC.
Meanwhile, inter-environment variations for the
Wagner-Whitin algorithm are relatively small, no
matter what the ratio C||C$ is. This again
demonstrates the superiority of this optimizing
model: at any cost level, the optimum total
cost is more or less the same under different
environments; C» and or the distribution
pattern of demands, do not have much bearing.
4. Intra-environment variations- as can be seen
from each block of 3 figures- seem to be small
for the Wagner-Whitin algorithm, the Lot for Lot
method (Rule B), as well as the Fixed Period
Requirement method (Rule C). Variations seem
to be big for Rules D and E. That means Rules
D and E are most sensitive to the random dat£
generated. In fact, Rules D and E seem to be
the worst performers in terms of total costs.
We will examine this in greater detail in our
later analysis of cost efficiencies.
fnsl- Effir.ioncv Comoarison?
In order to meaningfully compare the performances
of the six heuristics versus the Wagner-Whitin algorithm,
we have tabulated the Relative Cost Increases in Table
10a, 10b and 10c- again respectively for the three cost
levels. In these three tables, RBRC... stand for the
Relative Cost Increases under Rule B, Rule C,...,
whose calculations are as per illustration on page 12.
We can already see the superiority of the Lot for Lot
method (Rule B) at CHC$= 0.2, and to a lesser extent,
at CCs= 0.04. But again, as we have explained in the
previous section, this has nothing much to do with- the
Rule's performance per se; the reason is, rather, due to
our bad choice of the starting value of C||C$.
Tables lOa-c also validate our previous observations
that Rules D and E perform rather badly, and Rules F and
G seem to perform quite well. Meanwhile, the Lot for
Lot method (Rule B) 's cost inefficiencybecomes apparent
at CHC$= 0.008, while the Fixed Period Requirement
method (Rule C) seems to be the intermediate performer
at all levels.
To give a simpler and more precise picture, Average
Relative Costs Increases at different cost levels are
Table 10a- Relative Cost Increases(%) of Various Heuristics as Compared to
Wagner-Whitin Algorithm
0.03 0.40 0.91 3.36 0.90 0.07
0.05 0.42 1.84 4.89 0.00 0.00
0.02 0.36 0.88 0.76 0.31 0.07
0.00 1.28 0.75 4.52 0. 75 0. 58
f)_ Of) 1. 40 3. 10 4. 37 1. 40 0. 53
0.00 1.35 1.63 3.92 1.27 0.55
0.00 3.23 3.95 6.22 3.38 1.47
0.00 3.23 2.02 21.18 1.52 1.47
0. 00 3.40 4.13 12.02 2.08 1.60
O,70 O.58 O.56 7.57 O.56 O.78
0.25 0.67 0.40 3.46 0. 00 0.15
0.05 0.5 1 O. 1 1 4.09 O. 1 1 O. 12
0. 02 :L. 25 0.81 5.31 0. 37 0. 6 1
0.05 1.44 0.32 3.65 0.33 0.51
0.03 1.69 0.72 1.74 0.72 0.59
0.00 3.97 3.42 9.30 1.72 1.98
0.02 4.97 1.61 0.92 0. SB 2.19
0.00 2.38 0.83 21.93 0.83 1.85
0.05 0.82 1.09 3.07 0. 70 0.46
f) 75 O 60 ft 55 1 75 1 A 5 ft 40
0.17 1.06 0.28 0.17 0.13 0.45
ft ft A 7 5 ft 5 ft ft 157 1 il 7 i-t 77
0. 09 O .39 O. 39 f). 96 0. 15 0. 9 1
0.09 1.40 1.45 1.24 0.29 1.31
0.00 4.10 5.42 6.93 0.50 2.20
0.00 4.00 0.40 3.63 1.23 2.18
0.00 3.98 5.87 12.51 0.95 2.60
0.07 4.16 0.64 11.68 1.30 1.11
0.00 5.72 1.03 19.02 0.65 1.42
O. U-.S 2.66 4. 6 2 .(JO 1.22 1. 9
Table 10b- Relative Cost Increases(%) of Various Heuristics as Compared to
Wagner-Whitin Algorithm
0.04





















Table 10c- Relative Cost Increase(%) of Various Heuristics as Compared tc
Wannpr-Whit.in Alaorithm
= 0.00£
O PA O OO O 19 O P4 O TO 0_ I
O PA O. OO O_ TP 1.91 O. AO O. 1 i
0. BB 0- 00 0. 07 0-52 0- 1 1 0. 1 1
o. 40 O.. O I O_ OS O. P'9 o_ OS O- Oc
O 4A 0_ 09 O.TO O. PS 0_ 19 O.O?
tm tl ~r t i c-i r~'i 1 A o 1 9 n n 1
0. 12 O.25 0.41 0.92 0.3A 0. 0C
0.14 0.27 O.OA 4.12 0.10 O.09
O 19 O 2P O 45 2 14 O 21 O.OT
0. 97 0. 05 004 0. 63 0. 1 1 0- 03
0. 99 0. 06 0.24 0.81 0. 38 0. 11.
O.P1 O.OO 0.22 1.11 0- 22 0-11
O 44 O 09 O 1 P 1 1 A O OA O OT
O 5T O_ 15 O. 1 T O TO O_OT O. OO
O 4Q O 17 O O9 O_ 29 0_09 O OT
O I 1 (i TP 0. 42 1 A 1 O_ 1 2 O 1('
O_ TO O. 72 0.09 3.A7 O.04 O. 15
0.23 0. 16 0.02 4.72 0- 04 0. 11
C Z.Q O OT O 1 1 O 99 O 2 1 O 02
i AO r ao r 1 nr t- a a r a-? r tai
0. 9 A O.. 2 A 0. G G O- 7. 9 G- 24 0- 0A
r to r -r! n ia r to ri t i n 1 T
0. 69 0- 20 0 -21 0- 37 0. 08 0„ 28
O. 16 O. 56 O.P7 1 .2T 0.02 O_ 21
C I A r C.Q n flfl i~ A 7 C f7 i' 9Q
G 2 I G. FiA i)_ 97. 7 A7. n fin C_ 7.1
M 7 O n criQ il i'i i T9 ii i) ~7~ .-.7
0. 16 0- 86 0.01 3.87 0.00 0.02
O.. 29 O.. 25 O. 52 O. 34 O_ OA. O.. 3 1





















tabulated in Table 11a, lib and 11c, together with
respective means, standard deviations and maximum devia¬
tions from optimum for various heuristics.
Observations that can be made at this final stage
of analysis are amazingly consistent with our previous
observations. It is equally amazing to note that the
three criteria of assessment (mean, standard deviation,
and maximum deviation from optimum) all point to simila:
ratings of the six heuristics in terms of performance-
except for, as expected, the Lot for Lot method. Rules
F and G are the best performers; Rule E is obviously th
worst performer; the cost inefficiency of the Lot for
Lot method again becomes apparent at a low CHC5 ratio.
These ratings seem to apply at all cost levels.
More Vigorous Comparisons:
T r-if-r-ri Tnwi rnnmon+- r i n -f- n r n
Whether Rule F is a better performer than Rule G or
vice versa is, however, not apparent. Rule F wins out
at CfjCs= 0.2 and 0.04, while Rule G prevails at CCs=
0.008.
It is also difficult to determine the ratings between
Rule C(Fixed Period Requirement) and Rule D. Our previous
observations that Rule C is an intermediate performer
and that Rule D is a rather bad performer seem to be
contradicted by our last-stage analysis: Rule D seems to
win out at Cjj C5= 0.2 or 0.04 and at least equal out at
Cs= 0.008. At any rate, the scores of Rule C and Rule
D are very close to each other at all three cost levels,
and for all 3 criteria (mean, standard deviation, and
Table 11a- Average Relative Costs Increase(%) of Various Heuristics as
rnmnarprl tn WAnnpr-Wh i t i n Alnnri+hm
= 0.2





















0. 00 4. 39 8.56 17. 1)3 3.56 2. 06
0.00 9.39 10.00 24.25 7.92 4.78
0.00 19.11 19.39 6 S.S1 13.53 9.56
o„ 00 4.47 2.89 16.78 1- 75 2.19
0. 00 9. 5t- 4.61 19.78 4. 03 4. 08
0. 00 21.36 11.58 85.36 7 .42 12. l 7
0. 00 5.5? 4. 44 8.12 4. 96 3. 52
0. 00 8. 46 9.64 6.65 4. 41. 6. 34
0. 00 22.. 45 21. 5? 4-0.67 5.96 i. 3. 5 2
O.. O O '2.. H 1 y.)- 6 I 2 5- A- A V Q„ 3 1
Mean
Standard Deviation
Max. Dev. from Opt.
0.00 12.76 10.33 34.29 6.02 6.70
0.00 7.34 5.81 25.80 3.07 3.90
0.00 22.78 21.59 85.36 13.53 13.52
Table 11b- Average Relative Costs Increase(%) of Various Heuristics as
compared to Wagner-Whitin Algorithm
= 0.04




















0. 03 0 .39 1.21 3. 01 0. 40 0. 05
O.OO 1.34 1.51 4.25 1.14. 0. 56
0.00 3.29 3.37 13.14 2.33 1.51
0.17 0.59 0.35 3.36 0.16 0.IS
0.03 1.46 0.62 3.57 0.48 0.5
90
0.01 3.77 1- 95 10.88 1.16 2.01
0.16 0.83 0.57 1.48 0.82 0.43
008 1.36 1.62 1.17 0.62 1. OO
0.00 4.03 3.90 7.0 0.89 2.33
0. 04 4. 18 1. 8 j. 10. 90 1. 06 1. 44
Mean
Standard Deviation
Max. Dev. from Opt
0.05 2.12 1.69 5.95 0.91 1.01
0.06 1.44 1.11 4.13 0.57 0.74
0.17 4.18 3.90 13.14 2.33 2.33
Table 11c- Average Relative Costs Increase[%) of Various Heuristics as
























Max. Dev. from Opt
ARB ARC ARD ARE ARF ARB
0. 3 7 O. O O 0.21 0.89 0.34 0. 12
0.43 0.05 0.16 0.79 0.12 0.02
O.13 0.27 0.31 2.39 0.22 0.02
0.92 0.0 4 0.17 0.87 0.24 0.12
0.50 0.11 0.13 0.72 0.06 0.0:
0. 18 0.43 0.18 3.34 0.06 0. 12
0. 91 0. 13 0. 09 0. 56 0. 29 0. J. 3
0. 61 0. 17 0.. 23 0. 40 0. 15 0. 13
0. 1 7 0. 5 0. 60 1. 49 0. 03 0. 27
0. 24 0.57 0.18 2.18 0.05 0.03
0.50 0.23 0.23 1.36 0.16 0.11
0.30 0.21 0.14 0.92 0.11 0.08
0.92 0.57 0.60 3.34 0.34 0.27
60
maximum deviation from optimum).
This difficulty of determining the ratings of Rule C
vs. Rule D, as well as the ratings of Rule F vs. Rule G,
lures us to go back to Table lOa-c, especially in terms
of the intra-environment variations we mentioned earlier.
Then an interesting observation emerges: intra-environment
(within block) variations seem to be much greater for Rule
D than for Rule C, and much greater for Rule F than for.
Rule G- such seems to be the case for all three cost
levels. In order to validate such an observation, we
ventured to calculate the standard deviation values from
the raw data in Table lOa-c instead, and found the
following:
Standard Deviations








The figures in parentheses above are corresponding standard
deviations in Table lla-c, whose calculations are based
on (within block) average relative costs increases. We
note the following points:
1. For Rules C and G, standard deviations calculated
from relative costs increases do not differ so
much from those calculated from average relative
costs increases
2. For Rules D and F, however, standard deviations
calculated from relative costs increases are
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substantially higher than those calculated from
average relative costs increases.
This validates our earlier observation that intra-
environment variations are higher for Rule D than for
Rule C, and higher for Rule F than for Rule G.
Summary Ratings
All in all, we therefore rate the six heuristics




3. Rule C (Fixed Period Requirement)
4. Rule D





It is perhaps not surprising that Rule G was found
to be the best performer among our six heuristics, since
it is the only one which is based on the concept of
incremental cost. However, we should note that unlike
the heuristics which have been tested previously by
other researchers, this heuristic involves only the
component of incremental carrying cost but not incre-
mental set-up cost it is not based on the EOQ assumption
and thus does not suffer its flaw. The performance
superiority of Rule G in our test suggests that more
heuristics should perhaps be constructed along the same
direction: that is, based on the incremental cost prin-
ciple but independent of the EOQ assumption (S= IC).
Another major finding is that some very simple
heuristics can be quite cost efficient, for example,
Rule F which simply compares each period's demand quantity
with the grand average demand of the whole planning hori-
zon. Even the apparently unsophisticated Fixed Period
Requirement method has done it well. While how well the
heuristics here would perform versus other well-tested
heuristics (e.g. GMR, SM, WMR, OM, etc) is beyond the
purpose of this study, it is worth noting that unsop-
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histicated heuristics could not be that bad after all.
With their properties of being simple and practical, and
less sensitive to the changes of demand schedules, some
truly simple heuristics should perhaps deserve more
consideration for the-purpose of material requirements
planning. This is especially so while these simple
heuristics do not suffer the flaw of the EOQ assumption
as other sophisticated heuristics do.
At any rate, future researches should also test the
cost efficiencies of those sophisticated heuristics
against the simple heuristics we have presented here,
especially Rule G, Rule F and Rule D. It would be
interesting to see how unsophisticated heuristics
perform against sophisticated ones.
Lastly, a misgiving about the Wagner-Whitin algorithm
itself arises in this study. A look at Table 11C reveals
that at a .certain level of CH/CS (in our case 0.008),
some heuristics' performances are not that bad even com-
pared with the Wagner-Whitin algorithm itself. For
example, Rules F and G perform amazingly well and total
costs resulted under these heuristics are not that much
more than those under the algorithm. Meanwhile, at
other CH/CSlevels (e.g. 0.2 or 0.04), the Lot for Lot
method is quite sufficient. Here we have the fundamental
question: Is the Wagner-Whitin algorithm useful at all,
especially considering its complexity and its impracti-
cality or high sensitivity to demand changes?
Our data seem to suggest No to the above question.
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When inventory cost is high (high CH/CS), we can simply
order for every period (Lot for Lot) when inventory
cost is low (low CH/CS), some fast and simple rules (such
as Rule F, Rule G, Fixed Period Requirement) will be
quite sufficient without losing much efficiency. So, why
bother with the so-called optimizing model at all, if
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REM ORDER PATTERN- FIXED PERIOD ORDERING
OPEN DATA FOR INPUT AS ttl
LPRINT ORDER PATTERN- FIXED PERIOD ORDERING: LPRINT
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1 IF EOF(l) THEN 8
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LPRINT USING SAMPLE CODE: ;N1,N2,N3;
FOR X-l TO 12: LPRINT USING tt:QX)s: NEXT X: LPRINT
REM DETERMINING THE ORDER PATTERN
COUNT=0
FOR X=1 TO 12 STEP 3
12 IF X12 THEN 11




REM PRINT ORDER PATTERN
FOR X=1 TO 12
LPRINT TAB 16+PX)4);
A=0
FOR Y=PX) TO PX+1)-1
A=A+QY)
NEXT Y
LPRINT USING HHtt; A;
IF P(X+1=13 THEN X=12






10 REM SUBROUTINE 10
TCOST=0
FOR X=1 TO 12
COST=l: PERI0D=0





IF P(X+1)=13 THEN X=12
NEXT X
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RFM ORDER PATTERN- WAGNER-UHIT1N ALGORITHT'
OPEN DATA FOR INPUT AS HI
LPRINT ORDER PATTERN- UAGNER-WHITIN ALGORITHM: LPRIN
DIM Q(12), CHSC3), F(12),PAT12)
FOR X=1 TO 3: READ CHS(X): NEXT X
DATA .2,.04,.008
1 IF EOF(l) THEN 8
INPUT HI,N1,N2,N3,Q(1), GK2),Q3),Q(4),Q5),Q6),Q7),Q8),Q9),Q10),GK11),Q 12
LPRINT USING SAMPLE CODE: HHH;N1,N2 ,N3;
FOR X=1 TO 12: LPRINT USING HHH;QX);: NEXT X: LPRINT
FOR X=1 TO 12
IF QOOOO THEN S=X: X=12
NEXT X
pno Y=n Tn 1 9•• PTCY1= n• NPYT
FOR U=1 TO 3
FOR X=S TO 12
T=1E+38
FOR Y=S TO X
I=Y: J=X: GOSUB 50




LPRINT TRACE: FOR X=1 TO 12: LPRINT TAB18+X4);PAT(X)j: NEXT X
LPRINT TAB(62+U9);: LPRINT USING HH.ttH;T
NEXT U: LPRINT
ROTO 1
50 REM SUBROUTINE 50
AZ=1: PERIOD=0









RFM ORDER PATTERN- WAGNER-WHITIN ALGORITHM
OPEN DATA FOR INPUT AS 1
LPR1NT ORDER PATTERN- WAGNER-WHITIN ALGORITHM: LPRIN
DIM Q(12), CHS3), F12),PAT$C12)
FOR X=1 TO 3: READ CHSX): NEXT X
DATA .2.04.008
1 IF EOF(l) THEN 8
INPUT HI ,N1 ,N2,N3,Q91) ,Q(2) ,Q(3 ,Q(4) ,Q(5) ,Q(5) ,Q(7) ,Q(8) ,Q(9) ,Q(10) ,Q (11) ,Q (120
LPRINT USING SAMPLE CODE: HHH;N1,N2,N3;
FOR Y=1 TO 1?; I PRINT USING HHHVfKX):: NEXT X: LPRINT
FOR X=1 TO 12
IF GKX)0 THEN S=X: X=i:
NEXT X
FOR U=1 TO 3
pat$=: pat$0)=
FOR X=S TO 12
T=1E+38
FOR Y=S TO X
I=Y: J=X: GOSUB 50




I PRINT nRDFRTNR PAT::: FORX=1 TO 12 I PRINT TAR 1 8+X4)-MI Dfc( na 1?).. 1)!:
X
LPRINT TAB(62+U9);: LPRINT USING $HHH.HH;T
NEXT U: LPRINT
GOTO 1
50 REM SUBROUTINE 50
AZ=1 s PERIOD=0
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