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АЛГОРИТМЫ СТАТИСТИЧЕСКОГО АНАЛИЗА ЦЕПЕЙ МАРКОВА 
С УСЛОВНОЙ ГЛУБИНОЙ ПАМЯТИ 
Для решения задач компьютерного анализа дискретных временных рядов предлагается новая 
математическая модель – цепь Маркова с условной глубиной памяти. Разработаны алгоритм ста-
тистического оценивания параметров модели и алгоритм обнаружения отклонения наблюдаемого 
временного ряда от модели «чисто случайной» последовательности. Приводятся результаты чис-
ленных экспериментов.  
Введение 
Задачи компьютерного анализа последовательностей событий или, иначе говоря, дис-
кретных временных рядов часто встречаются в генетике [1], защите информации [2], экономи-
ке, медицине и других областях научной и практической деятельности. Одним из важнейших 
этапов анализа является построение адекватной математической модели, которая бы наиболее 
близко описывала наблюдаемый процесс или явление.  
Для моделирования дискретных временных рядов широко применяется цепь Маркова 
s -го порядка, 1s ≥  [3, 4]. Однако число параметров этой модели возрастает экспоненци-
ально при увеличении s , что значительно затрудняет ее использование в конкретных при-
ложениях: для статистического оценивания параметров требуется иметь реализацию после-
довательности далеко не всегда доступной на практике длительности. Поэтому актуальной 
является задача построения и исследования так называемых малопараметрических моде-
лей [5] цепи Маркова высокого порядка, описываемых меньшим числом параметров, чем 
полносвязная цепь Маркова порядка s . 
Примерами таких моделей являются: модель Рафтери [6], в которой требуется лишь один 
дополнительный параметр для каждого более высокого порядка после первого; цепь Маркова  
s-го порядка с r  частичными связями [5], в которой вероятность перехода в текущее состояние 
tx  зависит не от всех s  предыдущих состояний, а лишь от r  избранных; цепь Маркова перемен-
ного порядка [7]. В настоящей статье предлагается и исследуется новая малопараметрическая 
модель дискретных временных рядов – цепь Маркова с условной глубиной памяти. 
1. Математическая модель 
Примем следующие обозначения: N  – множество натуральных чисел; {0,1, , 1}A N= −…  – 
пространство состояний мощности N , ∞<≤ N2 ; 11 1( , , , , ) , ,m m nn n n m mJ j j j j A m n− ++ −= ∈ ≥…  – 
мультииндекс; Axt ∈ , N∈t , – однородная цепь Маркова s -го порядка )2( +∞<≤ s , заданная на 
вероятностном пространстве ( , , )FΩ Ρ , с )1( +s -мерной матрицей вероятностей одношаговых пе-
реходов )( 1
1
+= sJpP , 11 1 1 1P{ | , , }s t s s t s s tJp x j x j x j+ + + + −= = = =… , N∈∀t ; }1,,2,1{* −∈ sB … , 
1* −= BNK  – целые числа; )()1( ,, MQQ …  – семейство M  ( 11 +≤≤ KM ) различных квадратных 
стохастических матриц порядка N : )( )(,
)( m
ji
m qQ = , Aji ∈, , Mm ≤≤1 ; 
m
m k n
n k
k n
J N j−
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< >= ∈∑  
1{0,1, , 1}m nN − +∈ −…  – числовое представление мультииндекса mnJ ; 
m
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δ = δ∏  – символ Кро-
АЛГОРИТМЫ СТАТИСТИЧЕСКОГО АНАЛИЗА ЦЕПЕЙ МАРКОВА                    35 
 
некера для мультииндексов 1, +−∈ nmmnmn AIJ ; 2 21( , )l m l k m n l k m nk nI J K A− + − + − + − += ∈  – конкатенация строк 
символов lkI  и 
m
nJ  ),( nmkl ≥≥ . 
Цепь Маркова s -го порядка Axt ∈  назовем цепью Маркова с условной глубиной памяти, 
если вероятности одношаговых переходов имеют следующее малопараметрическое представление: 
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где Mmk ≤≤1 , *1 Bsbk −≤≤ , Kk ≤≤0 , 1min0 =≤≤ kKk b . Последовательность элементов * 1ss BJ − + , 
определяющую условие в формуле (1), назовем базовым фрагментом памяти (БФП) случайной 
последовательности; *B  – длина БФП. Из выражения (1) видно, что для данной модели состоя-
ние tx  процесса в момент времени t  зависит не от всех s  предыдущих состояний, а от 1* +B  
состояний 
* 1
( , )
k
s
b s Bj J − + , причем численное представление БФП * 1
s
s BJ k− +< >=  определяет не 
только состояние 
kb
j , но и условный порядок цепи Маркова },,2,1{1 ** sBBbss kk …++∈+−= , 
а также матрицу переходов )( kmQ . 
Предложенная модель (1) задается следующими параметрами: безусловным порядком s  
цепи Маркова; длиной БФП *B ; 1+K  параметрами }{ kb , определяющими условные порядки 
цепи Маркова }{ ks ; 1+K  параметрами }{ km , определяющими выбор одной из M  матриц 
1,,, )()1( +≤ KMQQ M… ; M  стохастическими матрицами порядка N , задаваемыми )1( −NMN  
независимыми параметрами. Таким образом, матрица 1
1
( )sJP p +=  вероятностей переходов для 
цепи Маркова с условной глубиной памяти (1) определяется *2( 1) ( 1)BD N MN N= + + −  незави-
симыми параметрами.  
Заметим, что при 1,1 0* ===−= KbbsB …  получаем полносвязную цепь Маркова поряд-
ка s ; отметим также, что при *0 Bsbb K −===…  получаем полносвязную цепь Маркова поряд-
ка 1* +B . Если 1+= KM , то все параметры }{ km  различны и каждому БФП соответствует своя 
матрица вероятностей переходов )(kQ . Если 1+< KM , то среди параметров }{ km  имеются сов-
падающие значения и различным БФП может соответствовать одна и та же матрица )(kQ . 
2. Статистическое оценивание параметров 
Вначале найдем условия, при которых цепь Маркова с условной глубиной памяти являет-
ся эргодической [4]. 
Теорема 1. Цепь Маркова с условной глубиной памяти является эргодической тогда и 
только тогда, когда найдется натуральное число m , s m∈ < < ∞N , такое, что выполняется 
неравенство 
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Дока з а т ель с тво . Известно [4], что цепь Маркова s -го порядка Axt ∈ , N∈t , является 
эргодической тогда и только тогда, когда эргодична цепь Маркова первого порядка ( ) N∈= −++ txxxX stttt ,,,, 11)( … , с расширенным пространством состояний и квадратной матри-
цей порядка sN  вероятностей одношаговых переходов ( )2
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p p−+ +< > < > = δ  Условие эргодичности для цепи Маркова первого порядка 
)(tX  имеет 
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следующий вид [4]: существует натуральное число m, ∞<< ms , такое, что 
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откуда и следует (2). □ 
В дальнейшем будем рассматривать эргодическую цепь Маркова, ее стационарное рас-
пределение обозначим 
1
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уравнений [8]: 
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Построим оценки максимального правдоподобия (ОМП) для матриц вероятностей пере-
ходов )()1( ,, MQQ …  по реализации nX 1  длины n . Примем обозначения: 
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Лемма. Для цепи Маркова с условной глубиной памяти n -мерное распределение вероят-
ностей при sn >  имеет вид 
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где 
1
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s s
s sJ
x j x j J Aπ = = = ∈…  – начальное распределение вероятностей цепи Маркова (1). 
Дока з а т ельс т во . Используя формулу умножения вероятностей, марковское свойство 
и (1), получим 
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Следствие. Логарифмическая функция правдоподобия для цепи Маркова с условной глу-
биной памяти имеет вид 
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Теорема 2. Если длина БФП *B , значения }{ kb  и значения { } 0,1, ,km k , k K= = … , заданы, 
то ОМП для вероятностей одношаговых переходов )( v, k
m
uq , 1 1 ,vkm K , u A≤ ≤ + ∈ , имеют вид 
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Дока з а т ельс т во . Для нахождения ОМП требуется решить следующую задачу на ус-
ловный экстремум: 
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Эта задача распадается на * 1BN +  подзадач отыскания условного максимума: 
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Решая указанные задачи методом множителей Лагранжа, приходим к оценкам (5). □ 
Замечание. Если среди параметров Kkmk ,,1,0},{ …= , имеются одинаковые, т. е. одна и 
та же матрица переходов соответствует нескольким базовым фрагментам памяти и KM ≤ , то 
ОМП примут вид 
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Для вычисления ОМП (5) требуется )( *nBO  операций.  
Теорема 3. Если цепь Маркова с условной глубиной памяти является стационарной, т. е. 
если выполнено условие эргодичности и начальное распределение совпадает со стационарным, 
то при ∞→n  оценки (5) являются состоятельными: 
P( ) ( )
,v ,vˆ , 1
m m
u uq q m M⎯⎯→ ≤ ≤ . (6)
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Дока з а т ельс т во . Согласно [9] для цепи Маркова первого порядка справедлива схо-
димость по вероятности для частотных оценок к стационарному распределению. По аналогии с 
доказательством теоремы 1, переходя от цепи Маркова порядка s  к цепи Маркова первого по-
рядка с расширенным пространством состояний, имеем сходимость 1 1
1 1
Pˆ s sJ J+ +π ⎯⎯→π , где 
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1 1
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через частоты )1( +s -грамм 1
1
( )sJ n+ν , используя формулы (3): 
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Учитывая, что ( ) ( ) ( ), v , , ,
0
,k k k
Kl l m
u w w k u w u v
k
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π = δ π∑  и применяя теорему о функциональном преобразовании 
сходящихся по вероятности случайных последовательностей [10], получаем (6). □ 
Теорема 4. Если истинные значения *B  и }{ km  известны, то ОМП параметров }{ kb  
имеют вид 
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Дока з а т ель с тво . По аналогии с доказательством теоремы 3, решая задачу на услов-
ный экстремум, приходим к оценкам (7). □ 
Для нахождения оценок (7) требуется )( *
2BnsNO  операций. 
Оценки порядка цепи Маркова s  и длины БФП *B  находим, решая задачу минимизации  
информационного функционала Байеса [11]: 
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(8)
где 2≥S , 11 * −≤≤ SB  – максимально допустимые значения параметров s  и *B ; оценки 
( )ˆ , 1, , ,iQ i M= …  и ˆ , 0, ,kb k K= … , вычисляются по формулам (5) и (7) соответственно.  
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Для оценивания параметров { : 0, , }km k K= …  можно воспользоваться методом L-средних 
из кластерного анализа [8], используя в качестве межклассового расстояния евклидову метрику: 
2/1
,
2)()()()()()( ))((||||),( ∑
∈
−=−=
Alk
j
kl
i
kl
jiji qqQQQQρ . 
Алгоритм 1 оценивания параметров цепи Маркова с условной глубиной памяти имеет 
следующий вид: 
1. Задаются максимально допустимое значение порядка цепи Маркова S  и максимально 
допустимая длина БФП *B . 
2. По формуле (8) строятся оценки sˆ , Bˆ . 
3. По формуле (7) строятся ОМП ˆ{ : 0, , }kb k K= … . 
4. По формуле (5) строятся ОМП матриц вероятностей переходов (1) ( )ˆ ˆ, , KQ Q… . 
5. С помощью метода L-средних из кластерного анализа осуществляется классификация 
полученных на предыдущем шаге матриц. 
Вычислительная сложность алгоритма 1 имеет порядок )( 2* *
+BNBSnO . 
3. Статистическое обнаружение отклонения от модели равномерно распределенной 
случайной последовательности (РРСП) 
При построении и оценке надежности систем защиты информации нередко возникает за-
дача обнаружения отклонения наблюдаемой последовательности от модели РРСП [2], которую 
на практике часто называют моделью «чисто случайной» последовательности. Построим тест 
проверки гипотез: AxH t ∈={0  есть РРСП, т. е. ( ), 1 / , , , 1, 2, , }mi jq N i j A m M= ∀ ∈ = … ; 
AxH t ∈={1  есть цепь Маркова с условной глубиной памяти и вероятностями одношаговых 
переходов ( ) ( )( ),( ) ( ), , 1 (1 ) 0
m
i jm m
i j i j
n
q q n
N n
ω= = + > , ( )( ) ( ), , ,m mi j i jnn →∞ω ⎯⎯⎯→ω  ( ) ( ). .
1 ,
0, | | 0}.
Mm m
i j i j
j A m i j A∈ = ∈
ω = ω >∑ ∑ ∑  
Введем следующее обозначение: 
* *
( ) ( )2 2
, , v , , v
0 v 0, ,
,v
1( ) ( ) ( )k k
B B
K Kl l
w k u w w k u w
k A kw A w A
u A u A
n
N< > < >= ∈ =∈ ∈∈ ∈
ρ = δ ξ − δ ξ∑ ∑ ∑ ∑ ∑ . (9)
Теорема 5. Если справедлива гипотеза 0H , то при ∞→n  распределение вероятностей 
статистики ( )nρ  сходится к стандартному 2χ -распределению с )1(1* −= + NNU B  степеня-
ми свободы. 
Дока з а т ельс т во . Воспользовавшись результатами теоремы 2 и теоремы 3 из [12] и 
учитывая, что статистика ( )nρ  представляет собой квадратичную форму от нормированных 
частот { ( )}i nξ , получаем сформулированный в теореме результат.□ 
С помощью теоремы 5 построим тест, основанный на статистике ( )nρ : 
принимается 0
1
: ( ) ;
: ( ) ,
H n
H n
ρ ≤ Δ⎧⎨ ρ > Δ⎩
 (10)
где ( )1 1UG−Δ = −α  – квантиль уровня 1−α  стандартного 2χ -распределения с U  степенями сво-
боды; α  – заданный уровень значимости. 
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Алгоритм 2 обнаружения отклонения от модели РРСП имеет следующий вид: 
1. Задается уровень значимости теста α . 
2. По формулам (3) вычисляются нормированные частоты ( ), v *{ : , , , 0, , }k
l
u w u v A w B k Kξ ∈ ∈ = … . 
3. По формуле (9) строится статистика ( )nρ . 
4. На основании (10) принимается решение о том, является ли наблюдаемая последова-
тельность РРСП.  
Вычислительная сложность алгоритма 2 имеет порядок )( 2* *
+BNnBO . 
4. Численные результаты 
Исследуем свойства разработанных алгоритмов методом компьютерного моделирования 
на модельных и реальных данных. 
Пример 1 (модельные данные). Пространство состояний 2},1,0{ == NA , 4, 2,s M= =  
* 2B = , 2,1,1,1,2,2,1,2 33221100 ======== mbmbmbmb . Матрицы )1(Q  и )2(Q  имеют сле-
дующий вид: 
(1) (2)0,18 0,82 0,77 0,23,
0,41 0,59 0,09 0,91
Q Q⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ . 
Случай известных *, ,s B M . С помощью разработанной программы имитировалась 
цепь Маркова с условной глубиной памяти с указанными параметрами; согласно алгоритму 1 
вычислялись оценки (1)Qˆ  и (2)Qˆ  для матриц )1(Q  и )2(Q  соответственно. Затем вычислялась 
оценка вариации 
2 1 ( ) ( ) 2
1 , 0
ˆ ˆv ( )u k kn ij ij
k i j
q q
= =
= −∑ ∑  для u -й реализации ( Uu ,,2,1 …= ) длины 
10000,,1000,750,500 …=n . Для каждого n  оценки ˆ{v }un  вычислялись по 1000=U  независи-
мым реализациям; затем вычислялось среднее 
1
1ˆ ˆv v
U u
n n
uU =
= ∑ , характеризующее интегральную 
погрешность построенных оценок (рисунок). 
 
Иллюстрация состоятельности оценок (5) 
Аналогичным образом проиллюстрируем состоятельность оценки 0ˆ ˆˆ ( , , )Kb b=b … , вычис-
ляемой согласно (7). Для этого найдем относительную частоту правильного решения  
( )ˆ 0b ,b1
1 , ( , , ).u
U
K
u
b b
U =
ε = δ =∑ b …  
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Из табл. 1 видно, что вероятность правильного решения достаточно быстро стремится к 
единице при увеличении длины наблюдаемой последовательности. 
Таблица 1 
n  500 1000 1500 2000 2500 3000 3500 4000 4250≥  
ε  0,322 0,695 0,896 0,936 0,982 0,986 0,992 0,995 1 
Случай неизвестных *,s B . С помощью разработанной компьютерной программы ими-
тировалась цепь Маркова с условной глубиной памяти длины 50 000n =  с указанными выше 
параметрами. Статистическое оценивание осуществляется согласно алгоритму 1: 
1. Задаем максимальное значение порядка 8=S  и максимальную длину БФП 4* =B . 
2. В табл. 2 заносим значения порядка s , длины БФП B  и соответствующие им значения 
),( BsBIC . Согласно (8) находим ˆ 4s = , *ˆ 2B = . 
Таблица 2 
),( Bs  (2,1) (3,1) (3,2) (4,1) (4,2) (4,3) (5,1) (5,2) (5,3) (5,4) (6,1) 
),( BsBIC  31 371 30 116 28 535 27 347 22 852 22 934 27 347 22 852 22 929 23 097 27 347
),( Bs  (6,2) (6,3) (6,4) (7,1) (7,2) (7,3) (7,4) (8,1) (8,2) (8,3) (8,4) 
),( BsBIC  22852 22 929 23 093 27 347 22 852 22 928 23 092 27 347 22 852 22 928 23 089
Из табл. 2 видно, что минимум ),( BsBIC  достигается при *ˆ 2B =  и при нескольких зна-
чениях 4, 5, , 8s = … , но фактический порядок модели во всех случаях равен 4. Иначе говоря, 
следующие пары значений ),( Bs : (4, 2), (5, 2), (6, 2), (7, 2), (8, 2) – эквивалентны. 
3. Оцениваем параметр 0ˆ ˆˆ ( , , )Kb b=b … : *
*
ˆˆ
ˆ ,ˆ1
ˆarg max ( ) ln( ), 1,2, ,ks b B mk i,wj i,wj
i j Ab s B
b n q k K− −
∈≤ ≤ −
= ν =∑ … . По-
лучаем верную оценку вектора ˆ (2, 2,1,1)=b . 
4. Оцениваем четыре матрицы вероятностей переходов (каждому БФП соответствует 
своя матрица): 
(1) 0,181 0,819
0,400 0,600
Q ⎛ ⎞= ⎜ ⎟⎝ ⎠ , 
(2) 0,772 0,228
0,088 0,912
Q ⎛ ⎞= ⎜ ⎟⎝ ⎠ ,
(3) 0,183 0,817
0,402 0,598
Q ⎛ ⎞= ⎜ ⎟⎝ ⎠ ,
(4) 0,774 0,226
0,089 0,911
Q ⎛ ⎞= ⎜ ⎟⎝ ⎠ .
Пример 2 (реальные данные). Исследовалась последовательность длины 12 500n =  для 
ДНК дрозофилы из генетического банка данных [13]. Пространство состояний =A {0, 1, 2, 3}, 
4=N ; 2* =B ; порядок s  принимал значения 3, 4, …, 11, 16, 24, 32, 48. Для каждого s  вычис-
лялась оценка вектора b . Кроме того, вычислялась величина 
0
1
1
K
s sk
kK =
Δ = Δ∑+ , 
( ) 2
,
ˆ( 1/ )ksk ij
i j A
q N
∈
Δ = −∑ , 151* =−= BNK , характеризующая отклонение наблюдаемой генетиче-
ской последовательности от РРСП. Для сравнения вычислялась аналогичная оценка 0sΔ , полу-
ченная для РРСП, смоделированной с помощью компьютерной программы. Значения величины 
0
sΔ  изменялись в диапазоне от 0,12 до 0,17, значения величины sΔ  для генетических данных – 
в диапазоне от 0,46 до 0,48 при различных значениях порядка s . Это говорит о том, что иссле-
дуемую последовательность ДНК нельзя рассматривать как РРСП. В результате оценивания 
вектора b  было установлено, что для некоторых БФП значение соответствующей компоненты 
* 1, 0,1, ,k kb s B b k K′ = − − + = … , не менялось с увеличением порядка s  (значение 1=′kb  указы-
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вает на символ, непосредственно предшествующий базовому фрагменту памяти). Приведем эти 
БФП и соответствующие им значения компонент kb′ : 00 – 1, 01 – 2, 12 – 3, 23 – 1. Проведенные 
эксперименты показывают, что разработанный в статье алгоритм 2 позволяет выявлять законо-
мерности в генетических последовательностях, используемых в медицинских и биологических 
исследованиях. 
Заключение 
Для решения актуальных задач компьютерного анализа дискретных временных рядов в 
статье предложена новая малопараметрическая модель цепи Маркова s -го порядка, ранее в ли-
тературе не рассматривавшаяся, – цепь Маркова с условной глубиной памяти. Исследованы веро-
ятностные свойства модели: найдены необходимые и достаточные условия эргодичности, а также 
n-мерное распределение вероятностей. Построены оценки максимального правдоподобия пере-
ходных вероятностей, исследованы их асимптотические свойства. Построены оценки максималь-
ного правдоподобия параметров Kbb ,,0 … , характеризующих глубину памяти. Построен тест ста-
тистической проверки гипотез для обнаружения отклонения от модели равномерно распределен-
ной случайной последовательности. Проведены компьютерные эксперименты на модельных и на 
реальных данных, иллюстрирующие работоспособность предложенных в статье алгоритмов. 
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Yu.S. Kharin, M.V. Maltsew 
ALGORITHMS FOR STATISTICAL ANALYSIS OF MARKOV CHAINS  
WITH CONDITIONAL MEMORY DEPTH 
A new mathematical model of Markov chain with conditional memory depth is proposed to 
solve the problems of discrete time series analysis. The algorithm of statistical estimation of the model 
and the algorithm for detection of deviation of the observed time series from the «purely random» se-
quence are developed. The results of numerical experiments are presented. 
