Modern society is becoming increasingly reliant on artificial intelligence (AI) 1 . AI at present is based on computer algorithms and digital computing, and suffers from a theoretical limitation known as the von Neumann bottleneck 2, 3 , as the design of conventional digital computing devices anticipates the end of Moore's law 4 , which imposes limits on the extent to which integrated circuits can be downscaled. Consequently, the utilization of unconventional physical processes and architectures for intelligence, referred to as natural intelligence, is attracting increasing attention. The relevant methods include quantum annealing 5 , laser-based solution search 6 , new type of solution-searching circuits such as complementary metal-oxide-semiconductor (CMOS) annealing 7 and the photon intelligence approaches proposed by us 8, 9 . Meanwhile, human intelligence, especially decision making, has been intensively examined through such mathematical and physical modelling approaches as quantum decision theories 10, 11 and neuroscience 12 , part of which influences reinforcement learning algorithms 13 . Physical insights into and the implementation of natural intelligence, particularly with regard to decision making, are stimulating for computation, physics, and the behavioural sciences.
One of the most fundamental issues in machine learning and the decision sciences is the multiarmed bandit problem (MAB), which concerns how to maximize the total reward from multiple slot machines 14 . To solve this problem in general, an exploration of search procedures for the highestreward probability machine, which is precisely defined shortly below, is needed; however, too much exploration may result in excessive loss, whereas too quick a decision or insufficient exploration might result in missing the best machine. This is called the "exploration-exploitation dilemma" [14] [15] [16] . The MAB is important for various practical applications, such as information network management 17, 18 , Web advertisement 19 , Monte Carlo tree search 20 , and clinical trials 21 .
In our previous study, we experimentally showed that a single photon can solve the two-armed bandit problem using the nitrogen-vacancy (NV) centre in a nanodiamond as a single-photon source 9 .
The wave-particle duality of the single photon is utilized where the probabilistic attribute of the photon takes the role of exploration while its particle nature is immediately and directly associated with a particular decision. The theoretical background for this has been examined by comparisons to other reinforcement learning algorithms 22 and category-theoretic modelling and analysis 23 .
However, many issues remain unresolved in the route to realizing artificially constructed, physical decision-making machines. A fundamental issue in this regard is scalability; the number of choices involved in a decision may be numerous, not merely binary as assumed in the first proof-ofprinciple experiment in Ref. 9 . A hierarchical architecture is a promising approach to scalable intelligent systems 24 and optical devices dealing with multiple channels 25 , and has been applied to quantum computing platforms 26 .
The effectiveness of a hierarchical approach for single-photon-based decision making is, however, completely unknown. Moreover, interesting notions of decision making emerge in a hierarchical architecture-that is, decision making at finer and coarser scales of the hierarchy.
Specifically, this paper shows that the four-armed bandit problem is resolved given zero prior knowledge by using single photons in a two-layer tree-structure architecture, where the polarization of single photons is autonomously adapted. We have to be aware that the optimal solution in the coarse layer can conflict with that in the fine layer (as explained in detail below in the problem exemplified by CASE 3). We show that while a simple "tournament" strategy resolves such contradictions, the probabilistic nature of single photon allows the direct location of the optimal solution on a fine scale, which is a manifestation of the exploration ability of single photons. This manifests yet another fundamental of the quantum nature of single photons in vital intelligent roles, in contrast to the literature on single photons that focuses only on the contexts of quantum key distributions 27 and quantum computing 28, 29 .
Results
Hierarchical single-photon-based decision maker. For the simplest case that preserves the essence of the solution of the MAB problem in a hierarchical system, we consider a player who selects one of four slot machines (slot machines 1, 2, 3 and 4) with the goal of maximizing a reward.
Denoting the reward probabilities of the slot machines by i P ( 1, ,4) i   , respectively, the problem then is to select the machine with the highest reward probability, referred to as the 'highest-reward probability machine'. A unit reward dispensed by a slot machine is identical among all machines.
The machine-selection decision is associated with single-photon detection by designated photo detectors corresponding, respectively, to slot machines 1 to 4, as described below.
The architecture of the optical system has a tree structure, where an incoming single photon is directed by a polarizing beam splitter (PBS), denoted by PBS1 in Fig. 1 , following which it experiences another PBS, either PBS2 or PBS3, resulting in photon detection by one of four avalanche photodiodes (APDs), APDi ( 1, ,4) i   in Fig. 1 . The central idea of single-photon decision making is to adapt the polarization of single photons by the angle of three half-wave plates (denoted by HWP1, HWP2, HWP3) located at the fronts of three PBSs, respectively.
We see here a hierarchical structure: PBS1 governs the decision of whether to select {slot machine 1 or 2} or {slot machine 3 or 4}, referred to as the "coarse-scale" decision hereafter. For the sake of simplicity, we call the relevant collections Group 1 for {slot machine 1 and 2} and Group 2 for {slot machine 3 and 4}. That is, the coarse-scale decision concerns whether to choose either of Group 1 or Group 2: namely, which of the reward probabilities 1 2 P P  or 3 4 P P  has the greater value? Meanwhile, PBS2 and PBS3 concern the machine selection decision concerning [slot machine 1 or 2] and [slot machine 3 or 4], respectively. We call a "fine scale" decision one that concerns the choice of a machine with the maximum i
Initially, the linear polarization of the single photons that are input is oriented at / 4  with respect to the horizontal of PBS1, enabling the photons to be directed to Group 1 or Group 2 with 50:50 probability. We suppose that due to PBS1, the polarization of the photon directed towards Group 1 is vertically polarized, whereas that directed towards Group 2 is horizontally polarized.
The polarizations of single-photon incidents on PBS2 and PBS3 are also initially orientated at / 4  with respect to the horizontal of PBS2 and PBS3 via HWP2 and HWP3, respectively; hence, photons are to be directed towards APD1 or APD2 with a 50:50 probability whereas those directed towards APD3 or APD4 have the same probability. Meanwhile, the total probability of photon detection by either of the APDi ( 1, ,4) i   is 1. This is a notable aspect of the single-photon decision maker in the sense that the probabilistic (wave) and particle attributes of a single photon are employed.
The principle of single-photon-based decision making is inspired by the tug-of-war (TOW) method invented by Kim et al. 22, 30 , which originated from the observation of slime moulds-the concurrent expanding and shrinking of their bodies, while maintaining a constant intracellular resource volume, allows them to gather environmental information, and the conservation of the volumes of their bodies entails a nonlocal correlation among the body. The TOW is a metaphor to represent such nonlocal correlation, which enhances decision making performance 22 .
This mechanism satisfactorily matches the intrinsic attributes of a single photon in a hierarchical architecture, as examined in this study, not merely a two-armed system 9 . Until a single photon is detected by either of multiple detectors, a single photon is not localized in the system. The possibility of photon detection at each of the APDs is not perfectly zero unless single photon polarization is perfectly horizontal or vertical. This is a remarkable aspect of the single-photon decision maker: it exploits the quantum attributes of photons. If photon observation was based on classical light, e.g. observing light intensity, we would have needed to implement an additional step to facilitate decision making.
In our hierarchical single-photon-based decision making architecture, the TOW mechanism is implemented by three polarization adjusters (PAs), which are respectively marked PAi [C-2] The decision to select the slot machine is immediately made by observing a single photon in
[C-3] If a reward is successfully dispensed from one of the slot machines in Group 1, PA1 is "moved" in the direction of the chosen Group, i.e. if slot machine 1 or 2 is selected based on photon detection by APD1 or APD2 and a reward is obtained, PA1 is moved such that input polarization is more horizontally polarized by controlling HWP1. Moreover, if no reward is dispensed by slot machine 1 or 2, the PA is moved in the direction of the unselected machine,
i.e. input polarization is more vertically polarized in this case. The same mechanism applies to Group 2 with slot machines 3 and 4.
By iterating steps [C-2] and [C-3]
, PA1 configures the system so that the group with the higher probability of reward is more likely to be selected by incoming single photons. The details of the mechanism are formulated below (TOW mechanism of PA 1 ).
Control Mechanism of PA 2 and PA 3 (fine-scale control)
[F-1] A PA2 value of zero indicates a polarization at 45° with respect to the horizontal; single photons, impinging on PBS2, are directed to APD1 or APD2 with 50% probability.
[F-2] The decision to select the slot machine is immediately made by observing a single photon in configures the polarization nearly perfectly horizontally; hence, detection is induced mostly by either APD1 or APD2. In Fig. 2c , HWP2 is also configured so that the output polarization is nearly horizontal, leading to detection mostly by APD1. Note, however, that a few photons are observed in, for example, APD4 in Fig. 2b and APD2 in Fig. 2c ; such probabilistically rare events are important for adaptive decision making in uncertain environments 22 .
In order to play a slot machine and reconfigure HWPs, some time is needed. In this study, the decision is made by the first single-photon detection event of a given cycle; if detection occurs at APDi, the decision is immediately made to play the slot machine i. In the experiment, the slot machines were emulated by a host controller (See the Methods section for details). Specifically,
were given as threshold values. If a random number between 0 and 1 generated by the host controller was less than the reward probability of the selected slot machine, reward was dispensed. not indicate linear polarization with respect to the horizontal direction, but to the absolute value defined in the rotary positioner used in the experiment. We clearly observed that (1) the single photon incidence followed similar characteristics in Group 1 (APD1 and APD2) and Group 2 (APD3 and APD4) with respects to HWP1 dependencies (Fig. 2d) , (2) whereas [APD1 and APD2] and [APD3 and APD4] exhibited an opposite trend regarding HWP2 and HWP3, respectively ( Fig. 2e and Fig. 2f ).
Because the sensitivities of the APDs were not identical, and owing to possible misalignment in the optical setup, the polarization dependencies did not exhibit perfect symmetry. The extinction ratio of the polarizer was 10 5 and that of the PBS was 10 3 (product information is shown in the Methods section). We think that the intrinsic optical properties of various optical components in the experimental setup did not yield significant asymmetry.
To implement the PA mechanisms in the hierarchical architecture, we quantified the TOW mechanism as below. Let all initial PA values be zero.
TOW mechanism of PA 1 (coarse-scale TOW)
If, in cycle t, the selected machine yields a reward (or in other words, the slot machine wins), PA1 is updated at cycle 1 t  based on     PA is then adapted to polarization control via HWP1, so that polarization is more horizontal in the former case (Group 1 is more likely to win) and vertical in the latter (Group 2 is more likely to win). Specifically, the orientation of HWP1 at cycle t is determined by
where     represents the round-off function to the closest whole number. respectively, given by
1  is then given by
while the initial 1  value is assumed to be unity, and a constant value is assumed when the denominator of Eq. (5) 
where 2  is a parameter defined later (Eq. (10)). In other words, the value of PA2 is pulled by slot machines 1 and 2 in a tug-of-war manner. The value of PA2 is adapted to HWP2 control so that polarization is more horizontal if slot machine 1 is expected to dispense more reward, whereas it is more vertical if slot machine 2 is considered to be more beneficial. As in the former case, the orientation of HWP2 is determined by The estimated reward probabilities of slot machine 1 and slot machine 2 are, respectively, given by
followed by 2  , which is given by 1 2 2 1 2ˆ2
( )
As mentioned earlier, the other PA value in the fine scale, 3 ( ) PA t , is given in the same manner, by taking account of slot machines 3 and 4 instead of slot machines 1 and 2.
The decision-making procedure in the hierarchical architecture is summarized as follows:
[1] Photon arrival time is measured through APDs and a TDC system.
[2] The decision is made based on the first photon detection in Step [1] . The selected slot machine is played.
[3] Reward is dispensed or not.
[4] The PA values are updated based on Eqs. (1), (2), (6) and (7).
[5] The orientations of the HWPs are determined using Eqs. (3) and (8).
[6] The values of i  ( 1, ,3) i   are updated using Eqs. (4) , (5), (9) and (10).
[7] The rotary positioner is controlled; then, the system returns to
Step [1] .
Discussion
We first solve the typical four-armed bandit problems given by following two cases, where the reward probabilities are respectively given by 
Since the maximum reward probability is 1 0.8 P  for both cases, the correct decision (precisely speaking, the correct decision in the fine scale) is to select slot machine 1. Note also that the elements of the probabilities are identical, although the order is slightly different.
Starting with zero prior knowledge of the reward probabilities, the hierarchical single-photonbased decision maker makes consecutive 30 plays and repeats these plays 10 times. The red solid and dashed lines in Fig. 3a , respectively, show the correct decision rate at cycle t for CASE 1 and CASE 2 problems, defined by the ratio of the number of time the highest-reward probability machine is chosen in cycle t in all trials (10 times), which gradually increases over time, demonstrating successful decision making.
Since 1 2 3 4
P P P P    holds for both cases, choosing machines in Group 1 is the correct decision at the coarse scale. We note that the difference of the sum of reward probabilities between that CASE 1 is a relatively easier problem than CASE 2. Indeed, the blue solid and dashed lines in Fig. 3a show the correct decision rate at the coarse scale for Cases 1 and 2, respectively, defined by the ratio of the number of selections of machines belonging to Group 1 in all trials, where Case 1 is quickly approaching unity, namely, the case where rapid adaptation is implemented.
Consequently, Case 1 exhibits more rapid adaptation than Case 2 at the fine scale as well, as
shown by the red lines in Fig. 3a . Figure 3b summarizes PA in Case 1 (red and blue solid curves, respectively) decrease more quickly than those in Case 2 (red and blue dashed curves, respectively), meaning that single-photon polarization is shifted to the horizontal by HWP1 and HWP2, coinciding with the decision-making performance in Fig. 3a . (2) 3 PA , which concerns decisions among slot machines 3 and 4, persists with a value of around zero in both cases (green solid and dashed curves for Case 1 and Case 2, respectively), since the difference in their reward probabilities is zero or very small; hence, these machines are rarely selected when the system finds the best machine.
In these demonstrations as well as the following ones, the resolutions of polarization control specified by ( )
The highest-reward probability slot machine may not belong to the higher-reward probability group at the coarse scale. Take, for example, a case given by [Case 3] 1 2 3 4 { , , , } {0.7, 0.5, 0.9, 0.1} P P P P 
where the correct decision is to choose slot machine 3 ( 3 0.9 P  ), which belongs to Group 2. At the coarse scale, on the contrary, Group 1 has a larger winning probability ( 1 2 1.2 P P   ) than Group 2 ( 3 4 1.0 P P   ), which implies that the optimal solution at the coarse scale is to select either slot machine 1 or 2, which is contradictory to the correct decision at the fine scale (slot machine 3).
Hence, polarization control at the coarse scale (HWP1) encounters difficulty in guiding the decision towards Group 2. The red solid line in Fig. 4 shows the correct selection rate at the fine scale, which fluctuates about 0.5, indicating that the system was not able to find the correct decision.
One way to derive the correct decision at the fine scale for such a contradiction problem is what is called the "tournament" method: In the first round, coarse-scale polarization control is not activated ( 1 PA is kept zero) while each branch of the fine scale experiences polarization adjustments.
As a consequence, a higher-reward probability machine is more likely to be chosen at each branch, that is, 1 0.7 P  in Group 1 and 3 0.9 P  in Group 2. In the second round, coarse-scale polarization control is initiated, whereas fine-scale control is fixed; this means that the TOW principle applies to the winners of the first round, leading to the highest-probability machine at the end. The blue lines in Fig. 4 show experimental verification based on the tournament method, where the first 15 cycles belonged to the first round and the next 15 to the second round. In the second round, we observed that the correct decision rate at the finer scale, depicted by the solid blue line, increased, whereas that at the coarse scale, shown by the dashed blue line, decreased, unlike in the "non-tournament" method discussed earlier, and represented by red lines; this showed that the tournament method works successfully in a single-photon-based hierarchical decision maker.
The other approach to derive the global optimal solution, or the maximum-reward probability machine, in the hierarchical architecture without using tournament-based approaches involves further exploiting the probabilistic attributes of photons by increasing the resolutions of the polarization adjuster. Concerning the same problem [Case 3], the solid, dashed, dotted and dash-dotted lines
in Fig. 5a demonstrate correct decision rates (at the fine scale) with the number of resolutions of polarizations, or the number of steps in polarization adjustment, being 11, 9, 7 and 5, respectively.
We can observe that with increasing resolution, the correct decision rate at the fine layer increases. This is also shown by the square marks in Fig. 3b that compare the correct decision rates at cycle 30
as a function of the number of polarization adjustment steps. We should also remark that the correct decision rate at the coarse layer decreases with increasing number of PA steps, as shown by the square marks in Fig. 3b . The number of steps of polarization adjustment resolution can have a much larger value; Figure 5c shows numerical simulations of the correct decision rate until cycle 500 t  , calculated as an average of 100 iterations with varying numbers of polarization adjustment steps: 5, 7, 9, 11, 51 and 101. With increasing resolution, the correct decision rate approached unity, whereas the adaptation became slower. At cycle 30 t  , the correct decision rate at the fine and the coarse scales behaved as the number of polarization adjustment steps, as shown in Fig. 4d ; the portion between resolutions 5 and 11 exhibited a similar trend in the experimental results shown in Fig. 5b, demonstrating the exploration abilities of single photons for the optimal solution in a hierarchical architecture.
Finally, we discuss this study in light of practical considerations. First, the second-order photon-intensity correlation (2) (0) g of the single-photon source was sufficiently smaller than unity, as shown in Supplementary Fig. 2 . Therefore, we observed no events where photons were detected by multiple APDs in the same time bin during the decision-making experiments. If multiple APDs simultaneously detect photons, a decision cannot be made, and the system needs to try another photon observation. Meanwhile, since the single-photon generation rate in our experiment from the NV in a nanodiamond was approximately 50 k photons/s, there was no photon observation in any channel in experiments where a single capture of 100-ps timing resolution detection spanned only approximately 10 s due to limited bandwidth between the TDC and the host controller; hence, we repeated photon measurements until a single photon was observed. This is among the practical limits of the operating speed of the system. The host controller (see the Methods section for specifications) serially controls three rotary servomotors for HWPs. Overall, the latency for a single slot play spanned around a few seconds, which limited the number of executable slot plays in the experiments.
Improving the operating speed of the total system by enhancing the single-photon rate 33 , the speed of the polarization modulation by, for example, electro-optic phase modulators and incorporating fully parallel control mechanisms are important engineering topics for future research.
Second, integration is an important issue. Adapting integrated planar lightwave circuit technologies, previously used in some quantum systems 26, 34 , into photon intelligence is an interesting topic for future study. Another possibility is the use of nanophotonic devices based on optical nearfieldmediated energy transfer 35 based on quantum dots 36 and shape-engineered nanostructures 37 .
Third, there is the need to study more sophisticated decision-making problems. This study dealt with the multi-armed bandit problem for a single player. As clearly shown in Fig. 4c , there is a tradeoff between the speed of adaptation and the accuracy of decisions; examining an optimal strategy based on the requirements of applications is an interesting topic of research. Moreover, when the number of players increases to more than one, called the competitive multi-armed bandit (CMAB) problem, the entire problem becomes more complicated and the issue of the Nash equilibrium becomes a serious concern 38 . Kim et al. proposed a physical architecture that solves CMABs
39
.
Using the intrinsic attributes of photons, such as entanglement 28 , for such complex problems is another exciting research topic in photon intelligence.
To summarize, we have experimentally demonstrated that single photons in hierarchical architectures can solve multi-armed bandit problems from zero prior knowledge for reinforcement learning and decision making based on the intrinsic wave-particle duality of photons, which is a decisive step towards verifying an important architecture for massive parallelism. Using the NV centre in a nanodiamond as a single-photon source, the polarization of single photons was adapted by multiple polarization adjustors such that the highest-reward probability machine was chosen. The notions of coarse-and fine-scale decisions emerge in hierarchical architectures. The correct decision at the coarse and fine scales may contradict with each other. We showed that while the global optimal solution was derived by solving from the finer to the coarser scale in a step-by-step manner, referred to as the tournament method, exploiting the probabilistic abilities of a single photon allows the direct derivation of the optimal selection. This study unveiled single-photon intelligence in a hierarchical architecture for future AI as well as the potential of natural processes for functionalities.
Methods
Optical system. The single-photon beam was supplied by a single NV centre in a surface-purified 80-nm nanodiamond 40 . The image shown in Supplementary Fig. 1 is a confocal microscope image of the single NV centre, and the blue curve in Supplementary Fig. 2 shows the result of measuring second-order photon correlation from the single NV centre. The measurement was made using a standard Hanbury-Brown and Twiss correlator. The red curve is a fit with a three-level model where N is an odd number representing the number of polarization adaptation steps, leading to 
PA
for CASE 1 problem decreased rapidly, which was the foundation of the rapid adaptation observed in (a).
3 PA stayed about zero for both cases, since the reward probability differences between 3 P and 4 P were zero or very small, as well as the fact that slot machines 3 and 4 were not chosen as time elapsed. may not belong to the higher-reward probability group at the coarse scale, referred to as contradictory problems, such as 1 2 3 4 { , , , } {0.7, 0.5, 0.9, 0.1} P P P P  (CASE 3). The best option was slot machine 3 ( 3 0.9 P  ), but 1 2 3 4 P P P P    means that Group 1 (slot machines 1 and 2) were better at the coarse scale. The tournament method derived the global optimal, whereby the fine scale local maximum was selected in the first round, followed by the second round, where the global maximum was derived by comparing the winners of the first round. The blue lines show the correct selection rate by the tournament method, which increased over time in the second round, whereas the non-tournament method, depicted by red lines, had difficulty in finding the solution. 
