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In 191, Kazhdan and Lusztig associated to a Coxeter group W certain 
polynomials P,,, (y, w E W). In the case where W is a Weyl group, these 
polynomials (or their values at 1, P,,,,(l)) give multiplicities of irreducible 
constituents in the Jordan-Holder series of Verma modules for a complex 
semisimple Lie algebra corresponding to W (see [ 3,4]). Also, in the case 
where W is an affine Weyl group, it has been conjectured by Lusztig [lo] 
that these polynomials or their values P,,,(l) enter the character formula of 
irreducible rational representations for a semisimple algebraic group 
(corresponding to W) over an algebraically closed field of prime charac- 
teristic. 
The purpose of this paper is to give some formula (4.2, see also 4.10) 
concerning the Kazhdan-Lusztig polynomials P,,, for affine Weyl groups 
which appear in this Lusztig conjecture; namely P,,, for y, w “dominant.” 
(This is a generalization of the q-analogue of Kostant’s weight multiplicity 
formula in [8].) As a corollary of the formula, we shall show that the 
Lusztig conjecture above is consistent with the Steinberg tensor product 
theorem [ 15 1. 
To be more precise, let P be the weight lattice of a root system R (II) R ‘, a 
positive root system). The Weyl group W of R acts on P. Hence we can 
define the semidirect product of W by P, p= W D( P. The element of @ 
corresponding to A E P is denoted by t,. The group @ contains an afline 
Weyl group W, = W D( Q as a normal subgroup, where Q is the root lattice. 
Although # is not a Coxeter group in general, we can define the Bruhat 
order >, the length function I: p+ La, and the Kazhdan-Lusztig 
polynomials P,., (y, w E I-V) as natural extensions of those for W,. The 
main result of this paper (under the specialization q --+ 1) is stated as follows 
(Corollary 4.10): 
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Let w E I@ be a “restricted” element (see 4.9 for the definition) and let 
,u E P be a dominant weight. Then, in the group ring Z [ ti], we have 
I( =5- w~(x)tx(p+p)-p zw n (1 -t-y, oER+ 
where p = f,JJaER + a. 
Actually our main result (Theorem 4.2) is a q-version of the above formula, 
which shows that any polynomial P,,&, (w is “dominant”) is completely 
determined by the polynomials P,,,,,,, for w’ “restricted.” Anyway, in view of 
the above formula, together with the Steinberg tensor product theorem, we 
can see that the Lusztig conjecture is reduced to the spatial case of the 
conjecture where highest weights are restricted (see Section 5 for more 
details). 
On the other hand, we shall give a formula (Theorem 3.5) concerning the 
generic Kazhdan-Lusztig polynomials jyy,, (see 3.3 for the definition; these 
are implicitly introduced in [ 111). By comparing these two formulas on P,,, 
and ~yy.,, we prove another conjecture of Lusztig (private communication, 
June 1982) relating those Py,W to pY,,, (Corollary 4.3). 
This paper consists of five sections. In Section 1, we give some basic 
definitions and preliminary results on affine Weyl groups and their Hecke 
algebras. Section 2 is devoted to the study of certain intertwining operators 
on the Hecke algebras. (In these sections, we formulate the contents of [ 11, 
Sects. 1, 21 in some different manner.) By using the notions introduced in 
Sections 1 and 2, we give a formula (3.5) on the generic Kazhdan-Lusztig 
polynomials PY,, in Section 3. Also, in Section 4, we prove a similar (but 
more complicated) formula on Py,W for y,w “dominant” (see 4.2). This is our 
main result of this paper. For the proof, we need Andersen’s result [2]. 
Finally, we shall explain how this formula on P,,, connects itself with the 
Lusztig conjecture on modular representations (see Section 5). 
1. PRELIMINARIES ON HECKE ALGEBRAS 
In this section, we shall fix notation and give some basic properties on the 
Hecke algebras of afline Weyl groups. Our basic references are (51 and [ 111. 
In fact, the purpose of this section is to describe the contents of [ 11, Sect. 1 ] 
directly in terms of Hecke algebras. We shall often follow the notation in 
KAZHDAN-LUSZTIC POLYNOMIALS 105 
1.1. Let 
V = a finite dimensional real vector space 
( , ) = a positive definite inner product on V 
R = an irreducible root system in V 
R + = the set of positive roots in R with respect to some ordering 
B = the set of simple roots in R + 
W = the Weyl group of R, a subgroup of GL( V). 
Let P be the weight lattice of R; that is, 
Here a” = 2a/(a, a) is the coroot corresponding to a E R. Let Q be the root 
lattice (the lattice of V generated by R). Both P and Q are W-modules over 
Z. Now we let E be the afline space whose underlying vector space is I’. 
Then we can define W, = W K Q (resp. @ = W K P), the semidirect product 
of W by Q (resp. P) as an afline transformation group on E, where Q or P 
acts on E by translation. This W, is the affine Weyl group of type R “. We 
use the following notation: 
t, = the translation by 1 E P 
s, = the reflection in W corresponding to a E R. 
Let S = (s, ] a E B } be the set of simple reflections in W. The pair (W, S) is 
a finite Coxeter system. Similarly, put S, = S U {so} where sO = taosa (al is 
the highest coroot of R “). Then the pair (W,, S,) is also a Coxeter system. 
Let N be the normalizer of S, in @. It is known that @ is a semidirect 
product of N by W,, hence I@= N. W,. Let I: W, -+ L,, be the length 
function with respect to S,. This 1 extends to a function on @ by 
l(nw) = Z(w) for w  E W,, n E N. According to Iwahori and Matsumoto [6, 
Proposition 1.231, we have the following explicit formula of 1. 
PROPOSITION 1.2 (Iwahori-Matsumoto). For x E W and A E P, 
l(xt,) = x I(4 a”>1 + I 1 + (4 a% 
CYER +fYml(R +) neR+nr’(-R+) 
1.3. Following [ 111, we henceforth regard @ and its subgroup W, as 
acting on E on the right: we put ux =def x-‘v (ordinary left action) and 
vt, =def v + 1 for v E E, x E W, and d E P. Hence s, is the reflection with 
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respect to the hyperplane HaO,-, where H,,, (a E R ‘, n E E) denotes the 
hyperplane in E defined by 
H,,,={vEE((u,a”)=n}. 
Let X be the set of all connected components (= alcoves) of 
E\U H a>o,nsz a.n The group p and W, act on X. In particular the action 
of W, on X is simply transitive. Let A - = A; be the open simplex in E 
bounded by the hyperplanes H,,, (a E B) and FpO,-, . Then A - E X and 
X= {A -w ] w  E W,}. (It should be noted that N is the stabilizer of A - in 
@.) We define a left action of W, on X by ~$4 -w) = A -yw (y, w  E W,). 
1.4. Let @‘- be the anti-dominant cone in E (i.e., the open cone 
containing A - and bounded by H,,, for all a E B). Similarly let GYt be the 
dominant cone, the opposite of g’-. (These are quaters in the sense of [ 11 I.) 
If we denote by w, the longest element of W, we have 97’ = g-w,. We put 
A+ = A -w. c E’. We also denote by Ai (resp. A;) the alcove A +tA (resp. 
A - tn) for I E P. 
A connected component of E \lJasB,neH H,,, is said to be a box. This is a 
fundamental domain for the action of P. We fix a special box (the 
“restricted” box) n = no containing A +. Thus other boxes are of the form 
IZA=17t,3A; (JEP). 
1.5. Let q be an indeterminate. Let R be the Hecke algebra of W, 
over Z [q, q-l]; namely, 8 is a Z [q, q-‘l-algebra with a free basis ( T,,,}wew, 
and the multiplication law 
(7,s - 4vs + 1) = 0 if sES,; (1.5.1) 
T, T,,,, = T,,, if E(w) + Z(w’) = Z(ww’). (1.5.2) 
For technical reasons we introduce 2 the Hecke algebra of # over 
H [q, q-l]; this is an algebra over Z [q, q-l] with bases T, (w E @ which 
are subject to the same conditions (1.5.1) and (1.5.2). We regard 2 as a 
subalgebra of 2. It is known that 
A?- H[N] @z5v (Tn,~n@T,,,;nEN,wE W,), (1.5.3) 
where Z [N] is the group algebra of N and the right-hand side denotes the 
“twisted” tensor product (see [6, Proposition 3.81). For simplicity, we denote 
Tt, simply by T,, (A E P). Put P + + = P nQi (the set of dominant weights) 
where %? is the closure of @Y’+ in E. We note the following easy conse- 
quences of 1.2: 
T, T, = T,, T, = T,,, (&PEP++); (1.5.4) 
TIT, = T,,T,= T,,, (w=xt*;xE W,IEEP++). (1.5.5) 
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1.6. For each A E X, we define Y(A), a subset of S,, in the 
following way: 
s E Y(A) e A is contained in the positive halfplane 
determined by the hyperplane 
separating A and sA. 
Let A? be a free Z [q, qq’]-module with bases corresponding to the alcoves in 
X. Then, R has a P-module structure under the action of T, (s E S,) given 
by 
T,A = SA if s 6 i”(A), 
=qsA+ (q- 1)A if sEY(A) 
(see [ 111). 
1.7. We note that for any A E P, we can choose ,u in Pt ’ (or even in 
Pt ’ n Q) satisfying A + ,U E Pt ‘. Define an element r, of 2 by 
f., = TA + rc T, ’ . (1.7.1) 
Then (1.5.4) shows that FA is well-defined (independent of the choice of ,u), 
F*ERifAEQ,and 
em -- w  
TAT, = T,T., = Tit, (4 iu E a. 
If w  E p is of the form w  = xt, (x E W, A E P), we set 
f, = T, Fl. 
For w  E I@, we define n(w) E N as the N-part of w  under the semidirect 
decomposition W= N . W, (n(w) is characterized by the condition 
w  E n(w)IV,). Then it is easily seen that 
LEMMA 1.8. For w E q, Tn,,,,,m,Fb,(A-) = A-w. 
Proof: We may assume w  E W,. It is sufficient to prove 
T,@;) = YV;) (1.8.1) 
for y = zt, (2 E W, v E P+ + n Q), r E Q. In fact, for ?“,,, = T, Tl T; ’ 
(w = xt,t-, ; XE W,J,pEP++ n Q), (1.8.1) implies that 
%‘,(A - > = T,,.JA 1,) 
= xt,(AI,) = A-w. 
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But the number of hyperplanes Ha,n separating y(A;) = A; 21, and A; is 
Z(y) = ,JJa>O(~, a”) + l(z) and this ~$4;) is always contained in positive 
halfplanes of them under the assumption v E Pt ‘. Hence the claim (1.8.1) 
follows. 
LEMMA 1.9. For w E @ and s E S,, 
T,F,,,= FS:,, if s6.cL.qA-w), 
= q% + (4 - 1) Tw if s E Ip(Kw). 
ProoJ We may suppose w  = xf, (x E W, I E P) where 1 is sufficiently 
dominant; i.e., (A, a”) >> 0 for all a E B. Then F,+ = T,,,, FS’,w = T,, (recall 
(1.5.4)), and s E Y’(A-w) if and only if Z(sw) < Z(w) (see 1.2). Thus the 
lemma. 
In view of 1.9, we see that R is spanned by Fw for w  E W, over 
Z [q, q- ‘1. But 1.8 shows that F,,, (w E W,) are linearly independent. Now let 
us regard P as a &“-module under left multiplications. Then we have shown 
PROPOSITION 1.10. (i) (Fw}weW, is a Z[q, q-‘I-basisforAY 
(ii) Z-modules 3 and .M are isomorphic under the correspondence 
fE2@bf(A-)E.M. 
The inverse map of (ii) is given by A -w F-+ F,,,. This proposition enables 
us to interpret Lusztig’s results [ 11, Sect. 21 on A directly in terms of the 
Hecke algebra R. 
Remark 1.11. The statement 1.10(i) is also valid for ,@’ and I@! 
1.12. Let ht: Q --) E be the height function defined to be the linear 
form satisfying ht(a) = 1 for all a E B. This ht uniquely extends to 
ht:P+ fZ; that is, 
ht(J> = (4 P”) @EP) 
where p” = fC,>O a”. Now we define the generic length function g: @* H 
by 
g(xt,J = Z(x) + 2ht@) (x E w, 1 E P). 
If 1 E P+ +, then the Iwahori-Matsumoto formula (1.2) shows that g(xt,) = 
WA). 
Let d be the distance function on X introduced in [ 11, 1.41. 
LEMMA 1.13. d(A-y,A-w)= g(w)- g(y) for y, WE F?! 
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Proof It suffices to prove this in the case y = e and A -w c g ’ in view 
of [ 11, (1.4. l)] and the invariance of d under translations. Then the equality 
follows from [ 11, 3.61. 
Therefore the function 6: X-+ L defined by 
f&4 -w) = g(w) (WE @I (1.13.1) 
is a length function in the sense of [ 11, 2.111. (We use only this length 
function 6 hereafter.) 
1.14. We define a partial order < on W as follows: ~6 w if 
.vt,, < wt, for sufficiently dominant A. Here < is the Bruhat order on @I: 
ny < n’w (n, n’ EN; y, w E W,) if and only if n = n’ and ,V < w (with 
respect to the “usual” Bruhat order on W, relative to S,). It is easy to see 
that this order < is well-defined. 
LEMMA 1.15. Fory,wE W,, y<w~aandonlyify(A~)<w(A-)(,<is 
the partial order on X introduced in [ 11, 1.51). 
This is clear from the definitions of both order < and < (on X). We call 
this order < on I? the generic Bruhat order. 
2. INTERTWINING OPERATORS 
Here we shall study various intertwining operators on A?. 
We start with an unpublished result of I. N. Bernstein. We repeat it here 
together with the proof stated in [ 131 for the sake of completeness. 
LEMMA 2.1 (Bernstein). Let s = s, (a E B) and L E P. 
(i) If As = A, then FATS = T, F,, . 
(ii) IfAs=k-a, then FA,,= T;‘pAT;‘. 
Proof: (i) We may assume 1 E P ++. Then (i) is immediate from (1.55). 
(ii) We may also assume A E P+ + by using (i). Set t = t,. If we put 
l(t) = 2ht(A) = n, we see that 
Z(st) = n + 1, Z(h) = n - 1, 
l(stst) = 2ht(2A - a) = 2n - 2 
(since 2A - a E Pft), and 
I(W) = 2n - 1 
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from 1.2. Thus we have 
T;‘TtT;‘Tl= T,-‘Tt,T,= TslTlsf= T stst * 
This proves (ii). 
2.2. We shall define certain intertwining operators on the (left) A?- 
module 2. For A E P, set 
(see [ 131). Of course fA i; = F@ PA = PA+, (A, ,U E P). The following 
proposition is essentially due to Matsumoto [14, (4.3.2)]. But it is now an 
easy corollary of Lemma 2.1 above. 
PROPOSITION 2.3. For s = s, (a E B), put 
I, = T,(l - f-,) + 1 -4. 
Then we have 
QI,= I$& (1 E P). 
ProoJ: In view of 2.1 (i), it suffices to prove this in the case where 3, 
satisfies the condition of 2.l(ii). Hence we get 
FAs = qT;‘Tjl T,-‘; 
or 
(note that ht(a) = 1). Since 
we have 
qT;’ = T, + 1 - 4, 
Thus 
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We define Oj E EndL,q,q-ll(Z) (s E S) by 
@U) =-f-l, Lf E‘a* 
Also, we define 0, E Endh,q,q~,l(R) (1 E Q) by 
@A(f) =f fA (f EF). 
Obviously 0; and 0, are YitD-endomorphisms on X. 
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(2.3.1) 
(2.3.2) 
LEMMA 2.4. For s = s, (a E B) and A CS P, 
@B((T,+ l>T,)=q ht(*-ls)(l - qo~,)((T, + l)T,). 
The proof is straightforward. 
2.5. For any ,? E P, we define an element d, of G? by 
Let 8’ be the left ideal of R generated by all of the elements d, (A E P). 
We have 
@f(dn) = q ht(A-*r)( 1 - q@-,)(d,) 
for s = s, (a E B), from 2.4. Therefore, noting that 1 - qO_, is an injective 
endomorphism on 3 (and on X0), we can define 
0, = (1 - q@-,)-‘01 E End&P”); 
that is, 0, is given by 
O&d,) = qht(A-As) d,, (A E P)# 
So, if we put 0, = O,# ...O,,EEnd&C?@“)for ~=si...s,E W(siESfor 
l<i<n), we have 
O,(d,) = qh”‘-‘” d,,. (2.5.1) 
Since 0, (A E Q) stabilizes R”, we can define 0, for any w E W, by 0, = 
0, . 0, if w = xt, (x E W, 1 E Q). Hence (2.5.1) is still valid for any 
WE w,. Incidentally, in the above, we have otained an injective 
antihomomorphism from W, to Aut,dR’) by w ++ 0,. 
2.6. There is a unique involutive ring automorphism f -1 on 3 
such that T, = T;!, and 4= q-l. Let v/: 2 4 &p be the Z-linear map 
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defined by v(f) = IT,,,, for f E Z, where w0 is the longest element of W. 
Then we have 
LEMMA 2.7. (i) w  is X-antilinear; i.e., ydfg) = fv( g) for f, g E SF. 
(ii) w(Fw) = F,,, for w  E W,. 
(iii) r&Y”) = 3’ 
Proof (i) is obvious from the definition. If w  = xfA (x E W, A E Q), we 
have F,,,= TXmTa+. T;’ for some ,u E P++ satisfying A t ,u E P’ ’ by the 
definition of T,. Hence we get 
y@,,,) = T,-J,(T-,-,)-‘T-, Tw, 
= T~~IT,~(T-(~+.,,~)-‘T-.,~ 
= Lo L, 
= L, 
by using (1.55). This proves (ii). The claim (iii) follows from (ii). 
PROPOSITION 2.8. There exists a unique involutive Z-antilinear map 
Y”: SF0 --, 2’ satisfying 
for 1 E P. 
Proof: For A E P, we have 
y . @&) = ly(qht’A -Iwo) d,,J = q - *M(A) dA 
since w(cxEw TX) = CxCw TX. Thus Y” = q-‘(“O)v . 0,0 satisfies the 
condition above (recall 1.12, the definition of g). The uniqueness is clear. 
Remark 2.9. Under the identification of A? with JY (1. lo), the results of 
this section stated above correspond to the contents of [ 11, Sect. 21. To be 
more precise, we define the Z-submodule A0 of A corresponding to Z” as 
follows: we regard the weight lattice P as the set of special points in E (see 
[5]). We set 
e,= s A 
AEX 
x3.4 
for each A E P, where 2 is the closure of A in E. Then ,X0 is the R- 
submodule of A generated by the elements e, for any A E P. Since 
d,(A -) = e, (see 1.8 and 2.5), A?’ is the R-submodule of M corresponding 
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to 3’ cZ. On ,-Ho, Lusztig defined the intertwining operator 
0,,, E End&R’) for each w E W, ([ 11, Proposition 2.81) satisfying 
@,(e,) = qd’%+w,A :)/2 e, ,(,. 
(Here we assume that 0, acts on ~-Ho on the left contrary to [ 111.) Since 
W ~,,A,t)=d(A,,,,,A,)=g(f,)-g(f.,..)=2ht(~-~~,) 
by 1.13, we can see that this 8, corresponds to 0, (see (2.5.1)). Now let 0 
be the zero weight, a special point of E. Then we can define 50 = (Do, a ,?Y- 
antilinear map on ..X associated to 0, by 
(CA (5 QA4-‘I) 
(see [ 11, 2.101). This CJI corresponds to our v by Lemma 2.7(ii). Finally, let 
Qp,: I Ho + +@‘O be the R-antilinear map defined in [ 11, 2.121 with respect to 
the length function 6 in (1.13.1). Then the condition (see [ 11, 2.12(a)]) 
shows that Qp, corresponds to !Y” (cf. 2.8) under the identification of JY’ 
with X0. 
2.10. Following [ 111, we call a subset Kc W, bounded if there 
exists an element w E W, such that y < w for any y E K (see 1.14 for the 
definition of <). This condition is equivalent to the boundedness (in the sense 
of [ 11, 7. I]) of { y(A -) 1 y E K} by 1.5. Also, we can show easily that this is 
equivalent to the condition Kc Y, for some ,U E Q where 
Y,= zt,.lzE W;v=p-~fln,ai(aiER+,ni>O) 
i I 
More generally, we call a subset Kc W, x-bounded (x E W) if 
KcY;x (2.10.1) 
for some p E Q. (Hence the boundedness = the e-boundedness, where e is the 
unit element in W.) For x E W, let&X be the set of formal sums f = C a,F,,, 
k,.W~-~l) h w ere Supp f =def {w E W, 1 a,,, # 0) are x-bounded. Then, 
as in [ 11, 7.11, we can regard the sets & (x E W’) naturally as R-modules. 
Similarly, we define the Z-module .,& corresponding to pX for any x E W 
as follows: & is the set of formal sums f = JJ b,A (A E X) where 
{WE 1~7JbwcAm+O} are x-bounded. By the definition, dC coincides with J# 
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in [ 11, 7.11. (We shall often denote & and U&e simply by 2 and J?, respec- 
tively.) 
If f E R satisfies the condition Supp f c Y, . x for some p E Q and 
x E W, we see that 
SUPP @,.f c Yrr+,+l * x 
and 
supp 0; f C Yu+*+ * xs (by 2.3) 
for 3, E Q and s = s, (a E B). Thus we may regard O,, 3, E Q (resp. O;, 
s E S) as an element of Enddpx) (resp. Homd&x, px.)) by putting 
for 0 = 0, (resp. 0 = Oj), cf. [ 11, 7.21. Also, we regard 19,~ = 6* as an 
element of End,d&) for J E Q, x E W. 
As we noted before, the operators of the form 1 - CO, (c E L [q, q-‘1 ‘, 
a E R) are injective on d&4 But on &x (x E IV), they are even invertible by 
(2.10.1). Indeed, let us define the formal sums (1 - CO,); ’ by 
(1 - co,);’ = c POno if a > 0, 
n>O 
=-co, 1 c-“O-,, if a<O; 
n>O 
(1 - &,)I’ = -co, 1 c-V+ if a > 0, 
n>O 
= x c”O,, if a<O. 
n>0 
Then the inverse of 1 - CO, on G&X is given by 
(1 -cO,);’ if a>O,ax-‘<O; or a<O,ax-‘>O 
or 
(1 -&,)I’ if a>O,ax-’ >O; or a<O,axpl<O. 
(The formal sum (1 - CO,) T i or (1 - CO,) I ’ makes sense as an element of 
End&& in the above setting.) 
We put e(a) = 1 - qO_, for a E R. Then the operator 
0: = e(a);’ .O; (s = s, E S, a E B) 
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belongs to Hom,(pX, pXxs) for x E W if Z(xs) > Z(x). By the definition (see 
2.5), 0: IX0 = 0,. We denote by 0: the operator in Hom,(j<, -4) 
corresponding to O,+ for s E S. Let s, ++. s, (si E S) be a reduced expression 
of w0 and put 
o;, = q * * * q . 
Then, 
(2.10.2) 
where O,& = OS, ... 06,. By the above argument, we may (and shall) regard 
O& as an element of Homd#C, A$J. Since v maps #& to ,pe naturally, the 
map 
!P=q- ‘Ww . @+(] (2.10.3) 
can be defined as a A?-antilinear map on ,&‘=,pC. Since Y] Ppo = Y”, the 
argument in [ 11, 7.21 implies that Y is uniquely determined by Y”; in 
particular Y (or OzO) does not depend on the choice of the reduced 
expression of wo. (This fact also follows from the argument in [ 14, (4.3.4)].) 
Let &8:k&+.& be the Z-antilinear map defined in [ 11, 7.21. We know 
that &8] x0= Qa. It is easily seen that @‘s is the operator on L @ 
corresponding to Y (on 2). It is known that there exist polynomials 
c2A,BEZ[q,q-‘] forA,BEXsuch that 
(see [ 11. (7.2.1)]). Thus we have 
LEMMA 2.11. For w E W,, 
Y(TJ = q-RCW) 1 (-l)g’w)-g(%zy(~4 ..),H.(,4 .) q,. 
Y<W 
3. THE GENERIC KAZHDAN-LUSZTIG POLYNOMIALS 
3.1. For y, w E W,, let R,,,. be the element of Z [q] defined by 
T,!, = 2 q-‘(Y’Rp,n T,, 
YSW 
Let Py,w (y, w E W,) be the Kazhdan-Lusztig polynomials for W, [ 9 ]. That 
is, P,., is a polynomial of degree <i(l(w) - Z(y) - 1) in q for y < w and = 1 
for y = w (and = 0 for y 4 w) uniquely determined by the equations 
9 
~ Nw,p 
y.w = r q-‘(Y’Ry,ZP,,,,. . 
Y<Z<W 
(3.1.1) 
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We remark here that the polynomials P,,, can be also defined for y, w E @ 
in a similar way: actually it is readily seen that PY,w = PY,,w, if y = ny’ and 
w = nw’ (y, w E @, n E N, y’, Iv’ E W,; recall the definition of the Bruhat 
order < on m (1.14)). Set 
a= {WE W,Iw(A-)cg++ 
= {WE W,I w(A+)cr}. 
(An element of g, or of N@, is called dominant.) If w E g, we have P,,, = 
P zx.w for all x E W ([9, (2.3.9)]), hence 
(3.1.2) 
for y, w E @. Now we define the generic Kazhdan-Lusztig polynomials 
Lv* We first recall the following theorem [ 11, 11.61. 
THEOREM 3.2 (Lusztig). Let y, w E g. If y(A ‘) and w(A ‘) are 
suflciently far from the walls of g -, then 
DEFINITION 3.3. Polynomiais P,,, (y, w E W,) are said to be the 
generic Kazhdan-Lusztig polynomials if they satisfy the conditions 
(9 9-g(w’)@yy,w = Cyszsw q-g’y’:gz(A +).y(A +) Elii; 
(4 deg~ys,<%g(w)- g(y)- 1) 4fy-C~; 
(iii) P,,, = 1. 
Using the same argument as in [9, 2.21, we see that P,,, are uniquely 
determined by Theorem 3.2. Besides, we have P,,, = P,,, if y, w E a and 
y(A -), w(A -) are sufficiently far from the walls of SF’. 
We put P 
Ija.0 
A,C = fiy,w if A = y(A -) and C = w(A -). To state our formula on 
we need the element D, E J introduced by Lusztig [ 11, 1.8 and 7.31. 
THEOREM 3.4 (Lusztig). For any C E X, there is a unique element 
D, E d such that b,(D,) = q-““D, and 
where QA,c E Z[q] has degree <+(d(A, C) - 1) if A < C and Qc,c= 1. 
Moreover, D, E .A?‘. 
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Since 2A,B is invariant under translations, we have D,-,, = D, tl for 1 E P. 
For example, if C = A 2, then D, = e, . 
Let E, be the element of A@ defined by 
E, = n (1 - qp18-,)-’ D,. (3.4.1) 
a>0 
Here (1 - q-‘O-,)-l is the inverse of 1 - q-lO_, on .A% (cf. 2.10). Now we 
can state the following 
THEOREM 3.5. For any C E X, 
E,= ‘7 pAcA. 
.4(c 
We remark that in the case where C = Ai for some A E P, this formula 
was already obtained by Lusztig [ 12). 
3.6. Let &:-&-+.,R be the Z-antilinear map defined to be 
(Note that Aw, < Bw, if and only if B <A [ 11, (1.5.1)].) Then the element 
EL = C pA,CA E ,& is characterized by the following conditions (cf. 19, 
(l.l.c)]): 
c&E&) = q - sccJE; ; (3.6.1) 
E&=xP:, .A 
where PA ,c E Z [q] has degree < f(d(A, C) - 1 if A < C 
and P,!.c = 1, 
(3.6.2) 
since A-w, = A+ and d(A, C) = g(w) - g(y) if C = w(A -) and A = y(A -) 
(1.13). Therefore Theorem 3.5 is a consequence of 
THEOREM 3.7. 6 = n,>o(l - qpvlJ’ . c& * rI,,,(l - q-‘eJ. 
In fact, suppose that 3.7 holds. Then 
E, = n (1 - q-‘8-J1 D, 
a>0 
obviously satisfies (3.6.1) by 3.4. On the other hand, the degree of the coef- 
ficient of At-,, in q -“t9-,,A is n(a,p”) - n = $d(At_,,,,A) - n (see 
(2.3.2)). This, together with 3.4, shows that E, satisfies (3.6.2) also. Hence 
we have E,= Ci,,,A. 
In the rest of this section, we shall give a proof of 3.7. 
607/55/2-2 
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3.8. We define on GY a Z [q, q-‘]-valued symmetric bilinear form 
( > 1 by 
(i;, ) Ty) = qg(W) ify=w, 
=o otherwise. 
We may extend the domain of this pairing ( , ) on 2 X 2 slightly; for 
example, (, ) can be also defined on a x 2w0. Under the identification of 
J with Z, we regard ( , ) as a bilinear form on A, too. Hence (A, B) = 
qscA) S,,B (Kronecker’s delta) for A, B E X. 
Let X* be the Z[q, q-‘]-module consisting of all formal sums C a, T, 
(a,,, E b[q, q-l]). Then R* 3&X for any x E W. We can regard X’* as the 
dual space of G’P by f(g) = (f, g) (f E Z*, g EZ). To an arbitrary 
Z[q, q-‘l-linear map y:R+R*, we associate its formal adjoint operator 
y *: <;%” -+ R* so as to satisfy the identity 
mJ Fy:,> = (rT,~ u*(Fy:,>) (3.8.1) 
for any y, w  E W,. Then @ . r)* = y* . p* whenever /3 . y is well-defined. In 
some cases, we can extend the domain of y*. For example, if y is of the form 
MJ= C ay,wpy (ay+,E Z14,9-‘1), 
Y>W 
then 
y*(Fy) = qgcy) 1 ay,wq-g(w)Fw; 
W<Y 
Hence we may regard y* as an element of Endh,q,g-,l(#). (This is the 
typical case where we use formal adjoint operators; see 3.11 and 3.12 
below.) Similarly, we define the notion of formal adjoint operators on -R. 
3.9. Let j be the involutive ring automorphism of 2 given by 
j x a,T,,, = s a,(-q-‘)‘(““T,,,. 
( 1 
It is easily seen that j(r,,,) = (-q-l)g(w)F,,,. Hence we shall regard j as an 
element of Aut,(J) (and, moreover, Aut,(& or Aut,(& for any x E W). 
Note that j(A) = (-q-1)6(A)A for A E X. 
We give here an easy lemma on relations between j and O,, 0: and v, (or 
w) for later use. 
LEMMA 3.10. (i) j. 8, . j= 0, (A E Q>. 
(ii) j. 0: . j= -q-l@j (s E S). 
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(iii) j . q) . j = (-q-l)‘cwO’yl. 
(iv) j . y . j = (-q- ‘)‘(wo)y. 
Proof. (i) (resp. (ii)) is a consequence of the fact that j(?J = ?A for 
A E P (resp. j(1,) = -q-‘1, for s E S). (iii) (or equivalently (iv)) is easily 
checked. 
We can now construct the map 6 in 3.2 explicitly by using this j and a 
certain formal adjoint operator. 
LEMMA 3.11. 6 = q-‘(“o)j. (j. (o . 6’s . p)*. 
Proof. First note that j . (p . &‘s . o is a Z [q, q-’ ]-linear map. We have 
(j. v, . ds . P(A), B) 
= (j . 9 . &w%J, B) 
=4 -6(AWo) --i- (-l)d(A”O’C)5Yc,a,0(j * v(C), B) 
7 
=9 -6wv,)(~l)SlAR.0); q-s(cI(‘o)(~1)6~c)+6(c~~~ 
x .:2c,.+ ,sJ”(c% 1 B) 
=9 -“““y-l) 
scA)qscA),gBII Au, 
‘0. ,o’ 
where d(A, B) = 6(B) - 6(A) and ~(Aw,) = I(w,) - 6(A). Hence we get 
(j . a, . &a . p)*(B) = q~~(~‘~)(-l)~~~)‘~~~“~,~,‘.“A 
and 
j. (j 5 tp * 6* . $7)*(B) = q’(“o)q-d(A).~~,“,.,lw.,A. 
Thus the lemma. 
3.12. Set 
p=q- h)j . (j . y/ . y . y/>* 
This is the operator on .p corresponding to 6. Since 
we have 
!P=q- wu/ . @,t,, 
hence 
Ik= j. (j. y)*(je 0;; j)*; 
I$?= (-l)‘Ml’w. (j. @,. j)* 
by the following lemma. 
(2.10.3) 
(3.12.1) 
120 SHIN-ICHI KATO 
LEMMA 3.13. (i) (j . p)* = (-l)‘(“o’j. 9. 
(ii) (j . w)* = (-l)“““‘j e w. 
Proof: Obviously (i) and (ii) are equivalent. Since 
(j * q)(A) =j(Aw,) = (-q-‘)8’AW+bv0 
for A E X, we have 
(j . fp)*(Aw,) = (-l)S’Awy(A)A, 
This proves the lemma (by replacing Aw, by A). 
For s E S, let p, and ps be the Z [q, q- ’ ]-linear maps on 3 defined by 
/UT, FAT,) = T, T, f=A 
and 
p,(T,FJ = qht(A-As)Tx~As, 
respectively, where x E W and 1 E Q. Then we have 
LEMMA 3.14. (i) /I,* =Psfir s E S. 
(ii) p$ = ps for s E S. 
(iii) O,* = O-, for A E Q. 
(iv) Ps.On=On.P,,ps.Ps=Ps.ps,andp,.O,=O,,.p,. 
Proof: To prove (i), it suffices to show that 
V’xTs, T,) = (To T,Ts> 
for any x, z E W and s E S. This follows from a direct computation or a 
property of the “convolution product” (see, e.g., [5, Chap. IV, Sect. 2, 
Exercise 2.21 for the “original” definition of the Hecke algebra). The 
statements (ii) and (iii) are immediate consequences of the ditinition of 
formal adjoint operators (3.8.1); for example, 
(o,(Fw,), Fw,,) = qgW+-ht(~) 
= q@)+ ht(A) = (rT,, &JFwwt*)). 
Hence 02 = O-,. (iv) is obvious. 
Since 0: = {p,(l - O-,) + 1 -4) . ps for s = s, E S (a E B) by 2.3, 3.14 
shows 
LEMMA 3.15. (Oj)* = 0: for s E S. 
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3.16. Proofof Theorem 3.7. 
Now we shall compute p, see (3.12.1). Recall that 
O&= n e(a);’ a O;,,, 
n>O 
(2.10.2) 
where Ok, = 01, ... 06, (s, . . . s, is a reduced expression of wo). Lem- 
mas 3.10(i) and 3.15 show that 
(j . @Lo. j)* = (-q- y%l)~~o, 
Hence we get 
lp = qrwo) v.aQoe(a).@zo. 
( a>0 
(3.16.1) 
in view of (2.10.2) and (3.12.1). Noting that 
11 e(a) a o;, = (-q)~(~o)o;, . fl (1 -q-9p,) . o,, 
a>0 a>0 
and 
( 1 * ty* 0:; j. ,l,lo e(a)S1.j 
= y * o;, n (1 -q-‘@,)I’ 
a>0 
= (-q-y@ n (1 -q-‘O-,)7’ . i/Y. ow’, . o+, 
a>0 
we finally obtain the following formula from (2.10.3) and (3.16.1): 
THEOREM 3.17. P= n,>o(l - q-1o-,)71 * Y * n,>o(l -q-‘Be,). 
Of course, this theorem is equivalent to Theorem 3.7 under the iden- 
tification of .& with ,& Hence this completes the proof of Theorem 3.7 (and 
Theorem 3.5). 
4. THE KAZHDAN-LUSZTIG POLYNOMIALS 
In this section, we shall give a formula (Theorem 4.2) which describes 
the Kazhdan-Lusztig polynomials P,., (for y, w  E g) in terms of D,. 
4.1. First we define a new right action A ++ A @ w  of W, on X (cf. 
[ 11, 8.61). If A = y(A,f) c fl, (y E W,), we set 
A@!-v=y(A h+Pwo) c fl(A+p)W--p* 
As in the case of the generic Kazhdan-Lusztig polynomials, we set 
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P A,C - -pY,w for A = A -y, C = A - w  (note that this definition is well-defined 
even if y, w  E Et; see 3.1). Let E, be the element of 2 introduced in (3.4.1). 
Now we can state 
THEOREM 4.2. For any alcove C c %Y2+, let F, be the element of Lh 
defined by 
F, = s (-l)l’x’qd’C @X.c)/& ox. (4.2.1) 
XGW 
Then for any alcove A c S? +, the coeflcient of A in F, is equal to P,,,. 
InthecasewhereC=A,+forAEP+‘, this formula is proved in 18, 1.81. 
Theorem 4.2, together with 3.5, implies the following formula conjectured 
by Lusztig in connection with [8, 121. 
COROLLARY 4.3. For any alcoves A, C c @ ‘, 
P AX= i v (-lywqd’C ox.c)/*pA*c ox’ 
XSW 
In what follows, we shall give the proof of 4.2. 
4.4. To begin with, we recall Andersen’s result [2]. Let ~9’~ be the Z- 
submodule of J generated by A + + A +s where s runs over S. Set 
~‘=~fE~~ol(n,f)=O(VnEJtT)}. 
Then we can formulate [2, 7.21 in the following way. 
THEOREM 4.5 (Andersen). For any alcoves A, B in @‘-, set 
9;.A = c R,,wx (4.5.1) 
XEW 
if y, w E 23 satisfies y(A + ) = A and w(A ‘) = B, respectively. Then 
(&a(A), f) = q-“‘A’ C (-l)d’A*B)9A,A(B, f) 
B 
Bc4- 
B<A 
for any fE2'. 
(4.5.2) 
Here the right-hand side of (4.5.2) is actually a finite sum, since f EdwO 
and zZ;,~ = 0 unless B <A. 
LEMMA 4.6. Assume f E J? satisfies the condition j . q(f) E 2’. Then, 
for any alcove A c %Y ‘, 
(j - cp - &s . p . j(A), f) = q-1(w0) c q-s(B)9~w0,AwO(B, f). (4.6.1) 
B 
BCl+ 
B,A 
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Proof As in (4.5.2), the right-hand side of (4.6.1) is a finite sum. By 
using 3.13 and 4.5, we have 
(j . a, . $3 . a, . AA ), f) = (-1 >“““‘(~‘s ’ cp * j(A), j ’ co(f)) 
=4 
- rot,,,) \‘ - (-l)b’C*o).~~,dII,O(C, j 
C 
CCW- 
C<A WC) 
4.1. Now we study the condition 
j * p(f) E. I^.1 
c&f- 1) 
(4.7.1) 
for f E-2’. Let ,W be the left ideal of ,#’ generated by T,,,O + T,+ for any 
s E S. This is the submodule of P’ corresponding to . #^. We shall actually 
study the condition (which is equivalent to (4.7.1)) 
for fE#. 
cw, j. w(f)> = 0 
Consider the following condition 
WVwo + Tw,), .i 1 w(f)> = 0 
for f E 2 (and for a fixed s E S). By 3.13, this is equivalent to 
WV’, - 91, f) = 0. (4.7.2) 
For s= s, (a E B), the map g w g(T, - q) (g E 2) is equal to 
(1 - OP,);‘(Oj - e(a)) by virtue of the definition (2.3.1) of 0:. Hence its 
formal adjoint is 
((1 - O-,);‘(O: -e(a)))* = (0; -e(-a))(1 - 0,):’ 
(see 3.13 and 3.15), and (4.7.2) is equivalent to 
((0: - e(-a))(1 - O,):‘f,R) = 0; 
I.e.. 
O:(l - @,)I’f=e(-a)(1 - O,)I’f. (4.7.3) 
In particular, e(-a)( 1 - 0,): 'f E & n&. By applying 1 - O-, on both 
sides, we get a condition 
@if = +-a). Op,f; 
124 SHIN-ICHI KATO 
or in a slightly different form, 
@-, * 0: * @,(I - q-lO-,)f = -(l - q-‘@-,)f: (4.7.4) 
(Here we put symbolically O-, . 0: . 0, = O--a . 0: .) We remark that 
(4.7.4) implies (4.7.3) if e(-a)(1 - @,)I’fEqn<. Therefore we have 
shown that the condition (4.7.1) implies 
e --p - e: . e,(i - q-t,)f= -(I - q-le-,)f (4.7.5) 
for any s E S, where s = s, (a E B), and 8-, . B: . 8, denotes symbolically 
the operator O-, . 0:. 
Applying the same argument as in [ 11, 7.21, we can see that any element 
of d can be written as an infinite P [q, q-II-linear combination of E, = 
n,>,(l -q-le-e)-l D,. But if we use this “basis” E,, the condition 
(4.7.5) is readily seen from the expansion off by E,: first note that 
e --p . e: . e,(i - q-le-,)Ec = (1 - q-le-,) qd(c@~9c)I*~c gs 
(see [ 11, 8.71 and recall the definition of the @ -action (4.1)). Hence f as in 
(4.7.1) must be a sum of 
F, = 1 (-l)“x’qd’C @X.c)I& gx. 
XEW 
Here we may choose the above C in SF+. But if we pick 1 E P so that 
Ct-, E 17, then 
Fc = n (1 -q-‘&J’ 1 (-l)‘(X)B~~+,,,-P-I D,. 
a>0 XSW 
The Weyl character formula implies that the alternative sum 
ct-P~(*+p)x-p-A is divisible by 1 - 8-, for any a E R ’ (in 
EndAd)). This, together with the remark after (4.7.4), implies that the 
element F, E A satisfies the identity on A corresponding to (4.7.3). Thus 
we have shown that j. q(Fc) E J?’ and, more generally, that every element 
f E 2 satisfying the condition (4.7.1) can be written as a sum of these F,. 
4.8. Proof of Theorem 4.2. 
We shall evaluate (j . (o . 68 . rp . j(A), Fc) for alcoves A, Cc 0 + in two 
ways. Let us note that 
(Af h g) = df, Ag)) 
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forfE&&, gEA. Thus we have 
(j * v, * 4’6 * (0 * AA 1, Fc) = (AA), (.i * (0 * 6’6 ’ P)*(Fc)) 
= q-'(wo)(A, T&F,)) (by 3.11) 
=4 
-IW(A, q-S'C'F,) (by 3.5 and 3.6) 
=q-~cwo)q8cc)(A,Fc). 
On the other hand, we have 
(j. a,. 6's. v, qpq,F,)=q-""~' 1 q-s(B)~&&&?,Fc) (by 4.6). 
Let us denote by P;,c the coefficient of A in F, for A c g + . Then the above 
calculations show that P;,C satisfies the following identity: 
This is nothing but a defining equation of PA,=; see (4.5.1) and (3.1.2) (note 
that S(C) = l(w) if w(.4 -) = C). Also, PA ,c satisfies the degree condition (see 
3.1) in view of 3.5. Hence the uniqueness of P,+, shows that PA,r = PA,C. 
This completes the proof of Theorem 4.2. 
4.9. Theorem 4.2 implies that PA,= for A, C c %Y+ can be calculated 
by pA,,,r for A’, C’ c I7 since D, E-X is obtained from these PA ,,c, (see 
[ 11, 5.21). But if we specialize q = 1, then we know that the coefficients of 
D, are simply given by P,,,(l) ([ 11, 5.31). So let us see what the 
specialization of 4.2 is for q = 1. Let Z [ @I] be the group algebra of I$’ over 
Z (the specialization of 2). An element w  E @ is said to be restricted if 
A -w c IZ. We note that for any w  E a (or w  E N.@), there exists y E @’ 
restricted and A E Pi + such that w  = ytA. Then we can state the following 
corollary of 4.2, which will be used in Section 5. 
COROLLARY 4.10. Let w E fi be restricted and let ,a E P+ +. Then in 
H [ tit], we have 
= -i- Pz,w(l)z ( zzv )( 
c (-q”+ 
XPW 
(utp)x-p 1 FI (1 -t-J’. (4.10-l) a>0 
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ProoJ: We note first that the right-hand side of (4.10.1) is contained in 
Z[ @t]. (The product of second and third factors is essentially the Weyl 
character formula.) Without loss of generality, we may assume w  E W, (see 
3.1). Set n=n(t,)EN. Put C=A-wt,=n-‘wwl;. Since yt-,n-‘yn 
(y E W,) is an automorphism of the Coxeter system (W,, S,), z < w  if and 
only if It -‘zn<Tl -‘wn and P,,, = Pnm,zn,n-,wn. Hence [ll, 5.21 shows that 
DC = 1Pz,,Tn-,z, c (42% L<W 
On the other hand, 
COx =A-q,+,,,-, 
for x E W. Hence, by using 4.2, we see that the coefficients of y in both sides 
of (4.10.1) are equal provided that y is dominant (i.e., A -y c g’). But both 
sides are invariant under the right multiplication by W on H [ I?]. This shows 
our formula. 
5. A CONNECTION WITH THE LUSZTIG CONJECTURE 
ON MODULAR REPRESENTATIONS 
5.1. Let G be a simply connected almost simple algebraic group over 
an algebraically closed field of characteristic p > 1. We fix T, a maximal 
torus of G. Assume that G is of type R. We identify P with X(T)= 
Hom(T, G,), the character group of T. To a dominant weight J E P ’ ‘, we 
associate two rational G-modules: 
L, = the irreducible module with highest weight 1; 
V, = the Weyl module with highest weight 1 (this is a reduction 
mod p of the corresponding irreducible module in charac- 
teristic 0, see, e.g., [7] for more details). 
For a finite dimensional rational G-module M, ch M denotes the character of 
M; chM=CAEP dim MA . en where Ma is the weight space of M for /z and 
e’ is a base of Z [P] corresponding to 1, E P. By the Weyl character formula, 
ch v, = x (-1)““’ e(a+P)X-P go (1 - epa>-’ (5.1.1) 
XCW 
forAEP++. 
Instead of W, = W K Q and @ = W K P, we use hereafter W,,, = W K pQ 
and I8$ = W K pP, respectively. But we adapt the notation introduced in 
Section 1 to a new action v b u . w  of Wa,p (or @J on E defined to be 
u- w=(u+p)w-p, 
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i.e., the usual dot action (cf. [7]). Hence, for example, alcoves are changed in 
their scales by the multiplication by p and are shifted by -p. 
From now on, we shall assume p > h = the Coxeter number of R so as to 
have A - n Pf 0. We choose A EA n P and fix it hereafter. We call 
w E @p dominant (resp. restricted) if A . w E P’ ’ (resp. 0 < (,I . w, a”) < p 
for all a E B), cf. 3.1 and 4.9. Then the Lusztig conjecture on the irreducible 
characters of rational G-modules is stated as follows ([ 13, problem IV]): 
Conjecture 5.5 (Lusztig). Let w E @p be a dominant element satisfying 
the Jantzen condition 
(2 * w + p, a,“) < p(p - h + 2). (5.2.1) 
Then 
chL A.&+!= \’ C-1) ‘(W)--I(Y)Py,w(l)ch V,.,. (5.2.2) 
yeED, dominant 
Y  < w 
The upper closure a + of A ’ is a locally closed subset of E given by a ’ = 
p + np (see [ 7, Sect. 41 for a more general definition). 
LEMMA 5.3. Let w E @p be dominant and let ,a E Pt ‘. Suppose 
P,LI + ;1 . w satisfies the Jantzen condition (5.2.1). Then we have ,a E A ‘. 
ProoJ Assume ,u & a + . This is equivalent to the condition 
lp+p,a,V)>p+ 1 e l,u,a,V>2p-h+2. 
5.4. Now let w E J@p be a restricted element and let p E Pt ’ so that 
p,a + L . w satisfies the Jantzeti condition. We suppose that Lusztig’s conjec- 
tural formula (5.2.2) is valid for this w. The Steinberg tensor product 
theorem [ 151 shows that 
ch LA.,, lw = ch Lf; . ch L,,., (5.4.1) 
where Lf; is the Frobenius twist of L, : that is, ch Lf; = 2 a, ep” if ch L, = 
C a, e’. We know that p lies in Ai by 5.3. Thus the translation principle [7, 
Theorem l] and the linkage principle (see [ 11) imply that ch L, = ch V,. 
Hence we get 
& Lf; = y (-1)““’ e(PU+PP)X-Po ,I!, (1 - eepa)-l. (5.4.2) 
XCW 
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Substituting (5.2.1) and (5.4.2) to (5.4.1), we have 
chLa.wt pLI !!, (1 -e-Y 
= s (-l)“X’ e(PP +PP)x-PP 
( XEW 1 
X 
( 
-7 
YE $?,zminant 
C-1) l(w)--l(Y)py,w(l) C 
(-l)l(z)eA\‘Yz 
) 
n (1 -e-Pe)pl 
ZSW n>O 
Y<W 
= c (+x’ ,@P+PPwPP 
( XEW 1 
x x (-1)““‘-NY’P 
( 
,&) 2.Y 
Y<W ) 
Go (1 -ePpn)-l 
by using [9, (2.3.9)] (see 3.1). Thus, noting that we have changed the scales 
of alcoves, we see that the right-hand side is equal to 
(-l)‘(wf.u)-‘(y)Py,Wt,.(l) e”y 
BY 
in view of (4.10.1) (or its twisted form under the map y ti (-l)“y’y). 
Namely, the formula (5.2.2) is also valid for wtpp. 
Therefore we have shown that the Lusztig conjecture 5.2 is reduced to the 
spatial case of the original conjecture: 
Conjecture 5.5. Let w E tip be restricted. Then 
chL A.n2= ‘;‘ A C-1) ‘(w)-‘(y)Py,w(l) ch VA.y. 
YP@‘~, dominant 
Y<W 
Finally we shall mention the generic decomposition pattern conjecture [ 11, 
Remark I.91 of Lusztig. The following answers a question of 
H. H. Andersen. Assume the characteristic p is large enough. 
THEOREM 5.6. The Lusztig conjecture holds if and only if the generic 
decomposition pattern conjecture does. 
The “only if’ part above is already proved in [ 111. 
First we formulate the generic decomposition pattern conjecture in the 
following way. We let w E fip and p E P++ be as in 5.4. Hence w is 
restricted and pp + A . w satisfies the Jantzen condition (5.2.1). Here 
A E A - f7 P. Let y E tip. Assume p,u + II . w and p,u + 1 . y are sufficiently 
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far from the walls of ‘Z’. Then the Lusztig conjecture 5.2 and the definition 
of P,,, (3.3) show that 
The coefficient of epj‘+n.y in chL(pp + A . w) n (1 -ecu) is 
given by a>0 (*I 
(-l)gWt&g(Yt pu P ) - Ytp,.wt,, (1) = (-,)g(w)--g(y)~~y.R.(l). 
This (*) is equivalent to the generic decomposition pattern conjecture since 
(C-1) 
dL4,C)p A,C)A,CEX is the inverse “matrix” of (QA7C)a,cEx [ 11, 11.101 (see 
[ 11, (2.14.1)] for the definition of QA*‘). 
Now suppose (*) holds. By the assumption on p, we may choose ,D E Pt + 
above SO that pp + 1 . z is suffkiently far from the walls for every z E @p 
with WV, < z =$ W. Thus (*) shows that 
the coefficient of I?+‘.’ in 
ch LO, . w) 8“ n (1 - e-“)(I - eppa)-l c**> 
a>0 
is given by (-l)g(W)-g(ZJ P,.,,(l) for any z with wwo < z < w  
(cf. the argument in 5.4). Here (1 -e-p’“)-’ should be regarded as an 
infinite sum Cn>O eKnpa. But 3.5 (under the specialization q + 1) implies 
that 
the coeffkient of eA” in 
x C-1) I(M1)--I(Y)pY,w,(l)el.,, n (1 -e-Pa)-l 
Y  < )I’ n>O 
is given by (-l)g(w)-g(Z) PZ,,( 1) for any z < w  (especially for z 
with WV, < z < IV). 
Comparing (* *) and (* * *), we get 
chL(,I. w) 11 (1 -epa)= \‘ (-l)““‘~“y’P,,w(l)e~‘~, 
a>0 YSW 
hence the formula (5.5.1). Thus the Lusztig conjecture follows. 
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