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ABSTRACT 
 
On conventional database systems, the recovery manager applies transaction Undo or Redo 
operation or a combination of them to recover the last consistent state of the database from a 
system failure. Transaction redo, compared to undo, helps to shorten the system downtime so 
the execution of transactions is managed in such a way that majority of transactions require 
redo to recover the database. To further reduce the recovery time, the recovery module uses 
“Checkpoint” operation. Even though it is possible to eliminate transaction redo altogether, 
the conventional system architecture, however, is not capable to deploy innovative 
approaches.  The availability of “Virtual” machines on cloud has given us an architecture that 
makes it possible to completely do away with transaction redo which allows us to eliminate 
the effect of system or transaction failure by taking the database to the next consistent state. 
In this dissertation, we present a novel scheme of eliminating the effect of such failures by 
applying transaction “roll-forward.” Our approach intelligently applies roll-forward from the 
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point of failure which removes the effect of system failure on the database. We refer to our 
system as AAP (Always Ahead Processing). In AAP a transaction always executes to 
completion. We have made forward execution of transactions persistent by combining 
together transaction execution, transaction failure and its subsequent recovery as one 
seamless operation. Unlike legacy recovery scheme, in our approach transactions roll 
forward from the point of failure while concurrently executing other transactions. As a result, 
system downtime during recovery is eliminated. The end result is a database system with 
high availability and fault-tolerance. Our work enables cloud providers to offer transactional 
HA-DBMS (Highly Available – DataBase Management System) as an option that too with 
multiple data sources not necessarily only relational. AAP is independent of the underlying 
cloud architecture and therefore can be used in different type of cloud settings like public, 
private, hybrid or federated. In a federated cloud, the location of the physical host machine(s) 
is very important for fast and responsive HA (High Availability) service. We designed and 
developed a tool that will aid AAP to find the nearest physical host. We call this tool IGOD 
(Identification of Geolocation of clOud Datacenter). Apart from aiding AAP in a federated 
cloud, IGOD is an independent tool and can also be used for enforcing privacy and security 
in cloud datacenters; in particular for HIPAA compliant data storage. Our prototype 
demonstrates AAP’s HA, fault tolerance and the elimination of system downtime during 
recovery from a failure. 
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CHAPTER 1 
INTRODUCTION 
 
Cloud computing provides a global data management platform that is capable of 
satisfying data processing needs of all types of customers (individuals, organizations, etc.) It 
has changed the way data are managed (processing and data storage). The cloud exploits the 
power of virtualization in managing all its activities including transaction management. It has 
made the conventional way of dealing with information nearly obsolete by offering a more 
user-friendly and need-matching computing platform to its users. Cloud offers a lot of 
benefits like pay as you go model, faster deployment of applications, offering different level 
of services like IaaS (Infrastructure as a Service), PaaS (Platform as a Service) and SaaS 
(Software as a Service). One of such services is DBaaS (Database as a Service) where a user 
is offered a database server deployment for all his data storage and processing needs. To 
demonstrate the popularity of DBaaS on cloud platform we refer to a recent Amazon AWS 
service survey [1] which presents the following statistics about the services and their 
respective clients: 
• “94 percent are using Amazon S3, making the Simple Storage Service the most 
popular of Amazon's cloud services.” 
• “66 percent are using SNS (Simple Notification Service).” 
• “41 percent are using RDS (Relational Database Service).” 
• “28 percent are using SQS (Simple Queue Service).” 
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• “26 percent are using Route53 (cloud DNS service).” 
• “22 percent are using Elastic Cache.” 
The above statistics shows that 41 percent of Amazon cloud users are using RDS 
service which presents a strong inclination of users towards database services on cloud. 
These services could be accessed by a VM-instance (Virtual Machine-instance) browser or 
using a remote login on the hosting virtual machine. Similarly, a recent Microsoft research 
article also says that “Relational Database-as-a-Service is a rapidly growing business with 
offerings from major providers, such as Amazon’s Relational Database Service (RDS), 
Microsoft’s Azure SQL Database (Azure SQL DB), and Google’s Cloud SQL” [2].  
Although users can have their desired computing platform on cloud, many issues, 
especially in DBaaS still need innovative solutions to make the cloud platform universally 
useful. One such issue is how to achieve HA (High Availability) of a processing entity to 
provide database FT (Fault Tolerance) management services since they still remain complex 
and expensive to achieve. HA is the ability of a system to remain accessible to users in the 
presence of either software or hardware failures. FT systems are those that continue to work, 
possibly at a reduced level, rather than entirely failing [3] [4]. If the system is available 90% 
of the time then it is called as “One Nine” availability, if it is available 99% of the time then 
it is called as “Two Nines” and if it is available 99.999% of the times then it is called “Five 
Nines”. HA and FT find their application during an event of failure. When it comes to a 
database system (in cloud or otherwise) it could fail for many different reasons like media 
failure, system crash, network failure and even software failure. Each failure is inversely 
proportional to the revenue and that is why downtime is also referred as “revenue killer.” A 
study done by [5] and [6] shows that businesses may lose from few thousand to few million 
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dollars because of downtime. The following formulae might help to get a feel of revenue 
killer: 
Lost Revenue = (GR/TH) x I x H [6] 
Where, GR = gross yearly revenue, TH = total yearly business hours, I = percentage impact, 
H = number of hours of outage. To get a feel of how much that could be we present a survey 
done by CA technologies; it included 200 companies across North America and Europe and 
calculated the losses incurred because of IT outage to be more than $26.5 Billion which is 
approximately $150, 000 for each company [6] [7].  
This motivates us to think beyond real time applications (where HA is a must) to 
other applications and services where HA can be employed to reduce lost revenue. That is 
why most industries including Cloud providers implement some kind of HA/FT in their 
infrastructure. The database systems run at the core of most of the applications and thus 
require an efficient HA solution. 
A natural inclination of using conventional ways to achieve database HA is to alter or 
to extend the conventional data processing approaches for the cloud. Although this is a less 
expensive solution, would not work satisfactorily because of the following reasons. 
a. It is not likely to utilize cloud resources efficiently and datacenters may become a 
bottleneck because they are geographically dispersed. A conventional approach 
assumes that databases are in the vicinity of the processing units.  
b. Cloud virtualization can be exploited to achieve HA in a much better way than it is 
done in [8]. 
c. A conventional DBMS calls for a relational system at the core. The current trends 
is to use an RDF (Resource Description Framework), KV (Key-Value) or some 
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other data format for information processing, but it creates a major challenge for 
the deployment of TM-DM (Transaction Manager-Data Manager) with ACID 
semantics on the cloud. We refer to a TM-DM model as a conventional RDBMS 
solution where components such as data management, concurrency control, and 
recovery management are bundled together. For further information refer to [9]. 
d. FT and HA are very expensive to achieve on conventional TM-DM systems 
because they need two completely replicated physical machines running in a 
lockstep fashion. 
The above reasons makes the conventional ways to achieve HA less productive. The 
cloud computing platform along with virtualization can provide much simpler and robust 
solution and that is the aim of this dissertation. 
We refer to our system as AAP (Always Ahead Processing) and it finds its 
application on different type of cloud settings like public, private, hybrid or federated. Unlike 
others, a federated cloud is essentially a multi-cloud architecture that contains multiple 
providers, each offering slightly different services, hardware, and focus. They also tend to 
have DCs (DataCenter) at different locations. A federated cloud is a result of interoperability 
between different cloud providers. Since AAP is a HA solution and requires fast failover 
between the VMs it is essential to know the physical distance between the hosts running 
those VMs. In a federated cloud this could be a bit difficult because the two VMs can run on 
totally different DCs (belonging to different providers). So in a nutshell we need to know the 
geographic location of the DC (and thus the physical distance between the two VMs) in order 
to guarantee fast failover. To solve this problem of finding the distance between the DCs we 
developed a tool which can find the geographic location of any cloud DC; we call it IGOD 
 5 
 
(Identification of Geolocation of clOud Datacenter). IGOD also works independently to find 
the location of any DC hosting a user’s data. The geolocation of data has become a key 
concern with the evolution of cloud computing.  Although data migration is quite common 
and sometimes essential for the purpose of load balancing or service guarantees, at times, it 
creates a risk for the user and could even violate the service agreement. A malicious service 
provider could also relocate the data, which could jeopardize data privacy and security. 
IGOD efficiently geolocates any target DC with higher accuracy and less cost. It provides 
audit control and assurance against such cloud storage providers who may move around a 
customer’s data. We analyze and compare IGOD with currently available solutions of 
geolocating a target. We have used PlanetLab to validate IGOD and establish its cost-
effective feature. To do so, we first use our own data collection to geolocate the test DC 
using emulation and compare IGOD’s performance with other schemes. Finally, we use it to 
geolocate one of the Amazon S3 DCs. Our comparison (Section 4.6) shows that IGOD 
provides relatively higher location accuracy and is cost-effective (uses less resources). 
1.1 Our Idea 
In conventional database systems, some serialization technique is used to execute 
transactions and “undo” or “redo” (or a combination of them) is used to recover from 
transaction or system failures.  A checkpoint operation is used to reduce the cost of recovery 
[9]. Undo and redo operations are expensive and do not help much in achieving our measure 
of HA and FT. Our idea is to eliminate the effect of failure from database processing. We 
introduce the idea of “roll-forward” to achieve our objective. A roll-forward of a transaction 
always takes its execution forward and eventually commits. Note that a roll-forward 
operation is different from a redo.  
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Undo and redo are executed by the database system in order to reach a consistent 
state. An undo operation is required in a situation when an uncommitted transaction is 
allowed to write on the database. Should this transaction fail (due to system failure or user 
initiated abort), the database contains the effect of a failed transaction making it inconsistent. 
These uncommitted updates must be removed from the database. Since a database system 
always follows a WAL (Write Ahead Logging) protocol, the BFIM (BeFore IMage) and 
AFIM (AFter IMage) of the updates are available in the transaction log. A recovery system 
installs the BFIMs of the failed transaction onto the database, (undoing its effects) and 
recovers the last consistent state (Figure 1). A redo operation is required in a situation when a 
transaction is allowed to commit before the updates it made are written on the database 
(Figure 2). System failure at this point (after restart) will not be consistent since it contains 
partial updates of a committed transaction. In order to push the database to the next 
consistent state, the recovery system installs all AFIMs of this transaction onto the database 
(recall that every operation made by transaction is logged). In general, during recovery, the 
recovery manager applies undo to some transactions and redo to some transactions. 
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Figure 1. Undo Operation 
 
 
 
 
Figure 2. Redo Operation 
 
 
 
In our roll-forward scheme, a transaction resumes forward execution from the point 
of interruption (resumption point). Unlike a conventional RDBMS’ recovery system, which 
applies undo/redo operations, AAP takes a different approach on transaction failures. It 
identifies that if a transaction (or transactions) failure occurs because of a system failure then 
there is no need to abort and undo the transaction; instead, it takes the execution further from 
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the point of interruption. We call this operation a roll-forward. A roll-forward requires state 
information and a back-up machine (a VM). Since this is the core of our approach, let us 
understand the roll-forward process (Figure 3). We assume 
RP – Resumption Point: The point from where the transaction resumes forward execution.  
FP – Failure Point: The point where the execution of a transaction is interrupted because of 
some failure. 
We envision three cases. 
 
 
 
Figure 3. Failure and Resumption 
 
 
 
Case 1 – FP < RP 
Resumption point is after the failure point. This case must not happen, because the roll-
forward will skip a few instructions resulting in an incorrect transaction execution (Figure 
3a). 
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Case 2 – FP = RP 
This is an ideal case. Here, the resumption point is exactly at the failure point. This ideal case 
cannot be achieved in reality. However, it gives a situation to measure the efficiency of roll-
forward operation (Figure 3b). 
Case 3 – FP > RP 
The resumption point is before the failure point. Although, this may re-execute some of the 
instructions of the transaction, this does not affect the data consistency (Figure 3c). 
We consider case-3, because case-2 is a special case of case-3. We define a threshold 
called “TOverlap” that limits the upper bound of worst case on the number of instructions 
that will be re-executed in a roll-forward. Our approach tries to reduce the TOverlap to a 
minimum (reaching close to case-2). In other words, we try to reduce the distance between 
the FP and RP on the execution line. TOverlap represents the distance between the FP and 
RP and thus, “TOverlap = FP – RP” as shown in Figure 3. 
The roll-forward helps us to achieve HA for a DBaaS for the cloud. We have 
discussed how this works in detail in Section 3. In the current scenario, if a customer requires 
HA just for the database service he rents, he has to pay for HA for the whole VM (Virtual 
Machine) instance on which the service is provided. Also, the service provider has to create a 
new back-up VM on a different physical host and has to run two VMs in a lock-step fashion. 
This is still quite expensive for the customer and also for the service provider. Under our 
system, the customer can rent the HA database services at a much lower cost.  
We observe that the progress on achieving HA for the cloud have been relatively slow 
because of several reasons. First, an RDBMS is a highly successful tool in Internet Client-
Server technology for banking and finance sectors and even for web services. The cloud, in 
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comparison, is still in its infant stage and lack desirable features, especially in security and 
system reliability. Second, most works have been focused mainly on deployment models and 
networking solutions. Third, over the last few years several NoSQL systems have 
implemented scalability, elasticity, and performance guarantees targeting OLTP (OnLine 
Transaction Processing) and Web workloads that traditionally relied on a standard relational 
database. As authors of [10] have mentioned, with the evolution of the cloud, a concept that 
has not yet completely evolved is the RDBMS. The SQL-like RDBMS, as offered by 
Amazon’s RDS or Microsoft’s SQL Azure, are not any different than their desktop versions. 
The only difference is reliability (because of replication) as we have covered in our literature 
review. Some works have been done in the past to extend the concept of an RDBMS to the 
federated cloud as a partitioned distributed database system with each partition independent 
or autonomous. This step (known as the Fault Tolerant Option, FTO) to some extent makes 
the system FT right down to each partition. This is not a new concept in the database. 
In an RDBMS, many different components such as RM (Recovery Manager), CCM 
(Concurrency Control Manager), TP-Monitor (Transaction Processing Monitor), etc., work 
in sync. This model is commonly known as the TM-DM model [9] that integrates the 
database, the underlying operating system, and communication system in one package where 
a user submits a request and receives the result. It also does load balancing, performance 
monitoring, fault monitoring, etc. A TP-Monitor may be built upon an ULT (User Level 
Thread) providing a child thread to each newly created transaction, or it can also use server 
classes (for further details please refer [11]. In a conventional DBMS, the recovery manager 
applies a transaction roll-back followed by an (optional) transaction restart and redo. A 
conventional DBMS is inherently FT because the restart procedure takes the system to a 
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consistent state, but it comes at a higher cost and service denial (during restart). Another way 
to achieve FT and HA in such systems is to run another physical machine (as a secondary 
replica) in parallel to the primary database machine that will imitate the state of the primary. 
This is likely to work but would be prohibitively expensive. We observe that there is actually 
no cost-effective way to achieve HA and FT in conventional systems.  
In today’s database systems more than 90% of transactions commit. If a failure 
(machine or system or hardware) happens then most of the transactions are redone. For 
example, an IMS Fast Path, [12] which is equipped with large RAM recovers from failure 
mostly by redoing transactions. This does improve recovery performance, but other issues 
(logging, database updates, etc.) affect the performance and cannot be eliminated from the 
underlying platform. AAP on the other hand continues the execution of incomplete active 
transactions (rolls forward) irrespective of a host failure.  It has the following advantages: 
• Reduces the cost of achieving HA/FT 
• Provides flexibility and robustness 
• Increases availability 
• Improves throughput and response time 
• Efficient resource utilization 
 In a federated cloud setting AAP is aided by IGOD to find the closest DC so as to 
guarantee fast failover. As we discussed before; IGOD determines the location of a DC and it 
can also be considered as an independent tool working towards security and privacy of data. 
The locations of DCs are usually kept hidden by the service provider from the owners of the 
data. Some of the service providers do ask the customers’ preferred DC locations to store 
their data, however, there is no way for customers to verify or audit the provider’s claim. 
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Some organizations, such as financial ones, banks, etc. argue that if they do not know where 
their customers’ data are located (which could be quite unsafe), they cannot guarantee their 
customers that their data is safe and their privacy is protected. Unfortunately, under the 
present model, location-aware or location-dependent DCs cannot be created without 
changing the cloud model. In the absence of these policies, one of the effective ways to 
identify the geographical location of DCs is to incorporate a location discovery facility at the 
application level.  
The location discovery of DCs is a relatively new issue that emerged with the 
widespread use of cloud computing. This has motivated researchers (including us) to develop 
application level schemes for geolocalisation of a DC. Recently, there has been a number of 
reports presenting schemes for geolocating DCs. These schemes work fine; however, they are 
prohibitively expensive and comparatively less accurate with a high error margin. 
Furthermore, most of these works are IP-based and geolocate network endpoints. 
Unfortunately, they cannot be used to geolocate a DC in STaaS (STorage as a Service 
model, such as Amazon S3) [13] [14] because of the absence of an IP address or any other 
identifying information about the DC. IGOD overcomes the limitations of earlier works and 
our results demonstrate that it offers a relatively higher location accuracy and uses fewer 
LMs and thus, significantly lowers the geolocating cost.  One of the additional benefits of 
IGOD is that it provides a non-repudiation service that gives users a tool for audit control by 
providing strong assurances. In this work we have assumed that the data of a user is not 
partitioned and thus it is not stored across multiple DCs. This is a reasonable assumption and 
concurs with the previous work [15]. Nevertheless, this data can be replicated in its entirety 
on multiple DCs. IGOD is capable of identifying the service point from where the data (for 
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example “File-1”) is being served or where a VM is running. A service point is the 
communication control server of a DC which entertains the requests of the users and routes it 
inside the DC to an appropriate node. There can be replicated copies of the File-1 at different 
locations around the globe at different DCs; some being active copies and others as passive. 
By active copy we mean that this copy will be served in response to a query from the user. A 
passive copy is just a backup file and would be used in case of disaster recovery. By 
definition, if we have one or more active copies; there can be one or more service points (or 
DCs) and IGOD is capable of identifying them. This however does not mean that IGOD will 
find the location of all the copies (passive) of the data stored in the cloud as it is not 
necessary and feasible to find the passive copies of the data in the cloud. Should they become 
active, another run of IGOD will identify their location as well. 
1.2 Our Contributions 
The aim of this dissertation is to take advantage of our knowledge of Relational 
Database Management Systems, Cloud Computing, Virtualization, Computer Networks and 
NoSQL and provide a solution for HA for DB systems that too as a service to the cloud 
community. Our scheme will eliminate or at least minimize the cloud database system 
downtime making entire recovery operation highly cost-effective.  
Our system will be flexible in the sense that one can use it in various cloud 
configurations like private, public, and hybrid or federated and thus it will be independent of 
the underlying cloud architecture. AAP is actually compatible and can easily run in a VM’s 
user space in various cloud settings. Our work also introduces a highly accurate scheme to 
geolocate DCs called “IGOD”. Using IGOD, AAP can now chose the closest DC’s host for 
managing the database. We would like to point here that the working of AAP and IGOD are 
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totally independent of each other, though IGOD helps the system to find the closest host in a 
federated cloud setting (a federated cloud can incorporate several public/private clouds). 
1.3 Organization 
The remainder of this dissertation is organized as follows. Chapter 2 provides the 
background and literature review of various different works including industry tools and 
research prototypes. In Chapter 3, we present AAP, a system that provides HA to the 
database systems in cloud. In Chapter 4, we present IGOD, a system that can identify the 
geolocation of a cloud DC. This chapter presents another section of evaluation specific to the 
geolocation problem. Finally, Chapter 5 concludes this dissertation.  
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CHAPTER 2 
LITERATURE REVIEW 
 
In this chapter, we present literature review of works related to this dissertation to 
illustrate the innovation of our scheme.  
The work presented in [16] deals with the decoupling (unbundling) of conventional 
transaction management components that can be implemented in a non-persistent cloud 
deployment model. In other words, the authors have proposed an architecture that unbundles 
the TC (Transaction Component) of the database with the DC (Data Component). This is an 
interesting and practical approach towards cloud deployments because cloud may have 
multiple heterogeneous databases. As noted in [16], unbundling a TC with a DC provides a 
better scalable and flexible model for data processing. However, this work lacks the HA/FT 
features. 
The works presented in [8] which is based on [17] deal with the HA of a conventional 
DBMS on a VM instead of a physical host. Their architecture needs complete replication of 
the database at 2 physical hosts; one running the primary VM and the other, the secondary or 
backup VM. It is relatively harder to deploy this architecture on the cloud because the 
platform lacks scalability and flexibility. In other words, its requirements significantly affect 
the efficiency of the scheme, which is likely to get worse in real world scenario, because here 
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a service provider could have tens of physical servers and hundreds of data storage elements 
running thousands of transactions. 
Amazon’s RDS [18] is a deployment model provisioned and managed by Amazon. It 
provides multiple DB (DataBase) instances each of which could be MySQL, Oracle, 
Microsoft SQL Server or PostgreSQL. It also provides HA by creating a standby instance 
along with primary and then synchronously replicating the primary to a standby database 
instance. They create the standby instance in a different AZ (Availability Zone); that is, in a 
different physical cluster. This replication provides HA for the database in case of 
infrastructure failure (for instance, hardware failure, storage failure, or network disruption). 
This idea is pretty similar to [8] which ran a primary machine and secondary replica in a 
lock-step fashion.  
The authors of ElasTras [19] proposed a solution that deals with the issue of 
scalability and elasticity of the data stored in the cloud. It extends elasticity while providing 
scalable transactional data access. It contains an HTM (High level Transaction Manager) that 
decides whether it can execute the transaction locally or has to route it to a suitable OTM 
(Owning Transaction Manager) that has exclusive rights to the data accessed by the 
transaction. It also has an MM (Metadata Manager) that contains all the critical state 
information of the system. There is another layer where the data are actually stored and they 
call it the distributed storage layer. Essentially, because of the partitioning of the database, it 
cannot provide global ACID guarantees, and that is why it only offers it to the transactions 
limited to a partition. The issue with such a prototype is that though it uses a partial 
decoupled architecture, it doesn’t support a heterogeneous data configuration. Furthermore, 
the authors mention the replication of the system state or MM but how it would provide the 
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HA for transactions is not clear and they haven’t provided any metrics for the same. AAP, on 
the other hand, takes a set of heterogeneous databases (federated,  multi-tenant, or multi-
cloud) to begin with, decouples the execution and storage protocols of these databases, and 
on that provides ACID guarantees, Scalability, HA and FT for execution semantics, i.e., 
transactions and data storage. Based on this, we observe that AAP is more flexible, scalable, 
and cost-effective than [19]. 
AAP compares well with the work of [20] which is related to live migration in shared 
nothing databases in a coupled database architecture. Note that there is a big difference 
between Live Migration and High Availability. Live migration is a one time job but HA is a 
continuous monitoring task to detect failure remains active until the service is requested. If a 
failure is detected then the HA solutions tend to do a transparent failover so that the user 
doesn’t notice the change in the service availability. Although they look similar and might 
use similar techniques, HA is more complex because it deals with a transparent failover 
along with failure detection. Live migration, on the other hand, might not even be aware of a 
failure. 
Spanner [21], a product of Google, is a distributed database that distributes data on a 
global scale and supports distributed transactions. Its primary focus is to manage cross-DC 
replication and partitioning. The idea of global scale data partitioning and replication 
improves availability, locality, and disaster recovery. It uses a commit timestamp in order to 
provide linearizability [21]. In order to mark a consistent and synchronous timestamp, it uses 
a TrueTime API. Since Bigtable [22] can be difficult to use by applications that consist of 
complex and changing schema, engineers from Google came up with another solution 
referred to as the Megastore [23]. It combines the scalability of NoSQL with the strong 
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consistency of an RDBMS. It also provides ACID semantics over partitioned data 
processing. It is a good model that deals with schemas, partitioning, and synchronous 
replication and achieves HA to some extent. Because of its semi-relational data model and 
support for synchronous replication, it offers a relatively poor write throughput. In both, 
Spanner and Megastore, the transactions are strongly bound to the location where the data are 
stored using a homogenous data model. 
AAP uses IGOD to find the nearest DC to run a backup VM. For geolocalisation 
there are two categories of schemes that have been reported in the literature (a) locating web 
servers or Internet hosts [24] [25] [26] [27] [28] [29] [30] [31] and (b) geolocating DCs [15] 
[32] [33] [34]. To the best of our knowledge, out of these, only one report has presented a 
scheme for geolocating DCs in STaaS model.  One can argue that (a) L/L 
(Longitude/Latitude) from DNS or (b) Whois database [35] or (c) IP traceroute can be used 
for geolocation. None of these method would work for the following reasons  
Keeping latitude/longitude (L/L) information in the DNS Loc records: Since DNS Loc 
records are optional and only work for the server location, this may not be sufficient for 
estimating the host location.  
Whois [35] database: This can be used to identify the organization to whom the IP block was 
allocated. Unfortunately, there are several issues with this approach. First, the Whois 
database is unreliable, because it is not kept up to date, resulting in inconsistent entries. 
Second, if a large block of IP addresses was allocated to an organization, the database will 
only show the address/name of the organization and may not give the accurate information of 
its IP address usage with respect to the geographic location. Third, the allocation of an IP 
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address and the actual hosting location can be very different, and thus, cannot be used as a 
reliable resource for location information. 
Perform a traceroute on an IP address: The tracert command is used to trace a packet route 
to the destination. The router labels may contain the geographic location information in terms 
of city codes, airport codes, or country codes, but it could not be used if the client is behind a 
proxy. In addition, the naming convention followed by the routers of each of the autonomous 
systems (popularly known as AS) can be significantly different to ascertain location 
information.  
We review works related to geolocation. They dynamically geolocate the destination 
node. In dynamic location information, the location is identified based on some 
measurements or probes. There can be two types of dynamic geolocating schemes (a) IP 
address and (b) non-IP address based. We begin with the IP-based approaches. 
The authors of [24] discussed three approaches GeoPing, GeoCluster, and Geotrack 
to geolocate internet hosts. In GeoPing, they used delay-based probes to determine the 
correlation between delay and distance. Using LMSQ (weighted Least Mean Square), they 
calculated the error function at a particular location for a given source. In GeoCluster, they 
used a traceroute and ping measurement from a given source to the specified IP address. The 
router labels are converted into the geographic location using the city codes, airport codes, 
and country codes. GeoTrack used a variety of sources such as BGP (Border Gateway 
Protocol) routing information, address prefix, email server, webhosting, online TV service, 
etc., to build the IP to the geolocation mapping dataset  that they used to geolocate the 
desired host 
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The work presented in [25] proposed a CBG (Constraint Based Geolocation) scheme 
that identified the location of the Internet host using a multi-lateration technique. They used 
the term “LandMark” (LM) to represent a trusted computer on the Internet whose 
geolocation was known. By using LMs, the CBG scheme provided a confidence region to 
each location estimate. They also showed that the total number of LMs used could affect the 
distance estimation. However, after a certain number of LMs (approximately 40), the error 
remained constant and did not decrease. We argue that it is more important to use the LMs 
that are both efficient and closer to the targeted DC instead of keeping a bound on the upper 
limit of the LMs. We establish later in this dissertation that efficient use of LMs yields better 
accuracy and also the total number of LMs can be significantly lower in comparison to [24] 
[25] [26] [28] [30] [15].  
Watson et al. [28] discussed the problem of verifying a file location within distributed 
file storage systems such as the cloud. The focus of this work was to identify if the location 
of a user’s file is different from what was presented in SLA. The authors described the 
existence of a special case where a malicious server faked its location, and as a result, the file 
was stored in a different location than what was intended.  This is a case of breaking the 
SLA. It appears that the authors were not aware of the existence of dark fiber [36]. This case 
is not applicable to service providers like Amazon and Microsoft since they all manage their 
own DCs. The authors assumed that a cloud provider would give the IP addresses of the 
server that stores the file. This does not work in STaaS. These service providers give a 
service point beyond which a user cannot trace the existence of a DC. As a result of this 
limitation of IP based schemes, they cannot be used to measure RTT (Round Trip Time) to a 
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DC.  Although not directly related to geolocation of DC, we do compare this approach with 
IGOD for completeness.   
The work of Gill et al. [29] demonstrated the issues with delay and topology based 
localization techniques. They established that a malicious provider can hamper the accuracy 
and detectability of delay-based distance estimations. They argued that the addition of an 
extra synthetic delay could actually give the location value of a host that could differ 
significantly from the actual location. The assumption of the existence of a malicious cloud 
provider is not very realistic because a cloud provider strives to provide reliable and 
trustworthy service and low latency.  
The work of Albeshri et al. [32] deals with the geographic location assurance that 
combines the POS (Proof Of Storage) and the distance bounding protocol. The distance 
bounding protocol is essentially a delay based distance estimation. The POS is very similar to 
Provable Data Possession [15]. This work makes an unrealistic assumption that the user is in 
the same network (LAN) as the DC. This may be true for Amazon EC2 where there are 
computing instances with storage, but it is not useful for STaaS, such as Amazon S3, Google 
drive, etc., where only storage is offered. This totally limits the scope of “Geoproof” [32] and 
we observe that it does not contribute to the real world DC localization issues. In addition, 
this paper does not provide any solution to uniquely identify a DC. The authors’ primary 
concern is to demonstrate the latency involved with the HDD (Hard Disk Drives) and their 
effect on the localization. However, this can be easily avoided as we do in IGOD. By using 
the mechanism of “tuning” we actually force the DC to cache the file so that the ∆tL (look up 
latency) [32] can be reduced to a minimum or completely eliminated from the delay 
measurement. This step makes the latency measurement of “Geoproof” trivial. 
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   The work presented in [30] is focused on Internet host localization. It claims that the 
distribution of spatial distances for a given delay follows a common distribution and is 
independent of the landmark’s position from where the measurement was performed. The 
paper presents a large scale application scenario using localization of the IP addresses of 
YouTube servers and PlanetLab’s router map. The use of CAIDA (Center for Applied 
Internet Data Analysis) [37] helps to predict the geolocation of a target machine. We believe 
that it is a good IP-based approach to geolocate the internet host, which may not work for 
geolocating a DC. We claim that IGOD offers better accuracy than Spotter [30] and is 
relatively cost effective than other existing approaches including Spotter.  
A recent work done by the authors of [33] presents a naïve IP-based approach similar 
to [25] for geolocating the data hosting server. Although this scheme claims to be a low-cost 
and an enhancement over the existing schemes, the authors didn’t make any effort to 
establish their claim. We find it quite similar to CBG [25] and the error rate is even higher. 
They have simply used AWS-EC2 [38] to implement CBG with no modifications or efforts 
to make their scheme low cost.  
We summarize the limitations of the IP-based approaches in geolocating DC. They 
essentially use some form of RTT, most often a ping. A malicious service provider can 
suppress ping action or can tamper (add random synthetic delay) to the ping responses to 
make RTT based localization not usable. On the contrary, in a file download (the one that 
IGOD uses), a cloud provider could tamper the delay, but it would be counter-productive. 
This is because every provider strives to offer efficient services (low response time and high 
download speed) in a file download. IGOD exploits the service provider’s service model. We 
also provide a mechanism to identify a malicious cloud provider that can be done as follows. 
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We define threshold (τ) for each zone, which means the average delay from one end 
of the zone’s diameter to the other end. It signifies that for this zone, the file will not take 
more than τ ms to download. Furthermore, we also calculate the average error distance (∈) in 
the each zone as:  
 = {∈ + (τ * DDR)} 
The value of  gives an upper limit of the distance within a zone that IGOD can use to 
predict if the node is under attack. DDR here refers to Distance-to-Delay-Ratio. Karyn et al. 
[34] takes a different approach and endorse the replication of the user’s data at multiple 
locations. They present a solution to verify that a cloud storage provider replicates the data in 
diverse geolocations as per the negotiations with the user. They validate their results using 
Amazon Cloud Front which is a CDN (Content Delivery Network). The use case for this 
work is actually opposite to our application. They initially discussed Amazon S3 (StaaS) 
system, but then drifted away to CDN. In CDN, it is prescribed to have multiple copies of 
data and the user in this case is itself a service provider (of contents or data) using CDN as a 
service. They broadly make their claims of data present in a particular DC based on the delay 
observed. This work does not consider any privacy or security measures. Their assumptions 
are unrealistic when it comes to the StaaS model because a client in this case has no idea that 
his data is really being stored in a precise location or multiple locations. The authors describe 
one issue related to combining a PoR (Proof of Retrievability) protocol and a geolocation 
scheme. Consider a challenge corresponding to two parts of a file, but one of these parts is 
stored on a different server. While computing the portion of the response based at the 
challenged server, the second part could be retrieved from the other server. Thus, the 
computation time is masking the time to obtain the rest of the file.  
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The work reported in [15] presents a scheme for geolocating DCs in a STaaS model. 
It used RTT among intra-LM’s communications to geolocate the DCs. They partitioned the 
data in blocks and used an MAC (Message Authentication Code) based PDP (Provable Data 
Possession) to authenticate the possession of data by a DC using a challenge-response 
method. They validated their work using PlanetLab [39] and then deployed their scheme to 
geolocate an Amazon S3 DC. The authors assumed that (a) all data were jointly held by some 
set of DCs whose physical distance from one another was far enough to be distinguishable 
(with a high confidence) by latency (delay) based geolocation, (b) the cloud provider did not 
have a high-bandwidth, out-of-band channel between its centers, (c) the auditor controlled a 
set of semi-trusted geographically distributed LMs and (d) the adversary did not control the 
Internet. They gave a good comparison of distance vs. delay using the delay based model ( 
[25] [26] [27]). They used a large number of LMs, with no geographic diversity and no 
optimal number of LM choices. 
A cloud user usually is given a VM (Virtual Machine) with a choice of operating 
systems, hardware and storage depending on the SLA (Service Level Agreement) of the IaaS 
(Infrastructure as a Service). The cloud assures that the SLA, which can be dynamically 
negotiated for high scalability, will be fulfilled. The cloud abstracts, to some extent, the 
complexity and architecture behind the scenes from the user. This is why the user just sees a 
dedicated terminal running with the choice of OS; however, he has no means of knowing the 
actual hardware, hypervisor, or DC. The other option available to the user is to use STaaS for 
storing the data files. These files could be accessed (download or upload) from a shell 
command line (curl) or even from a browser using http/https protocols. Similar to the 
previous example of an IaaS model, in a STaaS model, the user also has no means of 
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knowing the real location of the DC. We address this issue in our research and present a tool 
that can verify the geographic location of the DC that has the user’s data. 
Since the location requirement is likely to be invoked frequently, we emphasize a 
minimum-cost approach in finding the location. None of the previous works [24] [25] [26] 
[27] [28] [29] [30] [31] [15] [32] [33] [34] considered the optimization of geolocation of the 
LMs and their optimal number so as to reduce the cost without compromising the accuracy. 
For example, the work of Mark et al. [15] did not investigate the selection of an optimal LM 
position based on the LM’s geolocation and the minimum number of LMs required. They 
used a brute force approach that used as many available LMs as possible for geolocation. We 
claim that this approach is likely to increase the cost manifold because of a poor LM 
selection policy and wastage of resources. Furthermore, the accuracy of identification of the 
DC location is quite low. Our approach identifies a minimum number of LMs to geolocate a 
DC with high accuracy. We claim the superiority of our scheme on the basis of cost and 
accuracy. 
We claim that our scheme AAP offers HA by unbundling the transactional services 
from data storage and by simplifying the services for a global cloud deployment.  It also 
provides ACID transactional services over multi-type data stores (RDBMS/KV store/RDF 
etc.). AAP can be used with or without IGOD as they are independent schemes. However, 
when they work together, AAP can perform faster and thus provide low latency HA. IGOD is 
also useful towards privacy and security of a user’s data. It is highly applicable where 
location of the data or VM is a critical factor, for example in HIPAA compliant data storage. 
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CHAPTER 3 
DBHAAS – AAP 
 
In this chapter, we describe HA service of AAP for the cloud database. To achieve 
this, we use the unbundled approach of transaction processing [16]. 
AAP replaces transaction redo by transaction roll-forwards for achieving failure-free 
transaction execution. Thus, in the presence of a system/hardware failure, it continues the 
forward processing of transactions as if no failure occurred. If there is a pause or an 
obstruction during the execution of transactions, AAP continues roll forward from the point 
of the pause. Note that in some situations a transaction roll-back cannot be avoided. For 
example, in a deadlock resolution, one of the transactions has to be rolled back. AAP takes 
care of such situations efficiently. 
The cloud provides an ideal structure for developing AAP. It achieves two things: 
first it decouples data processing with data storage and makes the DBMS suitable for the 
cloud, and second, it revisits FT/HA specific to the cloud DBMS. It enables a service 
provider to provide flexibility to a customer in terms of an SLA (Service Level Agreement). 
AAP, unlike [8], creates intelligent snapshots of different sections of the transaction 
execution instead of doing a blind copy of the whole primary VM to the secondary VM. We 
do not have to log disks (.vmdk or .xvd) except for the virtual memory that belongs to the TP 
Monitor. This optimizes the whole process since it generates the least amount of traffic and 
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amount of data to be replicated or stored on the secondary VM. The service provider, using 
AAP, can customize the HA process and can provide service using the least amount of 
resources and network usage. In the following sub-sections, we present the architecture and 
workings of AAP. We begin with a conventional transaction processing scenario for 
continuity. 
3.1 Current Transaction Processing Scenario 
A TP monitor is a database software module responsible for creating, binding, 
executing and managing transactions. A transaction comes as input and is bound to an 
appropriate TS (Transaction Server). The TS is an application that executes a transaction. 
The TP-Monitor does the following: 
a. Accepts input from clients in a predefined message semantics 
b. Examines the input requests to ascertain the type of request 
c. Initiates and starts an appropriate transaction class (depending upon the type) 
d. Commits/aborts the transaction 
e. Acknowledges the client about transaction outcome 
A TP monitor acts like an API for the user’s transactions and provides a layer of 
abstraction. It binds the database, the underlying operating system, and the communications 
as one package in which the user submits the request and receives a result (commit or abort). 
It also does load balancing, performance monitoring, fault monitoring, etc. [11]. TS is 
invoked by a TP Monitor when a transaction request is received. We call this event “binding” 
(TS is bound to a transaction request and the state of this request). 
There are a number of ways of mapping a TP Monitor and a TS to operating system 
processes or threads [11]. The most significant are 
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Use of ULT (User Level Thread library): A ULT library provides a clean approach to 
implement multithreading with a very small overhead. A ULT system has a different code 
and different execution for each thread and uses a single shared memory, as shown in Figure 
4. 
 
 
 
 
Figure 4. ULT 
 
 
 
A TP Monitor, for example can implement multithreading and run a TS (binds to a 
transaction) in each thread. These threads can easily communicate with each other since they 
all share the process and memory. The operating system is unaware of this setup and it 
executes a TM process as any other process. However, this setup has a problem. Let us 
consider that one thread is blocked (due to I/O), then the operating system will assume that 
the process is blocked and therefore, it will suspend the process. In reality, there can be 
several threads that are in ready state. This issue can be remedied if the TP Monitor can trap 
any such thread’s operation. By doing this, it can actually send an asynchronous message to 
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the I/O controller and request to make a software interruption when the operation is 
complete. In this way, the TP Monitor can schedule other threads that are in a ready state, 
leaving the thread that requires I/O to wait. The advantage of using this approach is that it 
gives a clean execution structure in the form of an ULT, but the disadvantage is that each I/O 
has to go through the TP Monitor. 
 
 
 
 
Figure 5. Server Classes 
 
 
 
Use of Server Classes: Server classes emulate ULT systems since they have a number of 
benefits. As shown in Figure 5, a single threaded TP Monitor can bind incoming transaction 
requests to the available TS Processes (single threaded). Any TS process can communicate to 
other TS processes using the inter-process communication service provided by their 
operating system. However, the TP Monitor still monitors the workings and state of each TS 
process.  
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A pool of processes (single threaded) emulates a multithreading model of an ULT 
system. If a TS is implemented in this way, then each TS can run a transaction inside an 
operating system process. This approach has advantages. A TP Monitor doesn’t have to trap 
the I/O of each TS, thus, each TS can be blocked individually without affecting the whole 
system. It also avoids any conflict since the operating system is in charge of scheduling.  
A request from a client can result in the creation of one or more TSs (in the ULT or 
Server Classes), each under the control of a TP Monitor. This is required since creation, 
management, commit, abort, etc., are performed by the TP Monitor. Apparently, the TP 
Monitor has the privilege to monitor each TS’s execution state. We also refer to the TP-
Monitor as an HA-Monitor (High Availability Monitor) in this dissertation.  
3.2 Unbundled Transaction Processing Scenario 
 In an RDBMS, many different components such as RM (Recovery Manager), CCM 
(Concurrency Control Manager), TP-Monitor (Transaction Processing Monitor), etc., work 
in sync. This model is commonly known as the TM-DM model [9] that integrates the 
database, the underlying operating system, and communication system in one package where 
a user submits a request and receives the result. It also does load balancing, performance 
monitoring, fault monitoring, etc. A major drawback of this tightly coupled architecture is 
that it offers low flexibility and scalability for the database. In addition, it only supports 
conventional record based storage. The Cloud computing has opened up new opportunities 
for deployment of a different but more flexible and scalable database model. This model is 
presented by Lomet et al. in [16] and it is called “Unbundled Database Architecture”. In this 
approach the database processing component (transaction), is decoupled from the storage 
component. The TC (Transactional Component) works at a logical level and it knows about 
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transactions and the underlying concurrency control and recovery. However, it does not 
know about the storage structure like B-trees, page layout, indexes etc.; it is the responsibility 
of the DC (Data Component). The TC does all the locking for concurrency control and also 
log management for a transaction rollback and durability. Since the data is confined to the 
DC, it does the record storage management and provides atomic operations. This is the 
reason that DC might have its own local concurrency control and recovery which is totally 
independent of TC. This unbundled architecture gives us flexibility to support and scale to 
multiple DCs each of a different type of data store, not necessary relational. It also supports 
rapid software development independently for TCs and DCs. 
Based on above discussion, we believe unbundled TC-DC approach is an excellent 
way to deploy cloud based databases. We have used some aspect of TC-DC model in the 
development of AAP.   
3.3 Architecture 
Figure 6a shows the progress of transaction execution in AAP and Figure 6b expands 
the entire process and the architecture of AAP. It uses two VMs; VMp as the primary VM 
and VMX as the backup VM. Users initiate transactions at VMp (Figure 6a). The VMp gets 
paired with a backup VMX. Overtime some transactions are committed and some (Ti, Tj and 
Tn) transactions are running. If at some point VMp fails then the failure is detected and the 
failover process is initiated. At the end of the failover process, VMX becomes the next VMp 
and this VMp pairs with a new VMX. The new VMp resumes the execution from the point of 
failure (last checkpoint). This cycle is followed every time a VMp fails.  
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a. Failover timeline 
 
b. Architecture 
Figure 6. AAP Failover and Architecture 
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The entire process of failover and resumption of execution is hidden from the client. 
AAP only loses the execution state generated at the VMp since the last checkpoint. In the 
worst case, AAP might lose one checkpoint interval’s worth of work which is hidden from 
the user. It appears to the user that transaction execution was never interrupted. Figure 6b 
presents detailed internals of the system. AAP has a few system components that are critical 
for the system to work properly. For example, to record the execution progress, AAP uses a 
LS (Log Server) maintained at a separate physical location. The state of the TP-Monitor of 
VMp is replicated at the LS for VMX. There can be many transactions running on VMp, all 
under the control of the HA-Monitor. In order to attain HA, instead of checkpointing the 
whole VM, AAP takes application level checkpointing [40] that reduces the amount of 
memory to be checkpointed and in turn, reduces the communication costs. We have also 
designed a RAS (Replication Agent Stub) that is responsible for performing checkpointing 
and communicating with peer RASs at the LS. Since concurrency control and recovery are 
both necessary for satisfying the ACID guarantee, we also use an LS for storing the 
transaction log and LM (Lock Manager) for providing transaction isolation. AAP also 
provides a transparent failover by configuring the VMX with the same IP address as that of 
VMp. The HA-Monitor (hence, the transactions) is rolled forward from the point of failure 
with the same ports and state. We observe that this is quite the standard way to achieve a 
transparent failover [8]. 
3.4 State Replication 
In order to roll forward a transaction from the failure point, it needs the execution 
state up to the failure (interruption) point, therefore, it must be saved at a stable store. 
Products like vSphere [41], hyperV [42] and research prototypes like Remus [17], RemusDB 
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[8] make a blind replication of the whole VM state at a predefined time interval. To complete 
the replication on these systems, the current VM execution is paused until the replication is 
complete. The execution of all active transactions is blocked, the state is saved, and then the 
execution of the blocked transactions is resumed. The approach is quite expensive because it 
involves full state and non-customized replications. 
We claim that to roll forward any activity (transaction, thread, etc.), a full VM state 
replication is not necessary. What we need is the address of the next instruction of the 
application, the execution history of the completed operations stored in the log, and the 
necessary pointers for resuming execution. Thus, AAP instead of taking full state 
replications, creates an application (database) checkpoint image that is much smaller in size 
than the whole VM (we use snapshot and checkpoint interchangeably in this dissertation). In 
addition, it applies EBR (Event Based Replication) which creates a snapshot or checkpoint of 
the running transactions and enable us to restore or resume the execution from the last 
checkpoint.  
Once the checkpoint is taken, it is replicated to the LS (different than the current 
host). If we store the image on the current host, then in the event of a failure, we need to wait 
until the host comes online. This jeopardizes the transparent failover and availability. The 
backup virtual machine is provided with the most recent checkpoint to resume the execution. 
We identify three events: (a) SRT (Standard Replication Timeout), (b) a Transaction 
Creation and, (c) an End Transaction.  
The first event, SRT, refers to the frequency of replication (for example, after every 
30 seconds). As soon as the timer expires, the SRT enables the checkpointer to take a 
checkpoint of the running transactions.  
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The transaction creation is the second event that occurs when a transaction is 
submitted to the TP Monitor. The event binds the transaction to a process (child). 
 
 
 
 
Figure 7. Transaction instances 
 
 
 
As shown in Figure 7, checkpointing can be done at Instance-1, at Instance-2, or at 
Instance-3. However, checkpointing at Instance-1 or at Instance-2 will be inadequate because 
the snapshot will have no information about how many TSs (Transaction Server) [11] got 
bound to T1 (i.e., the incomplete transaction execution structure). This is the reason we 
define Instance-3 as the “initial state event”. The state of the TP-Monitor of VMp is 
replicated to the LS for VMX at every “initial state event” for every transaction Ti. If Ti starts 
executing before transaction Tj, the intermediate state of Ti will be replicated while 
performing the “initial state” replication for Tj. This does not affect the logic and working of 
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EBR. Thus, AAP avoids unnecessary replication by replicating only at the specific events 
(EBR) where it is affirmative that the transaction will be executed. The idea of fuzzy 
checkpointing would not work here, that is why TP Monitor has to be suspended to complete 
the replication. The event of transaction creation also resets the timer (SRT). 
The third event refers to the situation where a transaction submits an ET (End 
Transaction). We consider it as an event to perform checkpointing. However, for us, an ET is 
no different than a conventional commit. Performing a replication at this point helps us to 
achieve a consistent lock table state and makes Commit Protection [8] becomes obsolete. In 
database workloads the memory writes often change only a small part of the pages on which 
they occur. This helps to achieve a significant reduction in the replication traffic by sending 
only the actual changes to dirty pages. In addition, to increase the overall efficiency and 
reduce the costs, compressing such checkpoints is beneficial because the checkpoint image 
will contain redundancy. To achieve these objectives, we use a bitmap scheme, which after 
every checkpoint, finds out the pages that are dirty in comparison to the previous checkpoint. 
Only these pages are sent to the LS and also only after XORing them with the pages of the 
previous checkpoint. After the XOR operation, the dirty pages mostly contain zeroes that are 
then picked up by the compression schemes. We discuss the effects of different compression 
techniques in the evaluation section. 
3.5 Pulse and Failover 
To keep the failover transparent and fast, AAP uses pulse (a configurable parameter) 
messages. A pulse is sometimes also referred as a “keep alive” or a “heartbeat” message. An 
LM runs a CCM (Concurrency Control Mechanism) and the LS is managed by an RM 
(Recovery Manager). AAP has a RAS running at the LS (Figure 6b) that identifies if any of 
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the primary VMs (VMps) are down. To do so, it exchanges a pulse every 100ms (depends on 
the configuration) and if the RAS misses three consecutive pulses from VMp then it assumes 
that it is down and enables VMX with the latest state information. “λ” (pulse timeout = 
missing 3 consecutive pulses) is the total wait time observed by the RAS to initiate a failover. 
If both hosts fail, which is unlikely, the system would be left in a consistent state since all the 
information necessary to roll forward transactions is saved at the LS. What it means is we 
will have the latest checkpoint image, lock status and log information to roll forward the 
transactions on yet another VM. In a host failover, which is transparent to a user, the data 
packets intended for VMp (offline now) will now be routed to VMX. Hypervisor makes sure 
that this happens. Since the old VMX is now VMp, the RAS makes the selection of a new 
VMX for this VMp.  
There are many hosts, and each one is running multiple VM’s. There are multiple 
DCs and each has a database running on them. The transaction processing and recovery 
management is decoupled from the database. So the databases in this case are the Data 
Components (DCs) [16] that may have their own cache, own recovery schemes, and stable 
data storage (different from the transaction cache, log and crash recovery). As soon as a 
transaction is initiated on VMp, the initial state (checkpoint image) of the TP-Monitor (which 
includes transactions) gets recorded at the LS. The transaction execution starts at VMp where 
it makes entries to the cache, lock table (LM and local) and log as the transaction code gets 
executed. This instance of a DBMS running at VMp is marked as an HA-DBMS; however, 
there can be other instances running in other VM’s without HA. Since our idea is to offer an 
HA-DBMS as a service, this comes with an option. 
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Based on EBR the TP-Monitor running at the VMp is checkpointed. There are three 
different types of communication between the LS and TP-Monitor: the log update, the 
checkpoint update, and the pulse. We propose a new communication protocol (Figure 8) 
between the RASs to increase the efficiency of AAP and to standardize the communication. 
 
 
VM-ID T-ID Timestamp T-Status 
Sequence-Number Payload Type <Reserved> 
Payload 
Figure 8. Communication Protocol 
 
 
 
The very first checkpoint update of the HA-Monitor at VMp is stored at the LS as 
soon as it is generated based on the EBR. For all future updates, we do incremental 
checkpointing. This saves us a lot of communication costs and increases efficiency. At the 
LS, as soon as a checkpoint update is received, the AAP replication agent overwrites the old 
snapshot with the latest one (consolidating new and old snapshots). To summarize the steps 
of AAP towards high availability in the following algorithm: 
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3.6 Transaction Log 
The transaction log is one of the most crucial data-structures for database recovery 
since it contains the BFIM (before image) for undoing an aborted transaction and AFIM 
(after image) for redoing a completed (end of transaction) transaction. In our data model we 
can have multiple DCs getting read/write from hundreds of transactions and since it also 
follows WAL protocol (Write Ahead Logging), we realize that conventional log storage 
would soon become a performance bottleneck. In a traditional SQL database hosting 
thousands of users, using a synchronously replicated log would risk interruptions that will 
have a widespread impact. In AAP, we do not rollback transactions. Situations like user 
initiated transaction abort, deadlock resolution, etc., or DC failure will require an undo or 
redo or both. To address these issues, AAP maintains the LS which is managed by a 
MongoDB cluster [43] for log management. This simplifies the log storage and also enhances 
BEGIN 
1: AAP identifies back-up VM set VMX = {VMX1, VMX2 … VMXn} based on closest host using 
IGOD. Initializes LS, LM, RAS and DCs 
2: User at VMp submits one or more transaction(s). LM calls going as needed by the 
transaction, monitored by TP-Monitor. RAS identifies, configures, initializes and binds a 
back-up VMXi for this user but keeps it in suspended state. 
3: Create checkpoint(s) based on EBR, ship them to LS. 
4: <Transaction(s) execution>, updates sent first to LS (WAL) and then DC(s) 
5: If system fails, VMp, identify failure by missed pulses. 
6: RAS Re-enables VMXi and provide it with latest checkpoint image.  
7: VMXi starts executing transaction(s) from the point of failure and becomes VPp. RAS 
identifies, configures, initializes and binds a back-up VMXi for this user but keeps it in 
suspended state. If system fails again, go to Step 5. 
8:  Transactions execution finish, user log-off, terminate the binding between VMp and 
VMXi, VMXi returns to VMX set.  
END 
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the performance since we configure the cluster with write-optimization. We also shard 
(partition) the log that optimizes the writing log records for each DC. This improves the 
availability and throughput. We believe that most user generated queries would be directed 
towards a single DC, however a query could encompass more than one database and could go 
beyond the boundaries of one DC. Thus, a single query could result in data 
retrieval/manipulation from multiple types of DCs. Either way, since we shard the log on the 
basis of each DC, a transaction might result in entries towards more than one shard, which is 
easily handled by MongoDB doing parallel writes. Since we choose a partition key 
(compound shard key) as the DC-ID (unique Data Component id) and the T-ID (unique 
transaction id), this, in effect, results in multiple logs, each for its own DC. For MongoDB, 
our transaction log is a Document oriented database. We create the AAP-TRANSACTION-
LOG database, the LOG collection, and configure the number of shards to be equal to the 
number of DCs. The following pseudo code creates the AAP-TRANSACTION-LOG 
database, the LOG Collection and configure the number of shards to be equal to the number 
of DCs with DC-ID & T-ID as shard key.  
db= (new Mongo ("localhost:30999")).getDB("("<AAP-TRANSACTION-LOG>"); 
db.createCollection ("LOG"); 
cluster = new ShardingTest ({"shards" : <# of DCs>, "chunksize" : 1}); 
sh.enableSharding ("<AAP-TRANSACTION-LOG>"); 
db.LOG.ensureIndex ({"DC-ID" : 1}); 
db.LOG.ensureIndex ({"T-ID" : 1}); 
sh.shardCollection ("("<AAP-TRANSACTION-LOG>.LOG", {"DC-ID" : 1, "T-ID" : 1}); 
The LOG (Figure 9) is partitioned on the basis of the DC-ID. Each shard would have 
multiple chunks of the data. Chunk is a contiguous range of data from a particular collection. 
Documents of a collection are sorted lexicographically while managing chunks of a shard. In 
the above discussed scenario, chunks are first created on the basis of the DC-ID and then if 
that chunk grows to its maximum size, it is split in two on the basis of the T-ID. In other 
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words, any chunk of a shard would at least belong to one transaction. This partitioning and 
organization of log records makes the recovery fast in case of a redo and/or undo. In an 
extreme case a transaction’s log records could overflow a chunk. Chunk size is often of the 
range 64MB – 128MB. It is very unlikely that a transaction would generate more than 128 
MB of log records. Nevertheless, LSN could then be added as a third parameter in compound 
shard key after DC-ID and T-ID.  
 
 
 
DC-ID LSN TransactionID (TID) BFIM AFIM 
Figure 9. Log Structure 
 
 
 
 
Figure 10. Log Servers’ Cluster 
 42 
 
There are three different types of servers in MongoDB: mongod-config, mongod-
data, and mongos (as shown in Figure 10). Any client, in our scheme the HA-Monitors/RAS, 
interacts with only the mongos’ processes. The mongos process is a front-end client interface 
and a routing agent. We create one mongos’ process for each DC in the system; this 
improves the utilization and efficiency through servicing requests in parallel. AAP creates 
two databases in the LS cluster. One is AAP-TRANSACTION-LOG and the other is VM-
SNAPSHOT. We have already discussed the organization of the former; the latter is required 
to store the latest checkpoint of the HA-Monitor running at a VM. We partition the database 
VM-SNAPSHOT using the compound shard key as the VM-ID and USER-ID. Since at any 
given time, only one user will own a VM and once that user gets logged off, the respective 
snapshot is deleted by the RAS. In our approach, the conventional log structure is not 
adequate for recovery because of the decoupling of transactional services with the data. Thus, 
we add a new piece of information that is DC-ID. Figure 9 illustrates this structure in a 
simplistic form with some of the fields including DC-ID. 
AAP supports three recovery operations: redo, undo, and roll-forward. We have 
discussed roll-forward in detail and redo-undo in brief in previous sections. We present the 
scenarios in which undo-redo would be applied. 
Undo and Redo: A transaction may be aborted by a user or in a deadlock resolution. Each 
DC is an independent data store that can fail independently. If a DC fails during a transaction 
execution, a straight forward choice could be to abort the transaction. However, we take the 
optimistic approach and keep executing the transaction only if the transaction does not make 
a read request for a new data item from the failed DC. Thus, in absence of a read request, a 
transaction will execute and eventually commit. All the updates will be logged in the LS. 
 43 
 
When the DC comes up, it sends its low water mark (LWM) [16] (LWM is the LSN of the 
last updated DC installed on the database) to the LS. The LS, after receiving the LWM, finds 
that there are still more updates to be written to the DB (by searching for log records having 
LSN > LWM for the same DC, identified by the DC-ID). Hence, the LS ships those updates 
to the DC (redo), the DC installs the updates and changes the value of the LWM to the LSN 
of the last installed update and communicates this LWM value to the LS. This is similar to 
the situation when a transaction is committed, but the DC failed before installing the updates. 
Since WAL is followed in our approach, the ET/commit record is present in the LS. The DC 
follows the same approach (redo) when it comes up to attain a consistent state. On the other 
hand, if a transaction makes a read request for a new data item from the failed DC, then we 
have no other choice but to abort the transaction and perform undo when the DC comes up. 
3.7 Concurrency Control 
In order to guarantee consistency and isolation, we use an LM. We use two types of 
lock tables that are always kept in a consistent state. They are an LM-table and a local lock 
table. If a transaction wants to access a data item, it has to first acquire a lock on that data 
item. The LM-table maintains this information. The local lock table stores this information 
for future references of the same transaction; however, this information is only valid until the 
transaction unlocks the data item after which it is removed from the local lock table. By 
keeping a consistent local copy with the HA-Monitor, we avoid many round trips for a lock 
request to the LM for the same transaction. As soon as a transaction commits, the locks are 
released. The locking mechanism that AAP uses is a version of 2-Phase Locking [9].  
The LM has the metadata/catalog of the all the DCs. We support multi granularity 
locking. Since this dissertation is towards HA, the concurrency management details are out 
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of its scope. That being said, our model is well suited for scalability towards adding more 
DCs and is capable of managing scalable configurations. 
3.8 Evaluation 
 In this section, we discuss the behavior of AAP using our experimental results. These 
experiments focused on a. Application Checkpointing, b. Checkpoint Image Compression, 
and c. Incremental Checkpointing. We first would like to point out a semantic flaw in 
transaction commit in [8] and then explain how AAP deals with it. Authors of RemusDB [8] 
proposed the idea of Commit Protection. We claim that commit protection is an overhead in 
transaction execution. It prohibits the release of commit acknowledgement until the backup 
VM is checkpointed. This means that if a transaction t1 commits, the commit message is 
released only after checkpointing is done (after checkpoint timeout). This violates commit 
semantics. Consider the scenario in 11. A failure occurred after the transaction executed an 
ET, but before it executed a commit. 
 
 
 
Figure 11. Failure scenario 
 
 
In other words, according to Commit Protection, if a transaction fails after 
committing, but before checkpointing, then the transaction has to be rolled-back. This is an 
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unnecessary overhead because the system (in case of failure) will end up re-executing 
already committed transactions. In AAP, there can be tens of VMs running hundreds of 
transactions and communicating with data components [16] along with the LS and LM. In 
this scenario, failure of one VM (or one instance of DBMS running on a VM) should not 
affect other transactions (i.e., should not initiate a restart procedure), but if we follow the 
restart procedure of [16] [9] then this cannot be achieved. Thus, instead of waiting for the 
checkpoint timeout, AAP takes the checkpoint as soon as a transaction reaches the ET and it 
then resets the timer (SRT). A general checkpoint and transaction execution timeline is 
shown in Figure 12. It can be noticed that checkpoints i to i+2 were taken because of the 
SRT; however, Checkpoint (i+3) was taken due to a transaction commit even before the SRT 
expired. Later, the system failed, but the execution resumed on VMX from the last consistent 
checkpoint, i.e., Checkpoint (i+3).  
 
 
 
 
Figure 12. Transaction “Execution + Checkpointing” timeline 
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 We conducted emulated experiments to demonstrate the cost-effectiveness and 
superior performance of AAP. Our preliminary results show that AAP is much more cost 
effective than any database HA scheme today, especially [8]. For these experiments we used 
a university cluster with 2 servers (Microsoft Windows Server 2012 and vSphere) both with 
16gb of memory, an Intel Xeon X3430 2.40-2.39 GHz processor, and Ubuntu 14.04.1 as the 
guest operating systems. Each guest OS had 4GB of virtual memory and 4 virtual CPUs. For 
the LS, we used a MongoDB cluster with 3 shards each on a different desktop Windows 7 
machine (each with an Intel i5-2400 3.10GHz processor and 4gb of memory). We deployed 
two databases, one with MySQL and the other with a simple MongoDB KV (key, value) 
database. As mentioned earlier, we also deployed an LM on the Windows server running as a 
separate multi-threaded process. Since we used an LM, our queries did not use built in locks 
on these databases. In addition, we implemented range based locks and also, for simplicity, 
we made each as a key based query (Primary for MySQL and _id for MongoDB). The above 
setup imitates a hybrid | federated | multi cloud with different servers, configurations, and 
even databases, but it allows for the creation of identical VMs. In addition, the university 
cluster was running on a 1gbps network.  
 We earlier discussed the merit of compression schemes and their effectiveness when 
the amount of data to be replicated is large and contains redundancy. We evaluated three 
different compression schemes, namely, GZ (GZip), BZ (BZip2), and XZ (LZMA/LZMA2) 
with AAP’s EBR checkpoints. We linearly generated transactions that were then picked up 
by a TP-Monitor and assigned a TS for execution. Since transaction execution must be 
suspended during checkpointing and the duration of suspension affects throughput and 
response time, we measured this duration for different compression schemes. The 
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“read:write” ratio for the transactions were “80:20”, respectively. This is a typical real time 
database workload ratio [44]. We collected data when the execution state reached a steady 
state. Figure 13 illustrates the TP-Monitor suspension time with respect to the number of 
transactions. We observed that with the number of transactions, the amount of memory and 
state information to be checkpointed increased. However, the difference was not too large; 
for example, with 10 transactions running in the system, the TP-Monitor was suspended for 
30 ms (mean) for a checkpoint, whereas with 50 transactions in the system, it was suspended 
for 70 ms (mean). To get unbiased execution data we measured different performance 
metrics for few transactions through few tens of transactions running in the system. 
However, the most crucial aspect of this work is transparent failover and thus while 
measuring the total failover delay we increased the total number of transactions running in 
the system to be up to 500. 
 
 
 
Figure 13. TP-Monitor Suspension 
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  Different compression schemes have different sets of advantages. For example, in 
our checkpointed images of more than 50 concurrent transactions, XZ compression (tar + xz) 
was very economical with a compression rate of more than 99%, but it took 45 times more 
time than archiving (tar). On the other hand, for the same image GZ compression (tar + gz) 
offers around a 90% compression rate and it takes around 5 times more time than tar. Such 
comparisons are illustrated in Figures 14a and 14b. Another aspect which is dependent on the 
size of compressed checkpoint image and network bandwidth was the network delay to 
upload (replicate) this image to the LS, as shown in Figure 15. The random spikes in this 
Figure are because of our university shared network. Figure 16 demonstrates the combined 
effect of Figure 14a and Figure 15. It also shows the percentage of time spent by the RAS in 
compression and replication. In these graphs, we turned off the incremental checkpointing 
feature so as to visualize the real compression values. It can be clearly observed that the XZ 
compression, although it has a very high compression ratio, is very slow. Thus, it is not a 
good choice for AAP. With a careful observation, we decided to use GZ compression since 
its performance is acceptable in time, space, and network complexity. 
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a. Compression Delay  
 
b. Checkpoint Image Size  
Figure 14. Compression Delay Vs. Compression Effect 
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Figure 15. Checkpoint Image Transfer Delay (Primary VM to LS) 
 
 
 
 
Figure 16. Checkpointing Archiving Vs. Network Delay 
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 The above figures demonstrate several important properties of AAP, right from taking 
checkpoint on VMp to replicating it on the LS. It is also important to verify how AAP 
performs during the transparent failover. Figure 17a illustrates the average delay observed in 
the transparent failover from VMp to VMX for λ = 50 ms. Recall “λ” (pulse timeout), which is 
the total time the RAS waits to initiate the failover. The total time to complete a transparent 
failover would require “λ + checkpoint image transfer + image restore” ms. We observed 
that λ as 50 ms is a very small wait time if the RAS wants to detect that VMp has failed, thus 
we considered several different values as illustrated in Figure 17b. Based on this Figure, we 
deduced that the total transparent failover time was directly proportional to “λ”. We also 
compared AAP’s failover performance with RemusDB’s [8] failover performance. It can be 
seen in the Figure, that AAP performed much better and in addition, its flexibility can be 
configured based on the workload. If the transactions tend to be longer (of the order of few 
minutes) the administrator can increase the value of “λ” and vice versa. Furthermore, because 
of AAP’s optimizations (compression and incremental checkpointing), the failover was 
partially independent of the number of transactions, rather “λ” was the key element. Since, 
“λ” is a parameter that can be tuned externally as well, AAP’s internal performance was 
consistent irrespective of the system load.   
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a. Failover Delay for λ=50 ms 
 
b. AAP Mean Failover Delay for λ = {100, 500, 1000} ms Vs. RemusDB Failover Delay 
Figure 17. 
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 An important feature of any replication based solution is the amount of data it has to 
send for achieving HA because it is directly proportional to the efficiency of the whole 
system and the costs involved for network utilization and storage. In this case also AAP 
outperformed RemusDB [8] and its parent system Remus [17]. As shown in Figure 18, the 
amount of data AAP sent, even without optimizations, (AAP original) was much less than 
what earlier works sent with optimizations (RemusDB optimizations: RT – Disk Read 
Tracking, ASC – Asynchronous Checkpoint Compression, and CP – Commit Protection). 
With optimizations like compression (GZ) and incremental checkpointing, AAP performed 
90% better than earlier works. Note that incremental checkpoint involves compression as 
well. This is a significant improvement in achieving cost-effectiveness. As we mentioned 
earlier, this comparison is based on a typical “read:write” transactions’ ratio of “80:20” for a 
live database system [44]. Any changes in this ratio might also change the amount of 
replication data sent. However, that change is not significant enough to affect the 
performance of AAP. 
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Figure 18. Replication Data Sent: AAP vs. {Remus, RemusDB} 
 
 
 
High Availability Metrics for AAP: We measured the “HA” of AAP in terms of the 
percentage of time the system was available. As discussed before, if a system is available 
99% of the time then it is called as availability of “two nines”, if it was available for 99.9% 
of the time then it is called as availability of “three nines” and so on. Cloud providers offer 
different HA for their cloud databases. For instance, Amazon’s AWS RDS offers 99.95% 
availability [45], Microsoft Azure’s SQL cloud offers 99.99% availability [46] and Google’s 
Cloud SQL offers 99.95% of availability [47].  
 For any provider, the availability is a function of failure. Failures other than disk 
failures such as RAM, communication and network can hinder transaction execution. For a 
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given MTBF (Mean Time Between Failures), AFR (Annualized Failure Rate) which gives 
the failure probability in a year is the most commonly used parameter. For example for 
PATA (Parallel ATA) and SATA (Serial ATA) disks the MTBF is minimum 300, 000 hours 
[48]. Given this information AFR is predicted as follows: 
AFR = 1 – exp (−8760  ) 
This comes out to be 2.92% per year. It suggests that a disk may fail with the probability of 
2.92% [49]. This percentage could also vary with the age of hardware as well. For instance, 
the failure trends predicted by Google says that the AFR is 1.7% for the devices in their first 
year that grows to 8% for the devices in their 3-5 years of usage with mean as close to 3% 
[50]. Another Usenix paper findings suggests that though the AFR ranges from 0.58% to 
0.88% the device replacement rate could range from 0.5% to 13.5% depending on the age 
and few other factors [51]. Based on these findings it could be said that the AFR could range 
between 0.5% to 13% with 3% to 4% as its mean value. Considering the mean AFR, we 
chose the failure rate of 3% to 5%. In our experiments to demonstrate the HA of AAP we did 
three test runs each for 382 seconds, 1337 seconds and 1702 seconds for 50, 100 and 500 
transactions respectively. We would also like to include here that the database setup for our 
MySQL instance was adapted from TPC-C benchmark recommendations [52]. The total size 
of this database was 2.3 GB on the disk. For MongoDB database we used Enron Email 
Dataset provided by Carnegie Mellon University [53]. The total size of this database was 1.5 
GB on the disk. We assumed the cloud clusters of the size 1000 to 10000 virtual servers. For 
each cluster size we also assume the failure rate of 3%, 5% and 10%. Though considering a 
cluster of 10000 servers with 10% of failure rate is an extreme step, we still included it to 
show the robustness of AAP in presence of high failure scenario.  
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We calculated the Availability based on the formula below: 
Availability =  ( +)  [54] 
MTTR (Mean Time To Repair) is a measure of the delay it takes to repair. In our case this 
repair refers to the transparent failover of the transactions and thus resuming execution by 
doing roll-forward of the transactions on VMX.  To calculate MTTR we mainly considered 
“λ”, checkpoint image transfer delay and checkpoint image restore delay. Recall “λ” (Pulse 
timeout) from Section 3.6, which is a time interval after which AAP initiates the failover and 
“SRT” (Standard Replication Timeout) from Section 3.4, which is a time interval after which 
AAP creates a checkpoint and sends it to the LS. In our experiments, we relate these two 
parameters with each other based on the formulae below: 
λ = 3 * SRT 
This is to avoid having an extra “pulse” or keep alive signal and thus using the checkpoint 
message received at LS as a pulse message as well. Table 1 shows a detailed log of HA 
achieved by AAP for different SRTs, AFRs and Cloud cluster size. These metrics are taken 
for 250 – 500 concurrent transactions. It also shows the HA in 9’s for two variations of AAP, 
one that does not use compression and the one that uses it. The variation that uses the 
compression also use the concept of sending only dirty pages to LS i.e. incremental 
checkpointing (Section 3.5). The x and y in AFR (x, y) refers to “x%” of failure rate for a 
cloud cluster of “y” virtual servers. 
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Table 1. HA metrics for AAP 
λ (in 
ms) 
SRT (in 
ms) 
AFR (x, y) HA (in %) HA with compression (in %) 
1500 500 3, 1000 99.9997 99.9998 
5, 1000 99.9996 99.9996 
10, 1000 99.9991 99.9992 
3, 10000 99.9973 99.9976 
5, 10000 99.9956 99.9961 
10, 10000 99.9912 99.9921 
3000 1000 3, 1000 99.9996 99.9996 
5, 1000 99.9993 99.9993 
10, 1000 99.9986 99.9987 
3, 10000 99.9959 99.9962 
5, 10000 99.9932 99.9937 
10, 10000 99.9864 99.9874 
9000 3000 3, 1000 99.9990 99.9991 
5, 1000 99.9984 99.9984 
10, 1000 99.9967 99.9968 
3, 10000 99.9902 99.9905 
5, 10000 99.9837 99.9842 
10, 10000 99.9675 99.9684 
15000 5000 3, 1000 99.9985 99.9985 
5, 1000 99.9974 99.9975 
10, 1000 99.9948 99.9949 
3, 10000 99.9845 99.9848 
5, 10000 99.9742 99.9747 
10, 10000 99.9485 99.9493 
30000 10000 3, 1000 99.9970 99.9971 
5, 1000 99.9950 99.9951 
10, 1000 99.9901 99.9902 
3, 10000 99.9703 99.9705 
5, 10000 99.9505 99.9509 
10, 10000 99.9010 99.9019 
90000 30000 3, 1000 99.9913 99.9913 
5, 1000 99.9855 99.9856 
10, 1000 99.9711 99.9712 
3, 10000 99.9133 99.9135 
5, 10000 99.8555 99.8718 
10, 10000 99.7115 99.7123 
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As shown in Table 1, AAP provides HA of the order of five 9’s to four 9’s for the 
most common failure scenarios of 3% to 5% failure rate over the cluster size of 1000 virtual 
servers. Even for the extreme failure rates of 10% over the two clusters, AAP does not break 
down and continues to work and providing the HA of the order of four 9’s to close to three 
9’s. To give a comparison of AAP with other DBaaS providers over HA we present Figure 
19. AAP provides higher availability than all other providers. Even in the worst case AAP 
does not break down and keeps providing HA at a little lower rate. We could not compare 
AAP and other providers on the basis of worst case due to unavailability of data, however it 
is often that these providers are not able to deliver the promised HA and provide 
compensation for the customer [45] [46] [47]. Furthermore, we wanted to compare HA of 
AAP to RemusDB [8], however its authors have not provided any data pertaining to how 
much 9’s of availability RemusDB offers in [8]. 
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Figure 19. Mean Availability offered by AAP vs. Others for λ = 3 * SRT 
 
 
 
We observe that the availability is dependent on the value of λ. λ is the timeout value 
for VMp failure detection and is also configurable. We measured percentage its percentage in 
the total failover delay which ranged from 10% (for smaller values of SRT) to 95% (for 
larger values of SRT). In other words, the failover provided by AAP is extremely fast, 
however a slow failure detection decreases the availability. This is the reason we 
intentionally made λ as a dynamic parameter that can be changed based on the database 
workload. Database workloads could be of different types like smaller transactions whose 
execution is of the order of few seconds to a few minutes and larger transactions whose 
execution is of the order of several minutes to a few tens of minutes.  It is imperative to 
choose the value of λ (and thus SRT) with extreme caution because it could affect not only 
HA but also to the other important parameters like execution time and the amount data 
transfer and thus affecting the performance of the whole system. Table 2 to show the log that 
99.92
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contains the execution time of a set of transactions and checkpoint image size for different 
values of SRT (and thus λ, because λ = 3 * SRT).  
 
 
 
Table 2. AAP- λ vs. Image Size vs. % Increase in Execution Time 
TX 
(s) 
λ 
(s) 
SRT 
(s) 
Image 
Size (ESP) 
Image Size 
(ESPC) 
Exec 
(s) 
[AAP: 
ESP- 
% increase] 
[AAP: 
ESPC- 
% increase] 
50 1.5 .5 6 MB 0.642 MB 382 [20.7] [43.1] 
100 12.23 MB 1.35 MB 1337 [19.3] [39.4] 
500 22.61 MB 2.1 MB 1702 [21.4] [40.7] 
50 3 1 6 MB 0.642 MB 382 [9.6] [20.1] 
100 12.23 MB 1.35 MB 1337 [11.3] [19.3] 
500 22.61 MB 2.1 MB 1702 [10.8] [19.1] 
50 9 3 6 MB 0.642 MB 382 [4.2] [5.5] 
100 12.23 MB 1.35 MB 1337 [5.6] [6.4] 
500 22.61 MB 2.1 MB 1702 [5.2] [7.9] 
50 15 5 6 MB 0.642 MB 382 [2.1] [4.5] 
100 12.23 MB 1.35 MB 1337 [3.1] [4.6] 
500 22.61 MB 2.1 MB 1702 [2.2] [4.9] 
50 30 10 6 MB 0.642 MB 382 [1.3] [2.7] 
100 12.23 MB 1.35 MB 1337 [2.1] [2.9] 
500 22.61 MB 2.1 MB 1702 [1.9] [2.8] 
50 90 30 6 MB 0.642 MB 382 [.3] [.8] 
100 12.23 MB 1.35 MB 1337 [.4] [.8] 
500 22.61 MB 2.1 MB 1702 [.4 [1.1] 
 
 
 
In Table 2, TX represents transactions in the system, ESP refers to the total time 
taken for Execution, TP-Monitor Suspension and Processing of the checkpoint and ESPC is 
same as ESP with one more operation of Compression. Note that compression also includes 
incremental checkpointing that implements the concept of sending only dirty pages to the LS. 
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Also, that all the delays are in seconds. The data presented in this table shows that for lower 
values of SRT the execution time increases by 20% and 40% for ESP and ESPC respectively 
and that for higher values of SRT it increases by 0.4% and 1.1%. This demonstrates the 
importance of choosing the values of SRT and λ with great caution since it can affect the 
availability and total execution time. We wanted to compare the increase in execution delay 
(in ESP and ESPC) observed in AAP with previous works because of the checkpointing 
operation since it suspends the transaction execution (TP-Monitor) resulting in an increased 
total execution time. However, since there is no data available for [8] [45] [46] [47] we are 
unable to present any comparison for this important aspect of database HA. We conclude 
from the data from Table 1 and Table 2 that using “λ = 3 * SRT” may not be a good idea, 
especially in two cases; first when SRT is large (greater than 3 second), and second, when the 
system is running large transactions. In these two cases λ and SRT shall be dealt separately. 
Consider a scenario, the system is running large transactions with total execution time of 30 
minutes, using a value for SRT between .5 seconds to 5 seconds (and λ as 1.5 to 9 seconds) 
will increase the execution time to 37 minutes and 43 minutes respectively for ESP and 
ESPC. This is an overkill for the system and apparently decreasing the total throughput. In 
such situation, a typical value of λ should be anywhere between 1 to 3 seconds and that of 
SRT should be 5 to 30 seconds. This will dramatically improve the performance of the 
system. At worse, if the VMp fails, VMX will end up re-executing the transactions from the 
last check point i.e. 30 seconds of overlap. This overlap is acceptable comparing to running 
30 minutes of transactions for 43 minutes. This is another argument in favor of making λ and 
SRT as configurable parameters. In addition, these steps will also improve the availability of 
AAP from three 9’s to five 9’s. Recall from Table 1 that λ could be as much as 95% of the 
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total failover delay which brings down the availability from five 9s to three 9s. Since, HA is 
only a function of λ not SRT, this step of dissociating λ and SRT will restore the availability 
provided by AAP to five 9’s irrespective of the workload.  
 
 
 
Table 3. AAP’s HA log for different values of λ with no Checkpoint Compression and no 
Incremental Checkpointing 
λ 
(ms) 
HA-AFR: 
(3, 1000) 
HA-AFR: 
(5, 1000) 
HA-AFR: 
(10, 1000) 
HA-AFR: 
(3, 10000) 
HA-AFR: 
(5,10000) 
HA-AFR: 
(10, 10000) 
500 
99.999832
6 99.99972095 
99.9994419
1 
99.9983257
5 
99.9972096
2 
99.9944193
9 
1000 99.999785 99.99964168 
99.9992833
6 
99.9978501
2 
99.9964169
2 99.9928341 
1500 
99.999737
4 99.99956241 
99.9991248
2 99.9973745 
99.9956242
4 
99.9912488
6 
2000 
99.999689
9 99.99948313 
99.9989662
7 
99.9968988
8 
99.9948315
7 
99.9896636
8 
2500 
99.999642
3 99.99940386 
99.9988077
3 
99.9964232
6 
99.9940389
1 
99.9880785
4 
3000 
99.999594
8 99.99932459 
99.9986491
8 
99.9959476
5 
99.9932462
7 
99.9864934
5 
3500 
99.999547
2 99.99924531 
99.9984906
4 
99.9954720
5 
99.9924536
4 
99.9849084
2 
4000 
99.999499
6 99.99916604 
99.9983320
9 
99.9949964
5 
99.9916610
2 
99.9833234
3 
5000 
99.999404
5 99.99900749 
99.9980150
1 
99.9940452
6 
99.9900758
2 
99.9801536
1 
6000 
99.999309
4 99.99884895 
99.9976979
2 
99.9930940
8 
99.9884906
7 
99.9769839
9 
7000 
99.999214
2 99.9986904 
99.9973808
4 
99.9921429
3 
99.9869055
7 
99.9738145
7 
8000 
99.999119
1 99.99853186 
99.9970637
6 99.9911918 
99.9853205
2 
99.9706453
5 
9000 99.999024 99.99837331 
99.9967466
8 
99.9902406
8 
99.9837355
2 
99.9674763
3 
1000
0 
99.998928
9 99.99821477 99.9964296 
99.9892895
8 
99.9821505
7 
99.9643075
2 
 
 63 
 
Table 4. AAP’s HA log for different values of λ with Checkpoint Compression and 
Incremental Checkpointing 
λ 
(ms) 
HA-AFR: 
(3, 1000) 
HA-AFR: 
(5, 1000) 
HA-AFR: 
(10, 1000) 
HA-AFR: 
(3, 10000) 
HA-AFR: 
(5,10000) 
HA-AFR: 
(10, 10000) 
500 99.999859 
99.9997650
3 
99.9995300
6 99.9985902 
99.9976503
6 
99.9953008
3 
1000 
99.999811
5 
99.9996857
6 
99.9993715
2 
99.9981145
7 
99.9968576
6 
99.9937155
1 
1500 
99.999763
9 
99.9996064
8 
99.9992129
7 
99.9976389
4 
99.9960649
7 
99.9921302
5 
2000 
99.999716
3 
99.9995272
1 
99.9990544
2 
99.9971633
2 
99.9952722
9 
99.9905450
3 
2500 
99.999668
8 
99.9994479
4 
99.9988958
8 99.9966877 
99.9944796
3 
99.9889598
7 
3000 
99.999621
2 
99.9993686
6 
99.9987373
3 
99.9962120
9 
99.9936869
8 
99.9873747
6 
3500 
99.999573
6 
99.9992893
9 
99.9985787
9 
99.9957364
8 
99.9928943
4 
99.9857896
9 
4000 
99.999526
1 
99.9992101
2 
99.9984202
4 
99.9952608
8 
99.9921017
1 
99.9842046
8 
5000 
99.999430
9 
99.9990515
7 
99.9981031
6 
99.9943096
8 99.9905165 99.9810348 
6000 
99.999335
8 
99.9988930
2 
99.9977860
7 
99.9933585
1 
99.9889313
4 
99.9778651
2 
7000 
99.999240
7 
99.9987344
8 
99.9974689
9 
99.9924073
5 
99.9873462
2 
99.9746956
5 
8000 
99.999145
6 
99.9985759
3 
99.9971519
1 
99.9914562
1 
99.9857611
6 
99.9715263
7 
9000 
99.999050
4 
99.9984173
9 
99.9968348
3 
99.9905050
9 
99.9841761
5 99.9683573 
1000
0 
99.998955
3 
99.9982588
5 
99.9965177
5 
99.9895539
8 
99.9825911
8 
99.9651884
3 
 
 
 
 
To demonstrate this, we present Table 3 which shows HA log for different values of λ 
(without  Compression or Incremental Checkpointing) and Table 4 that shows HA log for 
different values of λ (with Incremental Checkpointing and Compression). Both the tables 
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show the availability of AAP in 9’s for different AFR values. Just like before, x in AFR (x, 
y) refers to “x%” of failure rate for a cloud cluster of “y” virtual servers. The availability is 
provided in percentage. 
Based on the light of this data for HA provided by AAP, we again compare AAP with 
other DBaaS providers over HA and present it in Figure 20. AAP provides higher availability 
than all the other providers even with extremely high AFR. Note that, AAP’s availability has 
increased in both the cases of 3% - 5% AFR and 10% AFR in comparison to the Figure 19. 
Figure 20 shows that the AAP’s mean availability for 3% - 5% AFR is 99.99931% and that 
for 10% AFR is 99.99044% compared to Figure 19’s mean availability of 99.99765% for 3% 
- 5% AFR and 99.9552% for 10% AFR. This is because of using λ and SRT independently 
and thus λ can be much smaller than SRT; increasing the availability of the system. 
 
 
 
 
Figure 20. Mean Availability offered by AAP vs. Others for Independent λ 
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We also put together the mean availability offered by AAP for different variations of 
AFR and λ and show it in the Figure 21a and 21b. These figures demonstrate a collective 
comparison of Table 1, Table 3 and Table 4. Figure 21a shows the line graph comparison of 
availability based on different failure rates (AFR) and λ and Figure 21b shows the same 
comparison but in the form of a bar graph. Both the figures use four different variations of 
AAP that uses a dependent λ value (with λ = 3 * SRT) with and without compression and an 
independent λ value with and without compression. Based on these graphs we observe that 
AAP with independent λ values perform much better and more robust than dependent λ 
values. In addition, we also observe that with the increase in AFR, AAP’s versions that uses 
compression performs better than the corresponding ones that do not. This is a very useful 
result since it validates our claim that Incremental Checkpointing and Compression not only 
helps in reducing network traffic but also improves the availability.  
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a. Line Graph comparison of Availability offered by AAP 
 
b. Bar Graph comparison of Availability offered by AAP 
Figure 21. AAP’s Availability for different λ variations 
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As mentioned previously, to calculate MTTR we considered “λ”, checkpoint image 
transfer delay and checkpoint image restore delay. To transfer the checkpoints from VMp to 
LS or from LS to VMX, we used the GNU utility netcat [55]. Table 5 shows the metrics for 
checkpoint transfer delay we observed for different sized images. The image files’ size are in 
bytes and the delays are in milliseconds (ms). We observe that even though there are some 
outliers for the transfer delay values, the mean is very low and thus it helps AAP to achieve 
higher availability. 
 
 
 
Table 5. Checkpoint transfer delays for different image sizes 
Image File 
(bytes) 
Minimum 
(ms) 
Maximum 
(ms) 
Mean 
(ms) 
102400 5 30 18 
1048576 17 70 22 
10485760 163 282 190 
52428800 703 1299 806 
104857600 1293 2064 1394 
262144000 3898 6477 5145 
 
 
 
 Table 6 shows the observed delays for restoring different checkpoint images for a 
range of total transactions between 50 and 500. The image file sizes are in bytes and the 
restore delays are in milliseconds (ms). We observe that, similar to the checkpoint transfer 
delays, the restore delays are also very low. These measurements establish the claims we 
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made that the total failover delay is proportional to the λ (pulse timeout). And this is also a 
reason we kept λ as a configurable and dynamic parameter.  
 
 
 
Table 6. Checkpoint restore delays for different image sizes 
Image File – No 
Compression 
(bytes) 
Image File – 
Compression 
Transactions Restore 
Delay (ms) 
6291456 657408 50 164 
9646899 914690 100 743 
14681264 1368116 150 922 
15731640 1602864 200 1501 
19025949 1980091 250 1680 
23708303 2202009 500 1899 
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CHAPTER 4 
IGOD 
 
4.1 Location Requirement: AAP in a Federated Cloud 
 As cloud computing is evolving as a “ready-to-use-service,” both users and providers 
are looking for ways for satisfying personal or organizational needs, especially security and 
privacy concerns. One of the ways to achieve these objectives is by creating private cloud, 
public cloud, hybrid cloud, and federated cloud [56]. A private cloud is a type of cloud 
architecture that provides scalability and self-service, but through a dedicated hardware 
architecture. It is usually dedicated to a single organization. On the other hand, the public 
cloud architecture offers services to multiple organizations. To safeguard data security and 
customer privacy, organizations tend to use a private cloud for sensitive information like 
customer information (including SSNs) and EHRs (electronic health records) and use a 
public cloud for non-sensitive data and analysis. Such features are offered by a hybrid cloud 
that bundles the best of both worlds and commercial organizations can fit its data storage and 
processing activities. The most recent addition to cloud architecture is federated cloud. It is a 
multi-cloud architecture that contains multiple providers, each offering slightly different 
services. A federated cloud is a result of interoperability between different cloud providers. 
The barriers between them have dropped because of open APIs and increasing compatibility. 
This has given a great opportunity to customers to use cloud that meets their needs. It is now 
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possible to move data easily across different platforms. To some people, it might seem that 
hybrid and federated clouds are similar (and they look quite similar) however, they are 
different. It is possible and common that a cloud platform could be federated as well as a 
hybrid.  
We realized the importance of this requirement and developed AAP as a platform 
independent system. AAP, thus can be a component of a single cloud and it can be a part of a 
hybrid or federated cloud. AAP is actually compatible and can easily run in a VM’s user 
space with VMp and VMX both in totally different cloud settings. It is straight forward to 
create two identical VMs, each in a different cloud. The two VMs need to be physically close 
to each other, so that the failover is transparent and fast. The DC’s geographic location would 
be a key concern in identifying the VMs. The distance between the two VMs affects the 
failover time and for this reason, it is important to find a host in the nearest DC. This 
requirement motivated the development of IGOD. IGOD overcomes the limitations of earlier 
works and our results demonstrate that it offers a relatively higher location accuracy and uses 
fewer LMs and is also cost-effective.  The additional benefit of IGOD is that it provides a 
non-repudiation service that gives users a tool for audit control by providing strong 
assurances. It can be used as a standalone package to address important security and privacy 
concerns which are usually enforced by the federal security agencies. For example, in United 
States the Office for Civil Rights (OCR) is responsible for enforcing HIPAA policy. 
In addition, since in a federated cloud we can go across a provider’s space (cloud DC) 
the communications between the two hypervisors might seem a little difficult if there is no 
open API available. However, this issue can be readily handled by creating a supervisor that 
can act as a transparent failover agent. Since AAP is independent of the underlying 
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architecture, it can easily be deployed as a third party service over any cloud architecture. For 
third party providers, a federated cloud is the best choice for economic reasons, performance 
reasons, and ease of use. In essence, AAP offers high availability over parallel deployment of 
SQL/No-SQL data stores spread across one or more DCs.  It can be offered especially as a 
third party service, which is well suited for a federated cloud. We claim that none of the 
works are done in this direction and AAP is one of a kind that addresses this problem. 
4.2 Privacy and Trust 
 Cloud computing is becoming a globally accepted platform for data and activity 
management. The United States federal government announced its “Cloud First” policy and 
plans to migrate about 75% of their data management tasks on the cloud (Washington Post, 
April 17, 2011 and November 22, 2010) to comply with the policy. Many other business 
organizations are also renting or developing their own cloud platforms for migrating their 
data processing activities. For example, applications like Netflix, companies like Adobe, 
organizations like NASA and CIA use the AWS (Amazon Web Services) cloud for their data 
processing and data storage needs [57]. However, some organizations (mainly financial and 
medical ones such as banks, mortgage companies, hospitals, etc.) are reluctant to join the 
crowd for the right reasons; the most important being security, privacy, and trust [58] [59]. 
Some might argue that few financial organizations have started using the cloud, however it is 
only for the data analytics rather than storing customer information. Most of the financial 
organizations use a hybrid cloud for storing customer information and data analytics. For 
example De Nederlandsche Bank uses AWS for mobile applications, retail banking, and high 
performance computing and credit risk analysis. A Forbes article [58] suggests “The different 
demands enable banks to choose from several types of cloud applications such as private 
clouds, for the more sensitive data, and public clouds to store other information. More 
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frequently, banks are going with a hybrid model that combines the two”. To safeguard data 
security and customer privacy, organizations tend to use private clouds for sensitive 
information like customer information (including SSNs) and EHRs (electronic heath records) 
and use public clouds for non-sensitive data and analysis. We observe that one of the privacy 
and trust concerns,  which affects security is the location of data on the public cloud [60] 
[61]. A HIPAA (The Health Insurance Portability and Accountability Act) compliant DC 
white paper also concurs with this concern related to the location of a DC and states that – 
“Knowing where your data lives is a key consideration - if your data leaves the country, do 
you still have control of it? DCs operating outside of the country do not have to comply with 
HIPAA regulations, as HIPAA is created and enforced by the United States Department of 
Health and Human Services. Once your data travels overseas, it is possible you will be put at 
risk of a data breach or HIPAA violation, since international vendors are not required to 
observe our federal security regulations” [62]. 
The locations of DCs are usually kept hidden by the service provider from the owners 
of the data. Some of the service providers do ask the customer preferred DC locations to 
store their data, however, there is no way for customers to verify or audit the provider’s 
claim. Some organizations, such as financial ones, banks, etc. argue that if they do not know 
where their customers’ data are located (which could be quite unsafe), they cannot guarantee 
their customers that their data is safe and their privacy is protected. Unfortunately, under the 
present model, location-aware or location-dependent DCs cannot be created without 
changing the cloud model. In the absence of these policies, one of the effective ways to 
identify the geographical location of DCs is to incorporate a location discovery facility at the 
application level. 
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Another important issue is the enforcement of a data policy that defines the placement 
of DCs. Cloud providers must follow the service level agreement (SLA) with the customer 
and the regulations posted by the law enforcement agencies of each country. To reduce 
management costs, cloud providers may choose to store the data at a third party location that 
may not be in the geographical boundary of a country. In this case, the providers have to 
follow the security policies of the host countries. These issues are mainly governed by the 
policy and do not fall within the scope of this dissertation. However, the result of policy 
enforcement affects the location of the DCs, and for that reason, it relates to our 
investigation. 
4.3 Proportionality between Delay and Distance 
 Our objective is to develop an efficient solution using a minimum number of LMs 
required for ascertaining the geographic location of a DC accurately. We argue that if a DC 
location can be accurately identified using 3 landmarks1 then there is no need to use 60 
landmarks. We observe that a delay based distance estimation using probes from known LMs 
is a better approach. Note that in an ideal situation (no communication error, no blockage due 
to node failure, etc.), the delay between a source and a destination is directly proportional to 
the distance between them and vice versa. In the real world, however, these factors are 
present and affect this relationship. We claim that their effect can be minimized and the 
location’s accuracy can be significantly increased by consolidating several observations. 
Under this approach, the destination is probed from several LMs to get a delay vector that is 
then used to get an overlapping region giving a geographical area as the destination.   
There are other ways of discovering locations. Some of them are by the localization 
of an object in a GPS (Global Positioning System) using the TDoA (Time Difference of 
                                                           
1
 The geolocation of the landmarks, in the form of coordinates, is already known. 
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Arrival) and RSSI (Received Signal Strength Indication). They work only when the 
localization is not affected congestion and processing delays. The Internet and the cloud are 
different in the sense that the latter has a directly connected node to node communication link 
and the former has a switched network. Although the relationship “distance ∝	delay”	holds 
in the Internet or on the cloud, it may be affected by factors unique to these platforms and 
region. For example, delays in the US may be significantly lower for the same geographical 
distance than in some other countries. 
In our approach, we first created a couple of large datasets of real world 
measurements. We used a ping delay utility for one of the datasets and a file exchange (FE) 
delay for the other, to measure the “total delay” between any two nodes. In reality, IGOD 
only uses FE-RTT (file exchange RTT) however, we also measured and created a dataset for 
ping-RTT. This is because there are plenty of works done showing the effectiveness of the 
ping-RTT based localization and we wanted to compare the effectives of IGOD to the ping 
based approach. For such comparisons we needed the ping RTT dataset for the same LMs as 
we use in IGOD. We create a correlation between these two datasets that demonstrates 
IGOD’s higher accuracy over the ping-RTT based distance estimation and validates our 
approach.  
The RTT (Round Trip Time) obtained from a ping is expressed as: 
Total delay = Propagation delay + Processing delay + Queuing delay + 
Transmission delay 
Since ping uses the ICMP (Internet Control Message Protocol), the processing delay is 
negligible and thus we conclude the following: 
(Transmission delay + Processing delay) << (Propagation delay + Queuing delay) 
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Note that a “ping time” is different from “latency”. Latency is computed as “ping 
time + processing time,” which could be considerably higher than the ping time because ping 
only measures the time required for reaching a host and back. In order to avoid the extra 
delay, which can be caused by “IP fragmentation,” we set the ICMP payload to zero. IP 
fragmentation and defragmentation can increase the total delay. In other words, whenever we 
measured the ping time, then the propagation delay and queuing delay dominated the value 
of the RTT.  
 For the FE-RTT, we measured the total latency. A number of factors affect the delay 
in the Internet and the cloud. To estimate the distance (using delay), we used a statistical 
model that gave us the delay distribution among (a) an LM to all other LMs, (b) an LM to 
LM, (c) an LM to a set of LMs (Zonal LMs) and (d) Zonal LM (Zonal LMs are a set of LMs 
in a particular geographical region, for example, the LMs surrounding the 100 mile region of 
Latitude/Longitude pair 36.5298, -82.7754). This model provided us with the most effective 
DDR value to be used to estimate the distance as we discuss later in this section. We 
illustrate the relationship between delay and distance in Figure 22. Figure 22a shows the 
CDF of different observed delay ranges with respect to distance. A delay range represents the 
total time taken to download a file by an LM from another LM. We used all available LMs 
(60) and took several readings of the total delay in downloading a file. For instance, for the 
observed delay in the range of 0-30 milliseconds (ms), in 100% of the recorded readings the 
distance between the two LMs was less than 500 miles. For the observed delay in the range 
of 30-60 ms, in 40% of the readings the distance between the two LMs was less than 500 
miles and in 97% of the times the distance was less than 1000 miles. Similar trends are 
observed in the Figure for other delay ranges; as the delay increases so does the distance in 
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the observed readings. Figure 22b shows the scatter plot of delay readings vs. distance and 
Figure 22c shows the scatter plot of DDR vs. distance. Figure 22d shows the overlap of 
Figures 22b and 22c. These graphs, based on real measurements, establish that there is a 
correlation between the file download delay and distance between the source and the 
destination. Figure 22b shows the scatter plot of the DDR, and Figure 22c shows the scatter 
plot of the delay (FE-RTT) observed with respect to the distance between the LMs. Figure 
22d shows the overlap of Figure 22b and 22c for a better understanding of the two plots. 
These points were plotted using 1.75 million measurements we have of FE-RTT from each 
LM to all other LMs. The plots show that as the distance increases so does the DDR, 
establishing our primary assumption of proportionality between distance and delay.   
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a. CDF of distance vs. delay for different delay ranges 
 
b. Scatter Plot of DDR vs. Distance 
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c. Scatter Plot of Delay vs. Distance 
 
d. DDR and Delay overlap scatter plot vs Distance 
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e. The probability distribution of the standardized delay-distance data for 4 different 
PlanetLab nodes (ksu.edu, rice.edu, umkc.edu, ufl.edu) 
Figure 22. Delay vs. Distance plots for all nodes, based on FE-RTT 
 
 
 
In our experiments we also found that delay is the function of distance, source 
location, and the time when the measurement is being performed. So formally, the 
relationship can be constituted as below: 
Distance = f (Delay)          
Delay = f (SourceLMLat,Lon, Time, DCLat,Lon)     
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In order to understand the nature of measured data, we plotted the probability 
distribution of our data (Figure 22e.) as standardized values from four different LMs. We 
observed that it is a good fit with the standard normal distribution signifying that although 
each LM may have different delay values, they all follow a common normal distribution.  
4.4 IGOD Algorithm 
 IGOD estimates the distance based on the delay. For this estimation we collected 
several millions of measurements using “PlanetLab” [39]. We carefully selected 
geographically diverse sets of LMs across USA. Using a ping/file-download utility running 
every 30 minutes from an LM to all other LMs, we collected the results of each probe that 
culminated in a huge dataset of more than several Gigabytes of real time delay 
measurements. We tuned the network before we recorded the measurements. The tuning 
refers to probing (ping RTT or FE-RTT) for a few times before taking the measurements. In 
addition, we created a measurement dataset with reference to the geographic location and 
distance between every two LMs at different times of day and for different days of the week. 
The sampling and computation of the “delay vs. distance” gave us the probabilistic 
distribution and cumulative distribution for the error distance. Thus, given the delay metrics 
(RTT) and approximate geographic location - the LM location with DDR - our model was 
able to predict the distance vector and error estimate. We used triangulation2 [63] iteratively 
(using 3 different LMs in each iteration) to estimate the approximate geographic location of 
the target. 
We assume that there are N LMs scattered across the globe. We define 
“3 <= LMOptimal <= N”, where LMOptimal is the least number of LMs 
                                                           
2
 Triangulation is the process of determining the location of a point by measuring angles to it from known points 
at either end of a fixed baseline, rather than measuring distances to the point directly. 
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IGOD used three LMs out of 60 as the starting point to geolocate a given DC. We 
explain later in this section how we identified the initial LMs and continued our probe until 
consistent results were obtained. We found that the diversity of the LMs increased location 
accuracy. Our observation concurred with the other works [25] [15]. IGOD not only gave the 
geographic location of the DC, but it also used considerably less resources. Our approach is 
also well suited for geolocating Internet hosts with low costs and high accuracy. 
Through PlanetLab, there are a large number of LMs available throughout the entire 
USA (a few hundred), but some of them are not always up. Thus, we selected those 60 LMs 
that were mostly up and available for our study. 
 
 
 
Table 7. Terms used in IGOD algorithm 
Term Meaning 
LM Landmark 
CLM  Set of Continental (US) LMs 
D_AvgLowestDelay Distance to delay value based on averaged lowest delays 
between a LM to all other LMs 
Lat Latitude 
Lon Longitude 
Zonal_Region Region around given Lat/Lon 
D_AvgLowestNodetoZone
Delay 
Distance to delay value based on averaged lowest delays 
between a particular LM to all the LMs in the Zone 
ZLM Set of Zonal LMs 
ABS Absolute 
D_AvgLowestZonalDelay Distance to delay value based on averaged lowest delays among 
all LMs inside the Zone 
Closing_Factor Parameter to control the shrinking of a zone  
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Table 7 gives the terms we have used in our algorithm. IGOD starts with CLMs 
measuring the delay in reaching a DCX. In our study, we used the LM at the University of 
California at Berkeley (https://www.millennium.berkeley.edu/, 37.8757,-122.259) as our 
west CLM dataset (CLM2) and the LM at Michigan Technological University 
(http://www.mtu.edu/, 47.1181,-88.546) as our north CLM dataset (CLM3). Note that every 
time we took a delay measurement(s), it was done after tuning the network. The algorithm 
started by randomly selecting 3 LMs, each from a different CLM dataset (CLM1, CLM2, 
CLM3, or CLM4). In the next step, each of the LM-CLMi (where 1≤i≤3) individually 
measured four times the delay to the target DCX and calculated the average as the 
AverageOfLowest delay. By using the AverageOfLowest delay and D_AvgLowestDelayi each 
LM-CLMi estimated the distance to the DCX. D_AvgLowestDelay is a dataset created for 
each LM-CLM that provides the mean of the ratio of distance to delay (DDR) from LM-
CLM to all other LMs. DDR in general gives the mean value (E[X]) for distance covered per 
millisecond. The ping utility provides three different kinds of delay metrics: Min/Avg/Max 
for each measurement (one measurement may consist of several pings). The file download 
utility also provides the delay metrics similar to the ping (one run may consist of 4 or more 
file downloads for the same file providing Min/Avg/Max). We consider the “Min” values of 
all measurements for creating the D_AvgLowestDelay. Once the distance of DCX from the 
three LM-CLMs is measured, IGOD ascertains the geolocation (DCLAT, DCLON) of DCX 
using triangulation. In step 5 (Figure 23), the area (Zonal_Region) surrounding (DCLAT, 
DCLON) that we call the “Initial_Zone” is created. Once the initial zone is identified, the 
D_AvgLowestNodetoZoneDelay is created for each selected LM-CLMi (where 1≤i≤3) on 
the fly. Since there are no fixed zones in our approach, this dataset cannot be pre-created. It is 
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created by considering the pre-recorded Min delays from each of the LM-CLMi (where 
1≤i≤3) to the LMs in the initial zone and calculating the average ratio of DDR, which is the 
average distance covered per millisecond to all LMs in the initial zone from each LM-CLMi. 
In the next step, each LM-CLMi individually measures the delay to DCX as AverageOfLowest 
delay. By using the AverageOfLowest delay and D_ AvgLowestNodetoZoneDelayi each LM-
CLMi estimates the distance to DCX. Once the distance of DCX from the three LM-CLMs is 
estimated, IGOD ascertains the new geolocation (DCLAT1, DCLON1) of DCX. In step 8 (Figure 
23), the IGOD finds out all ZLMs in the zonal region (initial value ±4º) around (DCLAT1, 
DCLON1); we call this the “Final_Zone” (refer to section 5.1 for detailed explanation on the 
selection of ±4º as the initial value for the zonal region). We define a term called “diversity” 
to identify a diverse set of available LMs, which is calculated as: 
Diversej (Lat, Lon) = ABS (LM-ZLMjLAT – DCLAT1, LM-ZLMjLON – DCLON1) AND  
ABS (LM-ZLMjLAT- LM-ZLMiLAT, LM-ZLMjLON- LM-ZLMiLON);  
Where 1≤j≤n, n is the total number of LMs in Final Zone 
IGOD selects any three LMs from the set of ZLMs in the final zone based on the 
diversity with respect to (DCLAT1, DCLON1). The first part of the above equation finds the list 
of LMs sorted on the basis of their diversity with respect to (DCLAT1, DCLON1), and the 
second part finds the diversity of LMs with respect to each other. The combined result of this 
equation gives the set of 3 LMs that are diverse based on the location (DCLAT1, DCLON1) and 
to each other as well. Once the final zone is identified, the D_AvgLowestZonalDelay is 
created on the fly by considering the pre-recorded Min delays from each of the LM-ZLMi to 
the LM-ZLMj (∀i, j: i ≠ j, 1 ≤ i ≤ n, 1 ≤ j ≤ n, each LM-ZLM ∈ Final_Zone where “n” is the 
total number of LMs in the final zone). This dataset provides the DDR of the final zone. In 
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the next step, each of the LM-ZLMi (where 1≤i≤3) measures the delay to DCX as 
AverageOfLowest delay. By using the AverageOfLowest delay and D_ 
AvgLowestZonalDelayi, each LM-ZLMi estimates the distance to DCX. Once the distance of 
DCX from the three LM-ZLMs is estimated, IGOD ascertains the new geolocation (DCLAT2, 
DCLON2) of DCX. The two geolocations (DCLAT2, DCLON2) and (DCLAT1, DCLON1) are 
compared to get the error distance which is computed as: 
Error_Distance = Great_Circle_Distance {(DCLAT1, DCLON1), (DCLAT2, DCLON2)} 
If the error distance is less than 10 miles then we consider the result satisfactory and 
IGOD terminates with (DCLAT2, DCLON2) as the final geolocation of DCX. It may also 
terminate when (a) the zonal region reaches zero and (b) the total number of LMs in the 
zonal region is less than 3.  In any other case, IGOD iterates based on the ‘Closing_Factor’. 
After each iteration, the zonal region shrinks by the Closing Factor. The Closing Factor is a 
degree measurement by which the zonal region would shrink. The zonal region lies between 
0° and 4°. We have used the closing factor of 0.5° and 1.0° in our validations. In essence, the 
new zone is identified as a function of current DCLAT, DCLON given the value of the 
ClosingFactor as shown below: 
 
 
BEGIN 
1: Select any 3 LMs (LM-CLM1, LM-CLM2, LM-CLM3), each from distinct sets of Continental 
LMs (CLM1<=j<=4). Let DCX be the unknown DC. 
2: Measure AverageOfLowest delay at each LM-CLMi to DCX 
3: 
 
Estimate distance from each LM-CLMi to DCX based on AverageOfLowest delay and 
D_AvgLowestDelay 
4: Ascertain the location of DCX using trilateration or triangulation as (DCLAT, DCLON) 
5: Find all the LMs in ±4º (Zonal_Region) of (DCLAT, DCLON), refer to it as Initial_Zone 
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6: Create the D_AvgLowestNodetoZoneDelay based on Initial_Zone (from step-5) 
7: Measure AverageOfLowest delay at each LM-CLMi to DCX and then estimate distance 
again from each LM-CLMi to DCX based on AverageOfLowest delay  and 
D_AvgLowestNodetoZoneDelay 
8: Ascertain the location of DCX using trilateration or triangulation as (DCLAT1, DCLON1) 
9: Find all the LMs in Zonal_Region of (DCLAT1, DCLON1), refer to it as Final_Zone if 
Total_LMs in Zonal_Region < 3 then EXIT with (DCLAT1, DCLON1) 
10: Select any 3 LMs (LM-ZLM1, LM-ZLM2, LM-ZLM3) from Final_Zone based on top values 
of Diversej = ABS (LM-ZLMjLAT – DCLAT1, LM-ZLMjLON – DCLON1) AND ABS(LM-ZLMjLAT- 
LM-ZLMiLAT, LM-ZLMjLON- LM-ZLMiLON) 
11: Create the D_AvgLowestZonalDelay 
12: Measure AverageOfLowest delay at each LM-ZLMi to DCX and estimate distance from 
each LM-ZLMi to DCX based on AverageOfLowest delay and D_AvgLowestZonalDelay 
13: Ascertain the location of DCX using trilateration or triangulation as (DCLAT2, DCLON2) 
14: Set Zonal_Region = Zonal_Region – Closing_Factor 
15: Compare (DCLAT1, DCLON1) and (DCLAT2, DCLON2), if result = satisfactory OR 
Zonal_Region = 0 º then EXIT with (DCLAT2, DCLON2) 
16: GotoStep9 with (DCLAT1, DCLON1) = (DCLAT2, DCLON2) 
END 
Figure 23. IGOD Algorithm 
 
 
4.5 Prototype Implementation of IGOD 
 In this section we discuss implementation of our scheme using triangulation. Suppose 
the total number of LMs is N, we consider two cases of geolocating a DC: 
a. General Case: More than three LMs are required. 
b. Best Case: Three LMs are required.  
We explain the algorithm through an example in which works for both cases. It identifies the 
best case during the execution when the required condition is met.  
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Figure 24. IGOD LM-CLM selection and DC location estimation as (DCLAT, DCLON) 
 
 
 
Example 
 In this example, we explain each step of IGOD (Figure 23) as follows: 
Total number of LMs = N 
1: Select any 3 LMs (LM-CLM1, LM-CLM2, LM-CLM3) (Figure. 24) from CLM sets 
2: Measure the AverageOfLowest delay at each LM-CLMi to DCX 
3: Estimate the distance from each LM-CLMi to DCX based on the AverageOfLowest 
delay and D_AvgLowestDelay 
4: Ascertain the location of DCX using trilateration as (DCLAT, DCLON)  
We have used the Great Circle and Aviation formulas in our calculation. For example: the 
Great Circle Distance between two nodes is calculated as:  
Distance = acos [sin(deg2rad(lat1)) * sin(deg2rad(lat2)) + cos(deg2rad(lat1)) * 
cos(deg2rad(lat2)) *cos(deg2rad(theta))] 
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Where,  
theta = lon1 – lon2, 
deg2rad = function converting degree to radian 
Any angle inside the triangle ABC (Figure 24) is calculated as: 
A=acos((cos(a) - cos(b)*cos(c))/(sin(b)*sin(c))) 
B=acos((cos(b) - cos(c)*cos(a))/(sin(c)*sin(a))) 
C=acos((cos(c) - cos(a)*cos(b))/(sin(a)*sin(b))) 
For further details refer to [64]. 
The length of the sides of the triangle ABC (Figure 24) is known (distance between 
the known LMs). Thus, Triangulation is applied using the known lengths of AB, BC, CD and 
the estimated lengths of AD, BD, and CD. This gives us the coordinate of the point “D” 
(DCLAT, DCLON) (see Figure 24). 
5: Find all the LMs in ±4º (Zonal_Region) of (DCLAT, DCLON). This is our Initial Zone 
(Figure 25). 
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Figure 25. The Initial_Zone with all the ZLMs 
 
 
 
Each degree of latitude is spaced out roughly 69 miles. The range varies (because of 
the earth's ellipsoid shape) from 68.703 (equator) to 69.407 (poles). A degree of longitude is 
broadest at the equator at 69.172 miles and gradually drops to zero at the poles. Based on 
(DCLAT, DCLON), ±4º of L/L is calculated, and an imaginary elliptical region (approximately) 
is drawn around it as the Initial Zone (Figure 25). Since all the LMs’ geolocations are known, 
IGOD finds the ones that are in the Initial Zone (Figure 25). 
6: Create the D_AvgLowestNodetoZoneDelay based on Initial_Zone (from step-5) 
7:  Measure AverageOfLowest delay at each LM-CLMi to DCX and then estimate 
distance again from each LM-CLMi to DCX based on AverageOfLowest delay and 
D_AvgLowestNodetoZoneDelay 
8: Ascertain the location of DCX as (DCLAT1, DCLON1) 
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IGOD calculates the new geolocation of DCX based on the current zonal DDR (Figure 26). 
D1 is the new geolocation of the DC that is (DCLAT1, DCLON1). 
9: Find all the LMs in Zonal_Region of (DCLAT1, DCLON1), call it Final_Zone, if 
Total_LMs in Zonal_Region < 3 then EXIT with result as (DCLAT1, DCLON1) 
10: Select any 3 LMs (LM-ZLM1, LM-ZLM2, LM-ZLM3) from Final_Zone based on the 
top values of Diversej = ABS (LM-ZLMjLAT – DCLAT1, LM-ZLMjLON – DCLON1) AND 
ABS (LM-ZLMjLAT- LM-ZLMiLAT, LM-ZLMjLON- LM-ZLMiLON) 
 
 
 
 
Figure 26. Estimated location of DCX (DCLAT1, DCLON1) 
 
 
 
Figure 27a shows the ZLMs of the Final Zone. These are the LMs present in the 
Zonal Region of (DCLAT1, DCLON1). Since only three LMs are needed in each iteration, IGOD 
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computes the diversity parameter for all the LMs in the zone and based on it, selects the 3 
LMs with the highest values (Figure 27b). 
11: Create the D_AvgLowestZonalDelay 
12: Measure AverageOfLowest delay at each LM-ZLMi to DCX and estimate distance 
from each LM-ZLMi to DCX based on AverageOfLowest delay and 
D_AvgLowestZonalDelay 
13: Ascertain the location of DCX using triangulation as (DCLAT2, DCLON2) (Figure 28) 
After step 13, IGOD has two locations of DCX as (DCLAT1, DCLON1) and (DCLAT2, DCLON2). 
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- ZLM
- (DCLAT1, DCLON1)
 
a. The Final_Zone with all the ZLMs 
- Selected ZLM
- (DCLAT1, DCLON1)
 
b. The Final_Zone with selected ZLMs 
Figure 27. Zonal Region and LM Selection 
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- Selected ZLM
- (DCLAT2, DCLON2)
A
B
C
D2
 
Figure 28. Estimated location of DCX (DCLAT2, DCLON2) 
 
 
 
14: Set Zonal_Region = Zonal_Region – Closing_Factor 
15: Compare (DCLAT1, DCLON1) and (DCLAT2, DCLON2), if result = satisfactory OR 
Zonal_Region = 0 º then EXIT with result as (DCLAT2, DCLON2). 
If the result is satisfactory in the very first iteration then IGOD terminates. Thus, steps 
9 through 15 validate the results. This would be the “best case” if only three LMs are able to 
identify the DCX location accurately in only one iteration. However, in this example, the 
result is not satisfactory. As a result, IGOD iterates steps 9 through 16, based on the closing 
factor. 
16: GotoStep9 with (DCLAT1, DCLON1) = (DCLAT2, DCLON2) 
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4.6 Evaluation 
 In this section, we present our experimental setup and interpret the results. We also 
present the significance of the different datasets we have used in our algorithm (Figure 23). 
We first demonstrate the evaluation of IGOD using emulation and then we apply it to a real 
world DC. We have evaluated IGOD by emulating one of the PlanetLab nodes as a DC and 
then applied the algorithm to find its location. Since the location of the emulated DC is 
known, the estimated location can be compared to the real location to get the error distance. 
In addition, to establish the effectiveness of IGOD in the real world, we consider geolocating 
the Amazon S3 DC located somewhere in Northern Virginia [65]. 
4.6.1 Dataset Impact 
 The following graphs (Figures 29 to 32) show the increasing accuracy of the distance 
estimation with each iteration of IGOD. We compare our ping delay graphs (PDG) based on 
ping-RTT to our file delay graphs (FDG) based on FE-RTT to show the accuracy of the 
latter. A number of previous works used the ping delay to estimate the distance that provided 
satisfactory results [24] [25] [26] [29] [30] [33]. We strongly believe that if the FDG follows 
the PDG, then it will also provide highly satisfactory results. Unlike PDG, which cannot 
work without the IP address and ping delay, IGOD only requires FE-RTT. 
In order to estimating the distance based on the delay accurately, IGOD uses 
D_AvgLowestDelay, D_AvgLowestNodetoZoneDelay, etc. All datasets are deduced based on 
the measurements we took over a few weeks. There are two databases: one stores ping delay 
vectors and the other stores file delay vectors. The schema for the ping delay vector is 
“<pingid, sourceid, destinationid, timestamp, averagedelay, lowestdelay, highestdelay, 
actualdistance>”. The schema for the file delay vector is “<id, sourceid, destinationid, 
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timestamp, delay, actualdistance>.” Each tuple in these two databases contains one 
measurement that we obtained by first tuning the network (to reduce the overhead associated 
with the path search in intermediate routers and to reduce the I/O delay at the server). We 
probed 3 times and then started to collect our readings. The dataset D_AvgLowestDelay was 
pre-constructed and D_AvgLowestNodetoZoneDelay and D_AvgLowestNodetoZoneDelay 
were constructed when needed (based on the current zone). 
 
 
 
 
Figure 29. Error graph based on lowest ping delay 
 
 
 
Figure 29 shows the CDF of the error distance based on the lowest delay observed 
from an LM to all the other LMs (ping based). The X-axis represents the error distance in 
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miles and the Y-axis represents the cumulative probability. Since the average error rate 
ranges between 400 - 600 miles, this clearly indicates that it is not a good way to estimate 
distances. Each line corresponds to a university’s PlanetLab server located at diverse places 
across the US. We got a similar error graph with file delay. Of all possible delay metrics, we 
found the average of the lowest delays offers the best results; thus, we have used it in our 
comparisons. Recall that each measurement of delay (of ping or file download) gives a 
Min/Avg/Max delay vector. We take the “Min” of all the measurements and calculate the 
mean/average (E[X]).  
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a. CDF-ping RTT 
 
b. CDF-FE-RTT 
Figure 30. CDFs based on Averaged Minimum Delay ping vs file: Node to All Nodes 
 
 
 97 
 
 
Figure 30 shows the relationship between the error estimation of the ping based 
distance and the file delay based distance. The distribution is based on errors observed in the 
readings from an LM to all other LMs. Figure 30b has an average error rate of 200 miles and 
Figure 30a has approximately 200-300 miles. These measurements govern the 
D_AvgLowestDelay and this dataset is used in step 3 while the CLMs are trying to ascertain 
the location of the DC. Note that there is a reason why IGOD starts zonal region with 4º 
(Figure 23) because the average error at the CLM is around 200 miles (based on Figure 30b), 
and this distance is, on the average, less than 4º of the latitude and longitude (not at the 
poles). 
Figure 31 shows the relationship between our datasets of the ping based distance 
estimation and the file delay based distance estimation. The distribution is based on errors 
observed in the readings measured from an LM (LM at Purdue University) to all other LMs 
in a particular zone. The zones were selected at random across the US with the zonal region 
of 4º (as shown in figures 31a and b). Figure 31b has the average error rate of 25-60 miles 
and Figure 31a has approximately that of 50-100 miles. Such readings govern the ZLM 
datasets D_AvgLowestNodetoZoneDelay and D_AvgLowestZonalDelay that are used in steps 
7 and 12 of IGOD while the ZLMs are trying to ascertain the location of the DC. IGOD uses 
measurements used in plotting Figure 31b. We observe that IGOD takes over the ping based 
delay estimation as soon as the ZLMs come into play. The robustness and accuracy of IGOD 
(based on FE-RTT) increases, and it outperforms the ping based estimations with the 
minimum amount of information available. 
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a. CDF-ping 
 
b. CDF-file 
Figure 31. CDFs based on Averaged Minimum Delay ping vs file: Node to Zone 
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a. CDF-ping 
 
b. CDF-file 
Figure 32. CDFs based on Averaged Minimum Delay ping vs. file: Node to Node 
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Figure 32 provides insight on the efficiency of IGOD (using FE-RTT) over the ping 
based estimation. We measured the error distances based on ping RTT (Figure 32a) and FE-
RTT (Figure 32b). It is evident from these figures that IGOD’s (FE-RTT) performance is 
much better and consistent than the ping delay based measurements. The average error rate in 
the CDF based on the ping’s RTT is on the order of 25-80 miles; however, the average error 
rate in the CDF is based on the FE-RTT that is on the order of 5-15 miles. 
4.6.2 Geolocating Emulated DC 
 To establish the precision and usefulness of IGOD, we emulated it considering one of 
the PlanetLab nodes (DCpittsburgh server at University of Pittsburgh, planetlab1.cs.pitt.edu) as 
the unknown DC. IGOD ascertains the coordinate of DCPittsburgh and it runs for one iteration, 
using 6 LMs. 
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- (DCLAT, DCLON)
B
C
A
D
- (DCLAT, DCLON)
B
C
A
D
- Selected ZLM
- (DCLAT2, DCLON2)
- LM
- (DCLAT1, DCLON1)
A
B
D
C
a. CLM to DC based on CLM delay dataset b. Zonal LMs
c. CLM to DC based on zonal delay dataset d. ZLM to DC based on zonal delay dataset
Figure 33. Emulation - Geolocating LM based on FE-RTT 
 
 
 
Figure 33 shows the result from our emulation. Three CLMs were chosen as the 
initial step of the IGOD (planetlab-2.cs.uic.edu, planetlab1.cs.uml.edu, ricepl-5.cs.rice.edu). 
The CLMs use the AverageOfLowestDelay dataset to estimate the geolocation of the DC. The 
location of D (Figure 33a) is estimated as 36.5298, -82.7754 (L/L). In the next step, IGOD 
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finds the zonal LMs around this location (Figure 33b). Once the ZLMs are identified, the 
CLMs again estimate the location of D using the dataset D_AvgLowestNodetoZoneDelay. 
The new location of D is then estimated as 44.2366, -80.5362. Based on this new location, 
IGOD again identifies the new zonal LMs around it. The new ZLMs are identified as the 
server machines at planetlab-4.eecs.cwru.edu, planetlab-1.cse.ohio-state.edu, and 
planetlab1.netlab.uky.edu. These ZLMs estimate the location of D as 40.2218, -80.1578, as 
shown in Figure 33d.  
It can be observed that this is the first iteration of IGOD with a zonal region of 4º and 
the algorithm terminates because of the unavailability of LMs in the region around 3º or less 
of the current location of D. Another issue we faced during this simulation is that the 
PlanetLab nodes very often went on and off. For this reason, we had to choose LMs A, B, 
and C (Figure 33d) with the least diversity possible because they were the only available and 
up LMs at the time of this experiment. 
Figure 34 shows the error distance of approximately 8 miles between the actual location 
(40.26,-80.0) of the test DC (PlanetLab server at planetlab1.cs.pitt.edu) and estimated 
location (40.2218, -80.1578).  
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Figure 34. Error Distance between actual location and estimated location of DC at 
planetlab1.cs.pitt.edu 
 
 
 
4.6.3 Geolocating Amazon S3 DC 
 To establish the practicality of IGOD in the real world, we used it to estimate the 
geolocation of the Amazon Simple Storage Service (S3) DC located in Northern Virginia. 
For this we used the same setup of PlanetLab nodes as the LMs and same file size as used in 
previous section. 
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f. ZLM to DC based on zonal delay dataset
 
Figure 35. Geolocating Amazon S3 DC-Steps 
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Figure 35 presents IGOD’s distance estimation steps. CLMs planetlab-2.cs.uic.edu, 
planetlab1.cs.uml.edu, and ricepl-5.cs.rice.edu were chosen in the initial step. They used the 
AverageOfLowestDelay dataset to estimate the geolocation of S3. The location of D (Figure 
35a) is estimated as 39.3844, -78.6109 (L/L). In the next step, IGOD finds the zonal LMs 
around this location and the CLMs again estimated the location of D using 
D_AvgLowestNodetoZoneDelay (Figure 35b). The new location of D is then estimated as 
35.2097,-84.4466. Based on this new location, IGOD again identified the new zonal LMs 
around it. The new ZLMs are identified as the server machines at planetlab1.tsuniv.edu, 
pl2.cis.uab.edu, planetlab1.netlab.uky.edu, node2.planetlab.mathcs.emory.edu and 
planetlab2.clemson.edu (Figure 35c). Three ZLM’s planetlab1.netlab.uky.edu, 
node2.planetlab.mathcs.emory.edu, and planetlab2.clemson.edu were selected and they 
estimated the location of D as 41.8904, -76.7379 (Figure 35d). IGOD then started the second 
iteration with a closing factor of 0.5 (zonal region = 3.5º) and identified PlanetLab servers at 
planetlab1.jhu.edu, planetlab4.rutgers.edu, planetlab1.cnis.nyit.edu, planetlab-
04.cs.princeton.edu, and planetlab1.cs.pitt.edu in the zonal region around the current 
location of D. Out of these five LMs, only three were up at the time of experimentation 
(Figure 35e). IGOD iterated with these LMs (chosen because of availability instead of 
diversity) and estimated the S3 DC location, D, as 38.1614, -76.8636 (Figure 35f). 
IGOD entered the third iteration and identified planetlab1.jhu.edu, 
planetlab4.rutgers.edu, planetlab2.cs.unc.edu, and planetlab-04.cs.princeton.edu as the 
zonal LMs around the current estimated location of D. Unfortunately, three of these four 
LMs were down at the time of experimentation. The algorithm terminated due to the lack of 
availability of the LMs with 38.1614, -76.8636 as the final location of the DC. 
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4.6.4 Observation 
 We claim that if we had more active available LMs in the vicinity then the error 
estimate would have been much less. Our scheme used only 15% of the LMs and gave 11 
times better results than the average error distance of the target from the estimated centroid 
between the 64 byte file exchange and the 1024 byte file exchange given in [15]. This 
observation is based on the FE-RTT of the 400 byte file size (refer to [15] for more details).  
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b. Resource Utilization Comparison: Cost-Effectiveness 
Figure 36. IGOD’s Accuracy and Cost Effectiveness  
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they cannot be used to geolocate a DC. Nevertheless, we still compare all those works with 
IGOD as illustrated in Figure 36. Similar to [15], we tested IGOD on 30 of our Planetlab 
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the same place as [30] and slightly better than [31] in terms of accuracy and outperforms all 
others. The most prominent feature of IGOD is cost-effectiveness without compromising 
accuracy and it can be observed clearly in Figure 36b. IGOD outperforms all earlier works, 
including [30], and uses the minimum number of LMs to establish itself as the most 
economical solution. The incremental way in which LMs are used with their optimal geo-
position is unique to IGOD and that is the reason it gives higher accuracy with the least 
amount of resources. The above observations establishes the usefulness of IGOD as a non-
repudiation tool that can help user to trace the location of his data, thus providing strong 
assurances against the cloud providers that may relocate the data and break the service level 
agreement (SLA) and jeopardize privacy and trust. 
Figure 37 shows the estimated geolocation of the Amazon S3 DC in Northern 
Virginia. As shown in the Figure, the DC could be anywhere in the area enclosed within the 
circle with the center as the estimated coordinates of the DC (Figure 35f) and the radius as 
the average error rate of the zone. The average error rate for the given zone (Figure 35e) is 
approximately 70 miles. The area enclosed by this circle is 15393 square miles or 39408 
square kilometers, which is far better compared to [15] without nearby nodes. In addition, 
IGOD used only 20% of the total LMs in comparison to 100% used in [15]. However, we 
concur with [15] that the results can be dramatically improved with the availability of LMs in 
the vicinity. In the above evaluation, we did not have any LMs in the vicinity. On the basis of 
our data, we claim that the accuracy will increase with nearby LMs. 
 109 
 
 
Figure 37. Estimated Geolocation of Amazon S3 Northern Virginia Region 
 
 
 
4.6.5 Discussion 
As discussed in previous sections, IGOD identifies the service point from where the 
data is being provided (active copy). For example, suppose a cloud provider manages 3 DCs 
namely DC1, DC2, and DC3 that are significantly far apart from each other (Figure 38). For 
each DC, it also defines a service point (SP-DCn) that accepts the request from users via an 
SP-router, optionally authenticates and responds with the required data. The SP-Router 
process running at a server works as a location index to identify what files are stores on 
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which DC. These are internal to the cloud. A provider keeps an extra copy of a user’s files 
(back-up) so as to provide reliability in case of a disaster (passive). However, we believe that 
it is counter-productive for any provider to do more than this and keep multiple copies of 
data at different DCs. This is because the DC is already negotiated in the SLA between the 
user and provider and every extra stored copy costs more money as argued by the authors of 
[15].  
IGOD tries to geolocate a user’s file and with reference to Figure 38, the location is 
essentially of SP-DCn. In other words, if the file is being served from SP-DC1, then IGOD 
will identify the location of DC1. There is no way for IGOD or any other algorithm ( [24] 
[25] [26] [27] [28] [29] [30] [31] [15] [32] [33] [34] ) to find out whether the file is stored at 
any other DC. IGOD improvises here and can detect the change in location as soon as the SP-
DCn changes. Note that to find this change in location, IGOD has to be re-executed. This is a 
different situation than CDN because the CDN tends to replicate files at multiple locations 
for higher availability and load balancing. 
Many earlier works [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] use an IP 
address to geolocate a host or DC. In reference to STaaS, IP addresses are not useful since 
their geolocation probe will terminate at the SP-Router (Figure 38) and will actually never 
reach DCn. IGOD goes one step further and downloads the file giving it an opportunity to 
virtually reach SP-DCn, thus measuring the delay to the DCn. This is the reason IGOD works 
successfully in the absence of an IP address where most of the other approaches tend to not 
work. Note that an SP-Router here might act as a proxy as well, but it actually adds an 
advantage in favor of IGOD over other works. This is because IGOD is independent of 
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reachability probes (ping-RTT or IP address based approach), and as a result, it works in a 
proxy environment as well.  
 
Figure 38. A Simple STaaS Cloud Architecture 
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CHAPTER 5 
CONCLUSION AND FUTURE WORK 
 In this dissertation we presented a novel way to achieve HA and recovery in cloud 
database management systems running on virtual machines. We also proposed a scheme for 
fast recovery of unbundled transactions using log partitioning. To maintain consistency, we 
used MongoDB cluster as the LS and LM. Our scheme enabled the cloud community to offer 
transactional HA-DBMS as a service. Our experiments show that AAP’s approach of 
recovering database systems from a failure is cost effective and faster than earlier works. 
AAP is portable because it can be deployed in any cloud setting (federated, public, private, or 
hybrid) since it is independent of the underlying architecture. One of the strengths of AAP is 
that it incorporates multi type databases that are not necessarily relational and provides ACID 
guarantees along with HA. In a federated cloud setting the location of the DC running VM 
becomes important so as to guarantee fast failover. We devised an algorithm, IGOD, which 
can identify the location of a DC. Though both AAP and IGOD are independent tools, IGOD 
aids AAP for finding the geographic location of a VM. IGOD is useful towards privacy and 
security of a user’s data. It also provides an audit control for a customer to verify the 
geographic location without the involvement of the cloud storage provider. Our experimental 
evaluation demonstrated the superiority of IGOD. We also established that given FE-RTT 
and IGOD, the geolocation of any DC can be estimated accurately with low cost. We have 
also recognized the usefulness of IGOD as a non-repudiation tool that can help user to trace 
the location of his data, thus providing strong assurances against the cloud providers that may 
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relocate the user’s data and break the service level agreement (SLA) and jeopardize privacy 
and trust.  
 In our future work, we plan to extend the scope of AAP to Big data. Big data has 
become an essential tool with extremely high operational efficiency and ability to work with 
heavy workload. Big data has taken analytics to a next level by making relevant data more 
accessible. According to McKinsey global, companies that are properly harnessing big data 
has the potential to improve its operating margins by more than 60% based on market share 
over its competitors [66]. Our future work will focus on providing solutions for fast failover 
and fault tolerant systems that can perform irrespective of the failures. This is one of a kind 
solution in which an organization using big data will not suffer because of a failure. This will 
also provide strong time sensitive consistency guarantees similar to ACID but not as rigid. 
One of the real time use case for such fault tolerance and consistent system would be to 
extend big data performance and analytics to share and stock market where consistency and 
timing of the data is the key. 
In relation to IGOD, we plan to investigate the data migration patterns (from one data 
center to another) in a cloud. Ascertaining the data movement and migration patterns inside a 
cloud would assist in developing a security model for the cloud that will provide trust, 
privacy and security to a user’s data. A significant security issue related to big data 
aggregation and analysis is that organizations tend to collect and process enormous amount 
of sensitive information regarding clients, workers, intellectual property, trade secrets and 
financial information. Big data analytics certainly provides tremendous gain value from such 
information. Such a central data repository becomes a vulnerable target for attackers, which 
can potentially leave huge tracks of information exposed as we have seen in recent past [67]. 
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This directly affects the trust and reputation of the organization and may violate the data 
protection laws related to privacy and security of a user. Decoding the data migration 
patterns inside a cloud would also help CDN (Content Distribution Network) providers’ 
community who would like to exploit the power of cloud. CDNs are typically dependent on 
the location of data for fast response data delivery services. Our work will enable them to use 
the optimum data partitioning algorithm so as to achieve higher profits with low wait time for 
their customers.  
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