Introduction
World dependence on energy has grown steadily in the last decades. Thriving economies such as China and India are quickly becoming large oil consumers. China actually doubled its consumption between 1996 and 2006. Major oil exporting countries have become developed countries, and countries that were once net exporters like Indonesia are now net importers.
Not surprisingly, oil gains have attracted the attention of investors and oil-related funds have gained importance in financial markets around the world. Fig. 1 shows the steady increase since the early 1980s in the number of mutual funds and exchange traded funds that invest in oil and in energy companies. According to LIPPER Hindsight, in 2008 there were 379 mutual funds and 26 exchange-traded funds benchmarked to the FTSE oil and gas industry index.
Investors in the oil and gas industry closely follow oil price fluctuations because "corporate managers and investors care about the exposure firms have to interest rates, exchange rates and commodity prices" (Tufano, 1998 (Tufano, , p. 1015 . Values change with oil prices because "oil price fluctuations directly affect revenues, profits, investments and cash flows" (Boyer and Filion, 2007, p. 433) .
The difficulty is that the overall effect of oil price changes may not be easy to understand, as firm effects run in different directions. Look first at an increase in oil prices. If oil is a major input, operating costs increase. The overall effect on cash flows, however, will depend on the elasticity of demand, i.e., how much demand is depressed, and whether firms can pass oil price hikes on to customers. If firms can pass through prices to consumers, the increase in revenues can offset costs, increasing profits.
Another not insignificant effect is the impact of rising oil prices on inflation. Because oil is an input for almost all goods and services, rising oil prices create price pressure on the economy, setting the discount rate soaring and reducing the present value of cash flows.
A variety of empirical evidence indicates that oil price changes have a positive effect on oil and gas industry returns (see Boyer and Filion, 2007; Faff and Brailsford, 1999; Nandha and Faff, 2008; Oberndorfer, 2009; Sadorsky, 2001) . This means that soaring oil prices increase the discounted value of cash flows of oil firms, assuming oil demand is not too depressed and firms can easily pass oil price increases on to customers.
Our work makes several contributions to the literature. First, we investigate whether the oil and gas industry has a factor exposure to Energy Economics 33 (2011) [525] [526] [527] [528] [529] [530] [531] [532] [533] [534] [535] [536] [537] [538] [539] [540] [541] [542] oil price changes in a sample of 34 countries. We use a multifactor panel model that measures the impact of several risk factors and allows simultaneous exploration of the cross sectional and time series features of the data.
Second, the large sample of countries allows analysis of the impact of oil price changes in emerging markets. Evidence on the risk exposure of the oil and gas industry has come from only a few developed countries (with the exception of Nandha and Faff (2008) ).
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The size of the sample let us see the differences between industries in emerging countries and developed countries. As Basher and Sadorsky (2006, p. 226) note "emerging economies tend to be more energy intensive than more advanced economies and are therefore more exposed to higher oil prices".
Third, we expand the literature by examining the asymmetric effects of oil price changes in the oil and gas industry worldwide. Mork (1989) and Mork et al. (1994) find that oil price hikes have a negative impact on gross domestic product (GDP), but oil price drops do not necessarily lead to a positive impact on output and certainly not to an impact of the same degree. Several authors analyzing asymmetric effects on stock market indexes find mixed results (e.g., Basher and Sadorsky, 2006; Cong et al., 2008; Park and Ratti, 2008; Sadorsky, 2008) , but the evidence is scarce for the oil and gas industry.
The fourth contribution relates to methodology. A major strength of our work is that we take advantage of more refined ways of measuring the nonlinear impact of oil price changes; most of the related studies use the traditional dummy variable approach; i.e., they differentiate positive from negative changes (e.g., Basher and Sadorsky, 2006; Nandha and Faff, 2008; Sadorsky, 2008) . We follow closely Hamilton (1996) , who proposes the net oil price increase (NOPI), a measure that compares the current price of oil with the previous reference value. NOPI better, although not perfectly, captures the exogenous component of price variation. Oil price changes are also measured taking into account oil price volatility. Lee et al. (1995) and Hamilton (1996) observe that turbulence in oil prices mitigates the marginal effect of any given oil price change. Therefore, oil price fluctuations are likely to have more of an impact in environments where oil prices have been stable.
Finally, we compare the asymmetric effects of oil price changes in oil and gas industry returns with effects in other commodities and industries. This question is important because many investors look for a commodity company to diversify portfolios. Are commodity investors exposed to the same kind of risks? or is the oil and gas industry a special case? Little is known about this issue, and we believe our study provides new insights.
Our evidence supports four major conclusions: oil and gas industry returns around the world follow oil price changes. Oil industry stock returns increase with oil price hikes and drop with price declines. The impact of oil price fluctuations is significant even in very volatile price periods. Oil price volatility is also positively associated with gas and oil industry returns. While the oil and gas industry shows exposure to the world market portfolio, local market indices have greater explanatory power, consistent with models of partial segmentation.
Oil industry returns respond asymmetrically to oil price fluctuations; that is, oil price hikes impact industry returns more than oil price reductions. This result is stronger statistically if the asymmetry measure takes into account exogenous variations in oil prices.
There are differences moreover between industries in developed and in emerging markets. Oil price risk in industries in developed countries is more strongly priced than in industries in emerging countries. The asymmetric effects of oil price changes are also stronger for industries in developed countries. The level of asymmetry is greater, if the asymmetric effects are measured using exogenous variations in oil prices. In this case, asymmetric effects are also found in industries in emerging markets.
Finally, it is notable that we cannot find that other commodity price changes have the same asymmetric effects on industry returns as oil price changes. In fact, if there is any asymmetry, it is different from the asymmetry of oil price changes for oil and gas industry returns. Price drops impact industry returns more than price increases. Results are robust to changes in the proxy for oil prices and commodities, to different asymmetry measures and to time dummies.
The conclusions of our analysis are therefore helpful in understanding the role of oil price changes in the oil and gas industry returns. They also have implications for investment and risk management decisions.
The paper is organized as follows: Section 2 reviews the literature. Section 3 describes the methodology and data. Section 4 presents the empirical results on oil risk factors. First, we report the results of the baseline regression; then, we disentangle differences in the sensitivity between industries in developed and in emerging markets. Section 5 and section 6 examine asymmetric effects on oil and gas industry returns and several other industries, using different measures of asymmetry. Section 7 shows the robustness analysis, and Section 8 concludes.
Literature review
The determinants of stock market returns are an important issue in financial economics. The literature has tried for long to find factors that explain the returns of securities. Given the weak empirical support for the market portfolio, studies have looked for additional economic or financial variables that could explain stock market returns (see Fama and French, 1992) . The relation of oil with business cycles and industrial production (see Hamilton, 1983; Kim and Loungani, 1992) make it a natural candidate as highlighted in the growing number of studies that examine the relation between oil price changes and stock markets (see, e.g., Basher and Sadorsky, 2006; Chen et al., 1986; Cong et al., 2008; Driesprong et al., 2008; Ferson and Harvey, 1994a,b; Hammoudeh and Li, 2004; Huang et al., 1996; Jones and Kaul, 1996; Papapetrou, 2001; Park and Ratti, 2008; Sadorsky, 2008) .
The first results were not supportive of oil as a significant factor in financial markets. Huang et al. (1996) , Chen et al. (1986) and Ferson and Harvey (1994b) find that oil futures returns do not have much 1 Nandha and Faff (2008) is the closest work to ours as they investigate whether oil price risk is global. There are, however, significant differences. First, we do not use global industry indices. Global indices require that country returns be market weighted. Thus results on risk factors might be determined by countries that have a large weight in the index, such as the U.S. and other developed countries. Our work instead, captures the cross-sectional variation of the 34 countries of our sample. Second, the analysis of oil price changes takes into account oil price volatility, because price changes are likely to have less of an impact when there is high turbulence of oil prices (see Lee et al., 1995) . impact on broad-based market indices such as the S&P 500 and that there is no reward for oil price risk in stock markets. Jones and Kaul (1996) , however, provide evidence that aggregate stock market returns in the U.S., Canada, Japan and the U.K. are negatively sensitive to the adverse impact of oil price shocks on their economies. More recently, Driesprong et al. (2008) find some predictive power in oil returns.
With the growing interest in oil stocks, a number of authors have investigated drivers of oil and gas industry returns, such as the market portfolio, interest and currency rates and naturally oil prices. Faff and Brailsford (1999) document a positive and significant impact of oil prices on Australian oil and gas industry equity returns. Sadorsky (2001) finds that the rises of the stock market index and oil prices have a positive effect on Canadian oil companies' returns, while increases in interest rates and exchange rates have a negative effect. El-Sharif et al. (2005) find a significantly positive impact of oil prices on oil and gas returns in the U.K. Boyer and Filion (2007) find a positive association between stock returns of 105 Canadian oil and gas companies and appreciation in oil and gas prices. They also document that Canadian energy stocks returns are positively correlated with the Canadian stock market return, crude oil and natural gas prices, growth in internal cash flows and proven reserves, and negatively correlated with interest rates. Park and Ratti (2008) also indicate that oil price rises have a positive impact on equity returns of oil and gas industries of 13 European countries. Finally, Oberndorfer (2009) finds that oil price hikes lead to an appreciation in gas stocks in European countries.
A common aspect of these studies is that they focus on oil and gas stocks in developed markets, but, as Basher and Sadorsky (2006, p. 226) argue, "emerging economies tend to be more energy intensive than more advanced economies and are therefore more exposed to higher oil prices. Consequently oil price changes are likely to have greater impact on profits and stock prices of emerging economies."
Other researchers analyze the asymmetric effects of oil price changes. Mork (1989) and Mork et al. (1994) find that oil price hikes have a negative impact on GDP, but that falls in oil prices do not necessarily have a positive impact on output or an impact of the same degree. More recent work examines whether these asymmetric effects pertain to stock market returns (e.g., Basher and Sadorsky, 2006; Cong et al., 2008; Park and Ratti, 2008; Sadorsky, 2008) . The evidence is conflicting. Basher and Sadorsky (2006) find asymmetric effects, while Park and Ratti (2008) , Nandha and Faff (2008) and Cong et al. (2008) do not. The evidence for the oil and gas industry is scarce. Cong et al. (2008) use Chinese stock data, and Nandha and Faff (2008) use global industry indices. The analysis has been undertaken using both multifactor models (Basher and Sadorsky, 2006; Nandha and Faff, 2008; Sadorsky, 2008) , and vector autoregressive models (Cong et al., 2008; Park and Ratti, 2008; Sadorsky, 1999) .
Data and methodology
This section describes the methodology and data used to make inferences about the importance of oil prices as a global factor.
We collect monthly returns for oil industry indices based on Datastream industry classification. Datastream has recently adopted the Industry Classification Benchmark (ICB) for a range of its global data products and services. The first level corresponds to the market index, which is then decomposed into four levels: industries, supersectors, sectors and subsectors.
We use oil and gas industry indices, one of 19 supersector indices. Datastream indices are weighted by market capitalization, and provide extensive coverage of each country's total market capitalization.
For data availability reasons, our final sample covers oil and gas indices from 34 countries from May 1998 through December 2009, for a total of 140 monthly observations. These 34 countries have complete data for the time period. As is customary in the financial literature, returns are computed as r i, t = 100 × [ln(I i, t ) − ln(I i, t − 1 )], where I i, t is the price index of industry i at time t. Returns are expressed in U.S. dollars and excess returns are computed using the one-month Eurodollar interest rate. The choice of the U.S. dollar as the reference currency is justified by the fact that oil price is determined in U.S. dollars in international markets.
We follow the literature that uses international factor models to examine the impact of systematic factors on stock returns (see Ferson and Harvey, 1994b; Jin and Jorion, 2006; Karolyi and Stulz, 2003; Tufano, 1998) . The model is as follows
where r i, t is the excess return of the oil and gas industry of country i at time t. β k are the coefficients of r i, t on K risk factors, F k, t with k = 1,..., K. The α i is the intercept. This means that the effect of a change in one explanatory variable is the same for all countries and all periods, but the average level for country i may be different from that of country j. α i thus captures the effects of those variables that are peculiar to the ith country and that are constant over time. u i, t , the error term, represents the nonsystematic excess return relative to the factors. According to Ferson and Harvey (1994b) , factor regressions provide information about the usefulness of global factors in controlling for the risks of international investments. Table 1 reports summary statistics for industry indices by country. Most industries have positive excess returns during the period. Only 7 out of 34 have negative excess returns. Volatility is lower in the U.S. and U.K. oil industries, 6.08% and 6.52%, respectively, and higher in countries like Denmark and Turkey, over 16%. All industries have kurtosis values higher than three. Note also that the distribution of excess returns of oil and gas industries is negatively skewed for the great majority of countries. Consequently, the Jarque-Bera test rejects the assumption of Gaussian returns for almost all countries, except for Hong Kong, Israel, Japan, Poland, the U.K. and the U.S. Our choice of global risk factors is based on theoretical and empirical work in the field. We include the market portfolio, currency and interest rates and oil prices.
Market portfolio
Use of the market portfolio in factor models is supported by the theoretical work of Sharpe (1964) and Merton (1973) . Extension to an international setting warrants use of a world market portfolio (see Adler and Dumas, 1983; Stulz, 1981) .
Datastream provides a world market index computed by weighting all country index returns. The variable WORLD is the logarithmic changes in the world market portfolio index in excess of a short-term interest rate, the one-month Eurodollar interest rate as in Ferson and Harvey (1994a) . This proxy of the market portfolio has been tested empirically by authors such as Ferson and Harvey (1994b) , Basher and Sadorsky (2006) and Nandha and Faff (2008) . Ferson and Harvey (1994b) note that while it is by far the most important factor, it does not provide a good explanation of cross-sectional differences in average returns. Partial-segmentation models suggest, alternatively, that partial segmentation may be more appropriate for less developed countries (see Errunza and Losq, 1985) . These models suggest that both local and world factors should influence equilibrium asset returns. Therefore, given that our sample includes a broad range of countries, we test the local market portfolio as a factor too (see Boyer and Filion, 2007; El-Sharif et al., 2005; Faff and Brailsford, 1999; Sadorsky, 2001) .
LOCAL is the local market portfolio return, computed as the logarithmic changes in the local market portfolio excess returns. Returns are in excess of the same short-term interest rate, the onemonth Eurodollar interest rate. Table 2 presents descriptive statistics for the independent variables. They are worth a brief comment. First, WORLD excess returns are negative for the period. Standard deviations for LOCAL range from 5.00% for the U.S. to 16.44% for Turkey. The kurtosis is higher than three in all countries, except Japan, and distributions of local market returns are negatively skewed.
Currency rates
Currency rate changes, a primary risk in foreign international investment, are a relevant factor for the oil industry because oil is priced in U.S. dollars in international markets.
2 Thus, we test whether oil industry returns show some sensitivity to changes in currency rates against the U.S. dollar. The empirical evidence on the impact of currency fluctuations on gas and oil industries is mixed. Both Sadorsky (2001) and Boyer and Filion (2007) find that currency rates have a significant impact on stock price returns in the Canadian oil and gas industry, mainly because currency appreciation leads to industry return increases. ElSharif et al. (2005) , however, do not find this effect is statistically significant for U.K. oil companies.
The variable CURRENCY is defined as the logarithmic changes in currency rates against the U.S. dollar. A positive change in the rate means an appreciation of the foreign currency with respect to the U.S. dollar.
The currency panel of Table 2 presents descriptive statistics on currency rates. Most currencies have appreciated against the U.S. dollar. Volatility is highest for Brazil and Argentina, with values of over 6%. Exchange rate variability is lower on average than the volatility of oil industry and local stock market returns. Since kurtosis is higher than three and there is negative skewness, the Jarque-Bera test leads us to reject the null of Gaussian returns for almost all currency returns.
Interest rates
Interest rates are a typical factor given their relation to macroeconomic conditions. Evidence on the importance of interest rate changes for the oil and gas industry returns is mixed. Sadorsky (2001) and Boyer and Filion (2007) show that interest rates have a significant impact on stock returns in the Canadian oil and gas industry. The term premium, the difference between the three-month and one-month interest rate positively impacts industry returns. El-Sharif et al. (2005) and Oberndorfer (2009) , however, do not find statistical significance.
In our international setting we cannot use interest rates directly because they are expressed in local currencies. Instead we use a factor that represents the interest rate differential in relation to the common currency, the U.S. dollar. 3 The factor INT _ RATE _ DIFF i is defined as the difference between the interest rate of country i and the U.S. interest rate, r i − r US , where r i is the three-month interest rate of the particular country and r US is the U.S. three-month interest rate. The last panel of Table 2 presents statistics on the interest rate differentials. We have data for only 31 countries; 13 countries, most of them in the euro area, have lower interest rates than the U.S. The standard deviation of this variable is lower than for previous variables.
Oil prices
Oil is the major input for oil and gas companies as we observe in the introduction. Firm value should reflect its price changes. The oil factor (OIL) in the model specification is proxied by the logarithmic change in oil prices from the price index of London Brent Crude Oil priced in U.S. dollars per barrel (U$/BBL).
4 Brent crude is sourced from the North Sea. It is used to price two-thirds of the world's internationally traded crude oil supplies, and is a benchmark for oil production from regions such as Europe, Africa and the Middle East. We also analyze the exposure to oil volatility. Oil volatility creates an environment of uncertainty that is likely to affect firm value.
5 Lee et al. (1995) note that price fluctuations are likely to have greater impact on environments where oil prices have been stable, as so they recommend taking into account oil price variability when studying oil price fluctuations. VOL _ OIL is the oil volatility obtained directly from the data by applying a moving average to the squared residuals
with t = 0,..., n − m − 1 and m = 4, obtaining by fitting an AR(1) model to oil returns, OIL t = c + ϕ 1 OIL t − 1 + ε t (see Gallant and Tauchen, 1998) . The volatility is computed from the innovations that are not explained by past oil changes. This method of estimation is typically used when the first two conditional moments are evaluated (see Bansal and Zhou, 2002; Doran and Ronn, 2008; Durham, 2003) .
The next-to-last line in Table 2 (continued) presents summary statistics for oil crude prices. The monthly mean is 1.20% and volatility 10.68%. This volatility figure is higher than that in many equity stock markets and currencies. Solnik (1974) model advocates that exchange rate risks should be priced in the absence of purchasing power parity. Adler and Dumas (1983) also present theoretical support for pricing exchange rate risks in a global setting. Dumas and Solnik (1995) and De Santis and Gerard (1998) find that currency risk is priced in a conditional setting for aggregate market returns. 3 We follow the approach used in macroeconomics to test the uncovered interest rate parity (UIP), a well-known relation on the market efficiency of the foreign exchange market. Briefly, the UIP states that the foreign exchange gains from borrowing in one currency, exchanging that currency for another currency and investing in funds in the second currency, while simultaneously purchasing futures contracts to reconvert the currency at the end of the holding period, must be offset by the opportunity costs of holding funds in the first currency (the interest rate differential). Empirical tests for the UIP are based on logarithm returns using the equality s t + k − s t = r LOCAL, t − r FX, t , where s t is the exchange rate of a country in the sample expressed in the foreign currency at time t, and r LOCAL, t and r FX, t are the nominal interest rates for domestic and foreign exchange rates, respectively. 4 As tests of several sources of oil prices reveal high correlation (around 0.95), we use the price index of London Brent Crude Oil in the primary analysis. 5 We thank a referee who commented that oil volatility creates a market environment prone to speculative trading. Cong et al. (2008) and Sadorsky (2008) make a similar point on the rise in oil price volatility and increasing speculative activity. Table 3 presents correlations among independent variables. There are large correlations between WORLD and LOCAL, around 0.72, and between LOCAL and CURRENCY, around 0.55. We pay special attention to these correlations. The others are not high and are not likely to cause multicollinearity.
Oil and gas industry risk factors
First we describe results regarding risk factors in the oil and gas industry around the world. Then we analyze whether there are differences in risk factors between industries in developed and emerging markets.
Oil price risk
Here we analyze whether oil price fluctuations affect oil and gas industry returns in a sample of 34 countries. Industry returns r i, t are regressed on the set of factors shown in Eq. (3).
where MP denotes the market portfolio, proxied either by the world market portfolio (WORLD) or by the country market portfolio (LOCAL). α i accounts for possible heterogeneity among gas and oil industries, and u i, t is the error term at time t. Because of the structure of the data, we estimate Eq. (3) as a panel. One advantage of this approach is that it enhances the quality and quantity of data and allows us to study the dynamics of the variable of interest with a relatively short time series. Moreover, the intercepts can differ according to the country for capturing cross-sectional heterogeneity. We estimate fixed effects (using ordinary least squares estimation method) and random effects panels (using generalized least squares estimation method). The advantage of the former is that it can account for the fact that the country effects may be correlated with the explanatory variables. To choose between the two specifications we run a Hausman test for all specifications (the null hypothesis is the nonexistence of correlation). According to the test results we cannot reject the hypothesis of no correlation at any significance level in all cases. This evidence suggests that the random effects specifications are more appropriate than the fixed effects models, so we present those results in the text. Table 4 presents the estimation results of Eq. (3). Column (1) shows that the variables WORLD, CURRENCY and OIL are statistically significant at standard levels of significance. The market portfolio is statistically significant and explains part of the variability. The sign of the coefficient of the variable CURRENCY indicates positive industry returns due to appreciation of the local currency against the U.S. dollar in line with the results of Sadorsky (2001) and Boyer and Filion (2007) . The coefficient of OIL is positive. This means that oil and gas sector returns respond positively to oil price hikes and negatively to oil price drops.
Oil is always statistically significant in the various specifications whether we add VOL _ OIL, column (2) or INT _ RATE _ DIFF, column (3). The positive coefficient of VOL _ OIL indicates that industry returns increase with growing uncertainty on oil prices. The variable INT _ RATE _ DIFF is statistically significant. The last estimation (4) represents a horse race including all variables. The results show that all variables are still statistically significant. The R 2 of the estimations ranges between 0.33 and 0.37.
Columns (5)- (8) use LOCAL as the market portfolio. LOCAL is statistically significant at standard levels of confidence, and the value of its coefficient is slightly higher than the coefficient of the variable WORLD. Both OIL and VOL _ OIL remain statistically significant. An important difference is that CURRENCY and INT _ RATE _ DIFF are statistically significant only at weak levels of confidence.
The results in Table 4 let us conclude which market portfolio seems more relevant. The R 2 increases substantially in columns (5)- (8) to around 0.56. This seems to suggest that although the world market portfolio has some explanatory power, the importance of the local market portfolio is stronger, consistent with the argument of partialsegmentation models and the findings of Ferson and Harvey (1994b) . The increase in R 2 when LOCAL is taken as a proxy for the market portfolio improves the model's goodness of fit, suggesting that LOCAL is a factor that captures most of the cross-sectional variation.
Developed countries vs. emerging markets
So far the evidence on the importance of oil price changes for the oil and gas industry has come from industries in developed markets (e.g., Boyer and Filion, 2007; El-Sharif et al., 2005; Faff and Brailsford, 1999; Sadorsky, 2001) . Our large sample of countries allows us to analyze developed and emerging markets separately to see whether there are differences between the two groups.
We would expect some differences as it is conventional wisdom that emerging markets may not be fully integrated into the global economy. For instance, Carrieri and Majerbi (2006) argue that the empirical evidence suggests that expected returns of emerging markets are likely to be affected more by local than by global risk factors. Second, according to Basher and Sadorsky (2006, p. 226) "emerging economies tend to be more energy intensive than more advanced economies and are therefore more exposed to higher oil prices. Consequently oil price changes are likely to have greater impact on profits and stock prices of emerging economies."
To discern whether there is a difference in oil price risk exposure of industries in developed and emerging markets, we divide our sample into two groups following the MSCI classification of developed and emerging markets and rerun Eq. (3). The analysis is conducted in a similar way, first using WORLD as a proxy for the market portfolio, and then using LOCAL. Table 5 presents the results, distinguishing developed countries (Panel A) from emerging markets (Panel B).
The estimation results of regression (3) in columns (1)- (3) show that both subsamples have exposure to the world market portfolio but the coefficient is higher for industries in developed markets, which is quite consistent with the fact that these countries are more integrated with the world market. The opposite happens with CURRENCY, whose coefficient is higher for emerging markets than for developed markets.
Our particular interest is in OIL with a statistically significant and positive coefficient, that is higher in developed markets. The coefficient of VOL _ OIL however, although positive for both samples, is higher in emerging markets. INT _ RATE _ DIFF is not statistically significant at standard levels of significance. The R 2 of developed and emerging markets is quite similar, ranging between 0.3 and 0.4. Columns (4)-(6) use LOCAL as a proxy for the market portfolio. First, we observe that both subsamples are exposed to changes in the local market portfolio. Second, currency fluctuations and interest rate differentials are not statistically significant at standard levels of significance as in Table 4 . Second, the variable OIL is a priced factor, but the coefficient of OIL is two times higher in the developed countries sample (Panel A) than in the emerging markets sample (Panel B). Third, oil volatility is priced and has a positive coefficient. Comparing the models, using LOCAL as a proxy for the market portfolio, the R 2 of the models increases sharply, particularly for emerging markets. As expected, they are less integrated with the world market, and the local market has great explanatory power.
To gauge whether the differences in sensitivities of OIL and VOL _ OIL are statistically different, we test the null that coefficients are equal for industries in developed and emerging markets, a hypothesis rejected at standard levels of confidence.
7
To sum this up, oil and gas industry returns in developed and emerging markets follow the price of oil and oil price risk is strongly priced in developed countries. Results are robust whether we use WORLD or LOCAL as the market portfolio and controlling for the variability of oil prices.
Given the large differences in the R
2
, from now on we present only results with the factor LOCAL in order to save space.
Asymmetric effects of oil price changes
Some research has found an asymmetric impact of oil price changes on the macroeconomy. That is oil price hikes have a negative impact on gross domestic product, but drops in oil price do not necessarily have a positive impact on output and not of the same degree (see Mork, 1989; Mork et al., 1994) . There is, however, contradictory evidence of asymmetry effects of oil prices in financial markets. Basher and Sadorsky (2006) find that oil price changes produce asymmetric effects while Park and Ratti (2008) , Nandha and Faff (2008) and Cong et al. (2008) do not find this.
To investigate whether there are asymmetric effects of oil for oil and gas industry returns, we define measures of nonlinear variation of oil prices. Then we test asymmetry in all industries. Finally, we disentangle differences in industries in emerging and developed markets.
Nonlinear oil price measures
To test for asymmetric effects of oil price variation, we need to define nonlinear measures of oil price changes. The traditional approach is based on a dummy variable that differentiates positive from negative oil price changes and multiplies the variable oil price changes, which is equivalent to the following variables:
where oil t is the price of oil at time t and the OILP t (OILN t ) is the positive (negative) oil price change at time t. OILP (OILN) assumes positive values each time variations are positive (negative) and zero otherwise. A second measure is proposed by Hamilton (1996) . He argues that if one wants to measure how unsettling an increase in the price of oil is likely to be for the spending decisions of consumers and firms, it is more appropriate to compare the current price of oil with its value over the last year rather than during the previous month alone. Net Oil Price Increase (NOPI) is defined as NOPI t = max 0; ln oil t ð Þ−ln max oil t−1 ; :::
where NOPI t is the net price increase at time t. NOPI can be interpreted as the amount by which the log oil price exceeds its maximum value over the last year. Note that in a period of consistent oil price escalation, NOPI would be low, but if prices soar sharply NOPI is high. An advantage of NOPI is that it is a better measure to extract the exogenous component of oil price fluctuations (see Kilian, 2008) . Similarly we define Net Oil Price Decline (NOPD) as NOPD t = min(0, ln(oil t ) − ln[max(oil t − 1 ,..., oil t − 12 )]), where NOPD t is the net price decline at time t. NOPD is negative when the oil price is below its peak value over the last year.
8 Fig. 3 graphs NOPI and NOPD for the sample period (see Hamilton, 2003 , for a longer-period analysis of NOPI). We see episodes of peaking prices that seem to cluster in some periods. NOPD also shows some peaks and slumps, and we can see the dramatic fall of oil prices during 2009.
Asymmetry results
To examine the asymmetric effects of oil price fluctuations, we rewrite the factor model to include the nonlinear measures of oil price changes: OILP, OILN, NOPI and NOPD (besides the other factors LOCAL, CURRENCY and INT _ RATE _ DIFF). First, we see whether exposure to rises in oil price is different from the exposure to oil price drops. If the coefficients of OILP and OILN are similar, then the contention of asymmetry has no support. Following Basher and Sadorsky (2006) , Nandha and Faff (2008) and Sadorsky (2008) , we include OILP and OILN in a model to help test these effects:
For the hypothesis that the coefficient of oil is equal for developed and emerging markets, the test statistic is 6.54 and the p-value is 0.0104. For the hypothesis that the coefficient of volatility of oil is equal for developed and emerging markets the test statistic is 2.66 and the p-value is 0.1087. More details on the test are available from the authors upon request. (3) show that OILP and OILN are positive and statistically significant; thus industry returns are shown to follow both positive and negative price fluctuations, although coefficients are higher for positive changes than for negative ones. Oil volatility affects industry returns but only at a 10% significance level.
Next we use the measures introduced by Hamilton (1996) , NOPI and NOPD, to try to capture the exogenous component of oil price variations:
Columns (4)- (6) of Table 6 present the impact of changes in oil prices. Here, the results on asymmetry are dramatic. The coefficients representing price increases are from 10 to 20 times higher than the coefficients representing price declines. Differences are mitigated slightly when we consider oil volatility, which has a statistically significant coefficient. This confirms Lee et al. (1995) and Hamilton (1996) in that turbulence in oil prices reduces the marginal effect of any given price change. Nevertheless, results are consistent with the evidence that positive price fluctuations have more of an impact than negative ones.
To analyze the statistical reliance of the gap coefficient, we test for asymmetric responses of oil and gas industry excess returns to oil price changes using two tests. Test 1 defines a null hypothesis of symmetry, i.e., tests whether coefficients of positive and negative variations are equal, H 0 : β OILP = β OILN or H 0 : β NOPI = β NOPD . Rejection of the null hypothesis indicates statistical support for asymmetric responses. Nonrejection could be due to both coefficients being equal to zero, i.e., there is no sensitivity to the oil factor. Test 2 checks this explanation. It analyzes the joint hypothesis that both coefficients are equal to zero, H 0 :
The last rows in Table 6 show rejection of the null hypothesis of Test 1 at standard levels of significance for columns (1) and (3) and at a 10% confidence level for column (2). Also, the equality of the coefficients of NOPI and NOPD is always rejected at standard levels of statistical significance.
If we base our interpretation of the results on discounted cash flow method, the intuition is that the increase in the present value of future cash flows is proportionally greater when oil prices soar than the drop is when oil prices fall. This indicates either that demand is not sufficiently depressed by price spikes or firms in this industry have considerable market power. According to Kilian (2009) , both effects together can make firms pass through price increases to customers, which could explain why positive changes in oil prices influence oil and gas returns more than negative changes.
Developed and emerging markets
What can we say about differences between developed and emerging markets? Table 7 shows the estimation results but separately for developed countries (Panel A) and emerging markets (Panel B). Columns (1)- (3) show results of estimation of Eq. (4). OILP and OILN (positive and negative price changes) are statistically significant for developed markets, but for emerging markets only OILP is statistically significant. Thus industries in developed markets react both to positive and negative changes of oil prices, while in emerging markets they react only to positive changes. In both subsamples, the coefficients are higher for positive variations than for negative variations. In developed markets, OILP is about twice as high as OILN. VOL _ OIL is not statistically significant for developed markets.
Columns (4)-(6) use NOPI and NOPD to test asymmetric reactions. While again values are statistically significant in developed markets, NOPD is not in emerging markets. Once the evidence suggests that negative variations have no impact on industry returns in emerging markets.
The last rows in Panel A of Table 7 show rejection of the null of H 0 : β OILP = β OILN for model (1) at standard levels of significance, but only at weak levels for models (2) and (3) in developed markets. For emerging markets, the difference between the coefficients is not statistically significant.
The equality of NOPI and NOPD coefficients (H 0 : β NOPI = β NONI ) tends to be rejected both in developing and emerging markets, although in column (6) equality is not rejected.
Overall, the results confirm the asymmetric effects of oil price fluctuations in oil and gas industry returns in developed markets according to either measure of asymmetry. For emerging markets, although coefficients are higher for positive variations than for negative ones, only OILP and NOPI are statistically significant. This means that oil price drops do not impact industry returns in emerging markets.
Asymmetric effects of commodity price changes
We have documented that oil price fluctuations have asymmetric effects on oil and gas industry returns. That is, price spikes impact industry returns more than price drops. Does the relation between oil and the oil industry have parallels in other industries? Do other commodity-driven industries have this pass-through effect? These questions are important because demand for commodity companies, such as oil stocks or gold stocks has increased as investors become aware of their diversification benefits and inflation-hedging properties. There has been no clear answer to the questions: Are investors exposed to the same kind of risks? or is the oil and gas industry a special case?
Works on commodity price risk are scarce. Gold is the only commodity to receive extensive study in the academic literature (see Blose and Shieh, 1995; Faff and Chan, 1998; Jin and Jorion, 2006; Khoo, 1994; Louden, 1993; MacDonald and Solnik, 1977; Martin and Keown, 1977; Stone, 1974; Tufano, 1998) . Authors usually analyze the impact of gold price variations on the value of gold mines or a gold company index, and tend to find a positive relation between them.
Two relevant exceptions in the commodity price risk literature are Sadorsky and Henriques (2001) and Oberndorfer (2009) . Sadorsky and Henriques (2001) study the impact of commodity prices on the Canadian paper and forest product industry returns. They use a Canadian commodity spot price index that includes metals, minerals and forest products and find that industry returns tend to follow the price of this index. Oberndorfer (2009) analyzes the impact of changes in oil, coal and natural gas prices on stock returns of utility companies of the Eurozone. He finds that the prices of oil and coal have a negative effect and the price of natural gas a positive but not statistically significant effect.
We believe commodity price analysis is important because comparison with other industries might help us understand why there are asymmetric effects in the oil and gas industry. Kilian (2009) suggests inelasticity of energy demand, similar market structure and the limited supply of the main input are possible drivers of the asymmetric effects. If we were to find asymmetric effects of commodity price changes in other industries, we could rule out explanations like inelasticity of demand for energy. But if we find similar effects in industries with similar market structures, the explanation of market structure as allowing cartel behavior would gain support.
We thus analyze a set of industries whose activity is largely dependent on a commodity, as in the oil and gas industry. We aim to see whether commodity price changes are a risk factor and whether there are asymmetric effects as in the oil industry for this set of comparable industries.
Data
We describe selection of industries, the commodities and the available statistics. All the industries are directly dependent on commodities, so they are likely to be subject to commodity price risk.
Industries
Industries selected are supersectors from Datastream Industry Classification Benchmarks (ICB) decomposition to keep the analysis as comparable as possible. The supersectors selected are: Chemicals (1300), Basic Resources (1700), Food and Beverage (3500) and Utilities (7500). These industries depend heavily on commodities and therefore are likely to be exposed to commodity price risk. They also have some similarities to and differences from the oil and gas industry.
6.1.1.1. Basic resources. The basic resources industry shares many similarities with the oil and gas industry. First, the main input is a nonrenewable natural resource. As Hong and Sarkar (2008, p. 1286) state "commodity price risk is nevertheless important for companies in natural resources industries." Second, the natural resources business is capital-intensive requiring large scale of investments to operate. Third, it also requires large up-front investments with significant lead times, i.e., there is usually an enormous lead time between the initial discovery of a resource and the time it comes to market. Sadorsky (2001, p. 18) notes that "natural resources companies are dealing with a depleting resource base. In order to remain in business natural extraction companies are continuously searching for low cost natural resources to exploit their depleting asset base." Fourth, raw materials are rather homogenous. Thus, product differentiation is not possible, and companies need to minimize costs to increase profits.
As for market structure, Plourde and Watkins (1998) document that firms vary from very small to very large, and several organizations engage in cartel-like behavior. Notwithstanding, the same authors note that the industrial structure for gold and silver is quite competitive with many small firms while other metal industries range from oligopolist to monopolistic.
6.1.1.2. Food and beverage. The food and beverage industry uses agricultural commodities in production. Unlike oil, agricultural commodities are renewable commodities, and the industry does not usually necessitate up-front investments or excessive lead times. The industry tends to be competitive. Production is geographically widespread with many small producers but also large production examples such as coffee in Brazil, or cocoa in Ivory Coast. One salient feature of this sector is that prices of some agricultural commodities like rice, sugar and wheat are artificially supported by government subsidies in many countries in order to keep food prices low.
6.1.1.3. Chemicals. The chemical industry uses several raw materials like crude oil or metals, transforming them into a variety of articles used in other industrial products like automobiles, construction items or household goods. Chemical industry revenues are therefore dependent on business cycles; in other words, the demand is not inelastic.
Like the oil industry, the chemical industry is capital-intensive, requiring large scale of investments to operate. Further, the industry is quite concentrated, with barriers to entry due to high front-up costs as well as technology patents.
In terms of market structure, the chemical industry includes large, medium and small companies around the world. Product differentiation might exist depending on the value added compared to the input for a product.
6.1.1.4. Utilities. The utilities industry includes companies whose revenues come from the administration of public services such as water and electricity. In many countries, these companies are state-owned, but they have been frequently privatized following the argument that private ownership increases efficiency. Yet anecdotal evidence shows that even if utilities become privately owned, they tend to remain monopolies or oligopolies, because the infrastructure is very expensive to build or maintain.
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Other important similarities with the oil industry include: the inelasticity of the consumption of electricity or water, the homogeneity of the product and finally the large scale of investments necessary to operate.
Commodities
The next step is to select a set of representative commodities that might proxy for commodity price risk. The best choice seems the basket of components of the Standard & Poor's Goldman Sachs Commodity Index (S&P GSCI). The index represents several categories of commodities: energy, industrial metals, precious metals, agriculture and livestock. These commodities are chosen because they are economically important and are widely followed by investors. Table 8 presents the list of 21 commodities and the benchmark used. Prices of commodities are taken from Datastream. We use the known benchmarks for some commodities but in other cases the S&P GSCI price index, widely followed by investors. 10 6.1.2.1. Energy. Energy is important for all industries, but our focus is on the risk exposure of the sector utilities. Energy commodities selected are: natural gas, oil and coal as in Oberndorfer (2009) . 11 We took prices from known indices. Given that natural gas is less storable than oil, and its price can vary across countries, we choose the price given by the S&P 500 GSCI Natural Gas Price Index. For coal we use the Global Insight Coal Index Basis 6000 Price Index.
6.1.2.2. Industrial metals. Industry metal price fluctuations are a risk for the basic resources sector. Industry metals are aluminum, copper, lead, nickel and zinc. Like oil, industrial metals are consumed by many industries. Metal prices are usually determined competitively on exchanges like the London Metal Exchange (LME), and common benchmarks are taken from there.
Precious metals.
Precious metals are gold and silver. Usually the demand for precious metals prices is less dependent on economic activity. We use the common benchmarks for these two metals, the Gold Bullion from the London Bullion Market (LBM) U$/troy ounce and the Silver Fix from the LBM Cash Cents/troy ounce.
6.1.2.4. Agriculture and livestock commodities. For agriculture commodities and livestock, we use the S&P GSCI prices for cocoa, coffee, corn, livestock, soybeans, and wheat.
6.1.2.5. Chemical products. Chemical products are not included in the S&P GSCI but we decide to include them, given our particular interest in the chemical industry. Many of the representative chemical products are subproducts of crude oil. For instance, crude oil is separated into components like ethylene and propylene. These two products are necessary to produce plastics for several industries such as automobile, information technology, construction, household goods and toys. We select chemicals like propylene, benzenedicarboxylic acid (PTA) and polyvinyl chloride (PVC), and some subproducts of oil like benzene, ethylene, and naphtha. They represent the majority of the output of the industry. Benchmarks are as indicated by Datastream. Table 9 shows the summary statistics for the commodities. All index prices of commodities are in U.S. dollars, and returns are computed much as for oil returns. All commodities have positive mean returns during the time period. The highest returns are for lead and naphtha although they are lower than the mean return of oil, 1.2%.
We compute the level of volatility of each commodity using Eq. (2). Many commodities are subject to higher levels of volatility than oil, such as natural gas (17.85%), nickel (11.23%) and subproducts of oil such as benzene (16.05%), ethylene (11.58%) and naphtha (12.54%). Studies covering 1985-1994 have already found that oil return volatility approximates the volatility of commodities such as lead, nickel and zinc (see Plourde and Watkins, 1998) . More recently, Olimb and Ødegård (2009) compared recent-period oil volatility with that for other commodities, concluding that oil volatility has not increased significantly while other commodities have become substantially more volatile.
Commodity price risk
Before we examine asymmetry in relation to commodity price fluctuations, we need to see whether the industries show commodity risk exposure. We use a multifactor model and estimate the sensitivity of the industries to commodity price fluctuations (COMM j ) and commodity price volatility (VOL _COMM j ) like section 5. We use the factors: LOCAL, CURRENCY and INT _RATE _DIFF, and also control for oil price changes, as some research concludes that oil prices are related to the price of other commodities (see e.g., Baffes, 2007; Akram, 2009) . Table 10 Panel A shows the results of the impact of metal price changes on basic resources returns. The coefficient of LOCAL is higher than 1, which means that industry returns tend to vary considerably with changes in local market. This result is consistent with previous results in gold stock literature such as Khoo (1994) , Blose and Shieh (1995) and Faff and Chan (1998) .
CURRENCY has a negative coefficient, meaning currency appreciation against the U.S. dollar has a negative effect on returns. Louden (1993) and Khoo (1994) also find that gold stocks are negatively related with exchange rates.
Interest rate differentials are statistically significant in most results. Oil price changes (OIL) positively impact basic resources industry returns.
The basic resources industry shows exposure to commodity price fluctuations. COMM j is statistically significant and has a positive coefficient for all metals. The volatility of commodities coefficient is negative for precious metals such as gold and silver, and positive for the others, but only the value for aluminium price volatility is statistically significant.
Panel B shows how price fluctuations in several agricultural commodities affect food and beverage industry returns. LOCAL has a coefficient of around 0.65 across the board. Thus, industry returns tend to fluctuate smoothly with local market portfolio returns. Coefficients are positive and statistically significant for CURRENCY variations as well as interest rates. Coefficients for OIL are negative but not statistically significant. The industry returns do not seem to react to the prices of agricultural goods, except for corn. VOL _ COMM j has a negative coefficient that is statistically significant only for coffee and livestock.
The results for the chemical industry are in Panel C. LOCAL has a coefficient around 0.89, lower than 1. Thus industry returns tend not to change so much with local market portfolio changes. CURRENCY as well as INT _RATE _DIFF do not seem to affect industry returns. OIL affects industry returns positively. The industry returns tend to follow the price of chemical goods, and commodity price volatility is likely to affect industry returns negatively, although values are not always statistically significant.
Panel D shows the estimation results for the commodity price exposure of utilities. LOCAL has a coefficient of 0.7, which is consistent with the idea that revenues change little with the economic cycle, given that the activity provides a public service to industrial and retail consumers. CURRENCY is statistically significant with a positive coefficient. The value of the coefficients is similar to the estimates presented in Oberndorfer (2009) . INT _RATE _DIFF is statistically significant, with a negative coefficient. Utility returns follow OIL price fluctuations but inversely; in other words, oil price spikes impact industry returns negatively. The result for natural gas is statistically significant with a positive estimated coefficient, while the coefficient for coal is negative but not statistically significant.
The signs of the coefficients of the commodities are in line with Oberndorfer (2009)'s results. He also finds that oil and coal have negative estimated coefficients and natural gas has a positive estimated coefficient.
Briefly, basic resources, chemicals and utilities are subject to some commodity price risk while food and beverage is not.
Asymmetric effects of commodity price fluctuations
To study the asymmetric effects of commodity price changes, we compute measures of nonlinear variations of commodity prices as we did for oil. COMMP j has a positive value if commodity j has a price increase and 0 otherwise. COMMN j is a variable that assumes a negative value if prices of commodity j fall and 0 otherwise.
Similarly, the analogues of NOPI and NOPD for other commodities are net commodity price increase (N _ COMM _ PI j ) and net commodity price decline (N _ COMM _ PD j ) of commodity j: N P COMM − PI j;t = max ð 0; ln comm j;t −ln max comm j;t−1 ; …; comm j;t−12 h i Þ N P COMM − PD j;t = min 0; ln comm j;t −ln max comm j;t−1 ; …; comm j;t−12 h i ;
ð6Þ Table 9 Commodity returns-summary statistics. This table reports the summary statistics of the commodities returns. Prices are in U.S. dollars. By column, we report the mean, the standard deviation (SD), the kurtosis, the skewness, the Jarque-Bera statistics and their p-values. where comm j, t is the price of commodity j at time t, and N _COMM _ PI j, t (N _COMM _PD j, t ) is the net commodity price increase (decline) of commodity j at time t .  Tables 11 and 12 present the results, following the same approach as for oil price changes. Returns of basic resources, food and beverage, chemicals and utilities are regressed on a set of variables, including the measures of nonlinear price changes of commodities presented above. To save space and because our focus is on asymmetry, we present only the estimates of the coefficients related to the asymmetric effects of commodities.
Commodity

Basic resources
Panel A of Table 11 shows the estimation results for basic resources as the dependent variable. COMMP j and COMMN j are statistically significant and their coefficients are positive for almost all metals. This means that industry returns follow the price of metals. It is worth noting that the coefficient tends to be higher for COMMN j than for COMMP j . That is, negative changes have a greater impact than positive ones (with the exception of silver); in other words, the asymmetric effects work in the opposite direction from the results for oil.
To validate the asymmetry statistically, we use the same null as in the oil analysis (Test 1). The null hypothesis tests the equality of the coefficients for positive and negative changes. The result shows that we cannot reject at standard levels of significance the null of symmetry for gold and silver. For industrial metals, the null is rejected for aluminum and copper because the asymmetry goes in the opposite direction of the oil results. Price drops have more of an impact on industry returns than price hikes.
Panel A of Table 12 uses N _COMM _PI j and N _COMM _PD j to capture asymmetric effects. The variables N _COMM _PI j and N _COMM _PD j for precious metals and industrial metals are statistically significant, but a striking aspect is that now price hikes have greater impacts than price drops, which is contrary to the results in Table 11 and in line with the results for oil. The null is rejected, however, for silver, aluminum and lead. 
Food and beverage
Panel B shows how price fluctuations of several agricultural commodities affect food and beverage industry returns. Again this industry tends not to react to commodity price changes. This is supported by Test 2 where the null of jointly statistical significance of the variables COMMP j and COMMN j tends to be not rejected. In the commodities where the asymmetry is statistically significant (like cocoa and corn) the effect works in the opposite direction of oil, and the estimates of the coefficients of COMMN j are higher than the estimates of the coefficients of COMMP j . In fact, COMMP j presents several negative coefficients, meaning that price rises in agricultural commodities have negative effects on food and beverage industry returns.
Panel B of Table 12 uses N _ COMM _ PI j and N _ COMM _ PD j . The previous results are confirmed; the food and beverage market tends not to react to price changes in agricultural commodities with the exception of price slumps in cocoa and wheat. When asymmetry exists, it works in the opposite direction of oil; in other words, food and beverage industry returns follow price drops but not price hikes.
Chemicals
The results for the chemical industry are in Panel C. Only negative changes in propylene and ethylene prices are statistically significant. Thus, we find evidence of asymmetric effects that go the opposite way from oil price changes. Coefficients for negative changes are larger than for positive changes. Statistically, inverse asymmetry is supported only for propylene.
In Table 12 , Panel C, coefficients of N _COMM _PI j and N _COMM _PD j confirm the previous results. Industry returns tend not to respond to price rises except benzene and naphtha, which have negative signs. Price drops have a negative impact on industry returns, particularly raw materials coming from oil. This finding suggests that negative changes in commodity prices have a negative effect on industry returns. The tests on the null support the inverse asymmetry for benzene and naphtha.
Utilities
Panel D of Table 11 shows the results for utilities. Although coefficients of positive changes for natural gas and coal are larger than negative ones, there is no statistical support at standard levels of confidence. Industry returns react to rises in natural gas prices but not to price drops. Table 12 uses N _COMM _PI j and N _COMM _PD j . We find asymmetry for coal and natural gas, but at standard levels of confidence only for natural gas.
Summary
We conclude by noting that we cannot find that commodity price changes have the same universally asymmetric effects that oil price changes have in oil and gas industry returns. Using the traditional approach that distinguishes positive from negative changes, we find that some commodity price changes (aluminum, copper, cocoa, corn, ethylene and propylene) have asymmetric effects on industry returns but in the opposite direction from oil: price drops have more of an impact than price hikes.
Using net commodity price changes as in Hamilton (1996) , commodity price changes of silver, aluminum, and natural gas present similar asymmetric effects to oil in basic resources and utility returns, respectively. This implies that outcomes can be different for nonlinear measures, as shown in the case of basic resources.
Robustness analysis
We examine the robustness of the results using different proxies for oil, commodities, different asymmetry measures and time dummies.
Oil and other commodity price proxies
One concern may be that our results could depend on the type of variable we use to proxy the oil and commodity prices. Therefore, we reestimate the models using different benchmarks. For oil we use the NYMEX-Light Crude Oil Continuous Settlement Price (U$/BBL). This price is for settlement of the NYMEX futures contract, the most widely traded futures contracts and it is also used as the benchmark to set oil product-related prices. The new explanatory variables are: oil futures returns OIL(FUT) and oil futures volatility VOL _ OIL(FUT).
The results are unchanged for oil price risk. That is, oil risk is priced. Table 13 shows not only that the oil futures return variable is statistically significant but also that its coefficient is positive similar to the values in Tables 4 and 5 . The volatility of oil futures is also statistically significant, and the other variable coefficients remain unchanged.
When we split the sample into developed and emerging markets, we see the same differences for the coefficients of the different markets, leading us to conclude that the results are not driven by choice of the oil proxy.
To check our results on asymmetry, we recompute the nonlinear measures of oil changes using oil futures returns. The new explanatory variables are OIL(FUT), OILP(FUT), OILN(FUT), NOPI(FUT) and NOPD(FUT). Table 14 shows the estimation results of Eqs. (4) and (5) using oil futures returns instead of oil spot price returns. OILP(FUT), OILN(FUT), NOPI(FUT) and NOPD(FUT) are always statistically significant. The same differences between positive and negative changes are found using futures returns. Columns (1)- (3) show that positive changes are greater than negative changes (the coefficient of OILP(FUT) is higher than the coefficient of OILN(FUT)). The null hypothesis of Test 1, H 0 : β OILP(FUT) = β OILN(FUT) , however, is rejected only at weak levels of significance.
In columns (4)- (6), note that the coefficients of NOPI(FUT) and NOPD(FUT) are slightly lower than those in Table 6 , but the wide gap between them remains and the null of Test 1, H 0 : β NOPI(FUT) = β NOPD(FUT) , is always rejected, supporting the asymmetry contention.
Further tests confirm the difference in oil price risk in developed and emerging markets. We observe also that changing commodity benchmarks has little impact on our findings. 
Scaled price changes
An alternative way to analyze asymmetry is to use a measure called scaled oil price increases (SOPI). According to Lee et al. (1995) what matters is how surprising an oil price increase is based on the observed changes. That is an unexpected oil price change will have less of an impact when conditional variances are high because much of the change in oil price will be regarded as transitory.
To calculate this measure, we estimate a GARCH(1, 1) model given by:
where ε t = σ t t is the prediction error, σ t N 0 is the conditional standard deviation of the underlying oil return (denoted volatility) and the innovation t ∼ NID(0, 1). We impose the conditions α 0 N 0, α 1 ≥ 0 and β 1 ≥ 0 to guarantee that the conditional variance is positive and α 1 + β 1 b 1 to assure it is stationary. Therefore, a measure that reflects the size and the variability of the unexpected oil shock might be defined for time t asε 4 t =ε t σ t and consequently the SOPI is given by:
In a similar manner, scaled oil price declines (SOPD) are defined at time t as SOPD t = min 0;ε 4 t À Á : Therefore, oil price increases and declines are scaled by the oil conditional standard deviation. SOPI and SOPD will be high (in absolute value) when there are great price changes (in absolute value). We compute scaled price changes for oil (SOPI and SOPD) (see Hamilton, 2003; Park and Ratti, 2008) and for the other commodities (S _ COMM _ PI j and S _ COMM _ PD j ). Table 15 shows the estimation results. For the sake of space we present only the estimated coefficients related to the variables SOPI and SOPD and S _ COMM _ PI j and S _ COMM _ PD j . The asymmetric effects of oil price changes are confirmed using this measure (see Panel A of Table 15 ). The evidence is that price increases matter more than price drops, the SOPI coefficient is higher than the SOPD coefficient and H 0 : β SOPI = β SOPD is rejected at standard levels of significance. Table 15 reports results testing the robustness of commodity price change results. Panel B presents the estimations for basic resources. The coefficient of S _ COMM _ PI j is lower than the coefficient of S _ COMM _ PN j for almost all commodities except for silver, lead and nickel, but Test 1 confirms asymmetric effects only for gold, aluminum and copper. As in Table 11 , the asymmetry of commodities goes in opposite direction from oil asymmetry. Negative oil price changes have a greater impact on industry returns than positive changes.
Results are similar for food and beverage industry returns (Panel C). Cocoa, coffee and corn price changes have negative effects on industry returns. Chemical industry returns (Panel D) are also affected negatively by naphtha and propylene price variations. The results for cocoa, coffee or corn and propylene and naphtha show asymmetric effects but the asymmetry goes in the opposite direction from oil asymmetry. Price drops have more impact than price rises.
For utilities, although natural gas shows a higher coefficient for positive changes than negative ones (0.416 and 0.061, respectively), asymmetry is not supported statistically.
Overall, the results using scaled price changes confirm an asymmetric effect of oil price changes in oil and gas industry returns, which seems to represent a unique case. Although there are asymmetric effects for some commodities, they go in the opposite direction from oil price changes. Price drops have a greater impact than price rises.
Time dummies
A final test adds time dummies to the model for an augmented version of the original panel that allows the intercepts to vary over time. We introduce t − 1 time dummies to see if there are possible shifts over time in excess returns in the level of the oil and gas industry. A joint significance test of the time dummy variables indicates rejection of the null hypothesis that they are jointly statistically insignificant at a 5% significance level.
Panel A of Table 16 shows the estimation results of Eq. (3) with time dummies. OIL is still statistically significant, but VOL _ OIL is no longer a priced factor. All the remaining coefficients are similar to those in Table 4 .
Finally, when we split the sample into developed and emerging markets, OIL is not statistically significant for emerging markets, although it is significant for industries in developed countries, which confirms differences across countries.
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The result that oil is a priced factor is therefore robust over different time periods.
Conclusion
Researchers have long sought to understand the factors that impact the equity returns of companies and markets. We contribute to the literature by studying the exposure of the oil and gas industry to a number of factors, particularly whether oil prices are a global factor.
The empirical evidence is that oil price has a positive impact on the market returns of the oil and gas industry around the world. Oil price risk is more important in developed country industries than in emerging markets. A striking aspect is that the oil and gas industry is strongly affected by local market returns, when companies operate their business in several countries.
We examine asymmetry in oil price fluctuations using two primary measures of asymmetry. The first distinguishes between positive and negative monthly changes, while the other compares oil changes to previous reference values. We find that oil industry returns react asymmetrically to oil price changes, that is, oil price hikes impact 13 Results are available upon request. (1) industry returns more than oil price drops according to both measures, but the results are stronger according to the second measure. We interpret the asymmetric effects as a sign that firms have the ability to pass their oil sensitivity on to customers through price changes. Moreover, we also observe that the asymmetric effect is stronger for industries in developed countries than for industries in emerging markets. Using the traditional dummy approach that splits price changes into positive and negative, we are often able to reject the null of symmetry, but using the second asymmetry measure we also find asymmetric effects in emerging markets. This interpretation is consistent with the idea that emerging markets tend to react more to exogenous changes in oil prices.
Finally, we look at other commodity price changes to see if commodity-driven industries are affected similarly by asymmetric effects of oil price changes. When we find asymmetry, the asymmetry often goes in the opposite direction from oil. Negative changes have a greater impact than positive ones. According to net price change measures, in basic resources and utilities there are asymmetric effects similar to oil. Overall, however, the results seem to suggest that these asymmetric effects are unique features in the oil and gas industry, likely because of inelasticity of demand for energy, industry market structure and the limited supply of the primary industry input.
Our results have direct implications for investment in the oil and gas industry, as we identify several sources of variation in industry returns that are useful for controlling international risks of investments. Moreover, common investors can hedge against oil price increases by investing in these firms. Table 15 Asymmetric effects of scaled price changes: oil and other commodities. This table reports random effects panel regression estimations (r i, t = α i + β LOCAL ⋅ LOCAL i, t + β CURR ⋅ CURRENCY i, t + β S _ COMM _ PI ⋅ S _ COMM _ PI j, t + β S _ COMM _ PD ⋅ S _ COMM _ PD j, t + β INT R ATE ⋅ INT _ RATE _ DIFF i, t + u i, t ) from 1998:05 through 2009:12. The dependent variable is the monthly excess returns of the oil and gas industry indices in U.S. dollars. Explanatory variables include the country market return (LOCAL), currency variations against the U.S. dollar (CURRENCY), Scaled Commodity Price Increases (S _ COMM _ PI j ) and Scaled Commodity Price Declines (S _ COMM _ PD j ) and the difference between the local interest rate and the U.S. interest rate (INT_RATE_DIFF). Test 1 tests the null hypothesis H 0 : β S _ COMM _ PI j = β S _ COMM _ PD j . Test 2 tests the null H 0 : β S _ COMM _ PI j = 0,β S _ COMM _ PD j = 0. t-statistics robust to heteroscedasticity are in parentheses, and errors are clustered by country. 
