Abstract. The technologies of the object tracking and it's display has traditionally researched and developed areas in the computer vision. Specially, a high resolution camera technology combines the variable location monitoring and tracking sensors and it's convergence areas are fastly expanding in the research and commercial areas. In this paper, we has developed a design using the tracking algorithm, CamShift, HoG, and OpenCV libraries for this objects movement. Also, there will be a short description on the direction of development of the relevant technologies.
Introduction
Computer vision applications, which traditionally have been the target of powerful workstations, are migrating to the mobile domain. It is made available by increasing processing power of today's mobile processors. But still, there are some difficulties mainly due to the computationally expansive nature of vision applications. To provide smooth experience to users, several tens of frames of images need to be processed in a second. An object recognition system has been developed that uses a new class of local image features. The features are invariant to image scaling, translation, and rotation, and partially invariant to illumination changes and affine or 3D projection [1] . It is just around the corner to put on the gloves embedded with 'Marker Recognition Technology' and shrink and expand the screen as you like as seen on Minority Report, the movie. There are numberous recognition technologies that could support daily lives, such as recognition programs used at the parking lot, camera face recognition technologies, hinderance recognition functions of robots, moving object detection technologies using a camera, object detection technologies using a sensor, augmented reality, image processing algorithms and so on.
A Human detecting in images is a challenging task owing to their variable appearance and the wide range of poses that they can adopt. The first need is a robust feature set that allows the human form to be discriminated cleanly, even in cluttered backgrounds under difficult illumination [2] . studied the issue of feature sets for human detection, showing that locally normalized Histogram of Oriented Gradient (HOG) descriptors provide xcellent performance relative to other existing feature sets.
At the time of writing, there are several R&D attempts including the attachment of location detecting sensors for detecting a moving device and the processing of images to generate information on the location for detecting the movement of a device [3] .
The primary purpose of this study was to develop an application to provide the location tracking information of a specific device, such as the finger, in the form of images after collecting 3D location tracking information on the device using a webcam
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Related Work
Even at the time of writing, there are various machineries and/or programs that support daily lives using OpenCV. This research aims to obtain information from a web camera with the use of OpenGL[5], which uses a virtual reality and OpenCV, which can recognize a video, and then, display it as 3D image.
A template matching has extremely drawbacks that the target object scalings are should same or similar to input image on image processing. And, The reliability of detection results are decreased and altered because of the slightly rotate and fall away of the target objects on screen. Specially, if the color information are different, the error ratios are amplified and the template matching approaches are can not detect and recognize to moving objects.
SIFT [6] , SURF [7] has been cited to fastly detect a special point on the moving objects. A Scale-Invariant Feature Transform is an algorithm in computer vision to detect and describe local features in images. SIFT keypoints of objects are first extracted from a set of reference images and stored in a database. An object is recognized in a new image by individually comparing each feature from the new image to this database and finding candidate matching features based on Euclidean distance of their feature vectors. From the full set of matches, subsets of keypoints that agree on the object and its location, scale, and orientation in the new image are identified to filter out good matches. The determination of consistent clusters is performed rapidly by using an efficient hash table implementation of the generalized Hough transform. Each cluster of 3 or more features that agree on an object and its pose is then subject to further detailed model verification and subsequently outliers are discarded. Finally the probability that a particular set of features indicates the presence of an object is computed, given the accuracy of fit and number of probable false matches. Object matches that pass all these tests can be identified as correct with high confidence. SURF algorithm similar to SIFT algorithm, but it stack up and expand a scale space pyramid reverse ways. After the construction of scale space pyramid, the corner points are removed from the extracted special points and generate a key point descriptor through the local gradients on local areas.
Dalal et al. proposed the find a way to resolve this problems using the histogram of gradient in the images. It's a easy method to find and detect one or multiple moving object using HoG on the image considering scale space in implementation [8] . Zhu et Advanced Science and Technology Letters Vol.141 (GST 2016) al. suggested that considering the variant of scaling and adopted the cascade method to accelerate the time of the moving object detection [9] . The HoG had a high detection ratio and more accuracy through the study, but the error-detection possibilities are very high ration since histogram search methods. In this paper, we basically adopted the HoG descriptor which the studied data to recognize and detect a moving objects.
Implementation and Verification of Moving Object Viewer
System Overview
In this paper, an application for tracking the location of a moving object was developed that based and expanded in [10] as Figure 1 steps. For this works, a web camera was used to collect the 3D location tracking information of a moving object and then, location of the device was tracked by using the CamShift [11] algorithm and output the tracked location as image. In fact, one CamShift image tracking algorithm is suggested in this study. The movement of the finger for making a signature in the virtual space is filmed using a web camera and then, such movement is converted into images using this suggested CamShift image tracking algorithm 
CamShift based Location Tracking
CamShift object location tracking algorithm is to track down the movement of an object by detecting the center, size and direction of the target object in a repetitive manner with the use of histogram backprojection [1] . Histogram back projection is displayed as probImage, which is calculated with the calcBackProject function. In order to announce an object, announce RotatedTect to find the object and then, return a data-type box. There is MeanShift, which has similar functions. In the case of CamShift, its performance is outstanding if the target object is monotone and its color is distinctive from the background, but its gets diminished when its color is similar to the background or it is multicolored.
Line Drawing Algorithm
The line drawing algorithm was developed and implemented based on the MFC window programming to be able to draw the tracking path of a moving object as line after tracking down the object using CamShift. It is checked whether it has been initialized to 'isClear' using the if sentence or not, and if it has not been initialized, restore the screen perceived by a web-camera to the state prior to drawing of the line.
For instance, if a 'Save?' message appears and you choose either 'Y' or 'N', all the lines will be erased and the screen will go back to the state prior to the drawing of such lines.
Experimental Results and Analysis
In this study, the CamShift Moving Object Tracking Algorithm was applied to track down the location of the finger in the 3D space after filming its location using a webcamera. In order to save the location information of the moving object as image, OpenCV and Visual C++ 2013 MFC were used in Windows. In the lab, the movement of the finger was perceived by a web-camera as shown in the Figure 5 and then, data on such movement was transformed into an image with the use of the location tracking algorithm developed by this study and the drawing module, in turn generating the image as shown in the Figure 6 . For raising the accuracy of both the lab and location tracking, white gloves with black marks and white background were used. Since Camshift tracks down a certain color, we used "Black", which is opposite to white.
Conclusion and Further Research
It was possible to cope with a change in the shape by using Camshift, but since Camshift is based on a color model, its performance could be varied upon environment. Therefore, in the future study, it would be required to implement various measured to diminish the influence of a lighting. In addition, it would be necessary to find a way to improve a perception rate by using an additional marker rather the finger or a pen. This study's ultimate goal should be finding of ways to directly perceive the shape of the hand or pen and reduce the degree of shaking, which is caused during the detection, reflected on the drawing.
