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ABSTRACT 
In the last decades, the world has seen the rapid urbanization process with the boom 
of motorized vehicles. The motorization, on one hand, gives opportunities for economic 
development and on the other hand, it puts pressure on the environment that affects the 
quality of life. The self-proliferating of the city is identified as a major that causes the rise 
of private vehicle ownership and usage. Understanding the influential mechanism of the 
travel mode choice, vehicle ownership patterns, and their determinants will greatly help 
policymaking for land use and transportation. This issue has been paid even greater attention 
in developing countries that aspire to reach sustainable transportation development goals in 
the era of globalization. 
In this study, the Multinomial logit model, Neural Networks and Random Forest were 
applied to examine the features’ impact level and to also predict vehicle ownership patterns 
in Phnom Penh city. Regarding travel mode choice, this study introduces the application of 
Gradient Boosting Machine, a Machine Learning algorithm, and Local Interpretable Model-
agnostic Explanations technique to investigate the multi-mode trip pattern and its 
determinants in the metropolitan area of Jakarta city, Indonesia. Both analyses used the 
household interview survey data provided by the Japan International Cooperation Agency 
(JICA). The results indicate that household income is the most powerful variable affecting 
motorization in Phnom Penh. Supplementation of individual trip characteristics such as total 
number of trips made, number of trips made for work purposes and overall travel distance 
all make effective contributions as classifiers. The results from the case study of Jakarta city 
show that there was a limit of features (travel cost, time, etc.) that affected the single-mode 
trip while the multi-mode travel was influenced by the wide range of variables. Furthermore, 
it is acknowledged that the machine-learning approach outperformed not only in terms of 
predicting accuracy but also in dealing with unbalanced categories when compared with the 
statistical approach. Especially, the Gradient Boosting Machine indicated the impressive 
potentiality in solving the subject with big data. This detection supplies the advantages of 
applying machine learning techniques in terms of, but not limited to, the field of travel 
behavior. 
 
 
iv 
 
論文の要約 
過去数十年の間に，世界は急速な都市化プロセスを経験し，人々の生活には
自動車が急速に普及した．モータリゼーションは我々に経済発展の機会を与える
と同時に，生活の質に影響を与える地球環境に負荷をかけている．都市の自己増
殖は，自家用車の所有と使用の増加を引き起こす主要な理由である． 旅行モード
の選択，車両所有パターン，およびそれらの決定要因に対して影響力のあるメカ
ニズムを理解することは，土地利用と交通計画上の政策決定に大いに役立つ． こ
の課題は，グローバリゼーションの時代に持続可能な交通の発展を目指す途上国
において，大いに注目されている． 
本研究では、多項ロジットモデル、ニューラルネットワーク、ランダムフォ
レストを用いて、プノンペン市における将来のインパクトレベルと車両所有パタ
ーンの予測を行った。交通手段選択に関して、本研究では、勾配ブースティング
マシン、機械学習アルゴリズム、および LIME を適用して、インドネシアのジャ
カルタ市の大都市圏における複数交通手段によるトリップパターンとその決定要
因を推定した。 
両方の分析は、国際協力機構（JICA）から提供された世帯インタビュー調査
データを使用した。分析結果は、家計収入がプノンペンのモータリゼーションに
影響を与える最も強力な変数であることを示した。合計旅行回数などの個々の旅
行特性の補足、通勤目的で行われた移動回数と全体の移動距離は全て、分類子と
して効果的に作用した。 
ジャカルタ市におけるケーススタディにおいては、単一交通機関の旅行に影
響を与える要因として旅行費用や移動時間といった限られた変数が選ばれる一方
で、複数交通機関の旅行については幅広い変数の影響を受けていることが示され
た。さらに、機械学習アプローチによる予測においては、精度を予測するという
点だけでなく、統計的アプローチと比較して不均衡なカテゴリを処理するという
点でも優れていたことが認められた。特に，グラディエントブースティングマシ
ンは，ビッグデータで課題を解決する際，優れた潜在能力があることが示された．
これら二つの結果は，旅行行動分析の分野に関して機械学習技術を適用する優位
性を示し，他の分析に関しても，機械学習技術が応用できる可能性を示唆してい
る 
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CHAPTER 1. INTRODUCTION 
 Background 
The world has seen a dramatical growth in motorization in the century of 20th. As the 
report of the International Organization of Motor Vehicle Manufacturers (OICA), the 
motorization rate reaches about 182 passenger car units (PCU) per 1000 inhabitants overall 
the world in 2015. The distribution of vehicle rate is not equal across the countries and areas. 
Mostly the developed countries (North America, Canada, Europe) have a high rate of 
motorized vehicle use when it is stated about more than 300PCU/1000 inhabitants as shown 
in Figure 1-1. There is also notable that the extremely high rate was found in these group of 
nations with the motorization rate exceeds 700 PCU/1000 inhabitants, e.g. Australia and 
New Zealand. The middle level of the motorization rate is found in South America, North-
West Asia. The average rate in these areas is from 100 to under 300 PCU/1000 citizens. The 
last group with the low level of motorization contains the countries from Africa and a part 
of Asia which are seen as the low- and middle-income countries with the motorization rate 
value below 100 PCU/1000 inhabitants. 
 
Figure 1-1 Motorization rate, 2015 
Source: International Organization of Motor Vehicle Manufacturers -OICA 
While the motorization rate indicates the difference between areas and income level 
countries, the picture from the number of motorized vehicles use in these areas shows 
another facet of this fact. Opposed to the high rate of motorization, the developed countries 
remain their increase in the number of new vehicles. Figure 1-2 demonstrates that Europe 
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countries have an average rate of increase vehicles at 1.9% from 2005 to 2018 even this area 
accounts for about 30% of the vehicle in the world. The Americas have a higher proportion 
of vehicles share when they reach about 32% of world vehicle with a supplement of 2.4% 
each year. Asia and its around areas take the largest part of the total vehicle with 34% of 
share units. The annual addition to the number of motorized vehicles in this area is 7.2%. 
Africa countries took the lowest proportion of the number of vehicles when they had only 
3% of the total. Even though the increase rate in this continent in last ten years was quite 
high and is just a little bit lower than in  Asia area at the value of 5.7% but the increase in 
the total of the vehicle was significantly high when it reached a double-time in 2015 when 
compared with their amount in 2005. In conclusion, motorization in the developing area is 
still soaring on many sides including the amount of passenger vehicle unit and the 
motorization rate. This phenomenon contains the risks behind the scene of impact on the 
environment and quality of life which will be expressed in the following part. 
 
Figure 1-2 Motorized Vehicle Share market and increase rate from 2005 to 2015 
Source: International Organization of Motor Vehicle Manufacturers (IOCA) 
Since the internal combustion engine was invented, motorized vehicles saw a rapid 
revolution in the production industry. The car, motorbike manufacturing industry and vehicle 
market sale give the economy a leap in scale. The recent review paper of B. Saberi had 
summarized the role of the automobile industry in the economy of developed countries and 
is expressed here (Saberi, 2018). First, the article gives the evidence for this statement can 
be seen from the world estimated export car in 2016 reached 692.2 billion dollars and the 
automobile industry contributes to the GDP of developed countries from 5% to 10%. For the 
cases of the top four countries in car manufacturing including the USA, Japan, Germany, 
and South Korea, the proportion of automobile industry accounts for 12%, 12%, 15%, and 
10% respectively. The automobile industry is not only developing itself but motivating the 
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other industry sectors especially Research & Development (R&D). As in this paper indicated, 
the automobile industry is one of three major R&D sectors that is most invested within about 
2500 leading companies.  
Although we agree that motorization brings some positive effects on the economy and 
society, we could not deny the fact that the soaring of this process put several negative 
influences on the three main parts of sustainability namely economy, social and environment. 
 
Figure 1-3 Production Indicator - PI map 2018 (1) 
Source: International Association of Oils & Gas Producers (IOGP) 
From the macro view of energy consumption, that is easy to recognize that the 
motorized vehicles account for the main consumer. When comparing the production 
indicator of regions supplied by the International Association of Oils & Gas Producers, it is 
notable noticed that the high usage motorized vehicle countries are in the areas of low oils 
PI index. That means the nations with PI less than 100% depending on the supply resources. 
As the sequence, when the energy supply delays or the rise of oils price, these countries will 
be much more affected than those in other regions. In another way, the economic systems 
are sensitive to the fluctuation of energy costs or resources. Thus, reducing the dependence 
from gasoline is an urgent issue for every government to reduce the risk of economic 
destruction. 
                                                 
(1) The IOGP Production Indicator (PI) for oil is based on dividing daily production in thousands of barrels 
(or, for gas, billion cubic meters per year) by demand. The Production Indicator indicates the level of a region’s 
self-sufficiency (and export potential). A Production Indicator above 100% demonstrates the ability to export; 
below 100% show the need to import. 
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One of the problems caused by vehicle travel causes is traffic congestion. The cost of 
congestion contains two groups. The first group relates to direct cost which is a travel time 
delay, travel time reliability, excess fuel consumption, and excess fuel subsidy and CO¬2 
emissions due to excess fuel consumption. The second groups are about road safety, vehicle 
operating costs, health and environment impacts from poor air quality, labor productivity, 
business operations, and agglomeration effects, housing, and suppressed demand. While the 
second group is difficult to obtain, the index of the first group can be estimated in detail. The 
report from United Nations Conference (United Nations Conference on Housing and 
Sustainable Urban Development, 2015) illustrated the loss of travel time took the amount of 
GDP in the scale of the nation of 0.7% in the United States, 1.2% in the UK. At the urban 
scale, the congestion cost about 3.4%, 4%, 3.3% to 5.3%, 1% to 6% and 10% GDP of the 
cities of Dakar – Senegal, Manila – Philippines, Beijing – China, Bankok – Thailand, and 
Lima – Peru respectively.  
 
Figure 1-4 Global greenhouse gas emissions by sector in 2017 
Source: United Nations Framework Convention on Climate Change - UNFCCC 
In terms of affecting the environment, motorized traffic accounts for about 22% of 
greenhouse gas emissions as reported in 2017 by the United Nations Framework Convention 
on Climate Change – UNFCCC (see Figure 1-4). Transport plays as one of the subsectors in 
the energy sector, which utilizes about 80% of GHG of the total sources, and it holds about 
27% proportion of the energy sector. Notably, in the data from UNFCCC, while the amount 
of GHG utilized by the energy sector continues to decrease in the last decade, the volume of 
GHG from the transport sector increased significantly (Figure 1-5). The occurrence reflects 
the rise of travel demand by engine vehicle in recent years and this stand for the negative 
effects on the environment and other issues. 
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Figure 1-5 Aggregate Greenhouse Gas Emission by Transport and Energy Sector 
Source: United Nations Framework Convention on Climate Change - UNFCCC 
As the causality from energy consumption to GHG emission, the transportation is 
stated as the culprit of diffusing the particulate matter (PM) to the air (European 
Environment Agency, 2019; Health Effects Institute and Project., 2019). The particulate 
matter with a diameter of fewer than 2.5 micrometers (PM2.5) is one of the most important 
indicators of air quality. As the estimation of WHO, about 92% of the population inhabited 
in areas where have the level of PM2.5 over the guideline of WHO. In the Europe area, the 
report of EEA stated that the road transport sector was the highest diffusing source for NOx 
and primary for the PM2.5. The repercussion is the increase of deaths caused by exposure to 
the worse air quality. It was seen about three million deaths related to PM2.5 (as showed in 
Figure 1-6) in 2017. In which, the Asia region has been seen as the worst-case by the 
significant increase in deaths caused by PM2.5, from about 853 thousand in 1990 to nearly 
1.879 thousand.  
 
Figure 1-6 Number of deaths attributes to PM2.5 
Source: Health Effects Institute. 2019. State of Global Air 2019 
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The final but not last issue that transportation causes to the human is the road traffic 
death. As the Global status report on road safety in 2018 (WHO, 2018), road traffic is stated 
at the 8th rank of dangerous causing death in all range of age. It took about 2.5% of death 
caused by other reasons such as heart disease, stroke, etc. Even the rate of death per 100 
thousand people in the world decreased from 18.3 in 2013 to 18.2 in 2016, the number of 
deaths caused by road traffic still increase from 1.15 million to 1.35 million in 2000 and 
2016 respectively. Again, the high rate of death still appeared in the area of South-Easts Asia 
and Africa, where the population is living in the context of developing economy and 
motorization.  
 
Figure 1-7 Rates of road traffic death per 100,000 population by WHO regions 
Source: World Health Organization - WHO 
As a statement at the beginning of this part, motorization is now spreading all over the 
world. The advantages that bring to each country and region are undeniable. Nevertheless, 
the dark side of this process is a big challenge to the government in order to balance the 
development and to archive sustainable goals. Otherwise, it could be the serious problems 
that the next generation has to suffer without any change of turnback at the start.  
 Research motivations 
After years of working and researching in the field of transportation, I recognize that 
the main reason account for this problem is urbanization. As the data of WB demonstrates 
that the population in the urban areas increased two times in 40 years from 2.1 billion in 
1987 to 4.2 billion in 2018 and the urbanization rates raised from 42% to 55.2%. The speed 
of urbanization remains at a high percentage, as it is an average of 4.3% over all the world 
and 6.9% in the area of Asia. Also, follow the estimation of WB, the urban population rate 
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in the year of 2030 will reach about 60.4% and 56.6% for the world and Asia continent (see 
Figure 1-9). Along with the flavor of the economic, the urbanization sprawling in the 
developing country gives the citizen the opportunities to have a higher income. Though these 
factors adding the demand for the current transport demand including the increase in daily 
trips in number and length.   
 
Figure 1-8 Urbanization in sectors 
Source: ADB – Asian Development Bank, 2019 
As the travel demand has been increased dramatically, the respondent of the transit 
system seems too slow and weak. The lack of capacity and quality in mass transit service 
leads to the unbalance in the relationship between demand and supply. As a sequence, the 
booming of the private vehicle starts to arise. People now willing to pay their financial to 
own and drive their vehicles as to the mean of transport. Even when the traffic problems 
appear more often with the higher in scale and danger such as congestion and accident. The 
problems seem like the circle of a causal relationship. When private vehicle travel increase, 
this leads to traffic jams, the number of traffic accidents increase, and the air quality goes 
worse. People keep finding ways to protect themselves from the effect of traffic injuries, bad 
air condition and they are a success with the higher class of vehicles, upgrade from two-
wheel to four-wheel vehicle for example. This swift action, in turn, puts more stress on the 
existing transport system. Then the problem cannot be solved without any sufficient external 
effects. 
React to this problem, the country government and city council are trying to set up the 
policies and programs that focus on maintaining the private vehicle rate and promoting 
public transport and non-motorize travel. In terms of policy approach, there are two 
0
10
20
30
40
50
60
70
80
90
100
World L-income M-income H-income Asia
 8 
 
directions for effecting the objectives. The former saw several successful cases that are listed 
in the report (Metz, 2018). In this report, the city of London, Stockholm, and Singapore have 
stated as good experiences. As demonstrated in this report, after applied the congestion fee, 
London city cut down 33% of car traffic in the city center and the rate of four-wheel vehicles 
reduced about 18%. In the case of Stockholm, the benefit of the congestion charge improved 
the city’s congestion index from 100% to 50%. Lastly, Singapore gets the benefit from 
congestion charge when the traffic volumes in the central business district (CBD) was cut 
down about 10% to 15% and the travel speed on expressway and arterials road are steady 
remain at 60km/h and 28km/h respectively. However, the author also made the note that 
even the congestion charge worked well in these cities but the long- and medium-term of 
purpose was not proven. Back to the latter approach, the objective is balancing the travel 
demand and supply. The famous successful case is Curitiba city which is indicated as the 
novel of bus rapid transit (BRT) in the world. After the BRT was operated in Curitiba, it was 
seen the 80% of traveler used with the amount of 2 million passengers per day and 
importantly, about 35% of fuel was cut down (as stated in the report of C40 Cities Climate 
Leadership Group, February 2016).  
Even the good experiences have been seen in cities, the problem seems to more serious 
especially in developing countries. After a decade of fast developing, the South-East Asia 
area and other countries still get stuck with urban transportation. The representatives for the 
bad situations can be listed as India, China, Thailand, Vietnam, Indonesia, etc.  Then the 
question has arisen is what makes the policies insufficient? From the point of view of 
transportation researcher, I suppose that the irrelevant and outdated are the main reasons 
account for this problem.  
In terms of irrelevance, the policy will be going to fail or less effective as desirable 
because of the irrelevance objectives. In the case of transportation, if the policy sets the target 
of controlling the private vehicle rate or promoting public transport use, it must state the 
factors or the objectives that are needed to influence. The objectives could be the economic 
objects (as the congestion charge, parking fee, etc.), urban structure (low or high density, 
mixed land use, etc.), infrastructure (road network, transit system, etc.). When we have a list 
of objectives, the important task is evaluating the role of each objective effect in magnitude 
and direction. The order of relative importance of objective will help the policymaker in 
putting the priority for each of them. Then, the policy would have more effectiveness with 
 9 
 
the affordable price and time. By contrast, the lack of the evaluation stage or incorrect 
examination would give the enforcement and reality of the policy is not appropriate. 
The second term about the policy outdated is time-consuming in making the decision. 
As we have known that the procedure of establishing a policy or program took a lot of time 
for estimating or proving. In the transportation topic, an analysis of one problem could take 
several years for data collecting and investigating. For example, the traditional collecting 
data method by questionnaire for one medium city costs a year with affordable funds and 
manpower. The projects of Japan International Cooperation Agency (JICA) in creating a 
transport plan in several cities from 2000 to 2012 show that the average of collecting the 
data is equal to 12 months. The data analyzing and creating the report took more than 12 
months. When the final report is submitted from the start milestone of the project usually 
takes 2 or 3 years later. For this reason, the situation faces many troubles in establishing the 
policies. On the one hand, the situation of the transport had changed then some statement for 
this is not true. On the other hand, the delay in publishing or executing the policy lead to the 
worse of the problem. Lastly, the performance of the conventional collecting data and 
analyzing methods are now seemed to be not suitable for the large scale of the cities and the 
complexity of the collected material. So, the requirement of applying the new approaches 
that can deal with this problem in the affordable time consuming is meaningful. 
 Aims and Scopes 
As the motivation demonstrated in the previous part, the aims of this study are stated 
at two points. First, to solve the irrelevance problem, the present study is going to examine 
the features that affect the commuter in owning a vehicle and choosing the mode of transport 
on both sides of magnitude and direction. Second, for partly supporting the outdated issue, 
the author implies to apply the advanced methods called machine learning as the main 
method in this study. 
Due to the variation of the area in many facets e.g. demographics, level of development, 
or culture, in this study, the scope is limited in the developing area. The countries are under 
fast urbanization and bearing the higher effect of motorization. Besides that, with the 
limitation of the resource, especially the financial, the public transport service in these 
countries is insufficient and at a low level of capacity. So, the application in this area will 
have a good meaning. 
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As machine learning techniques are related to computer science, the algorithms of 
those are numerous. In this study, the applied methods are not to cover all kinds of ML 
techniques. The work will focus on popular applications such as Neural networks, Random 
forest or Gradient boost machines. Even though, the process of this work will cover many 
concepts of machine learning methods with some worth summarize.   
 Contributions of the study 
As the desired outcomes of this study, the contributions can be listed as three points 
below. 
First: Identifying the influence factors that affect the commuter in owning a vehicle 
and choosing the mode of travel. The wide range of features and their characteristics are 
summarized in this report which will support the practitioners to cover their data without 
missing any valuable explanator or enrich the dataset with an extra variable.  
Second: Determining the strength and direction of each feature that affect the 
commuter behavior. The results would help the policymaker in making policies effortless in 
order to maintain the operation of the transport system.  
Third: Using the power of the machine learning techniques in elaborating the transport 
problems, in the field of human behavior, that would be strong evidence for the practitioners 
or researchers to have an effective tool to deal with these kinds of problems. The success of 
this work would promise the possibility of reducing the policymaking process by saving the 
time-consuming in analyzing the data with high accuracy.  
 Study outlines 
This study comprises six chapters (see Figure 1-9). The first chapter relates to the 
background of the study. Started from the problems that occur in the real-life, in this case, 
that is the transportation issue and its negative effects on the environment and urban 
inhabitants, the study narrows the objectives to be more perspicuous and identification. Then, 
the motivations state the main problems that will be solved in this work. The aims are 
identified with the limitation which helping the study concentrates on the major issues and 
control the scale of the context. At the end of this chapter, the contributions of the work are 
expressed with the brief structure of the paper. 
Follow the Introduction chapter are the Literature review and Methodology chapters, 
chapter 2 and chapter 3. In chapter 2, the review of the commuter behavior and its 
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relationship with the stated problems. The contents first express the definition and the 
characteristics of the two terms, vehicle ownership, and travel mode choice. Following this 
part is the summarization of the analysis approaches on these objectives. After that, the 
overall determinants of these two terms are reviewed by collecting numerous previous 
research studies. This work helps the practitioners easy to identify and not to omit the 
features that need to put in the analysis.  
 
Figure 1-9 Dissertation structure 
Chapter 3 mainly illustrates the applied methods in this field of study. It begins with 
the conventional methods which are popular and familiar with the audience. The definition 
and the attributes of the advanced methods are expressed later in this chapter. Besides that, 
the comparison between the two trends of applied methods is made. The comparison focuses 
on the three main contents namely: the pre-processing data work; the models’ performance, 
and the ability to capture the information from the models. From the summarization of this 
chapter, the practitioners can understand easily the characteristics of each machine learning 
technique and confidently apply the models. 
Chapter 1 
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An Overview of Commuter 
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Case Study 
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The case studies are organized in chapter four and chapter five. The fourth chapter 
demonstrates the case study about vehicle ownership in Phnom Penh, while the fifth chapter 
shows the case study of Jakarta city in traveling mode choice. 
 In chapter four, the two machine learning techniques are applied with the traditional 
method – multinomial logit model in order to examine the features that affect the Phnom 
Penh’s citizen in owning a private vehicle. The scope of works includes the task of 
identifying the significant effect of the input features and its impact magnitude. Moreover, 
each feature is evaluated the direction of effect whether it is positive or not. Based on the 
results of the applied methods, the comparison is produced. The outcome of the comparison 
will demonstrate the performance of models in two terms, the accuracy and the ability to 
control the unbalance classes. 
Different from chapter four, chapter five uses the gradient boost machine model, one 
of the boosting techniques that use the decision tree model as the based learner, to investigate 
the complexity of the multi-mode used in a single trip in the city of Jakarta, Indonesia. With 
the performance of the GBM, the advantage of machine learning is showed by the potential 
of dealing with the complexity of the data and its big size. While the conventional methods 
face the troubles when analyzing the complex data with multi-features and high level of 
category variables, the GBM can solve it effectively. 
The results of the two case studies are focused on supporting the policymaking at two 
points. Firstly, it figures out the features that are needed to involve in the policy. These 
features are revealed with the effect level and the direction of the impact that help the 
policymaker to evaluate the efficiency of the policy. Secondly, by applying the advanced 
methods, the time-consuming in the analysis will be decreased. This will assist the process 
faster than usual. 
The final chapter summarizes the worth finding of the current study. The conclusions 
relate to the objectives which are stated at the beginning of the paper. Besides that, the 
discussions will be expressed in this chapter.  
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CHAPTER 2. AN OVERVIEW OF COMMUTER BEHAVIOR 
 Introduction 
Transportation decision makers confront difficult questions and must make informed 
choices. How will the national, regional, or even local transportation system perform 30 
years into the future? What policies or investments could influence this performance? How 
will economic, demographic, or land use changes affect transportation system performance? 
Will travel demand management strategies or intelligent transportation systems alleviate 
congestion? Will a new transit investment attract riders? Given a set of desired outcomes, 
decision makers must identify capital investments and policies that will achieve these 
objectives. Travel models are created to support decision making by providing information 
about the impacts of alternative transportation and land use investments and policies, as well 
as demographic and economic trends. Travel models produce quantitative information about 
travel demand and transportation system performance that can be used to evaluate 
alternatives and make informed decisions. 
The problem is derived from the unbalance in travel demand and travel supply. while 
the travel supply stands as a service not good, the travel demand is needed to estimate. In 
the history of research in travel demand modeling, there are two popular approaches namely: 
Trip-based model and Activity-based model.  
 
 
 
Figure 2-1 Traditional Trip-based travel demand model 
As standing at the first step, the trip generation task is to estimate the total of the trip 
made and attraction by area. Normally, the trip generation is calculated from the specific 
geographic unit – TAZ (Traffic Analysis Zone). The analyzers use the model which can 
aggregate the trips produced by persons in each zone. Furthermore, these trips are 
categorized into purpose (to work, to school, shopping, social and recreation, other trips) and 
by the time of day (on/off-peak hours). There are several explanatory variables are stated to 
influence the trip generation. They usually relate to the person or household and built-up 
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environment characteristics. The former group of factors includes income, vehicle 
ownership status, household size and structure, occupation, and habit, etc. In the latter group, 
the value of house and land lot, the population density, and accessibility are the main impact 
on the trip generation. Besides that, the trip attraction is influenced by the availability of 
industry, commercial and other service areas. Lastly, the outcome of this step is the amount 
of trip attraction and trip generation in every TAZ with the category by trip purpose. 
From the trip production step, it is not easy to capture the pattern of trips that origin 
and destination locations. Thus, the trip mapping will be solved in the second step – trip 
distribution. This stage has a duty of determining the pattern of trips run over from places to 
places with a specific model. The restraint that prevents the trips goes between zones is 
formed from the cost of time or other equivalent variables such as distance or money. The 
time value is explained by the group factors which may include the time for in-vehicle 
traveling, walking, waiting, interchanging, and the exchanged value from any charge or 
parking fee. Eventually, the output of this step is the origin and destination matrix (O-D 
matrix) which illustrates the amount of trips link between TAZs. 
Travel mode choice is one of the most important parts of transport modeling. This step 
is not only the essential stage in travel demand but the policymaking process. The 
understanding of mode choice would support the government in organizing the policy 
objectives especially in motivating the public transport system. Specifically, in this step, the 
proportion of the mean of transport will be determined. The representatives of mode can be 
grouped as public or private mode, motorized or non-motorized mode. In some contexts, 
these modes may be further split into subgroups such as bus, train, subway, e.g. in terms of 
public transport mode; car, motorbike, truck, e.g. in terms of private mode. As relate to 
human behavior, the mode choice determinations are complex and not easy to reveal. The 
factors that affect the mode choice models are usually high in number and cover many 
characteristics of the commuter, trip, and travel facilities. Like in trip production, the 
personal characteristics are used in this step with the additional attributes such as health 
condition, attitude, etc. In terms of trip characteristics, the factors could be the trip’s purpose, 
the distance or the journey time, the trip’s chain, etc. For the last group, the representative 
features can be the condition of traffic volume, parking lot available and fee, the reliability, 
and convenience of the transport service, safety, etc. Eventually, mode choice produces the 
data frame with the share of mode and purpose which originated from the O-D matrix in the 
trip distribution step. 
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Locate at the last step is the trip assignment. Based on the road network and the matrix 
of trips which is produced in the previous step, the trip assignment will allocate the number 
of trips on each route by the time of day. This task has two meanings. At first, it produces 
the traffic volume on the road which can evaluate the balance between the demand and the 
capacity of the route. The second factor is estimating the speed and commuting time that 
helps to forecast the traffic condition such as congestion and the level of service of the road. 
The model that involves a trip assignment is related to the route choice problem. 
Although does not stand in the travel demand modeling as an independent step, vehicle 
ownership is argued to influence the three first step in this process. The availability of a 
vehicle in a family reflects their character and as a sequence, it directly affects their travel 
behavior. On one hand, owning vehicle status can affect the trip generation rate by a 
household. And on the other hand, the presence of a private vehicle in a household reveals 
their habit of commuting such as the main determinant of mode choice. The factors that 
influence a person or family in owning a vehicle are mainly connected to eco-social features. 
Because of its important role in travel demand, vehicle ownership is usually integrated into 
other models like a trip generation or travel mode choice. 
  
 Commuter behavior and its control elements 
2.2.1 Vehicle ownership 
Although vehicle ownership does not stand as a singular step in the travel demand 
process, it still has an important impact on the three stages of the operation. Consider for 
analyzing the field of vehicle ownership, there are emerging methods and objectives. In 
recent years, besides the analyses that focus on the situation of cars available, the 
investigation of complex vehicle structure in a city still attracts the scientists. The classes of 
a household that own car, motorbike or a non-motorized vehicle is put in the investigations. 
This is really useful for developing countries when the two-wheel vehicle is still popular and 
is a favorite choice of the inhabitants because of its affordable price and mobility. 
In the field of analyzing vehicle own methods, there are also numerous techniques that 
can be applied. The summarized of these methods can be found in the study of de Jong et al., 
(2004). Based on the level of aggregation, the applied methods can be divided into two 
groups. At the aggregate level, the representatives include Aggregate Time Series Models, 
Aggregate Cohort Models, and Aggregate Car Market Models. The remain models that are 
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Heuristic Simulation Methods, Static Disaggregate Car Ownership Models, Indirect Utility 
Car Ownership and Use Models (Joint Discrete – Continuous Models), Static Disaggregate 
Car-type Choice Models, Panel Models, Pseudo – panel Methods, and Dynamic Car 
Transactions Models with Vehicle Type Conditional on Transaction belong to the 
disaggregate group. 
After comparing the models by 16 criteria, the author found that the aggregate models 
have a limitation of the shortage of car types and policy variables. This problematic indicates 
the weakness of these models when compared with the other types which are able to produce 
the sensitivity of the policy predictions. Thus, these models are recognized as the base 
models that provide the material for the other models. Even though, the application of 
aggregate models is still helpful in some specific cases. As the unavailable of the data in the 
developing countries, the aggregate time series models are identified as the unique method 
to solve the task of forecasting. Besides that, Cohort models are indicated as a useful tool to 
predict the license holding. The cohort is also a vital variable that influences the car 
ownership.  
Heuristic simulation models, one of the disaggregate members, are not so effective 
when the number of car types is limited included in these types of models. Nonetheless, the 
heuristic models appear to be a useful tool for predicting the proportion of automobiles in 
some policy contexts.   
Static Disaggregate Car Ownership Models and Static Disaggregate Car-type Choice 
Models are indicated as more suitable for the long-run predictions. The advantages of these 
models come from the hypothesis of the optimal family fleet in all phases of time. Based on 
this characteristic, the two types of models perform well on the task of predicting the pattern 
of households with car categories and the number of cars.  
There is an existing relationship between the two models. The Panel models can use 
the Static disaggregate car-type choice models as a component to transit the vehicle 
ownership of the households. From this combination, the panel models then produce the 
expansion of the fleet which bases on the current situation.  
The author concluded that the Pseudo-panels methods promise a suitable approach in 
predicting the total of the vehicle in the short and long run. However, these methods are not 
a competitor with the choice-based models because of the lack of ability in forecasting the 
number and type of cars. 
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Dynamic transaction models seem to be effective models in the field of car ownership 
examining. By integrating the duration models in the mechanism, the dynamic transaction 
models can estimate the change of private car rate by households and they also reveal the 
policy variables in the results.   
Notably, in all of the methods listed above, there are no models that represent machine 
learning techniques. In this paper, the finding of the application machine learning model in 
vehicle ownership will be express in the case study chapter. The given review indicates the 
deficiency in gaining the benefit from the power of computer science. And in this study, the 
author is going to give shreds of evidence that the machine learning techniques could 
improve the quality of the vehicle ownership models.   
2.2.2 Travel mode choice 
It is clear that the choice of mode in traveling plays an important role in travel demand 
modeling. In policy-making, mode choice stands as the main factor that indicates the 
efficiency of the policy implication. With the understanding of the mechanism of choosing 
the mean of transport of a commuter, the influence from the policy can choose the most 
effective tool in order to motivate the usage of public transport while restraints the increase 
in private vehicles in the community. 
The history of travel mode choice study came early with the presence of travel demand 
modeling. In the beginning, the approaches in terms of examining mode choice were 
aggregate methods. After decades, the disaggregate methods showed the outperformance of 
the aggregate methods as similar to the case of vehicle ownership. 
From the view of aggregate methods, the representatives are Trip-end modal-split 
models; Trip interchange modal-split models; Synthetic models which include Distribution 
and modal-split models, Multimodal-split models, and Calibration of Binary logit models, 
Calibration of Hierarchical modal-split models; and Direct demand models. These kinds of 
methods have some limitations that are exposed as the interpretable of the intrinsic 
relationship between the commuters and their decisions. This problem means there is no help 
to the policymaking process when we do not know what and how to influence passenger 
behavior. 
The disadvantages of the aggregate approaches put these methods in the group of the 
first generation of travel mode choice models. Consequently, the second generation of this 
field is known as disaggregate models. The statement of these methods is illustrated through 
 18 
 
the utility function, which utilizes the utility that the traveler obtains from the alternatives. 
By estimating the utility from each alternative, the models then give a vote to the travel mode 
which has the highest value of utility index. From the mechanism of disaggregate models, 
the outperformance of this approach in comparison with the aggregate methods can be 
outlined as follow. Firstly, the models are more steadfast than traditional models. Secondly, 
these methods use less data but utilize more information. Besides that, the application can 
be used on a various scale and is stated to have lower bias than conventional models. Thirdly, 
the results from these models produce the coefficient of each feature that help the 
policymaker to determine the marginal effect of variables and decide which is useful to 
policy implication. The disaggregate model family includes the Multinomial logit model, 
Nested logit model, Multinomial Probit model, and Mixed Logit model. In the next part of 
this paper, the application and characteristics of these models will be discussed in more detail. 
It is seemed to be fair to state that we are now in the third generation of travel mode 
models with the emerging of machine learning methods. From the beginning of the 21st  
century, several published articles applied the machine learning techniques in examining the 
travel mode choice (Hensher and Ton, 2000; Mohammadian and Miller, 2002; Sayed and 
Razavi, 2000). The comparison results from these studies opened the new topic that attracts 
scientists to keep finding. Days by days, the methods have been applied in this field are 
increasing with the promise of performance. Representatives of machine learning methods 
are Neural Networks, Support vector machine, Decision tree, Random Forest, etc. In the 
upcoming chapter, the author will illustrate more detail about these methodologies. 
 
 Determinants of owning vehicles and choosing the mean of transport 
As other research objectives, the process of examining the travel behavior is also flown 
though the stages in which the identification of the variables is an important part of this 
process. From history work on this topic, numerous studies have indicated the factors that 
effect the decision of owning a private vehicle and choosing the travel mode. In 2013, a 
review article by De Witte et al., (2013) had summarized the main features that have a 
significant impact on the mode choice. Whereas, the determinant for vehicle ownership has 
not been reviewed in a report so far. Even though, the effect factors on this matter can be 
found in every related research work on examining vehicle ownership. Synthesizing from 
the research article of De Witte et al and the other authors, the determinants of vehicle 
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ownership and travel mode choice will be presented in this subsection. Following the 
concept of De Witte, all of the effect factors are split into three groups including “Individual 
characteristics”, “Built-up environment”, and “Trip attributes”. 
2.3.1 Individual characteristics 
 Age and gender 
Marquet and Miralles-Guasch, (2016) found that females in Barcelona preferred to use 
non-motorized modes of transport or public transport than the motorbike. In addition, 
women in this city seem to be less attractive by car than man which was shown by the 
negative coefficient in the model result. In another study, the difference of preference 
between male and female in choosing travel mode is examined Gadepalli et al., (2018). It is 
stated that while a woman would rather travel by public transport, men prefer paratransit. 
When examining the travel behavior of the elder, Mifsud et al., (2017) found that males are 
more likely to drive than the females. There are not many research studies that convey the 
effect of gender on the commuting mode choice. De Witte et al., (2013) suggested that 
gender does not give much direct impact by itself than when combining it with other factors 
like household composition, employment status, etc. Nevertheless, several studies reported 
that the female prefers to travel to work by car rather than by public transport because of 
their demand for mobility when they want to do some activities in the trip back home from 
work (Brown et al., 2003). While Bhat and Pulugurta, (1998); Limtanakool et al., (2006) 
found that man has higher possibility to travel by car than women and female seem to 
uninterest using public transport. 
For mode choice, the effect of age is not consistent between the studies. One group of 
researches shows that the usage of public transport increases with the age of the commuter  
(Bhat and Pulugurta, 1998; Cirillo and Axhausen, 2006; Gadepalli et al., 2018; Mifsud et al., 
2017). By contrast, the use of a car has a positive relationship with the age of people was 
proved by some researchers  (Kim and Ulfarsson, 2008; Nurul Habib et al., 2009). When 
investigating the mode use and trip length of elder people in Montreal, Moniruzzaman et al., 
(2013) reported that the senior (from 65 years of age and older) less likely to use transit or 
walking than the younger senior (at the age of 55 to 64). 
The analysis of (Cornut, 2016) indicated that at the age of 50 and older, the highest 
rate of car ownership was found in the city of Paris. Which was explained that when people 
reach a high salary with a professional carrier, they would easy to own a car or more. An 
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investigation of (Jason) Cao et al., (2019) indicated that the age of people has a positive 
effect on auto ownership in the Norwegian urban area. The number of young people in the 
household was found to be a significant impact on car ownership in China (Le Vine et al., 
2018) and Japan (Zong et al., 2019) when it is demonstrated that the increase in the number 
of the young will stimulate the rate of car ownership. 
When comparing the role of car ownership between Guangzhou and Brisbane, Tao et 
al., (2019) found that the female has a significant relationship with car ownership in 
Guangzhou but not in Brisbane. Surprisingly, this study did not find any relationship 
between commuter age with the status of owning a car. This is consistence with the result 
from the study of Giuliano and Dargay, (2006) 
 Income 
The study of Pongthanaisawan and Sorapipatana, (2010) with the case study in 
Thailand stated that when the income of the resident increase, the proportion of private 
vehicle ownership will top up. Furthermore, if the person’s income gets over the threshold, 
they will certainly upgrade their vehicle from two wheels to a passenger car for convenient, 
safe and comfortable traveling. The same situation was exposed in several cities in India. It 
was found that the household and individual income has a positive effect on the motorized 
vehicle ownership (Bansal et al., 2018) while other researches stated the effect of household 
income as the main feature ((Jason) Cao et al., 2019) 
The impact of income can be different by the level of income and by area. The analysis 
of Zhao and Bai, (2019) in China shows that the increase of car ownership in the rural area 
is more sensitive to income than those in the urban area. Also, in this study, in most of the 
income levels, urban households reach the higher car ownership rate in comparison with the 
households located in the rural area except the highest level. Another case study in Paris, the 
influence of income also has range by its level (Cornut, 2016). The author argued that the 
highest effect of income was found in the group of low-level income residents, follow by the 
middle-income group and was not significant with the high-income group. This situation 
was revealed in the study of Tao et al., (2019) when the very high-income household seems 
to less or did not affect the car ownership. 
Lastly, the influence of income on motorized vehicle ownership was summarized in 
the study of Law et al., (2015). As the results of this study found, this demonstrated that at 
the lower level of income, the ratio of changing from motorcycle to passenger car increased. 
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Whereas, when the economic developed, the trend of owning a motorcycle is stronger than 
owning a passenger car.  
It is agreed that income is one of the most important determinants of the commuter 
mode choice. When there is an intrinsic relation between income and private vehicle 
ownership which is presented in the above part, thus it will simulate the level of private 
vehicle use and reduce the proportion of public transport share (de Vasconcellos, 2005; 
Hensher and Rose, 2007). In the study of Bhat, (1997), the high income prefer to drive alone 
than sharing a car with other or using public transport service while the low income is 
sensitive with the transport fee (Hine and Scott, 2000). Ko et al., (2019) stated that the lower-
income has 4.7 and 3.9 times more likely to use active mode and transit mode when 
compared with the car mode respectively. Even though income was indicated to has no 
impact on the business journey and the increase in income does not always relate to the rise 
of private mode traveling. This statement was summarized by De Witte et al., (2013) with 
the evidence from the researches of Kenworthy and Laube, (1996); Limtanakool et al., 
(2006).   
 Occupation and education 
The education level and the status of occupation have a quite high impact on choosing 
the mean of transport. In the study of Marquet and Miralles-Guasch, (2016), the college 
people were found to be more likely to use the motorbike mode than using none-motorized 
or public transport mode for their trip. Again in the study of Mifsud et al., (2017), the older 
people who still have a job are more likely to prefer to drive or to use public transport than 
the person that those of retired, inactive or marked as housewives.  
The impact of education level has two trends. Some researchers argued that education 
has a strong correlation with the income of a person. So, the effect of these two factors could 
be treated as one (Ding et al., 2017; Fu and Farber, 2017). Limtanakool et al., (2006) claimed 
that high grade educated person has a good attitude of using public transport and less using 
car for traveling. Another opinion of Bansal et al., (2018) explained that the person with 
graduate education tends to live in the area near their place of work or study, so the four-
wheels vehicle travel made by them is lower when compared with the other group. The other 
evidence can be found in the study of Ko et al., (2019) when the authors claimed that the 
lower educated person is less likely to use a car but prefer to travel by bus. 
 22 
 
The higher education the lower car ownership in Norwegian ((Jason) Cao et al., 2019), 
this is explained by the high education people (obtained master's degree or higher) can find 
a job or company that can easily access by transit than the lower education people. 
By using the census data in 2001, Clark (2009) claimed that the households in England 
and Wales in which the reference person has a high level of occupation such as the employer, 
manager, professional employee or self-employed are likely classified in the two cars owned.  
 Household composition 
o Size 
It is supposed that when the number of family members increasing, the demand for 
owning a car is also increased. This statement has been proved by the study of Ao et al., 
(2019); Zhao and Bai (2019) with the positive coefficient between family size and the 
possibility of owning a car in China. In the study of Dash et al., (2013), the household size 
had a highly significant positive with all types of owning motorized vehicles including two-
wheels only, the car only, and both two-wheels and car. (Jason) Cao et al., (2019) found the 
positive of household size effect on auto ownership in Norwegian. The study of Zong et al., 
(2019) demonstrated that the four main factors that affect on the young people in Japan’s 
expenditure on car ownership and usage namely: the household size; the total family 
members with age under 18; the status of low income, and the number of a car owned. 
There are several studies indicated the significant effect of the household size on the 
mode choice. Moniruzzaman et al., (2013) stated that the elder people who live with family 
members tend to use cars more than public mode or going on foot. The authors suggested 
that there were sharing responsibilities and the need among the members in the household 
and it leads to the share of vehicle use.  
o Infant, worker, elderly, married status 
Again in the study of Zhao and Bai, (2019), the presence of children and the elderly 
will affect the demand for owning a car by the family. The authors stated that even the results 
of their research consistent with other researches, but it still needs to examine in the case of 
China due to the fact that the influence of “one-child policy” in this country. A similar 
conclusion was stated in the study of Bansal et al., (2018) where the presence of the children 
in the house has a positive relationship with the possibility of the household to own a 
motorbike or both motorbike and car.  
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The status of a married couple and the presence of children were significant to 
determine both car and bike ownership Bansal et al., (2018); Tao et al., (2019). Tao in 
Guangzhou and Brisbane, Bansal in three cities in India (Bengaluru, Kolkata, Delhi). Both 
two factors appear to express the demand for travel which focuses on the comfort and safety 
of the household. 
The number of adults and the number of children are positive effects on car travel, but 
the only number of adults is significant impact the car ownership in Paris (Cornut, 2016). 
Whereas in the study of Dash et al., (2013), children play an important role in owning a 
motorized vehicle (positive) but the number of adults did not show it significant with owning 
a car. The number of workers in the family was found to has a positive effect on the car and 
motorbike use in Indian cities Rahul and Verma, (2017).  
In addition, the presence of children in the household was found to be significant with 
only transit mode. Ko et al., (2019) gave evidence shows that families with no children are 
more likely to travel by transit than those of have children. This is argued that the presence 
of children in a family may affect the behavior of the adult in child-care. Besides that, the 
complex of the trip of the parent and the need for the convenient would push the family to 
use a car more than public transport. 
 Experiences and familiarity 
The experiences and familiarity are related to the period of residing in that area. From 
the results of exploring the effective factor that influences on the commuting mode choice 
in Seoul, it is demonstrated that the time of residence has a positive effect on the transit mode 
(Ko et al., 2019). The authors explained that the new residents seem to confuse to drive 
because of the unfamiliar with the driving conditions e.g. road map, parking location, and 
price, choosing the optimal route. When the transit system in the city is comfortable and 
reliable, the commuter would prefer to travel by transit mode, not private mode. 
 Lifestyle and habits 
One feature that establishes the habit and also the lifestyle of a person is the period of 
time living in a specific area. The longer time living on the same site would build a strong 
relationship among the citizen. Explain for the effect of the habit and lifestyle on the mode 
choice behavior, Ko et al., (2019) suggested that the long-term residence give an impact on 
the traveler to choose the active-friendly environment as the first criteria and the high quality 
of road network design as the second criteria. Another factor was indicated in this study 
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shows that the more usage of the internet of the people, the more likely to use nonmotorized 
and transit mode. As a consequence, the authors agreed that the improvement of internet 
service on transit mode would influence the use of this mode as suggested by Dong et al., 
(2014).   
 Available of a private vehicle, driving license 
It is clear that the status of owning a private vehicle e.g. car, the motorbike has a great 
impact on the mode choice of a commuter. Mifsud et al., (2017) indicated that the number 
of cars available in the family was the main determinant of mode choice in Malta. The study 
shows that car drivers are much more likely to use private vehicles than using public 
transport in all scenarios e.g. for daily, weekly, and monthly travel.  
Besides the above features of the individual, some researchers propose the other 
features that have a significant effect on a household or a person to buy a private vehicle. 
Dash et al., (2013) introduced the annual per capita regular expenditure as a determinant and 
proved it very highly significant. 
2.3.2 Trip attributes 
 Trip purpose 
The study of Rahul and Verma, (2017) reports that the school trip put a positive effect 
on the mode choice of car, non-motorized, public transport and paratransit mode. The study 
of Namazu and Dowlatabadi (2018) demonstrated the relationship between trip purpose and 
the reduction of car ownership in the city of Vancouver. As the results of this study indicated, 
the trip with the purpose of a vacation, shopping, medical appointments, and visiting friend 
or family have a positive effect on the vehicle ownership rate. By contrast, the trip of going 
to a restaurant or bar is seen as a motivation to raise private vehicle use in this city.  
 Trip length 
Mode: For the longer distance of the trip, people seem to not use the car or public 
transport but an increase in the number of trips using a motorbike. On the contrary, the long 
travel time motivates people to travel by car and public transport and prevents those from 
using two wheels' vehicles (Marquet and Miralles-Guasch, 2016). This matter seems to be 
more appropriate to the elder. It is true for the case of Montreal city when the length of the 
trip reduces the propensity of using transit and walking of the seniors (Moniruzzaman et al., 
2013).  
 25 
 
 Travel time, travel cost 
Travel time (in-vehicle) and travel costs are an important impact on the decision of 
choosing the mode for commuting. The increase in these two factors relates to the 
inconvenient of the travelers that would lead to the lower probability of using the mean of 
transport. Furthermore, the commuters who travel by non-motorized vehicles are more 
sensitive with travel time than those of travel by motorized vehicles (Agrawal et al., 2019).  
Ko et al., (2019) indicated that the travel time has a positive effect on the choice of 
transit mode while it tends to reduce the choice of active mode. The authors introduced the 
three interval of travel time that most impact on the specific mode that includes less than 
16.5 minutes (for active mode), from 16.5 – 29 minutes (for transit mode), from 30 – 42 
minutes (for private car mode), and more than 42 minutes (for transit mode). 
2.3.3 Built-up environment 
 Population density 
Population density is identified as a negative effect on the car vehicle ownership. It is 
supposed that in the area with the high density of population, the condition to travel by 
private vehicle, e.g. car or motorbike, is seemed to be less attractive. This is true with the 
urban area, where the high travel demand derived from the resident would cause the extreme 
volume in traffic that the infrastructure cannot afford. Moreover, in this area, the public 
transport service is usually invested and maintained to meet the requirement of developing 
so people will give priority to the public transport mode rather than driving a private car.  
Ding et al., (2017). This reason also has an impact on the mode choice of a commuter.  
In the high-density population area, people tend to use non-motorized mode to travel 
and less likely to own a private motorized vehicle. It was proved by Khan et al., (2014) in 
the study conducted in the four counties of Washington State.  Agree with this statement, 
Moniruzzaman et al., (2013) showed in their study that the high-density area has an effect 
of increasing the walking mode but does not affect the length of this mode trip. By 
investigating the influence of station-area characteristics on the Metrorail ridership, Ding et 
al., (2019) reported that the density of employment and population are the most effective 
factors in the group of built environment attributes. And, the suggestion of increasing the 
compact development in the station area would be worthwhile to promote the share of 
Metrorail ridership was given. 
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 Diversity or mix land use 
The impact of diversity or mixed land use seems to complex when the results of 
numerous studies express the mix conclusions. On one side, there is evidence that mixed 
land use would increase the use of private mode and the rate of motorized ownership. It was 
supported by the suggestion that in these areas, the trip length and cost are lower than in 
other areas, so people tend to use private mode rather than nonmotorized modes. Nonetheless, 
the shorten trip also has a positive influence on the walking or cycling mode, especially with 
the lower-income or people who have a good attitude with health and environment. Ding et 
al., (2017) concluded that the improvement of mixed land use is not effective in control car 
ownership, but it would be significant if combine with other policies such as limiting the 
number of parking lot and providing diversity public transport modes. By contrast, in the 
small scale of the area, the role of mixed land use absolutely affects the mode choice when 
it can lift up the proportion of Metrorail ridership in station area (Ding et al., 2019). 
 The proximity of infrastructure services 
This feature is illustrated by the two indicators, the first on is the road network and the 
second one is the public transport service with the attributes of coverage and density. De 
Witte et al., (2013) stated that these two determinants seem to be less attended and significant 
in recent researchers. Even though, the network density still plays as a significant 
determinant for car ownership in urban areas with negative relation (Ewing et al., 2015; Van 
et al., 2014). Ao et al., (2019) suggested that the road network may have a positive 
correlation with car ownership in the rural area because this feature plays as a proxy of 
connectivity between locations outside the urban areas. 
 Frequency of public transport 
This is one of the public transport quality proxies. With the higher number of bus stops, 
travelers would more likely to use the transit mode (Ko et al., 2019). In the study of 
Shekarchian et al., (2017) in Malaysia stated that less than 10% of respondents are unlikely 
to choose public transportation such as buses or trains even if the fleet is improved, while 
58% of the respondents wanted the buses departure time to be punctual, and 56% said they 
will use buses if its arrival/departure frequency is improved. This requires increasing the 
number of buses, which in turn requires investment from the government. 
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 Parking condition 
Related to parking condition there are some factors that are considered as the 
determinants of travel behavior. When investigating the effect of parking service on 
household car ownership in New York City, Guo stated that parking is an even stronger 
explanatory variable than household income and demographic characteristics (Guo, 2013). 
The low parking area with a high parking fee will constrain the level of owning a car in this 
area. Thus, he suggested that the reduction of resident parking service could help improve 
the transport quality by cutting down the private car and promoting public transport. 
Besides the availability of the parking lot, the fee of parking and its location have also 
impacted the commuter not only owning a private cars but the commuting mode choice. It 
was found that the availability of the parking lot (charge or free of charge) at the work 
location motivates people to drive a car when traveling to work (Ye et al., 2007). On the 
other effect, Brown et al., (2003) indicated that the low amount of parking lots would lift up 
the use of public transport and reduce the use of private vehicles in the community. 
 Weather conditions 
The weather conditions related to temperature, precipitation, Wind speed, relative 
humidity, visibility, sunshine hours, etc. In the research of Liu et al., (2017), about 62 
research articles were collected and review. The impact of weather conditions has a high 
effect on the mode choice of a commuter and the summarizations of the author are listed as 
follows. While the temperature below 250C has a positive relationship with the bicycle usage, 
the snow has a negative impact. The wind speed and precipitation prevent commuter to 
commute by bicycle. Private cars and public transport are more likely to use than walking 
and cycling in the rainy and low-temperature days.  
In the report of Böcker et al., (2013), some notable conclusions are given such as, in 
the good condition of weather, e.g. temperature or humidity, people are more likely to use 
active mode. Whereas, the poor weather with rain, snow, windy, low or extreme hot will 
stimulate people to travel by close vehicle e.g. car, train, bus. Besides that, the differential 
effect of weather conditions was found across areas. While in cold areas, the increase in 
temperature would motivate the use of nonmotorized vehicles, in a warm or hot area, the rise 
of temperature makes people uncomfortable with the outdoor mode and choose to use a 
motorized vehicle. 
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CHAPTER 3. APPROACHES IN EXAMINING COMMUTER 
BEHAVIOR 
 Introduction 
In the transportation field, travel demand management is an important part that takes 
the attention of many researchers and policymakers. Besides identifying traffic demand by 
determining the trip generation, trip distribution, the task of examining commuter travel 
behavior is also substantial in the transport modeling process (De Dios Ortúzar and 
Willumsen, 2011). Travel behavior consists of travel mode choice, route choice, vehicle 
ownership, and another related topic. The component of mode choice represents the mean 
of transport that a traveler uses when commuting. This reflects the attributes of not only the 
individual but the transport system such as the quality or the efficiency of public transport 
service. 
Traditional research in this field mainly bases on the theory of choice model that 
borrowed from the economic industry (Train, 2003). Even this theory has many advantages 
by its ability in disclosing human behavior (Ben-Akiva and Bierlaire, 1999), there are still 
limitations that exist such as the long time-consuming in data collecting and the intrinsic 
problems that constraints obtaining the best result. Meanwhile, in the last decades, the rise 
of information technology introduces the emerging methods which have been applied in the 
wide range of research fields called Machine learning (ML). For transportation, there are 
some studies show that ML outperforms the conventional methods in most of their 
experiments (Abduljabbar et al., 2019; Karlaftis and Vlahogianni, 2011). In addition, several 
researchers applied ML as a major method to solve travel behavior problems and found 
superior outcomes (Cheng et al., 2019; Omrani et al., 2013; Wang and Ross, 2018). The 
presence of these studies gives a promising application of ML in this field of study. 
This part of the study aims to give an overview of the two approaches used in 
examining travel mode choice subjects. By providing discussions on the attributes of 
compared methods, this study attempts to demonstrate the advantages of ML technique and 
its applying cautions. As a result, the summarizations would encourage the researchers and 
practitioners to apply the advanced techniques confidently. 
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 The two cultures of applied methods 
3.2.1 Conventional methods 
The original logit model family is based on the assumption about the characteristics of 
choice probabilities namely independence from irrelevant alternatives (IIA). This means the 
ratio of the choice probabilities of any two alternatives is unaffected by the systematic 
utilities of any other alternatives. The IIA property reflects most of the realistic cases, gives 
the logit models advantages of obtaining the close form of the formula and its interpretable 
ability. Nevertheless, when applying in some cases, IIA is not appropriate. This matter is 
demonstrated by the well-known “red bus and blue bus” or “path choice” problem (Ben-
Akiva and Bierlaire, 1999). 
The early and popular logit model is the Multinomial logit model (MNL). By the ease 
of applying and interpreting, this method has been used by many research studies in the 
travel mode choice field (Gokasar and Gunay, 2017; Moniruzzaman et al., 2013; Singh and 
Vasudevan, 2018; Thrane, 2015; Vrtic et al., 2010). Another logit structure, Nested logit 
model (NL), is supposed to improve MNL by relaxing the IIA property and has been applied 
successfully by several researchers (De Haas et al., 2018; Hasnine et al., 2018; Lu et al., 
2015). Finally, the two logit-based models namely Multinomial probit model (MNP), Mixed 
logit model (MXL) show their better results because of the flexible form and mainly solving 
the limitations of MNL. The applications of these models are shown in the article of Bhat, 
(2001); Can, (2013); Jou et al., (2011); Masiero and Zoltan, (2013). 
MNL, in terms of a disaggregated model, it has more advantages when compared with 
the aggregate model by its ability to reveal the causal relationships that exist between 
explanatory variables and the level of the outcomes (Bhat and Pulugurta, 1998). It also 
avoids bias from correlations that arise between aggregate units, which can be a serious 
problem (De Dios Ortúzar and Willumsen, 2011).  
3.2.2 Machine learning techniques  
 Neural Networks 
Neural networks include Feedforward Neural Network (FNN), Convolution Neural 
Network (CNN), Recurrent Neural Network (RNN). While FNN is the most popular with its 
simple structure and easy to compute with the regular data, CNN performs better in image 
analyzing tasks and RNN suitable for the language and text recognition. The FNN with the 
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multiple hidden layers can be separated into three types namely Multiple Feedforward 
Neural network (MPLNN), Evident Neural Network (ENN) and Radial Basis Function 
Neural Network (RBFNN). The two later models are supposed to have the ability to detect 
and deal with outliers. 
 
Figure 3-1 A single hidden layer neural networks architecture 
Different from the statistic method, NN uses the pattern association and error 
correction to solve the problem while the MNL and its developed models based on random 
utility maximization. Figure 3-1 illustrates the mechanism behind the NN. The architecture 
of NN comprises an input layer, hidden layers, an output layer, and the activation functions. 
The input layer represents the explanatory variable. The signals from each input node are 
weighted and flow to units in hidden layers. At the hidden unit, the signals are summed 
product and pass through nonlinear activation function (step, sigmoid, hyperbolic tangent or 
rectified linear unit - ReLU). After emerging from the hidden unit, the signals are weighted 
again and sent to the next layer. Lastly, the signal stated in the output layer to determine the 
outcomes. The number of hidden layers stands for the complexity of the NN models. 
The application of NN in travel behavior in early is introduced by Hensher and Ton, 
(2000) and Sayed and Razavi, (2000). In the later research study, Cantarella and de Luca, 
(2005) developed the more comprehensive NN model by experimenting with a different set 
of parameters of NN. These parameters include the number of hidden layers, the number of 
units in each hidden layer, the type of activation function and the value of epochs. Lately in 
several articles, Omrani, (2015); Omrani et al., (2013) did the experiments to express the 
outperformance of NN in comparison with the other methods in the city of Luxembourg. 
The results indicated the desirable power of NN when solving the task. 
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 Random Forest, and Gradient Boost Machine 
 Another popular ML techniques would mention here are Random forest (RF) and 
Gradient Boost Machine (GBM). Both techniques are in the family of ensemble method 
using decision tree (DT) as the base learner. The DT formation reflects the data structure for 
classification (see Figure 3-2). At each node of the tree, a feature is used to split the data to 
the sub-node. The deepest node is called leave represents for the class. The algorithm of DT 
is stated to be sensitive to the noise data and easy to be overfitting.  
In terms of the ensemble, RF is close to bagging when it grows numerous trees 
parallelly using the random features at each node (Breiman, 2001, 1996). Then, the 
combination of trees will form a stronger model. The superior performance of RF is 
demonstrated in the study of Hagenauer and Helbich, (2017) and Cheng et al., (2019) while 
it obtains the highest accurately prediction among the other methods. On the other side of 
the ensemble, Friedman, (2001) introduced GBM as boosting. For GBM, instead of 
combining independent trees, it builds a series in sequence. In which, the later tree will learn 
from the previous tree to improve its performance. The strength of GBM is proved by Wang 
and Ross, (2018) and Ding et al., (2018) when applying this method in examining travel 
mode choice in the Delaware Valley region and metropolitan Washington respectively.  
 
Figure 3-2 The decision tree diagram 
 Support Vector Machine 
Support Vector Machine (SVM) classifies the alternatives based on maximizing the 
margins between the data as illustrated in Figure 3-3. Zhang and Xie (Zhang and Xie, 2008) 
applied the C-SVM to examine travel mode choice in the San Francisco Bay Area in 1990. 
In this study, the SVM outperformed MNL and a single hidden layer NN by its both training 
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time and predictive accuracy. In another study of Zong et al., (2015), instead of using regular 
data, the authors used the GPS data collected in Beijing in 2010 to identify the commuting 
mode choice of the city’s citizens. The c-SVM model with the support from the GA 
technique (Genetic Algorithm) in order to find the optimal set of parameters of SVM. The 
developed method was significant efficiency and accuracy in classifying the mode choice in 
comparison with the other method such as GIS/GPS by Gong et al., (2012). Gaining the 
profit from mobile devices, Semanjski et al., (2016) used the crowdsourced data collected 
from a smartphone app to predict the travel mode choice in the city of Leuven, Belgium. The 
result of the SVM model had an accuracy of 82% promises the high performance of this 
method. Besides the application in travel mode choice, SVM is also used in other sectors of 
transportation research such as activity pattern recognition (Allahviranloo and Recker, 2013), 
route choice behavior (Sun and Park, 2017) or travel time prediction (Wu et al., 2004). 
 
Figure 3-3 The concept of SVM method 
 
 A review on the operation of the two trends 
In this study, 258 research articles in the last five years related to travel mode choice 
are collected to reveal the trend of ML application. The main source of these data is from 
the Web of Knowledge database with the supplement of independent resources. Figure 3-4 
expresses the total of the published paper and the share of three main applied method groups. 
Note that the total published articles in 2019 are count in the first six months of this year. 
The graph expresses the increase in the proportion of researches applied ML methods 
along with the reduction of traditional methods. In 2015, the studies using ML had the 
highest number when compared with those in other years. Nonetheless, the year of 2019 has 
Support 
vectors 
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the potential of getting over 2015 when in the first half of the year there are three papers 
applied ML. Besides the emerging of ML methods, studying in this field saw the appearance 
of other methods in examining travel mode choice. When in 2015, there were just four 
studies found in this domain, the number of papers increased to 12 in 2018. And in the last 
four years, the number of works involved in this approach was more than the ML approach. 
 
Figure 3-4 Proportion of applied methods in the last 5 years 
3.3.1 The pre-processing data process 
For statistical methods, the data must follow some rules. For example, in linear 
regression, the continuous variable should be normal distribution and the category variable 
must be transformed into the dummy. In the case of logit models, the data is needed to be 
reform to the wide or the long shape, not the original one. The researcher needs data on the 
attributes of all the alternatives, not just the attributes for the chosen alternative. 
Consequently, the data size will increase significantly in some cases and lead to additional 
time-consuming. 
It is also stated that the logit models are highly impacted by the correlation between 
explanatory variables. Whereas, ML is unaffected by this phenomenon. Moreover, the 
restriction of logit models also shows in the data attribute requirements. For example, if the 
missing data exist, it may fail to create the logit models. Besides that, the outliers and the 
noise data have a great impact on the logit models' performance and cause mechanism bias. 
Eventually, the logit model is ineffective in solving the non-linearity problem, while ML 
model can reveal the nonlinear relation between independent and dependent variables 
(Karlaftis and Vlahogianni, 2011; Sayed and Razavi, 2000). 
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3.3.2 The performance in classifying and predicting task 
Any mode choice model can act as a classifier and predictor. Thus, the accuracy plays 
as an indicator for their performance. Table 3-1 shows the summarized the successful 
predicting rate of ML and conventional methods from numerous research articles. As the 
data display, ML is superior when compared with traditional approaches.  While Hensher 
and Ton, (2000) did not found the excessive difference between NN and NL in their study, 
the study of Xie et al., (2003) shows the superior of NN in comparison with DT and MNL 
in both overall and individual accuracy. Whereas, when applied seven methods including 
ML and MNL approach in Nederland, Hagenauer and Helbich, (2017) found the highest 
accuracy was the RF model and the worst performance was MNL. The recent study by 
Golshani et al., (2018), the result from a comprehensive comparison between NN and 
traditional methods states that NN archived the most accuracy followed by joint copula 
model and MNL when the overall correction is 87.20%, 77.77%, and 63.92% respectively. 
Table 3-1 Summaries performance of applied ML researches 
No Study Topic* Applied method Outperformance 
method 
1 L. Cheng et al. (Cheng et al., 2019) MC MNL, AdaBoost, SVM, RF RF 
2 Golshani et al. (Golshani et al., 2018) MC MNL, NN NN 
3 Hagenauer and Helbich (Hagenauer and 
Helbich, 2017) 
MC MNL, NB, SVM, NN, 
BOOST, BAG, RF 
RF 
4 Omrani et al. (Omrani, 2015) MC MNL, NN, SVM NN 
5 Zhang and Xie (Zhang and Xie, 2008) MC MNL, NN, SVM SVM 
6 Cantarella and de Luca (Cantarella and de 
Luca, 2005) 
MC RUM, NN NN 
7 Xie et al. (Xie et al., 2003) MC MNL, DT, NN NN 
8 Hensher and Ton (Hensher and Ton, 2000) MC NL, NN NN 
9 Sun and Park (Sun and Park, 2017) RC NN, SVM SVM 
10 Yuen et al. (Yuen et al., 2014) RC MNL, NN NN 
11 Sayed and Razavi (Sayed and Razavi, 
2000) 
RC MNL, NN, Neurofuzzy Neurofuzzy 
MNL: Multinomial Logit model; NL: Nested logit model; RUM: Random utility model; NN: Neural networks; 
NB: Naïve Bayes; SVM: Support vector machine; BOOST: Boosting; BAG: bagging; RF: Random forests; DT: 
Decision tree; AdaBoost: Adaptive boosting 
*) MC: Mode choice; RC: Route choice 
Besides the overall accuracy, another issue that many researchers concern about is the 
ability to predict the individual has a low proportion of the dependent variable. In travel 
mode choice, there is a provision that the number of people chose to travel by walking is day 
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by day increasing while the engine vehicle becomes popular. Consequently, the count of 
nonmotorized mode drop significantly and cause the phenomenon of unbalance outcome. 
The understanding of this mode choice behavior is meaningful when we want to promote 
this kind of mode. For evaluating the ability to control the unbalance outcome, the Kappa 
value is reasonable. The original idea of the Kappa value was introduced by Cohen in 1960. 
Based on this concept, Fleiss et al., (2003) proposed the equation to calculate the Kappa 
using relevant proportion while Ben-David, (2008) produced Kappa value using the count. 
Both methods generate the original Kappa or unweighted Kappa value. When the 
unweighted Kappa values are equal, Fleiss et al., (2003) suggested using the weighted Kappa 
to evaluate the performance. 
Using the confusion matrix utilized by numerous studies (Golshani et al., 2018; Xie et 
al., 2003; Zhang and Xie, 2008), this study calculated the Kappa value as well as weighted 
Kappa value to compare the performance of ML with the other methods. The results indicate 
that the ML approach outperforms the conventional method in predicting the extremely low 
proportion of dependent variables. 
3.3.3 Capturing the information from the model result 
In predicting problem, besides the high accuracy performance, there is a big challenge 
for any predictor is overfitting. This phenomenon appears when the model performs well in 
the training process, but it fails in the testing data or in predicting mission. While the statistic 
models can avoid overfitting by its close form, the ML methods usually get this trouble. In 
the study of Xie et al., (2003), when comparing the rate of successful prediction of each 
model in training and predicting dataset, the MNL lost only 0.93% while the inaccuracy rate 
of DT and NN fell 2.28% and 5.35% respectively. In the case of SVM, its performance 
decreases by about 0.2% and 2% in two scenarios in the analysis of Zhang and Xie, (2008). 
Wang and Ross, (2018) gave the evident of overfitting of GBM with the value of error rate 
rise 6.8% and 12% in different datasets. This is much higher when comparing with MNL 
model (0.1%). 
Take this into account, the explanation for the logit models is the ability to estimate 
the parameters consistently in a close formula because of the IIA property (Train, 2003). 
Meanwhile, ML performance depends heavily on the quality of the parameters and also the 
skill of the practitioner. In order to obtain the optimal parameters' set, the model maker needs 
to fully understand not only the ML algorithm but the role of each parameter. Besides that, 
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some techniques help to find the optimal parameters’ set concretely can be applied such as 
k-fold cross-validation (CV) or bootstrap. Bootstrap is well-known for its ability dealing 
with the small size of the dataset while CV is suggested to has the advantage of unbiased 
and efficient in time-consuming (Borra and Di Ciaccio, 2010; Kim, 2009). 
Another consideration that the researcher concerns about is the features’ contribution. 
It explains how sensitive the outcome relates to the change of variable value. For the 
conventional method, the standardized coefficient could stand for the magnitude of the 
feature effect (Menard, 2011, 2004). Even though, some researchers argue that this method 
is not as reliable as the dominance analysis (Azen and Budescu, 2003; Azen and Traxel, 
2009). By contrast, ML has no coefficient, so the variables relative importance is used 
instead. In the case of NN, the contribution of each predictor is calculated through the use of 
NID (Olden et al., 2004; Olden and Jackson, 2002) (the neural interpret diagram introduced 
by Özesmi and Özesmi, (1999)). RF and GBM produce the relative importance of variable 
by “mean decrease Gini” (MDG) or “mean decrease accuracy” (MDA) (Breiman, 2001). 
The other ML method variable relative important can be observed by the permutation-based 
method (same concept of MDA) as in the research study of Hagenauer and Helbich, (2017). 
After determining the level of variables’ impact, the trend of the effect of that variable 
is needed to disclose. This matter represents the difference between the statistic and the ML 
method. While the conventional method can express the effect trend of a variable by the sign 
of the coefficient, the ML model is ambiguous in reveal the direction of the variable’s impact. 
To our best knowledge, just only NN can produce the effect trend following the method 
introduced by Olden et al., (2004) so far. 
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CHAPTER 4. NEURAL NETWORK AND ITS ABILITY IN 
EXAMINING VEHICLE OWNERSHIP 
 Introduction 
One of the goals of sustainable transportation development is to control the boom in 
ownership and usage of private motorized vehicles, which lies at the core of a variety of 
problematic issues facing urban development such as excessive gasoline consumption, 
traffic congestion and traffic accidents, and is also considered a huge source of air pollution 
in cities. To achieve this objective, it is important to fully grasp the need to understand and 
predict vehicle ownership patterns and the relevant influential factors that affect this matter. 
The attention of this topic is demonstrated by many studies that have examined vehicle 
ownership patterns and how their determinants have been utilized across both developed 
countries (Clark et al., 2016; Guo, 2013; Oakil et al., 2016; Ritter and Vance, 2013; Whelan, 
2007; Yagi and Managi, 2016) and developing countries (Choudhary and Vasudevan, 2017; 
Guerra, 2015; He and Thogersen, 2017; Jou et al., 2012; Rahul and Verma, 2017; Soltani, 
2017; Yang et al., 2017).  
Nevertheless, the South-east Asian nations that comprise ASEAN as an active 
economic and fast-growth area have rarely been the focus of deeper analysis. Sillaparcharn, 
(2007) produced a series of log-leaner models at the province and national scale to predict 
the vehicle type ownership trends of individuals in Thailand. Although these models served 
as useful statistical indexes, limitations of aggregate data and a shortage of explanatory 
variables remained as problematic issues. Moreover, splitting vehicle types in the 
independent models did not reveal any potential interactions between the variables and their 
influence on the alternatives. Another macro view on vehicle ownership can be found in the 
paper of Law et al., (2015) and Tuan, (2011), which only concentrated on the relationships 
of two-wheel and four-wheel ownership rates in specific countries including eight 
representatives of ASEAN. In terms of a micro view, Tuan and Shimizu, (2005) examined 
motorbike ownership in Hanoi, Vietnam as it represents the most popular means of 
commuting in the city. However, the analysis of Yamamoto, (2009) covered all means of 
private vehicles in Osaka, Japan and Kuala Lumpur, Malaysia. Some note-worthy findings 
of these studies are that there was a  lack of assessment in the features’ impact; the analysis 
was done without consideration of the existing differences in terms of the sample’s attributes 
by area; and finally, that the use of traditional methods seemed to be a backward approach 
in comparison with other fields, especially with regard to the context of big data mining.  
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The development of machine learning (ML) has become a revolution with regard to 
information technology, and its applications have widened to other specific fields including 
transportation. This is a new development when we consider how traditional statistical 
methods have been preferred for use in academic research studies. It has been recognized 
that statistical methods are known to be valid and have been relied upon for their accuracy 
over an extended period of time. Moreover, these conventional methods have the advantage 
of being easily interpreted, evaluated and applied, while ML algorithms are thought of as a 
“black box” and it can be hard to understand their operational properties (Cantarella and de 
Luca, 2005). Nevertheless, recent studies have indicated the prominent superiorities of ML 
in transportation research studies. For example, in measuring the capability of neural 
networks (NN) and discrete choice models in mode-choice behavior, (Hensher and Ton, 
2000) did not identify significant differences between the performance levels of different 
models, whereas in a later study NN was found to have outperformed in comparison to its 
competitors (Cantarella and de Luca, 2005). In another well-known ML algorithm, the 
support vectors machine (SVM) was marked as a superior method to predict the mode share 
among other ML and multinomial logit models (MNL) (Zhang and Xie, 2008). Lately, 
random forests (RF), a powerful ML algorithm, was assessed in terms of its performance in 
a study conducted by Hagenauer and Helbich, (2017). It was implied that RF is the most 
accurate predictor, while MNL remained at the bottom of the list. These documents provide 
strong evidence that supports the potential applications of ML in transportation research 
studies. 
Although there have been numerous studies that have used ML in the transportation 
field, the application for the vehicle ownership topic has not been considered. Karlaftis and 
Vlahogianni, (2011) reviewed the comprehensive aspects of the two approaches, statistical 
and NN, used in transportation research studies with recommendations for choosing a 
suitable method for a specific case. Surprisingly, so far the author  have found only one study 
in the research of  Karlaftis and among others that compare the performance of the nested 
logit model with NN in predicting household car-type owning decisions by (Mohammadian 
and Miller, 2002), but it did not assess all facets of the models other than the overall 
predicting capability. L. Cheng and co-authors listed several up-to-date studies that apply 
Random Forest (RF) in transportation, along with the researcher’s intention of using this 
model in commuting mode choice analysis (Cheng et al., 2019). Notably. none of them was 
found to be relevant to vehicle ownership. The same situation has been identified for SVM, 
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which can be realized in various articles (Allahviranloo and Recker, 2013; Sun and Park, 
2017; Zhang and Xie, 2008). This shortcoming, on one hand, needs to be compensated for 
and on the other hand is wide open for further research. 
In the context of the favorable economic, Phnom Penh, the capital of the Kingdom of 
Cambodia, one of the ASEAN members, has the opportunities to become a modern and 
developed city and also faces the challenge of motorization and its negative effects. The 
economic growth leads to the rapid rise of traffic demand including private vehicle 
ownership. The experiences from similar cities like Hanoi (Vietnam), Bangkok (Thailand), 
Jakarta (Indonesia) etc. are the worthwhile reference of the uncontrollable private vehicle 
rate which causes the serious problem for the city life. It is argued that the transport policy 
without the understanding of the commuters’ behavior is one of the key factors resulting in 
this situation.  
This study is aimed at determining the effective features that influence vehicle 
ownership in the city of Phnom Penh with regard to different contexts of building up the 
environment using advanced methods. This method of identification would be helpful in 
generating a given city’s transportation policies for controlling the ownership of private 
vehicles. Additionally, the ability to forecast vehicle ownership is also evaluated in various 
scenarios, not only in terms of overall performance but also in terms of individual outcomes 
that would be used to better understand the structure of motorization of a given city. A 
favorable outcome would reinforce the ability to widen the applications of ML, not only in 
vehicle ownership investigations but also to other relevant transportation sectors. 
The objective of the present research is stated at three points. The first is the 
determination of the features that influence vehicle ownership in Phnom Penh city. The 
second is the exploration of the variation of the features’ impact over the built-up 
environment in effecting a household decision of owning a vehicle. The third is the 
evaluation of the ability of prediction the vehicle ownership in the given city. There are also 
the research questions that will be addressed in the present study namely: In the category of 
socio-economic, built-up environment and other features that affect the vehicle ownership, 
which have a higher influence in comparison with the counterparts and whether they support 
the household from owning a private vehicle or not? Are the people live in the city’s center 
and those who live in the suburban area affected by the mentioned features in the different 
magnitude and direction? How good predictor performance is when an overall measurement 
index is equal? 
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To address the questions are raised above, this study proposes to analyze the data 
collected from the questionnaire interview which covers the wide attributes of socio-
economic, built-up environment and individual. Then this work applies the conventional 
statistical and ML methods in various scenarios in order to examine the features’ influence. 
The predictors’ performance is then evaluated by the Kappa analysis to identify the 
outstanding model. The applied measurement method is trustworthy by satisfying the 
requirements of evaluation not only the overall accuracy but the ability to capture the 
diversity of vehicle ownership pattern. 
 The case study in the city of Phnom Penh, Cambodia 
4.2.1 Data processing and analysis scenarios 
 Summarized the data set 
The data set used for Phnom Penh city was provided by Japan International 
Cooperation Agency (JICA). The data were acquired in 2012 with the original total records 
included 9,239 households. However, after rearranging the data and removing any missing 
data, the author ended up with 8,842 records covering 96 traffic analysis zones (TAZ) within 
the city’s boundaries. Figure 4-1 presents Phnom Penh’s traffic zone map and the boundaries 
of the city center and the suburban area. The data were enriched with additional features 
including population density and the length of the daily total trips made by the members of 
any given household. 
Start from the idea of examining the vehicle ownership patterns in the comprehensive 
contexts of socioeconomic, demographic and transportation considerations. In this paper, the 
chosen features were grouped into three sectors including “household attributes”, “built-up 
environment” and “personal trip characteristics”. 
 Variables description 
Household income and size 
Household income (Income) has a strong impact on vehicle ownership. It is assumed that 
in developing countries, wealthy families tend to upgrade their vehicles from two wheels to 
four wheels because of the attention to safety, convenience, and style. By contrast, a low-
income family would be more motivated by the vehicle’s basic functions that are affordable 
to them and that would still meet their daily commuting demands. In the present study, the 
household income was cataloged in 7 levels ranging from under 250 USD/month to over 
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2,000 USD/month. The first 4 levels are indicated by an increase of 250 USD for each level. 
From level 5 to level 7, the amount of money in each level differed by 500 USD each. 
 
Figure 4-1 Phnom Penh traffic analysis zones (TAZ) map 
Source: JICA survey data and Phnom Penh statistic book 2012 
The household size (HH.mems) followed household income as an important 
explanator in previous research studies. In the study of Maltha et al., (2017), “HH.mems” 
was the most contributive variable (with “Income”) in explaining car ownership in the 
Netherlands in a positive relationship. Whereas, Ritter and Vance, (2013) in their research 
found that “HH.mems” was one of the factors restraining car ownership in Germany. These 
results imply that the household size was not only a reliable variable but also had different 
influences on vehicle ownership. This variable in my study had a value ranging from 1 to 13 
persons per household with a mean value of 4.9. 
Household composition 
In terms of the household composition, the study considered four features including the 
number of persons over 16 years of age (O.16), the number of children under or equal to the 
age of 5 (Total.5), the number of people working in the house (TotalEm) and the total number 
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of men in the family (Total.M). The present work assumed that the first feature would 
motivate motorization rate, while in Phnom Penh the average “O.16” reached a value of 3.7. 
Notably, the presence of children was suggested to impact on determining the number and 
type of vehicle that could meet the requirements of mobility, convenience, and safety. This 
led to members of the household would be concerned with having more vehicles as well as 
with their quality (by upgrading from motorbike to car for example).  
The labor force plays an important role in contributing to the household’s level of 
income. The higher the level of employment among members of the household would 
influence the number of vehicles owned by the members of that household. In the present 
study, the average “TotalEm” was 2.24, 2.14, and 2.31 in the greater city area, urban and 
suburban areas respectively. The “Total.M” feature was expected to reflect the travel 
behavior as well as vehicle ownership by gender in Phnom Penh city. The hypothesis was 
that men would travel more than women and would be more likely to commute by private 
vehicles, which can influence the possibility of owning more vehicles in the family. This 
variable did not vary much throughout the study area of Phnom Penh with the highest value 
of 9 and a mean of about 2.30. 
Built-up environment. 
In terms of the built-up environment features, certain variables were used such as the 
population density, land-use, employment density, etc. This paper intended to understand 
the relationship between the population density (Pop.Dens) and vehicle ownership in Phnom 
Penh city. The relationship will explain whether or not a high density of population would 
stimulate the vehicle ownership rate. By integrating the statistical data and the TAZ plan, 
the author utilized the distribution of the residents in Phnom Penh city in 2012, as is 
illustrated in the map in Figure 3-2. The map denotes that the center area bears a significantly 
high capacity of population (over 100 persons per ha), while the density gradually declined 
with the increase in distance from the center area. 
Personal trip characteristics 
Personal trips, on one hand, represent the travel behavior of people and on the other 
hand account for traffic demand in the city. All of these characteristics were denoted to have 
a strong relationship with vehicle ownership in various studies (Guerra, 2015; Ritter and 
Vance, 2013; Soltani, 2017). In the case of Phnom Penh, there were three features associate 
with the personal trip attributes that were used to explain vehicle ownership namely: total 
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number of trips made by household (TripNum), number of work-trips made daily 
(Work.trip) and total length of all trips (TotalLen). 
 
Figure 4-2 Distribution of residents in Phnom Penh city in 2012 
Source: JICA survey data and Phnom Penh statistic book 2012 
The “TripNum” was calculated by summing up the number of trips made by all 
members of the household. The data denotes that members of households in suburban areas 
seemed to engage in more trips than those in urban areas by an average total number of trips 
of 9.41 and 9.35, respectively. This feature was believed to have a positive relationship with 
private vehicle ownership in Phnom Penh for the reasons of mobility demands in terms of 
daily travel. 
“Work.trip” was a significant factor in terms of the purpose of taking trips (“to home”, 
“to school”, “to business”, etc.). The increase in “Work.trip” was believed to have boosted 
private vehicle ownership. It can be argued that when we go to work there is a regulation to 
be on time. To avoid breaking the regulation because of dependence on the unreliable or 
inconsistent public transportation service, many residents choose to use a private vehicle to 
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commute to their place of work or study. In the case of Phnom Penh, this kind of trip revealed 
an average number of trips of about 2.0 in all areas. 
Note that the trip’s length was not available in the data set. Consequently, this study 
used an alternative method to calculate the trip length using the QGIS program. For inter-
zone trips, based on the location of the TAZ of the start and finish points, the author 
hypothesized that the average trip length is the shortest route from the center of the original 
zone to the center of arrival zone. By using the QGIS program and integrating it with the 
road network of Phnom Penh city, I calculated the length of each trip. Additionally, the 
distance from the center of the traffic zones to the nearest road was also determined by QGIS 
and this value was added to the total trip length. For intra-zone trips with the same departure 
and arrival zone, the author used another hypothesis and calculated the trip length using 
Equation (1), which was introduced by Fotheringham, A. S. (1988). 
  = 0.846 ∗                                                                                                                   (1) 
In this equation A is the area of the zone. 
 Correlation analysis 
Before inserting the variables into the models, it is highly recommended to make an 
analysis of correlation. A strong relationship between predictor variables could result in an 
erroneous type of interaction and lead to bias in the model’s performance. There are three 
types of methods, namely “Pearson”, “Polyserial” and “Polychoric”, that are used to 
determine the correlation between numeric variables and logical variables. In this study, we 
attempt to apply the two first methods when it is appropriate to the type of the variables. 
When the correlation value is significantly high, another method can be used to deal with 
this problem. One of the methods is to combine two related variables into one. For example, 
instead of listing the total income and the total number of household members, we can make 
a new variable by dividing the total income by the total members of the household. Even so, 
we need to check the type and attribute of the new feature whether they change or not. 
As the results shown in Table 4-1, the study found that the maximum correlation value 
was 0.65 (between the “TotalEm” and “Work.trip”). This value can then be used in the model.  
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Table 4-1 Results of correlation analysis among variables 
Variables HH.mems Total.5 O.16 Total.M TotalEm Income Pop.Dens TripNum TotalLen Work.trip 
HH.mems -          
Total.5 0.55 -         
O.16 0.64 0.09 -        
Total.M 0.62 0.33 0.38 -       
TotalEm 0.43 0.08 0.6 0.26 -      
Income 0.25 0.08 0.33 0.17 0.38 -     
Pop.Dens 0 0.04 0.06 -0.02 -0.04 0.18 -    
TripNum 0.49 0.01 0.38 0.34 0.35 0.21 -0.03 -   
TotalLen 0.25 -0.01 0.28 0.19 0.29 0.07 -0.32 0.45 -  
Work.trip 0.33 0.08 0.45 0.22 0.65 0.26 -0.02 0.58 0.33 - 
 Setting up scenarios 
To understand the overall distribution of vehicle ownership throughout the city, an 
analysis was applied by area. Based on the differences in the population density and the level 
of income, the author decided to analyze the data in three sets. The first set was made up of 
a “mixed” area which included the data of the whole survey area. The second and third sets 
consisted of the “urban” and “suburban” areas, respectively. While the “urban” group only 
included households that were located in the center of the city, the “suburban” group 
examined the vast number of households that resided in the surrounding and new areas of 
the city. 
For a deeper examination of the structure of vehicle ownership in the city, this work 
focused on the number and type of vehicles owned by each household. It is recognizable that 
the motorbike seems to be affordable for people who live in developing countries with 
medium to low levels of income. Moreover, when the public transport service is not 
convenient or is found to be insufficient for one’s daily commuting purposes. Consequently, 
the ability of a household to buy more than one motorbike becomes feasible. For this reason, 
the author created two outcome sets that focus on the number of motorbikes owned by a 
family. The first set focused on the motorized level of transportation, so it classified the 
household into three categories; ones which had no vehicle, ones which had only motorbikes 
(one or more) and the ones which had a car(s) with or without a motorbike. The second set 
was further widened by splitting household owned motorbike(s) into two outcomes; those 
owning only one motorbike and those with more than one motorbike. Combining the two 
groups of areas and the outcomes above, this study arrived at six scenarios that this study 
could use for the analysis as is shown in Table 4-2. 
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Table 4-2 Proportion of vehicle ownership in 6 scenarios 
Area 4 Classes 3 Classes Total 
 NoVeh X1Bike X2Bikes Car.Bike NoVeh Bike Car.Bike   
Mixed 694 3057 3417 1674 694 6474 1674 8842 
 7.85% 34.57% 38.65% 18.93% 7.85% 73.22% 18.93% 100.00% 
Urban 221 902 1345 907 221 2247 907 3375 
 6.55% 26.73% 39.85% 26.87% 6.55% 66.58% 26.87% 100.00% 
Suburban 473 2155 2072 767 473 4227 767 5467 
 8.65% 39.42% 37.90% 14.03% 8.65% 77.32% 14.03% 100.00% 
Note: NoVeh – household with no motorized vehicle; X1Bike – household with only one motorbike; X2Bike – household 
with more than one motorbike; Car. Bike – household with a car and motorbike; Bike – household with only motorbike(s) 
From a cursory look at the data in Table 4-2, we can recognize that the motorized index 
of Phnom Penh was quite high and most people used motorbike as a means of transportation. 
This also indicated that the percentage of the households that owned a car was at 18.93%. 
Notably, while the number of households whose members did not own motorized vehicles 
or only owned a motorbike increased from the urban to the suburban areas, the share of 
families that owned a car actually decreased. 
4.2.2 Applied methods and training process 
 Multinomial Logit Model 
MNL is also mentioned as an un-order response mechanism model that is based on the 
random utility maximization approach. (Bhat and Pulugurta, 1998) and (Potoglou and Susilo, 
2008) gave detailed examples to demonstrate the outperformance of MNL with other models 
using an order response mechanism in examining vehicle ownership. For the above reasons, 
the application of the MNL model in this study was found to be suitable. The building of the 
MNL model process was based on the approach of neural networks that were introduced by 
(Ripley, 2007) and (Venables and Ripley, 2002) using accuracy as an index of the model’s 
performance by changing the penalty of the sum of the square of the connection weights 
named weight decay that consisted of a value from 0 to 0.1. 
 Neural Networks 
Distinguished from MNL, NN applies the fixing error and pattern association approach 
for its algorithm (Hensher and Ton, 2000). In this paper, the author used the common NN 
approach and widened its application to the transportation field, as it is a multi-feedforward 
layered neural network with three layers that have been presented in Figure 2-3. Each layer 
contains a number of units that represent certain features, hidden units and the outcomes, 
respectively. A hidden unit receives all of the signals from the input nodes that are multiplied 
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by the connection weights (Wih). These signals are summed by the product and then sent to 
the nonlinear function (also known as the activation function) before being passed onto the 
output unit. The usual activation functions include steps, logistics and the hyperbolic tangent 
function (Mohammadian and Miller, 2002). After emerging from the hidden unit, the signals 
are weighed again by their connection weights (Who). The arrive output node is then used to 
determine the outcomes. The model is trained by adjusting the connection weights beginning 
with Who in advance to minimize the errors between the actual outcomes and the response 
outcomes. This process is called back-propagation learning. When the number of hidden 
layers is fixed (one layer in this study) the other parameters are used to ascertain the number 
of units in this layer. By applying the same approach that is employed in the MNL model as 
introduced by Ripley, (2007), the number of hidden units is determined based on the model’s 
performance. 
 Random Forest 
In the field of strengthening models, the ensemble technique is used to verify its power 
using two trends namely boosting (Schapire and Freund, 2012) and bagging (Breiman, 1996). 
Notably, RF is one of the members in the bagging family. Breiman described RF in his 
research paper (Breiman, 2001; Brieman, 2001) as a combination of the decision trees, and 
its process is run by following the designated framework. Importantly, n trees are grown 
without pruning from different data sets that have been sampled using the bootstrap method 
(with replacement) on the original data. While the tree is forming, a constant number 
representing a subset of input variables (mtry) is identified. Variables are then randomly 
chosen for this subset and used for splitting the data at each node in the tree. Note that the 
tree is grown using about 63% of the data set, while the vast amount of remaining data is 
referred to as the out-of-bag data and is used to estimate the tree’s error rate and also each 
variable’s contribution. To reach an optimal RF model, the suitable number of random 
variables used in the single tree must be determined. An increase in this value influences the 
RF on both sides, one strengthens the single tree leading to an improvement in RF 
performance and the other increases the correlation from tree to tree resulting in a loss in the 
RF’s level of performance (Breiman, 2001). 
In this paper, the number of trees remained at 500 and the value of the mtry was 
received from 2 to 10 (equal to the maximum variables) over the process of identifying the 
best mtry. 
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 Training process 
For each algorithm, the training process had the responsibility of finding the 
outperforming model by determining the best-fit parameters (number of hidden units for NN 
and mtry in the case of RF), and by avoiding any overfitting. The two traditional methods 
are bootstrap and k-fold cross-validation (CV) which could be applied in this case. While 
CV is known for having the advantage of being unbiased and for using less computing time, 
the bootstrap method performs better with a small sample set and a lower variable estimator. 
Recent research studies have found that the repeated 10-fold CV displayed better 
performance ability than the bootstrap method (Borra and Di Ciaccio, 2010; Kim, 2009). 
This supports the applications that have been proposed in this present paper. The final model 
with suitable parameters was captured by the 10-fold CV that was repeated 5 times on the R 
program platform with related packages. 
4.2.3 Evaluating features’ effect and models’ performance 
 Evaluating features’ contribution and effect trend 
Features’ contribution refers to the effect’s strength of the independent variables in 
terms of the results of the dependent variables. These issues are meaningful and helpful in 
understanding the structure of relationships between the explanatory variables and the 
outcomes. To put it another way, we strive to understand how sensitive the outcomes are to 
the variables. One of the objectives of this paper was to determine how much of an influence 
occurs from the comprehensive elements such as any socio-economic variables, and just how 
much the aspects of the built-up environment affect the patterns of motorized vehicle usage 
in the city of Phnom Penh. The other major factor that needs to be considered is the influence 
trend of a variable on the outcomes. The trend can be represented in two ways; as positive 
in which the increasing value of the variable leads to an increase in the outcomes. Or it is 
more likely that the outcomes will occur and that this result is a reversal and is considered a 
negative trend.  
With regard to the output of MNL, some essential information has been utilized such 
as the coefficients (β), standard error and of course the t statistic or p-value. While the 
statistical indexes serve in the role of providing evidence which proves a real connection 
between the variables and the responses, the coefficients’ magnitudes can not stand as the 
variables’ representatives because of the notable differences in the measurements and the 
structures. To manage this issue, this study used the standardized coefficients approach that 
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was introduced in the article of Menard, (2004) and again in a later paper (Menard, 2011).  
This approach employs the six methods applied for the logistic regression model. According 
to these articles, even with the employment of the six methods for partial standardized 
(focused on explanatory) or full standardized coefficients (focused on both explanatory and 
responses), the level’s sequence of variables did not change. Thus, the author decided to use 
the simplest method but with slight modifications in using only coefficients with significant 
values that are similar to the “relative importance” statistics, as was done in other note-
worthy research studies (Levine, 1998; Zegras, 2010). The expression of this method is as 
follows: the effective index of variable i (Ei) is obtained from the summed absolute of the 
unstandardized coefficient (βi) with the significant value multiplied by standard deviation 
(SDi) over the outcomes (O), as is simulated in Equation (2). 
   =   |     |
 
   
                                                                                                          (2) 
Differences between statistical models and machine learning models are complicated 
and it is not easy to perceive the variable importance due to the “black box” characteristic. 
Gevrey et al., (2003) interpreted and evaluated seven methods used to determine the 
variable’s contribution in the NN model and noted that the “Perturb” and “Weights” are also 
simple and effective methods. In several later articles (Olden et al., 2004; Olden and Jackson, 
2002), another approach named the “Connection Weight Approach” was presented by J.D. 
Olden and partners. This method was thought to be robust by the advantage of obtaining the 
inputs’ effect in terms of both trend and strength over multiple hidden layers when compared 
with the “Weights” method (Beck, 2018). This method used the raw connection weights 
visualized by neural interpretation diagrams that were founded by Özesmi and Özesmi, 
(1999) and is presented in the diagram shown in Figure 2-3 in Section 2.2.2. First, we 
calculated the effect weight (Eio) of each input unit i that influenced the output unit o by 
summing the multiplication of connection weights from input unit i to hidden unit h (Wih) 
and the connection weight from hidden unit h to output unit o (Who) (refer to Equation (3)). 
The sign of Eio implies an effect direction, in which the negative Eio value represents the 
inverted relationship between input i and output o and vice versa. The contribution of input 
i to the models (Ci) was then determined by summing the absolute value of Eio over the 
whole output (refer to Equation (4)). 
    =         
 
   
                                                                                                    (3) 
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   =  |   |                                                                                                             (4)
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   
 
In the case of RF, there are two basic approaches used to determine variable 
importance called “mean decrease accuracy” (MDA) and “mean decrease Gini” (MDG). 
MDA using the variation of error rate before and after randomly permuted the value of the 
variables in the out-of-bag set; a higher change in errors indicated a stronger relationship 
between the variables and the outcomes. MDG is based on the Gini purity criterion when the 
data of the parent node was split into sub-nodes using variables from mtry. The more 
homogeneous the sub-data (high purity) was, a greater contribution of the variables was 
made on the response. Although MDG is preferred by many researchers (Archer and Kimes, 
2008; Cheng et al., 2019), Breiman dropped MDA in his manual when applying RF 
(Breiman, 2007). Notably, MDG still retains its limitations of bias. Strobl et al., (2007) 
claimed that both original methods are influenced by the structure of predictor variables. The 
results from MDA and MDG could be misleading when being applied to large data types or 
the number of levels changed over the factor variables. Considering the data structure of the 
present research study, the variable set did not meet the criterion of Strobl; moreover, there 
was no missing data. Another effect on determining variable importance was implied by 
(Hapfelmeier and Ulm, 2014) who supported the use of MDA. The reading of relevant 
published research studies is recommended (Breiman, 2001; Han et al., 2017) in order to 
gain a clearer understanding of the above approaches. Note that at the present time the author 
found no method for examining the effect trend of the explanatory variables on the dependent 
variables using RF. This is a notable weakness of this algorithm and this would need to be 
addressed in future research. Consequently, this study only considered reaching the stated 
objectives using the MNL and NN models. 
 Evaluation of predicting vehicle ownership pattern performance 
In the two previous sections this paper interpreted how the predicting models utilized 
the features’ contribution. Now I will explain how models perform in terms of predicting 
vehicle ownership. One of the objectives of this study was to examine the relevant vehicle 
ownership structure, in which the ability to correctly predict the portion of the household in 
each class is very important. As the era of motorization continues to expand in developing 
countries, the attitudes of people toward possessing modern and convenient motorized 
vehicles like cars is rising along with a decrease in the number of households possessing 
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non-motorized transport. Although the proportion of these household types in the city of 
Phnom Penh remains at a low level, the author proposes to identify them by their attributes.  
The study now presents the two cases of classifiers for interpreting this problem. 
Suppose that the two models performed equally well in predicting the correct outcome 
(overall accuracy), but one of them displayed higher accuracy in considering the members 
of households who owned motorbike(s). This would be considered the largest portion, while 
the other model displayed a higher level of accuracy in terms of the members of households 
who owned cars or non-motorized vehicles. This was lower amongst the households that 
owned motorbikes. We then need to choose only one of these models that can be applied to 
accurately make predictions. However, it is difficult to determine which one we prefer when 
both of them display the same missed classifications that are referred to as the ‘cost-of-error’. 
Notably, one of the useful indexes that could resolve this issue is “Cohen’s Kappa” statistic 
value or Kappa in short. 
Cohen introduced the Kappa in 1960 as an agreement index of two raters observing 
one problem. Imagine that rater one is the predicting model and that rater two assesses the 
actual data, the Kappa indicates the agreement between the raters and reflects how the model 
performs as correct for the actual data. The concept of this idea is presented in  Equation (5) 
by Fleiss et al., (2003) using the relevant proportion, and in Equation (6) by Ben-David, 
(2008) using the count. Either Equation (5) or (6) can be executed using the confusion matrix. 
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Notably, Po and Pe represent the observed weighted proportions of agreement and the 
change in the excepted weighted proportion of agreement. Additionally, P.i and Pi. represent 
the total columns and rows proportions in Equation (5); xii is the count of cases in the main 
diagonal, k is the number of the outcomes, N is the number of examples, and x.i and xi. are 
the total columns and rows counts, respectively as is presented in Equation (6). Kappa 
revealed a ranking from -1 (extreme differences between the model’s predictions and the 
actual data) to +1 (model predictions perfectly fit the actual data). 
When the confusion matrixes of various models have the same diagonal values but are 
not homogeneous with the other values, the Kappa values could be equal, and the weighted 
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Kappa could be applied to evaluate the cost-error. The weighted Kappa (Kw) can be obtained 
using the same form of Equation (5), but the values of Po and Pe would need to be replaced 
by Po(w) and Pe(w) in sequence. These would be calculated using the following Equations 
based on the concept of J. Fleiss (Fleiss et al., 2003). 
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 Here, wij represents agreement weights having a value of 0 ≤ wij ≤ 1 and can be 
obtained from Equation (9) – the quadratic weight and Equation (10) – the linear weight as 
displayed below. 
    = 1 −
(  −  ) 
(  − 1) 
                                                                                                  (9) 
    = 1 −
|  −  |
  − 1
                                                                                                      (10) 
The illustration of Kappa of each classifier performance in all scenarios will be 
presented in the next Section. 
4.2.4 Results 
 Models training 
With regard to finding the best weight decay for the MNL models, the results are 
presented in Figure 4-3. Notably, there were some differences found between the two groups 
of scenarios.  
 
Figure 4-3 Best weight decay for MNL model 
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In the “4 outcomes” group, the accuracy of the urban and suburban models reached 
peak points when the weight decay was measured at about 0.0178 and 0.0422, respectively. 
After that, by the increased weight decay, the model’s performance significantly decreased 
to the lowest values. However, the mixed model’s accuracy fluctuated when the weight 
decay was within a small range value (from 0 to 0.01). Subsequently, the model performance 
increased quickly and archived the highest point when the “weight decay” was at the 
maximum value. In the “3 outcomes” scenario, the trends of the accuracies changed. While 
the mixed and suburban model’s accuracy increased gradually and reached peak values when 
the weight decay was at a value of 0.1; however, the urban model accuracy dropped when 
the weight decay value increased to over 0.01.  
 
Figure 4-4 Best hidden units for NN model 
(Top row - 4 outcomes, bottom row - 3 outcomes; Left column – Mixed area, middle column – Urban area, 
right column – Suburban area) 
With NN models, the weight decays were held with ten values for each scenario and 
the accuracy was found across the number of hidden units to increase from 1 to 19 (in an 
even sequence). With the “4 outcomes” groups, the accuracies displayed a similar pattern in 
that they increased and then became stable with an increase in the number of hidden units 
(refer to Figure 4-4). Consequently, they reached stability at a later point. By contrast, the 
accuracy value trends in the “3 outcomes” groups were complicated, with the exception of 
the cases involving the suburban models. While the trends of the mixed models and suburban 
models mainly decreased (suburban models ran faster and were more stable) along with an 
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increase in the hidden unit number, the urban models did increase in terms of the level of 
accuracy. Nevertheless, the final best tune for each model in this group had the same weight 
decay value of 0.0422 (refer to Table 4-3). 
 
 Figure 4-5 Best “mtry” for RF model 
Training process results for RF are demonstrated in Figure 4-5. As the “mtry” 
increased from a value of 2 to a value of 10, the accuracy of the model decreased. In the “4 
outcomes” scenario, the models in the suburban area showed a slight increase at the 
maximum of the “mtry” value. However, the added accuracy of the suburban model still left 
a gap for its highest value. In the “3 outcomes” scenario, when the “mtry” values were 6 and 
8, the performance of the suburban and urban models improved respectively when compared 
with the previous number of variables. Finally, the best tune of the RF models met the same 
value of “mtry” of 2. Table 4-3 lists all the tunes and their values in each scenario. This 
information will be used to evaluate the model’s performance. 
 Table 4-3 Best tune results of each model by “10-fold” cross-validation 
Model Tune Value for 4 outcomes Value for 3 outcomes 
    Mixed Urban Suburban Mixed Urban Suburban 
MNL decay 0.1 0.0178 0.0422 0.1 0.0075 0.1 
NN size 19 7 5 13 9 1 
  decay 0.0006 0.1 0.1 0.0422 0.0422 0.0422 
RF mtry 2 2 2 2 2 2 
 Feature-ranking in predicting vehicle ownership patterns 
Groups of variables having high and low effects on classification 
Figures 4-6, 4-7 and 4-8 present the rankings of the features’ attribution in the MNL, 
NN, and RF models, respectively. Besides the overall agreement between the models about 
the level of features' contribution, there are still remain some differences in ranking several 
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individual cases. The results show that the population density mainly stayed at the low and 
medium important level in MNL and NN models, but in RF it appeared with higher impact 
except for the urban area with 4 outcomes. The contrary case was “O.16”. While this feature 
appeared frequently in the top important group in MNL and NN model, it was stated as the 
weak explanatory variable in the RF two times, in the 3 outcomes of Mixed and Suburban 
models. It is suggested that the different algorithms produce the dissimilar outcome in 
several cases. 
In order to more easily interpret the results, the study grouped these features into three 
groups for each model. Group 1 presents the top three high effective features, while Group 
3 presents the top three ineffective features. The vast values were put into the second group. 
Table 4-4 summarizes the appearance times of the features in the first and third groups in 
order from the first to the third in terms of the strength and weakness impacts, respectively. 
Table 4-4 Summary of variable importance ranking 
Variable High impact level rank Low impact level rank 
 1st 2nd 3rd Total 1st 2nd 3rd Total 
HH.mems   3 3 1   1 
Total.M    0  2 3 5 
Total.5    0 6 5 2 13 
O.16 3 7 1 11  2  2 
Income 12 5  17    0 
Pop.Dens  1 2 3 6 1 2 9 
TripNum   2 2 1 2 3 6 
TotalLen 2 1 2 5 1 3 3 7 
TotalEm  1 2 3 2 3 2 7 
Work.trip 1 3 6 10 1  3 4 
Total 18 18 18 54 18 18 18 54 
As the results indicate, the three most important features included “Income”, “O.16” 
and “Work.trip”. For these, “Income” was found to be the highest impact factor. It appeared 
17 times in Group 1, which was 12 times as much as the first rank, 5 times as much as the 
second rank and did not appear in Group 3. The “O.16” variable stayed right after “Income”, 
while this figure reached 11 times the value of appearance in Group 1 and remained mainly 
at the second rank (7 times). The “Work.trip” was slightly weaker than the “O.16” feature 
with 10 times the value emerging in Group 1 and 4 times in Group 3 (more than “O.16” 2 
times). It should be noted that even “O.16” and “Work.trip” appeared in Group 3 at several 
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times, but the value was considered not too low when compared with the average importance 
value in the model.  
It is evident that the greatest weakness feature was “Total.5”, which was found to be 
13 times the amount in Group 3 and none in Group 1. The second feature was recorded as 
population density at 9 times in the low effective group, in which 6 times were at the lowest 
point and this was the same as with the number of children. There was a slight difference in 
contribution among the three features, namely “TripNum”, “TotalLen” and “TotalEm”. 
When the same amounts of time were used in Group 3, the total employment figure seemed 
to be weaker than the total trip-length by the difference occurring in Group 1 at 3 times and 
5 times, respectively. Even as it was stated 7 times in Group 3, the family labor variable 
seemed to provide a greater advantage than “TripNum” when higher scores were archived 
in most cases.  
The two features of “HH.mems” and “Total.M” were identified as good explanatory 
variables. Although their appearance was infrequent in Group 1 (at only 3 times for 
“HH.mems”), they still did not lose the capability of explaining the outcomes at 1 and 5 
times in Group 3 with medium scores for household size and the number of men, respectively.   
 Change of features’ impact over areas 
By inspecting the features’ importance ranking and the scores over areas, we can see 
that the effect level varied between the urban and suburban areas. Household income was 
not clearly different between the various areas because of its strength in most scenarios, but 
“O.16” seemed to have a higher influence in urban areas. The same situations were found 
for “HH.mems”, “Total.M”, “TripNum”, and “Total.5”, even if the presence of infants was 
ranked lower in urban areas of the NN models. However, higher scores were recorded in 
these categories when comparing urban areas with suburban areas.  
Conversely, the categories of work-trips, “TotalLen”, “TotalEm” and “Pop.Dens” 
were found to have a stronger effect in suburban areas than in urban areas. However, a weak 
variable such as population density showed its clear contribution in suburban areas as was 
seen in the MNL and RF models. The total trip length was found to have a lower rank in NN 
and RF, but it was superior by score in RF. Notably, it archived the highest rank in the MNL 
model. For the “TotalEm”, it was found to have a greater influence in suburban areas in the 
MNL and RF models, but it was a little lower in the NN model. With regard to the last feature, 
the “Work.trip” was ranked higher in all scenarios. 
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Figure 4-6 Variable importance rank of MNL models 
(Left column – 4 outcomes; Right column – 3 outcomes) 
 
Figure 4-7 Variable importance rank of NN models 
(Left column – 4 outcomes; Right column – 3 outcomes) 
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Figure 4-8 Variable importance rank of RF models 
(Left column – 4 outcomes; Right column – 3 outcomes) 
 Effect trend of features on vehicle ownership 
In this section, the features effect trend will be revealed from the MNL and NN models 
(the RF was not available here as has been discussed in the previous sections). First, this 
study will interpret the MNL models’ results as a base-model and then we will look at the 
consequences of NN in comparison with MNL. 
MNL models 
Appendix A introduces detailed information of the MNL models in which households 
that had no motorized vehicles represented the reference outcomes. This means that the 
coefficients’ sign can indicate a rise and fall in the motorization trend. By ignoring the 
variables that did not appear to be significant, we can divide the factors in the model into 
three groups – positive, negative and both negative and positive groups. 
The positive group is the largest group as it contains six variables, namely “Total.M”, 
“Total.5”, “O.16”, “Income”, “TripNum” and “TotalLen”. All features in this group (except 
for the presence of infants) were indicated as good explanatory variables by their level of 
significance in most of the cases. It is notable that the insignificant results appeared mainly 
in explaining the proportion of households that owned only one motorbike. The “Total.5” 
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feature, which was not applicable in the suburban area, revealed significance for other areas 
especially in urban areas. 
The negative group consists of three variables including “HH.mems”, “TotalEm” and 
“Work.trip”. Similar to the “Total.M”, the “Work.trip” was found to be significant in all 
models and across all outcomes, but in a negative way. Even though there was no evidence 
that it affected households with own only one motorbike in urban and suburban areas with 4 
outcomes, the household size was found to be significant in the rest of the cases. These 
variables are indicated as being contrary to stated hypothesis. Eventually, the “TotalEm” 
feature showed a mostly significant effect on car ownership within that household.   
The last group contained only one variable – population density. The unique aspect of 
this variable was that it changed the direction of the effect over all models. As the table data 
indicates, the effect stated was negative in the urban models and positive in the suburban 
models. 
NN models 
Instead of keeping the no-vehicle households as a reference, the NN model returned 
the connection weight values with a magnitude and sign for all of the alternatives. In 
comparison, the author used a fraction in which the numerator and denominator represent 
the number of effect weights of the NN model that have the same sign in the MNL model, 
and also represents the total significant coefficients of the MNL model in certain specific 
fields (features, outcomes or overall) respectively, as can be seen in the agreement index. 
The statistical comparison of Table 4-5 and Appendix A indicates a level of about 66% 
of agreement between the NN and MNL models in an overall effect trend. Thus, the 
agreement of the positive, negative and for both signs would account for about 69%, 76%, 
and 36%, respectively. In the positive group, the concurrence of three features was 
highlighted; namely “Total.M”, “O.16” and “TripNum”, for which the measurement index 
was in the sequence of 11/15, 10/11 and 10/14. The “TotalLen” came as the fourth agreement 
followed by “Income” and “Total.5” with the same sign of about 50%. The negative group 
revealed total agreement in terms of the “TotalEm” features followed by “Work.trip” and 
“HH.mems” with agreement index values of 6/6, 11/15 and 9/13, respectively. The greatest 
disagreement appeared in the feature of population density, which was the unique variable 
in the last group that had an agreement index value of 4/11. 
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Interestingly, my work found a strong agreement between MNL and NN in expressing 
the effect trend of features on non-motorized vehicle owners and car-owning households. In 
the MNL model, when positive features increased in value, members of the household would 
be prevented from owning vehicles. Simultaneously, in the NN model, this change led to a 
rise in households with non-motorized transport. In the latter case, the agreement percentage 
of the features’ effect trend in explaining households that owned cars was about 82%. This 
was particularly true in the suburban area where it was completely the same in both the NN 
and MNL models.  
Table 4-5 Variables affecting weights of NN models 
  HH.mems Total.M Total.5 O.16 Income Pop.Dens TripNum TotalLen TotalEm Work.trip 
M4 NoVeh 2.99 -3.68 -1.48 -2.90 -3.78 -1.83 1.21 -1.24 2.32 4.80 
 X1Bike 1.02 0.22 0.62 -3.42 -3.87 1.31 0.82 2.00 0.92 2.14 
 X2Bikes -0.46 2.42 -0.11 3.76 -0.36 1.29 -0.12 -0.15 0.68 -1.50 
 Car.Bike -0.97 1.15 -0.83 1.66 5.94 -2.69 0.87 -1.33 -1.26 -2.08 
U4 NoVeh 2.04 -2.77 -1.56 -4.80 -4.76 0.03 -2.15 -1.64 2.13 5.00 
 X1Bike 1.46 -0.54 -0.43 -3.30 -2.06 0.14 -0.51 0.06 -0.34 0.60 
 X2Bikes -3.06 1.14 2.45 5.55 0.76 0.02 1.29 0.48 0.95 -2.53 
 Car.Bike -0.43 2.17 -0.47 2.52 6.10 -0.20 1.37 1.10 -2.78 -3.07 
S4 NoVeh 3.02 -1.84 -0.93 -3.00 -3.11 -0.17 -0.51 -0.12 1.16 2.81 
 X1Bike -0.04 -0.99 0.68 -1.62 -1.49 -0.28 0.14 -0.05 0.85 0.01 
 X2Bikes -1.62 0.57 -0.44 4.32 -0.94 -0.54 0.23 0.13 -0.28 -2.48 
 Car.Bike -1.74 2.50 0.89 0.45 5.65 1.05 0.23 0.04 -1.59 -0.47 
M3 NoVeh -0.55 -4.47 1.39 -5.01 -3.11 -4.47 1.26 1.96 3.98 4.98 
 Bike -1.95 1.31 1.19 2.03 -2.36 0.71 0.48 0.88 0.58 -1.37 
 Car.Bike 0.55 3.24 -4.02 5.16 3.98 3.21 -1.91 -1.18 -5.13 -6.16 
U3 NoVeh 1.91 -2.57 -3.61 -6.79 -4.69 0.31 -3.27 0.66 4.28 2.17 
 Bike -3.97 4.83 3.26 0.43 -4.04 0.11 -0.57 0.27 4.01 -1.62 
 Car.Bike 2.13 -2.36 0.29 6.34 8.86 -0.44 3.90 -0.96 -8.34 -0.53 
S3 NoVeh 0.59 -0.32 -0.51 -0.72 -3.08 -0.02 -0.24 -0.06 0.91 1.08 
 Bike 0.07 -0.04 -0.06 -0.08 -0.35 0.00 -0.03 -0.01 0.10 0.12 
 Car.Bike -0.66 0.35 0.57 0.80 3.44 0.02 0.27 0.07 -1.02 -1.21 
Note: 
M, U, and S refer to Mixed area, Urban area and Suburban area 
3, 4 prefixes refer to 3 outcomes and 4 outcomes 
 Prediction capability on vehicle ownership patterns 
As was introduced in the Methodologies Section, the training data (70% of original 
data) in this section served as the fitting data that went along with the second part as a way 
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of predicting data to evaluate the models’ performance. Appendix B displays the results of 
the indicator by models across all scenarios. Outlines of this process are described below. 
The models tended to lose accuracy in predicting data, except in three cases involving 
the MNL and NN models in mixed areas with 4 outcomes and the MNL model in mixed 
areas with 3 outcomes. Notably, there was no clear discrimination among the methods in 
each scenario. The RFs were marked as having the highest fall accuracy performance, while 
in the fitting data accuracy scores in a range of about 96% to 100% were reached, which 
then dropped to around 48% to 78%. In addition, the amplitude of accuracy was just about 
2%. 
It was also stated that the overall accuracy varied over locations and outcome scenarios. 
If the accurate prediction values of the “4 outcomes” model were about 49% to 54%, the 
values of the “3 outcomes” model reached about 68% to 78%. The results indicate that the 
models displayed the lowest accuracy value in urban areas with an average of 48.93% for 
the “4 outcomes” model and 68.21% for the “3 outcomes” model. Whereas, the most 
accurate prediction for the “4 outcomes” model was in the mixed area and for the “3 
outcomes” model, it was in the suburban area with average correction rates of 54.26% and 
77.45%, respectively. 
The sensitivity values indicate that the classification of nonmotorized households had 
a very low correction rate, while the maximum sensitivity of this category was 10.61% in 
urban areas with 3 outcomes. Additionally, the cases involving car-owning households did 
not meet the high accuracy standard. The best prediction value of households with cars was 
44.12% in urban areas with 4 outcomes and the poorest prediction value occurred in 
suburban areas using either the “4 outcomes” model or the “3 outcomes” model with average 
correction values of 8.26% and 6.38%, respectively. 
When examining the Kappa value results in Appendix B, it is feasible to conclude that 
the Kappa statistics were not so high. The average of the unweighted Kappa was not more 
than 0.3. Notably, at only one time in the NN models with 4 outcomes did this score reach a 
value of 0.306. It is also notable that in two cases in urban areas, MNL models were superior 
for both indicators in terms of the unweighted Kappa and accuracy values, but when 
weighted Kappa was utilized (including linear and quadric functions) the NN models 
achieved the best results. In summary, NN outperformed by four times the highest weighted 
Kappa value, followed by RF at two times, whereas MNL performed the worst by displaying 
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the lowest weighted Kappa value in all scenarios. For the last notation, in contrary to the 
overall corrected predictions, the increasing level of accuracy from the “4 outcomes” model 
to the “3 outcomes” model resulted in a decrease in the Kappa values. 
 
 Case study conclusions and discussions 
4.3.1 The determinants of vehicle ownership 
This case study applied statistical and ML algorithms in examining vehicle ownership 
determinants in the city of Phnom Penh through the use of household attributes and 
individual trip survey data. The results demonstrate that household income was the most 
important feature followed by the number of adults from 16 years old and the number of to 
work trips. Although it was indicated as weak explanatory variables, the presence of infant 
and population density still exhibited significance in predicting vehicle ownership in the city. 
The other features namely household size, number of male family members, total trip-length, 
household workers and total trips made were stated as good variables in sequence of the 
impact rank. There was evidence that the vehicle ownership determinants varied across areas 
by their magnitude and trend. While the figures related to work-trips, commuting distance, 
household labor force and population density were more likely to have an effect in suburban 
areas, the remaining variables (except household income) were stronger explanators in urban 
areas than in those suburban areas. 
Even though expenditure was indicated as the preeminent variable when compared 
with income in previous research studies (Choudhary and Vasudevan, 2017; Dash et al., 
2013), household income monthly still served as a reliable explanator in this study. 
Expenditure, in large scale contexts like countries or regions has its advantages where 
income is difficult to collect or in cases when monthly income fluctuates by season 
(agriculture sector, etc.) and expenditures are reasonable. Nevertheless, if we use 
expenditure as an explanator following the concept of Dash et al., (2013), the relevant data 
on food, energy, miscellaneous, clothing and footwear would need to be collected. These 
data may not be available for all areas or may be difficult to obtain, so household income is 
more suitable as an explanator. 
 Work-trips, total employment and household size were the factors that restrained 
motorized vehicle ownership rates in Phnom Penh. Even though the proportion of 
employment in the family did not appear to have a significant impact in all cases, it was still 
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a good explanator for households that owned cars. This is contrary to the study’s hypothesis 
and those of some other studies (Choudhary and Vasudevan, 2017; Potoglou and Susilo, 
2008; Soltani, 2017; Yamamoto, 2009). These features are related to travel demands of 
transportation. The increase in family members and labor caused a rise in daily trips. It is 
supposed that there is a causal relationship between lifting travel demands and an increase 
in the vehicle ownership rate.  However, this was not necessarily true in the city of Phnom 
Penh. It could be suggested that even though the travel demands in households increased, it 
did not result in an effort to buy more vehicles by those residents. Consequently, when public 
transport was not attractive or accessible, shared vehicles would be used.  
The addition of the personal trip attributes was a significant variable, although 
attributes like these are rarely used to explain vehicle ownership patterns. The trips number 
and travel distances are representative of transportation’s capacity and mobility. An increase 
in these fields requires an increased demand by the respondents of transportation services. 
In the case of the city of Phnom Penh, the public transport system was extremely deficient 
and insufficient. Additionally, the popularity of the motorbike at an affordable ownership 
price and with the advantage of mobility, could result in it being seen as a more attractive 
option for members of households. By contrast, a study by Shen et al., (2016) showed the 
negative effects of commuting distance relevant to car ownership in big cities in China. 
Additionally, even though the lengths of the trips in this study were not actually traced, they 
still served as a good explanator. Nowadays, with the development of mobile devices and 
the widening applications of the geographic positioning system (GPS), this variable could 
be determined exactly and would provide better result in the models. 
The “Total.M” and “O.16” reflected the overall travel behavior in the city of Phnom 
Penh. The age of sixteen is the age threshold for which a person can operate and own a 
motorized vehicle like a motorbike in ASEAN countries, and this would lead to the 
possibility for these individuals to buy a motorbike for daily commuting purposes. In looking 
over the differences by gender, it appears that men in the households were more likely to use 
vehicles than woman. This can be explained by the priorities of the people who serve in the 
role of the main income earner of the family. 
The differences in the urban and suburban vehicle ownership determinants were 
indicated by two items – changes in the features impact level and the effect direction. As has 
been seen in other research studies (Choudhary and Vasudevan, 2017; Guerra, 2015), it is 
suggested that an inhomogeneous influence of household attributes across all areas will 
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reflect the variety of the features effect. Consider the cases where the “Total.5” are concerned. 
In the suburban area models, this feature was insignificant and turned to become significant 
with high coefficient values in urban areas. It is assumed that people living in the city’s 
center would pay more attention to childcare than those in suburban areas. Unlike the 
presence of infants, the population had a strong significant effect on urban and suburban 
areas but in a contradictory way. This was shown in the research of Yang et al., (2017), but 
there was no clear relationship in the numbers when we compare the center of the city and 
the surrounding areas. Another research study by Soltani, (2017) did not find a relationship 
between population density and vehicle ownership, but Salon, (2009) determined that this 
was a substantial variable. 
4.3.2 Machine learning models performance 
In predicting vehicle ownership patterns, the study results demonstrate the 
outperformance of ML relative to the statistical models, not only in terms of accuracy but 
also by the ability to control any unbalanced alternatives. While the better performance of 
ML was proved by the number of authors listed in sub-section 4.1, the higher values 
produced in Kappa have been expressed in the present paper. By using the confusion matrix 
introduced by Xie et al., (2003), the author utilized the Kappa and weighted Kappa values 
for all models and found that the NN model was much better in comparison with the MNL 
model. In applying the data of Zhang and Xie, (2008), it was noted that RF displayed the 
highest degree of accuracy, but was lower in Kappa values than the MNL model while the 
NN model came in as third in the testing data. This suggests that the method used for finding 
the best tune in their study was different in the present paper. 
It has been highlighted that the method of predicting the four classes of household 
vehicle ownership revealed a lower accuracy value but was higher than the Kappa value in 
three classes. The phenomenon of changing the Kappa value when combining the outcomes 
was stated in a study of Warrens, (2012). This research found that after merging a couple of 
categories, the Kappa can rise or fall and if the Kappa value increases, it may be difficult to 
discriminate between these two categories. Nevertheless, in the case of the city of Phnom 
Penh, the merging of two outcomes led to a decrease in Kappa values. Moreover, while the 
correction of the combined outcomes was much higher (over 90%) than the originals (about 
60%), the proportion of incorrect predictions for car ownership increased. It appears that the 
results were not clearly distinguishable between the households that owned one motorbike 
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and those that had more than one motorbike. Furthermore, the splitting of these two 
outcomes may support the model to recognize the households that owned cars. Eventually, 
further studies on this issue, on the one hand, need to focus more on building a classifying 
model and on the other hand, need to provide an alternative set of predictors as to whether 
the high predicting correction value is preferred for car-owning households or motorbike 
owning households. 
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CHAPTER 5. AN APPLICATION OF BOOSTING TECHNIQUE IN 
INVESTIGATING TRAVEL MODE CHOICE 
 Introduction 
Travel behavior plays an important part of the transport study field, in which the choice 
of transport mode and its impact features stand as a big problem that needs to be addressed 
(De Dios Ortúzar and Willumsen, 2011).  
In the previous research studies, the travel mode was assigned as the unique mean of 
transport for every trip. That means the commuters chose only one kind of mode for their 
journey. This case may suitable for the small or medium city where the length of trips is 
short. Thus, the users do not need to change the commuting mode. Whereas, on the big scale 
of an urban area or the mega-cities, the demand for the long journey and the mobility of the 
trip are high and appear more frequently. This leads to the requirement of the multi-mode 
combination for traveling. In the research papers of Ma, (2015), Arentze and Molin, (2013) 
about travel mode choice behavior, the multi-mode trip was treated as a single class (PR – 
Park and Ride) in the outcomes. Even though, they did not investigate the components inside.  
The lack of knowledge about the multi-mode choice behavior may affect the efficiency 
of the public transport system operation and the feasibility of transport policy. Consequently, 
the investigation of this kind of trip needs to be examined profoundly. 
Gradient Boosting Machine (GBM) is one of the Machine Learning (ML) algorithm 
that first introduced by Friedman, (2001). This method is similar to Random Forest (RF), 
another ML technique developed by Breiman, (2001). While RF and other ML methods have 
been applied widely in various research topic including transportation (Cheng et al., 2019; 
Hagenauer and Helbich, 2017; Lindner et al., 2017; Omrani et al., 2013), GBM seems to be 
less popular. There are several typical research studies employed GBM including accident 
analysis (Chung, 2013; Saha et al., 2015), travel time predicting (Zhang and Haghani, 2015), 
travel behavior (Ding et al., 2019, 2016). Notable, in the recent articles of Ding et al., (2018) 
and Wang and Ross, (2018), GBM was used to investigate travel mode choice. In the article 
by Ding et al., the authors applied GBM to analysis the mode choice as a binary regression 
problem which can be solved effortlessly by a conventional method. Additionally, the 
objectives mainly focused on the effect of the built environment on the decision-making 
process and limited the trip purpose to be only to work trip. Eventually, both studies 
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unrevealed the complexity of modes on a trip. All of these limitations resulted in the deficient 
examining the multi-mode choice and restraining the power of the GBM technique. 
 Noteworthy, there is numerous authors in other research fields demonstrated that the 
GBM outperforms in both regression and classification problems in comparison with other 
methods. These researches include energy (Touzani et al., 2018), epidemiology (Cheong et 
al., 2014) or agriculture (Brillante et al., 2015), etc. These pieces of evidence show the 
potential application of GBM in solving specific transportation issues. 
This case study will introduce the application of robust GBM in examining the 
decision making of a multi-mode choice. Additionally, the support from Local Interpretable 
Model-agnostic Explanations (LIME) technique helps to explain the GBM models not only 
the operation inside but the further structure of the effective features that influence on the 
decision process. 
The contributions of this are listed as following. 1) Examining the commuters' 
behavior in choosing mode chain that is rarely concerned before. 2) Applying the Gradient 
Boost Machine, a strong machine learning technique which can deal with big data, to the 
research related to transportation. 3) Using LIME to explain the ML algorithm. This will 
support the researchers not only to interpret the ML models but to identify the model’s 
weakness then improve its performance. 
Jakarta, the capital of Indonesia, is selected as the case study of this research. The 
reason that supports this choice is the appropriate characteristic of the multi-mode trip (about 
20 travel modes used in the city) and the available big data. Notable, in the study of Yagi 
and Mohammadian, (2010), a comprehensive active-based model was introduced to examine 
the travel demand in Jakarta. The mode choice model was also utilized in this work. 
Nevertheless, the applied method was conventional statistic nested logit model similar to the 
previous studies. Hence, the contribution of the present study would be more meaningful. 
 The case study in the city of Jakarta, Indonesia 
5.2.1 Travel mode in the city 
In the scene of 2000s, Jakarta was interesting by its variety of transport modes. It was 
about 20 means of travel used by the passenger in the city. Based on the characteristics of 
each transport mode, the author divides them into three groups that are described in detail 
below. 
 68 
 
The non-motorized mode represents for walking mode and bicycle. The impressive 
thing is that the non-motorized mode was well-liked in the city. The proportion of this travel 
mode accounts for over 50% of all trip produced daily (refer to Table 5-1). The second group 
is the "private" group. The mean of transport in this group contains all kind of engine vehicle 
owned by the commuter. Motorcycle, passenger car, minivan, mini truck, pick-up, and truck 
were in this group. Public transport is the last group, in which people travel not by their 
private vehicle. Due to the different characteristics of an individual mode in this group, this 
study continues to split it into two sub-groups, "flexible" and "fixed" public transport group. 
The "fixed" group encompasses all kind of travel modes that have the fixed route and pick 
up or drop off point. These modes are usually used for a long journey or specific purposes. 
The types of this modes consist of a rail (the express and economic), the large bus (Pasta – 
with or without air conditional), medium bus and the company, school, tour bus. The flexible 
group, in contrast, seems to satisfy people by its changeable route and arbitrary stop point 
by the customer. The representatives for this kind of travel mode are Taxi, rickshaw (Bajaj), 
motorcycle taxi (Ojek), cyclo (Becak), Omprengan and Angkot or Mikrolet. The Omprengan 
and Angkot are known as the specialty of Jakarta. When Angkot is similar to a small bus but 
without a certain bus stop, the passenger can catch this bus and get off anytime and anywhere 
on the road. The service area of this mode mainly inner the city with a short and medium 
journey. Omprengan is one of the properties of Jakarta. This kind of travel mode provides 
the transport service for people who live in town, suburban or rural but has a demand to 
connect to the city center. The Omprengan operates as a bus with the specific of time it will 
run and collect the passengers then transfer to the destination. 
Besides the long journey caused by the large scale of the city, the diversity of the 
transport mode in Jakarta played a role of the influence on the commuter in using multi-
mode for their trip. People can combine various of transport mode in one trip such as walking 
and public transport, a compound between the types of public transport (flexible and fixed 
mode), the private mode and public mode, etc. In fact, this kind of trip took a large portion 
of the total daily trips generated in the city. However, there is still a lack of study concern 
about commuter behavior in choosing modes combined on a trip. This missing knowledge 
may prevent the policymakers in drawing insightful decision that helps to promote public 
transport systems or to control private vehicle ownership. 
In order to understand the mechanism of commuter behavior in using multi means of 
transport, this study raises up a number of questions needed to address. Firstly, what are the 
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features that influence on travelers in choosing multi-mode for their trip and, how the 
magnitude of the feature’s effect? Secondly, how can we explain the operation of ML in 
predicting the trip mode choice? 
5.2.2 Multi-mode classification 
As presented in the sub-section 5.2.1, there are many kinds of transport mode in Jakarta. 
Predicting this wide range of outcomes is very troublesome for any predictor. It even 
becomes more difficult in solving the multi-mode problem. Thus, instead of using the 
original category for analyzing, this study classifies these modes by label which follows the 
idea of grouping in the previous part. 
The first label "N" refers to the non-motorized mode. The second label "Pr" represents 
the mode by private vehicle. In the group of public transport mode, the flexible and fixed 
mode are labeled as "Flex" and "Fix" respectively. 
The definitions above are representatives for the single-mode generally. For the multi-
mode, the researcher proposes the other description as following with the notation that the 
sequence of the mode in a multi-mode chain was not considered in this study, only the 
combination was.   
In term of non-motorized mode, the representative of this type is "N-N" or "N-N-N". 
The data shows that the number of this mode appeared in two-mode and three-mode 
accounted for 149 (0.09%) and 14 (0.01%) respectively. Due to the low proportion in the 
total multi-mode and it might cause the model to mislead that the person used it as a single 
mode for the whole trip. The author doubted that would be the noise data and removed all 
this kind of mode in the multi-mode models.  
The label "Pr" represents for the multi-mode that the private vehicle was used for at 
least one time (even in two or three modes). The combinations would be "Pr and N", "Pr and 
Fix", "Pr and Flex" and "Pr and F-mix", etc. The reasons to classify the mixing between the 
"Pr" and public transport as the private mode are: the proportions of "Pr" standalone were at 
a low values, 2066 (1.2%) and 267 (0.2%) in two- and three-mode respectively; the splitting 
the combinations with the presence of "Pr" mode into the subgroup causes the high 
dimensions of the outcomes. This action aims to improve the models’ performance. 
For the public transport mode group, this study uses the same concept with "Pr" mode. 
The "Fix" label, in this case, represents for the combination of "N" and fixed-mode or only 
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multiple fixed-mode in a trip. In the former case, fixed-mode acts as the main mean of travel 
mode regardless of how many times it appears in the mode chain. While the "Flex" class is 
similar to "Fix" class with the replacement of fixed-mode by flexible-mode, the "F-Mix" 
class indicates the merger of fixed- and flexible-mode with or without "N". Table 5-1 
demonstrates the summary of trip mode pattern in the Jakarta city under this study definition. 
Table 5-1 Mode choice pattern in Jakarta city 
Mode chain Mode choice Proportion 
Single N Fix Flex Pr Sub-total  
 449,246 17,918 83,075 209,380 759,619  
 59.14% 2.36% 10.94% 27.56% 100.00% 73.17% 
Two F-Mix Fix Flex Pr   
 14,282 25,439 127,038 4,322 171,081  
 8.35% 14.87% 74.26% 2.53% 100.00% 16.48% 
Three F-Mix Fix Flex Pr   
 31,607 15,287 57,786 2,729 107,409  
 29.43% 14.23% 53.80% 2.54% 100.00% 10.35% 
Total     1,038,109 100.00% 
The data in Table 5-1 indicates that even the single-mode has the highest proportion 
in the mode choice pattern in the city the multi-mode remains the large part of the total (about 
27% including two- and three-mode). Besides that, Jakarta’s people had the favor habit of 
walking and cycling for a daily trip when this mean of transport took about 59% in the single-
mode choice. Whereas, the fixed-mode did not attract the people much when it had just only 
around 2.4% in single-mode shared. While the flex-mode was outstanding in multi-mode, 
the "Pr" had only about 2.5% - the lowest choice among the other. 
5.2.3 Model establishment 
 Gradient Boost Machine 
GBM is one of ensemble technique using decision tree as the based learner similar to 
RF. The difference between these approaches is that when RF combines the strong learners 
to build the optimal model, GBM trains many weak learners then create a strong one. 
The theory of GBM is illustrated by (Friedman and Meulman, 2003) as follow. When 
we want to explain the outcome y (such as the mode chain choice in this study) by the vector 
of explanatory variables x, we attempt to create the function f(x). To estimate the f(x), we 
typically establish and minimize the loss function L(y, f(x)). The form of the loss function 
can be a squared-error L(y, f(x)) = (y-f(x))2 when building the linear model with the form of 
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f = βx where β is the matrix of parameters. (Hastie et al., 2009) used the additive models to 
interpret f(x) in the equation (11) 
 ( ) = ∑   ( )  = ∑    ( ;   )                                                (11) 
For the boosted tree, the function b(x; γm) accounts for the individual trees (the base 
learner), with γm defining the split variables, their values at each node, and predicted values. 
The βm values represent weights given to the nodes of each tree in the collection and 
determine how predictions from the individual trees are combined (De’ath, 2007). (Friedman, 
2002, 2001) introduced the approach to estimate the parameters called gradient boosting and 
(De’ath, 2007) summarized this algorithm as follows: 
1) Initialize f0(x)=0 
2) For m=1 to n: 
a. Calculate the residuals, r =-([∂L(y,f(x))]/[∂f(x)])f(x)=fm-1(x) 
b. Fit a least-squares regression tree to r to obtain the estimate of γm of 
βb(x;γ) 
c. Get the estimate βm by minimizing L(y,fm-1(x)+βb(x;γm)) 
d. Update fm(x)=fm-1(x)+βmb(x;γm) 
3) Calculate f(x)=∑mfm(x) 
In the flow above, step 2a calculates the residuals as the negative of the first derivative 
of the loss function evaluated for the current value of f(x). Step 2b estimates γm using least-
squares regression tree. Step 2c estimates the value of βm assigned to the node of the tree to 
minimize the overall loss.  
In order to control the overfitting in the boosting process, step 2c is modified by adding 
the learning rate (ʋ) as demonstrated in equation (12). The smaller value of ʋ causes the 
slower learning process while boosting and results in the larger iterations (number of trees). 
In other word, the use of a small learning rate would increase the computing cost. 
 fm(x)=fm-1(x)+ ʋβmb(x;γm)                (12) 
It is noteworthy that injecting randomness (sub-sampling) into the sequential fitting 
will help the gradient boosting improve its performance (Friedman, 2002). This statement 
was introduced by Breiman, (1996). De’ath listed out the advantages of this technique in the 
later research study (De’ath, 2007) in three points: improving the accuracy; reducing 
computing cost and controlling overfitting problem.  
In term of examining the contribution of explanatory variables, GBM produces the 
relative importance of predictor variables. The concept of this process is shown in Equation 
(13) to (15). Equation (13) presents the squared relative importance (Ij2) of variable xj based 
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on the number of times that variable was selected for splitting in the tree weighted by the 
squared improvement to the model as a result of each of those splits. For multiclassification, 
the relevance importance of xj was produced by equation (14) and the overall relevance is 
obtained by equation (15). 
  
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 
 
∑   
 (  )
 
              (13) 
   
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               (15) 
In order to get the optimal GBM, the important parameters’ value establishing is 
required. As stated in the theory of GBM above, GBM’s performance is affected by the 
number of trees (ntree), the size of the tree (max-depth), learning rate (ʋ) or shrinkage and 
the rate of sub-sampling the observation (η). It is suggested that the value of "max-depth" is 
not required to be more than 10 and should be in the rank of from 4 to 8 by the experiences 
(Hastie et al., 2009), but the author found in the previous practices so far, the structure of the 
data used for analyzing was compact and quite simple. Regard to the present study dataset, 
the researcher did not limit the value of "max-depth" and kept searching for its optimal value 
with other parameters. With subsamples proportion, De’ath, (2007) suggested the typical 
value from 40% to 60%. Consider the same situation of "max-depth" this study widened this 
range from 20% to 100% and let the criterion decides the suitable value. 
Consequently, the researcher designed the hyper-parameter search to grasp the optimal 
value of the parameters' set. In general, the tuning parameters process can operate through 
cross-validation method. Even this technique has the advantage when solving the small 
dataset, but with the large data set, this will cause extreme training time. Regard to the data 
size, the author decides to use the grid-search method with the separation of the training, 
testing and validating data which split with the proportion of 60%, 20% and 20% from 
original data respectively. For each parameter, the researcher creates a vector of value as 
shown in Table 5-2. While running grid-search, the logarithm loss (log-loss) value plays the 
role of the score ranking and the early stopping criterion. The scoring event is produced after 
every 10 iterations. If the "log-loss" do not improve more than 0.0001 after 5 continuous 
scoring events, the process will stop to build the model. This operation helps to eliminate 
unnecessary models and reduce the training time. Finally, the author keeps the top 100 
models for investigating the training process. 
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Table 5-2 Parameter grid-search index 
Parameter Min value Max value Increment 
Tree size 4 30 1 
Iteration 40 500 1 
Learning rate 0.01 0.15 0.01 
Sub-sample rate 0.2 1 0.01 
Notice that after building the optimal model with a full set of variables in the dataset, 
the researcher selects the top 50 (about half of the origin features set) important features to 
continue training the models. This process repeated after the model with 50 features is built 
but with 25 top contributory features. The fundamental for this decision is about the cut 
down the computing cost for the next analysis part related to the model’s explanation. 
 Local Interpretable Model-agnostic Explanations 
The LIME algorithm was first introduced by Ribeiro et al., (2016). This technique is 
known as a novel method for interpreting the complex machine learning model. In this study, 
the author used LIME to explain the operating mechanism of GBM in predicting a specific 
case. Besides that, it could support practitioners to investigate the weakness of the model 
hence improves the model performance. 
The operating mechanism of LIME bases on the hypothesis that even how much 
extremely complex the model is, it can be simulated as a linear model in the tiny data space. 
Pedersen and Benesty, (n.d.) demonstrated the operating steps of LIME as follows: With a 
given specific observation that needs to explain, do the permutation to reproduce the 
explanatory variables without changing much the value. Feeding the ML model with the 
permuted data and then compute the distance between the permuted observation and the 
original one. Converting these distances to a similar score. Picking out explanatory variables 
that perform best in predicting the outcome in permuted data. Creating a simple model that 
fits the permuted data. The chosen variables, which weighted by its similarity to the original 
observation, are used to explain the prediction of the complex model. Eventually, the feature 
weights obtained from the simple model represents as explanations for the complex model's 
local behavior. Equation (16) explains the operation of LIME (Ribeiro et al., 2016). 
 ( ) =        ∈  ℒ( ,  ,   ) + Ω( )                (16) 
In Equation (16), g is the explanation model in the interpretable model family G. f is 
the model being explained. π(x) is a proximity measure between an instance z to x and Ω(g) is 
a measure of the complexity of the explanation g. 
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Let G be the class of linear models, such that g(z’) =ωgz’ and let πx(z)=exp(-D(x,z)2/σ2) 
as the exponential kernel defined on some distance function D with the width σ. The ℒ 
function will be defined by Equation (17) 
ℒ( ,  ,   ) = ∑   ( )( ( ) −  ( 
 ))  ,  ∈                 (17) 
As a result, the output of LIME will give the simple model that explains the complex 
model reasonably. Notably, the user can influence the process of LIME to produce a simple 
model that better fit the complex model. In order to improve the quality of the simple model, 
the user can adjust two parameters. One of these parameters is the choice of the applied 
distance function. Besides the "Gower" function, the two functions namely "Manhattan" and 
"Euclidean" can be used alternatively. The second parameter is the method for selecting 
features for the simple model. LIME gives four options for this choice including "forward 
selection", "highest weights", "lasso" and "tree". While "forward method" based on the 
improvement of features on ridge regression, the "highest weights" derive from the highest 
absolute weight of features. Whereas, "lasso" method based on the regulation path of lasso 
when selecting the features.  
In this study, the researcher did the experiments with the combination between the 
distance functions and selecting features methods. The result showed that the optimal 
parameters’ set is “Euclidean” function with the “highest weight” method. This combination 
is applied to explain final GBM models. The results are demonstrated in the upcoming 
section. 
5.2.4 Results 
 Model Training Parameters 
Figure 5-1, 5-2 and 5-3 illustrate the results of the models training process. In each 
scenario, the horizontal axes indicate the value of max-depth and learning rate. The log-loss 
values appear as the criterion on the vertical axis. The blue point highlights the optimal point 
where the log-loss obtains the lowest value. Table 5-3 lists the comprehensive parameters’ 
values of each model.  
As the result indicates, the parameters of the optimal model did not change much over 
the set of variables except the case of single-mode models. The single-mode model with a 
full set of variables created 232 trees, max-depth stopped at the value of 26 with the learning 
rate of 0.12 and the sample rate of 0.54. The two cases later of the single-mode models had 
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at the same value of those attributes of 372, 29, 0.09, 0.73 of the number of trees, max-depth, 
learning rate, and sample rate respectively. In contrast, the two- and three-mode models 
found their optimal parameters at the same value with 161 number of trees, 23 of max-depth, 
learning rate at the value of 0.07 and sample rate of 0.74. 
 
Figure 5-1 Single mode models training 
(Left part: full variables; Middle part: 50 variables; Left part: 25 variables) 
 
Figure 5-2 Two modes models training 
(Left part: full variables; Middle part: 50 variables; Left part: 25 variables) 
 
Figure 5-3 Three modes models training 
(Left part: full variables; Middle part: 50 variables; Left part: 25 variables) 
It was a highlight that the single model reached the highest accurate value in all 
datasets (training, valid and testing) in comparison with the two- and three-mode models. 
Besides that, the models seem to overfit on training data while it attained about 99% of 
 76 
 
accuracy in single-mode models and about 95% to 96% in other models but fell to 
approximate 95%, 84% and 75% in single-mode, two-modes, three-modes models 
respectively.   
It is the fact that the overfitting problem frequently appears with different magnitude 
in ML models.  In the case of GBM, even the shrinkage is used to control the over learning 
of the model, the overfitting still not be eliminated assuredly. Besides that, the data size and 
the attributes of variables have a high impact on the model's performance. In term of 
independent variables, the investigation of the dataset shows that there are various 
categorical variables with high dimension (zone code, postcode, etc.). Then, after splitting 
data into subsets, not all of the classes of a categorical variable appear in all sub-datasets. 
So, the model learns from one data set and would not able to predict correctly for the case 
that missing class in the other data set. With dependent variables' attribute, each alternative 
in a multi-mode represents the higher complexity of a single mode. It is true when a label of 
two- or three-mode is a combination of two or more travel modes. All these issues produce 
a synergistic impact on the model's performance and result in the overfitting problem. 
Table 5-3 Model training results  
Models Single mode Two modes Three modes 
Paramaters Full var 50 var 25var Full var 50 var 25var Full var 50 var 25var 
Ntrees 232 372 372 161 161 161 161 161 161 
Max_depth 26 29 29 23 23 23 23 23 23 
Learn_rate 0.12 0.09 0.09 0.07 0.07 0.07 0.07 0.07 0.07 
Sample rate 0.54 0.73 0.73 0.74 0.74 0.74 0.74 0.74 0.74 
Logloss 
Train data 0.0415 0.0298 0.036 0.1698 0.1697 0.1775 0.2641 0.2641 0.2745 
Valid data 0.1583 0.1576 0.1592 0.4429 0.4437 0.4439 0.6333 0.6351 0.6374 
Test data 0.1593 0.1589 0.1607 0.4464 0.4465 0.448 0.627 0.6308 0.6297 
Accuracy 
Train data 99.13% 99.64% 99.39% 96.66% 96.65% 96.11% 94.77% 94.68% 93.98% 
Valid data 95.10% 95.18% 95.15% 84.07% 83.86% 83.93% 75.58% 75.35% 75.07% 
Test data 95.07% 95.14% 95.07% 84.04% 84.03% 83.94% 75.95% 75.64% 75.65% 
Nevertheless, GBM in the present study still outperforms the various method applied 
in other studies through the single-mode choice prediction. In comparison with the neural 
network, the highest accuracy of this method is about 83% which is shown in the studies of  
Omrani, (2015) and Xie et al., (2003). In the case of RF and traditional multinomial logit 
model (MNL), the studies of Hagenauer and Helbich, (2017) and Cheng et al., (2019) 
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expressed the successful prediction of RF was 91.4% and 85.36% while MNL was 56.1% 
and 63.02% respectively.  
Finally, based on the accuracy of the models in three data sets (full variables, 50 
variables, and 25 variables), the author found that there was not much loss in performance. 
This supported us to decide using the 25 variables model as the final model for the next 
analysis. 
 Models Performance 
Table 5-4 illustrates the confusion matrices of the three final models by order of single-
mode, two-mode, and three-mode. 
Table 5-4 Confusion matrix for final models 
Single mode N Fix Flex Pr Accuracy 
N 87,335 109 287 2,118 97.20% 
Fix 766 1,361 1,185 271 37.98% 
Flex 54 265 16,142 154 97.15% 
Pr 1,681 63 538 39,594 94.55% 
Totals 89,836 1,798 18,152 42,137 95.07% 
Two modes F-Mix Fix Flex Pr Accuracy 
F-Mix 1,344 253 1,254 5 47.06% 
Fix 448 2,750 1,870 19 54.06% 
Flex 442 578 24,358 29 95.87% 
Pr 43 53 502 266 30.79% 
Totals 2,277 3,634 27,984 319 83.94% 
Three modes F-Mix Fix Flex Pr Accuracy 
F-Mix 4,633 255 1,418 15 73.30% 
Fix 903 1,458 688 8 47.69% 
Flex 1,229 300 10,015 13 86.66% 
Pr 143 18 240 144 26.42% 
Totals 6,908 2,031 12,361 180 75.65% 
Row labels: actual mode; Column labels: predict mode 
N: Non-motorized; Fix: Fix-route modes; Flex: Flexible-route modes; Pr: Private vehicle 
The results indicate that the "Fix" mode had a very low accurate prediction in all 
models. It displayed just only under 40% in the single-mode model, the lowest value in 
comparison with the other modes. In the two- and three-mode model, the accuracy the "Fix" 
label is also around the value of 54% and 48% respectively. Moreover, it is feasible that the 
models predicted many cases of this mode as "Flex" and "F-mix" mode. Meanwhile, in 
multi-mode models, the "Pr" mode was stated as the lowest accuracy. The proportion of 
correct prediction of this class was just about 31% and 26% in the models respectively. By 
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contrast, in the single-mode model, the "Pr" mode accuracy reached a high value, about 95%. 
Similar to "Fix" mode, the "Pr" mode was lost the number of cases because of the model 
assigned them to "N" mode. 
In term of public transport modes, the label Fix, Flex, and F-mix have some similar 
characteristics. The representatives for these characteristics include the sharing and owning 
private vehicle status, transport fee, etc. When these features cannot help the model to 
distinguish the outcomes, the supplement of stronger explanatory variables should be 
provided. The misclassification of "Pr" is proposed to relate to the complexity of the mode. 
Unlike in single-mode, the "Pr" in multi-mode models can contain the flexible and fixed 
mode. This phenomenon associated with the definition stated in the previous section. As a 
result, this issue may cause a mixture of the attributes among different observations that lead 
to the model misclassifies. Consequently, the mechanism of identifying multi-mode choice 
has some drawbacks in here. This matter should be paid more attention in the future work. 
 The Overall Explanation of Mode Choice 
As one of the results of the GBM, Figure 5-4 illustrates the scaled importance of 
features in the rank from 0 to 1. According to the coding process, Table 5-5 expresses the 
definition of each variable used in final models. The result indicates that there was a 
difference between the single-mode and the multi-mode models in ranking the features' 
effect. The impact level of features in single-mode model decreased gradually from the 
highest score (the status of sharing a car) to the eighth position (the destination facility). 
Meanwhile, the multi-mode models saw the drop of variable importance from the fourth 
position (the trip duration and the cost of public transport for the two- and three-mode model 
respectively) and then stabilized. Notable, even the number of weak variables was almost 
equal in three models, their influence in the single-mode model was lower than those in 
multi-mode models.  
After comparing the features' contribution, the conclusion is that the main influential 
factors on single-mode choice are limited. However, multi-mode choice determinants are 
numerous. The explanation for this phenomenon is that the multi-mode reflects the 
complexity by its combination of several single modes. This finding suggests the two 
meaningful. Firstly, shortening the feature list in the single-mode model by removing weak 
variables would not affect much the model’s performance. In contrary, the elimination of 
any explanatory variable in multi-mode models seems to be an injudicious decision. 
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Figure 5-4 Relative importance of variables  
(Left part: Single mode choice; Middle part: Two modes choice; Right part: Three modes choice) 
Table 5-5 and Figure 5-4 point out that there was an overall agreement between the 
models in using explanatory variables. While there were 19 features used by all three models, 
the two- and three-mode model had the same 24 features. Additionally, the study found a 
similar pattern of features' type and its impact among the models. The top 8 influential 
features are mostly the same, especially in multi-mode models such as the price of public 
transport, the origin and destination trip zone, trip duration, destination facility type, etc. 
About the type of features, the attributes of household and individual appear 16 times (8 
times for each) in the models. Whereas, the number of trip attribute features is 17. In addition, 
the variables related to trip attributes always stand at the highest important rank (top 8 in the 
single-mode and top 6 multi-mode models). This indicates the substantial contribution of 
these variables in examining multi-mode choice.  
As the results display, the zones, where the trip originated and arrived, have the highest 
impact on the multi-mode choice model. There are several reasons to explain this. Firstly, 
the positions where the trip starts and finishes could be the indicator of the travel distance, 
one of the important explanatory variables. The research of Tran et al., (2016) stated that 
walking, bicycle, and motorbike has a negative relation with the length of travel. Secondly, 
the positions may imply the characteristics of the built-up environment e.g. the density of 
population and the diversity of area or the quality of transport infrastructure.  It is evident 
that the proportion of commuter using public transport rises with the availability of the public 
transport stop point (Limtanakool et al., 2006).  
The other features that are indicated as strong explanatory variables such as public 
transport cost, trip duration, car-sharing, etc. are consistent with other research studies. The 
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role of public transport cost can be found in the study of Buehler, (2011); Vega and 
Reynolds-Feighan, (2009). The influence of trip length and the car-sharing status on mode 
choice behavior was indicated in the research of Rietveld, (2000)  and Limtanakool et al., 
(2006).  
Table 5-5 List of variables in the final models 
No Variable Definition Type Model 
1 H.HHMonthlyIncome Household Monthly Income Cat 2-3 
2 H.HousingType Housing Type Cat 2 
3 H.MonthlyExpenditure Monthly Expenditure Cat 2-3 
4 H.PastResidence ZoneCode Past Residence's Zone Code Cat 1-2-3 
5 H.PastResidencePostCode Past Residence Post Code Cat 3 
6 H.PostCode Household Post Code  Cat 2-3 
7 H.ResidingPeriod Residing Period Num 2-3 
8 H.TransportfeeShare Transport fee Share Cat 2-3 
9 M.Age Age Num 1-2-3 
10 M.CompanyZoneCode Company Zone Code Cat 1 
11 M.Monthly Income Monthly Income (Individual) Cat 1 
12 M.Occupation Occupation Cat 1-2-3 
13 M.Schoolzonecode School zone code Cat 1-3 
14 M.WorkingField Working Field Cat 2-3 
15 M.WorkplaceFacility Workplace Facility Cat 1-2-3 
16 M.ZoneCode Zone Code Cat 1-2-3 
17 T.ArrTime Arrival time Time 1-2-3 
18 T.DepTime Departure time Time 1-2-3 
19 T.Destination Destination (Home, Workplace, School, Others) Cat 1 
20 T.DestinationFacilityType Destination Facility Type Cat 1-2-3 
21 T.Destinationzonecode Destination zone code Cat 1-2-3 
22 T.Dur.min Trip duration (minute) Num 1-2-3 
23 T.Howmanypeopleforsharing How many people for sharing a car Num 1-2-3 
24 T.No.ofTrips Number of trips (generated in a day) Num 1 
25 T.Origin Origin (Home, Workplace, School, Others) Cat 1-2 
26 T.OriginFacilityType Origin Facility Type Cat 1-2-3 
27 T.Originzonecode Origin zone code Cat 1-2-3 
28 T.Parkingfee Parking fee Num 1 
29 T.Sharingtheprivatecar Sharing the private car Cat 1-2-3 
30 T.Transportcostofpublictransportuser Transport cost of public transport user Num 1-2-3 
31 T.Trip Purpose Trip Purpose Cat 1-2-3 
32 T.TripNo.1 Trip sequence Cat 1 
33 trip.intra Trip within zone or not Cat 1-2-3 
H, M, T prefixes imply Household attributes, Individual attributes, and Trip attributes respectively; The last column denotes 
the model that used the specific feature (1- Single mode model; 2-Two modes model; 3- Three modes model) 
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 Individual Explanation  
As the author stated in the previous section, although the GBM and RF can easily 
observe the contribution of the explanatory variables, they still lack the ability to determining 
the features affect’s trend. This trend plays an integral part in predicting how the outcome 
change when the input is increasing or decreasing. For that reason, in this part, the researcher 
will propose the LIME for explaining the GBM’s operation, not in the overall but individual 
case. 
One of the advantages of LIME is to visualize the impact of each feature influenced 
the outcome. To make the study concise, the author interprets the process as the following 
steps. Firstly, based on the predicting results on testing data, the two cases were randomly 
selected from each model. These two individuals had the same actual outcome. However, 
the predictions were correct only one case. Table 5-6 summarizes the set of these cases. 
Secondly, the researcher sent the selected cases to the LIME models. Each of LIME model 
is built for a specific GBM model. The number of explanatory variables used by LIME was 
8. This based on the variable importance determined in the previous section. Finally, the 
author visualized the results for interpreting the GBM model. By using the results shown in 
Figure 5-5, 5-6, and 5-7, several objects are investigated and presented in the following parts 
which contains how much the agreement between LIME and GBM model and the 
explanation of why GBM was successful or failed in predicting the specific case.   
Table 5-6 LIME data set summarized 
GBM model Case No Actual choice Predict choice Predict Probability LIME fit 
Single-mode 18718 Pr Pr 0.99073 0.76 
 650 Pr N 0.09615 0.55 
Two-mode 3176 Mix Mix 0.5451 0.97 
 2067 Mix Fix 0.4131 0.93 
Three-mode 2440 Flex Flex 0.9833 0.76 
 2455 Flex Mix 0.2435 0.564 
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Figure 5-5 Local interpret for single-mode choice 
(Green bar: supporting features; Red bar: contradicting features) 
In the figures from 5-5 to 5-7, the header of each graph lists the information of the 
explained label including the case’s number, the label’s name, the probability predicted by 
GBM model and the fit index of the simple model (the r2 of the LIME’s model that fit the 
GBM’s explanation). The magnitude of the feature’s impact is illustrated by the length of 
the bars. For explaining the effect trend, the green bar represents for supporting the presence 
of the label, whereas, the red bar is contradictory. Notably, the LIME executes well in 
general. It reached 13 times with the fit value of more than 0.6. The highest fit value was 
found in case number 3176 in the two-mode model. The medium value of the fit index from 
0.4 to 0.6 appeared when explaining 8 cases. Just only three labels had the fit value of under 
0.4.  
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Though the LIME did not reach the perfect fit value of 1.0, the results still can be 
trusted in explaining the prediction of GBM model. In addition, the experiments utilized by 
(Ribeiro et al., 2016) indicated that LIME was trustable and stable in comparison with other 
methods such as Parzen (Baehrens et al., 2010) and Greedy (Martens, 2014).  
 
 
Figure 5-6 Local interpret for two-mode choice model 
(Green bar: supporting features; Red bar: contradicting features) 
Figure 5-5 denotes the agreement between LIME and GBM when the top eight high 
impact features of GBM shown in Figure 5-4 appeared in LIME. The results report that the 
status of sharing a car and public transport fee was the most effective explanatory variables 
in single-mode choice when they appeared in all cases' explanations. The situation of sharing 
a car for traveling, which input value is 1, is a piece of strong evidence that supports the 
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model to predict the outcome as "Pr" mode. Meanwhile, the presence of public transport fee 
could split the mode choice clearly between the public and private means of commuting. 
This suggests that if people do not tend to pay for public transport service, they will have a 
high probability of using a private vehicle or non-motorized mode. The appeal of the origin 
and destination place of the trip has a high impact on the model determining the mode choice. 
 
Figure 5-7 Local interpret for the three-mode choice model 
(Green bar: supporting features; Red bar: contradicting features) 
 Different from the single-mode model, LIME explains the multi-mode models with 
some specific items. As indicated in Figure 5-6 and Figure 5-7, not all of the features used 
in LIME appeared in the top eight important variables in GBM. These variables include the 
trip purpose, the trip within or between zones, the sharing private car status or the residence 
of the commuter, etc. In which, the state of sharing private car and intra-trip appeared 
frequently. In both multi-mode models, the position of departure and arrival trip played an 
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important role in predicting multi-mode choice. The proof for this state is the appearance of 
them in all case of LIME when explaining the GBM. Noteworthy, the presence of various 
features in LIME exhibits their worthwhile contribution in multi-mode models which did 
not show in the single-mode model. This finding is consistent with the statement in the 
previous subsection about overall explanation. 
Now this study examines how the LIME explains how the GBM model failed to predict 
the mode choice in three models. The researcher investigates the feature of sharing a private 
car as a representative. While in case number 650, this feature supported the label N and 
contradicted the label Pr, in the cases number 2067 and 2455, it promoted both correct and 
incorrect classes with the labels of Fix, F.Mix, and Flex. Notable, all these cases, the sharing 
car feature had the actual value of 0, this might mean the traveler did not give an answer or 
his/her did not own any car (not the case of missing value) besides the two other responses 
namely 1 and 2 representatives for “yes” and “no” respectively. The unclear statement of 
this value is the reason caused the incorrect prediction of the GBM model. Feature 
engineering should be done more carefully to solve this problem. 
The author also notes that it is not easy to distinguish the classes in multimode choice. 
In the two cases explained by LIME, the GBM model unable to classify the F.Mix and Fix 
or Flex mode. In case number 2067, most of the explanatory variables supported the F.Mix 
and Fix mode excepted the public transport fee. Whereas, there was only sharing car feature 
has the same effect trend in case number 2455, the others were contrary. As the F.Mix mode 
contains both Flex and Fix mode, thus the common variables used in single-mode seem to 
be unreasonable to explain multi-mode. 
 
 Case study conclusions and discussions 
5.3.1 The key factors effect on multi-mode choice 
The analysis results demonstrate that the characteristics of the trip were the main 
determinants that influence the travel multi-mode choice decision of the Jakarta citizen. The 
highest effect feature was the position where the trip generated and finished. The public 
transport fee and the duration of the trip stayed at the third and fourth rank of impact but 
with a different sequence in two- and three-mode choice. The other features stated at lower 
impact rank and almost had an equal effect.  
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Whereas, the status of sharing a private car shows its absolute impact in the single-
mode model. It also indicates that there were a few worthy features that affect the commuter 
decision in choosing the mean of travel. These factors include the public transport fee, the 
number of people shared a car, the origin/destination of the trip, the trip within or between 
zones and the trip’s duration. 
The interpretation by LIME implies that car ownership has an impulse to a person 
using private travel mode. Besides that, the unsuitable fee of public transport service and the 
longtime journey may discourage a commuter to choose public transport. Accordingly, the 
suggestion key points in making transport policies are controlling private vehicle ownership 
rate and improving the quality of public transport service with an affordable price. These 
conclusions are consistent with other studies to maintain the transport system sustainably. 
5.3.2 The discussions on the case study results 
Although the GBM model performed well on the dataset, the study also did the 
preliminary experiment with Deep Neural Networks (DNN) and found the lower in accuracy, 
but this is not strong evidence that the GBM outperforms the DNN. This argues that each 
ML algorithm has its own advantages in solving a specific problem. About DNN, this 
algorithm has numerous parameters, and it is not easy to find their optimal value in a short 
time. Thus, the author would continue reinforcing the two models and propound the more 
comprehensive comparison in the future study. 
Come along with that, dealing with noise data and discover the proxy variables are 
also a very worthwhile assignment. The unclear definition of feature value can cause a 
serious problem for the model in predicting. The variables, such as zone code, can be a proxy 
of the built-up environment and other factors that need to unveil. Discovering these features 
could give worthy suggestions for policymakers. 
In this study, the LIME technique is applied for the first time to my knowledge. The 
results of this method are reasonable and useful in explaining the prediction of GBM. 
Nevertheless, the interpretation of LIME is still needed to improve to better fit the GBM 
operation. As a sequence, the development of LIME promises the ability to identify the 
features’ effect which is very useful for the practitioners. 
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CHAPTER 6. CONCLUSIONS AND DISCUSSIONS 
 Summarize of the study findings 
In this study, travel behavior is examined carefully by machine learning techniques in 
the relationship with the characteristics of an individual, trip, and built environment. Both 
objectives of travel mode choice and vehicle ownership are put in the context of the 
developing countries to analysis. From the results of the study, some recommendations can 
be helpful for policymakers. 
In terms of vehicle ownership, the work has successfully classified the effect of 
variables with magnitude and trend. The results state that the household attributes and 
composition including income, number of members from 16 years old, household size, the 
proportion of males and workers play an important role in owning private vehicles in the 
city. The characteristics of the trip generated daily also have a high impact on the status of 
owning a vehicle by household. While the higher number of work trips restraints the family 
to own a private vehicle, the increase of total trips and its length would make the household 
more likely to buy a motorized vehicle. Eventually, there are some differences between the 
behavior of the families who live in urban and suburban areas in owning a vehicle. The 
results demonstrate that urban households are more sensitive to the presence of infant and 
population density. By contrast, the families in the suburban area are not affected by the 
number of children and are more likely to own private vehicles when the population density 
increase. 
When investigating the travel mode choice in the city of Jakarta, it is stated that the 
multi-mode trip has a large proportion of the total trip made daily. Thus, the ignorance of 
these kinds of trips in examining and policy making is not suitable. As the results expressed, 
the main determinants of the multi-mode choice belong to the trip’s characteristics. 
Nonetheless, the location of the trip end and start is the most valuable feature. This indicated 
the proxy of this feature to represent the other status of the built environment that are needed 
to investigate in detail. 
The present paper demonstrates an overview of the two approaches used in examining 
travel mode choice. A comprehensive comparison indicates that the ML techniques 
outperform the traditional logit model in solving the choice behavior problem. Moreover, 
many advantages of ML are identified as the ability to deal with the big size and complexity 
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of the data. Additionally, with the open form, ML can easily reveal the nonlinear relation 
between explanatory variables and the outcome. 
 Discussion on empirical results 
 Policy making 
One of the goals to cutoff between the travel demand and the system response. Take 
in this account, there are two approaches. One follows the direction of opening the current 
infrastructure that comprises widening the existing roads, opening the network and investing 
in the support structures such as bridges, tunnels and, separate intersections. The other 
approach is to constrain the ability to own the vehicle of the citizen by regulation or 
economic tools. 
Both of the above methods seem to have advantages on the intuition. Nevertheless, the 
fail of these policies in some countries shows us a wider picture. From the overall view, the 
failure can be seen for some reasons. With the former trend of action, it is easy to see that 
we are going to motivate people to use private vehicles instead of reducing or maintaining 
them. For the later trend, even we create a constraint that prevents people from buying or 
using the private vehicle. But the problem behind that is the demand still exists and even 
increases with the urbanization process and the flavor of economic. As a sequence, when the 
bound reaches its limitation, people willing to pay the money to own their vehicle and their 
right to use it. It appears to be true in the case of South East Asia countries e.g. Vietnam, 
Thailand, Indonesia. Even the tax and fee of owning and using a car is really high in 
comparing with or countries and with their income and the governments keep trying to 
expand the road network to increase the capacity systems in order to reduce the traffic jam 
in the cities, but the result is not desirable. The private vehicle rate in these countries is still 
increasing. 
When investigating the travel mode choice in the city of Jakarta, it is stated that the 
multi-mode trip has a large proportion of the total trip made daily. So, the examination of 
this kind of trip is worthy of making or adjusting transport policies. The most impressive 
outcome of this work is the finding of the effect of trip attributes, in which the cost of public 
transport has a high influence on the commuter in choosing travel mode. Even though, the 
low price of the transit fee cannot guaranty the increase of public transport share. Instead of 
trying to keep the fee at a cheap price, the government should maintain and improve the 
quality of the public transport system at an affordable price to the people. This approach, on 
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one hand, does not affect much the financial plan of the city, and on the other hand, can meet 
the requirements or the standard of the new context of upgrading in income. Then, the share 
of public transport service, at least, can remain at the same level and has the opportunity to 
increase. 
 Methodology notes 
As we know that there is no perfect method, each of them has advantages and 
disadvantages, and the goal of the practitioners is to mitigate the downside and to motivate 
the method’s power. In the case of machine learning, even there is no rule of applying these 
techniques, the present study implies to give a basic concept when considering employing it 
in the analysis. Firstly, check the condition of the availability and the structure of the data 
set. Usually, the advanced models are more appropriate with the high level of complexity of 
the data and the data size. Secondly, do the features engineering and tuning model’s 
parameters carefully. The more time we spend in this stage, the more performance we get 
from the model. From the beginning, start with the basic and simple model, then move to 
the advanced models step by step. This trick, on one hand, supports practitioners to control 
the outcomes of the models, and on the other hand, helps cut down the time consuming in 
establish the final model. Finally, in the training process, always pay attention to the 
overfitting problem. This phenomenon is general appear in machine learning techniques, 
thus identifying and reducing the overfitting is one of the most important objects in building 
models. 
Even the ML methods have many advantages, they are usually uninterpretable due to 
the “black-box” characteristic. Under the concern of researchers in informatics and 
mathematics, the black box is expected to uncover. The example of calculating the variables 
important of RF and NN is a worthy motivation in solving this problem. Eventually, even 
ML shows the promising application in travel mode choice analysis, a combination of the 
two method tendencies still exists. In one hand, ML help classifying and predicting well in 
performance and on the other hand, traditional methods support to interpret the cause and 
effect between explanatory variables and the outcomes. 
 Challenges and opportunities 
Nowadays, the presence of new collecting data methods and the emerging of the data 
structure causes the traditional methods to seem ineffective to solve. The first component is 
the development of mobile devices supports to collect continuous data. These devices can 
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be smartphones or in-vehicle devices. Another data source is the image or geographic 
material obtained from the global positioning system (GPS) or geographic information 
system (GIS). By gathering the data from GIS and GPS, the data structure will change in 
scale and size that requires advanced techniques while the traditional methods cannot deal. 
Along with the development of the technology and vehicle production industry, the 
revolution of the driverless vehicle in carrying the passenger and cargo is supposed to have 
a significant impact on the travel demand shortly. For serving the personal trip, the projects 
of autonomous vehicles are operating in many countries by famous brands e.g. Tesla, Google 
Cars, General Motors in America; Renault, Audi, Volvo, Mercedes-Benz, Bosch, PSA 
Peugeot Citroen in Europe; Toyota and Nissan in Japan. In the field of public transport, the 
autonomous buses are paid attention by the communities and the sciences. In the report of  
(Ainsalu et al., 2018), the total number of ongoing and completed pilots in the EU is 24 
projects (12 projects for each term), and the projects in other areas reach the number of 12. 
After the stage of pilots, it is promised that the time of opening the driverless bus will be not 
so far. The high class of carrying passengers is assigned to the unmanned aerial devices 
(UAVs) which have a jump in its progress with the pilot in Singapore by Volocopter. Finally, 
to serve freight transport, the driverless trucks and drones stand for the innovation vehicle. 
Even these kinds of transport modes are in the research and pilot process, the presence of 
them is argued to has a high influence on the commuter behavior and travel demand that is 
needed to examine promptly. 
Eventually, one factor can change the policy-maker behavior is the shifting of demand 
management from passive to an active approach (ADM). The idea behind this concept is 
focusing on managing the transportation demand with the existing condition of infrastructure 
rather than increasing the capacity by investing the new network or expensive transit system. 
With the support from the technology, this approach step by step expresses its advantages 
when it lifts the efficiency of the transport system up without taking much the financial 
resources. There are several strategies integrated in this management models e.g. the 
dynamic high-occupancy vehicle (HOV) or managed lanes, peak period shoulder lanes, 
dynamic pricing or high occupancy toll (HOT) lanes, dynamic ridesharing, dynamic routing, 
transit fare reduction, transit capacity assignment. These strategies are stated to promote the 
use of the existing transportation mode though the use of information and pricing. 
Consequence, to deal with the requirements and changes stated above, the ML could 
account as a brilliant tool to solve various data types with less computation cost. 
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 The prospective researches 
As stated in the first chapter of this paper, the scopes of the present study are limited 
in the developing countries and several methods of ML techniques. Thus, the author argues 
that there are some worth directions of research that can be developed in the future. 
Firstly, travel behavior does not in one pattern from area to area because of the 
difference in the level of development, demography, culture, and other invisible 
characteristics. Thus, the results of this study just can be used as a reference for the specific 
or locations with a similar situation. The investigation in other countries is still needed to 
convey which could be a valuable contribution to global sustainability. 
Secondly, a typical of ML methods with a simple structure cannot expose fully the 
power of these techniques. Moreover, the analyses used only the data collected from the 
traditional method which can be lack valuable features. Consequently, further analysis by 
complex ML method with the integrating data obtained from traditional methods and modern 
methods are worth attention.   
 
 
APPENDIX  
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APPENDIX A. MULTINOMIAL LOGIT MODEL PARAMETERS 
  Variables (Intercept) HH.mems Total.M Total.5 O.16 Income Pop.Dens TripNum TotalLen TotalEm Work.trip 
M4 
X1Bike 0.9564 -0.209 0.1885 0.134 0.0387 0.1916 -0.0006 0.0933 0.0141 0.0478 -0.2885 
 (0.2532)*** (0.086)* (0.0623)** (0.1103) (0.0682) (0.0724)** (0.0003)* (0.0246)*** (0.0036)*** (0.0767) (0.0577)*** 
X2Bikes -1.5666 -0.5692 0.3693 0.3488 0.7644 0.5939 -0.0001 0.1799 0.0198 -0.073 -0.4648 
 (0.2836)*** (0.0965)*** (0.0693)*** (0.1235)** (0.0765)*** (0.0751)*** (0.0003) (0.0268)*** (0.0039)*** (0.0845) (0.0632)*** 
Car.Bike -3.2196 -0.4612 0.2843 0.3216 0.6225 1.1764 0.0001 0.2088 0.0207 -0.3314 -0.5353 
  (-6.0779)*** (-6.4573)*** (5.8417)*** (3.0967)** (10.9038)*** (8.2505)*** (-0.2447) (7.2249)*** (5.4527)*** (-0.9494)*** (-7.9867)*** 
Residual Deviance: 13713.05; AIC: 13779.05 
U4 
X1Bike 0.8184 -0.1992 0.2244 0.2641 0.1976 0.1814 -0.001 0.0804 0.0195 -0.0745 -0.2701 
 (0.1824)*** (0.138) (0.1137)* (0.1969) (0.1322) (0.1078) (0.0003)*** (0.0443) (0.0112) (0.1386) (0.1097)* 
X2Bikes -1.6659 -0.7979 0.4175 0.624 1.1015 0.5484 -0.001 0.2104 0.0359 -0.0581 -0.4932 
 (0.1462)*** (0.1428)*** (0.115)*** (0.2012)** (0.1366)*** (0.1057)*** (0.0003)*** (0.0445)*** (0.0111)** (0.1378) (0.1091)*** 
Car.Bike -3.0884 -0.5666 0.3402 0.4928 0.9038 1.0786 -0.0013 0.2037 0.0386 -0.3608 -0.4629 
  (0.1639)*** (0.1492)*** (0.1201)** (0.2091)* (0.1418)*** (0.1078)*** (0.0003)*** (0.0463)*** (0.0114)*** (0.1442)* (0.1132)*** 
Residual Deviance: 5088.84; AIC: 5154.84 
S4 
X1Bike 0.783 -0.1684 0.2008 -0.0294 -0.005 0.198 0.0022 0.0673 0.0192 0.0091 -0.2327 
 (0.3286)* (0.1079) (0.0765)** (0.1297) (0.086) (0.0998)* (0.0012) (0.0295)* (0.0044)*** (0.0965) (0.0672)*** 
X2Bikes -1.9566 -0.5216 0.4125 0.2048 0.71 0.6645 0.0081 0.0934 0.0353 -0.1981 -0.3633 
 (0.3422)*** (0.1124)*** (0.0794)*** (0.1343) (0.0896)*** (0.1021)*** (0.0013)*** (0.0305)** (0.0045)*** (0.0987)* (0.0695)*** 
Car.Bike -4.302 -0.3586 0.3525 0.1741 0.5509 1.3447 0.0124 0.1072 0.0413 -0.4489 -0.5677 
  (0.3994)*** (0.1279)** (0.0916)*** (0.1542) (0.1012)*** (0.1119)*** (0.0014)*** (0.0347)** (0.0049)*** (0.1133)*** (0.0809)*** 
Residual Deviance: 8232.154; AIC: 8298.154 
M3 
Bike 0.2922 -0.3779 0.3087 0.2587 0.4333 0.4855 -0.0005 0.1204 0.017 -0.096 -0.3161 
 (0.2454) (0.0851)*** (0.0603)*** (0.1083)* (0.066)*** (0.0702)*** (0.0002)* (0.0236)*** (0.0035)*** (0.0745) (0.0557)*** 
Car.Bike -3.0369 -0.4253 0.3025 0.3167 0.6093 1.2225 -0.0002 0.1697 0.0208 -0.4271 -0.4491 
  (0.283)*** (0.0987)*** (0.0696)*** (0.1254)* (0.0764)*** (0.0757)*** (0.0003) (0.0266)*** (0.0039)*** (0.0854)*** (0.0634)*** 
Residual Deviance: 8185.653; AIC: 8229.653 
U3 
Bike 0.0903 -0.4784 0.3432 0.5606 0.6026 0.3586 -0.0009 0.1532 0.0231 -0.0328 -0.3026 
 (0.4095) (0.1505)** (0.1085)** (0.204)** (0.122)*** (0.1042)*** (0.0003)*** (0.043)*** (0.0108)* (0.1276) (0.1039)** 
Car.Bike -2.7479 -0.567 0.2544 0.7593 0.747 1.0002 -0.0013 0.2353 0.0251 -0.2408 -0.4008 
  (0.4505)*** (0.1662)*** (0.1185)* (0.222)*** (0.1346)*** (0.1089)*** (0.0003)*** (0.0465)*** (0.0114)* (0.1383) (0.1112)*** 
Residual Deviance: 3317.91; AIC: 3361.91 
S3 
Bike 0.5053 -0.3224 0.2157 0.1632 0.3188 0.3963 0.0037 0.0654 0.025 -0.0324 -0.2772 
 (0.3077) (0.1052)** (0.0725)** (0.1296) (0.0799)*** (0.0953)*** (0.0012)** (0.0286)* (0.0043)*** (0.0914) (0.0654)*** 
Car.Bike -3.4506 -0.3618 0.2309 0.2626 0.4097 1.2348 0.0101 0.1093 0.0378 -0.3721 -0.5011 
  (0.3821)*** (0.1273)** (0.0895)** (0.1589) (0.0964)*** (0.1098)*** (0.0014)*** (0.034)** (0.0048)*** (0.1113)*** (0.08)*** 
Residual Deviance: 4722.313; AIC: 4766.313 
Note: 
M, U, and S refer to Mixed area, Urban area and Suburban area; 3, 4 prefixes refer to 3 outcomes and 4 outcomes 
*, **, *** refer to p-value at the three ranks of less than 0.001, 0.01 and 0.05, respectively; Values in parenthesis represent standard errors; Bold characters indicate the positive weights. 
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APPENDIX B. ACCOMPLISHMENT OF VEHICLE OWNERSHIP PREDICTING 
  Area Model Sensitivity/Accuracy/Kappa 
   On fitting data On predicting data 
      NoVeh Bike* Bikes Car.Bike Accuracy Kappa wKappa.L wKappa.Q NoVeh Bike* Bikes Car.Bike Accuracy Kappa wKappa.L wKappa.Q 
4
 o
u
tc
om
es
 
Mixed MNL 0.00 64.86 63.38 21.67 51.02 0.244 0.292 0.352 0.00 66.19 66.63 21.31 52.68 0.268 0.322 0.388 
 NN 3.91 61.68 61.37 33.28 51.65 0.265 0.332 0.414 6.25 64.67 64.39 34.46 54.26 0.306 0.376 0.459 
  RF 85.60 99.39 97.41 93.52 96.43 0.948 0.952 0.958 5.77 62.38 64.20 25.70 51.70 0.260 0.325 0.404 
Average  29.84 75.31 74.05 49.49 66.37 0.485 0.525 0.574 4.01 64.41 65.07 27.16 52.88 0.278 0.341 0.417 
Urban MNL 1.94 57.12 67.73 37.17 52.37 0.285 0.345 0.418 0.00 53.70 67.74 31.99 49.95 0.246 0.302 0.370 
 NN 0.00 57.28 61.15 46.30 52.12 0.288 0.357 0.437 0.00 53.33 58.06 44.12 49.26 0.245 0.321 0.412 
  RF 96.77 99.53 100.00 99.69 99.58 0.994 0.994 0.995 7.58 46.67 61.29 37.87 47.58 0.217 0.282 0.364 
Average  32.90 71.31 76.29 61.05 68.02 0.522 0.565 0.617 2.53 51.24 62.37 37.99 48.93 0.236 0.302 0.382 
Suburban MNL 0.00 70.51 61.06 13.78 52.86 0.242 0.288 0.346 0.00 68.89 60.55 9.13 51.40 0.218 0.246 0.281 
 NN 0.00 71.90 63.68 6.33 53.36 0.245 0.292 0.352 0.00 69.81 65.54 4.35 52.99 0.238 0.272 0.316 
  RF 88.86 99.67 96.76 92.55 96.63 0.950 0.953 0.958 1.42 67.18 61.03 11.30 51.34 0.224 0.263 0.315 
 Average  29.62 80.69 73.83 37.55 67.62 0.479 0.511 0.552 0.47 68.63 62.37 8.26 51.91 0.227 0.260 0.304 
3
 o
u
tc
om
es
 
Mixed MNL 0.00 96.67  15.96 73.80 0.120 0.131 0.151 0.00 97.22  15.34 74.10 0.123 0.130 0.143 
 NN 7.41 97.44  12.29 74.25 0.126 0.140 0.166 3.37 96.29  10.76 72.81 0.082 0.093 0.116 
  RF 78.19 100.00  90.61 96.51 0.913 0.918 0.927 4.81 96.60  17.13 74.36 0.151 0.164 0.189 
Average  28.53 98.04  39.62 81.52 0.387 0.396 0.415 2.72 96.70  14.41 73.76 0.119 0.129 0.149 
Urban MNL 2.58 92.50  26.46 68.85 0.189 0.203 0.228 1.52 91.69  27.94 68.68 0.192 0.203 0.224 
 NN 10.32 92.82  29.13 70.29 0.237 0.257 0.293 10.61 91.54  25.74 68.58 0.192 0.211 0.247 
  RF 97.42 100.00  98.11 99.32 0.986 0.987 0.988 4.55 89.02  29.04 67.39 0.177 0.197 0.233 
Average  36.77 95.10  51.23 79.49 0.471 0.482 0.503 5.56 90.75  27.57 68.21 0.187 0.204 0.235 
Suburban MNL 0.00 98.95  7.82 77.59 0.062 0.069 0.082 0.00 98.58  6.52 77.18 0.047 0.052 0.061 
 NN 0.00 99.59  4.28 77.59 0.037 0.040 0.047 0.00 99.53  3.48 77.49 0.029 0.032 0.038 
 RF 80.12 100.00  89.20 96.76 0.909 0.919 0.927 2.13 98.58  9.13 77.67 0.081 0.096 0.110 
 Average  26.71 99.52  33.77 83.98 0.336 0.343 0.352 0.71 98.90  6.38 77.45 0.052 0.060 0.069 
 
Note: 
W.Kappa.L – weight Kappa with linear function 
W.Kappa.Q – weight Kappa with quadric function 
“Bike*” in 3 outcome models representing households owning only motorbike(s) 
Bold characters indicate the insignificant parameters. 
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