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ABSTRACT 
Methods are given for identifying a Lie algebra L, given by its structure 
constants. The identification involves a transformation to a “canonical” basis, in 
wbicb the structure becomes obvious. Thus, decomposable Lie algebras are already 
decomposed into direct sums of indecomposable ones. An indecomposable Lie algebra 
that is not simple or solvable has its radical exhibited. A solvable algebra has its 
nilradical displayed. The methods all lead to simple algorithms that have been 
implemented as computer programs, involving some symbolic manipulations. 
1. INTRODUCTION 
In many physical applications Lie algebras occur as algebras of differen- 
tial operators or matrices, rather than in an abstract form. It is usually a 
simple task to choose some basis for the Lie algebra L, to calculate the 
commutation relation and thus find a set of structure constants C:k. Very 
often the basis of L, obtained from physical considerations, is not a mathe- 
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matically and conceptually convenient one. The task then arises of trans- 
forming from a given basis {Xi,. . . , X,}, with given structure constants Cilk, 
to a new basis (e,,..., e, >, in which the structure of the Lie algebra is 
conveniently displayed. 
A typical example of this task occurs when studying the Lie algebra of the 
Lie symmetry group of a system of ordinary or partial differential equations. 
Convenient algorithms exist [l-3] for calculating such symmetry algebras (by 
hand, or using symbol manipulating programs on a computer). They yield 
finite or infinite dimensional Lie algebras of operators of the form 
x, = %j(x>u>; + %bJd; > r=l N, ,*..> (1.1) 
I n 
where x=(x1 ,..., x,) and u=(ui ,..., u,) are the dependent and indepen- 
dent variables in the equation, respectively, and 9,. and &, are some known 
functions. (Summation over repeated indices is to be understood.) It is quite 
often difficult to determine the structure of the Lie algebra L generated by 
the operators {X,}. 
The purpose of the present article is to provide methods and algorithms 
that can be used for manual, or computer assisted, identification of a finite 
dimensional Lie algebra L, given by its structure constants 
[X,,X,] =CilkXI, l<i,k,Z<N. (1.2) 
By “identification” we mean either “conceptual” identification of the struc- 
ture of the Lie algebra L, or if possible, the complete identification of L as a 
member of some existing list of isomorphy classes of all Lie algebras of a 
given type. At this stage only the following lists of isomorphy classes of Lie 
algebras over the fields of real or complex numbers exist: 
(1) All simple Lie algebras have been classified and a simple Lie algebra 
over the fields of complex or real numbers is isomorphic either to one of the 
classical Lie algebras A “, B,,, C,, or 0, or to one of the Cartan exceptional 
Lie algebras G,, F4, E,, E,, or E, [4, 51. 
(2) All Lie algebras of dimension N < 5 [6, 71. 
(3) All nilpotent Lie algebras of dimension N = 6 [7, 81. 
Hopefully, the lists of isomorphy classes of all Lie algebras will soon be 
extended to higher dimensions. 
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More specifically, the problems that we actually attack in this article are 
the following ones: 
(1) How can one decide whether a given Lie algebra is decomposable, i.e. 
can be decomposed into the direct sum of two or more indecomposable 
nonzero Lie algebras? How does one actually find a basis transformation that 
realizes such a decomposition? 
(2) How does one determine whether a given (indecomposable) Lie 
algebra is simple, solvable, or neither? 
(3) If an indecomposable Lie algebra is not simple and not solvable, how 
does one find its Levi decomposition 
(1.3) 
where S is a semisimple Lie algebra and R is the radical of L, i.e. the 
maximal solvable ideal [9, lo]? 
(4) If L is solvable, how does one determine its nih-adical, i.e. its maximal 
nilpotent ideal? 
In the process of answering these questions we shall transform the Lie 
algebra L to a new basis, which we shall call a canonical basis. The answers 
to all of the above questions become obvious once the transformation is 
performed. 
The canonical basis is chosen so as to satisfy the following requirements: 
(1) A decomposable Lie algebra is already ahnnposed, and the basis 
elements of each component are grouped together. 
(2) For each indecomposable simple component over C we use a Cheval- 
ley basis [4, 111; over R, a Bruhat basis [4]. 
(3) For a solvable Lie algebra L we first give a basis for the nilradical 
NR, then for the factor algebra L/NR. 
(4) For a nilpotent Lie algebra we first identify a maximal abelian ideal of 
the largest possible dimension. This is not necessarily unique, but in each case 
we define this ideal in a basis independent way. We make use of the upper 
central series, starting with a basis for the center Z,, then for Z,/Z,, where 
Z, is the center of the factor algebra L/Z,, etc. 
(5) For an indecomposable Lie algebra L with a nontrivial Levi decom- 
position (1.3), we first give a basis for the radical R, then for the semisimple 
algebra S. 
The present article (Part I) is organized as follows. In Section 2 we 
provide criteria by means of which it can be decided whether a Lie algebra L 
is decomposable or indecomposable. An algorithm for providing direct de- 
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compositions then given applied to Section 3 devoted to 
Levi decomposition. an algorithm presented, justified, 
applied to example. In 4 we how to the nilradical a 
Lie The algorithm, our knowledge, new and the advantage 
not involving irrational calculations. 
DIRECT DECOMPOSITION A LIE 
We are a Lie L of N with { X,, . . X, } 
commutation relations For calculational not conceptual) 
we restrict to the when the constants are 
integers, or in some pi,. . . , p, with integer 
coefficients. The first step in identifying the algebra L is to decide whether L 
is decomposable, i.e. whether, by an appropriate change of basis, we can 
decompose this algebra into the direct sum of two or more nonzero indecom- 
posable Lie algebras. If L is decomposable, then we wish to find explicitly a 
basis transformation that will realize the decomposition. 
Below we shall give a simple criterion of decomposability and an al- 
gorithm for achieving a decomposition. First we must introduce some con- 
cepts and some general results that underlie the criterion and the algorithm. 
We shall denote by C(L) the center of L, 
C(L) = {XIX E L, [x, L] = o}, (2-l) 
and by D(L) the derived algebra 
D(L)= {XIXE [L,L]}. (2.2) 
In Section 4 we also write L2 for D(L), thereby pointing to the role of the 
derived algebra as the second power ideal. Throughout, ad will be the adjoint 
representation of L, where we have 
(adx)y= [x,yl, r,y E L. (2.3) 
The commuting &elm (or the centralizer of S in R) C,(S) of a set of f X f 
matrices S over the field F is the set of all elements of the full ring of 
matrices R = Ff”f, commuting elementwise with all elements of S: 
C,(S) = {XIX E R & [x, S] = O}. W) 
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An idempotent E is a nonzero element of the ring R satisfying 
E’=E, EER, (2.5) 
and the unit element E = 1 is called a trivial idempotent. 
The matrix set S is decomposable if there exists a nonsingular matrix 
Y E Rfxf such that 
YxY-‘=D,xG3D2x= (“d” jJ XES, (26) 
D.x E FAxf;, &E z”, I i = 1,2, f1+fi=f 
(i.e. if all elements x E S can be simultaneously transformed into block 
diagonal form with one block being the quadratic matrix D,x of degree fi, 
the other the quadratic matrix D,x of degree fi). The symbols D,, D2 denote 
the projection mapping of S onto the component sets of degree fi, fi 
respectively. 
The Jacobson radical [9, lo] J(S) of an associative algebra S E Pfxf is 
the maximal nilpotent ideal of S. If the field F is of characteristic zero, then 
we have 
J(S)= {x]r~S&Tr(ry)=0Vy~S} (2.7) 
and J(S) consists entirely of nilpotent matrices. Here Tr(Z) denotes the trace 
of the matrix 2. 
A division ring is a ring with unity in which every nonzero element is a 
unit (has a multiplicative inverse). 
THEOREM 2.1. Let S be a set off X f matrices ouer the field F. Z&en S is 
indkcomposable if and only if the identity matrix 1, of degree f ouer F is the 
only idempotent of the commuting algebra C,(S) of S in the full ring of 
matrices R E F fxf. 
Proof. Let S be decomposable. By definition, the matrix Y of (2.6) exists 
and hence two nontrivial idempotents exist in C,(S), namely 
E,=Y-‘(lfi@Ofi)Y, E,=Y-‘(0@31A)Y, E, + E, = 1. (2.8) 
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Conversely, let E E C,(S) be an idempotent of rank f, (0 < fr < f). Then 
there exists a nonsingular matrix Y E RfXf for which we have 
YEY -’ = lr,@Of-h (2.9) 
The matrix Y will also realize the decomposition (2.6). 
THEOREM 2.2. The set S of matrices of degree f over a field F is 
indecomposable if and only if the factor algebra C,( S)/J( C,( S)) is a division 
ring, where C,(S) is the commuting algebra of S in R and J( C,(S)) is its 
Jacobson radical. 
Proof. Since idempotents can be lifted modulo nilpotent ideals [12], it 
follows that S is indecomposable precisely if the semisimple factor algebra 
C,(S)/J(C,(S)) contains only one idempotent. By the Wedderbum structure 
theorems [ 13, 141 this happens if and only if this factor algebra is a division 
ring. n 
The construction of the commuting algebra C,(S), of its Jacobson radical 
J(C,(S)), and of the subalgebra C,,(S) c C,(S), defined as 
C,,(S) = {x/x E C,(S) & Tr(x) = 0}, (2.10) 
are tasks of linear algebra. We obviously have 
C,(s) = C,(s) -i- Fl,, (2.11) 
where the symbol + indicates decomposition of the module on the left into 
the direct sum of the modules on the right hand side, and 
JGlW) c cow (2.12) 
Let us now restrict the field F to either complex or real numbers. 
If F = C, it follows from Schur’s lemma that the matrix set S is indecom- 
posable if and only if 
WIds)) = Ccl(S) (2.13) 
(every traceless matrix commuting with all elements of S is nilpotent). We 
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introduce the notation 
Q = C,(S)/J(GdS))~ Qo = G,(WJ(C&)) (2.14) 
for the corresponding factor algebras. 
For F = R it follows from a theorem due to Frobenius that the algebra S 
is indecomposable if and only if one of the following possibilities occurs: 
dimQo = 0; (2.15a) 
dimQ,=l, Qo= {Y}, Y2= -k21 (&R, k#O); (2.15b) 
dimQ,, = 3, Q,,= {~J,,Y,} = ring of traceless quatemions . (2.15~) 
Let us now return to the task at hand, namely the decomposability of a 
Lie Algebra L. 
THEOREM 2.3. A Lie algebra L is decomposable into the direct sum of 
two ideals 
L=L,+L,, [L,, L,] G L, (a = 1,2>, [L,, L2] = 0, (2.16) 
if and only if its &joint representation, as a set of matrices, is decompos- 
able. 
Proof. Let L be decomposable, as in (2.16). Then bases of L exist that 
realize the decomposition, i.e. satisfy 
xi E L,9 ya E L2P i=l ,..., N, a=N+l,..., N+M (2.17) 
In the adjoint representation we then have 
(adX,)i, = fhkj, l<h,i,k,<N, o 
otherwise, 
bdYeL~ = g’a’ 
N+l<e,a,b<N+M, 
0 
othetise 
(2.18) 
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Thus, the adjoint representation, in the appropriate basis, consists of block 
diagonal matrices. In other bases it will be decomposable (rather than already 
necessarily decomposed). Elements in the center C(L) are represented by 
zero matrices (which are trivially block diagonal). 
Conversely, let ad be decomposable as a set of matrices. By conjugacy 
(change of basis in ad) we can transform ad into the form (2.18). The 
commutation relations of (2.18) are those of (2.17); hence L is decomposable. 
n 
An important special case of a decomposable Lie algebra is one that 
admits a central decomposition, i.e. one that has a central component in the 
decomposition: 
L = L,@L,, [L,, LJ = 0, [L,, L,] G L,, [L,, L,] = 0. (2.19) 
In other words, one of the components, say L, in (2.16), is abelian. 
THEOREM 2.4. Zf a central decomposition of L exists, then it can be 
obtained by directly decomposing the factor algebra according to 
where C, is defined as a complement of C(L)n D(L) in the center C(L) of 
L: 
C(L) =C,@C(L)n D(L), C,n D(L) =O, (2.21) 
and where, quite generally, we denote by C,/D(L) the set of all cosets 
mod& D(L) that are represen_ted by the elements of C,. In turn L,/D( L) is 
a complement of C,/D(L) s C,= L, in L/D(L), where L, contains D(L). 
Proof Since both the center C(L) and the derived algebra D(L) of L 
can be formed componentwise, 
C(L) = ~u&aJ,), D(L) = D(L,)@D(L,), (2.22) 
it follows that in the case (2.19) we have 
C(L,) = L, G C(L), D( L,) = 0, D(L) = D( L,). (2.23) 
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Hence 
Conversely, if (2.24) is satisfied, then a nonzero central algebraic component 
can be split off from L. Indeed, from (2.24) we have 
C(L) f-7 D(L) # C(L), (2.25) 
and hence there exists a complementary subalgebra C, of C(L) such that 
C(L)=C,eC(L)nD(L), C,flD(L)=O. (2.26) 
It follows that we have (2.20) where L,/D(L) is a complementary F-linear 
subspace of L/D(L), such that L, is an F-linear subspace of L containing 
D(L). We thus obtain the required decomposition (2.19) with C, = L, 
satisfying (2.23) and 
W,) c w%)~ n (2.27) 
The above construction provides the required decomposition with a 
central component L,. Neither L, nor L, is unique, but both are unique up 
to a central automorphism of L, i.e. an automorphism OL of L over F for 
which 
(a- l,)(L) G C(L). (2.28) 
Once a maximal central component of an algebra L is removed, the 
remaining problem is the following one. Given a finite dimensional Lie 
algebra L satisfying 
C(L) G D(L), (2.29) 
how does one decide whether L is decomposable, and if it is, how does one 
obtain an algebraic decomposition? The task is facilitated by the following 
result. 
THEOREM 2.5. Cbmider a Lie algebra L of finite dimension N over the 
field F, sati.&ing condition (2.29). The factor algebra Q = A/J(A) of the 
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centralizer A = C,(ad L) of the adjoint representation of L in R (the ring of 
all matrices in FNxN) over its Jacobson radical J(A), is abelian. 
Proof. With no loss of generality we can assume that the ground field F 
is a splitting one. Indeed, if Q is not commutative and F is not splitting, we 
extend F to a splitting field E such that the algebra 
Q=hQ 
F 
either is isomorphic to the algebraic sum of finitely many rings of matrices 
over E or, in case F is of prime characteristic and the center of Q is not 
separable over F, the factor ring of Q over its radical is isomorphic to the 
algebraic sum of finitely many rings of matrices over E. But in either case at 
least one of the rings of matrices is of degree larger than 1. This means that 
the factor algebra of Q over its radical contains an E-subalgebra Q1 isomor- 
phic to E2x2. 
We observe that the transition from F to E preserves the concepts of Lie 
algebra, finite dimensionality, adjoint representation, and centralizer, as well 
as the assumptions made on L, which is to say that 
is a Lie algebra of finite dimension n over E with adjoint representation 
adL=l,eadz 
F 
and centralizer 
Moreover we have 
C,-.X,(ad z) = E 8 CFmX.(ad L). 
F 
C(E) = E B C(L), D@)=E@D(L), 
F F 
so that the assumption that C(L) c D(L) implies that C(z) c D(z). 
From here on we assume that the field F is a splitting one and that the 
factor algebra of CrOX,(ad L) over its radical contains an F-subalgebra Q1, 
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isomorphic to F2x2. It is known that matrix algebras can be lifted [12], so 
that CFnxn(ad L) itself contains an F-sublagebra Qr isomorphic to F2 x2. In 
other words, Qi has four basis elements eik over F with the multiplication 
rule of the matrix units of degree 2: 
eikers = ‘kreis¶ i, k,r, s = 1,2. (2.30) 
We shall see that this assertion, following from the noncommutativity of Q, 
leads to a contradiction. Indeed, there holds the decomposition 1, = e,, + eB 
+ (1, - e,, - ezz) of 1, into the sum of three orthogonal idempotents (possi- 
bly with In-e,,-ee, = 0). It follows that the Lie algebra L can be 
decomposed into the direct sum of three ideals: 
L = L,@L,@L,, L,=el,L, L,=e,L, L,=(l,-e,,-e,)L, 
(2.31) 
of which at least the first two are not empty. Moreover, L, and L, are 
F-isomorphic and the mappings 
IF,,: L, --, L,, f?f21: L,+ L, 
Z12(4 = e12x, ~221(ii)=e21v (3C”EL2, GE-%) (2.32) 
realize the isomorphism. In view of the assumptions made, L, and L, are 
nonabelian. Hence L, contains two elements, x and y, for which [x, y] # 0. 
On the other hand, we have [L,, L,] = 0, [x, e,,y] = 0, [x, e,,y] = 
(ad x)e,r(y) = e,,(ad r)y = e,,[x, y]. Hence e2i applied to [x, y] from the left 
is 0. But the restriction of es1 to L, is the F-isomorphism Es1 of L, on L,, 
which implies that [x, y] = 0, a contradiction. Thus we have shown that Q is 
commutative. n 
Let us now assume that an F-basis of A = C,(ad L) is given: { a i = l,, 
a,,..., a,}. It is a task of linear algebra to transform to a new F-basis 
P’b. 
x,, b r ,..., b,,}, v+p=.s, where {xi ,..., xy} form a basis of the 
ace son radical J(A). The complementary basis elements b,, . . . , b, give rise 
to an F-basis for the factor algebra Q = A/J(A): 
bi = bJJ(A). (2.33) 
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The basis of J(A) is obtained in the form 
.+~&,,,, i-1 ,..., lJ, w34) 
where the s-tuples {&i, . . . , &,} form a solution basis of the system of linear 
homogeneous equations 
lgigs, (2.35) 
for the unknowns [r,. . . , 6,. 
We choose the complementary basis elements b,, . . . , b, in such a way 
that 
b, = I,, Trb,=O, 2gi6~. (2.36) 
We can establish a trace function on the factor algebra Q by using some 
faithful representation of Q, e.g. by setting szi 3 Tr bi, 1 Q i < ~1. We shall 
use this procedure. Use here is made of Dickson’s theorem on the existence of 
a representative algebra [13]. We thus arrive at the traceless part of Q, 
namely 
Qo= {&,...,&}. (2.37) 
We shall distinguish between absolutely indecomposable Lie algebras and 
indecomposable, but not absolutely indecomposable ones. The Lie algebra L 
is defined to be absolutely indecomposable if and only if it is indecomposable 
and stays indecomposable after any extension E of the field of reference F. 
A convenient criterion of absolute indecomposability is given by the 
following theorem. 
THEOREM 2.6. The finite di men&ma1 Lie algebra L of zero cham&ri.s- 
tic is absolutely indecomposable if and only if the traceless ubalgebra A, of 
the centralizer algebra A = C,(ad L) of the adjoint representation of L is 
closed under multiplication. 
Proof. It follows from Theorems 2.1 and 2.3 that the absolute indecom- 
posability of L is tantamount to the nonexistence of nontrivial idempotents in 
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any extension algebra E@A. Since idempotents can be lifted modulo nilpo- 
tent ideals [12], the absolute indecomposability of L is also equivalent to the 
nonexistence of nontrivial idempotents in any extension algebra E@Q, where 
Q = A/J(A) is the factor algebra of A over its Jacobson radical. From now 
on, without loss of generality, we assume that the ground field is algebraically 
closed. In view of Theorems 2.2 and 2.5 we then have 
Q= &, PEZ”, (2.38) 
where E,, . . . , E, are F-isomorphic to the field F. In case F is of zero 
characteristic, the absolute indecomposability of L is equivalent to the 
condition p= 1 in (2.36). The traceless part of Q is now 
x~EE~& i TrXi=O 
i=l 
(2.39) 
and Q. is a subalgebra of Q. 
Indeed, if Q. is closed under multiplication, then p > 1 is impossible 
because we have 
Tr l& = ?li 
for some natural number ni and therefore 
n2l.E 1 - ‘&,E Qo, 
( n21E, - n,l,p)2 =n”21E, + n:lEz, 
(2.40) 
(2.41) 
Tr ( n21E, - n,l,J’ = n$r + ntn2 E Z ‘O, 
a contradiction. 
Conversely, if p = 1, then E, is already of dimension 1 and cannot have 
any nontrivial subalgebras. W 
It should be pointed out that in order to apply Theorem 2.6 it is not even 
necessary to compute the radical J(A) of the centralizer algebra A. This 
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computation is however necessary for investigating decomposability (as op- 
posed to absolute decomposability) of L and to perform a decomposition 
when one exists. 
In view of the fact that Q is an algebraic sum of finitely many fields and 
that idempotents can be lifted modulo nilpotent ideals, it follows that L is 
indecomposable if and only if Q is a field. In case F = C this condition is 
equivalent to 1_1= 1, as stated above. 
In case F = R the condition is equivalent to either p= 1 or 
p==2, &2=X& 2 1, and X<O. (2.42) 
This is because E, = C is the only possibility for indecomposability which is 
not absolute. 
In case F is any field of zero characteristic, the condition for indecom- 
posability is best expressed in terms of a primitive element b of Q, i.e. an 
element of Q with minimal polynomial of degree ~1. That such an element 
exists and can be formed with near 1 probability by random choice from the 
2” - 1 linear combinations 
i &+O (.si=Oorl, 1GiGl-l) 
i=l 
(2.43) 
is shown by the method established in Reference 15. 
With the help of a primitive element & we find L to be indecomposable if 
and only if the minimal polynomial m~,( t ) E F[ t ] of % [i.e. t$e manic 
polynomial mg of lowest degree in t over F for which q(b) = 0] is 
irreducible over F. On the other hand, if L is decomposable, then we know 
that there is a nontrivial factorization m-, = fi& of mg in F[t] such that 
f,, f2 are nonconstant manic polynomials in t over F. 
It follows from the semisimplicity of the commutative algebra Q that the 
polynomials f,, f, are mutually prime. We use this remark for the purpose of 
constructing a nontrivial idempotent of A in the following way. 
The minimal polynomial mb of a representative b of the residue class 5 
modulo the nilpotent ideal J(A) is of the form 
mb = fif2Y (2.44) 
where A = gcd(mb, x”), i = 1,2, so that gcd( fi, fi) = gcd(f,, f,) = 1. (V is 
the dimension of the Jacobson radical J(A).) 
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Hence by the Euclidean division algorithm we find two polynomials 
P,, Pz in t over F satisfying 
p1.c + pzfi = 1. (2.45) 
It follows that the matrices 
Pi(b)&(b) = ei (i = 1,2) (2.46) 
are two orthogonal idempotents of A. In other words 
e1= wM@) (2.47) 
is a nontrivial idempotent of A causing a nontrivial decomposition of L. 
In case we want to avoid the use of a primitive element we have the 
following alternative. 
THEOREM 2.7. Let F be of zero churacteristic. Let mg, be the minimal 
polynomial of the basis element bi of QO over F (1 -C i < p). Zf all mg, are 
irreducible over F, then L is indecomposable over F. Otherwise, for some i, 
there holds a factcnization 
mgi = f& (2.48) 
of rnz, into the product of two rumconstant manic polynomials FI, f, in the 
variable t over F. It follows that 
d(L, A) = 1. (2.49) 
Moreover, there holds the factorization 
mb, = fifi, fi=f&‘Qfi’), j=1,2, (2.50) 
of the minimal polynomial mb, of bi over F into the product of two mutually 
prime rumconstant manic polyrwmiuls fi, fi in t over F. By the Euclidean 
division algorithm two polynomials P,, Pz in t over F are found satisfying 
P,fi + PA = 1. (2.51) 
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Pl(bi)fl(bi) (2.52) 
is a nontrivial idapotent of A causing a nontrivial decomposition of L. 
Proof. The second part was already explained above for b in place of bi. 
In regard to the first part we remark that the irreducibility of ail minimal 
polynomials mgi (lx i < p) implies that 
bi= i gij (gij~ Ej, lg j <p), 
j = 1 
where 
m&,(gij)=o (l< j<p), 
(no summation over i); hence the regular trace of bij from Ej to Fl, equals 
hl, with X in F independent of j. As a matter of fact A equals the ;>roduct 
of tb e negative second highest coefficient of mg, and the quotient of the 
degree of E j over FIEI and the degree of mg,. Hence 
Trbij = njX, O=Trbi= i njX=h i nj, 
j=l j=l j=l 
so we have A = 0. Thus it follows that every component bij has zero trace. 
Since b 2,. . . , b, provide an F-basis of the traceless subspace Qo, it follows 
that for every element of Q. the trace of every component is zero. But if 
p > 1, then there is the element nsl, - n,l, of Q. which has two compo- 
nents with nonvanishing trace, a cont2adictiorL 
It follows that p = 1, and L is indecomposable. n 
The results of this section can be summarized as an algorithm that serves 
as the basis of a PASCAL, program [16] for establishing indecomposabihty of a 
Lie algebra L of finite dimension N over a field F of characteristic zero. We 
restrict the description to the cases F = C or F = R. The existing program 
[16] deals with the latter case. 
Step 1. Remove the maximal central component of L, if one exists. This 
is done using Theorem 2.4 and more specifically Equations (2.20) and (2.21). 
From now on assume C(L) c D(L). 
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Step 2. Determine the N X N matrices of the adjoint representation of 
L, and find the centralizer A = C,(ad L) of the adjoint representation in 
R=FNxN. Choose a basis for A in the form {ul=lN,u2,...,a,} with 
Tra, = 0, 2 < i < s. Denote by A,, the traceless subset of A: A, = 
{a s,...rQs}. 
Step 3. Determine whether L is absolutely indecomposable by calculat- 
ing the traces of the products uiuk, 2 B i, k < s. The algebra L is absolutely 
indecomposable if and only if 
Traiak = 0, 2 < i, k Q s. (2.53) 
If F = C and (2.53) holds, then L is indecomposable. If (2.53) does not hold, 
or if F = R, proceed further. 
Step 4. Determine the Jacobson radical J(A) using the definition (2.7) 
(for S=A). Choose a basis xi,..., xv for ](A) and a complementary basis 
b 1,. . . , b, as in (2.36). If F = R and p= 2, then verify whether the relation 
bt=kbl [modJ(A)], k < 0, (2.54) 
holds. If (2.54) does hold, then L is indecomposable but not absolutely 
indecomposable. In all other cases the algebra L is decomposable and we 
proceed to decompose it. 
Step 5. Run through the basis elements b,, . . . , b, until one is found with 
a reducible minimal polynomial as in (2.50). Call this element b,. We now 
have a nonnilpotent traceless matrix b, in C,(A). Using the invariant factors 
of b,, or the rational roots theorem, and if necessary a more powerful 
factorization procedure, factor the minimal polynomial mb into two mutually 
prime nonconstant polynomials fr and fs, as in (2.50). They will satisfy 
(2.51), and the matrix 
(2.55) 
is, up to a scalar factor d, a nontrivial idempotent, i.e. 
M’=dM [mod](A)]. (2.56) 
Step 6. Perform a change of basis that diagonalizes M and realizes the 
decomposition of L. This is done using a matrix G obtained by placing the 
row space of M in its first r rows and the row space of M - d 1 in the last 
N- r rows. Thus columns I,..., r and r + l,..., N of G-i are the bases of 
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the eigenspaces of M corresponding to the eigenvalues d and 0, respectively. 
The new basis of L is then given as 
e( = G/ei. (2.57) 
Step 7. We have decomposed L into the direct sum of two algebras, L, 
and L,. Repeat the algorithm, starting at step 2, for each component and 
continue until we arrive at a decomposition into indecomposable compo- 
nents. 
To illustrate the decomposition algorithm, we consider a Lie algebra 
L= {e,,...,e,,} (2.58) 
of dimension 10 whose only nonzero commutation relations are 
[e,, es1 = 2ae,, [e4’ 4 = - (e, + e,), 
[e4,e6] =- (e,+e,), 
[e,,e,l =t?e, 
[es, e41 = Be,, 
[e4,elol =-e,, 
[es, e6] = e2, (2.59) 
[e,, e61 = Cl- ah, [e 5, e91 = 2e4, 
[e,, e7] = 2e,, [e,, e9] = 2e4, 
[e3,e9] =@+P)e,+Be,, [e9~e~ol = - (e, + 4. 
Note that the structure constants of L depend on two arbitrary real parame- 
ters (Y and j?. Using the PASCAL program [16] we find that the dimension of 
A = C,(ad L) is p= 3 and its Jacobson radical J(A) is zero. Thus the space 
Q = A /.J( A) is subtended by the basis 
where b, and b, are nonnilpotent and traceless. In particular 
b2 = -I%, - E,,, - E4.9 - @,,,, + E,,,, + E,,,) - J%o,~ (2.61) 
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[where Ei,j is a matrix whose only nonzero entry is a 1 in position (i, j)] has 
minimum polynomial 
m&q = P- 2x = (P- 2)h (2.62) 
where fi(h)=X2-2 and &(h)=X are mutually prime. Applying the ex- 
tended Euclidean algorithm to obtain p,(h) and p2(X) as in (2.45), we find 
-:(P-2)++, (2.63) 
in other words, pi(X) = - i and p2( X) = X/2. The idempotent matrix M is 
determined by substituting b, into the first term on the left side of (2.63). 
That is, 
M=~,(b,)fdb,)= -#-2) 
=diag(l,1,1,0,1,1,1,0,0,0)-(PE,,,,+E,,,+E,,,). (2.64) 
[In this example, no fractional expressions appear in M. If any occurred, they 
could have been removed by multiplying (2.63) by the appropriate scale 
factor d, in this case 2, before proceeding.] The rank of M is 6, indicating 
that its characteristic polynomial is (h - l)‘A4. Constructing the matrix G of 
step 6 by placing the row space of M in its first 6 rows and the row space of 
M - l,, in its last 4 rows, we obtain the following change of basis: 
L= {e;,...,e;,} 
= {e,,e2,e3-rBe,o, e,-ee,,e,,e,,e,+e,,e4,e,,e,,}. 
We find that L decomposes into the algebraic sum 
L=L,@L,= {e; ,..., e,l}@{e; ,..., e;,}. 
The nonzero commutation relations of L, are 
[e;, e;] = 2ae;, [e,1,e;] =(a-l)ei, 
[e&e;] =e;, [e;, e;] = (1 - a)e;, 
[e;, e,1] = 2e,‘, [ei,e;] =ei, 
(2.65) 
(2.66) 
(2.67) 
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while those of L, are 
[e$,e;] = -2e;, [e$,e;,] = -e$, 
[ e,l, ei] = - e;, [e;, ,e,1] = -eA. 
(2.68) 
Is the decomposition (2.66) complete? We remark that if the same 
algorithm is applied to both the algebras L, and L,, then we find dim(Q) = 1 
and 2 respectively. Thus L, is indecomposable, since the identity 1, is the 
only basis element of Q, while for L, we obtain 
b,2 - 2b, = 0, b, = 1,. (2.69) 
Comparing this with (2.54) we see that k = 2 > 0, indicating that L, is 
decomposable over R (and C). However the program [16] fails to determine 
the necessary change of basis, since 
?nb,(h) = A2- 2 (2.70) 
has no rational factorization. It is of course a simple matter to factorize (2.70) 
by hand (X = f fi) and to complete the decomposition without the aid of a 
computer. 
The program [16] stores and prints all polynomials which have been 
assumed not to vanish during the computations. For this example two such 
polynomials, (Y and (Y - 1, are of note, since their roots, 0 and 1, lead to a 
decomposition of L,. If (Y = 0, the central component CC(L) = CC(L,) = e, 
= ei would be split off before applying the method of idempotents. If (Y = 1 
then the method of idempotents would split L, into two smaller components 
of dimension 3 each: 
L,=L,,@L,,= {e;,e;,e,I}@{e;,e;,e;}. (2.71) 
A somewhat similar example arises in the study of hidden symmetries and 
accidental degeneracy for a spin i particle in the field of a dyon [17]. It is a 
Lie algebra of dimension 9 with basis { Jj, Aj, SU}, j = 1,2,3. Taking the 
commutation relations given in Reference [17] and defining 
L= {ej=iJj, e,+j=iAj7 e6+j=iQj}, j = 1,2,3, i=J-1, 
(2.72) 
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we obtain a real Lie algebra L with commutation relations 
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(2.73) 
[%+i,%+j] =%jkee+k* 
where the indices i, j, and k range over 1, 2, and 3 and qjk is the 
completely antisymmetric tensor with &123 = 1. The real parameters (Y and p 
correspond to 2H and l/q, respectively, in [17]. Using the program [16] to 
decompose L, we obtain dim A = 3, dim J(A) = 0, and p = 3. One of the 
matrices b, of Q has the minimum polynomial 
m&)=A3++2(fx-/32)X, (2.74) 
from which the following idempotent is determined: 
M = i - ‘Ei e+i + $Es+i,e+i + Ee+i,e+i* 
a! ’ I (2.75) i=l 
The rank of M is 3, and after the change of basis 
L= {e;,...,ei} 
= {e,,e,,e,,ffe,+e,,cye,+e,,lye,+e,,cYe,-pe,,ae,-Bes,cye,-pe,} 
(2.76) 
we obtain the decomposition 
L=L,@L,= {e;,e~,e;}CB{e~ ,..., ei}. (2.77) 
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The first component, isomorphic to o(3), is simple and indecomposable. 
When attempting to decompose L,, we obtain p = 2 and 
b,2 + (a - p’)b, = 0, (2.78) 
or equivalently, 
mb,(A)=x2+(a-p2). (2.79) 
Comparison with (2.54) yields the conclusion that L, decomposes over R 
only if k = p2 - a > 0. But even in such a case the program fails to decom- 
pose L,, since (2.79) cannot be rationally factored for generic values of 
(a, j3). For the special case OL = p2 the entire computation must be redone, 
since (2.74) becomes the minimal polynomial of a nilpotent matrix, no longer 
belonging to Q. For /-12 - (Y > 0 the algebra does decompose over R, as shown 
in [17], and the entire algebra L is isomorphic to the direct sum of three o(3) 
algebras. For p2 - (Y < 0 the algebra L, in (2.77) is indecomposable [and 
isomorphic to o(3, l)]. Redoing the calculation for (Y = p2, we again find that 
the second component in (2.77) is indecomposable [it is isomorphic to the 
Euclidean Lie algebra e(3)]. 
The above two examples illustrate the decomposition algorithm and also a 
difference between the algorithm and the corresponding PASCAL program 
[16]. To use the algorithm, any factorization of rrzb, will suffice. The program 
only finds rational factorizations. 
The algorithm described above is efficient if the dimension v of J(A) is 
not very large. If Y is large, then a faster algorithm recommends itself. It is 
based on the following theorem. 
THEOREM 2.8. Let L be a finite dimensional Lie algebra over the field F 
for which C(L) c D(L); let 
A=C,(adL), J(A)= 2 Fai, 
i-l 
P 
A=J(A)+ c Fb,, (bi=l,, N=dim,L), 
i=l 
Q=A/J(A)= 5 Fbi, (bi=bi/J(A)> l<i</~). 
i-l 
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(a) The minimum polynomial mgi of gi in the commutative semisimple 
factor algebra Q is derived from the minimum polynomiul mb, of the matrix 
bi by making mb, squure j+ee over F. This is done by removing the greatest 
common divisor with the derivative and, in case of characteristic p > 0, 
replacing pth powers dividing mb by the basis in case the derivative turns 
out to be zero (repeatedly if necessary). 
(b) Zf p = 1 then L is absolutely indecomposable. 
(c) Assuming the availability of a polyrwmial factorization algorithm 
over F as well as the inequality p > 1, we proceed to factor the minimum 
polyrwmiul of bi over F into the product of distinct rrwnic irreducible 
polyrwmiuls Aj over F according to rngi = Il~~l~j, Ki E Z’O, 1 c i. Set 
-tj= h fib, jfi‘h. - , 
(d) There is the descending ideal chain 
L 3 ij( b,)L I . . . 3 @(bi)L = &+l(bi)L = Lij 
of L such thut there holds the decomposition L = @f(llLii into the direct 
sum of nonzero id.euls. Correspondingly there obtains the algebraic &corn- 
position A = @i!~lAi, of A into the associative algebras 
Aij = &j( bi)A, 
isomorphic to the centralizer akebra of the adjoint represent&ion of Lij. 
Similarly, for any ideal M of L there is the descendin.g ideal chuin 
( K*jEZ'O, 1 d K,j Q v) 
of L such that there holds the decomposition M = ejK: ,Mrj of M into the 
direct sum of ideals of L. Corre+wndingly there obtains the algebraic 
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decomposition 
of the centralizer A’ of the adjoint representation of M into the associative 
algebras 
A:j = f,‘~~j(ad,(b,)/M)A’, 
isomorphic to the centralizer algebra of the adjoint representation of Mij. 
(e) Any two algebraic decompositions 
L= ; Li= ; L;, 
i=l i’s 1 
refine to the algebraic decomposition 
K K’ 
L = @ @ Li n L;? 
i=l i’=l 
of L. Denoting by 
A = ; Ai = & A’., 
i-l i’-1 
the corresponding algebraic decompositions of A such that Ai is isomorphic to 
the centralizer algebra of ad Li and A;, is isomorphic to the centralizer 
algebra of ad L:,, then there holds the corresponding algebraic decomposition 
K K’ 
A= @ @ A,nA;, 
j-1 j’=l 
of the centralizer algebra. 
(f) Let L = CB~K,~L, be an algebraic decomposition of L. For any element 
b of A the application of b to Li results in an element b/L, E C,(ad,(L,)) = 
Ai of the centralizer algebra of L,. The minimal polynomial rnb,= is a divisor 
of m,,. In case the square j%ee part of mb,L bus degree equal to the 
Fdirnenkm of A,/J(A,), it follows that L, is algebraically indecomposable. 
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(g) All nonzero components of the algebraic decomposition 
K, 
L= t$ @ L,jznL,j3nea 
i=2 j,=l 
. n Lpi 
P 
are algebraically indecornposabb. 
The proof of Theorem 2.8 hinges on the basic assumption that C(L) G 
D(L) by which uniqueness is assured, and on the methods used in the proofs 
of the earlier theorems. 
3. THE LEVI DECOMPOSITION OF A LIE ALGEBRA 
A fundamental theorem due to Levi [18, 9, lo] states that for an arbitrary 
finite dimensional Lie algebra L over a field F of characteristic zero it is 
possible to construct a semidirect sum decomposition 
L= RTS. (34 
Here R = R(L) is the radical of L, i.e. the maximal solvable ideal, and S is a 
semisimple Lie algebra. The radical is unique and basis independent. The 
complement S is isomorphic to the factor algebra L/R(L) and is unique up 
to automorphisms of L. 
In other words, given a basis of L, say {a,, . . . , aN }, it is always possible 
to find a new basis 
{ rl,r2,...,rp,s1,~2,...~ SO,)* p+a=N, (3.2) 
such that R = { r,, . . . , rp }, S = { sl,. . . , s, }, and the commutation relations 
are such that 
[R,R] CR, [S,S] =S, [R,S] CR. (3.3) 
The question that we address here is: how does one find a convenient 
change of basis that realizes the Levi decomposition? Notice that a Levi 
decomposition can be performed for both decomposable and indecomposable 
Lie algebras. From the point of view of identifying a Lie algebra L, it is 
usually preferable to first perform a direct decomposition into indecompos- 
able components and then construct a Levi decomposition for each compo- 
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nent. 
Since the factor algebra L/R(L) z S is semisimple and hence per&t 
[i.e., the derived algebra D(S) satisfies D(S) = S], we have 
R(L)+ D(L) = L. (3.4) 
From (3.4) we derive the F-isomorphism 
W) / P(L) n W41 = L/W) (3.5) 
and hence dim,D(L)/[D(L)n R(L)] = N- p = (I. 
The problem of obtaining a Levi decomposition is one of linear algebra 
and is particularly simple in the case when the radical R(L) is abelian. We 
shall reduce the general case to the abelian one and also decrease the 
dimensions of the involved systems of equations as much as possible. We 
proceed by steps. 
Step 1. Find the radical R(L). This is a simple problem of linear 
algebra, since we can use the property [lo] 
R(L)= {xELIK(x,y)=OforallyE~(L)}, (3.6) 
where K(x, y) is the Killing form 
K(x,y)=Tr[(adr)(ady)l. (3.7) 
If L = R(L), then L is solvable and S = 0 in (3.1). If R(L) = 0, then L = S is 
semisimple. In both cases the Levi decomposition is trivial. 
Step 2. If 0 # S # L, we calculate the derived series of L: 
D(L) = [L, L], D2(L) = [D(L), W)], 
@+1(L) = [P(L), P(L)],... (3.8) 
till we arrive, after a finite number of steps, at a perfect Lie algebra 
P+‘(L) = Ilk(L), P(L) # P’(L). (3.9) 
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If we know the Levi decomposition of ok(L), i.e. 
Dk(L) = R( Dk( L))gS, (3.10) 
then we obtain the Levi decomposition of L by extending the F-basis 
{rr,..., rPI} of R(Dk(L)) to an F-basis of R(L): {r,, . . . , rPj, r,,+r,. , . , rp}. 
Step 3. From now on we assume that L is perfect and consider two 
cases separately, namely that of an abelian and a nonabelian radical, respec- 
tively. If R(L) is abelian, the problem is a simple task of linear algebra, 
solved below. Let us first reduce the case of a nonabelian radical to that of an 
abehan one. We have 
L=D(L), D(R(L)) # 0. (3.11) 
Choose an F-basis for L in the form 
(3.12) 
where {rr,..., rP,} is a basis for D(R( L)), { rpT+ 1,. . . , r,} for a complement of 
D(R(L)) in R(L), and {~,+,,...,_a~} for a complement of R(_L) in L_ Next, 
we c~struct the factor algebra L = L/D(R( L)) satisfying L = D(L) and 
D( R( L)) = 0. We have dim L = N - p’ < N and the commutation relations 
forz areobtainedbysetting rr= .** = rPj = 0 in the commutation relations 
for L. Using the method described below (for abelian radicals), we obtain the 
Levi decomposition 
- -- 
r,=R(L)@S (3.13) 
of I;. From the residue classes in S we construct elements of L and obtain a 
proper subalgebra of L, namely 
L,= D@(L))+ S,, (3.14) 
satisfyingdimL,=N-p+p’<N.If D(R(L))isabehan,weobtainaLevi 
decomposition of L,; if not, we recurse until, after a finite number of steps, 
we arrive at an algebra L, with an abelian radical. For it we obtain 
L, = R( Lk)S. (3.15) 
The Levi decomposition of L is then (3.1) with S as in (3.15). 
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Step 4. Finally, let us consider the case of an abelian radical. We have 
p’ = 0 in (3.12), and the commutation relations for L are 
(3.16) 
We now replace the basis elements a, by 
si = a, + XipTp (3.17) 
and require that the si form a Lie algebra: 
[Si, Sk] = &. (3.18) 
Equations (3.16)-(3.18) imply that the unknown coefficients xip must satisfy 
a system of inhomogeneous linear equations 
Summation over repeated indices over the appropriate ranges is understood 
throughout. The system (3.19) involves p(N - p) unknowns xia and 
(N - p)( N - p - l)p/2 equations. It follows from Levi’s theorem that the 
system is compatible and that a solution set xi0 can always be found. It is 
actually possible to solve (3.19) explicitly and analytically, making use of the 
second order Casimir operator of the factor algebra S = L/R(L) [lo]. From 
the calculational point of view we have found it preferable to solve (3.19) 
directly in each specific case. 
A computer program written in PASCAL is available that realizes the Levi 
decomposition for Lie algebras over F = R [ 191. 
As an example illustrating the concepts and methods described above, 
consider the “optical Lie algebra” opt(2,l). This a seven-dimensional subal- 
gebra of the de Sitter algebra o(3,2), leaving a two dimensional isotropic 
vector space invariant [20]. We use a standard basis, in which the Levi 
decomposition is already manifest, and denote the basis elements 
{ W, K,, K,, L,, M, Q, N }. Th e commutation relations are summarized by 
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the following table: 
W K, K, L, M Q N 
w 0 0 0 0 iM ;Q iv 
K, 0 0 -L, -K, -iM :Q 0 
K, 0 L, 0 K, iQ iM 0 
(3.20) 
L, 0 K, -K, 0 -$Q ;M 0 
M -+M ;M -;Q iQ 0 -N 0 
Q -;Q -iQ -;M -+M N 0 0 
N -N 0 0 0 0 00 
Step 1 is to calculate the radical R(L) for L = opt(2,l). Using the 
formulas (3.7), (3.8) (or simply the definition), we find R(L) = { W, M, Q, N }. 
Hence, 0 + R(L) # L. 
Step 2 consists of finding the perfect subalgebra of L in the derived 
series. L itself is not perfect, but D(L) = {K,, K,, L,, M, Q, N} is. From 
now on we denote L’ = { K,, K,, L,, M, Q, N } and find its Levi decomposi- 
tion. We have R(C) = {M, Q, N }. This radical is not abelian, since its 
derived algebra is D( R( L')) = { N }, 
In step 3 we reduce to the case of an abelian radical by considering 
the fact? algebra z’ = L'/D(R( L')). This is an algebra with basis -- 
{ K,, K,, L,, M, Q } with commutation relations obtained from (3.20) by 
omitting the columns and rows corresponding to W and N and setting N = 0 
in the commutation relations. The radical R(L) is easy to determine, and the 
Levi decomposition is 
- -- 
Z=R(L)aaS, 
-- 
R@)={M,Q}, s= {K&Z;,}. 
The subalgebra L, c L of (3.14) is 
L,= {N}~{K,,K,,L,}, (3.21) 
and (3.21) is already a Levi decomposition of L, with { N } as the radical. 
We now add to (3.21) the previously obtained parts of the radical R(L), 
namely {M, Q} and {W }, to obtain 
L={W,M,Q,N)%{K,,K~,L,). (3.22) 
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Note that the procedure and result would have been exactly the same if 
we had initially jumbled up the basis used in (3.20). Only the intermediate 
calculations would have been more complicated. 
4. THE NILRADICAL OF A LIE ALGEBRA 
The aim of this section is to present an algorithm by means of which it is 
possible to explicitly calculate the maximal nilpotent ideal of a finite dimen- 
sional Lie algebra L over a field of characteristic zero. This algorithm serves 
as the basis for a PASCAL program [21] that constructs a basis of the nilradical. 
This algorithm differs from previously known (and programmed) ones [22] in 
that it is completely rational: it requires no irrational operations such as 
eigenvalue calculations. 
We first present a series of results that underlie the algorithm. Some of 
them are known, some are new. The general results are not necessarily 
restricted to fields of characteristic zero, nor to finite dimensions, and are 
often formulated in terms of Lie rings. 
DEFINITION 4.1. The nilradical NR(L) of a Lie ring L is the sum of all 
nilpotent ideals of L. 
LEMMA 4.1. The sum of any two nilpotent ideals A, and A, of the Lie 
ring L is a nilpotent ideal of L. 
Proof. See Reference 10. 
COROLLARY. Zf there is a m&mum among the nilpotent ideals of L, 
then it is unique and equal to N&L). 
LEMMA 4.2. For any s&ring S of L we have 
NR(L)nScNR(S). (4.1) 
Proof. See Reference 10 for a proof. n 
Notice also that the equality sign in (4.1), instead of the _C sign would, in 
general, not be appropriate. Indeed, consider the example of the two dimen- 
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sional nonabelian Lie algebra { e,, e, } with commutation relation 
[e,,e,l =e,. (4.2) 
The nih-adical is NR(L) = Fe,. Consider the subalgebra S = Fe,. We have 
NR(L)nS=OcNR(S)=S. 
LEMMA 4.3. Fur any epimorphism E : L + L’ we have 
E(NR(L))G NR(L'). (4.3) 
Proof. For any nilpotent ideal of L we have 
[LX1 GX, X"=O, nEZ’O. 
Upon application of E we have 
[L’,&(X)] GE(X), E(X”)=O. 
Hence E(X) is a nilpotent ideal of L’, and hence s( L’) c NR( L’). n 
Note that the equality sign alone in (4.3) would be inappropriate. Indeed, 
consider the algebra (4.2) again and take L’ = Fei (ei # 0). We have E : L + 
L’, E(el) = e;, e(e2) = 0, and hence s(NR( L)) = E(Fe,) = 0 c NR( L’) = L’. 
For our purposes an important corollary of Lemma 4.3 is that for any 
ideal X of L we have 
NR( L)/X G NR( L/X). (4.4) 
LEMMA 4.4. The nilradical of a Lie ring L is nilpotent if and only if 
among the nilpotmt ideals of L there is a maximal one, i.e. if there exists a 
nilpotent ideal of L which is not properly contain& in any other nilpotent 
ideal of L. 
Proof. This is a consequence of Lemma 4.1. Moreover, for a finite 
dimensional Lie algebra over a field F Lemma 4.4 is trivial (the nihadicaI is 
always nilpotent). n 
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LEMMA 4.5. Zf L is a Lie algebra over the field F, then for any nilpotent 
ideal A of L ako the F-subalgebra FA of L is a nilpotent ideal. 
Proof. If A is any subring of L, then FA is an F subalgebra of L and 
(FA)’ = FA’, i E Z ‘O. Hence, if A’ = 0 then (FA)’ = 0. n 
As a consequence of Lemma 4.5 we find that the nilradical of L is an 
F-ideal. It is nilpotent if and only if among the nilpotent F-ideals of L there is 
a maximal one (if L is finite dimensional, then this is always so). 
Thus, the nilradical of a finite dimensional F-algebra L is the unique 
maximal nilpotent F-ideal of L. 
LEMMA 4.6. Let L be a finite dimensional Lie algebra over F. Then 
there exists an FL-composition series 
L=Lo3L,3L,3 *.. IL,=0 (4.5) 
of L, i.e. a chain of F-Lideals with the property that Li is maximal among 
the F-ZXeuls of L properly contained in L,_ i (1 Q i < s). The nilradical 
NR( L) is churacterized as the set of all elemmts x of L for which 
[‘Y Li_,] G Li, IgiGs. (4.6) 
Proof. We shall use the notation 
[ x,, x2,..., xj] = [x~9[x~,*e.*xj]]t 
defining multiple commutators recursively. 
Let us first assume x E NR( L). We have 
Li-12 Ai 3 [NR(L), Li_,] + Li 2 Li. 
If Ai + Li, then by construction Ai = Li_l. Hence 
[NR(L),NR(L), Li_,] + ~~ = [NR(L), Ai] + Li 
= [NR(L), Li_,] + Li=Ai=Li_l. 
(4.7) 
By iteration we have [NR(L),. . . , NR( L), Li_ J + Li = Li_ 1. On the other 
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hand, there exists a natural number n for which NR(L)” = 0; hence 
NR(L),L,_, 
I 
= 0, 
n times 
so that we obtain Li = Li _ i, a contradiction. Hence we find [NR( L), Li _ i] 
E Li for 1 d i Q s and (4.6) holds for x E NR(L). 
Conversely, let r E L satisfy (4.6). Thus x belongs to the intersection X 
of the F-ideals { y]y E L & [y, Li_,] c Li} for 1~ i < s. If X is not nilpo- 
tent, then there exists a nonnegative rational integer c(X) for which Xc(‘)+ ’ 
= Xc(x)+a = [X, X ‘(‘)+l] # 0. Moreover, among the ideals of L properly 
contained in X ‘(‘)+l, there is a maximal one, say Y; hence the factor module 
M = X”(x,+‘/y is an irreducible F&module. By the Jordan-Holder-Schreier 
theorem [14] the factor module M is F-L-isomorphic to one of the composi- 
tion factors L,_JL, and hence XM = 0, a contradiction. It follows that X is 
nilpotent, X c NR(L), and hence X = NR( L). n 
We have already seen that a finite dimensional Lie algebra L over the 
field F with a nilpotent ideal Z3 and nilpotent factor algebra L/B is not 
necessarily nilpotent. However, the following lemma provides a useful nilpo- 
tency criterion. 
LEMMA 4.7. LRt L be a finite di rrmkunul Lie algebra over the field F 
with a solvable F-ideal A and an F-id& B contained in A2. Then L is 
nilpotent if and only if L/B is nilpotent. 
Proof. If L is nilpotent then L/B is nilpotent. Conversely, let L/B be 
nilpotent. It follows that L/A2 is nilpotent. Hence the irreducible con- 
stituents of the Lie action of L on A/A2 are null. We have the F-L-operator 
epimorphism 
E: A/A2 8 A/A2 + A2/( A2)2, 
F 
e(a/A2@b/A2) = [a, b]/(A2)2, a,bEA. 
Hence the irreducible constituents of the Lie action of L on A2/( A2)2 are 
nuIl, and thus L/(A2)2 is nilpotent. Continuing the argument, we find that 
L/(( A2)2)2 is nilpotent, etc. Hence, L is nilpotent. n 
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THEOREM 4.1. The nilradical of a finite dimensional Lie algebra L over 
a field F of characteristic zero is invariant under any Fderivation d of L. 
Proof. If Theorem 4.1 is false, then there exists a counterexample L of 
minimal F-dimension such that d(NR( L)) p NR( L). Hence NR( L) contains 
a minimal F&ideal A # 0. We form the F-linear subspaces M, = A, M, = 
d(A)+ A,..., Mi+l= M,+d(M,), so that MI~Me~ ..., and there is an 
index k satisfying 
O=M,cM,cM,c... cM~=M~+~, d( Mk) G M,. 
We know already that M, is an ideal of L. We want to show that 
M,, Ms.,. . . , M, are ideals of L such that the factor modules M,/M, _ 1 are 
F-L-isomorphic to M,. Apply induction over i. Thus we can assume already 
that Mi = M, -l d(M,)i . . . -C djel(M1), 1~ j 6 i, are ideals of L such that 
the mapping 
‘pju = dj-l(u)/Mj_l (uEM~) 
is an F-Lisomorphism, and that i < k. Now we have Mi+ 1 = Mi + d(M,). 
For x of L, u of Mi we have 
[x,d(u)] =d([x,u])- [d(x),u] =d([x,u]) (modMi), 
d(M,_,) E Mi. 
Hence Mi+l is F-L-invariant, Mi + 1 is an F-ideal of L, and the mapping 
d: M,/M,_, + M,+,/M,, 
is an F-L-epimorphism. 
It is an isomorphism because M, is a minimal Lideal, so that M, is a 
simple F&module. Choosing an F-basis b,, . . . , b,,, of M, and choosing the 
F-basis 
b 1,..., b,,,,d(b,) ,..., d(b,) ,..., dk-‘(b,) ,..., dk-l(b,) 
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of M,, it follows that the adjoint action of a of L on M, corresponds to a 
matrix A(a) = (Ai,( with 
A&a) E Fmxm, where hik(a)=O if m>,i>k>l, 
A,,(a) = A,(a) = . . * = Akk(a), Aii(a) = 0 if 1 <i < m, 
a E NR(L). 
Moreover, the action of d on M, corresponds to the matrix 
A(d) = 
Hence 
0 0 * . * 0 A, 
1,o . * . 0 A, 
9 A,, A 2,...,hkEFmxm. 
A(d(a)) = b’W9 A(41 y 
b(a) = %2W7 
AM(a) = 3A,(a), 
Since F has zero characteristic, it follows that 
A,,i+r(a) =O if aENR(L), IgiGs. 
However, M, is d-invariant. If M, c L, then it follows from the minimal 
property of L upon restriction of d to an F-derivation of M, that NR( Mk) is 
d-invariant; hence 
M,E NR( L)nM,c NR( M,)=M,, M,cNR(L). 
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Using Lemma 4.6, it follows that NR( L)/M, = NR(L/M,). Again, it follows 
from the minimal property of L that 
d(NR(L)/M,) c NR(L)/M,, d(NR( L)) 5 NR( L), 
a contradiction. Hence M, = L. 
Using Lemma 4.6 again, it follows that NR(L) consists of all a of L for 
which hii = 0 (1 G i d m). Hence d(NR( L)) G NR( L), a contradiction. n 
THEOREM 4.2. Let L be a finite dimemionul Lie algebra over a field F 
of zero chumcteristic, let B be any F-ideal of L satisfying 0 c B c L, and bt 
M be the ideal of L containing B for which 
NR( L/B) = M/B (4.8) 
holds. We then have 
NR(L) = NR(M). (4.9) 
Proof. According to (4.3) we have 
NR(L) c NR(M). (4.10) 
By Theorem 4.1 we know that NR( M) is an ideal of L. By construction 
NR( M) is nilpotent. 
Hence 
NR(M) c NR(L). (4.11) 
But (4.10) and (4.11) imply (4.9). n 
DEFINITION 4.2. The sum of all solvable ideals of a Lie ring L is an ideal 
R(L) said to be the ru&caZ of L. 
Corresponding to Lemma 4.1 we have 
LEMMA 4.8. The sum of any two solvable ideals of L is a solvable ideal 
OfL. 
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To Lemma 4.2 corresponds 
LEMMA 4.9. For any s&ring of L we have 
R(L)nScR(S). (4.12) 
For the proof we remark that every element x of R(L) belongs to some 
solvable ideal of L. Equality does not always take place in (4.12). 
To Lemma 4.3 corresponds 
LEMMA 4.10. For any epimorphism E : L + L’ we have 
E@(L)) c R(L’). (4.13) 
Equality does not always take place in (4.13). For any ideal X of L we 
have 
R(L)/X c R(L/X). (4.14) 
Moreover, if X is solvable the following stronger statement is true: 
R(L)/X = A(L/X). (4.15) 
Corresponding to Lemma 4.4 we have 
LEMMA 4.11. The radical of a Lie ring L is solvable if and only if amg 
the solvable ideals of L there is a maximum, i.e. if there is a solvable ideal of 
L which is not properly contained in any other solvable ideal of L. 
Corresponding to Lemma 4.5 we have 
LEMMA 4.12. Zf L is a Lie algebra over the field F, then for any solvable 
ideal A of L also the F-subalgebra FA of L is a solvable ideal. 
Corresponding to Lemma 4.6 we have the following strong form of Lie’s 
theorem. 
THEOREM of Lie. Zf L is a finite dimen.&& Lie algebra over a field F 
of zero characf%rWc, then the radical R(L) is characterized as the set of all 
elements x of L with the property thut fbr each irreducible representation r 
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of j%nite degree we have 
[r(r), I-(L)] = 0. (4.16) 
As a mutter of fact the constituents of the adjoint representation suffice. 
As a corollary of Lie’s theorem we find that for finite dimensional Lie 
algebras over a field F of characteristic zero we have 
D@(L)) = [R(L), R(L)] G NR(L) (4.17) 
and moreover 
[R(L), L] c NR(L). 
As a consequence of Lemma 4.7 we find that 
NR( L)/( L2)2 = NR(L/( L”,“). (4.18) 
LEMMA 4.13. The radical of a finite dimensional Lie algebra L over a 
field F is characterized by means of repeated nilradical folrnation as follows: 
(N#( L) = NR( L), 
(NR)2(L) a M(L), 
(NR)~( L)/NR( L) = NR( L/NR( L)), 
(m)‘+‘(L) 2 (AR)‘(L), 
(NR)‘+‘(L)/(NII)‘(L) =NR(L/(NR)‘(LJ) (iEZ’O), 
(NR)‘( L) G (NR)~( L) G (NR)~( L) c . . . , 
UNR’( L) = (NR)~( L), 
R(L) = (N@“(L), 
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where we remark that there is always a first index j = j(L) for which 
(NR)~(L)= R(L) (4.19) 
and either j = 1 or else j > 1 with (NR)j-‘(L) c R(L). 
Corresponding to Theorem 4.1 we have 
THEOREM 4.3. The radical of a finite dimensional Lie algebra L over a 
field F of zero churacteristic is invariant under any Fderivation of L. 
Proof. This follows from Lemma 4.12 and Theorem 4.1. n 
DEFINITION 4.3. The center of a Lie ring L is the abelian ideal 
C(L) = {ZIZE L & [z, L] =o}, (4.20) 
using the same definition as in (2.1). It is contained in NR( L). Moreover, 
NR( L/C( L)) = NR( L)/C( L). (4.21) 
DEFINITION 4.4. The upper central series 
Cl(L) =C(L),..., c’+‘(L) &z’(L), c’+‘(L)/c’(L) =C(L/C’(L)) 
(4.22) 
is a series of ideals 
with the property that 
[L,c*+‘(L)] CC’(L) (i E z .O). (4.24 
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Moreover C’(L) is maximal among the ideals X of L for which 
[. 
X )..., X,L =o, 
. A 1 (4.25) 
i times 
and C’(L) is nilpotent. Again, 
C’(L) cNR(L), NR( L/C’( L)) = NR( L)/C’( L). (4.26) 
The union of the upper central series is the hypercenter 
P(L) = 6 P(L). (4.27) 
i=l 
The hypercenter of L satisfies 
Cm(L) G NR(L), NR( L/Cm( L)) = NR( L)/C”( L). (4.28) 
If L is a finite dimensional Lie algebra over a field F, then we have 
c-(L) =0’(L), j’= j’(L) EZ”‘, 
(4.29) 
0-1(L) c O’(L) if j’> 0, C( L/P( L)) = 0. 
LEMMA 4.14. Let L be a finite dimensionul Lie algebra over the field F 
satisji&g the co7u&ms 
(Ly = 0, (4.30) 
C(L) = 0. (4.31) 
Then we have 
C,(L2)= {x(xEL& [x,L2]=0} =L2. (4.32) 
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Proof. The centralizer C,(L2) of L2 in L is a representation space for 
the F&representation 
I: L + End,(C,(L2)), 
I-(x)(u)= [x,u] (xa UECL(L2)) 
with L2 in its kernel; hence I’(L) = L/ker I is the F-homomorphic image of 
L/L2, which means that r(L) is abelian. It follows that 
C,( L2) = M, + Al,, 
where Ma is the F-Linvariant subset of the elements of C,(L2) which are 
annihilated by some power of r(x) for each x of L, whereas the complemen- 
tary subspace A$, is the intersection of the F-Linvariant subspaces 
I( L)‘( C,( L2)) (i E Z ’ O). It follows that go c L2. However, since C(L) = 0, 
it follows that C(L) n MO = 0, MO = 0. Hence C,( L2) = 8, = L2. n 
The results of this section give rise to an algorithm for calculating the 
nih-adical of a finite dimensional Lie algebra L over a field F of characteristic 
zero. This algorithm is the basis of a PASCAL program that performs the 
calculation [21]. 
Step I. Determine the radical R(L) using the formulas (3.6), (3.7). In 
view of Lemma 4.2 we have 
NR(L) = NR(R(L)). (4.33) 
From now on we replace R(L) by L and assume that L is solvable. In view 
of Lemma 4.1 we can build up the nilradical gradually from smaller nilpotent 
ideals. 
Step 2. Calculate the ideals D(L) = [L, L] and D2( L) = [D(L), D(L)]. 
In view of (4.18) we obtain NR(L) from the nilradical of the factor algebra 
L/D2(L) by using 
NR( L)/D2( L) = NR( L/D2( L)). 
From now on we consider the algebra L/D2(L), i.e., we assume that L is 
solvable and its derived algebra D(L) = [L, L] is abelian: 
D(L), W)l = 0. (4.34) 
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Step 3. Calculate the hypercenter Cm(L) of L (see Definition 4.4). In 
view of (4.28) we obtain NR( L) from the nilradical of L/P(L) by using 
NR( L)/C=‘( L) = NR( L/Cm( L)). (4.35) 
We have thus reduced the problem of finding the nilradical of an arbitrary 
finite dimensional Lie algebra over a zero characteristic field to that of 
finding NR(L) for a solvable Lie algebra L satisfying (4.34) and 
C(L) = 0. (4.36) 
Step 4. Introduce a basis for the derived algebra D(L) of the solvable 
algebra L, satisfying (4.34) and (4.36). Extend this basis to a basis of L: 
D(L)= {ul ,...) u,}, L= {q, . . . . u,,r,,...>x,-,>. (4.37) 
Step 5. Choose a basis element of D(L), say ui, and an element of the 
complement, say xi. Define uoj = ui, ulj = [xi, uaj],. .., uij = [xi, uipl, j]. 
Thus generate a chain of elements in D(L), 
si= { ffOj> ulj>a"7 uij}) (4.38) 
such that the set is linearly dependent but the set Si _ i is linearly indepen- 
dent. Thus there exists a set of numbers akj E F, not all vanishing, such that 
uij + aljui-lj + . . . + aijuoi = 0. (4.39) 
Using the coefficients in (4.39), form the polynomial 
fi(q) = qi + alip + * * * + a,_l, jq + uij. (4.40) 
Proceed to step 6 if the last coefficient ui j satisfies ui j = 0, to step 7 if 
uij # 0. 
Step 6. We have ui j = 0; form the ideal 
Bl= [xjY D(L)] (4.41) 
and use (4.8). Thus, we must determine the nilradical of the quotient algebra 
L/B,, a lower dimensional task, then form the algebra M defined by 
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M/B, = NR(L/B,). Finally we must find NR(M) (dim M < dim L) and put 
NR(L) = NR(M). (4.42) 
Step 7. We have aij f 0; determine whether the polynomial f;:(9) is 
square free. If not, then find a nonconstant polynomial g j(9) that divides 
@9) and is square free. Form the ideal 
B,=g,(adrj)D(L). (4.43) 
In (4.43) B, and D(L) are to be interpreted as n X m matrices, and in D(L) 
each cohunn represents a basis element of the derived algebra, and g j(ad x j) 
is a square matrix in the adjoint representation. Proceed further as with the 
ideal B,, i.e, put M/B, = NR(L/B,), B2 _C M, NR( L) = NR( M). If the 
polynomial h( 9) is square free, proceed to step 8. 
Step 8. The polynomial fi(9) is square free and aii f 0. If j < n - m 
[see (4.3?)], replace j by j + 1 and return to step 5. If j = n - m, then 
determine the centralizer in L of the element ui = uuoj used in step 5: 
M=C,(u,)= (yIy~L[y,u,] =O}. (4.44) 
We have 
dimMdimD(L) (4.45) 
[since D(L) is abelian]. If dim M = dim D(L) then 
NR(L) = D(L). (4.46) 
If dim M>dimD(L), then 
NR(L) = NR(M). (4.47) 
NR(M) is found by returning to step 2, but using M in place of L. 
To illustrate the nih-adical algorithm, we present two examples. The first 
is a Lie algebra of dimension 14 whose commutation relations are given in 
Table 1 (the dots represent zeros). This algebra is solvable, so we proceed 
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TABLE 1 
eI e, es e4 es e, e7 ea e9 e, eb e, ed e, 
el . . . e2 e, e, -2e, -e, -e, -e, 
e, . . . ’ . . e, e, -e, -2e, -ez -e, 
e, . . . . . t e, - e3 - e, - 2e,3 - e, 
e4 . . . . . . . -e4 - e4 - e4 - 2e, 
es-e, . . . . Qe, e5 -e5 . 
%‘ 
-e3 . . . . . e7 ,% -+ 
7 -e4 . . ’ e7 -e7 
e8 
eg 
e, 
eb 
e, 
ed 
-e3 . -e, . . . s e9 
. -e4 . . -e7 . . . f 
-e, . -e7 -e, . . 
2e, e, e, e, -es -e -e7 
e, 2-2, e, e, es -es -e, f 
el e, 243, e, . e, . e, . -e, 
e8 -e, 
e9 - e9 
e,, - e,, 
el e2 e3 2Q . e7 . eg e, 
directly to step 2 and find that 
D’(L)= {e2,e3,e4,e6,e7,e8}. (4.48) 
The quotient algebra L/D2(L) is of dimension 8. We define a new L with 
basis 
L= {e,,...,e8} +- L/D2(L) = { e,,e,,e,,e,,eb,e,,ed,e,}; (4.49) 
the commutation relations of this quotient are: 
I e1 e2 e3 e4 es et3 e7 et3 
e1 
e2 
e3 
e4 
es 
e, 
e7 
es 
-2e, -e, -e, -el 
e2 -e2 . 
e3 -e3 . 
e4 - e4 (4.50) 
2e, - e2 . . . . . . 
e1 e2 -e3 . 
e1 . e3 -e4 . 
el * e4 
This algebra has zero center, so we proceed to step 4. Relative to the current 
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basis we have 
D(L)= {u~,u~,~~,u~} = {el,e2,e3,e4}, (4.51a) 
L/D(L) = { xlr~2.~3,~4} = {es,e6,e7,e8). (4.51b) 
In step 5, we consider the repeated action of x1 = e5 on u1 = e,. Since 
[e,, e,] = 2e,, we obtain [cf. Equation (4.39)]: 
Ull - 2u,, = 0, (4.52) 
which results in the polynomial 
fib?) = Q - 2. (4.53) 
Since the constant coefficient in (4.53) is nonzero, we proceed to step 7, 
where we note that fl(q) is square free, and then to step 8. Here we are 
instructed to return to step 5 to consider the action of the next x j. In fact we 
pass through steps 5, 7, and 8 three more times, obtaining in step 5 the 
polynomials 
fi(4)=f3(4)=_fxd=w-l~ (4.54) 
which are square free with nonzero constant term. We finally arrive at step 8 
for the fourth time, having exhausted all the xi, where we determine 
M=C,(u,)= {e,,e,,e,,e,,e,-2e,,e,-2e,,es-2es). (4.55) 
The nilradical of the algebra (4.49) will be NR(M). 
In order to determine NR(M) we recurse, but may skip steps 1 and 2, 
since M is solvable with 02(M) = 0 by construction. It has center C(M) = 
P(M) = { e, }, and we proceed to step 4 with the @dimensional algebra 
obtained by quotient&g M/C(M). A process similar to that which led from 
the algebra of (4.49) to the current algebra M/C(M) recurs twice more, 
reducing the dimension by one each time a centralizer is calculated in step 8 
[since we always obtain polynomials j&q) which are square free with 
nonzero constant term] and then again by one each time a hypercenter is 
removed in step 3. We finally obtain a nonabelian algebra of dimension two 
whose nih-adical is simply its derived algebra of dimension one. When these 
three levels of recursion are completed, the nilradical of the input algebra in 
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Table 1 is found to be 
NR(L)= {el,e2,e3,e4,es,e,,e,,e,,e~,e,}. (4.56) 
This ideal of dimension 10 is composed of the six elements of D’(L) in 
(4.48), plus the hypercenters of dimension one removed at each of the three 
applications of step 3, plus the derived algebra of dimension one found at the 
deepest level. 
Another example, given by the table of commutation relations 
e1 e2 e3 e4 e5 
e2 0 0 0 0 e1 
e1 0 0 el 0 0 
e3 0 - e1 0 0 e3 + e4 (4.57) 
e4 0 0 0 0 e4 
e5 - el 0 - e3- e, -e, 0 
serves to illustrate the calculation of ideals B, and B, which did not occur in 
the example just presented. In the algebra L of (4.57), D2( L) = Cm(L) = 0, 
so we proceed directly to step 4, using the basis 
L= {~1,~2,U3,X~,X2} = {q,e3,e4,ez9e5}. (4.58) 
In step 5, the action of xl = e2 on ul = el is one of annihilation, i.e., 
f,( 9) = 9 has a constant coefficient of zero. We thus apply step 6, where 
B,= [xlrD(L)] = [e2,{el,e3,e4}] = {el}. (4.59) 
Our task now is to calculate the nihadical of 
L/B,= {e,,e,,e,,e,}. (4.f33) 
The algebra (4.60) has the center {es} to be removed at step 3. After 
defining a new L with the basis 
L= {q,e,,e,} + {e3,e4,e5} (4.61) 
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we have the commutation table 
-m. (4.62) 
The basis (4.61) is already ordered as required by step 4, with m = dim D(L) 
= 2. In step 5 the repeated action of xi = es on ur = e, yields the polynomial 
fi(o)=~“+2(1+1=(q+1)2. (4.63) 
We now apply step 7. The adjoint matrix of xi = ea is 
-1 1 0 
adz,= 0 -1 0 
0 0 0 
and using gi(q) = o + 1 we obtain 
0 1 0 
g,(adx,)=adr,+I,= 0 0 0 . 
i I 0 0 1 
Representing D(L) in matrix form (with column vectors) 
1 0 
D(L)= {e,,e,} 7 i 0 1  , 
0 0 
(4.64) 
(4.65) 
(4.66) 
we obtain, from the matrix product of (4.65) and (4.66), the ideal 
B2= w* (4.67) 
The corresponding algebra M, defined by 
M/R, = NR( L/B,) (4.68) 
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will be 
M= {e,,e,}, (4.69) 
where the nilradical of L/B, is simply { es } = D( { es, es}). Since M is 
abelian, NR(M) = M, and this completes the calculation of the nilradical of 
the algebra L defined in (4.61). Returning to the original L in (4.57), we 
have a new algebra M defined by 
(4.70) 
Note that (4.70) is the nilradical of (4.66). This algebra M is 
M= {e,,e,,e,,e,}. (4.71) 
Finally, NR( L) = NR( M) = M because M is nilpotent. Hence, (4.71) is the 
nihadical of the algebra of (4.57). 
5. CONCLUSIONS 
The methods and algorithms presented in the previous three sections are 
applicable to an arbitrary finite dimensional Lie algebra L over a field F of 
characteristic zero. They have been implemented as computer programs for 
F = R. The limitations on dim L involved in each calculation, due e.g. to 
possible integer overflow, lack of storage space, etc., are discussed in the 
program writeups [16, 19, 211. Whenever possible, the algorithms are ra- 
tional: they avoid the search for eigenvalues and other calculations leading to 
nonlinear algebraic equations. 
The present article is Part I of a series of two. It is entirely devoted to 
conceptual identification. Thus, applying the results presented here to a Lie 
algebra L, we obtain a basis yielding explicitly the algebraic decomposition 
L=L,OL,@ -'- CDL,, (5.1) 
where each component Li is indecomposable. Furthermore, for each Li we 
have the Levi decomposition 
L,=R,ai, (5.2) 
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where S, is semisimple and the radical Ri is solvable (in particular we may 
have Ri = 0 and L, simple, or Si = 0 and Li solvable). Finally, for each 
solvable algebra Li and each radical Ri we know its nilradical. 
Finally, let us mention two specific applications of the algorithms of this 
article, and of the corresponding computer programs [16, 19, 211, both of 
them in articles presently in preparation. The first concerns a systematic 
study of contractions of simple Lie algebras. More specifically, all possible 
different contractions of the Lie algebra sl(3,C) are being studied. They lead 
to a great variety of different S-dimensional Lie algebras, many of them 
depending on parameters. They will be classified into different isomorphy 
classes using the methods of this article. The second physical application is in 
the study of symmetry reduction for a nonlinear Schrijdinger equation 
iu, + Au = au + bluj4u. This equation is invariant under a 12-dimensional 
Lie group (the extended Galilei similitude group) [23]. In order to obtain 
group-invariant solutions, it was necessary to classify all subalgebras of the 
corresponding Lie algebra. Again, the obtained subalgebras of dimension d 
(16 d < 12) were identified using the results of this article. 
The continuation of this article (Part II) is in preparation and will be 
devoted to the recognition of the isomorphy class of a low dimensional Lie 
algebra over the fields F = R and F = C. 
The research of one of the authors P.W. was partially sponsored by 
NSERC of Can&u and the ‘Fends FCAR du Gouvemment du @u&x.” 
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