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Zusammenfassung
Seit der Entdeckung des Ozonlochs über der Antarktis vor einigen Jahrzehnten ist die Repräsen-
tation von Ozon in seinen zentralen Rollen als Treibhausgas und UV-absorbierendes Molekül in
Chemie-Klima-Modellen ein wesentliches Ziel. Dabei ist die realistische Darstellung von polaren
Stratosphärenwolken (PSCs, von engl. “polar stratospheric clouds”) unabdingbar, da diese in der
Polarnacht eine Aktivierung von Chlorsubstanzen und irreversibles Ausfallen von stickstoffhaltigen
Substanzen bewirken und damit den Ozonabbau im lokalen Frühling über der Antarktis erklären.
Drei PSC-Typen werden anhand deren Zusammensetzung unterschieden: Salpetersäuretrihydrat-
Partikel (NAT, von engl. “nitric acid trihydrate”), unterkühlte ternäre Lösungstropfen (STS, von
engl. “supercooled ternary solution”) und Eis-Partikel.
Globale Chemie-Klima-Modelle zur dekadischen Vorhersage von Ozon haben meist eine relativ
grobe horizontale Auflösung von einigen hundert Kilometern. Dies hat zur Folge, dass Prozesse
wie Schwerewellen hinter Gebirgen nicht aufgelöst werden können, da diese mit Wellenlängen von
100 km und weniger zu kleinräumig sind. Durch Leewellen entstandene PSCs haben jedoch einen
signifikanten Einfluss auf die Ozonchemie, wodurch die Vorhersage des Ozonabbaus in diesen
Regionen durch bisherige globale Chemie-Klima-Modelle eingeschränkt ist.
Das Modellsystem ICON-ART (ICON: ICOsahedral Non-hydrostatic, ART: Aerosols and Reactive
Trace gases) bietet neben der Berechnung der atmosphärischen Zustandsvariablen in Skalen von
einigen hundert Kilometern bis zu wenigen hundert Metern auch die Möglichkeit der lokalen
Gitterverfeinerung mit Zwei-Wege-Interaktion. Dadurch können beispielsweise Regionen mit
hoher Leewellenaktivität feiner aufgelöst werden, sodass in diesen Regionen die Leewelle direkt
simuliert werden kann. Außerdem kann deren Effekt in die eigentlich zu grobe globale Auflösung
zurückgeführt werden.
In dieser Arbeit wird ein neues Modul zur Mikrophysik von den bekannten drei PSC-Typen für
ICON-ART erstellt und eingebaut. Die Ergebnisse desModuls werden zunächst mit Reanalysedaten,
Flugzeugmessungen und Satellitenmessungen verglichen. Es zeigt sich, dass mit der Implemen-
tierung des PSC-Schemas jetzt alle relevanten Prozesse im Modellsystem enthalten sind, um Ozon
im Vergleich zu Satellitenmessungen realistisch zu repräsentieren.
Am Beispiel eines Leewellenereignisses im Juli 2008 an der Antarktischen Halbinsel wird gezeigt,
dass sich imModell große, Leewellen-induzierte PSC-Partikel bilden. Die Ergebnisse deuten darauf
hin, dass durch die dadurch höhere Chloraktivierung in der Leewelle mehr Ozon abgebaut wird.
Daher wird mit dieser Arbeit die Lücke zwischen direkt aufgelösten Leewellen-induzierten PSCs
und global gröber aufgelösten Langzeitsimulationen geschlossen, in denen dieser Effekt bisher
nicht simuliert werden konnte. Dadurch wird es infolge dieser Arbeit möglich sein, die zukünftige




Since the discovery of the ozone hole above Antarctica a few decades ago, the representation of
ozone in its key role as greenhouse gas and UV radiation absorbing molecule is one of the central
goals for chemistry climate models. In this context, the realistic treatment of polar stratospheric
clouds (PSCs) is necessary because they lead to activation of chlorine species and irreversible
removal of nitrogen-containing species that trigger the ozone depletion during local spring above
Antarctica. Three PSC types are distinguished according to their composition: nitric acid trihydrate
particles (NAT), supercooled ternary solution droplets (STS) and ice particles.
Global chemistry climate models for the decadal prediction of ozone mostly have relatively coarse
horizontal resolutions in the order of a few hundred kilometres. As a consequence, processes
like gravity waves in the lee of mountains cannot be resolved, because of their relatively small
wavelengths in the order of 100 km and lower. However, mountain-wave induced PSCs are known
to have a significant influence on the ozone chemistry. Thus, the prediction of ozone in these
regions with current global chemistry climate models is limited.
The ICOsahedral Non-hydrostatic (ICON) modelling framework with the extension for Aerosols
and Reactive Trace gases (ART) provides the possibility to calculate the atmospheric state variables
on scales from hundreds of kilometres down to a few hundredmetres as well as local grid refinement
with two-way interaction. With this, regions with high mountain wave activity can be simulated
for example with locally higher resolution so that the mountain wave and PSCs formed therein can
be directly resolved. In addition, their effect can be transferred to the coarse global resolution.
In this thesis, a newmodule for microphysics of the three known PSC types is created and integrated
into ICON-ART. At first, the results of the module are evaluated with reanalysis data, airborne and
satellite measurements. It is shown that with the implementation of a PSC scheme in ICON-ART, all
relevant processes for the realistic representation of ozone in comparison to satellite measurements
are included in the modelling system.
It is demonstrated for an exemplary mountain wave event in July 2008 around the Antarctic
Peninsula that large, directly resolved mountain-wave induced PSC particles are formed. The
results indicate that due to the higher burden of activated chlorine by mountain-wave induced
PSCs, more ozone is depleted in the model.
Thus, the gap between directly simulated mountain-wave induced PSCs and the coarser global
resolution, where this process cannot be represented, is closed with this thesis. As a consequence,
the thesis results enable more precise predictions of ozone in the future, especially with respect to
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About one century ago, a layer with increased ozone concentrations in the atmosphere, essential for
survival on the Earth, was discovered (e.g., Fabry and Buisson, 1921). It was found that ozone plays
a key role in the atmosphere in many respects: in the stratosphere, ozone absorbs the skin cancer
inducing ultra-violet (UV) radiation of the sun and leads to the characteristic temperature increase
at this altitude (Chapman, 1930; Crutzen, 1970). In addition, it acts as greenhouse gas (Forster et al.,
2007) and is important for air quality near the ground as first mentioned by Haagen-Smit et al.
(1953).
Ozone interacts with the climate system in a non-linear way (e.g, Braesicke et al., 2018). As
greenhouse gas, it influences the temperature and the dynamics in the atmosphere and therefore
the climate system (e.g., Nowack et al., 2018). In addition, the ozone hole, discovered by Farman
et al. (1985), induces regional climate change signals around the Antarctic Continent (e.g., Keeble
et al., 2014). Thus, climate change and the ozone development are closely connected to each other
and after the agreement of the Montreal Protocol in 1987 (UNEP, 1987), focus of current research is
on the recovery of ozone in the future in a changing climate and with changing emissions of ozone
depleting substances (Dhomse et al., 2018; Braesicke et al., 2018; Fang et al., 2019).
In this context, atmospheric chemistry modelling is an appropriate tool with which the processes
influencing the ozone chemistry can be investigated separately as well as in their naturally non-
linear interaction. With atmospheric chemistry modelling, the understanding of the atmospheric
chemistry and its interaction with the climate system can be improved.
Ozone chemistry is driven by sunlight in the troposphere as well as in the stratosphere (Thornton
et al., 2002; Seinfeld and Pandis, 2006). Photolytic reactions produce and destroy ozone in catalytic
cycles. In addition, it was found that night-time processes also significantly contribute to the
stratospheric ozone chemistry (Farman et al., 1985; Solomon et al., 1986). Chlorine and bromine
species are activated on the surface of aerosols formed in the low temperatures of the polar night,
today known as polar stratospheric clouds (PSCs). The activated species like molecular chlorine
lead to springtime large ozone loss in the lower polar stratosphere as soon as the sun rises.
An extensive number of studies investigated the composition, formation and chemical processes of
PSCs (see, e.g., Peter and Grooß, 2011, for an overview). Three types of PSCs are distinguished:
1
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• Solid nitric acid trihydrate particles (NAT) consisting of nitric acid (HNO3) and water
• Liquid supercooled ternary solution droplets (STS) originating from the stratospheric back-
ground sulphate aerosol and absorbing HNO3 at low temperatures
• Solid ice clouds forming at the lowest temperatures
Nucleation processes of PSCs are still under debate (e.g., Voigt et al., 2018). The question if equi-
librium or non-equilibrium processes are needed to describe the growth of PSCs is an issue of
research (Zhu et al., 2015). In addition, it is also known that mountain waves can induce PSCs
which have significant influence on the ozone chemistry (e.g., Hoffmann et al., 2017).
Polar stratospheric clouds were first seen as stationary clouds in mountain waves (e.g., Davi-
son, 1886). Mountain waves can perturb the undisturbed temperature with fluctuations of ±10 K
(Meilinger et al., 1995; Carslaw et al., 1998; Eckermann et al., 2009). Thus, PSCs can form within
mountain waves although the temperature is too high in the undisturbed air. Mountain-wave
induced PSCs are relevant for ozone depletion in the Arctic because of the generally higher temper-
atures in the Arctic than in the Antarctica. During most Arctic winters, denitrification is closely
related to mountain wave activity since large NAT particles in the Arctic can mainly form in moun-
tain waves (e.g., Tabazadeh et al., 2000). On the other hand, Antarctic PSCs can also be driven by
mountain waves. Höpfner et al. (2006a) detected Antarctic mountain-wave induced NAT PSCs
for the first time with a corresponding NAT belt around the Antarctica. McDonald et al. (2009)
concluded that in the early winter when temperatures are close to NAT formation 40% of PSCs
come from mountain waves. Alexander et al. (2011) found that about 30% of southern hemispheric
PSCs can be related to mountain waves.
One of the hot spots for mountain wave activity around the South Pole is the Antarctic Peninsula
(Bacmeister, 1993; Bacmeister et al., 1994; McDonald et al., 2009; Alexander et al., 2011; Hoffmann
et al., 2017). As a mountain range in north-south direction, it blocks the usually westerly winds in
this region so that mountain waves are generated downstream of the mountains. Measurements
show that mountain wave activity varies from year to year. The year 2008 was a year with higher
activity than the other years with mountain wave events lasting for more than 10 consecutive days
(Kohma and Sato, 2011; Noel and Pitts, 2012; Hoffmann et al., 2017).
Although it is well-known that mountain waves play an important role for PSC development and
hence for the ozone depletion, it is still a challenge how to representmountain-wave induced PSCs in
global atmospheric chemistry models: the horizontal resolution of global chemistry climate models
is too coarse to represent the underlying orography sufficiently in order to generate mountain waves.
After first two-dimensional idealised studies (Dhaniyala et al., 2002), Fueglistaler et al. (2003) pre-
sented an approach where they calculated mountain-wave induced PSCs with a meso-scale model.
However, they calculated trajectories around mountains from a meteorological model and then
derived PSCs as post-processing. Other studies transferred Lagrangian model results to an offline
chemistry transport model (Mann et al., 2005). Eckermann et al. (2006) performed forecasts of
mountain-wave induced PSCs using global input and simulated the temperature perturbations with
three different models that are higher resolved. They used a temperature threshold for forecasting
mountain-wave induced PSC development since mountain waves were not resolved in their model.
Parametrisations of mountain waves as well as non-resolved mountain waves were also limitations
to recent studies like by Orr et al. (2015) and Zhu et al. (2017).
2
Introduction
This thesis aims to develop a module for PSCs in the ICOsahedral Non-hydrostatic modelling
framework (ICON, Zängl et al., 2015) combined with the extension for Aerosols and Reactive Trace
gases (ART, Rieger et al., 2015; Schröter et al., 2018). With ICON-ART, it is possible to bridge the
gap between directly simulated mountain waves and long-term simulations with coarse resolution
where mountain waves cannot be resolved. By using the property of local grid refinement with
two-way interaction, ICON-ART is able to simulate mountain waves in a refined region including a
feedback to the global domain within one simulation. With this, mountain-wave induced PSCs can
be represented in ICON-ART in a realistic manner, in the refined region as well as in the coarser
global resolution.
After providing the theoretical background of the thesis in Chapter 2, the ICON-ART modelling
framework is described in Chapter 3 including the scheme for PSCs developed in the scope of this
thesis. The new PSC scheme is evaluated using different types of simulations and reference data
which are pointed out in Chapter 4. Chapter 5 shows results of different sensitivity studies with the
PSC scheme in ICON-ART and its general evaluation with various satellite datasets for the year
2008. In Chapter 6, it is demonstrated that with the two-way nesting in ICON-ART, mountain-wave
induced PSCs can be directly simulated with a feedback to the coarse global resolution where it





This chapter provides the theoretical basis for the investigation of mountain-wave induced PSCs.
This includes a general introduction to atmospheric motion in Sect. 2.1, to gravity waves and
especially to mountain waves in Sect. 2.2. This is followed by an introduction to atmospheric
chemistry and aerosols in Sect. 2.3 which is applied to a general description of the stratospheric
ozone chemistry in Sect. 2.4. Finally, the properties and microphysics of PSCs as well as the
heterogeneous chemistry on their surfaces are discussed in Sect. 2.5.
2.1 The Atmosphere as a Dynamical System
The Earth’s atmosphere is a dynamical system following the principles of physics, including mo-
mentum, mass and energy conservation. It is characterised by variables that apply to a continuum:
velocity, density, temperature and pressure. This is complemented by chemical processes in the
atmosphere which themselves influence the atmospheric dynamics and therefore the climate system
(e.g., Seinfeld and Pandis, 2006).
As a consequence of these dynamical and chemical processes, the Earth’s atmosphere is divided
in different vertical layers, see Fig. 2.1. In the troposphere, the lowermost atmospheric layer up
to an altitude of about 10 to 16 km dependent on the latitude, the temperature structure is driven
by the vertical transport of air parcels. In these air parcels, diabatic processes like evaporation
and condensation of water vapour lead to a redistribution of energy and to an average vertical




In this equation, T and z stand for air temperature and geometric altitude, respectively. All symbols
used in this thesis are also summarised in the list of symbols and abbreviations on page 139. In
the stratosphere at altitudes from about 20 to 50 km, photochemical processes especially including
5
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Figure 2.1: Layering of the atmosphere with typical altitude range of the ozone layer. Temperature
data (left panel) from the US standard atmosphere (NASA, 1976). Pressure (right panel) is calculated by
assuming hydrostatic equilibrium, see Eq. (2.7), with a surface pressure of 1013.25 hPa. The vertical line in
the middle panel corresponds to a potential temperature value of θ = 475K.
ozone result in an increase of the temperature with height. In between, a layer with nearly con-
stant temperature occurs which is called the tropopause. The US standard atmosphere treats the
tropopause as a region between 11 and 20 km, see Fig. 2.1. In reality, the tropopause is thinner and
its altitude depends on the latitude.
Derived from momentum, mass and energy conservation, atmospheric motion can be described
in a comprehensive form by the following equations which are called Navier-Stokes equations,






+∇ ⋅ (ρv) = 0 (2.3)
dT
dt
= Qw + QI (2.4)
p = ρRdT (2.5)
In these equations, v, ρ and p stand for the air velocity, air density and air pressure, respectively,
whereas Rd is the gas constant of dry air assuming air as an ideal gas. The terms Qw and QI
denote temperature changes due to water phase changes and radiation of the sun and Earth in an
abbreviated form. Air acceleration in the rotating Earth system is driven by external forces f which
consist of pressure gradient force, gravity force, Coriolis force and friction force due to interaction
with the Earth’s surface or turbulence:
6
The Atmosphere as a Dynamical System 2.1
f = − 1
ρ
∇p − g k − 2Ω × v − fF (2.6)
Here, g is the gravitational acceleration on Earth, k is the vertical unity vector, Ω is the Earth’s
angular velocity and fF are the frictional forces. Centrifugal forces are included in terms of the
geopotential combined with the gravitational force.
In large-scale flow of the order of 1000 km, vertical wind acceleration can be neglected because of
the dominant pressure gradient and gravitational forces. By this, the hydrostatic approximation




On smaller scales, however, the vertical acceleration is significantly higher and can not be neglected.
Therefore, high resolution models have to solve the non-hydrostatic equation set with explicit
vertical wind acceleration (e.g., Zängl et al., 2015).
Another important variable in the atmosphere is the potential temperature θ which is constant
for adiabatic processes, i.e. for processes where neither mass nor energy is exchanged with the
environment. It is defined as
θ = T( p00
p
)( Rdcpd ) (2.8)
where p00 is the standard pressure for the potential temperature of 1000 hPa and cpd denotes the
specific heat capacity of dry air for constant pressure. If the potential temperature decreases with
height, the atmosphere is unstably stratified and vertical acceleration of an air parcel is enhanced by
the ambient conditions. If the potential temperature is constant with height, vertical acceleration
of an air parcel is zero. On the other hand, if the potential temperature increases with height, the
atmosphere is stably stratified and an air parcel’s vertical acceleration gets negative.
As can be seen in Fig. 2.1(b), the average atmosphere is stably stratified in the stratosphere as well as
in tropopause and troposphere. Locally, however, the troposphere can be unstably stratified, e.g. in
thunderstorms. Due to the stably stratified tropopause, this layer is a transport barrier for vertical
exchange between the troposphere and the stratosphere.
In the stratosphere, the atmospheric motion is dominated by a global stratospheric circulation,
called the Brewer-Dobson circulation (Brewer, 1949; Dobson et al., 1929; Newell, 1963), see Fig. 2.2.
This circulation is mainly driven by planetary and gravity waves in the troposphere propagating
upwards into the stratosphere (Bönisch et al., 2011). A summary of gravity waves follows in the
next section. The Brewer-Dobson circulation is a meridional circulation transporting air masses in
the stratosphere from the tropics to the poles. During the polar night, the air temperature in the
lower stratosphere decreases to values of T < 195K due to the missing absorption of UV-radiation
by ozone. Moreover, this results in an enclosed area characterised by only minor exchange with
lower latitudes as well as a large-scale downwelling (see Schoeberl and Hartmann, 1991). This
encapsulated region is known as the polar vortex which most stably occurs above the South Pole in
7
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Figure 2.2: Schematic of theBrewer-Dobsoncirculation. Airmasses are transported large-scale diabatic
ascent or by tropical storms from the troposphere into the stratosphere (e.g., Stohl et al., 2003). White
arrows depict the air tranport pathways in the stratosphere and mesosphere. Mixing barriers hinder
the horizontal transport in the stratosphere (green thick lines). Two-way mixing is indicated by the red
arrows. In total, the Brewer-Dobson circulation transports air masses from the tropics to the poles and
is driven by waves in the atmosphere, such as gravity waves. Figure is taken from Bönisch et al. (2011)
(CC-BY 3.0 license).
contrast to the North Pole where mid-latitudinal mountains lead to meridional displacements and
subsequently to a warming of the northern polar regions.
A quantity that is conserved for the intrinsic (i.e. adiabatic and mass conserving) motion of an air
parcel is the potential vorticity PV (e.g., Hoskins, 2014):
PV = ζ + 2Ω
ρ
⋅∇θ (2.9)
where ζ is the three-dimensional relative vorticity of the air:
ζ = ∇ × v (2.10)
The potential vorticity combines dynamical and thermodynamic quantities and can be used to
distinguish air masses of different properties. On a global perspective (and neglecting the relative
8
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Figure 2.3: Schematic of vertical (orographic) gravity wave propagation. An unlimited uniform strat-
ified flow is assumed. Arrows show the displacement of the stream lines due to the mountain. From
Queney (1948).
vorticity), it changes its sign at the equator and is negative (positive) in the southern (northern)
hemisphere. Unit of the PV is 1 PVU = 10−6Km2 kg−1 s−1.
2.2 Gravity Waves
Gravity waves in the atmosphere are important because they transport momentum and energy
from low altitudes up to the stratosphere and mesosphere (e.g., Fritts and Alexander, 2003). Thus,
gravity waves influence the dynamical structure and the temperature distribution in the stratosphere
and above. Therefore, it is essential that they are considered in atmospheric models. They can be
initiated by a variety of sources, such as topography, convection and wind shear as well as frontal
systems. Gravity waves induced by topography are called orographic gravity waves or mountain
waves and are characterised by a zero horizontal phase speed, i.e. they are stationary. In contrast to
this, gravity waves of nonorographic origin additionally propagate horizontally and are not localised
around mountains.
Due to the variety of sources, atmospheric gravity waves have a wide range of wavelengths. Horizon-
tally, the wavelengths of gravity waves are in the order of 10 to 1000 km (Orr et al., 2010; Dörnbrack
et al., 2017). Vertically, they have wavelengths of a few kilometres (Orr et al., 2010).
9
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Figure 2.4: Gravity wave saturation and exchange with the background flow. Derived from linearised
theory of gravity wave description. Saturation of the wave arises from convective instability. Below
the saturation altitude zs the horizontal velocity perturbation u′ induced by the mountain increases
exponentially with height, dependent on the vertical wave numberm and the local atmospheric scale
height H. Above zs , u′ decreases linearly and returns its energy and momentum to the background
flow with velocity u. The phase speed of the wave is denoted by c. From Fritts (1984), published with
permission of John Wiley & Sons.
As indicated by Fig. 2.3, gravity waves can propagate upwards (e.g., Wright et al., 2017), depending
on the stratification of the atmosphere which is expressed by the Brunt-Väisälä frequency νB:
ν2B = gθ dθdz (2.11)
In this equation, g and θ stand for gravitational accelaration and potential temperature, respectively.
The generation of gravity waves requires a stably stratified atmosphere, i.e. dθ⇑dz > 0 in Eq. (2.11).
An initial vertical displacement in this case leads to adiabatic cooling of the air parcel. The resulting
difference between parcel and ambient air potential temperature induces a negative buoyancy to
the air parcel so that the gravity wave develops. In a stably stratified atmosphere, the Brunt-Väisälä
frequency is real, as well as the wave numbers in all space directions, and the gravity wave can
propagate upwards (Fritts and Alexander, 2003).
From linearised analyses, it can be derived that the amplitude of horizontal velocity within gravity
waves increases exponentially with height due to the decrease of air density with height (e.g.,
Fritts, 1984). As soon as the amplitude exceeds the horizontal phase speed of the wave, it becomes
convectively instable and the wave breaks at a certain level, see Fig. 2.4. This process is called
10
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saturation of the gravity wave. At higher altitudes, the wave dissipates producing turbulent kinetic
energy for the background flow (Fritts and Alexander, 2003). This accelerates the mean background
flow which explains the importance of gravity waves for the thermodynamic structure of the
stratosphere and mesosphere (e.g. Alexander et al., 2010). As a consequence, temperature and
vertical wind fluctuations can be used to detect gravity waves (e.g., Innis and Klekociuk, 2006;
Alexander et al., 2011; Hoffmann et al., 2017). The dissipation of gravity waves and its influence on
the background flow is also called gravity wave drag (Kim et al., 2003).
Gravity waves have to be parametrised in atmospheric general circulation models because of their
wide range of horizontal and vertical wavelengths and their importance for the dynamics (e.g.,
Hines, 1997; Lott and Miller, 1997; McLandress and Scinocca, 2005; Orr et al., 2010; Xu et al., 2017).
These parametrisations can be used to to adjust the circulation as well as the polar temperatures in
the models (Alexander et al., 2010).
2.3 Atmospheric Chemistry and Aerosols
Trace gases can transfer the tropopause and reach the stratosphere especially in the tropics (cf.
Fig. 2.2). This region is also known as the tropical pipe (Plumb, 1996). The high-energyUV radiation
reaches the stratosphere and is mainly absorbed by trace gases therein. Thus, the time until a trace
gas is depleted can be significantly different between the troposphere and the stratosphere.
The existence time of trace gases in the atmosphere is limited by chemical depletion or photolysis.
The efficiency of a unimolecular reaction, i.e. the splitting-up of an artificialmolecule Y by photolysis
or radioactive decay forming the artificial molecules O and P
YÐÐ→ O + P (R2.1)
is expressed by the reaction rate constant k (in s−1):
dNY
dt
= −k NY (2.12)
In these equations, NY denote the number concentration of the artificial compound Y and t is the
time. Assuming k to be constant in time this leads to an exponential decrease of Y when integrating
Eq. (2.12):
NY = NY,0 exp(−kt) (2.13)
The characteristic time length in this equation τ = 1⇑k is called lifetime of the gas Y. Thus, the
lifetime of a trace gas corresponds to the time when its number concentration decreases to 1⇑e of
its initial value. This property can also be generalised for time dependent reaction rate constants k.
For photolysis, k in Eqs. (2.12) and (2.13) is usually denoted by J. In chemical equations, photolysis
is depicted by hν with h the Planck’s constant and ν the radiation frequency:
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Y + hν ÐÐ→ O + P (R2.2)
In the case of a bimolecular chemical reaction like
Y + ZÐÐ→ O + P (R2.3)
the concentration evolution depends on the concentrations of the artificial compounds Y and Z:
dNY
dt
= −k NY NZ (2.14)
The rate constant k (in units of cm3 s−1) depends on the temperature following the Arrhenius
equation (Arrhenius, 1889):
k(T) = Aexp(− Eˆ
R∗T ) (2.15)
where T is the temperature, R∗ is the universal gas constant and A and Eˆ are parameters to be
determined experimentally for each reaction (e.g., Sander et al., 2011b). Usually, the parameter
E = Eˆ⇑R∗ is used to determine the temperature dependence in Eq. (2.15).
Termolecular reactions are most improbable under atmospheric conditions because in this case
three different reactants have to collide at the same time (Seinfeld and Pandis, 2006). However,
an air molecule can be involved in a reaction by transferring energy from a produced energy-rich
molecule immediately after its reaction which is then denoted by:
Y + Z +MÐÐ→ YZ +M (R2.4)
The compoundM stands for either molecular nitrogen (N2) or oxygen (O2) whose mixing ratios are
almost constant in the troposphere and stratosphere. The rate constant of a termolecular reaction
non-linearly depends on temperature and pressure (Sander et al., 2011b).
Radicals, i.e. atoms or molecules with at least one unpaired electron, are highly reactive in the
atmosphere and are mainly responsible for the oxidising capacity of the atmosphere (e.g., Seinfeld
and Pandis, 2006). The lifetime of radicals in the atmosphere usually is in the order of 1 s or less
(Lelieveld et al., 2016). Thus, their abundance is small. This lifetime is by some orders of magnitude
lower than typical model time steps so that radicals do not need to be transported in atmospheric
chemistrymodels. Atomic oxygen in the atmosphere exists in two different states (e.g., Hancock and
Tyley, 2001): the ground state (O(3P)) and the energy-rich excited state (O(1D)), see Appendix C
for an explanation.
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In addition to the atmospheric chemistry, aerosols are another relevant component interacting with
the climate system. Aerosols are the liquid and solid particles existing in the atmosphere. On the
one hand, aerosols have a direct effect on the climate because they are able to reflect the sunlight
back to space (e.g., Kremser et al., 2016). On the other hand, aerosols have an indirect effect on the
climate since they serve as water and ice nuclei. In the absence of radiation, chemical processes can
additionally be more efficient on aerosol particles.
Junge et al. (1961) found that a sulphate aerosol layer covers the globe in the lower stratosphere,
i.e. at altitudes from 15 to 25 km (see also Kremser et al., 2016). Correlations between global
temperature and the thickness of the so-called “Junge layer” have shown the direct effect of this
layer on the climate system. The stratospheric aerosol particles are influenced by the dynamics in
the atmosphere since they originate from tropospheric precursors such as sulphur dioxide, dimethyl
sulphide and carbonyl sulphide. These precursors are injected into the stratosphere by volcanic
eruptions (Hofmann et al., 1975; Deshler et al., 2003) or are emitted at the surface.
In the atmosphere, aerosol particles exist in a large range of sizes from nearly molecular scale up
to visible objects like pollen. Therefore, aerosols are usually captured by size distributions. For
aerosols in the atmosphere, it was shown that lognormal distributed aerosols fit well to observed
size distribtions (e.g., Grainger et al., 1995; Hervig and Deshler, 1998; Höpfner et al., 2002; Seinfeld
and Pandis, 2006):




Here, parameters to be determined are the total aerosol number concentration Nt, the median
diameter Dg and the standard deviation of the distribution σg. Bimodal lognormal size distributions
combine two size distributions of the form as in Eq. (2.16) with two different parameter sets
and sum them up, see e.g., Grainger et al. (1995). Particle concentrations of aerosols are usually
given as particle number concentration Nc , particle surface concentration Sc or particle volume
concentration Vc . Assuming spherical particles, they are calculated as follows:
Nc = ∫ ∞0 N(Dc)DcdDc (2.17)
Sc = ∫ ∞0 N(Dc)πD2cdDc (2.18)
Vc = ∫ ∞0 N(Dc)π6D3cdDc (2.19)
In these equations, Dc is the diameter and N(Dc) is the particle number concentration in the
diameter range between Dc and Dc + dDc .
Depending on their effective diameter Dc compared to the mean free path λmfp of air molecules,
aerosols are categorised into different regimes (Seinfeld and Pandis, 2006). For this, the Knudsen
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In the kinetic regime (Kn≫ 1) the aerosol particles can be considered as gas-like with respect to
their dynamics. In contrast, the fluid for aerosols in the continuum regime (Kn≪ 1) can be seen as
a continuum. For Kn ≈ 1, slip flow corrections are applied (Cunningham, 1910).
Aerosol particles experience a variety of processes, such as nucleation, coagulation, condensation,
evaporation and sedimentation which are briefly described in the following. Further details can be
found e.g. in Seinfeld and Pandis (2006) and Kremser et al. (2016).
(a) Nucleation:
Aerosols are initially formed either by clustering of molecules directly from gaseous phase
(homogeneous nucleation) or the molecules are collected on a foreign pre-existing nucleus
(heterogeneous nucleation). Nucleation requires a supersaturation of the gaseous phase with
respect to the condensed phase, i.e. the partial pressure of the gaseous phase pi must be
higher than the saturation pressure psat,i :
pi > psat,i (2.21)
The partial pressure pi of a gas i in a mixture of gases is the pressure it would exert if the
other gases were removed. Thus, the sum of all partial pressures yields the total pressure p of




According to classical nucleation theory (Köhler, 1936), two contraverse effects determine
the growth of a particle: On the one hand, due to dissolved foreign species the saturation
vapour pressure over the assumed spherical particle is decreased which is called the Raoult
effect (Raoult, 1886). On the other hand, the surface tension of a sphere is higher than on a
plane which enhances the saturation vapour pressure especially for small particles which is
called the Kelvin effect (Thomson, 1871). In total, a critical supersaturation is needed beyond
which the particle can grow to large sizes. If this critical supersaturation is reached, it can be
assumed that the total supersaturated amount of the species nucleates on the particle.
Homogeneous nucleation usually requires a higher supersaturation with respect to the
gaseous phase than heterogeneous nucleation.
(b) Condensation and Evaporation:
Condensation is a special case of nucleation where the condensed phase already exists in the
atmosphere. The condensation and evaporation of a vapour on a particle is determined by
the difference of ambient vapour pressure and the saturation vapour pressure with respect to
the particle. In case of supersaturation, the vapour condenses onto the particle whereas in
case of undersaturation mass is transferred from the solid or liquid phase back to the gaseous





R∗T f (Kn, α)(pi − psat,i) (2.23)
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where mc is the particle mass of particle type c, Dc is the particle diameter and di , Mi , pi
and psat,i are diffusion coefficient, molar mass and vapour and saturation vapour pressure of
the gaseous species i, respectively. The function f (Kn, α) connects the continuum with the
kinetic regime and R∗ and T are universal gas constant and air temperature, respectively.
(c) Coagulation:
Aerosols of various sizes can collide and stick together forming larger aggregates. This process
is called coagulation. Since particle number concentrations of polar stratospheric clouds
generally are relatively small this process is not very likely for these particles (Hamill and
Toon, 1991; Zhu et al., 2015).
(d) Sedimentation:
Aerosols of substantial mass experience a gravitational descent, i.e. sedimentation. Sedimen-
tation is an irreversible process in the atmosphere and especially for large particles it can
result in a significant redistribution of the aerosol constituents.
The sedimentation velocity is usually expressed as terminal sedimentation velocity which is
reached after initial acceleration. This initial acceleration lasts only a fraction of a second
for particles smaller than 50 µm and can therefore be neglected for these particles (Seinfeld
and Pandis, 2006). As a result of equilibrium between gravitational and drag force, the
sedimentation velocity vt,c of a non-accelerating rigid ball in an incompressible fluid with
negligible buoyancy and inertial forces can be described by Stokes’ law (Stokes, 1851):
vt,c = ρc D2c g CC18 η (2.24)
where ρc and Dc are density and diameter of the aerosol particle c, respectively. g stands for
the gravity acceleration and η is the dynamic viscosity of the fluid calculated by Sutherland’s
equation (Sutherland, 1893):
η = 1.458 × 10−6 T 32
T + 110.4 (2.25)
Here, T has to be given in K to get η in kgm−1 s−1. The Cunningham slip flow correction
factor CC ensures the transition between kinetic and continuum regime (Cunningham, 1910).
2.4 The Ozone Chemistry in the Stratosphere
Ozone in the stratosphere is mainly formed by the photolysis of oxygen at wavelengths λ smaller
than 242 nm which produces oxygen atoms (O(3P)). Atomic oxygen can react with molecular
oxygen to form ozone (Chapman, 1930):
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O2 + hν ÐÐ→ O(3P) +O(3P) (λ ≤ 242nm) (R2.5)
2 )︀O(3P) +O2 +MÐÐ→ O3 +M⌈︀ (R2.6)
Net: 3O2 + hν ÐÐ→ 2O3
According to Chapman (1930), this is compensated by a depletion of ozone via photolysis at
wavelengths lower than 1140 nm which produces atomic oxygen (O(3P)):
O3 + hν ÐÐ→ O(3P) +O2 (λ ≤ 1140nm) (R2.7)
O(3P) +O3 ÐÐ→ 2O2 (R2.8)
Net: 2O3 + hν ÐÐ→ 3O2
This overestimates the stratospheric ozone concentration. Crutzen (1970) concluded that ozone is
also depleted by catalytic cycles of HOx (i.e. OH and HO2) and NOx (i.e. NO and NO2) which can
be summarised as follows (Bates and Nicolet, 1965; Crutzen, 1971; Cariolle, 1983):
X +O3 ÐÐ→ XO +O2 (R2.9)
O3 + hν ÐÐ→ O(3P) +O2 (λ ≤ 1140nm) (R2.10)
XO +O(3P)ÐÐ→ X +O2 (R2.11)
Net: 2O3 + hν ÐÐ→ 3O2
In this cycle, X stands for either NO or OH (Crutzen, 1970). These reactions are most relevant in the
upper stratosphere. In the lower and middle stratosphere, Cl and Br radicals are mainly responsible
to deplete ozone by the same catalytic cycles of Reacts. (R2.9) to (R2.11) (Molina and Rowland,
1974; Wofsy et al., 1975). Although the abundance of total bromine is by an order of magnitude
lower than that of total chlorine, the reactivity of the bromine cycles is larger and therefore more
efficient than that of chlorine (Wofsy et al., 1975). This is why the bromine cycles are important for
the stratospheric ozone chemistry, too.
Additionally to the mentioned catalytic cycle of Reacts. (R2.9) to (R2.11), it was shown that also
the catalytic cycle including chlorine peroxide (Cl2O2) is important for ozone depletion in the
stratosphere (Molina andMolina, 1987; Horný et al., 2016). After reaction of Cl with ozone, chlorine
monoxide (ClO) is formed which combines in a self-reaction to Cl2O2. This is destroyed by
photolysis, subsequently:
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2 )︀Cl +O3 ÐÐ→ ClO +O2⌈︀ (R2.12)
ClO +ClO +MÐÐ→ Cl2O2 +M (R2.13)
Cl2O2 + hν ÐÐ→ 2Cl +O2 (λ ≤ 400nm) (R2.14)
Net: 2O3 + hν ÐÐ→ 3O2
In addition to chlorine and bromine cycles, catalytic cycles involving combinations of them can
deplete ozone (McElroy et al., 1986; Barton et al., 1984; Beckert et al., 2003):
BrO +ClOÐÐ→ Br +Cl +O2 (R2.15)
BrO +ClOÐÐ→ BrCl +O2 (R2.16)
BrO +ClOÐÐ→ Br +OClO (R2.17)
BrCl + hν ÐÐ→ Br +Cl (λ ≤ 554nm) (R2.18)
OClO + hν ÐÐ→ Cl +O2 (λ ≤ 480nm) (R2.19)
3 )︀Br +O3 ÐÐ→ BrO +O2⌈︀ (R2.20)
3 )︀Cl +O3 ÐÐ→ ClO +O2⌈︀ (R2.21)
Net: 6O3 + hν ÐÐ→ 9O2
As indicated by the photolytic reactions in all the cycles described above, these reaction systems
require radiation within a specific wavelength range to form or destroy ozone. This is why these
reactions cannot explain why the ozone loss is larger over Antarctica during spring than at other
places.
After the discovery of the ozone hole by Farman et al. (1985), the scientific attention focussed on
the processes that result in the ozone depletion during early spring over the Antarctica. The ozone
depletion begins with the emissions of chlorofluorocarbons (CFCs) which was first suggested by
Molina and Rowland (1974), see Fig. 2.5. In the troposphere, they are chemically inert with lifetimes
of several decades (Molina and Rowland, 1974; Seinfeld and Pandis, 2006). Thus, concentrations
of CFCs increase with continued emissions and they are almost uniformly distributed within the
troposphere all over the globe. In the tropical pipe, CFCs can cross the tropopause layer and reach
the stratosphere, see Fig. 2.5. In the stratosphere, CFCs are photolysed by the UV radiation, here as
example for trichlorofluoromethane (CFCl3, CFC-11, Lyman et al., 1997):
CFCl3 + hν ÐÐ→ 3Cl + Products (λ ≤ 200nm) (R2.22)
Cl +CH4 ÐÐ→ HCl +CH3 (R2.23)
ClO +NO2 +MÐÐ→ ClONO2 +M (R2.24)
This photolytic reaction results in the formation of chlorine radicals which subsequently react
to form the compounds HCl and ClONO2. Their lifetime is in the order of several weeks for
17
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Tropopause










Figure 2.5: Schematic of the chlorine pathway in the atmosphere. Chlorofluorocarbons (CFCs) are
emitted at the Earth’s surface and distributed all over the troposphere. Due to their long tropospheric
lifetime they reach the stratosphere in tropical latitudes where they are photolysed to form hydrochloric
acid (HCl) and chlorine nitrate (ClONO2) eventually. They are transported to the poles with the Brewer-
Dobson circulation (see Fig. 2.2) where they are converted to chlorine (Cl2) and hypochloric acid (HOCl)
on the surface of polar stratospheric clouds (PSCs) during the polar night.
stratospheric conditions (Seinfeld and Pandis, 2006). Therefore, HCl and ClONO2 are called
reservoir gases.
In the low polar temperatures, the reservoir species are activated on the surface of polar stratospheric
clouds forming reactive species like Cl2 or HOCl (PSCs, see Reacts. (R2.29) to (R2.39) in Sect. 2.5).
These processes are summarised as “chlorine activation”. Similar activation mechanisms were found
for bromine containing reservoir gases, like BrONO2 and HBr forming the activated species Br2
andHOBr. Since chlorine and bromine activation take place in the polar night, the activated species
can be accumulated, which explains the yearly large ozone losses above the Antarctica. As soon as
the sun rises during local spring, the activated species are split up by photolysis, forming Cl and Br
radicals:
Cl2 + hν ÐÐ→ 2Cl (λ ≤ 400nm) (R2.25)
Br2 + hν ÐÐ→ 2Br (λ ≤ 550nm) (R2.26)
HOCl + hν ÐÐ→ OH +Cl (λ ≤ 310nm) (R2.27)
HOBr + hν ÐÐ→ OH + Br (λ ≤ 500nm) (R2.28)
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The wavelength limits originate from Ganske et al. (1992), Finlayson-Pitts and Pitts (2000), Molina
et al. (1980), and Ingham et al. (1998), respectively. The radicals then lead to the catalytic ozone
depletion described above and with this to the so-called ozone hole. The ozone hole usually is
defined as area where the ozone column is lower than 220DU (Newman et al., 2004; Chipperfield
et al., 2015; Ivy et al., 2017), see also Appendix A for the conversion to Dobson units.
The catalytic cycles can be stopped by the reaction of the radicals with NO2 or CH4, forming
reservoir species, as already discussed in Reactions (R2.23) and (R2.24).
As indicated by Fig. 2.5, the whole process leading to the ozone hole can only be explained with the
existence of PSCs. In the following, the properties of PSCs and the heterogeneous chemistry on
their surface are described in detail.
2.5 Polar Stratospheric Clouds and Heterogeneous Chemistry
Polar stratospheric clouds (PSCs) were first seen as iridescendent clouds occurring before dawn
and after sunset at the end of the 19th century (e.g., Davison, 1886; Piazzi-Smyth, 1886; Stevenson,
1886; Størmer, 1929). About 100 years later and one year after the discovery of the ozone hole by
Farman et al. (1985), these clouds came back into the focus of scientific interest. Solomon et al.
(1986) first suggested that heterogeneous reactions on the surface of PSCs are able to explain the
large ozone loss occurring over the Antarctica. Since then, an extensive number of studies was
conducted investigating the composition of PSCs and the heterogeneous reactions on their surfaces.
They form at altitudes between about 15 to 30 km (Tabazadeh et al., 2001; Bevilacqua et al., 2002;
Pitts et al., 2018) at temperatures lower than about 195K (e.g., Hanson and Mauersberger, 1988) and
with vertical extends in the order of 100m and more (Carslaw et al., 1998). Chemical composition
and state of the different PSC types are summarised in Table 2.1. Equilibrium temperatures for the
existence of PSCs are depicted in Fig. 2.6.
Figure 2.6: Equilibrium temperatures for NAT, STS and ice polar stratospheric clouds. The equilibrium
temperature for NAT is derived from Hanson and Mauersberger (1988). The STS equilibrium temperature
is estimated as 3 K below that of NAT, cf. Carslaw et al. (1994) and Fig. 3.12. The ice equilibrium temperature
comes fromMarti and Mauersberger (1993). Adapted from Diekmann (2017).
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Table 2.1: State and composition of the different PSC types. STS = supercooled ternary solution
droplets; NAT = nitric acid trihydrate.
PSC Type State Chemical Composition
STS Liquid H2O / HNO3 / H2SO4
NAT Solid HNO3(H2O)3
Ice Solid H2O
Composition andMicrophysics of PSCs
Airborne remote sensing measurements already in early times suggested that PSCs consist of
different types, composed of water (H2O), nitric acid (HNO3) and sulphuric acid (H2SO4) (e.g.,
Poole and McCormick, 1988). Verified by satellite measurements, PSCs can be classified into three
major classes (Toon et al., 1990; Biele et al., 2001; Höpfner et al., 2006b; Peter and Grooß, 2011):
(1) nitric acid trihydrate particles (HNO3(H2O)3, NAT), (2) supercooled ternary solution droplets
(STS) and (3) ice clouds.
Close after the discovery of heterogeneous processes Toon et al. (1986) found that the background
sulphate aerosols of the Junge layer can grow by absorbing HNO3 under stratospheric conditions.
For temperatures lower than about 192K, the background sulphate aerosol particles of the Junge
layer can take up significant amount of HNO3 so that their volume increases and a ternary solution
droplet forms (Arnold, 1992; Dye et al., 1992; Carslaw et al., 1994; Peter, 1997). STS particles grow
to sizes as large as 0.5 µm (Carslaw et al., 1994; Tabazadeh et al., 2000). Comprehensive theoretical
studies for determining the equilibrium states of the ternary solution system were conducted which
are still widely accepted in the community (Carslaw et al., 1995a). Nucleation and growth of STS
particles can be explained by processes in equilibrium (Carslaw et al., 1995b). Non-equilibrium
processes may be important for the background sulphate aerosol, only (Zhu et al., 2015). As particles
of sizes smaller than 1 µm, sedimentation is negligible for STS particles (Considine et al., 2000;
Tabazadeh et al., 2000).
Since STS particles are generated from the background sulphate aerosol it was found that they are
mainly responsible for chlorine activation (e.g., Peter, 1997; Kirner et al., 2015b). Even supercooled
binary sulphate droplets are efficient in activating the chlorine species (Wohltmann et al., 2013).
The fact that HNO3 can be taken up by PSC particles was already suggested by Toon et al. (1986)
but the composition of these particles was under debate. In laboratory studies, Hanson and
Mauersberger (1988) found that nitric acid trihydrate forms stable crystals under stratospheric
conditions at temperatures up to 7K above the frost point, see Fig. 2.6. The existence of other
hydrates, such as nitric acid dihydrate (NAD), is verified by laboratory experiments (Worsnop et al.,
1993; Tabazadeh et al., 2002; Möhler et al., 2006) but not supported by measurements in the polar
regions so far (Höpfner et al., 2006b). In contrast, the existence of NAT particles is verfied by a
variety of atmospheric measurements (e.g., Fahey et al., 1989; Voigt et al., 2000; Fahey et al., 2001;
Molleker et al., 2014; Woiwode et al., 2016).
The crystalline structure of NAT particles consists of independent plates so that other substances
like HCl can be absorbed by the particles (Turco et al., 1989). NAT particles have been measured
over Antarctic and Arctic regions as well as in the tropical upper troposphere where cirrus clouds
can also take up HNO3 (Romakkaniemi et al., 2006; Voigt et al., 2008). In the Arctic, wide-spread
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NAT particles can only occur when the polar vortex is concentric and therefore temperatures can
decrease below the existence temperature for NAT (Mann et al., 2002).
The nucleation of NAT particles is still under debate: on the one hand, homogeneous nucleation
is assumed to be unlikely (Koop et al., 1995). In the other hand, a supersaturation with respect
to the gaseous phase was found to best describe NAT formation which supports the assumption
of homogeneous nucleation of NAT (Peter et al., 1991; Considine et al., 2000; Grooß et al., 2002).
Heterogeneous nucleation on nuclei such as STS (Peter and Grooß, 2011), ice (Iannarelli and Rossi,
2015) or meteoric dust coming from space (Hoyle et al., 2013; James et al., 2018) have been suggested
as possible processes for NAT formation.
NAT particles can grow to diameters up to 20 µm (Fahey et al., 2001). In rare events, NAT particles
as large as 40 µm have been observed (Molleker et al., 2014). Carslaw et al. (2002) found that NAT
particles larger than 10 µm cannot be in thermodynamic equilibrium with the gaseous phase and
developed a parametrisation for non-equilibrium growth of NAT particles based on Eq. (2.23) (see
Sect. 3.5.2). Especially, this is the case for fast meso-scale temperature fluctuations because the
particle growth is inert and cannot totally follow these changes (Murphy and Gary, 1995).
Comprehensive knowledge of growth and particle size of NAT particles is essential. The uptake and
sedimentation of HNO3 on PSCs can extend the ozone loss, today known as “denitrification” as first
mentioned by Crutzen and Arnold (1986) and Toon et al. (1986). Salawitch et al. (1989) confirmed
these statements by combining measured sizes of NAT particles with their typical sedimentation
velocities. Due to sedimentation of NAT particles, HNO3 is irreversibly removed from the region
with Cl- and Br-catalysed ozone depletion. Therefore, the interruption of the catalytic cycles by
React. (R2.24) is prevented and the ozone depletion can last for a longer time. NAT particles have
to exist for at least some days to lead to significant denitrification because of their sedimentation
velocity in the order of a few cm s−1 (Tabazadeh et al., 2000; Flentje et al., 2002; Yu, 2004). However,
it was found that large NAT particles are aspherical and most probably non-compact so that the
assumed sedimentation velocity of a spherical particle has to be reduced to fit to observations
(Woiwode et al., 2014, 2016).
As a third component, ice particles can form in the polar stratosphere at temperatures below the
frost point, usually around 188K (see Fig. 2.6). An extrapolation of the saturation vapour pressure
over ice for stratospheric conditions was shown by Marti and Mauersberger (1993). The nucleation
of ice is discussed to be initiated by either STS, NAT or meteoric particles serving as nuclei (Koop
et al., 2000; Engel et al., 2013; Voigt et al., 2018). Similar to NAT particles, ice PSCs can grow to
large sizes and lead to significant dehydration of the lower polar stratosphere (Kelly et al., 1989;
Vömel et al., 1995; Nedoluha et al., 2000; Engel et al., 2014). Thus, sedimentation of ice particles
influences the formation of the other PSC types and the ozone depletion. Widespread dehydration
can be found in the Antarctica due to the lower temperatures but it can also be large over the Arctic
regions as shown by Khaykin et al. (2013) and references therein.
In mountain waves, the formation processes and composition of PSCs slightly differ from synoptic-
scale PSCs. Box model simulations showed that STS formation in mountain waves considerably
differs from thermodynamic equilibrium and the fraction of HNO3 is increased (Meilinger et al.,
1995; Bertram et al., 2000; Salcedo et al., 2001). Additionally, STS particles in mountain waves can
exist at temperatures lower than the ice frost point as shown in measurements by Schreiner et al.
(2002). NAT particles can grow to large sizes in mountain waves and then significantly contribute
to denitrification (Carslaw et al., 1998). Within mountain waves, so-called “mother clouds” can
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be formed (Mann et al., 2005): ice clouds are formed in the wave where then small NAT particles
can be adhered. These larger particles sediment faster, subsequently. In addition, mountain-wave
induced PSCs can enhance or disturb synoptic-scale PSCs (Bevilacqua et al., 2002).
Heterogeneous Reactions on the Surface of PSCs
Solomon et al. (1986) first showed that the observed ozone loss can only be explained by hetero-
geneous processes on the surface of PSCs. They suggested two reactions involving ClONO2 that
may be fast on aerosol surfaces. This was confirmed by Molina and Molina (1987) and Tolbert et al.
(1988) who showed that HCl can be adsorbed by ice particles in the atmosphere. In addition, Tolbert
et al. (1988) showed that N2O5 can react heterogeneously on the surfaces of PSCs. During the late
1980s, it was found that also HOCl is able to react with HCl when HCl is adsorbed by condensed
surfaces (e.g., Elliott et al., 1994). Heterogeneous reactions of bromine-containing compounds
were also found to be efficient on PSCs (Danilin and McConnell, 1995; Hanson and Ravishankara,
1995).
In summary, the following heterogeneous reactions on PSCs are described (e.g, Solomon, 1999):
ClONO2(g) +H2O(a) ÐÐ→ HNO3(a) +HOCl(g) (R2.29)
ClONO2(g) +HBr(a) ÐÐ→ HNO3(a) + BrCl(g) (R2.30)
ClONO2(g) +HCl(a) ÐÐ→ HNO3(a) +Cl2(g) (R2.31)
BrONO2(g) +H2O(a) ÐÐ→ HNO3(a) +HOBr(g) (R2.32)
BrONO2(g) +HCl(a) ÐÐ→ HNO3(a) + BrCl(g) (R2.33)
HOCl(g) +HCl(a) ÐÐ→ H2O(a) +Cl2(g) (R2.34)
HOCl(g) +HBr(a) ÐÐ→ H2O(a) + BrCl(g) (R2.35)
HOBr(g) +HCl(a) ÐÐ→ H2O(a) + BrCl(g) (R2.36)
HOBr(g) +HBr(a) ÐÐ→ H2O(a) + Br2(g) (R2.37)
N2O5(g) +H2O(a) ÐÐ→ 2HNO3(a) (R2.38)
N2O5(g) +HCl(a) ÐÐ→ HNO3(a) +ClONO(g) (R2.39)
The subscript “a” in these reactions stands for the species adsorbed in PSCs whereas species with
“g” are in gaseous phase.
The heterogeneous reaction rate constant, khet,r , of reaction r on solid and liquid particles can be
derived from mass transfer and flux analyses (e.g., Turco et al., 1989, and references therein). Here,
it is assumed that the equilibrium vapour concentration of the gaseous species is zero, meaning
that the surface reaction is infinitely fast (Drdla et al., 1993). Expressing the resulting reaction rate
constant as an equivalent bimolecular gas phase reaction rate constant, this leads to:
khet,r,c = γr,cπr2c v i(r) Nc
N j(r)(1 + 3γr ,c4Kn ) (2.26)
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with the Knudsen number Kn, see Eq. (2.20). Equation (2.26) is simplified from Fuchs and Sutugin
(1971) for relatively small Knudsen numbers. It accounts for adsorption of the reactants on the
particles by the uptake coefficient γr,c on the assumed spherical particle with radius rc . Here, c
stands for the particle, i.e. ice, NAT or STS. Nc is the particle number concentration whereas N j(r)
denotes the number concentration of the reactant adsorbed on the particle surface, i.e. j(r) is
either H2O, HCl or HBr (Drdla et al., 1993). Themean thermal velocity v i(r) of the gaseous reactant
is another input parameter for Eq. (2.26), where i(r) is then either N2O5, ClONO2, BrONO2,
HOCl or HOBr. The thermal velocity of a molecule i can be described by the expected value of
Maxwell-Boltzmann-distributed thermal velocities:
v i =}︂8R∗ Tπ Mi (2.27)
In this equation, R∗, Mi and T are universal constant of an ideal gas, molar mass of i and air
temperature, respectively.
In addition, the free mean path λmfp of the gaseous reactant in air has to be accounted for in the
Knudsen number of Eq. (2.26). Thus, λmfp should principally depend on the gaseous reactant c.
The mean free path λmfp is calculated as follows (see Kennard, 1938):
λmfp = R∗T⌋︂2πpNAD2c (2.28)
Here, R∗ and NA are universal constant of an ideal gas and Avogadro’s constant whereas T and p
stand for temperature and pressure, respectively. Due to uncertainties in the collision diameters Dc
of the gaseous reactants in the heterogeneous reactions, the collision diameter of air molecules of
Dc = 3.7Å is used for Eq. (2.26) (Kennard, 1938).
In contrast to ice and NAT particles, STS particles are considerably smaller. Therefore, the Knudsen
number becomes large compared to the uptake coefficient γr,c in Eq. (2.26) and this term can be
neglected for STS particles (e.g., Lovejoy and Hanson, 1995; Hanson et al., 1996; Shi et al., 2001).
Expressed in terms of the particle surface concentration SSTS instead of the radius and particle
number concentration, the heterogeneous reaction rate constant for STS yields:




The Modelling Framework ICON-ART
The ICOsahedral Non-hydrostatic modelling framework (ICON) is a next-generation model of
the atmosphere uniquely allowing for modelling across scales. Combined with the extension for
Aerosols and Reactive Trace gases (ART), large-scale transport and chemistry of trace gases as well
as small-scale processes, such as chemical processes in mountain waves, can be modelled simulta-
neously with two-way interaction. Thus, the modelling framework ICON-ART gives the unique
possibility to investigate polar stratospheric clouds in mountain waves and their representation in
long-term simulations with coarse global resolution.
After a general overview of ICON-ART (Sect. 3.1), the local grid refinementwith two-way interaction
(Sect. 3.2) and the parametrisation of subgrid-scale gravity waves in the model are described
(Sect. 3.3). Then, the gas phase chemistry mechanism is described (Sect. 3.4). Finally, the PSC
scheme in ICON-ART is pointed out which was developed in the scope of this thesis (Sect. 3.5).
3.1 General Overview
3.1.1 The ICONModel
The ICON model is a joint development of German Weather Service (DWD) and Max-Planck-
Institute for Meteorology (MPI-M). It is designed for applications like large-eddy simulations (LES,
Dipankar et al., 2015), numerical weather prediction (NWP, Zängl et al., 2015) and up to climate
projections for Earth system modelling (Giorgetta et al., 2018). To achieve the large variety of space
and time scales with grid spacings from 100m up to more than 100 km the governing equations
in ICON are formulated as non-hydrostatic equations with local mass conservation (Zängl et al.,
2015).
Horizontal discretisation is performed on an icosahedral-triangular C grid (e.g., Staniforth and
Thuburn, 2012). Refinement of the icosahedron covering the globe (red in Fig. 3.1(a)) is done by
dividing it into several parts, called root division (Rn). The resulting triangles are then refined via
bisections (Bk). For projection on the Earth’s surface, the original equilateral triangles are enlarged.
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(a) Horizontal grid
(b) Vertical grid
Figure 3.1: Horizontal and vertical grid of ICON. (a) Schematic illustration for refining the horizontal
grid (red: original icosahedron). Example is shown for the resolution of R2B03. Figure fromWeimer (2015).
The globe in panel (a) was e.g. published in Fig. 1a of Borchert et al. (2019) (CC-BY 3.0 license). (b) Lowest
model layers at the latitude of the Himalayas. Figure fromWeimer et al. (2017).
Table 3.1: Horizontal resolutions used in this thesis. The grid spacing ∆x is approximated from ∆x =⌈︂
π⇑5 R⇑(n 2k)with R as Earth’s radius, n number of root divisions and k number of triangle bisections.
Nest Resolution approx. ∆x (km) Number of Cells
Global R2B04 160 20480
Antarctica R2B05 80 15008
Antarctic Peninsula R2B06 40 6172
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Thus, a spring dynamics optimisation is applied to the triangles in order to get triangles of nearly
the same size (Tomita et al., 2001; Zängl et al., 2015). An example for the refinement process of
the resolution R2B03 can be found in Fig. 3.1(a). The horizontal resolutions used in this thesis
are summarised in Table 3.1. A description of the nesting technique in ICON-ART follows in
Sect. 3.2.
Vertically, generalised terrain following coordinates are used according to Schär et al. (2002) and
Leuenberger et al. (2010). Figure 3.1(b) shows the height of the lowest model layers at the latitude of
the Himalayas.
The dynamical core of ICON solves the Navier Stokes equations, the continuity equation and the
first law of thermodynamics. They are expressed as equations for the prognostic variables horizontal
wind perpendicular to the triangle edge vn, vertical wind w, air density ρ and virtual potential





+ (ζ + f )vt +w ∂vn∂z = −cpdθv ∂π∂n + fF(vn) (3.1)
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∇ ⋅ (vρθv) = Q (3.4)
with π as Exner function:
π = ( Rd
p00
ρθv) Rdcvd (3.5)
In these equations, the indices n and t stand for the direction perpendicular and tangential to
the triangle edge, respectively, and the index h depicts the horizontal component. Kh denotes the
horizontal kinetic energy. Constants in the equations are the specific heat capacities of dry air for
constant volume cvd and constant pressure cpd, the gas constant of dry air Rd, the gravitational
acceleration g and the reference pressure of p00 = 1000hPa. fF(vn) is a source and sink term
for momentum, e.g. due to frictional forces at the surface and turbulence in the atmosphere.
The diabatic heating Q is a source and sink term for temperature. The external source and sink
terms fF and Q are subject of the physics parametrisations in ICON. In addition, the physics
parametrisations include the microphysics schemes for generation of clouds and precipitation. A
two-time-level predictor corrector method is used to solve the non-hydrostatic equation system
above, with special treatment of vertically propagating sound waves. Further details can be found
in Zängl et al. (2015).
Tracers in ICON, such as hydrometeors, are transported as barycentric averaged mass specific
variables, such as mixing ratios. This ensures the correct treatment of parametrised turbulence
for the tracers (see Schröter, 2018). Tracer transport is calculated by a flux-form semi-Lagrangian
method (further details see Miura, 2007; Wan et al., 2013).
For applying the model to the whole variety of space and time scales mentioned above the pa-
rametrised physics have to be adapted. For instance, convection has to be treated differently
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(a) Global Domain (b) Nest over Antarctica
Figure 3.2: Distribution of MPI processes on (a) global domain and (b) nested over Antarctica. The
example is shown for 159 computing MPI processes (not used for I/O).
for a grid spacing of ∆x = 100m, 10 km or 100 km. At a resolution of 100m, convection can be
directly resolved, at 10 km it can be partly resolved whereas for a grid spacing of 100 km it has to
be parametrised completely. In ICON, three different physics parametrisations can be chosen:
LES, NWP and climate configurations. This thesis focusses on ICON used in NWP and climate
configurations. Their microphysics schemes will be further discussed in Sect. 3.5.
ICON as a next-generation model is parallelised for hybrid architectures and especially using the
Message Passing Interface (MPI, MPI Forum, 2015). Each MPI process calculates a specific limited
area of the Earth and communicates its boundaries to its neighbours. The distribution of the MPI
processes in the global domain for 159 computing MPI processes is shown in Fig. 3.2(a). For an
optimal load balance, all MPI processes are also distributed in the nested domain. Figure 3.2(b)
shows a circular nest around the South Pole and the distribution of the same 159 MPI processes.
3.1.2 The ART Extension
The extension for Aerosols and Reactive Trace gases (ART) has been developed for incorporating
aerosols and the atmospheric chemistry into ICON.The ART module can be coupled to ICON in
NWP (Rieger et al., 2015) and climate configuration (Schröter et al., 2018).
Trace gases in ICON-ART (called tracers hereafter) are transported as mixing ratios using the same
methods as for ICON tracers. The applicability of ICON-ART for small-scale as well as long-term
simulations provokes the need of a flexible tracer framework where tracers can be added without
changes in the code. In ICON-ART, this is realised via XML files where tracers can easily be added
to the model including meta information (Schröter et al., 2018).
Three chemistry modes are available in ICON-ART:
1. the lifetime-based chemistry where tracers are depleted by a constant lifetime (see Rieger
et al., 2015)
2. the simplified steady-state OH chemistry for depletion of tracers reacting with OH (Weimer
et al., 2017)
3. the gas phase chemistry (Schröter et al., 2018)
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Lifetime-based chemistry and simplifiedOH chemistry can be complemented by linearised schemes
for ozone (Stassen, 2015) and NOy (Diekmann, 2017). Gas phase chemistry is calculated with the
Module Efficiently Calculating the Chemistry of the Atmosphere (MECCA, Sander et al., 2011a), as
described in Schröter et al. (2018), see Sect. 3.4.
In addition, ICON-ART contains a module for adding emissions from external data sources, as
pointed out byWeimer et al. (2017). Photolysis rates are computed with the CloudJ module (Prather,
2015).
The ART extension is applied at DWD to predict specific dust events in Europe. Recent work
with ICON-ART included the investigation of several trace gases such as acetone (Weimer et al.,
2017), ammonia (Ullwer, 2018) and methane (Guggenberger, 2018). Diekmann (2017) investigated
the polar upper troposphere and lowermost stratosphere with ICON-ART, focussing on N2O and
NOy. These studies included long-term simulations as well as comparisons to local measurement
campaigns. Schröter et al. (2018) investigated the climate impact of ozone and water vapour due to a
feedback on radiation. Eckstein et al. (2018) presented the module for investigation of isotopologues
with ICON-ART and compared it with ground station data. Gruber (2019) examined the influence
of Arctic cirrus clouds on the climate. Schröter (2018) showed the first application of ICON-ART
using chemistry with local grid refinement which is described in the following section.
3.2 Local Grid Refinement with Two-way Interaction
In order to improve the weather prediction skill at a specific region of the Earth, the general
procedure up to now was as follows: a simulation with a global model and low resolution was
conducted where many physical processes had to be parametrised. This model provided the
boundary conditions for a regional model with higher resolution and more realistic physics which
resulted in the weather prediction of that region1. Since these were different models and because of
the successive execution of the simulations a feedback to the global model was not possible.
With the grid structure of ICON-ART and the straight-forward procedure to refine the grid
(Fig. 3.1(a)) it is now possible to locally refine the grid and provide boundary conditions for the
better resolved regions consistently within the same model. In addition, since global and refined
grid are computed simultaneously information can be transferred from the refined grid back to the
global domain. Since the two-way grid refinement (nesting) is applicable to any pair of grids with
resolutions RnBk and RnB(k + 1) (see Table 3.1) the coarser grid is referred to as parent domain
and the refined grid as child domain. The technical realisation, as shown by Reinert et al. (2019),
and the configuration used in this thesis is discussed in the following.
External data such as orography has to be configured for each domain separately. For this, the
ExtPar package is used in its most recent version (Smiatek et al., 2008, extended for application in
ICON-ART). In the configuration of this thesis, the prognostic variables in the child domain are
initialised by the parent domain. This requires the child domain to start a few time steps after the
parent domain, set to ∆tstart = 24min in this thesis.
The feedback from child to parent domain is a relaxation based method (Reinert et al., 2019). Firstly,
the prognostic variables are upscaled to the parent domain, i.e. interpolated. The four child triangles
1This can be nested, so that the second model initialises a third one with even higher resolution and so on.
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Figure 3.3: Illustration of one triangle in the parent domain, refined by bisection in the child domain.
This is a schematic figure since the triangles in the model have to be optimised in their size to fit on the
Earth’s sphere. Therefore, the triangles are not exactly equilateral triangles (cf. Fig. 3.1(a)). The points refer
to the centres of the circumscribed circle of each triangle. The four red points are used for the feedback
to the black point in the parent domain.
Figure 3.4: Test of relaxation for two-waynesting in ICON-ART. The concentration changeof an artificial
ART tracer in the global domain is shown for one grid point where the tracer is initialised with one in the
nest and zero in the global domain. The latitude is chosen to ensure negligible influence by the edge of
the nest.
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contribute to the value for the parent domain, see Fig. 3.3. Then, the variables in the parent domain
are relaxed towards the values in the child domain. A relaxation time scale can be chosen by the
user and is set to 3 h in this thesis. After this time scale the parent domain has been relaxed towards
the child domain exponentially. This can be seen in Fig. 3.4 where a test is performed for an artificial
ICON-ART tracer initialised with 0 in the global domain and with 1 in the nested domain. A time
series of the tracer value in the centre of the nest is shown which should not be influenced by
boundary processes too much. After 3 h, the tracer has a value of 0.63 which corresponds to 1− 1⇑e.
Then, it approximates the value of 1 which is the initialisation value of the child domain.
3.3 Parametrisation of Gravity Waves
Thegoal of this thesis is the investigation of PSCs in directly simulatedmountainwaves. Nevertheless,
subgrid scale gravity waves have to be parametrised. The parametrisation of subgrid-scale mountain
waves and nonorographic gravity waves is briefly described in this section. The representation of
gravity waves depends on the resolved physics in the model and therefore on the chosen physics
package. In both, NWP and climate configurations, the scheme of Lott and Miller (1997) is applied
for subgrid-scale mountain waves (Sect. 3.3.1). The parametrisation of nonorographic gravity waves
differs within the two physics packages (Sect. 3.3.2).
3.3.1 Subgrid-scale Mountain Waves
In the scheme for subgrid-scale orographic gravity waves in ICON-ART, the gravity wave drag is
calculated by standard deviation, anisotropy, slope, orientation, minimum, maximum, and mean
elevation of the mountains (Lott and Miller, 1997; Lott, 1999)2. In ICON-ART, these parameters
are derived from the high-resolution data set GLOBE (GLOBE Task Team, 1999) using the ExtPar
package (Smiatek et al., 2008). The concept is based on elliptically shaped mountains where the flow
is either blocked or lifted by the mountain. Blocking in this context means that the flow passes the
mountain at the flanks at levels below the mountain’s top. Subsequently, this concept is modified
for a realistic representation of subgrid-scale orography by using the seven parameters mentioned
above. The parametrisation assumes Boussinesq and hydrostatic approximations in the layers up to
the mountain height.
3.3.2 Nonorographic Gravity Waves
NWP Configuration
Nonorographic gravity waves in NWP configuration are based on the implementation within
the ECMWF Integrated Forecast System (IFS, Simmons et al., 1989; Scinocca, 2003; Orr et al.,
2010). This scheme uses a hydrostatic formulation for gravity waves and assumes that they are
non-rotational. The wave spectra are launched at a specific level with an initial momentum flux and
are then propagated upwards. As soon as the amplitude of the wave exceeds a defined saturation
2Lott and Miller (1997) describe only four parameters whereas Lott (1999) indicates the seven parameters mentioned
in the text, but referencing to Lott and Miller (1997).
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threshold the excess momentum flux is deposited to the background flow. At the model top, mass
conservation is ensured by transferring the remaining momentum flux to the background flow.
One of the tuning parameters of this scheme is the initial momentum flux. This quantity depends
on the horizontal resolution of the model because double counting of resolved and parametrised
gravity waves has to be avoided. The actual value of the initial momentum flux is an issue of research
(Orr et al., 2010). In the configuration of this thesis, it is set to the ICON-ART default value of
2.5 × 10−3 which is also used in the operational setup at DWD with an approximate horizontal
resolution of 13 km.
Climate Configuration
Hines (1997) provides a parametrisation of nonorographic gravity waves based on the Doppler-
spread theory. Advective processes lead to nonlinear interaction between waves in the propagating
spectrum and hence to a Doppler shift and an increase of the wave amplitude. Similar to Orr et al.
(2010), the gravity waves are released at an initial height (680 hPa in ICON-ART, Giorgetta et al.,
2018) and dissipate for vertical wavelengths larger than a cut-off wavelength (126 km in ICON-ART).
The overshooting momentum flux, kinetic and intrinsic energy is then deposited to the background
flow. Further details can be found in Giorgetta et al. (2018).
3.4 Gas Phase Chemistry
The gas phase chemistry module MECCA (Sander et al., 2011a) has been incorporated in ICON-
ART by Schröter et al. (2018) and is used to calculate the non-linear system of ordinary differential
equations (ODEs) of chemical mechanisms in the model. The chemistry module MECCA uses the
Kinetic PreProcessor (KPP, Sandu and Sander, 2006), with which the chemistry mechanism can be
chosen by the user.
The KPP preprocessor provides a variety of solvers for the non-linear ODE system, see e.g. Sandu
et al. (1997), Damian et al. (2002), and Sandu and Sander (2006). In this thesis, the third-order
Rosenbrock ODE solver RODAS-3 is used (within the KPP solver file “rosenbrock_mz”), see Sandu
et al. (1997). Third-order solvers generally compute the stiff system of ODEs with sufficient precision
for atmospheric conditions (Sander et al., 2011a).
In this thesis, a system of 141 chemical reactions including 37 photolytic and 11 heterogeneous
reactions is used. The full mechanism can be found in Appendix C. It includes a comprehensive
ozone and NOy chemistry as well as chemistry of the halogens Cl and Br. The heterogeneous
reaction rate constants on PSCs are provided by the PSC scheme in ICON-ART (see Sect. 3.5.4)
and are input for the MECCA module.
Deposition of sulphate aerosols is one the main sinks for H2SO4 in the atmosphere. Since this is
not included in the current stage of ICON-ART the H2SO4 tracer is prescribed by a climatology
based on SAGE-II satellite measurements combined with model simulations for the CMIP5 project
(Thomason et al., 2008; SPARC, 2013). Technically, the prescribing is performed by a module
developed in the scope of this thesis. It combines the ideas of the emission module by Weimer et al.
(2017) and the vertical interpolation for initialisation of chemical species mentioned in Schröter
et al. (2018).
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Table 3.2: Emission datasets for chemical species used in this thesis. The external datasets are interpo-
lated to the ICONgrid and included in ICON-ART as described inWeimer et al. (2017). They are downloaded
from the ECCAD database.
Species GEIAa MACCityb MEGAN-MACCc GFED3d EDGARv4.2e
CFCl3 ✓ – – – –
CH4 – ✓ ✓ ✓ –
CO – ✓ ✓ – ✓
CO2 – – – ✓ ✓
N2O – – – ✓ ✓
SO2 – ✓ – ✓ –
a Cunnold et al. (1994)
b van der Werf et al. (2006), Lamarque et al. (2010), Granier et al. (2011),
and Diehl et al. (2012)
c Sindelarova et al. (2014)
d van der Werf et al. (2010)
e Janssens-Maenhout et al. (2011, 2013)
For emissions of the chemical tracers, external datasets provide global surface emission mass flux
densities with a grid spacing of 0.5° × 0.5° or 1° × 1°. The time resolution is either monthly or
yearly. They have been downloaded from the database of Emissions of atmospheric Compounds &
Compilation of Ancillary Data3 (ECCAD). The emissions are converted to volume mixing ratio,
interpolated to the simulation time and added to the respective tracer as described by Weimer et al.
(2017). The used emission datasets are summarised in Table 3.2.
3.5 The Scheme for Polar Stratospheric Clouds
In this section, the PSC scheme in ICON-ART as implemented in the scope of this thesis is described.
This includes the formation and sedimentation of PSCs as well as the heterogeneous chemistry on
PSCs. The general work flow can be found in Fig. 3.5. In the first step ice clouds are calculated
within the ICON microphysics, then NAT and STS particles are formed in the model. Finally, the
heterogeneous reaction rate constants on PSCs and the NAT sedimentation are computed before
the call of the gas phase chemistry.
In the following, the formation of the three PSC types is described (stratospheric ice in Sect. 3.5.1,
NAT and its sedimentation in Sect. 3.5.2 and STS in Sect. 3.5.3). This is followed by the heterogeneous
chemistry on PSCs (Sect. 3.5.4).
3.5.1 Ice Formation in the Stratosphere
Current atmospheric chemistry models such as EMAC (ECHAM/MESSy Atmospheric Chemistry,
Jöckel et al., 2006) or GMI 3-D (Global Modeling Initiative, Considine et al., 2000) form ice PSCs
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ICON Microphysics
Ice and Water Vapour
as Mass Mixing Ratio
ART Reaction Interface
PSC Scheme NAT Formation and Properties
STS Formation and Properties
Reaction Rate
Constants on PSCs
NAT SedimentationGas Phase Chemistry
Figure 3.5: General work flow of the PSC scheme. The ice and water vapour mass mixing ratios are
calculated by the ICONmicrophysics. The PSC scheme is called in the reaction interface of ICON-ART
before the gas phase chemistry. With this, the heterogeneous reaction rate constants on PSCs are
updated directly before the call of the gas phase chemistry.
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log10(psat,ice) = AiceT + Bice (3.6)
with Aice = −2663.5 ± 0.8 and Bice = 12.537 ± 0.011. In this equation, T is the temperature in K and
psat,ice is the saturation vapour pressure over ice in Pa. Equation (3.6) is based on measurements
and verified within the temperature range from 170 to 250K. As a diagnostic parametrisation, ice
forms, chemistry is calculated and ice sublimates again within the same time step.
If the water vapour pressure exceeds the saturation vapour pressure of Eq. (3.6) the ice volume
mixing ratio (XH2O(ice)) is calculated by the difference of partial water vapour pressure pH2O and
saturation vapour pressure over ice psat,ice divided by the ambient pressure p (e.g., Kirner et al.,
2011):
XH2O(ice) = pH2O − psat,icep , pH2O > psat,ice (3.7)
This parametrisation assumes that the complete supersaturated amount of water vapour immediately
resublimates. Therefore, it presumes heterogeneous nucleation with a sufficient number of ice
nuclei in the lower stratosphere (around 7.5 cm−3, Hoyle et al., 2013).
Calculation of Ice Formation in NWP Configuration
For the purpose of numerical weather prediction with ICON, the ice formation is calculated
operationally by a one-moment scheme described by Doms et al. (2011). In the operational setup,






The scheme calculates conversions among all the classes in a consistent way. With respect to cloud
ice, conversions such as accretion, freezing, deposition, riming, melting and evaporation of the
ice particles are taken care of. As part of a one-moment scheme, either size distribution or mass
of cloud ice particles have to be prescribed. In ICON, the particle number concentration of ice
particles (in m−3) is parametrised dependent on temperature T in K (Cooper, 1986):
Nice(T) = min (5 exp(︀0.304 (273.15 − T)⌋︀, 250 × 103) (3.8)
Thus, the cloud ice particle number concentration saturates at a value of 250 000m−3. This cor-
responds to a temperature of T ≈ 239K, see Fig. 3.6. Therefore, the number concentration is
constant for temperatures around formation of PSCs (dashed line in Fig. 3.6). The particle number
concentration of 250 000m−3 is by factor of about ten larger than the observed concentrations in
the stratosphere (see, e.g., Buchholz, 2005, and references therein). In order to keep the consistency
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Figure 3.6: The particle number concentration of ice particles as implemented in the one-moment
scheme inNWP configuration. The ice number concentration is calculated by Eq. (3.8), based on Cooper
(1986). It saturates at a value of 250 000m−3 which corresponds to T ≈ 239K. The temperature below
which PSCs usually form (195 K) is depicted by the black dashed line.
with themicrophysical scheme inNWP configuration, this value is used for stratospheric conditions.
The one-moment scheme also accounts for sedimentation of ice particles.
In the operational setup at DWD, the one-moment scheme is applied up to a specific altitude. For
the purpose of operational weather forecasts at DWD, this altitude4 is set to htop = 22.5 km (approx.
20 hPa). Since PSCs also occur below this altitude they have to be parametrised differently below
and above htop. Above htop, the parametrisation by Marti and Mauersberger (1993) (Eq. (3.6))
should be applied whereas the one-moment scheme of ICON would be calculated below htop.
Thus, ice formation would be computed by different parametrisations above and below htop and an
inconsistency arises at this threshold altitude. This is indicated by Fig. 3.7(d) where the operational
setup is illustrated including the vertical range where PSCs are expected to form. Therefore, the
handling of htop will be discussed in the following.
The top altitude of the microphysics htop must not get lower than the tropopause all over the globe
to ensure the microphysics and convection to be applied in the whole troposphere. That is why five
possibilities can be taken into account how to proceed with ice PSCs in ICON-ART (see Fig. 3.7).
All of them have advantages and disadvantages.
(a) htop as function of the tropopause height:
From a physical point of view, it seems reasonable to set htop equal to the tropopause height
since the ICON one-moment scheme mainly fits for tropospheric conditions (see Fig. 3.7(a)).
4Here, it is referred to htop as both the ICON parameters htop_moist_proc and hbot_qvsubstep where
htop_moist_proc is the top height for calculation of microphysics and hbot_qvsubstep is the height above
which water vapour is calculated with a sub-stepping.
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Figure 3.7: Schematic illustration of the different possibilities for htop. (a) htop follows the tropopause
height, (b) height and latitude range where ice PSCs are parametrised, (c) to (e) several constant values
for htop .
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In this case, ice PSCs are calculated with the parametrisation by Marti and Mauersberger
(1993). The tropopause height, though, depends on the latitude. Thus, from a technical point
of view, this option means a lot of changes within one of the core modules of ICON since all
loops within the code have to be rearranged, making it quite inefficient.
(b) Defined region with PSC formation:
In the atmospheric chemistry model EMAC, the formation of PSCs is computed at specific
altitude and latitude regions around South and North Poles (see Fig. 3.7(b)). The diagnostic
parametrisation by Marti and Mauersberger (1993) is applied in this region and the standard
module of the cloud microphysics outside. This ansatz, however, has the same disadvantage
as in (a): htop depends on the location in this case. In addition, overlapping regions to the
standard procedure of ice formation are possible and have to be avoided.
(c) Decrease htop:
Another possibility could be to decrease htop to 19 km (approx. 60 hPa). This value is an
attempt to separate the tropospheric microphysics from the stratospheric parametrisation
by Marti and Mauersberger (1993). However, the tropopause height varies with latitude
(see Fig. 3.7(c) and e.g. Weimer et al., 2017). The tropopause height is lower above the
poles than above the tropics. Therefore, the initial problem of the inconsistency of ice PSC
parametrisation still holds for lower values of htop. It is just shifted to a lower altitude.
(d) Keep htop as it is:
With this option, the problems have already been discussed above: The value of htop is within
the height range where PSCs are expected to exist. Thus, ice PSCs have to be calculated with
different parametrisations above and below this altitude (see Fig. 3.7(d)).
(e) Increase htop above PSC region:
Polar stratospheric clouds have been measured up to an altitude of about 27 km (Zhu et al.,
2017; Pitts et al., 2018). Thus, setting htop = 30 km (approx. 10 hPa) ensures the ICON one-
moment scheme to be applied also for ice PSCs, i.e. in the lower stratosphere, see Fig. 3.7(e).
The diagnostic ice parametrisation by Marti and Mauersberger (1993) is completely left out
in this case.
The most natural way to proceed with ice formation in the stratosphere is to increase htop in order
to ensure that ice is formed consistently by the one-moment scheme in the whole troposphere and
stratosphere. However, this option also raises the following questions:
1. When changing htop, the water cycle and with this the dynamics in the model are changed.
Therefore, the question is: What is the influence on the dynamics when increasing htop?
2. Does the one-moment scheme produce realistic ice clouds in the stratosphere and how do
both parametrisations compare to each other?
3. What is the influence on other processes in the model such as convection?
These questions will be addressed in Sect. 5.3.1.
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Radius of Ice Particles in NWP Configuration
Radius and particle number concentration are essential parameters for calculation of the heteroge-
neous reaction rate constants on PSCs (see Sect. 2.5). With Eq. (3.8), the mass of ice particles can
be derived by:
mice = ρWiceNice (3.9)
where ρ andWice stand for air density and water mass mixing ratio in cloud ice, respectively. The
particle number concentration is set to 250 000m−3 according to Eq. 3.8 for low temperatures. By
assuming the ice particles to have an aspect ratio of 0.2 and an ice density of 500 kgm−3 (Doms
et al., 2011)5, the radius of the ice particles is calculated as follows:




where the particle mass has to be given in kg to get the effective radius in m.
Calculation of Ice Formation in Climate Configuration
ICON-ART can be used in NWP (Rieger et al., 2015) as well as in climate configuration (Schröter
et al., 2018). This also holds for the PSC scheme. As described above it requires the ice concentration
as external input which was discussed for the NWP configuration so far, only.
Themicrophysics in themodel in climate configuration (Giorgetta et al., 2018) are based onLohmann





The treatment of the microphysics is generally similar as in NWP configuration: conversions in
terms of tendencies are computed for the different hydrometeor classes and added or subtracted
from them. The microphysics of ice in climate configuration accounts for advection, sedimentation,
sublimation, turbulent fluxes, melting, freezing, aggregation and accretion. In contrast to the NWP
microphysics, no particle number concentration of ice is prescribed in the scheme. The growth
of the particle is rather based on assumptions of relative humidity and cloudiness. A start level
for calculation of the microphysics can be specified by the user and is set initially to the level
corresponding to 30 km in the 47 level configuration (level 15).
5The ice density is declared as 5 × 10−2 kgm−3 but most probably has to be 500 kgm−3.
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Radius and Particle Number Concentration in Climate Configuration
In the climate configuration of ICON, the calculation of the radius of ice particles described in the
following and is based on Giorgetta et al. (2013). In a first step, the effective radius is calculated
as:
reff ,ice = 83.8(103ρqice)0.216 (3.11)
In this equation, the air density ρ and qice have to be given in kgm−3 and kg kg−1, respectively, to get
reff ,ice in µm. Subsequently, the volume radius of ice particles is derived from the effective radius:
rice = 10−6 (⌉︂2809 r3eff ,ice + 5113188 − 2216) 13 (3.12)
As indicated in this equation, rice is used as radius of the ice particles in the climate configuration,
where the effective radius has to be given in µm to get rice in m.
The deposition of ice particles in the climate configuration is calculated based on Eq. (2.23) and no
size distribution of the particles is assumed. Thus, it is set to the value of 104m−3 which correponds
to the typical ice particle number concentration in the stratosphere (e.g., Considine et al., 2000;
Buchholz, 2005).
3.5.2 Nitric Acid Trihydrate Particles
In ICON-ART, two parametrisations for NAT particles have been implemented in the scope of
this thesis (cf. Kirner et al., 2011). The work flow of these two approaches is shown in Fig. 3.8. The
diagnostic thermodynamic parametrisation is described in the following section. In the kinetic
approach NAT particles are categorised into different size bins to improve the size distribution of the
particles. As briefly mentioned in Chapter 2, sedimentation is the essential process corresponding
to NAT particles since it leads to denitrification and a slower recovery of ozone after its depletion
in early spring. Sedimentation will be discussed in the end of this section.
Thermodynamic NAT Parametrisation
The thermodynamic NAT parametrisation is based on Hanson and Mauersberger (1988). The
difference between HNO3 vapour pressure and its saturation vapour pressure over NAT determines
the amount of NAT phase HNO3 that is formed. According to Hanson andMauersberger (1988), the
saturation vapour pressure over NAT depends on temperature and the partial pressure of water:
log10(psat,HNO3) = aNAT(T) log10(pH2O) + bNAT(T) (3.13)
with
aNAT(T) = −2.7836 − 0.00088T (3.14)
bNAT(T) = 38.9855 − 11397.0T + 0.009179T (3.15)
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Define NAT Bins from XML








Constants for each Bin separately
Sedimentation
Yes No
Figure 3.8:Work flowof theNAT scheme. The number of size bins in the corresponding XML file decides
about the NAT parametrisation that is used. If the number of size bins is one or lower the thermodynamic
NAT parametrisation is applied where radius and particle number concentrations have to be calculated
separately. If the number of size bins is larger, the kinetic approach is applied. Then, the properties for
the heterogeneous chemistry and sedimentation are calculated for both parametrisations.
In these equations, the water vapour pressure pH2O has to be given in torr, the temperature T
in K, to get the saturation vapour pressure of HNO3 over NAT psat,HNO3 in torr. The proposed
parametrisation is valid within the temperature range 180K < T < 200K with a precision of 1%
based on measurements under stratospheric conditions (Hanson and Mauersberger, 1988). For
temperatures lower than 180K, the saturation vapour pressure over NAT in ICON-ART is calculated
with T = 180K.
Analogously to Eq. (3.7) for ice, the volume mixing ratio of NAT phase HNO3 in the air is then
calculated with the difference of vapour pressure and saturation vapour pressure:
XHNO3(NAT) = pHNO3 − psat,HNO3p , pHNO3 > psat,HNO3 (3.16)
Similar to the diagnostic ice parametrisation of Eq. (3.7), the thermodynamic NAT parametrisation
assumes heterogeneous nucleation because the total supersaturated fraction of HNO3 is treated as
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NAT.This fraction is removed from gaseous nitric acid, directly sedimented as described below
and finally sublimated within the same time step.
Radius and particle number concentration of NAT particles have to be derived from the volume
mixing ratio of HNO3 in NAT (XHNO3(NAT)). For this, a minimum radius of rmin = 0.1µm is
assumed as well as a maximum particle number concentration of NNAT,max = 2.3 × 10−4 cm−3 based
on airborne observations in the Arctic winter 1999/2000 by Fahey et al. (2001).
In this parametrisation, it is assumed that NAT particles have a radius of rmin if the particle number
concentration of NAT is smaller than the maximum. The calculation of radius and particle number
concentration consists of two steps. First, the particle number concentration assuming spherical
particles of radius rmin is calculated:
NNAT,cur = 3XHNO3(NAT) MNAT ρ4 π r3min ρNAT Mair (3.17)
With this, the particle number concentration of the NAT particles can be calculated as follows:
NNAT = min(NNAT,cur,NNAT,max) (3.18)
The radius of NAT particles is rmin if the NAT number concentration is lower than the maximum
value. If the particle number concentration is larger than NNAT,max the radius is calculated from
the ratio between particle number concentration and maximum particle number concentration:
rNAT =
)︀⌉︀⌉︀⌉︀⌉︀⌉︀⌉︀⌋︀⌉︀⌉︀⌉︀⌉︀⌉︀⌉︀]︀
rmin, NNAT,cur < NNAT,max
( NNAT,curNNAT,max ) 13 rmin, NNAT,cur ≥ NNAT,max
(3.19)
The same assumption for particle number concentration and radius is applied in EMAC (Buchholz,
2005; Kirner et al., 2011).
Kinetic NAT Parametrisation
In the thermodynamic parametrisation described above, assumptions about the size distribution of
NAT particles have to be made to calculate their sedimentation velocity. Due to that issue, Carslaw
et al. (2002) developed a parametrisation where NAT particles are separated in different size bins.
The transfer of this parametrisation to Eulerian models was firstly published by van den Broek
et al. (2004). This parametrisation is applied in various Lagrangian and Eulerian models (Davies
et al., 2002, 2005; Grooß et al., 2005; Mann et al., 2005; Wohltmann et al., 2010; Kirner et al., 2011).
Apart from some constraints described below, the particles of a specific size bin can grow and
sediment independently of the other bins so that sedimentation of the NAT particles is calculated
in a more realistic manner than in the thermodynamic parametrisation. This independent growth
of the particles shows that this approach is a non-equilibrium approach: only a part of the total
supersaturated amount of nitric acid resublimates on the particles in contrast to the thermodynamic
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parametrisation, Eq. (3.16). The sublimation and resublimation is rather determined by diffusive
fluxes on the surface of the particles.
The implementation in ICON-ART benefits from the flexible tracer concept where tracers and
corresponding meta information can easily be added via XML files (Schröter et al., 2018). Each
bin is represented by a separate tracer called “TRNAT_bin[01..99]” where the numbers in squared
brackets stand for a two digit number between 01 and 99. Two additional meta information have to
be given for each tracer: the minimum radius of the bin rmin,b and the maximum particle number
concentration NNAT,max,b that is allowed in the bin b (details see below). The minimum radius of
the next greater size bin is handled as upper boundary of the bin and the mean radius of the bin is
calculated as arithmetic average of the boundaries.
In the following, the kinetic NAT parametrisation as integrated in ICON-ART is described. The
process of NAT formation begins like in the thermodynamic case with the difference of vapour
pressure and saturation vapour pressure of HNO3 over NAT (Eq. 3.13). However, Peter et al. (1991)
demonstrated that for the initial nucleation of NAT particles a sufficient supersaturation must exist,
due to different nucleation conditions in the experiments of Hanson and Mauersberger (1988) and
in the atmosphere. NAT particles of a certain size nucleate heterogeneously so that the saturation
vapour pressure by Hanson and Mauersberger (1988) can be used directly to form NAT particles
in the model. According to the measurements shown by Peter et al. (1991), smaller NAT particles
grow by homogeneous nucleation. This is why Peter et al. (1991) and Grooß et al. (2002) introduced
a temperature threshold of 3 K for the initial formation of NAT which is also applied in terms of
supersaturation by Considine et al. (2000). In the configuration of ICON-ART, this temperature
threshold is also applied. NAT is formed initially in the first size bin if
pHNO3 > psat,HNO3(T + 3K) (3.20)
The difference between pHNO3 and psat,HNO3(T) determines the size change of the particles in size
bin b, see also Eq. (2.23). It is expressed as a growth factor Gb (Carslaw et al., 2002):
Gb = d∗HNO3 ,b MNATρNAT R∗ T (pHNO3 − psat,HNO3(T)) (3.21)






In these equations, MNAT is the NAT molar mass of 117 gmol−1, R∗ is the universal constant of an
ideal gas (∼8.31 Jmol−1 K−1) and T is the temperature in K. The NAT crystal mass density ρNAT has
a value of 1.626 × 106 gm−3 (Drdla et al., 1993; van den Broek et al., 2004). d∗HNO3 is the diffusion
coefficient of HNO3 molecules in air accounting for non-continuum effects (Carslaw et al., 2002):
d∗HNO3 ,b = dHNO31 + 4 dHNO3⇑(vHNO3 rb) (3.23)
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with vHNO3 as expected value of Maxwell-Boltzmann-distributed thermal velocities of HNO3
molecules, see Eq. (2.27), and dHNO3 as diffusion coefficient of HNO3 parametrised according to
Hall and Pruppacher (1976) for H2O and transferred to HNO3 (see Appendix B):
dHNO3 = 0.466 × 0.22 × 10−4 ( T273.15)1.94 101325p (3.24)
In this equation, T and p have to be given in K and Pa, respectively, to get the diffusion coefficient
in m2 s−1.
By assuming that Gb does not vary within one advective model time step ∆t, Eq. (3.22) can be
integrated analytically:
r2b(t + ∆t) = r2b(t) + 2Gb ∆t (3.25)
This assumption will be further analysed in Sect. 5.3.5.
In the implementation in ICON-ART, the particle dynamics follow the “FixedRad” approach by
van den Broek et al. (2004): any change in the radius due to Eq. (3.25) is immediately converted to
an increased or decreased NAT number concentration in the respective size bin. The maximum
particle number concentration has to be specified for each bin as described above in order to get
realistic size distributions. To keep the size distribution of NAT particles as close to the observations
as possible the sum of the bin maximum number concentrations has to be the maximum observed




!= 2.3 × 10−4 cm−3 (3.26)
If the maximum particle number concentration of the bin NNAT,max,b is exceeded after the growth
of the particle according to Eq. (3.25) the excess mass is transferred to the next greater size bin.
As mentioned above, the formula for saturation vapour pressure over NAT of Eq. (3.13) is valid
for the temperature range 180K < T < 200K, only. Therefore, the formula for Gb by Carslaw et al.





, T ≥ 200K
d∗HNO3 ,b(T)MNAT
ρNAT R∗ T (pHNO3 − psat,HNO3(T)), 180K < T < 200K
d∗HNO3 ,b(T)MNAT
ρNAT R∗ T (pHNO3 − psat,HNO3(180K)), T ≤ 180K
(3.27)
For T ≥ 200K it is assumed that NAT particles cannot exist anymore and the new radius is set
to zero by setting G = −r2b⇑(2∆t) for Eq. (3.25). For T ≤ 180K, which is rather rare in the lower
stratosphere, psat,HNO3 is calculated with T = 180K. The diffusion coefficient is calculated with the
ambient temperature.
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Figure 3.9: Sedimentation with simple upwind scheme. The fraction of moles of NAT is sedimented
which corresponds to the distance ∆s of a NAT particle within one time step. It has to be considered that
the model levels underlie different atmospheric conditions. This figure is inspired by Buchholz (2005).
Sedimentation of NAT Particles
Both thermodynamic and kinetic parametrisations compute the sedimentation velocity of NAT
particles similarly. For sedimentation, the thermodynamic parametrisation is treated as a special
case of the kinetic parametrisation with number of size bins nbin = 1. The radius of the NAT particles
is calculated by Eq. (3.19) in case of the thermodynamic NAT parametrisation.
The sedimentation velocity of theNATparticles is calculated via Stokes’ law, see Eq. (2.24), expressed
for the radius of the NAT particle in the size bin b and at the vertical level m:
vb,m = 2 ρNAT r2b g CC,b9 ηm (3.28)
The Cunningham factor in this equation is parametrised according to Pruppacher and Klett (1997)
and Carslaw et al. (2002):
CC,b = 1 + λmfprb ⌊︀1.257 + 0.4 exp(−1.1 rbλmfp )}︀ (3.29)
The mean free path λmfp in this equation is calculated by Eq. (2.28) with the collision diameter
Dc of HNO3 of 4.2 Å (Liu et al., 2007). The assumption of spherical particles instead of a shape
dependent sedimentation velocity in Eq. (3.28) induces an uncertainty of about 10% (Carslaw et al.,
2002).
The sedimentation of NAT particles is then calculated by a simple upwind scheme. In the following,
the index m + 1 stands for the index of the lower model layer where the sedimented particles
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come into. The index m describes the model layer above where NAT particles are removed. In the
following, the bin index b is omitted. As indicated by Fig. 3.9, the sedimenting number of moles
of HNO3 molecules in NAT in one model layer (nfalling,m) can be described by the ratio of model
layer height ∆zm and the vertical distance ∆sNAT,m of the sedimenting particle:
nfalling,m = −∆nNAT,m = ∆nNAT,m+1 = XHNO3(NAT),m ∆sNAT,m∆zm nair,m (3.30)
where n are the number moles of HNO3 in NAT or in air, respectively, XHNO3(NAT),m is the volume
mixing ratio of HNO3 in NAT and the vertical distance of the sedimenting particles ∆sNAT,m is
calculated according to
∆sNAT,m = vm ∆t (3.31)
Here, vm is calculated by Eq. (3.28). By replacing nair,m using the equation for an ideal gas, one
gets:
nfalling,m = XHNO3(NAT),m ∆sNAT,m∆zm pm∆A∆zmR∗Tm = XHNO3(NAT),m∆sNAT,m pm∆AR∗Tm (3.32)
with the cell base area ∆A, temperature Tm, pressure pm and universal gas constant R∗. As indicated
in Eq. (3.30), the falling number of molecules must be equal for the upper and lower model level.
Therefore, the NAT volume mixing ratio that is removed from the upper level is derived by dividing
Eq. (3.30) by nair,m:
∆XHNO3(NAT),m = −XHNO3(NAT),m ∆sNAT,m∆zm (3.33)
The volume mixing ratio that is added to the level underneath is derived by dividing Eq. (3.32) by
nair,m+1 which yields:
∆XHNO3(NAT),m+1 = ∆nNAT,m+1nair,m+1 = XHNO3(NAT),m pmpm+1 TmTm+1 ∆sNAT,m∆zm+1 (3.34)
The process of sedimentation of NAT particles is mass conserving for grid boxes with differing
temperature and pressure. The conservation of the sedimentedmass is shown in Fig. 3.10. A detailed
description of the simulation behind this figure can be found in Sect. 4.1. The relative difference of
all columns and all size bins does not exceed 10−15. This is close to computation precision.
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Figure 3.10: Global maximum relative difference between sedimenting NAT mass before and after
sedimentation integrated over the column. It is shown for each size bin of the kinetic NAT parametri-
sation. The relative difference is calculated according to 2(after − before)⇑(after + before) in each grid
box. The global maximum absolute value is shown. A description of the used KinPar simulation can be
found in Sect. 4.1.
3.5.3 The Formation of Supercooled Ternary Solution Droplets
Amodule for the calculation of supercooled ternary solution droplets (STS) and the corresponding
heterogeneous reaction rate constants is described in Carslaw et al. (1995b). This is the standard
module for calculation of STS, used e.g. in KASIMA (Kouker et al., 1999; Ruhnke et al., 1999),
CLaMS (McKenna et al., 2002), GMI (Considine et al., 2000), EMAC (Kirner et al., 2011) and
COSMO-ART (Eckstein, 2013). The module can be used within the temperature range max(Tice −
3K, 185K) < T < 240K. If the temperature decreases below the minimum, it is set internally to this
value (see also Buchholz, 2005). Furthermore, the suggestions by Eckstein (2013) are integrated
which decrease the validity range of the module to avoid NaN values produced by the module.
Zhu et al. (2015) implemented amore complex STSmodel intoWACCMbased on a size bin approach
similar to the kinetic NAT parametrisation described above. It accounts for non-equilibrium
processes in the growth of STS particles. This, though, would lead to highly increased number of
tracers in the model. In the model by Zhu et al. (2015), STS particles are represented by 40 tracers.
They conclude that non-equilibrium processes are important for STS particles with a particle surface
concentration lower than 4 µm2 cm−3 and therefore for the background sulfate aerosol. Since the
heterogeneous chemistry is most efficient on large STS particles (Drdla et al., 1993), which are close
to equilibrium (Zhu et al., 2015), the module by Carslaw et al. (1995b) has been integrated in the
scope of this thesis.
In contrast to NAT and ice particles, STS particles are supercooled liquid droplets and consist
of three main components: water, nitric acid and sulphuric acid. To describe the STS formation,
the complex three-component system in liquid and gaseous phase has to be accounted for which
includes iterative processes (Carslaw et al., 1995a). Carslaw et al. (1995b) simplified the physics to an
analytic approach with relatively small differences with respect to the iterative approach usually up
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to 4%. At temperatures lower than about 192K the binary H2O-H2SO4 background sulfate aerosol
droplets begin to absorb HNO3 and form supercooled ternary H2SO4-HNO3-H2O solution (STS)
droplets (Carslaw et al., 1994).
In the module by Carslaw et al. (1995b), the ternary solution is derived from a polynomial fit of
assumed independent binary H2SO4-water and HNO3-water solutions. Each binary solution is
calculated for the case of thermodynamic equilibrium dependent on temperature and component
concentrations. Supersaturation over the liquid solution yields growing of the particle.
While H2SO4 and HNO3 both mainly contribute to the size of the droplets, the module also
computes the partitioning of minor substances such as HCl, HOCl and HOBr based on literature
descriptions (Huthwelker et al., 1995; Luo et al., 1994; Hanson and Ravishankara, 1995). As a result,
the module computes the reaction probabilities of the heterogeneous reactions on STS according
to Hanson and Ravishankara (1994) and Hanson et al. (1996) and others.
The second result of the module are liquid surface concentration and mean radius of the particles.
In the original code by Carslaw et al. (1995b) the particle number concentration is set to the fixed
value of 10 cm−3. The radius is calculated for the case of lognormal distributed STS particles.
In order to improve the fixed aerosol number concentration, Grainger et al. (1995) suggest the
following relationships between liquid surface concentration SSTS (in µm2 cm−3), mean particle
radius rSTS,mean (in µm) and liquid volume concentration VSTS (in µm3 cm−3). They assume a
bimodal lognormal size distribution for sulfate aerosols:
SSTS = aSV (VSTS)bSV (3.35)
rSTS,mean = 3VSTSSSTS (3.36)
The power law parameters aSV and bSV to connect VSTS with SSTS by Grainger et al. (1995) are only
measured for sulphate aerosols of the Junge layer, and not for STS particles. It is expected that the
STS particles get larger than the sulphate aerosols for low temperatures where the aerosols can take
up HNO3 (e.g., Dye et al., 1992; Peter, 1997).
Hervig and Deshler (1998) compared measurements of different satellite instruments and derived
relationships between the absorption or extinction coefficient β(λ) and SSTS and VSTS for PSC
particles, respectively:
VSTS = aV (β(λ))bV (3.37)
SSTS = aS (β(λ))bS (3.38)
Here, β is the absorption or extinction coefficient measured at wavelength λ. A lognormal size
distribution of the STS droplets is assumed based on balloon-borne measurements over the Antarc-
tica. By eliminating β in Eq. (3.37) and Eq. (3.38), a relationship between VSTS and SSTS can be
established which can be derived from the original parameters of Hervig and Deshler (1998):
SSTS = a∗ (VSTS)b∗ , a∗ = aS ⋅ (aV) bSbV , b∗ = bSbV (3.39)
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Figure 3.11: Comparison of the STS surface concentration of Grainger et al. (1995) (black dashed) and
the 14 measurements by Hervig and Deshler (1998). The parameters for the measurements by Hervig
and Deshler (1998) are derived from the original values by Eq. (3.39). The thick black line corresponds to
the average of all measurements.
(a) ICON-ART (b) Carslaw et al. (1994)
Figure 3.12: STS volume concentrations of (a) ICON-ART and (b) original implementation by Carslaw
et al. (1994). Input parameters are the same as in Carslaw et al. (1994): p = 55hPa, XH2O = 5ppmv,
XHNO3 = 10ppbv. The H2SO4 volumemixing ratio is not mentioned in Carslaw et al. (1994) and is set to
0.33 ppbv in this figure. Figure by Carslaw et al. (1994) published with permission of John Wiley & Sons.
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In this equation, the liquid volume concentration has to be given in µm3 cm−3 to get the particle
surface concentration in µm2 cm−3. The mean radius (approximated as the effective radius of the
size distribution) is calculated according to Eq. (3.36).
Figure 3.11 shows the different parametrisations derived from all the wavelengths used by Hervig
and Deshler (1998), as well as the parametrisation by Grainger et al. (1995). The measurements by
Hervig and Deshler (1998) were measured by the cryogenic limb array etalon spectrometer (CLAES,
Roche et al., 1993; Massie et al., 1996). As SSTS and VSTS are related by a power law in every case, all
the parametrisations are represented by a straight line in the double logarithmic diagram. Especially
for high particle volume concentrations above 0.1 µm3 cm−3, the parametrisations by Hervig and
Deshler (1998) result in a lower particle surface concentration which means larger particles (cf.
Eq. (3.36)). This indicates that the parametrisation by Hervig and Deshler (1998) is really derived
for STS particles and not for the background aerosol.
The thick black line in Fig. 3.11 corresponds to the measurement at a wavelength of λ = 11.36µm.
This measurement coincides with the average of all measurements with a maximum deviation of
1‰. Therefore, the parameters of this measurement are applied to Eq. (3.39). This results in the
following formula for the calculation of SSTS in ICON-ART:
SSTS = 6.068 (VSTS)0.671 (3.40)
The STS volume concentration for Eq. (3.40) is derived from the particle mass concentration in the
liquid phase
WSTS,tot = pR∗T (XHNO3(STS)MHNO3 + XH2SO4(STS)MH2SO4 + XH2O(STS)MH2O) (3.41)
and the density of the liquid solution ρSTS, calculated according to Luo et al. (1996):
VSTS = WSTS,totρSTS (3.42)
No sedimentation is considered for STS since the droplets generally have too low diameters to
significantly contribute to denitrification as described in Sect. 2.5.
The comparison of this STS module with the original output by Carslaw et al. (1994) is shown
in Fig. 3.12. The same input parameters as in the original publication for H2O, HNO3, H2SO4,
temperature and pressure are used, which can be found in the figure caption. As can be seen, the
module accounts for the sulfate background aerosol at temperature values higher than about 192K.
For decreasing temperatures, gaseous HNO3 is absorbed by the particles so that their particle
volume concentration increases. Both implementations in Fig. 3.12 agree well. Differences occur
only for temperatures lower than 186K where the STS volume concentration in ICON-ART gets
lower than that by Carslaw et al. (1994). This is a result of the different size distributions used in the
modules. Since the values by Dye et al. (1992), included as dots in Fig. 3.12(b), have been measured
for temperatures down to approx. 188K, the differences between both modules are negligible.
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3.5.4 Heterogeneous Chemistry on the Surface of Polar Stratospheric Clouds
The primary goals of any PSC scheme is the representation of denitrification and dehydration as
well as chlorine and bromine activation on the surface of PSCs. They are implemented according
to Eq. (2.26) for all the known heterogeneous reactions, see Reactions (R2.29) to (R2.39). The
corresponding reaction rate constants include the uptake coefficient as one parameter. The used
values are summarised in Table 3.3.
For ice particles, radius and particle number concentration are determined by Eq. (3.8) and Eq. (3.10)
or by Eq. (3.12), dependent on the chosen physics parametrisation, respectively. Then, Equa-
tion (2.26) is used to calculate the heterogeneous reaction rate constant.
For NAT particles, the heterogeneous reaction rate constant is calculated by Eq. (2.26) for each size
bin and summed up to get the total heterogeneous reaction rate constant on the NAT particle in
one grid box. In case of the thermodynamic NAT parametrisation, particle number concentration
and radius are calculated by Eq. (3.18) and Eq. (3.19), respectively.
For STS particles, the heterogeneous reaction rate constant, simplified for small particles by
Eq. (2.29) is used, including the STS surface concentration.
Finally, the total heterogeneous reaction rate constant for a heterogeneous reaction r is the sum of
ice, NAT and STS:
khet,r,total = khet,r,ice + khet,r,NAT + khet,r,STS (3.43)
Table 3.3: Uptake coefficients (reaction probabilities) for the heterogeneous reactions on PSCs in
this thesis.Where not stated differently, the values come from Sander et al. (2011b).
Reaction γSTS γNAT γice
ClONO2(g) + H2O(a) (a) 0.004 0.3
ClONO2(g) + HBr(a) (a) 0.3 0.3
ClONO2(g) + HCl(a) (a) 0.2 0.3
BrONO2(g) + H2O(a) (a) 0.001(b) 0.26
BrONO2(g) + HCl(a) (a) 0.3(b) 0.26
HOCl(g) + HCl(a) (a) 0.1 0.2
HOCl(g) + HBr(a) (a) 0.3(b) 0.3(c)
HOBr(g) + HCl(a) (a) 0.1(b) 0.3
HOBr(g) + HBr(a) (a) 0.1(b) 0.1
N2O5(g) + H2O(a) (a) 0.0004 0.027
N2O5(g) + HCl(a) (a) 0.003 0.03
(a) Parametrised according to Carslaw et al. (1995b)
(b) In analogy to similar reactions, coming from Carslaw et al. (1995b)




Simulation Setup and Reference Datasets
ICON-ART as a next-generation atmospheric chemistry model is able to cover a variety of space
and time scales which is demonstrated in this chapter. The example year is 2008 where themountain
wave activity around theAntarctica was higher than in other years (Kohma and Sato, 2011; Hoffmann
et al., 2017). Moreover, a mountain wave event around the Antarctic Peninsula lasting for more
than 10 consecutive days occurred in July 2008 (Noel and Pitts, 2012). In addition, PSC observing
satellites such as Envisat, CALIPSO and Aura operated in this year so that an evaluation with all of
them is possible in the year 2008.
Four types of simulations are performed for the investigation of PSCs in ICON-ART and for the
comparison with reference data:
1. A multi-year simulation with repeated boundary conditions of 2008 is performed in order to
evaluate the long-term dynamics of the model (Sect. 4.1)
2. A simulation in the configuration like the Atmospheric Model Intercomparison Project
(AMIP) demonstrates that PSCs can be simulated with the climate configuration of ICON-
ART (Sect. 4.2)
3. Ensemble simulations of 2008 with perturbed initial states provide uncertainty ranges for
the simulated trace gases and their comparison to measurements (Sect. 4.3)
4. A simulation with locally refined grids around the Antarctic Peninsula is used for the detailed
investigation of mountain-wave induced PSCs in this region (Sect. 4.4)
Table 4.1 summarises the setup of the different simulations, including some additional sensitivity
simulations which are also described in the following sections. This demonstrates that ICON-ART
can be used for long-term simulations as well as for detailed comparisons of specific events.
The reference datasets that are used for evaluation of the simulations are described in the last
sections of this chapter. This includes the recent reanalysis datasets ERA5 by ECMWF (Sect. 4.5)
and MERRA by NASA (Sect. 4.6). Moreover, the PSC scheme in ICON-ART is evaluated with the
satellite instruments MIPAS, CALIOP,MLS and OMI, which are described in Sect. 4.7 accompanied
by the illustration of the interpolation of the ICON-ART simulations to the satellite locations.
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Table 4.1: Simulation summary. Global horizontal resolution is R2B04 (in the nests R2B05 and R2B06 as
shown in Table 3.1). If not stated differently, the simulations start in March and end in April of the next
year. The AMIP-like simulation includes 47 vertical levels whereas all other simulation have 90 vertical
levels. The used NAT parametrisation is abbreviated: th stands for thermodynamic NAT parametrisation
and ki denotes the kinetic NAT parametrisation.
Simulation Physics Chemistry ∆t (min) NAT Time Range
Time Slice NWP Lifetime/LINOZ 6 th 2008 – 2037a
KinPar NWP Lifetime/LINOZ 6 ki 2008b
Size Bins NWP Lifetime/LINOZ 6 ki 15 June 2008 – 18 June 2008c
AMIP Climate Lifetime/LINOZ 10 th 2008
Ensemble NWP Stratospheric 6 ki 2008d
without PSCs NWP Stratospheric 6 ki 2008
Nest NWP Stratospheric 6 ki 01 May 2008 – 29 July 2008e
a Repeated boundary conditions of 2008
b Same as Time Slice but with kinetic NAT parametrisation
c Three simulations with different number of size bins in kinetic NAT parametrisation
d 30 simulations with perturbed initial conditions
e Reinitialised meteorology every second day until 20 July, then including the Antarctica and
Antarctic Peninsula nests
4.1 Simulations with Lifetime-based Chemistry
Time Slice Simulation
In Sect. 3.5.1, the different possibilities were discussed how to calculate ice PSCs in combination
with the ICON microphysics which are calculated operationally up to an altitude of htop = 22.5 km.
This is in the altitude range where ice PSCs are expected to exist so that a sensitivity study with
two values of htop is performed which are summarised in the term of “time slice simulation”: (1)
with htop = 22 500m and (2) with htop = 30 000m (see Sect. 3.5.1). Boundary conditions such as
sea surface temperature (SST), sea ice cover (SIC) and trace gas emissions are repeated for the year
2008. Sea surface temperature and sea ice cover are monthly prescribed, interpolated to the actual
simulation day and originate from AMIP (Taylor et al., 2000). In total, the year 2008 is repeated
30 times in free-running simulations. The dynamical variables are initialised by the ECMWF
Reanalysis ERA-Interim on 01 March 2008 (Dee et al., 2011).
Horizontally, a resolution of R2B04 is used (approx. 160 km, see Table 3.1) in combination with the
same 90 vertical levels up to an altitude of 75 km as in the operational setup at DWD.The advective
model time step is 6min. Apart from these parameters, the operational setup as used at DWD is
used.
For chemistry, the lifetime-based chemistry is applied accompanied by the PSC scheme with ther-
modynamic NAT parametrisation. Tracers are CO, CO2, CH4 (which feeds back to water vapour),
O3, HNO3 and H2SO4. HNO3 is used as a passive tracer, each year reinitialised with its three-
dimensional field of 01 March 2008 before the southern polar vortex develops. H2SO4 is prescribed
as described in Sect. 3.4. Apart from H2SO4, the chemical tracers are initialised at the beginning of
the simulation from an EMAC simulation which included tropospheric as well as stratospheric
chemistry similar to Jöckel et al. (2010). For ozone, the linearised ozone scheme (LINOZ, Hsu
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and Prather, 2009) including a term for depletion of ozone due to heterogeneous chemistry is
used (see Schröter et al., 2018). Ozone for radiation feedback is used from the Global and regional
Earth-system (Atmosphere) Monitoring using Satellite and in-situ data (GEMS, Hollingsworth
et al., 2008). In addition to this, a passive O3 tracer is included in the simulation which is a proxy
for ozone depletion in combination with the active tracer, see Sect. 5.6. The passive O3 tracer is
reinitialised every year with the value of ozone on 01 May and 01 December.
KinPar Simulation
A simulation in the same setup as the time slice experiment with htop = 30 km is conducted for
the year 2008 starting on 01 March but using the kinetic NAT parametrisation instead of the
thermodynamic parametrisation. With this, the differences between thermodynamic and kinetic
NAT parametrisation can be investigated.
The used NAT size distribution is based on Fahey et al. (2001) and van den Broek et al. (2004),
summarised in Table 4.2 and visualised in Fig. 4.1. It consists of nine size bins up to minimum radii
of 20 µm and equally distributed maximum number densities. The width of the bins increases with
larger radius.
Table 4.2: Size bins for the kinetic NAT parametrisation. Based on Fahey et al. (2001) and van den
Broek et al. (2004). The values of the maximum particle number density are rounded to two digits. A
visualisation of the size distribution can be found in Fig. 4.1.
Bin 1 2 3 4 5 6 7 8 9
rmin,b (µm) 0.0 0.2 1.0 2.0 6.0 9.0 12.0 16.0 20.0(︀NAT⌋︀max,b (10−5 cm−3) 3.29 3.29 3.29 3.29 3.29 3.29 1.64 1.64 1.64
(a) normalised size distribution (b) non-normalised size distribution
Figure 4.1: NAT size distribution (a) normalised with the bin width and (b) non-normalised. The size
distribution of Table 4.2 is visualised.
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Size Bins Simulation
The kinetic NAT parametrisation is a non-equilibrium approach where particles in each size bin
grow independently. Thus, the growth of the particles could be different if the same experiment is
executed with different number of size bins. This is investigated with the two additional sensitivity
simulations with larger number of size bins. A discussion how the same experiment is performed
with different size bins as well as the used size distributions can be found in Sect. 5.3.4.
The setup bases on that of the KinPar experiment. Three simulations are conducted with different
size bins in the kinetic NAT parametrisation. The simulated days are 15 June 2008 to 18 June 2008
(i.e. 800 time steps of 360 s). During June, the temperature gets low enough so that PSCs can
develop. To ensure supersaturation of gaseous HNO3 with respect to NAT it set initially to a global
value of 1 ppbv.
4.2 AMIP-like Simulation with Polar Stratospheric Clouds
In order to investigate the development of PSCs with climate configuration, a free-running simula-
tion in a configuration like in AMIP (Gates et al., 1999) is conducted. The boundary conditions in
this simulation have already been mentioned by Schröter (2018) and can be found in Table 4.3. It is
a one-year simulation starting on 01 March 2008 with dynamics initialised by ERA-Interim and
chemistry from the same EMAC simulation used for the time slice experiment. As indicated in
Table 4.1, the chemistry configuration is the same as for the time slice experiment of Sect. 4.1. The
PSC scheme is used with the thermodynamic NAT parametrisation.
Horizontal resolution is R2B04 and vertically 47 model levels are used up to an altitude of 80 km.
The advective model time step is 10min.
4.3 Global Simulations with Stratospheric Chemistry
Ensemble Simulation
Deterministic free-running simulations have a limited predictive skill up to a few weeks (Zhang
et al., 2019). Thus, the evaluation of single free-running simulations with measurements is only
possible within this time period.
Table 4.3: Boundary conditions for the AMIP-like simulation with ICON-ART. Taken from Schröter
(2018).
Variable Reference
SST/SIC Taylor et al. (2000)
Spectral solar irradiation Lean et al. (2005)
Greenhouse gases RCP 8.5 Riahi et al. (2007)
O3 concentration Cionni et al. (2011)
Tropospheric aerosol Stenchikov et al. (1998, 2004, 2009)
Stratospheric aerosol Stenchikov et al. (1998, 2004, 2009)
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Figure 4.2: Gaussian perturbation of temperature in the ensemble simulation. The quotient of the
temperature values in first ensemble initialisation and original ERA-Interim initialisation is shown. This
perturbation is applied to temperature, three-dimensional wind, surface pressure, geopotential and the
three water phases of the initial state for the simulations.
On the other hand, the simulations can be compared to measurements on a statistical basis by
creating an ensemble of simulations with perturbed initial states. In the simulation conducted for
the comparison to satellites in this thesis, the intial dynamical variables are perturbed by Gaussian
noise, see Fig. 4.2. This is done by multiplying them by the factor generated by Gaussian random
number. The width of the distribution is chosen in the way that the perturbation is up to 1‰ with
the probability of 99.99%. This value is similar to the perturbation Lorenz (1963) applied to his data
to provoke chaotic behaviour. However, the global average of the perturbed values is not changed
since the expected value of the distribution is 1, see Fig. 4.2.
The perturbation is applied to temperature, three-dimensional wind, surface pressure, geopotential
and the three water phases of the ERA-Interim data on 01 March 2008. With this method, 30
ensemblemembers are generated which enables a statistical analysis of the simulations. Additionally,
a simulation with the original ERA-Interim initialisation is conducted which is called “base run”
hereafter. Horizontal resolution is R2B04 and each ensemble member covers the time range from
01 March 2008 to 30 April 2009. The 90 model levels, the model time step as well as the NWP
configuration are the same as for the time slice experiment.
For chemistry, the stratospheric chemistry mechanism is used as shown in Appendix C and men-
tioned in Sect. 3.4. The PSC scheme is applied with the kinetic NAT parametrisation and the size
bins described in Table 4.2. The simulated ozone is used for radiation feedback in this simula-
tion. The chemical variables are initialised from the same EMAC simulation as in the simulations
described above.
Simulation without PSCs
As another sensitivity study, the simulation setup of the ensemble simulation including stratospheric
gas phase chemistry and photolytic reactions is taken, but with PSCs switched off. With this, the
result can be investigated if the heterogeneous chemistry in the atmosphere is missing.
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Figure 4.3: Configuration of the Nest simulation. The chemical species are used from the ensemble
base run on 1 May 2008. The dynamics are reinitialised every second day until 20 July 2008. The chemical
species are free-running, but transported with the updated dynamics. On 20 July 2008, one simulation
without nests is started, free-running until 29 July 2008. Another simulation includes the nests, which is
initialised from the parent domain 24min after the parent domain’s start date. This simulation includes
two-way nesting (red arrows).
4.4 Simulation with Nested Region around the Antarctic Peninsula
In order to avoid the divergence of the model’s dynamics from reality after a few weeks, one
possibility is the nudging of the model’s dynamics towards external reanalysis data (e.g., Jeuken
et al., 1996). In ICON-ART, this is realised by the feature of reinitialising the model’s dynamics
and microphysics while keeping the state of the chemical tracers in the model, first mentioned by
Diekmann (2017). In order to be able to compute ice PSCs continuously, this has been extended for
cloud ice in the model in this thesis.
In order to evaluate the single event of mountain-wave induced PSCs at the end of July 2008 with
satellite data the dynamics have to be realistic. Especially the development of the polar vortex
has to be realistically represented in the model because of the high gradients of photolytically
active species at the edge of the vortex. Therefore, the meteorology is reinitialised every second
day from 01 May 2008 when the polar vortex and the heterogeneous chemistry are not active yet.
The initial data for chemical species is derived from the ensemble base run. With this, a spin-up
of the chemistry of two months ensures consistency within the ICON-ART model. The general
setup of the simulation is the same as in the ensemble simulation. A schematic illustration of this
simulation can be found in Fig. 4.3.
After approaching the mountain wave event beginning on 20 July 2008 (Noel and Pitts, 2012), the
simulation runs freely until end of July 2008 with two nests included as shown in Fig. 4.4. Global
horizontal resolution is R2B04 (approx. 160 km) and the corresponding nests have resolutions
of R2B05 (approx. 80 km, called Antarctica nest) and R2B06 (approx. 40 km, called Antarctic
Peninsula nest), see also Table 3.1. Vertically, the configuration is the same as in the ensemble
simulation. The nests are initialised four time steps after the next higher one so that after 8 time
steps (i.e. 48min) all the nests are active including two-way interaction.
Another simulation is conducted in the same configuration but without the nests after 20 July
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Figure 4.4: Visualisation of the used nests around Antarctic Peninsula. Resolutions are R2B04 in the
global domain and R2B05 and R2B06 in the nests.
2008.
4.5 The ERA5 Reanalysis Dataset
The ECMWF Reanalysis 5 (ERA5, Hersbach et al., 2018) is the successive operational reanalysis
dataset of ERA-Interim (Dee et al., 2011). The following brief description of ERA5 is based on
Hersbach et al. (2018).
In the reanalysis, observations and model data are combined by optimal interpolation methods.
In case of ERA5, this includes an ensemble 4-dimensional assimilation system where the model
simulation is corrected by a variety of measurements within a time window of 12 h. Assimilated ob-
servations include measurements by more than 30 satellites as well as ground-based measurements.
The model bases on the IFS model (Simmons et al., 1989) which is operational at ECMWF and
which is accompanied by a land surface scheme and a submodel for ocean waves. The assimilation
ensemble is generated by adding random zero-mean gaussian perturbations to the observational
and model data.
The ensemble data assimilation enables ERA5 to provide uncertainty estimates of the reanalysis
dataset. Compared to ERA-Interim, ERA5 has a higher spatial (31 km x 137 levels up to 1 Pa)
and temporal resolution (hourly output interval) and more output variables. In addition, more
observation datasets are assimilated. A comparison of ERA5 and ERA-Interim can be found in
Hoffmann et al. (2019). ERA5 will cover the time period beginning from 1950 until now with
monthly updates. It is available via the Climate Data Storage1.
In this thesis, the potential vorticity of ERA5 in the pressure range between 100 and 30 hPa is used
to investigate the development of the polar vortex in comparison to the ICON-ART simulations (see
Sect. 5.1). Data of every even day in the respective month of the period 2004 to 2016 is selected.
1https://cds.climate.copernicus.eu
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4.6 The MERRA Reanalysis Dataset
TheModern-Era Retrospective analysis for Research and Applications (MERRA, Rienecker et al.,
2011), provided by NASA, is a reanalysis product for weather and climate applications covering
the satellite period from 1979 until 2015. After this, it was replaced by version 2 of the reanalysis
(MERRA2, Gelaro et al., 2017) where more observational data is assimilated (but not used in this
thesis). The following description of the MERRA reanalysis is based on Rienecker et al. (2011).
The MERRA reanalysis is based on the Goddard Earth Observing System atmospheric model
version 5 (GEOS5) which includes boundary conditions and parametrisations for all relevant
variables for the application in weather and climate. Horizontal resolution of the model for the data
assimilation system is 0.5° in latitude and 0.66° in longitude. Vertically, 72 levels cover altitudes
from the Earth’s surface up to 0.01 hPa. A three-dimensional variational data assimilation system
is applied which combines the observational and modelled data every 6 h. The used observations
include various satellite datasets, ground based stations data and radiosonde profiles.
In this thesis, the southern hemispheric minimum temperature from MERRA is used for the
comparison with the ICON-ART simulations. It is published via website2 and provides daily
minimum temperature data for one specific year as well as minimum and maximum values for the
whole period that was covered by MERRA.
4.7 Satellite Measurement Data
The simulations are evaluated with different satellite datasets which are described in the following.
The MIPAS instrument on the Envisat satellite is described first (Sect. 4.7.1). Then, a description
of the CALIOP instrument aboard the CALIPSO satellite follows (Sect. 4.7.2). The MLS and OMI
instruments on the Aura satellite are pointed out in Sect. 4.7.3. In the last subsection, the method to
interpolate the ICON-ART simulation data to the satellite orbits is described (Sect. 4.7.4).
The CALIPSO and Aura satellites are part of the A-train constellation (Stephens et al., 2002) where
six satellites share an orbit with 98° inclination and the satellites moving polewards up to a latitude
of 82°N/S with a time lag in the order of minutes. By this, the same atmospheric air masses can be
investigated by a multiplicity of different instruments.
There are two major viewing geometries for Earth observing satellite instruments: limb and nadir,
see Fig. 4.5. In limb view the instrument measures along the horizon. Due to the increase of air
density at lower altitudes and the long pathlength in the tangent layer, the major signal in this
geometry comes from the tangent point, i.e. the point closest to the ground. Profiles can be retrieved
by varying the viewing angle. In nadir geometry, the instrument’s view is downwards to the ground.
Profiles can be retrieved either by pulsing the actively emitted light beam or by pressure broadening
of the spectral lines.
2https://ozonewatch.gsfc.nasa.gov/meteorology/figures/merra/temperature
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Figure 4.5: Limb and Nadir geometries of satellite instruments. Limb: The satellite scans the horizon.
By this, most of the signal comes from the tangent point, i.e. the point closest to the ground. Nadir:
The satellite scans the atmosphere downwards in direction of the Earth’s radius. Adapted from Ern et al.
(2018) (CC-BY 4.0 license).
4.7.1 MIPAS on Envisat
The Environmental Satellite (Envisat) of the European Space Agency (ESA) was launched in 2002
and operated until 2012 in a sun-synchronous polar orbit with 98° inclination at an altitude3 of
800 km (Höpfner et al., 2018). The satellite repeated its orbit in 35 d. Envisat reached latitudes up to
81.45°N/S and was equipped with 10 instruments scanning the Earth’s environment.
TheMichelson Interferometer for Passive Atmospheric Sounding (MIPAS) on Envisat was a Fourier
transform spectrometer in the mid-infrared in the wavelength range from 4.15 to 14.6 µmwith a
spectral resolution of 0.0625 cm−1 in 2008 (Fischer et al., 2008; Höpfner et al., 2018). The MIPAS
instrument sounded the atmosphere in limb geometry, i.e. in horizontal direction, see Fig. 4.5,
which led to a high vertical resolution and trace gases with low volume mixing ratios could be
detected by MIPAS. With this, more than 25 atmospheric trace gases (Fischer et al., 2008) as well
as cloud properties of PSCs (Höpfner et al., 2006b) could be retrieved at altitudes from the upper
troposphere up to the mesosphere. In addition, the limb geometry caused MIPAS to be able to take
profiles down to latitudes of 87.5°S, thus very close to the South Pole.
Höpfner et al. (2018) recently compiled a climatology of PSC measurements for the whole MI-
PAS/Envisat period for latitudes around the poles (40° to 90°N/S) and for the respective winter
periods. With MIPAS, PSCs are detected by assuming refractive indices for the different PSC types
within four different spectral windows where the spectrum is not disturbed by other species too
much. The dataset contains two profiles of the PSC volume concentration with different assump-
tions: the first profile assumes small particles which is a maximum assumption for the particle
volume concentration. The second profile assumes particles with a radius of 3 µm which is the
minimum assumption for the particle volume concentration (Höpfner et al., 2018).
3see also official ESA website: https://earth.esa.int/web/eoportal/satellite-missions/e/envisat
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4.7.2 CALIOP on CALIPSO
The primary instrument onboard the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Ob-
servation (CALIPSO) is the Cloud-Aerosol Lidar with Orthogonal Polarisation (CALIOP, Pitts
et al., 2009; Höpfner et al., 2009; Pitts et al., 2018). The CALIPSO satellite was launched on 28 April
2006 (Winker et al., 2007). As part of the A-train constellation, the satellite flew in an orbit with 98°
inclination at an altitude of 705 km and coming down to latitudes of 82°S with a repeat cycle of 16 d
(Stephens et al., 2002; Pitts et al., 2018). In February 2018, it was moved to a lower orbit4 with an
altitude of about 688 km.
TheCALIOP instrument is a light detecting and ranging (Lidar) instrument which actively scans the
atmosphere by light beams at wavelengths of 532 and 1064 nm including two polarisations for both
channels (Winker et al., 2007). The instrument is set up in nadir geometry, i.e. looking downwards
to the ground, see Fig. 4.5. In the altitude range from 8.4 to 30 km, the vertical resolution is 180m
or higher and the light beam has a diameter of about 100m at the ground (Höpfner et al., 2009;
Pitts et al., 2018).
Polar stratospheric clouds are detected by CALIOP using the ratio of the total backscatter coefficient
and the molecular backscatter coefficient R532 as well as the backscatter coefficient at perpendicular
polarisation β⊥,532 at 532 nm. Discrimination of the PSC types can be established in the 1⇑R532 vs.
β⊥,532 figures where different regions represent the different PSC types (Pitts et al., 2009, 2018). Thus,
the types can be inferred from the CALIOP data but a quantitative comparison of concentration is
more difficult, which is further discussed in Sect. 5.7.1. The data distinguishes between no cloud,
STS and ice clouds. In addition, ice in mountain waves is a PSC class in CALIOP. For NAT, three
mixture types between STS and NAT are distinguished which are called Mix1, Mix2 and Mix-enh
according to different assumptions of number concentrations of the two types. In the comparison
with ICON-ART, the STS and NAT classes are summarised and called STS+NAT.
The data used in the scope of this thesis originate from the PSC climatology by Pitts et al. (2018)
and are the version 2 and level 1B data, which have been averaged with a window of 5 km along the
satellite flight path. In addition, the data is restricted to night-time data since the backscattered
sunlight leads to higher noise levels (Pitts et al., 2018). Data between 50°S and 82°S from 01 May to
31 October 2008 is selected for the comparison with ICON-ART.
4.7.3 MLS and OMI on Aura
The Aura satellite finishes the A-train constellation (see CALIPSO description above) and was
launched on 15 July 2004 (Schoeberl et al., 2006). The satellite is equipped with four instruments
whereof two are used in the scope of this thesis for evaluation studies: the Microwave Limb Sounder
(MLS, Waters et al., 2006) and the Ozone Monitoring Instrument (OMI, Levelt et al., 2006b).
The MLS instrument passively measures the thermal emission of about 20 trace gases and cloud
properties in the atmosphere in limb geometry and at wavelengths in millimetre to submillimetre
range (Waters, 1989; Waters et al., 2006). Advantages of this measurement technique are for instance
that it is not affected by clouds and that measurements can be performed during daytime as well
as during the night. Limb scans are measured every 25 s with a nearly global coverage from 82°N
4see https://atrain.nasa.gov/
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Table4.4: Pressure rangesandquality checkofMLSdata. The values originate from thedocumentation
of the version 4 level 2 data, see text and foot note 5. Data where the quality flag is higher than the given
threshold and data where the convergence flag is lower than the given threshold are used.
Compound Pressure range (hPa) Quality Threshold Convergence Threshold
HNO3 215 – 1.50 - -
N2O 46 – 4.60a 1.0 2.00
H2O 316 – 0.10 0.7 2.00
ClO 147 – 1.00 1.3 1.05
HCl 100 – 0.32 1.2 1.05
a Due to biases up to 100% at other altitudes, this pressure range is chosen for N2O
which differs from the recommended range in the documentation.
to 82°S. The instrument consists of five spectrometers sounding at defined wavelength ranges and
measuring various species and properties of the atmosphere (Waters et al., 2006).
Nitric acid is detected by the MLS radiometer at a wavelength of about 1.5mm (= 190GHz). The
vertical resolution of the data is 3 to 4 km (Waters et al., 2006). The dataset used in this thesis is the
version 4 level 2 HNO3 data for the complete year 2008 and the latitude band from 75°S to 82°S.
The pressure range to be used in the data is 215 to 1.5 hPa, according to the documentation of the
dataset5. In addition, the data provides flags when the retrieved HNO3 lacks precision. These data
points are cancelled from the MLS data for comparison with ICON-ART. The same data screening
with different pressure ranges and precision thresholds is applied to N2O, H2O, ClO and HCl. The
values are summarised in Table 4.4. In addition, remaining profiles with negative volume mixing
ratio within the recommended pressure range of Table 4.4 are cancelled. This mostly affects ClO
where 2‰ of the profiles can be used, only.
The history of the OMI instrument goes back to 1979 when the predecessor Total Ozone Mapping
Spectrometer (TOMS) was integrated in previous satellites (Levelt et al., 2006b). The OMI instru-
ment on the Aura satellite consists of a nadir solar backscatter spectrometer for ultra-violet to visible
wavelengths from 270 to 500 nm. As a passive nadir sounder, the instrument covers the latitudes of
the satellite from 82°S to 82°N.The ozone column is retrieved by algorithms that already have been
used for the TOMS instrument so that comparability to the early measurements is ensured (Levelt
et al., 2006a).
The data used in this thesis are the southern hemispheric minimum ozone columns which are
downloaded from https://ozonewatch.gsfc.nasa.gov/meteorology/SH.html. It provides the mini-
mum and maximum of the whole measurement period from 1979 until 2017 as well as time series
of the minimum ozone column for a specific year.
4.7.4 Interpolation of the ICON-ART Data to the Satellite Orbits
For the comparison with MIPAS, CALIOP and MLS, the ICON-ART data have to be interpolated
to the measurement space of each satellite. The three-step procedure is described here. First, the
three triangle grid points closest to the observation longitude and latitude are searched for each
5see https://mls.jpl.nasa.gov/data/v4-2_data_quality_document.pdf
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measurement point for horizontal interpolation. Interpolation is performed by a inverse-distance-
weighted average of the three neighbours:
ψhor(z, t) = ∑3p=1 ψ(λp ,φp ,z,t)s2p∑3p=1 1s2p (4.1)
where ψ is the ICON-ART variable to be interpolated to the satellite and sp is the distance to the
neighbour grid point with index p. In addition, λp and φp stand for the grid point longitude and
latitude, respectively. Then, the variable is interpolated linearly between the two neighboured
(daily) output time steps of ICON-ART:
ψtime(z) = ψhor(z, t0) + tsatellite − t0t1 − t0 (ψhor(z, t1) − ψhor(z, t0)) (4.2)
where tsatellite, t0 and t1 are the dates of the satellite observation as well as the previous and next
ICON-ART output time step, respectively.
Finally, the data are interpolated linearly to the given vertical coordinate ε of the satellites (geometric
altitude for MIPAS and CALIOP, pressure for MLS):
ψsatellite = ψtime(ε0) + εsatellite − ε0ε1 − ε0 (ψtime(ε1) − ψtime(ε0)) (4.3)
For MIPAS, ψ refers to the particle volume concentrations of the different PSC types and the
temperature in ICON-ART. For CALIOP, the particle surface and volume concentrations are used,
see next section for a discussion. For MLS, ψ stands for the volume mixing ratio of the compounds
used for comparison: XHNO3 , XN2O, XH2O, XClO and XHCl.
For comparison to OMI, the southern hemispheric minimum ozone values are calculated within
the same latitude band of 40°S to 90°S as in the measurements after converting the ozone volume
mixing ratios to DU as demonstrated in Appendix A.1.
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Evaluation and Sensitivity Studies
with the PSC Scheme in ICON-ART
Themajor goal of this thesis is the investigation of the interaction between PSCs and mountain
waves. To achieve this goal, the PSC scheme is generally evaluated with reference data, such as
reanalysis data and satellite measurements in this chapter. In addition, sensitivity studies with the
PSC scheme provide insights in the parametrisations of the different PSC types.
First, the dynamics of the polar vortex, a measure for the size of the ozone hole, is investigated
including all simulations of this thesis (Sect. 5.1). Then, it is shown that PSCs can be simulated using
ICON-ART in climate configuration and generally with the thermodynamic NAT parametrisation
(Sect. 5.2). Some sensitivity studies with the PSC scheme follow in Sect. 5.3. This includes the
investigation of the impact of changing the top height of the ICON microphysics (Sect. 5.3.1) in
order to calculate ice PSCs. After this discussion of ice PSCs in the model, it is examined if the
STS box model shown in Fig. 3.12 can also be reproduced in the simulations with ICON-ART
(Sect. 5.3.2). Supercooled ternary solution droplets are also part of the discussion of the comparison
between thermodynamic and kinetic NAT parametrisations that follows in Sect. 5.3.3. The kinetic
NAT parametrisation is further investigated in Sect. 5.3.4 and Sect. 5.3.5 where the dependency of
the NAT size distribution on the number of size bins and the dependency of the growth factor of
Eq. (3.27) on the radius are examined, respectively.
After this general investigation of the PSC scheme itself, it is demonstrated that denitrification
is included in the model by the comparison of NOy and N2O to flight measurements (Sect. 5.4).
Then, it is shown that chlorine and bromine activation are consistently integrated in ICON-ART
(Sect. 5.5). The impact on ozone is demonstrated in Sect. 5.6 where the linearised ozone scheme is
compared to the ozone development as part of the gas phase chemistry.
Finally, the PSC scheme is compared to four satellite measurement datasets in Sect. 5.7: MIPAS,
CALIOP, MLS and OMI. It is shown in this section that denitrification, dehydration and chlorine
activation occur in the correct time spans and altitude ranges. Thus, with the introduction of the
PSC scheme in ICON-ART, it is now possible to represent ozone in the gas phase chemistry in a
realistic manner.
65
Chapter 5 Evaluation and Sensitivity Studies with the PSC Scheme in ICON-ART
Figure 5.1: Area of the polar vortex in all global simulations with ICON-ART compared to ERA5 re-
analysis. The area on Earth where the potential vorticity is lower than −50 PVU is shown, after linearly
interpolated to the potential temperature surface of 475 K. The AMIP experiment uses the climate con-
figuration of ICON-ART with AMIP boundary conditions for the year 2008. The time slice experiment
consists of 30 years with repeated boundary conditions of the year 2008. The ensemble experiment
consists of 31 free-running simulations of 2008 with zero-mean Gaussian perturbed initial conditions.
5.1 Dynamics of the Polar Vortex
Due to the low temperatures within the polar vortex it determines the area where ozone depletion
takes place during local spring and it is therefore a measure for the size of the ozone hole. In the
operational setup at the Climate Prediction Center of the U.S. National Weather Service1, the size of
the polar vortex is analysed by the potential vorticity, see Eq. (2.9), at a specific surface with constant
potential temperature θ. Here, the surface with the potential temperature θ = 475K is used, i.e. an
altitude of about 21 km. The potential vorticity depends on altitude which is why a threshold of
−50 PVU defines the vortex edge in this thesis, which is based on, e.g., Braathen and Proffitt (2000)
and Serra et al. (2017). The potential vorticity in ICON-ART is calculated as described by Selz
(2019). As a reference, the recent ECMWF reanalysis ERA5 is used in this section, see Sect. 4.5.
Figure 5.1 shows the time series of the area where PV < −50PVU for ERA5 (black) and all realisa-
tions of the year 2008 of ICON-ART. The potential vorticity of ICON-ART and ERA5 are linearly
vertically interpolated to the 475K surface. Then, the area of the polar vortex is calculated as sum
of the triangle areas where PV < −50PVU. For the time slice and the ensemble simulations, the
minimum and maximum area for each day is illustrated by the green and red ranges in Fig. 5.1,
respectively. The AMIP-like simulation is represented by the blue line in the figure.
The polar vortex in ERA5 starts to develop in mid of May which is consistently represented in all
simulations with ICON-ART. Both the time slice and ensemble simulations are able to capture
the growth of the polar vortex in ERA5 until begin of August where the uncertainty ranges of the
simulations is in the order of 5 days. The AMIP-like simulation overestimates the area of the polar
1https://www.cpc.ncep.noaa.gov/products/stratosphere/polar/polar.shtml
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Figure 5.2: Area of the polar vortex in ERA5 for the years 2004 to 2016. The algorithm to calculate and
interpolate the PV on the θ = 475K surface is the same as in Fig. 5.1. The year 2008 is the black thick line
which is also shown in the previous figure.
vortex by up to 5Mio. km2 in this time period. At the maximum size of the polar vortex in mid of
August, this difference rises to up to 10Mio. km2.
During the reduction of the polar vortex, the uncertainty ranges of both time slice and ensemble
simulations increase to up to one month indicating that the variability in the decrease of is larger
than for the growth of the polar vortex. While the area of the polar vortex in ERA5 is within
the uncertainty range of the time slice experiment over the whole time period, the polar vortex
decreases by at least 10 days faster than in the reanalysis. In the AMIP-like simulation, the decrease
of the polar vortex is also captured compared to ERA5.
The main difference between the AMIP, time slice and the ensemble simulations is the treatment
of ozone in the model. In the ensemble simulation, ozone is computed as part of the gas phase
chemistry with feedback to radiation whereas climatologies of ozone are used for the radiation
feedback in the other simulations. This could explain the different development of the polar vortex
in the simulations. In addition, the physics and vertical resolution of the AMIP-like simulation
differ from the time slice and ensemble simulations which could explain the overestimation of the
size of the polar vortex.
Figure 5.2 illustrates the polar vortex in ERA5 of 2008 in the context of the years 2004 to 2016. The
year 2008 is pointed out by the thick black line. Especially at the end of the vortex development,
the year 2008 is an exceptional year with a vortex area of more than 20Mio. km2 in December and
a late decrease of the vortex area afterwards compared to the other years.
Single free-running simulations may not capture this long continuing polar vortex. However, there
are members of the time slice experiment which can reflect this feature of this specific year. Thus,
Figure 5.1 demonstrates the usefulness of conducting a variety of simulations where the state at the
beginning of the season in March 2008 is perturbed but where the other boundary conditions are
conserved.
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Figure 5.3: Area of NAT and ice PSCs based on temperature thresholds at an altitude of 50 hPa. This
corresponds to a geometric altitude of about 20 km, similar to the 475 K surface used in Fig. 5.1. The
simulation data are linearly interpolated to 50 hPa. The algorithm to derive the southern hemispheric
PSC area is the same asmentioned in Butchart and Charlton-Perez (2010), details see text. Please note the
different vertical axes which correspond to that by Butchart and Charlton-Perez (2010). The horizontal
lines correspond to minimum, mean and maximum of the ERA5 period from 2004 to 2016.
Comparing the different types of ICON-ART simulations with each other, the initial variability in
May is larger in the time slice experiment than in the ensemble simulation. This is a result how
the initial state is perturbed in the different simulations. In the time slice experiment, the second
member is generated by the state after the first year of simulation. Therefore, the average difference
to the first initial state is most probably larger than the second member in the ensemble simulation
which has been perturbed by up to 1‰. At the final stage of the polar vortex during November, the
variability of the vortex area is comparable in both simulations.
A quantity that is connected to the size of the polar vortex is the area covered by PSCs. In the
fifth SPARC report (Butchart and Charlton-Perez, 2010), this area is derived from temperature
thresholds for a variety of models at an altitude of 50 hPa. The algorithm is based on Pawson et al.
(1999) and Austin et al. (2003) and described in the following.
As proxies for NAT and ice PSCs at this altitude, the area south of 50°S is calculated where tempera-
tures are lower than 195K and 188K, respectively, for each output time step. This is multiplied by
the output interval, divided by the total area of the hemisphere and summed up for the period from
1 July to 30 September. This a proxy for the total amount of PSCs that are present during the whole
season. The resulting relative accumulated area is shown in Fig. 5.3 for ERA5 and the simulations
already used in the discussion of the polar vortex. A value of 800%-days means that a total area
eight times of the southern hemisphere was covered by temperatures lower than the threshold
during this season. The vertical axes correspond to Fig. 4.15 in Butchart and Charlton-Perez (2010).
In addition, the average, minimum and maximum values for the ERA5 period from 2004 to 2016
is illustrated as black line in the panels of Fig. 5.3 as a measure for a realistic variability of this
quantity.
For the ice threshold of 188K (right panel of Fig. 5.3), the area in ERA5 is significantly smaller then
in all simulations and members. The averages of all simulations agree within a few tens of %-days
but are by a factor of 1.8 larger than that of ERA5 for 2008. No simulation is within the range of the
total shown period of ERA5 from 2004 to 2016 thus showing that the area with potential for ice
PSCs is too large in the model.
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Figure 5.4: Southern hemispheric minimum temperature at 50 hPa in the MERRA reanalysis and
ICON-ART simulations. The blue line corresponds to the MERRA minimum temperature of 2008, the
green line depicts the minimum ozone in the simulation without PSCs. The blue range illustrates the
range of southern hemispheric minimum temperature between 1979 to 2017. The orange range corre-
sponds to the range of the ensemble simulation. The minimum is taken for latitudes south of 50°S.
The left panel of Fig. 5.3 demonstrates that the PSC areas in the mean of all realisations of the year
2008 agree for NAT PSCs (left panel) with values around 1130%-days and deviation of about 20%-
days in spite of the differences in the size of the polar vortex. These values are by 250%-days larger
than in ERA5 of the year 2008. Thus, the area where PSCs can exist in the model is overestimated.
Nevertheless, there are members of both ensemble and time slice experiments that can reflect the
conditions of ERA5. Thus, this demonstrates again the usefulness of knowing the variability and
error of the model simulations so that statements about the uncertainty of both reference data and
model data can be derived.
In addition to the threshold temperatures for PSCs, the southern hemispheric minimum tempera-
ture is analysed in comparison to the MERRA reanalysis data. Figure 5.4 shows the timeseries of
the minimum temperature of the reanalysis (blue) as well as the range of the reanalysis from 1979
until 2015 (blue shaded). The range of the ensemble simulation of ICON-ART is depicted as orange
shaded range. In addition, the simulation without PSCs is illustrated as green line in the figure.
Due to the polar night, the minimum temperature decreases from 215K in April to 180K in August.
This is in correspondence with the size of the polar vortex, see Fig. 5.1. After this, the temperature
increases again to its initial value.
This general structure of the temperature development is represented in both simulations of ICON-
ART. The temperatures at the beginning of the simulation on 1 March 2008 coincide with the
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measured ones in the first weeks. During July to September, the temperature in the model sim-
ulations is lower than in MERRA but with an overlap of at least 2 K to the historical range of
MERRA. This underestimation during the maximum size of the polar vortex is in accordance with
the findings above where the temperature-based PSC area was shown to be larger than in ERA5.
During the increase of the temperature between October and November, the MERRA temperature
of 2008 is within the range of the ensemble simulation. Thus, this shows that the dynamics of the
southern hemispheric minimum temperature is realistically represented in the model.
The PSC scheme in ICON-ART has an indirect feedback to the dynamics via the radiation feedback
of ozone. Therefore, the temperature in the simulation without PSCs is within the ensemble range
with PSCs during the whole year.
Concluding, the temperature development agrees withMERRA apart fromunderestimations during
the period from July to September.
5.2 Polar Stratospheric Clouds with the Thermodynamic NAT
Parametrisation
In this section, the development of PSCs within the polar vortex as defined above is demonstrated
in the AMIP-like simulation using the climate configuration as well as in the first year of the time
slice experiment. Both simulations use the thermodynamic NAT parametrisation and the general
formation of PSCs using this parametrisation is investigated. Figure 5.5 shows time series of all
PSC types in the upper three panel as vortex average (ice and NAT) and minimum and maximum
values (STS) occurring within the polar vortex on the 475K surface. The time period covers the
whole life cycle of the polar vortex fromMay to December 2008.
Both simulations shown in Fig. 5.5 agree in the formation and development of PSCs. NAT particles
are formed first with particle volume concentrations up to 0.35 µm3 cm−3. The NAT particles
are calculated by the thermodynamic parametrisation which leads to large denitrification in the
model, i.e. to a removal of gaseous HNO3 from this layer. In both simulations, HNO3 descreases
to values lower than 1 ppbv. Whereas the sedimentation of HNO3 takes a few days in the time
slice experiment, the dentrification is slower in the AMIP experiment either due to smaller NAT
particles or due to the input of HNO3 from higher altitudes.
Because of the fast denitrification in the model, no ternary solution droplets can be formed. Only
binary sulphate solution droplets exist with particle volume concentrations of 1 µm3 cm−3 in the
maximum. This will be further discussed in Sect. 5.3.3. The particle volume concentration of the
background sulphate aerosol is larger than zero in the polar vortex during the whole time period,
because it can exist all over the year.
Ice particles are formed the latest in the polar vortex because the temperature has to decrease to
the lowest values for the formation of ice clouds (see e.g., Fig. 2.6). The ice volume concentration
is in an order of magnitude that has been measured by in-situ balloon observations (see Höpfner
et al., 2018, and references therein). The ice volume concentrations between AMIP and time slice
simulations agree in the vortex-averaged values. On the other hand, the ice number concentration
should fit to the microphysics in the model in order to be consistently applied.
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Figure 5.5: Polar stratospheric cloud development with the thermodynamic NAT parametrisation.
Results of theAMIP simulation (solid lines and violet) and the first year of the time slice simulation (dashed
lines and orange) are shown. The time series show the vortex-averaged PSC volume concentration
of ice and NAT in the first two panels, and vortex minimum and maximum of STS in the third panel.
The minimum andmaximum of HNO3 in the vortex is shown in last panel. This is shown for the AMIP-
like simulation in climate configuration and for the time slice experiment in NWP configuration. The
simulations are interpolated on the 475 K surface of potential temperature. The polar vortex is defined
by PV < −50PVU on the 475 K surface.
Since there is an uncertainty about the particle number concentration of ice particles in the climate
configuration, as already discussed in Sect. 3.5.1, and because of the overestimation of the area of
the polar vortex in the AMIP simulation, the NWP configuration is used in the remaining part of
this thesis.
5.3 Sensitivity Studies with the PSC Scheme
In this section, the three types of PSCs are examined using ICON-ART in NWP configuration. It
begins with ice PSCs in Sect. 5.3.1 where the impact of changing the top altitude of the microphysics
is further investigated. Then, the development of STS in the ensemble simulation is pointed out by
comparisons to box model results in Sect. 5.3.2. In Sect. 5.3.3, the kinetic and the thermodynamic
NAT parametrisations are compared to each other. The last two subsections include sensitivity
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studies on changing the size distribution of NAT in Sect. 5.3.4 and the investigation of the radius
dependency of the growth factor used for the growth of NAT, see Sect. 5.3.5.
5.3.1 Impact of Changing the Top Height of the Microphysics
In section 3.5.1, different possibilities how to calculate ice PSCs in the NWP configuration of ICON-
ART were discussed. The impact of increasing the top height htop of the NWP microphysics to
30 km instead of the operationally used 22.5 km is investigated in the following in more detail.
The impact on the dynamics of the model is investigated by the changes in temperature and the
tropopause height. Then, the two ice parametrisations by the ICONmicrophysics and Marti and
Mauersberger (1993), as mentioned in Sect. 3.5.1, are compared with each other, followed by the
influence of the htop change on convection in the model.
Influence on the Model Dynamics
Due to the radiation feedback of water vapour, an increased value of htop leads to different dynamics
globally in the model compared to the operational setup at DWD.Therefore, both temperature and
tropopause height are analysed for the complete time range of the time slice experiment.
The temperature in Fig. 5.6 is averaged globally and for southern high latitudes (60°S to 90°S) and
linearly interpolated to different lower stratospheric pressure surfaces (5, 10 and 50 hPa). It is shown
for both values of htop which are the different panels in Fig. 5.6(a) and Fig. 5.6(b), respectively.
Generally, the temperature decreases in the stratosphere with decreasing pressure (see, e.g., Fig. 2.1)
and the yearly cycle is amplified for lower pressure values. In the lower stratosphere at 50 hPa
(green dotted/dashed lines), the temperature time series for both htop values show an oscillation
with period of six months in the global mean (Fig. 5.6(a)). Most probably, this is a result of the
different temperature structures during summer and winter in both hemispheres of the Earth.
In the southern high latitudes in Fig. 5.6(b), the yearly oscillation has a mean amplitude up to
∆T = 60K, by a factor of about 12 larger than in the global average due to the seasonal cycle around
the South Pole. During the winter months May to September, the temperatures decrease to values
below 195K on the pressure surfaces of 10 and 50 hPa. Thus, the formation of PSCs is possible
over the Antarctica although the simulation runs freely for both values of htop which was already
demonstrated for 50 hPa in Sect. 5.1.
Figure 5.7 shows the differences between the time series with different top height of the NWP
microphysics of Fig. 5.6(a) and Fig. 5.6(b), respectively. It is calculated as difference between the
time series with htop = 30 km and 22.5 km. In the upper panel of this figure comparing the global
time series, the differences are mostly below 1K and thus a factor of 3 lower than the amplitude of
the original time series. A yearly pattern in the temperature differences indicates that the increase
and decrease in temperature differ between the time series. In addition, there is a trend in the
difference in the order of 1 K within the 27 years of the time slice experiment.
This trend is also analysed in the time series themselves by linear regressions. The respective slopes
and offsets are denoted on the right hand side of the panels in Fig. 5.6. The slope is given in K yr−1
and the offset in K. The largest slopes in the global time series occur at the pressure values 10 and
5 hPa where the linear trend is in order of −0.03 K yr−1 when using htop = 22.5 km in the upper
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(a) Latitude: 90°S to 90°N
(b) Latitude: 90°S to 60°S
Figure 5.6: Stratospheric temperature time series in ICON-ART (a) globally and (b) at southern high
latitudes. The temperature is averaged for different latitude bands and interpolated to specific pressure
surfaces in the lower stratosphere as denoted in the figures. The respective upper panels include a value
of htop = 22.5km whereas the lower panels correspond to htop = 30km. The notes on the right hand
side of the panels show the linear trend in the time series where the slope is given in K yr−1 and the offset
is given in K. Results of the time slice experiment are shown.
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Figure 5.7: Difference of the time series of Fig. 5.6. The panels show the different latitude bands.
panel of Fig. 5.6(a). In contrast to this, the trend is positive and in the order of 0.01 K yr−1 for
htop = 30 km, i.e. in the lower panel of Fig. 5.6(a). Thus, the trend in the time series is decreased
when using a value for the NWP microphysics top height of htop = 30 km instead of 22.5 km.
In the southern high latitudes, the trend is negligible compared to the order of magnitude of the
yearly cycle. In the lower panel of Fig. 5.7, the difference between the temperature time series
peaks at ±20K which shows that the oscillation differs between the southern time series. Especially,
during the time of increasing and decreasing temperature small variations lead to a large difference
between the time series. The general development of the temperature, though, is similar between
the two values of htop.
The tropopause height is also a result of the dynamical structure and thus sensitive to the value
of htop. In Figure 5.8, the maximum tropopause altitude is shown which is calculated according
to the thermal definition by World Meteorological Organization (WMO, 1957). The panel 5.8(a)
illustrates the time series for htop = 22.5 km for the same latitude bands as in the temperature time
series and Fig. 5.8(b) shows the same for htop = 30 km. The differences between the tropopause
time series are illustrated in Fig. 5.9.
Like in the temperature time series, the amplitude of the global maximum tropopause altitude is
lower than that in southern high latitudes. Globally, it varies between 15 and 20 km with some
exceptions whereas the tropopause altitude ranges from 11 to 22 km in the southern high latitudes.
This is a result of the seasonal cycle of the temperature and general dynamics around the South
Pole. Minimum tropopause heights in the southern high latitudes occur during winter which is a
result of the low stratospheric temperature and has been observed (e.g., Rieckh et al., 2014).
On the other hand, the differences in Fig. 5.9 are in the order of the variations in the time series
themselves. Since the differences again show a yearly cycle and no trend, this originates from
differences in the yearly cycle when using htop = 30 km instead of 22.5 km. As the general structure
of the tropopause altitude is conserved for both values of htop the differences are reasonable.
Concluding, the trend in the temperature that occurs inNWPmicrophysics in the stratosphere could
be improved by increasing the top altitude of the NWP microphoysics to htop = 30 km. Differences
between the time series of temperature and tropopause altitude can be explained by different
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(a) htop = 22500m (b) htop = 30000m
Figure 5.8: Time series of maximum tropopause altitude in ICON-ART for a htop value of (a) 22 500m
and (b) 30 000m. Definition of the thermal tropopause according to WMO (1957). Maximum is taken
from the latitude bands shown in the figures. Results of the time slice experiment is shown.
Figure 5.9: Difference of the time series of Fig. 5.8. The panels show the different latitude bands.
dynamics especially in the yearly cycle. Thus, increasing the top altitude of the microphysics leads
to reasonable results and the general response of the model in terms of dynamics is negligible.
Comparison of the Two Ice Parametrisations
The parametrisations by Marti andMauersberger (1993) and Doms et al. (2011) both parametrise ice
on different ways. In Figure 5.10, time series of ice for both parametrisations are shown averaged for
southern high latitudes (60°S to 90°S) and calculated within the same simulation and with the same
water vapour mixing ratio as input. The microphysics are computed in the operational setup but up
to htop = 30 km. The same patterns for both parametrisations occur during the whole simulated
year which demonstrates that they represent the same process and lead to similar quantitative
results.
The parametrisation by Marti and Mauersberger (1993) starts to form ice about 10 days earlier
than in the microphysics of ICON-ART. Since the parametrisation by Marti and Mauersberger
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(a) Ice in ICON-ART (b) Ice due to Marti and Mauersberger (1993)
Figure 5.10: Ice mass mixing ratio with htop = 30km in (a) ICON-ART and (b) parametrisation of
Eq. (3.6). Themassmixing ratio is averaged in southern high latitudes (90°S to 60°S). The parametrisation
by Marti and Mauersberger (1993) produces zeros when temperatures are too high for ice formation,
thus leading to white space in panel (b). Results of the first year in the time slice experiment are shown.
(1993) is a diagnostic parametrisation, no sedimentation is included whereas in the microphysics of
ICON-ART ice particles sediment and irreversibly remove water vapour from the altitudes where
ice forms. This explains the initial values up to 0.1 ppmm in the parametrisation of Marti and
Mauersberger (1993), see Fig. 5.10(b). In addition, the parametrisation of the microphysics includes
more processes for the transformation of ice particles which explains the differences.
Since the absolute values are in the same order of magnitude and the dates when ice forms agree
between the two parametrisations, ice formation can be used from the microphysics of ICON-ART
also for the stratosphere. With this, ice is consistently calculated in the whole atmosphere. In
addition, the integration of the diagnostic parametrisation byMarti andMauersberger (1993) would
lead to technical problems with respect to its connection to the other hydrometeors in the model.
Influence on Convection in the Model
Changing htop could additionally influence especially convection in the model which could then
also be computed up to this altitude. To investigate the influence on convection in the model
the convective tendencies of the hydrometeors are analysed along with the thermal tropopause
altitude (WMO, 1957). Figure 5.11 shows the global maximum altitude up to which the convective
tendencies of water vapour, cloud water and cloud ice are non-zero for the first year of the time
slice experiment using htop = 22.5 km. The tropopause height is displayed at the grid point where
the maximum altitude of non-zero cloud ice tendency occurs.
The tendency of cloud water becomes zero in a maximum altitude of about 11 km which is about
5 km below the tropopause height. The altitudes of water vapour and cloud ice tendencies coincide
with each other and are closely connected to the tropopause height at this grid point. The tendencies
of water vapour and cloud ice are about 2 km higher than the thermal tropopause altitude because
of the overshooting of the tropopause in tropical storms. In the maximum, these tendencies do
not overshoot above 19 km which demonstrates that the cut-off of the hydrometeor convective
tendencies is at least by 3.5 km lower than htop (black line). A similar behaviour can be seen for
htop = 30 km (not shown). Thus, convection is not affected by the value of htop as long as htop is not
decreased below 19 km.
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Figure 5.11: Maximum altitude of non-zero convective tendency for water vapour, cloud water and
cloud ice. The convective tendencies are denoted by ddt_qv_conv for water vapour, ddt_qc_conv for
cloud water and ddt_qi_conv for cloud ice. The thermal tropopause height is shown as blue line at the
respective grid point where the maximum altiude for cloud ice occurs. The htop altitude is shown as
black line for a value of 22 500m.
Conclusion
Altogether, it was shown in this section that
(1) the influence on the dynamics is negligible when htop is increased to 30 km. Trends in the
order of −0.03 K yr−1 could be decreased to close to zero by increasing htop.
(2) the parametrisations of Marti and Mauersberger (1993) and Doms et al. (2011) lead to similar
results although they parametrise ice clouds differently
(3) convection is not affected by the change in the top height of the NWP microphysics.
In conclusion, ice PSCs can be computed with ICON-ART in the lower stratosphere using the NWP
microphysics increased up to 30 km.
5.3.2 From STS Box Model to Three-Dimensional Simulation
STS particles play a key role in the heterogeneous chemistry since the major part of chlorine activa-
tion can be explained by heterogeneous reactions on STS particles (e.g., Wohltmann et al., 2013). In
Figure 3.12, it was shown that the STS module in ICON-ART compares well with the original publi-
cation by Carslaw et al. (1994). Here, it is analysed if these box model results can also be found in
the three-dimensional simulations in ICON-ART. For this, the base run of the ensemble simulation
is used. It is rather unlikely that the exact input value tuples of (T , p,H2O,HNO3,H2SO4) can be
found in the model. This is why the input variables for the box model are slightly adapted in this
section: p = 55hPa, XH2O = 4.7ppmv, XHNO3 = 7ppbv and XH2SO4 = 250pptv, see Fig. 5.12. The
ICON-ART output is selected within the ranges of:
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(a) Coloured by air pressure (b) Coloured by H2O
(c) Coloured by HNO3 (d) Coloured by H2SO4
Figure 5.12: Comparison of STS box model with three-dimensional simulation in ICON-ART. Input
parameters for the box model (black line) are: p = 55hPa, H2O = 4.7ppmv, HNO3 = 7ppbv and H2SO4 =
250pptv. The different ICON-ART input variables for STS in the model are colour-coded with (a) air
pressure, (b) H2O, (c) HNO3 and (d) H2SO4 by values symmetrically around the box model values. White
points correspond to the box model values. The ensemble base run is chosen and only value tuples
within the ranges of the colour bars are shown.
T ∈ (︀185K, 210K⌋︀ (5.1)
p ∈ (︀52hPa, 58hPa⌋︀ (5.2)
XH2O ∈ (︀4.4ppmv, 5 ppmv⌋︀ (5.3)
XHNO3 ∈ (︀5 ppbv, 9ppbv⌋︀ (5.4)
XH2SO4 ∈ (︀220pptv, 280pptv⌋︀ (5.5)
In Figure 5.12, the box model result is depicted as black line whereas the model output of the
ensemble base run simulation is colour-coded by the different input variables. White points in
the figures correspond to the values of the box model. Figure 5.12(a) demonstrates the pressure
dependence of the STS module. The black line separates the red from the blue points in the whole
temperature range, so that lower (higher) pressure values also lead to a decreased (increased) STS
volume concentration compared to the box model case.
The figure with H2O colour-coded has to be separated into two regions, see Fig. 5.12(b): For binary
solution droplets, i.e. for temperatures larger than 195K, the STS volume concentration does not
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depend on the H2O volume mixing ratio. The H2O mixing ratios are lower than the box model
value regardless if the STS volume concentration is higher or lower than the box model’s one. On
the other hand, for the tenary solution droplet at temperatures lower than 195K, mixing ratios
higher than in the box model occur that also lead to an increased STS volume concentration.
This separation can also be seen in the other two panels for colour-coded HNO3, Fig. 5.12(c), and
H2SO4, Fig. 5.12(d). The binary sulphate aerosol droplets mainly consist of H2SO4 and water so
that the aerosol volume concentration does not depend on the HNO3 volume mixing ratio. In this
case, mixing ratios of HNO3 nearly equal to the box model values as well as lower and higher ones
can be found above and below the black box model line. On the other hand, the binary aerosol
volume concentration in Fig. 5.12(d) with colour-coded H2SO4 is separated by the black line with
higher (lower) particle volume concentration for higher (lower) H2SO4 volume mixing ratio for
temperatures larger than 195K.
In contrast to this, the ternary solution particle volume concentration for temperatures lower than
195K is dominated by the HNO3 volume mixing ratio. At these temperatures, the binary solution
droplets begin to absorb HNO3 (Carslaw et al., 1995b) which is reflected in Fig. 5.12(c) where the
black line again separates the HNO3 volume mixing ratios that are beyond the box model ones’.
Sulphuric acid, on the other hand, is less important for the STS volume concentration at these
temperatures.
Altogether and in combination with the discussion of Fig. 3.12, this demonstrates that STS particles
are not only formed in a physically consistent way in the boxmodel but also in the three-dimensional
ICON-ARTmodel: binary solution droplets are dominated by the content ofH2SO4 whereas ternary
solution droplets are dominated by the absorption of HNO3.
5.3.3 Comparison of Thermodynamic and Kinetic NAT Parametrisations
As mentioned in the previous section, STS particles are important for the heterogeneous chem-
istry, i.e. for chlorine activation. On the other hand, NAT particles denitrify the stratosphere
by sedimentation which prolongs the ozone depletion. Both NAT and STS compete against the
amount of gaseous HNO3 in the stratosphere which is investigated in this section by comparing
the thermodynamic and kinetic NAT parametrisations in this respect.
For this, the first year of the time slice simulation is used together with the simulation using the
kinetic NAT parametrisation instead of the thermodynamic NAT parametrisation. The results are
shown in Fig. 5.13 for the southern hemispheric high latitudes from 75°S to 90°S and within the
altitude range from 15 to 20 km.
As soon as the temperature decreases below the typical NAT formation temperature threshold of
195 K in the mid of May (upper panel), NAT is formed by the thermodynamic parametrisation
with average particle volume concentrations of more than 0.4 µm3 cm−3 (third panel). In these
simulations, HNO3 is treated as passive tracer so that it is only transported but does not experience
chemical reactions. Since NAT PSCs are also formed at higher altitudes, HNO3 is sedimented
from these altitudes into the depicted volume which enhances the HNO3 volume mixing ratio
from initially 7 to up to 14 ppbv in the maximum (lowermost panel). In the following month, the
maximum HNO3 volume mixing ratio decreases to values around 1 ppbv due to the sedimentation
of NAT particles. Thus, on the one hand, this demonstrates that denitrification is included in the
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Figure 5.13: Comparison of thermodynamic and kinetic NAT parametrisations. Results of the first year
of the time slice simulation (Thermo NAT in the figure) and the KinPar simulation are shown. The time
series are calculated for the latitude region from 75°S to 90°S and within the altitude range from 15 to
20 km. The uppermost panel shows the relative number of cells that are below the typical STS and NAT
formation temperature thresholds 192 and 195 K. The two middle panels show the average STS and NAT
volume concentrations, respectively. The lowermost panel depicts the minimum and maximum HNO3
volume mixing ratio.
case of the thermodynamic NAT parametrisation. On the other hand, no ternary solution droplets
can form due to the denitrification and the lower temperatures that are needed for the formation
of STS particles. However, the formation of STS particles has been observed in the stratosphere
(e.g., Dye et al., 1992). Thus, the NAT particles most probably are too large which leads to an
overestimation of the sedimentation velocities of NAT particles using the thermodynamic NAT
parametrisation.
In case of the kinetic instead of the thermodynamic NAT parametrisation, STS particles can
form with an average particle volume concentration up to 12 µm3 cm−3 at the beginning of June.
The formation of NAT with the kinetic approach starts later than in the thermodynamic NAT
parametrisation and the particle volume concentration increases to values around 0.05 µm3 cm−3,
i.e. by a factor of 8 smaller than in the thermodynamic NAT parametrisation. Correspondingly, the
denitrification is weaker for the kinetic NAT parametrisation because of the smaller particles. The
general lower particle volume concentration of NAT compared to STS has already been simulated
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in previous studies with other models (e.g., Khosrawi et al., 2018).
Because both STS and NAT particles can be simulated simultaneously by using the kinetic NAT
parametrisation, this parametrisation is used for the simulations using stratospheric gas phase
chemistry. These simulations are used for the comparison with satellites at the end of this chapter.
The kinetic NAT parametrisation is further investigated in the next sections where its dependency
on the number of size bins and the radius dependency of the growth factor are examined.
5.3.4 Dependency of the Kinetic NAT Parametrisation on the Number of Size Bins
The kinetic NAT parametrisation is a non-equilibrium approach where particles grow according to
microphysical properties of the particles as well as atmospheric conditions (van den Broek et al.,
2004). Since every single particle grows independently the method by van den Broek et al. (2004)
could depend on the number of size bins that are specified by the user. If more size bins are (partly)
filled with particles, they also could grow faster than with fewer number of size bins.
To evaluate this, the same experiment has to be conducted with larger number of size bins. Therefore,
the question is how the maximum particle number concentration of each new size bin has to be
chosen so that the experiment is the same as for fewer number of size bins. In the first part of
this section, a system of five variables is derived for splitting one size bin into two. The respective
notations are summarised in Fig. 5.14.
When splitting a size bin into two, the number of molecules must not be changed, i.e. the total
mass of NAT has to be conserved. The particle mass per volume can be described by the particle
number concentration multiplied by the mass of one particle which can be expressed by the NAT
density and the particle volume:
rb
NNAT,max




Figure 5.14: Definition of the maximum particle number concentration and radii when splitting a
size bin into two. rl and rr mark the boundary radii of the broader size bin with average radius r0 . The
average radii of the new thinner size bins are denoted by r1 and r2 . x1 and x2 are the fractions of the
newmaximum particle number concentration compared to that of the broader size bin.
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W0 = nmax,0mNAT = NNAT,max,0 ρNAT 43πr30 (5.6)
The sum of the particle mass concentration of both size bins has to be conserved which leads to the
following equation:
W1 +W2 =W0 (5.7)⇐⇒ NNAT,max,1 r31 + NNAT,max,2 r32 = NNAT,max,0 r30 (5.8)⇐⇒ x1 r31 + x2 r32 = r30 (5.9)
The following expressions hold for the radii of the broader and splitted size bins:
r0 = 12(rl + rr) (5.10)
r1 = 12(rl + r0) (5.11)
r2 = 12(r0 + rr) (5.12)
With Equations (5.10), (5.11) and (5.12) all radii can be described by the boundaries of the original
size bin rl and rr:
r1 = 34 rl + 14 rr (5.13)
r2 = 14 rl + 34 rr (5.14)
After including the radii in Eq. (5.9), there is still a degree of freedom how to calculate themaximum
particle number concentration for the new bins. There are two possible scenarios that are considered
in this section: either the number of particles within the size bin could be conserved, too, or the
number concentrations of the new size bins could be equal. Both approaches will be discussed in
the following.
Conserved Maximum Particle Number Concentrations
In the original size distribution (blue in Fig. 5.15) the maximum particle number concentrations of
each bin are fixed. Therefore, it seems reasonable to close the system by assuming the sum of the
new bins to equal the original one:
x1 + x2 = 1 (5.15)
Inserting x1 of Eq. (5.15) and the equations for the radii in Eq. (5.9) yields:
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(a) normalised size distribution (b) non-normalised size distribution
Figure 5.15: Same figure as Fig. 4.1 but including a second size distribution with double number of
size bins conserving the maximum particle number concentrations. The second size distribution is
transparently overlaid on top of the original size distribution and merges to brown colours between 0
and the minimum of both values.
x2 = 8(rl + rr)3 − (3rl + rr)3(rl + 3rr)3 − (3rl + rr)3 (5.16)
x1 = 1 − x2 (5.17)
The resulting size distribution can be found in Fig. 5.15 in two different ways: the size distribution
normalised by the width of the size bin and not normalised. In case of the not normalised distribu-
tion, the new maximum number concentrations (orange, dashed) are around half of the original
maximum particle number concentration. For the normalised size distributions, the new ones vary
around the original maximum particle number concentrations. In addition, the particle number
concentration of the new bins with smaller radii generally have a higher maximum particle number
concentration than the larger ones.
Equal Maximum Particle Number Concentrations
Another possibility to ensure the experiment as equal as possible to the original one could be to
equal x1 and x2:
x1 = x2 (5.18)
Inserting this equation into Eq. (5.9) results in a different equation for both particle number
concentrations:
x1 = x2 = 8(rl + rr)3(rl + 3rr)3 + (3rl + rr)3 (5.19)
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(a) normalised size distribution (b) non-normalised size distribution
Figure 5.16: Same as Fig. 5.15 but by assuming equal maximum particle number concentration. The
higher value in the largest size bin is a result of satisfying the condition in Eq. (3.26) because the number
concentrations are explicitly not conserved in this case.
As can be seen in Fig. 5.16(a), this approach improves the conservation of normalised maximum
particle number concentration for larger size bins. However, the number concentrations for size
bins with radius smaller than 7.5 µm are underestimated.
With Fig. 5.16(b), the intention of this approach gets clear: The new maximum number concentra-
tions are close to half of the original ones for the large size bins so that this could be a good estimate
of the original experiment.
Sensitivity Simulation
In order to evaluate the sensitivity to the number of size bins three ICON-ART simulations are
conducted using the three NAT size distributions mentioned above: the original (blue in Fig. 5.15),
conserved maximum number concentrations (orange in Fig. 5.15) and equal maximum number
concentrations (orange in Fig. 5.16). The resulting global HNO3 moles in NAT can be found in
Fig. 5.17. In the simulations, the initial gaseous HNO3 is set to the global value of 1 ppbv to ensure a
wide-spread supersaturation of HNO3 with respect to NAT. The dynamical variables are initialised
with the IFS analysis on 15 June 2008 where temperatures in the polar vortex already are low enough
for NAT formation.
As can be seen in Fig. 5.17, the number of moles of HNO3 in NAT differs between the experiments
at the beginning of the simulation. With the original distribution, it is twice as large as for the
experiment with double number of size bins and equal maximum number concentrations and it is
four times larger than in the experiment with conserving maximum number concentrations. This
is a result of slower initial growth of NAT particles if the smallest size bin is splitted into two. The
size bin with smallest radius has to be filled before larger particles can be formed. Since the smallest
size bin in the original size distribution is twice as wide as in the other two cases the initial growth
of NAT particles is faster.
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Figure 5.17: Global number of moles of HNO3 in NAT for different size distributions. The size distribu-
tions are shown in Figs. 5.15 and 5.16
These differences decrease within the first day of the simulation and get negligible after this. Thus,
it can be stated that for NAT particles existing for more than one day the method to derive NAT
particles with the kinetic approach is insensitive to the number of size bins.
5.3.5 Impact of Radius Dependence in the Growth Factor
The particle growth according to Eq. (3.22) is integrated by assuming a growth factor that does not
depend on the radius (Carslaw et al., 2002). However, Equation (3.27) indicates that the growth
factor by itself depends on the radius. The differential equation (3.22) which does not neglect the









ρNATR∗T (pHNO3 − psat,NAT) (5.21)= 1
rb + 4dHNO3vHNO3 x (5.22)
with x as the part that does not depend on the radius:
x = dHNO3MHNO3
ρNATR∗T (pHNO3 − psat,NAT) (5.23)
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(a) ∆t = 360 s (b) ∆t = 3600 s
Figure 5.18: Impact on using corrected equation for growth factor in kinetic NAT parametrisation.
The ratio between rgr,b and rb at t + ∆t is shown for fixed temperature T = 180K and pressure p = 50hPa
and for ∆t of (a) 360 s and (b) 3600 s. Please note the different colour bars of the two figures.
Separating the variables in Eq. (5.22) yields:
∫ rgr,brb (r + 4dHNO3vHNO3 )dr = ∫ ∆t0 x dt (5.24)
Assuming only the radius to be time dependent, the integration then leads to a quadratic equation
for the radius after growth of the particle rgr,b . The solution (neglecting the negative one) is then:
rgr,b = −4dHNO3vHNO3 +
⟨⧸︂⧸︂⟩(4dHNO3
vHNO3
+ rb)2 + 2x∆t (5.25)
Like in Equation (3.25), the radius according to Eq. (5.25) increases in case of supersaturation and
decreases in case of undersaturation. In both equations, the radius essentially depends on five
parameters: temperature T , pressure p, saturation difference ∆psat = pHNO3 − psat,NAT, time step
∆t and initial radius rb . The saturation difference is set in the order of 10−5 Pa based on ICON-ART
simulations and due to the lack of literature values.
The influence on using Eq. (5.25) is tested by varying the parameters within the following intervals:
T ∈ (︀171K, 195K⌋︀ (5.26)
p ∈ (︀10 hPa, 210 hPa⌋︀ (5.27)
∆psat ∈ (︀10−5 Pa, 10−4 Pa⌋︀ (5.28)
rb ∈ (︀0.05µm, 1.1µm⌋︀ (5.29)
∆t = 360 s or 3600 s (5.30)
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Figure 5.18 shows the ratio between rgr,b of Eq. (5.25) and the originally grown radius by Eq. (3.25)
for fixed temperature and pressure values and two different time steps of 360 s and 3600 s. Using
Eq. (5.25) generally yields larger particles than Eq. (3.25) since 1 is the lower limit in the figures. The
relative difference between the radii is larger than 1% for radii lower than 0.5 µm. For saturation
differences higher than 9 × 10−5 Pa, the particles can grow to sizes up to 15% larger than in the
original case. In contrast to this, the difference between the two growth mechanisms is negligible
for particles with an initial radius larger than 0.5 µm. In this case, the radius ratio decreases to
values lower than 1‰.
5.4 Denitrification and Renitrification in the Model
In order to quantify the denitrification of a PSC scheme, Waibel et al. (1999) suggested a method
that is based on measurements by Loewenstein et al. (1993) and Rinsland et al. (1996). Waibel et al.
(1999) combined the measurements by Loewenstein et al. (1993) and Rinsland et al. (1996) at a
threshold of XN2O = 120 ppbv. Rinsland et al. (1996) found that NOy and N2O are highly correlated
without denitrification during a Space Shuttle campaign during November 1994 at the time period
of the sunrise in latitudes between 64.5°S and 72.4°S. The filled black circles in Fig. 5.19(a) are
measured outside the polar vortex and demonstrate the correlation between NOy and N2O in the
ambient air. Within the polar vortex, the NOy values significantly decrease below these values
which is shown as open circles in Fig. 5.19(a).
In the right panel of Fig. 5.19, the corresponding ICON-ART result of the ensemble base run is
(a) Rinsland et al. (1996) (b) ICON-ART
Figure 5.19: NOy-N2O correlations (a) as originally measured and (b) as simulated in ICON-ART. For
the measurements, the tracer values are given as ppbv. For ICON-ART, it is an example at 2 days after
initialisation of the ensemble base run in ICON-ART. The higher NOy values at high N2O values originate
from the initialisation with EMAC and its emissions at the ground, see also Table 3.2. The latitude of each
grid point is colour-coded in the ICON-ART figure. The black lines show (a) the polynomial fit to the
measurements in ambient air outside the polar vortex and (b) the correlation for ambient air by the
method of Waibel et al. (1999) which coincides with the left panel’s black line up to XN2O = 120ppbv.
Graphic by Rinsland et al. (1996) published with permission of John Wiley & Sons.
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shown with the correlation of NOy and N2O as suggested by Waibel et al. (1999) (black line in
Fig. 5.19(b)). In addition, the values are colour-coded according to the grid point latitude: blue
colours stand for high southern latitude, green coloured points are close to the Equator and red
colours show high northern latitudinal grid points. The ICON-ART panel shows the NOy-N2O
correlation at an early stage of the simulation on 03 March 2008, two days after its initialisation
with EMAC. Rinsland et al. (1996) calculated NOy as the sum of all gaseous nitrogen-containing
species they could measure apart from N2 and N2O. In accordance to this, NOy in ICON-ART is
calculated as the nitrogen-weighted sum of all gaseous nitrogen-containing species apart from N2
and N2O:
XNOy = XClNO2 +XN+XHNO4 +2XN2O5 +XHNO3 +XBrONO2 +XClONO2 +XNO3 +XNO2 +XNO (5.31)
At this early stage of the simulation, no polar vortex appears in the simulation neither in the
northern nor in the southern hemisphere. Therefore, the conditions outside the polar vortex can
be applied globally and all simulated NOy-N2O values are close to the measured correlation.
In accordance to this, the general shape of the measurements can be reproduced in all grid points
of the ICON-ART simulation (Fig. 5.19(b)). A maximum occurs at each latitude around XN2O =
80ppbv which was also measured by Rinsland et al. (1996) around the southern polar vortex. The
NOy values are generally lower on the northern hemisphere than on the southern hemisphere at
the corresponding N2O values. Best agreement with the measurements can be found at N2O values
higher than 200 ppbv where the difference between measurements and simulated values is smaller
than 5%.
On the other hand, the simulation differs in slope and offset to the measurements for N2O values
lower than 10 ppbv. All grid points in this sector overshoot themeasured values. One possible reason
for this is that Rinsland et al. (1996) only measured NOy-N2O pairs for values of XN2O > 3 ppbv,
see Fig. 5.19(a). Thus, the black line in Fig. 5.19(b) at lower N2O values is an extrapolation of the
measurements and not necessarily realistic. In addition, themeasurements rely on one Space Shuttle
campaign and might be only representative for the polar vortex conditions during November 1994
(Rinsland et al., 1996).
In the same way as Fig. 5.19(b), the NOy-N2O correlation is evaluated for each month of the
simulation as snapshots, see Fig. 5.20. The panels show the total number of grid points with their
NOy and N2O values, colour-coded by the latitude. As indicated by the open circles of Fig. 5.19(a),
a measure for denitrification are values that are significantly lower than the line of air outside the
polar vortex.
During the first two months, i.e. during March and April 2008, no NAT particles are formed so that
the general shape does not vary significantly from the beginning of the simulation. Some lower
values at high northern latitudes (red colours) could indicate local NAT particles around the North
Pole leading to denitrification in the high northern latitudes.
As already shown in Fig. 5.1, the southern polar vortex starts to develop in the simulation in June.
This is reflected in Fig. 5.20 where NAT particles begin to form in the low temperatures within
the southern polar vortex in June 2008 (Fig. 5.20(d)). This is demonstrated by the blue coloured
points in June 2008 that differ from the black measured line. In July, the starting denitrification is
extended with NOy values down to 6 ppbv. This accumulates during the following months until
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(a) 03 March 2008 (b) 01 April 2008 (c) 01 May 2008
(d) 01 June 2008 (e) 01 July 2008 (f ) 01 August 2008
(g) 01 September 2008 (h) 01 October 2008 (i) 01 November 2008
(j) 01 December 2008 (k) 01 January 2009 (l) 01 February 2009
Figure 5.20: Monthly snapshots of NOy-N2O correlations. Results of the ensemble base run are shown.
The latitude of each grid point is colour-coded in the figures.
89
Chapter 5 Evaluation and Sensitivity Studies with the PSC Scheme in ICON-ART
(a) with PSCs (b) without PSCs
Figure 5.21: Comparison of denitrification between simulations with and without PSCs. Panel (a) is
the same as Fig. 5.20(h), i.e. for 01 October 2008, panel (b) is the figure for the same date but for the
simulation without PSCs.
the peak of denitrification is reached during September to November where also the polar vortex is
at the maximum of extent. At this stage, the NOy values decrease to 3 ppbv which coincides with
the original measurements by Rinsland et al. (1996) of Fig. 5.19(a).
After November, the area of the polar vortex decreases again and ambient warmer air is mixed into
the high latitudes. Thus, the denitrified air is mixed with air that did not experience denitrification
so that step by step the NOy values increase again. During January (Fig. 5.20(k)), some remnants
of the southern polar vortex can be identified for XN2O > 20ppbv which vanish until February
(Fig. 5.20(l)). In addition to that, January and February values of the northern hemisphere are
decreased with respect to previous months which could indicate denitrification on the northern
hemisphere but weaker than on the southern hemisphere.
Waibel et al. (1999) and Rinsland et al. (1996) stated that this decrease of NOy originates from
sedimenting NAT particles. This is verified by the simulations with ICON-ART. Figure 5.21 shows
the N2O-NOy correlation plot for the ensemble base run (Fig. 5.21(a)) and for the simulation
without PSCs (Fig. 5.21(b)), exemplarily for 01 October 2008 when the denitrification peaks in the
model. Without PSCs, the NOy values do not decrease to values below 5 ppbv in high latitudes
which occurs in the ensemble base run within the whole range of 1 to 300 ppbv N2O shown in the
figures. Similar results can be seen during the whole year (not shown). Thus, there is evidence that
the low NOy values come from denitrification in the model.
Another feature of this analysis is the quantification of renitrification at lower altitudes. This is
demonstrated as an example for June 2008 in Fig. 5.22. The volume mixing ratio of N2O as a
long-lived tropospheric source gas is an indicator for altitude: low values mean high altitudes where
N2O is photolysed and high values occur in lower altitudes in the troposphere. The feature of
renitrification can be emphasised by linearising the horizontal axis in Fig. 5.20(d). At N2O values
higher than 200 ppbv theNOy values are increased compared to themeasured line for high southern
latitudes (blue colours). Therefore, the denitrified air at higher altitudes (low N2O) corresponds to
renitrified air at lower altitudes.
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Figure 5.22: Renitrification in June 2008. This figure is the same as Fig. 5.20(d) but with linear horizontal
axis.
5.5 Chlorine and Bromine Activation in the Model
Apart from denitrification, the activation of chlorine and bromine is another major effect of PSCs
in the polar night. During this period, the reservoir compounds ClONO2 and HCl are converted
to the active species which are summarised in the ClOx group. In this thesis, the chlorine volume
mixing ratio of the ClOx family is determined by the sum of all active chlorine compounds weighted
by their content of Cl atoms:
XClOx = XClNO2 + 2XCl2O2 + XOClO + 2XCl2 + XBrCl + XHOCl + XCl + XClO (5.32)
In the simulations of this thesis, all species are transported separately. Time series of the reservoir
species as well as of the active chlorine species can be found in Fig. 5.23. The values are averaged
between 75°S and 82°S to be comparable to the comparison to the satellites in Sect. 5.7.2. As
reservoir species, that can exist for a relatively long time in the atmosphere, HCl and ClONO2 have
the highest volume mixing ratios during the polar day. Due to the lower reactivity of HCl compared
to that of ClONO2 its mixing ratio is generally higher in the stratosphere than that of ClONO2,
see Appendix C. ClONO2 is depleted by reactions with O(3P) as well as with Cl and is photolysed
whereas HCl is depleted by reaction with OH, only.
During the polar night between May and October, the reservoir species are converted into the
reactive ClOx species by heterogeneous processes on the surface of PSCs by Reacts. (R2.29) to
(R2.39). This is shown in the lowermost panel of Fig. 5.23 where ClOx is enhanced during this time
period.
As soon as the sun rises in the mid of September, the active species are destroyed again and are
converted back into ClONO2 by a larger fraction before the conditions are similar to the beginning
of the simulation again after mid of October.
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Figure 5.23: Chlorine activation in ICON-ART. Results of the ensemble base run are shown. Time series
of HCl, ClONO2 and ClOx (see Eq. (5.32)) are shown. The values are averaged between 75°S and 82°S.
A similar analysis can be made with bromine species. Here, the mechanism is principally similar
but the velocity of chemical reactions differs from that of the chlorine mechanism. This is why the
BrOx group volume mixing ratio is defined as follows:
XBrOx = 2XBr2 + XBrO + XBr (5.33)
As mentioned above, all species are transported separately neglecting their family membership.
Time series of all relevant bromine species are illustrated in Fig. 5.24. The volume mixing ratio
of the bromine species are by a factor of about 100 lower than that of the chlorine species above
due to higher reactivity. In addition, the abundance of HBr is much less dominant than for HCl
in comparison to the other species because of the higher reaction rate with OH, the main sink of
HBr. During the polar day, the largest volume mixing ratio in the lower stratosphere up to 25 km
is in BrONO2 with values up to 17 pptv. When the sun elevation goes down (lowermost panel in
Fig. 5.24) the photolysis rates decrease, PSCs form and the reaction rates of other reactions get
dominant. As example, the production rate of HOBr due to React. (R2.32) is shown in the second
to last panel of Fig. 5.24 which is calculated according to:
Phet,HOBr = dNHOBrdt = khet,(R2.32),total NBrONO2 NH2O (5.34)
The number concentrations of the compounds in this equation are given in molec cm−3 s−1. These
heterogeneous reactions lead to a decrease of BrONO2 as well as BrOx and an increase in HOBr
with values up to the sum of all Br species.
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Figure 5.24: Bromine activation in ICON-ART. Results of the ensemble base run are shown. Time series of
HBr, BrONO2 , HOBr, BrCl andBrOx (see Eq. (5.33)) are shown, togetherwith the heterogeneous production
rate of HOBr due to React. (R2.32) (see Eq. (5.34)) and the mean solar elevation angle. The values are
averaged between 75°S and 82°S.
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During the polar night, HOBr is further activated on the surface of PSCs. As can be seen in the
heterogeneous reactions, especially Reacts. (R2.30), (R2.33), (R2.35) and (R2.36), the product of the
heterogeneous bromine chemistry is BrCl. The reaction rate of HOBr +HBr is negligible because of
the low abundance of HBr. Thus, BrCl is increased up to the sum of all bromine species during the
polar night. Significant fractions also remain in the other BrOx species which are not photolysed
during the night, especially at altitudes below 20 km.
As soon as the sun rises, the activated BrCl is photolysed which leads to an increase of both BrOx and
HOBr and finally of BrONO2 during October and afterwards. The amount of atomic Br due to the
photolysis of BrCl suffices that HBr is produced with mean values around 5 pptv. At altitudes above
25 km, BrOx has the largest abundance due to higher photolysis rates and thus higher reactivity of
BrONO2.
Altogether, this section showed that chlorine and bromine activation are consistently present in the
model which are closely connected to the presence of PSCs. Therefore, it was shown that the direct
impact of PSCs on the chemistry is integrated in ICON-ART in a consistent way. The impact of
these developments on ozone are investigated in the following section.
5.6 Comparison of Linearised Ozone and Heterogeneous Chemistry
In previous versions of ICON-ART, ozone had to be represented by a linearised scheme, which is
called the LINOZ scheme (see Schröter et al., 2018). By integrating a PSC scheme in ICON-ART,
all processes that are relevant for the interactive representation of ozone are now implemented
in the model: emissions of trace gases such as CFCs (Weimer et al., 2017), a gas phase chemistry
scheme solving the set of non-linear ordinary differential equations with a module for photolysis
rates (Schröter, 2018) and the heterogeneous chemistry on the surface of PSCs. In this section, the
linearised ozone scheme is compared to the interactively calculated ozone within the polar vortex
as defined in Sect. 5.1.
In accordance to the explanations of the differences between kinetic and thermodynamic NAT
parametrisation of Sect. 5.3.3, the development of PSCs is different in both simulations. Nevertheless,
the time ranges when the PSCs exist are similar so that the two simulations are comparable in this
respect.
The intrinsic problem of a diagnostic ozone parametrisation is the time shift between activation of
chlorine species on PSCs and the actual ozone depletion. In ICON-ART, this is realised by assuming
that the ozone depletion is connected to the occurrence of PSCs based on the temperature threshold
of 195 K and a solar zenith angle lower than 92.5°, i.e. it has to be dark (Schröter et al., 2018). As
soon as the temperature and solar zenith angle decrease below these thresholds ozone is depleted
assuming a lifetime of 10 days.
This is shown in Fig. 5.25 for the time slice simulation where timeseries of minimum passive and
LINOZ ozone volume mixing ratio in the polar vortex are depicted in the uppermost panel. The
vortex is defined as horizontal region where PV < −50PVU at θ = 475K. The ranges relate to the
minimum and maximum values during all years of the time slice experiment. In addition, the
figure shows time series of the area within the vortex with temperature lower than 195K. The total
PSC volume concentration is shown in the third panel as vortex average. The last panel shows the
minimum and maximum sun elevation angle in the vortex. The same time series are shown in
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Figure 5.25: Comparison of linearised ozone with the PSC scheme in ICON-ART within the polar vor-
tex. Results of the time slice experiment are shown. The polar vortex is defined for PV of PV < −50PVU
at θ = 475Kwhere the ICON-ART data is vertically linearly interpolated. The uppermost panel shows the
minimum ozone within the vortex for the chemically active and passive tracers as ranges in the time
slice experiment. The second panel shows the time slice-averaged number of cells with temperature
lower than the typical formation temperatures of the PSC types relative to the total number of grid cells
in the vortex. The third panel shows the time slice-averaged vortex-mean PSC volume concentration
within the vortex. The lowermost panel illustrates the time slice-averaged minimum and maximum of
the solar elevation angle in the vortex.
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Figure 5.26: Comparison of gas phase chemistry with the PSC scheme in ICON-ART within the polar
vortex. Same figure as Fig. 5.25 but for the ensemble simulation and ozone calculated as part of the
stratospheric gas phase chemistry.
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Fig. 5.26 but for the ensemble simulation and using ozone as result of the stratospheric chemistry
instead of LINOZ ozone.
Passive and active ozone in both simulations first coincide during May 2008. While the area with
T < 195K increases, the minimum value of LINOZ ozone in Fig. 5.25 also begins to differ from
the passive tracer, thus showing the heterogeneous depletion of ozone during the polar night. In
contrast to this, the depletion should start not before the sun rises. During the begin of June, the
solar elevation angle is nearly zero in the maximum so that the photolysis rates are not large enough
to lead to ozone depletion. This is shown in the ensemble simulation in Fig. 5.26 where the two
ozone time series start to differ after begin of July when also the sun rises. In addition, the decrease
of ozone in the ensemble simulation follows after the peak of the PSC volume concentration whereas
LINOZ ozone is already depleted when the PSC formation is at its maximum, i.e. when the coldest
temperatures occur in the polar vortex.
Ozone of the linearised scheme in Fig. 5.25 is depleted until the temperature increases to values
larger than 195K. Thus, there are regions in the polar vortex where ozone is depleted completely
with the LINOZ scheme. This is not the case for ozone using the stratospheric chemistry. A fraction
of at least 0.2 ppmv of ozone remains in the polar vortex in the ensemble simulation. The time
series of ozone will be evaluated with satellite data in Sect. 5.7.3.
In summary, this section demonstrated the differences of the linearised ozone scheme LINOZ
and ozone as result of the stratospheric chemistry. Ozone as result of the stratospheric chemistry
includes all relevant processes for a realistic representation in the model. In the LINOZ scheme, the
effect of PSCs is parametrised which leads to an ozone depletion that starts too early at the coldest
temperatures in the vortex and holds on until ozone is depleted completely at least at some grid
points.
5.7 Evaluation of the PSC Scheme with Satellite Measurements
The goal of this chapter is the evaluation of the PSC scheme with reference data. So far, the size of
the polar vortex was compared with ERA5 data and denitrification was evaluated with results of
airborne measurements. In this section, the PSC scheme itself and the time evolution of trace gases
closely connected to the presence of PSCs are compared to satellite data.
First, the PSC development is compared to MIPAS and CALIOP data (Sect. 5.7.1). Then, the
trace gases HNO3, N2O, H2O, ClO and HCl are evaluated with MLS measurements (Sect. 5.7.2).
Finally, the evolution of ozone in the model in comparison to OMI measurements is investigated
(Sect. 5.7.3).
5.7.1 Comparison of PSCs with MIPAS and CALIOPMeasurements
ThePSCmeasurements of MIPAS and CALIOP are used for a detailed comparison with ICON-ART.
Figure 5.27 shows the sum of STS, NAT and ice particle volume concentrations of ICON-ART
on the vertical axis and the MIPAS measurements of the total PSC volume concentration on the
horizontal axis. The ICON-ART data is the average of all ensemble members and the MIPAS data
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(a) Latitude colour-coded (b) Altitude colour-coded
Figure 5.27: ICON-ART total PSC volume concentration compared toMIPASmeasurements. The aver-
age of all members of the ensemble simulation is shown colour-coded with (a) latitude and (b) altitude.
The MIPAS data are the average between maximum and minimum approach.
is the average between maximum and minimum assumptions, as already used by Höpfner et al.
(2018).
In the latitude regions between 50°S to 40°S (red colours in Fig. 5.27(a)) clouds are detected
by ICON-ART at an altitude lower than 16 km (blue colours in Fig. 5.27(b)) and with particle
volume concentrations higher than 300 µm3 cm−3. These clouds can be explained by tropospheric
ice clouds which have not been observed by MIPAS. At altitudes above 26 km (red colours in
Fig. 5.27(b)), the PSC volume concentration decreases to values lower than 0.1 µm3 cm−3, thus
corresponding to the background sulphate aerosol, see Sect. 5.3.2. Apart from some outliers in
both measurements and model simulation, they agree in the maximum PSC volume concentration
of around 300 µm3 cm−3.
The quantitative comparison between MIPAS and ICON-ART differs in up to three orders of
magnitude. There are some possible reasons for this. First, the dynamics between model and
measurements differ. This is shown in Fig. 5.28(a) where the temperature values between ICON-
ART and MIPAS are illustrated. The temperature values differ by up to 20K which could explain
the different development of PSCs in the model and the MIPAS measurements.
To investigate this further, the values where the absolute value of the temperature difference between
MIPAS and ICON-ART is higher than 1 K are eliminated in Fig. 5.28(b). This assumes that PSCs
are instantaneously formed in thermodynamic equilibrium. The differences between MIPAS and
ICON-ART are still in the order of two orders of magnitude and thus suggesting that the PSC types
between model and MIPAS differ. In the region where differences in Fig. 5.28(b) are largest (1
to 10 µm3 cm−3 for ICON-ART and MIPAS) NAT particles have a large fraction of the total PSC
volume concentration (not shown). As shown in Sect. 5.3.3, the NAT volume concentration is
underestimated in the model which could also explain the differences between measurements and
model output. These differences should be investigated further in the future, especially for the
application of the PSC scheme in the Arctic where the interaction of PSCs and the chemistry is
more sensitive to small-scale temperature fluctuations (e.g., Eckermann et al., 2009).
Horizontal structures in Figs. 5.27(b) and 5.28(b) could indicate that the PSC volume concentration
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(a) Temperature (b) PSC volume concentration for ⋃︀∆T ⋃︀ < 1K
Figure 5.28: Temperature and PSC volume concentration at the same temperature for MIPAS and
ICON-ART.The temperature inpanel (a) is colour-codedby the latitude. For thePSCvolumeconcentration,
only values are shown where the temperature is lower than 200 K and where the temperature difference
is lower than 1 K.
saturates a value of about 3 µm3 cm−3 at altitudes from 20 to 22 km and at temperatures lower
than 188K. This temperature can be assumed as the ice formation threshold at these altitudes (see
Sect. 5.1). Thus, an underestimation of the ice volume concentration could be the reason for these
horizontal structures in the figures.
The comparison of the PSC types to CALIOP measurements is shown in Fig. 5.29. As mentioned
above, the CALIOP PSC type is derived from the measured backscatter coefficient of the particles.
It is assumed that NAT particles are always in mixture with STS particles. Three mixture types
(Mix1, Mix2, Mix-enh) are defined for CALIOP that correspond to different assumptions about
particle number concentration of NAT and STS (Pitts et al., 2018). This is why Fig. 5.29 shows the
sum of STS and NAT for both CALIOP and ICON-ART data. In addition, the wave-ice type of
CALIOP is attributed to ice in the CALIOP data.
From a theoretical point of view, the backscatter coefficient of a particle depends on the differential
cross section of the particle (Wandinger, 2005). Thus, it depends on the surface of the particle
which is why the particle surface concentration is chosen for the comparison of ICON-ART with
the CALIOP PSC types. In addition, the comparison with the PSC volume concentration is shown
in Fig. 5.29(b). For this, the ICON-ARTmajor PSC type is determined as the PSC type of which the
particle surface (volume) concentration is larger than 50% of the total particle surface (volume)
concentration:
Sc > 0.5 (SSTS+NAT + Sice), c ∈ {STS +NAT, ice} (5.35)
In addition, STS in ICON-ART also accounts for binary solution droplets which is not the case in
the CALIOP data. To avoid binary solution droplets, a threshold of 0.1 µm3 cm−3 in the particle
volume concentration of STS is used to distinguish between binary and ternary solution droplets,
cf. Fig. 5.12.
In order to compare the CALIOP measurements with ICON-ART, it is investigated which major
type of PSCs occurs in ICON-ART if a specific type was measured by CALIOP. For this, Figure
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(a) Surface Concentration (b) Volume Concentration
Figure 5.29: CALIOP PSC types compared to ICON-ART. Results of the base run of the ensemble simu-
lation are shown. The major PSC type in ICON-ART is derived (a) from the PSC surface concentration,
see Eq. (5.35), and (b) from the PSC volume concentration with the same algorithm. The vertical range
from 12 to 30 km is used for the comparison. The total number of measurement points in 106 points is
denoted on the right hand side of each row.
5.29 illustrates the distribution of PSC types in ICON-ART for no cloud, STS+NAT and ice PSCs in
the observations. Thus, each row in Fig. 5.29 sums up to 100%.
The best agreement between CALIOP and ICON-ART can be found for no PSCs: 76% of the
measured “No” PSCs are also determined as such in ICON-ART in both panels of Fig. 5.29. The
selected data covers areas up to mid-latitudinal 50°S where no PSCs occur anymore. In this general
sense, this result shows that the PSC scheme forms PSCs in similar areas of the Earth as in the
CALIOP measurements. Uncertainties remain in the determination of no PSCs in ICON-ART, as
mentioned above.
The observed and modelled mixture type STS+NAT coincide with a fraction of 52% and 48% for
the particle surface and volume concentration, respectively. Thus, the coincident PSC types have
largest fraction but this also means that nearly half of the measurements of STS+NAT particles do
not fit to the ICON-ART data.
For ice, the smallest fraction is also determined as ice PSC in ICON-ART with values of 23% and
29%. Thus, this suggests that the dynamics in the model differs to that in the measurements.
Spang et al. (2016) derived a PSC classifier forMIPAS and compared coincidentMIPAS andCALIOP
PSC type measurements with each other. They demonstrated that also differences between the clas-
sification methods between both instruments exist which can be attributed to different instrument
sensitivities. Thus, the classification of PSCs by satellite instruments includes an uncertainty. An
investigation of the area covered by PSCs as shown by Spang et al. (2018) could help to get a global
picture of PSC occurrence with respect to both satellite measurements.
The time series of the PSC types in comparison to CALIOP is shown in Fig. 5.30. In ICON-ART,
the formation of PSCs starts in the mid of May 2008 in contrast to CALIOP where PSCs occur first
at the beginning of June. In comparison to MIPAS measurements, this start of the formation of
PSCs is too late (not shown, Höpfner, 2019, pers. communication) which indicates that start and
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Figure 5.30: Time series of polar stratospheric clouds in CALIOP and ICON-ART. Results of the ensem-
ble base run are shown. The CALIOP mixture types are summarised as STS+NAT. The two lower panels
show the ICON-ART PSC type with volume and surface concentration as basic quantities, respectively.
The data points of neighboured profiles overlap in the figures. At the dates where both types occur in
neighboured profiles, the colour merges to violet.
end of the PSC period in ICON-ART are in agreement with the measurements. The maximum
height of PSCs of about 28 km of the CALIOP data is reflected in the ICON-ART simulation.
In addition, the decrease in the maximum PSC height after begin of September is in agreement
with the measurements. Generally, the time period of the occurrence of PSCs is consistent to
the measurements, demonstrating that the yearly cycle of PSCs is reflected in the simulations of
ICON-ART.
In total, the detailed method for comparison of the PSC volume concentration and PSC types to
the satellite observations is uncertain and a comparison using the radiative quantities derived from
the model data as mentioned by Engel et al. (2013) would be highly appreciated. Apart from these
uncertainties, the PSC scheme generally produces PSCs in ICON-ART in a similar area like in the
measurements. The yearly cycle of PSCs is consistent to the measurements.
To summarise both comparisons of this section, the composition of PSCs differs probably either
because of different dynamics in themodel compared to themeasurements or because of incomplete
nucleation mechanisms of the PSCs. As mentioned in Sect. 2.5, especially the nucleation of NAT on
other pre-existing PSCs that work as nuclei for NAT is current issue of research. In the configuration
of ICON-ART, NAT is formed independently of other aerosols in the atmosphere which could be
improved in the future. The comparison to MIPAS showed that the particle volume concentration
of the PSCs is in the correct order of magnitude but it also suggested that the type of the PSCs
does not match. This is confirmed by the CALIOP comparison where still uncertainties remain in
the composition of PSCs in ICON-ART. In addition, the daily model output interval as well as the
horizontal resolution of around 160 km in the ICON-ART simulations might limit these detailed
comparisons to the satellite data.
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(a) HNO3
(b) N2O
Figure 5.31: ICON-ART time series of (a) HNO3 and (b) N2O compared to MLS measurements. ICON-
ART values are the ensemble mean. Data is selected for the southern high latitudes (75°S to 82°S).
5.7.2 Comparison of Relevant Trace Gases with MLS Measurements
In this section, some trace gases related to the heterogeneous chemistry are compared with MLS
measurements. Figure 5.31 shows time series HNO3 in Fig. 5.31(a) and nitrous oxide (N2O) in
Fig. 5.31(b) for the southern high latitudes from 75°S down to 82°S for the year 2008. The average
of all ensemble members of ICON-ART is shown in the lower panels of the figures. In the early
time of the polar night between April and May 2008, the photochemistry of the active nitrogen-
containing species gets less efficient so that the reservoir gas HNO3 is formed with volume mixing
ratios up to 18 ppbv in the MLS measurements, see Fig. 5.31(a), upper panel. From June until
September, dentrification takes place so that HNO3 decreases to values below 2 ppbv. When the
vortex dissipates in November to December 2008, air from mid-latitudes increases the HNO3
mixing ratio again with values up to 9 ppbv in the pressure region from 50 to 10 hPa.
All these general features are represented in the ensemble simulation of ICON-ART using the
stratospheric chemistry, see lower panel of Fig. 5.31(a) but the absolute volume mixing ratios of
HNO3 are lower than in the MLS measurements. In ICON-ART, the HNO3 volume mixing ratio
peaks at around 14 ppbv whereas the maximum in the MLS measurements is at about 18 ppbv (not
shown). In addition, HNO3 is also underestimated after the dissipation of the polar vortex in
November to December where the volume mixing ratio in ICON-ART is about 7 ppbv compared
to the measured 9 ppbv mentioned above.
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In the MLS measurements, enhanced HNO3 mixing ratios up to 5 ppbv occur in August within the
pressure range from 7 to 1 hPa. Most probably, these originate from nitrogen-containing species
being intruded from higher altitudes which is a current issue of research (see, e.g., Bender et al.,
2019) and which cannot be represented in the current state of ICON-ART.
Denitrification is weaker in the model than in the measurements which was also shown in several
previous sections of this chapter. The comparison of the thermodynamic and the kinetic NAT
parametrisation already suggested that the kinetic approach underestimates denitrification. In the
measurements, obviously larger NAT particles form that lead to a denitrification between 20 and
100 hPa and a renitrification at lower altitudes. In ICON-ART, the general shape of denitrification
can also be found in the time series: the volume mixing ratio is enhanced at a pressure value
of about 10 hPa and at lower altitudes at about 100 hPa. In between, the HNO3 volume mixing
ratio decreases to values of 4 ppbv. The presence of denitrification in the simulations was already
demonstrated in Sect. 5.4, and more specifically in Fig. 5.21. Thus, the denitrification in the model
is weaker than in the MLS measurements, most probably because of a general underestimation of
HNO3 in the model and the general underestimation of NAT particles with the kinetic approach in
ICON-ART so that NAT particles form that are smaller than in the measurements.
HNO3 in the model is produced by the reaction NO2 + OH and the active nitrogen-containing
species, such as NO and NO2, are produced by N2O. This is why Fig. 5.31(b) shows the time
series of N2O for MLS and ICON-ART. In the shown southern high latitudes, N2O decreases with
time as a result of the downwelling in the polar vortex. After its dissipation in December 2008,
mid-latitudinal values are mixed into this region so that the N2O volume mixing ratio increases
back to values up to 192 ppbv in the shown pressure range in the MLS measurements.
In ICON-ART, the N2O volume mixing ratio is also underestimated by a factor of about 2 from the
beginning of the simulation compared to the MLS measurements. Thus, the time series of N2O
could explain the general underestimation of HNO3 in the model. The general features, like the
large-scale downwelling and the subsequent decrease of N2O as well as the increase of N2O after
the dissipation of the polar vortex are represented in ICON-ART.
N2O is a trace gas which has no chemical sources in the troposphere and stratosphere, see Ap-
pendix C. The only source of atmospheric N2O are emissions at the Earth’s surface. Thus, two
possible reasons can result in the underestimation of N2O in ICON-ART which are discussed in
the following: either the initialisation of N2O already contains too low values or the emissions of
N2O are not well represented in the model.
In the time series shown in Fig. 5.31(b), the differences start at the beginning of the simulation in
March 2008. Therefore, the initialisation of N2O could already involve an underestimation of N2O.
It is initialised from an EMAC simulation where the setup was validated in several studies with
measurements in the stratosphere (e.g., Jöckel et al., 2006; Kirner, 2008). Thus, it is improbable
that the EMACmodel includes these underestimated values. Nevertheless, an initialisation with
assimilated MLS measurements could be checked in the future.
In addition, the impact of the interpolation on the ICON-ART grid with the nearest neighbour
method is negligible (not shown). Thus, the initialisation of N2O in ICON-ART seems to be
consistent with EMAC which is validated with measurements. On the other hand, emissions of
N2O by the EDGAR inventory include an uncertainty in the order of 100% (Olivier et al., 1999)
which could explain the discrepancies between N2O in the model and in the measurements.
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Figure 5.32: N2O time series at an altitude of 10 hPa in MLS and ICON-ART. A moving average with a
time window of 1 d is applied to the data to suppress small-scale fluctuations. The trends denoted at the
right bottom of the figure are linear regressions of the time series until begin of June where the dashed
vertical line is included. Data is selected for the southern high latitudes (75°S to 82°S).
N2O can be used as proxy for the transport in atmospheric chemistry models (e.g., Kirner et al.,
2015a) which is additionally shown in Fig. 5.32 where the time series of N2O is depicted at an
altitude of 10 hPa for MLS (thick line) and ICON-ART (thin line). A moving average with a time
window of 1 d is applied to the data in order to suppress small-scale fluctuations in the data that
originate from the different longitudes which the satellite covers during the day. The time series
show the decrease due to the large-scale downwelling in the polar vortex until begin of June 2008.
During June to September, the N2O volume mixing ratio saturates at about 20 ppbv for MLS and at
lower than 1 ppbv for ICON-ART. In the mid of October, the N2O volume mixing ratio increases
again due to the mixing of mid-latitudinal air.
The volume mixing ratio of N2O in ICON-ART at the altitude of 10 hPa already differs by a factor
of 2 at the beginning of the simulation compared to the MLS measurements. This is why the linear
trend in the first months, depicted in the lower left corner of Fig. 5.32, is smaller in ICON-ART
than in the measurements. The trend in the MLS observations is −18 ppbvmonth−1 whereas it is
about −11 ppbvmonth−1 in the ICON-ART simulation. As already suggested by Fig. 5.31(b), this
indicates a slower downwelling in ICON-ART than in the MLS measurements.
In summary of Fig. 5.31 and Fig. 5.32, the volume mixing ratios of HNO3 and N2O are underesti-
mated in ICON-ART with respect to the MLS measurements. With the PSC scheme in ICON-ART,
denitrification occurs in the model, but is underestimated. Possible reasons could be too low values
in the initialisation and the limits of the kinetic NAT parametrisation.
The sedimentation of ice particles in the stratosphere leads to dehydration in the model which
is shown in Fig. 5.33. In both the measurements (upper panel) and the ICON-ART simulation
(middle panel), the H2O volume mixing ratio decreases in July to values down to 2 ppmv for MLS
and lower than 1 ppmv for ICON-ART within the pressure range from 100 to 10 hPa. Larger mixing
ratios advected from higher altitudes within the polar vortex gradually increase the H2O volume
mixing ratio again until end of December 2008.
Comparing the ICON-ART time series in the middle panel of Fig. 5.33 with the MLSmeasurements,
the H2O volume mixing ratio is by a factor of about 0.3 smaller. The middle panel shows water
vapour as computed in the ICONmicrophysics which misses one of the major stratospheric sources:
the production due to the reaction CH4 + OH where two molecules of H2O are produced in a
reaction chain (ECMWF, 2003). This is why the increase in H2O can be estimated as follows as
post-processing:
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Figure 5.33: ICON-ART time series of H2O compared to MLSmeasurements. ICON-ART values are the
ensemble mean. The lowermost panel shows the H2O volume mixing ratio increased by Eq. (5.36). Data
is selected for the southern high latitudes (75°S to 82°S).
∆XH2O(x) ≈ 2 (XCH4 ,trop − XCH4(x)) (5.36)
The increase of the H2O volume mixing ratio at the stratospheric location x is twice the difference
between the average tropospheric CH4 volume mixing ratio and the value at the location x. In
ICON-ART, the tropospheric average is calculated as global average of all tropospheric model layers.
The given ∆XH2O(x) by Eq. (5.36) is then added to the water vapour volume mixing ratio of the
middle panel in Fig. 5.33. The resulting H2O time series is shown in the lowermost panel of this
figure.
As can be seen, the H2O volume mixing ratio is improved in the pressure range between 100 and
10 hPa where the ice PSCs occur in model and measurements. The minimum value of XH2O is
increased with values around 1 ppmv which coincides with the MLS measurements. For lower
pressure values, the H2O volumemixing ratio is by 2 ppmv larger than the measured one suggesting
that the parametrisation of Eq. (5.36) misses some relevant processes at these altitudes. The produc-
tion of other substances due to the oxidation of CH4 leads to a factor lower than 2 in Eq. (5.36).
One example is the production of molecular hydrogen (ECMWF, 2003) with volume mixing ratios
around 0.5 ppbv in the atmosphere (Brasseur and Solomon, 1986).
On the other hand, the overestimation of H2O at high altitudes after applying Eq. (5.36) could
indicate that the volume mixing ratio of CH4 is too low compared to the measurements at these
altitudes. This would be in agreement with the results of N2O which was discussed previously in
this section (Fig. 5.31(b)).
In summary, the dehydration due to ice PSCs in the model occurs at the same time spans and
altitude regions as in the MLS measurements. Underestimation of the minimum values can be
explained by the missing CH4 source of water vapour in the lower stratosphere.
With the previous figures, denitrification and dehydration as integrated in ICON-ART have been
shown. In Figures 5.34 and 5.35, time series of the active chlorine species ClO andHCl are illustrated
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Figure 5.34: ICON-ART time series of ClO compared to MLS measurements. ICON-ART values are the
ensemble mean. In the time series of ClO negative values in the volume mixing ratio occurred in the
edge months of this figure and within the recommended pressure range so that these profiles have
been deleted. Data is selected for the southern high latitudes (75°S to 82°S).
Figure 5.35: ICON-ART time series of HCl compared to MLS measurements. ICON-ART values are the
ensemble minimum (second panel), mean (third panel) and maximum (last panel). Data is selected for
the southern high latitudes (75°S to 82°S).
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for MLS and ICON-ART. These time series demonstrate that chlorine activation is included in the
model but with underestimation of the absolute volume mixing ratios.
In the pressure range from 10 to 1 hPa of Fig. 5.34, the ClO volume mixing ratio is in the order of
1 ppbv in both the ICON-ART simulation and the MLS measurements. For higher pressure values,
the global maximum of about 1.2 ppbv occurs around the beginning of September which agrees
with the minimum values in HCl in both ICON-ART and MLS (Fig. 5.35).
HCl is depleted almost completely with volumemixing ratios close to zero due to the heterogeneous
chemistry on the surface of PSCs in the MLS measurements, see Fig. 5.35. This is reflected in the
ensemble minimum which is shown in the second panel of the figure. Higher values around 2 ppbv,
which are advected from higher altitudes, are also represented in all ensemble simulations which is
shown by the same structures in the ensemble minimum, mean and maximum.
In addition, the time range as well as the pressure range of the depletion of HCl coincides with
the measurements which demonstrates that chlorine is activated in the model on the surface of
PSCs. In contrast to Grooß et al. (2018) who showed that the chlorine activation with HCl starts
too late in several atmospheric chemistry models, there are members of the ensemble simulation
that can reflect the early start of chlorine activation. Thus, this shows that the chlorine activation in
the MLS measurements is within the range of the ICON-ART ensemble simulation so that it can
be stated that it is in the correct order of magnitude, at least for some members of the ensemble
simulation.
Altogether, this section showed that with introduction of the PSC scheme all relevant processes for
the realistic representation of ozone are included in ICON-ART: formation of the polar vortex with
subsequent downwelling, denitrification (although too weak), dehydration and chlorine activation.
No fundamental process is missing as the maximum and minimum values in all figures occur at
similar times and altitudes. Thus, ozone can now be evaluated with satellite measurements which is
demonstrated in the following section.
5.7.3 Comparison of Ozone with OMI Measurements
The major goal of any PSC scheme in atmospheric chemistry models is the representation of
denitrification and chlorine activation in order to achieve a realistic ozone depletion in themodel. As
mentioned in Sect. 4.7.3, ozone satellite measurements have a long history and these measurements
are compared to the ICON-ART ensemble simulation in this section. In addition, the simulation
without PSCs is used in order to investigate the influence of PSCs on the development of ozone in
the model.
Figure 5.36 shows the southern hemispheric minimum ozone column time series for both measure-
ments and ICON-ART simulations. The measurements of minimum ozone are illustrated as blue
shade for the time period 1979 to 2017, which illustrates the range of all measurements since begin
of the measurements. The blue line represents the measured minimum ozone for the year 2008.
The range of the ICON-ART ensemble simulation minimum ozone is orange-shaded whereas the
minimum ozone of the simulation without PSCs is illustrated by the green line in the figure.
The simulation without PSCs is within the range of the measurements during autumn and winter
(January to July). During spring, however, when the sun rises over the Antarctica the minimum
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Figure 5.36: Southern hemispheric minimum ozone column in OMI measurements and ICON-ART
simulations. The blue line corresponds to the OMI measurements of 2008, the green line depicts the
minimum ozone in the simulation without PSCs. The blue range illustrates the range of southern
hemispheric minimum ozone measurements between 1979 to 2017. The orange range corresponds to
the range of the ensemble simulation.
ozone value is larger than any measured minimum ozone column since 1979. It is in the order of
250DU which has never been measured in the past decades.
In contrast to this, all members of the ensemble simulation are within the range of themeasurements
apart from some underestimations during June and July. Thus, the general progress of the minimum
ozone column is realistic in the sense that ozone values in the order of magnitude were already
measured in the past. Some ensemble members reach the minimum around 100DUwhich was also
measured in October 2008. In comparison to the measurements for 2008, the ensemble simulation
is larger than the measured ozone values between October and December 2008. The general time
evolution with nearly constant values from March to July, decreasing values during August and
September, minimum in October and increasing values in November and December is within the
range of the measurements.
Thus, this figure demonstrates the importance of heterogeneous processes on the surface of PSCs
in atmospheric chemistry models. Without PSCs, ozone loss is missing in the model while the PSC




and Polar Stratospheric Clouds
This chapter demonstrates that the two-way nesting enables ICON-ART to representmountain-wave
induced PSCs in coarse resolutions where this process cannot be simulated otherwise. In addition,
the formation of directly simulated mountain-wave induced PSCs leads to chlorine activation that
is not represented in the model without the nesting technique. A specific mountain wave event
around the Antarctic Peninsula is investigated which began on 20 July 2008 and lasted for more
than 10 days (Noel and Pitts, 2012).
In the first section, the dynamical structure of themountain wave on 21 July 2008 is shown (Sect. 6.1),
followed by the influence of the mountain wave on H2SO4, HNO3 and H2O (Sect. 6.2). Then, the
formation of PSCs in the mountain wave is demonstrated (Sect. 6.3). The impact of mountain-wave
induced PSCs on chlorine activation during this mountain wave event is shown in the subsequent
section (Sect. 6.4). Finally, the impact on ozone is analysed for the first ten days after begin of the
mountain wave event (Sect. 6.5).
6.1 Dynamical Structure of the Mountain Wave on 21 July 2008
In this section, the dynamical structure of the mountain wave event is analysed with ICON-ART
on 21 July 2008. The Antarctic Peninsula as a relatively far north reaching mountain ridge is in the
west wind drift of the southern hemisphere, as shown e.g. by Wessem et al. (2015) and Zhang and
Zhang (2018). Thus, mountain waves mainly occur eastward in the lee of the mountain which is
also the case of this specific event and in the nest simulation of this thesis.
Figure 6.1 shows the horizontal temperature structure around the Antarctic Peninsula for the
simulation without nests (Fig. 6.1(a)) and with the nests described in Sect. 4.4 at an altitude of
23.9 km. Temperature values below the typical formation threshold of 195K occur all over the
Antarctica in both simulations.
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(a) Global, without nests (b) Global, with nests
(c) Antarctica (d) Antarctic Peninsula
Figure6.1: Horizontal temperature structure at analtitudeof 23.9 kmaround theAntarctic Peninsula.
The temperature distribution is shown (a) for the simulation without nest, (b) for the global domain
including two-way nesting around the Antarctic Peninsula, and for (c) and (d) in the nests. White areas
show the edges of the nests. The date of this snap shot is 21 July 2008 at 14 UTC. The white line depicts
the location of the cross section, that is used in the remaining figures of this chapter.
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(a) Global, without nests (b) Global, with nests
Figure 6.2: Temperature deviation from zonalmean around the Antarctic Peninsula. Results from the
global domains (a) without and (b) with nests are shown for the same date and altitude as in Fig. 6.1.
In the global simulation without nests, no indication of a mountain wave occurs at the Antarctic
Peninsula. With the horizontal resolution of R2B04 (approx. 160 km), the mountain wave cannot
be represented by the model because of the coarse resolution of the underlying orography.
In the simulation including the two nests with the horizontal resolutions of R2B05 and R2B06
(approx. 80 and 40 km), respectively, variations in the temperature occur that are a result of the
two-way nesting technique. Wave-like patterns occur in the east (i.e. downstream) of the Antarctic
Peninsula with a horizontal wavelength of about 450 km and an amplitude of about 5 K in the
global domain (Fig. 6.1(b)). These wave-like patterns originate from the higher resolved nested
domains where the mountain wave is amplified with temperature minimum values below 175K
and maximum values around 190K at this altitude of 23.9 km (Fig. 6.1(d)).
The impact of the two-way nesting in the global domain is also shown in Fig. 6.2 where the deviation
of the zonal mean temperature is shown around the Antarctic Peninsula. Deviations down to −6K
occur in the simulation in the east of the Peninsula which cannot be simulated without the nests.
This can be attributed to the lower temperature in the nests as will be also demonstrated in the
following.
Cross sections along the white lines of Fig. 6.1 of temperature, horizontal wind and potential
temperature are shown in Fig. 6.3. The cross section is defined for latitudes increasing linearly
from 73.5°S to 65°S and for longitudes from 84.5°W to 54.5°W.The ICON-ART data is interpolated
by an inverse distance method as used for the interpolation to the satellites (Eq. (4.1)). Therefore,
this method shows the variables in the model by the same algorithm in each domain so that it is
independent of the resolution of the model.
The bottom row of Fig. 6.3 shows the surface altitude for each domain with the global resolutions
of 160 km without and with nests in the two left columns and the higher resolved nested domains
in the two right columns. The Antarctic Peninsula is barely represented in the global resolution
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Figure 6.3: Temperature, horizontalwind andpotential temperature around theAntarctic Peninsula.
The cross section along the white line in Fig. 6.1 is shown (latitudes from 73.5°S to 65°S and longitudes
from 84.5°W to 54.5°W). Each row represents different variables in the model. The bottom row shows
the surface altitude with the Antarctic Peninsula at around 65°W. The columns represent the different
simulations and domains: The first column is the simulation without nest, the second one is the global
domain including two-way nesting and the two right columns represent the Antarctica and Antarctic
Peninsula nests, respectively.
with a maximum altitude of less than 1 km. Thus, the mountain wave cannot be represented in the
simulation without the nests (leftmost column in Fig. 6.3). The temperature increases by around
2K in the whole altitude range from 12 to 24 km in the lee of the mountain.
This changes if the refined grids around the Antarctic Peninsula are included. Within the innermost
nest (right column in Fig. 6.3), the Antarctic Peninsula is better resolved with altitudes up to 2 km.
The subsequent lifting and downwelling of the air leads to a temperature decrease down to values
around 175K at the altitude of 24 km in the lee (east side) of the mountain. This is in accordance
to the literature where temperature perturbations up to ±10 K have been observed (e.g., Meilinger
et al., 1995).
Because of the two-way nesting in ICON-ART, the temperature values in the Antarctic Peninsula
nest influence both the Antarctica nest and the global domain. Temperature values down to 183K
occur in the lee of the mountain in the global domain that are not represented in the simulation
without nests.
112
Dynamical Structure of the Mountain Wave on 21 July 2008 6.2
Gradients in temperature induce changes in the streamlines of the flow and thus in the wind velocity.
This is shown in the second row of Fig. 6.3 where a maximum in the horizontal wind speed of about
79m s−1 in the Antarctic Peninsula nest occurs at an altitude of 26 km, i.e. above the minimum
value of temperature. The wave-like pattern with alternating minimum (18m s−1) and maximum
(40m s−1) values also occurs at the lower altitudes between 12 and 20 km beyond the mountain.
These features are again led back to the global domain (second column, second row in Fig. 6.3) where
the wave-like pattern is also amplified in comparison to the simulation without the nests. Maximum
values up to about 62m s−1 occur from longitudes of 65°W to 60°W at an altitude of 26 km which
is not represented in the simulation without nests. In addition, changes in the horizontal wind
velocity with two-way nesting occur at the lower altitudes where maximum and minimum values
alternate like in the nested domains.
The wave-like patterns in all three variables in the Antarctica and Antarctic Peninsula nests (two
right columns of Fig. 6.3) are shifted upstreamwith increasing altitude. This is a result of the upward
propagating mountain wave and is in correspondence with the theory of mountain waves, as shown
e.g. in Fig. 2.3.
Altogether, the results described above demonstrate that the typical patterns of mountain waves
in the lee of the Antarctic Peninsula can be simulated in the innermost nest. Due to the two-way
nesting in ICON-ART, these patterns can also be represented in the global domain where the
Antarctic Peninsula is barely resolved.
The potential temperature in the third row of Fig. 6.3 is an indicator for the flow in terms of lifting
and downwelling because the flow in the stratosphere is isentropic as a first approximation, see also
Sect. 2.2. Therefore, the flow follows the lines of constant potential temperature.
The influence of the two-way nesting on the potential temperature is negligible due to the pressure
dependence of the potential temperature (see Eq. (2.8)) and the lower influence of the mountain
wave on the absolute values of the potential temperature. In both global domains in the two left
columns in Fig. 6.3, the potential temperature shows an altitude dependence but is horizontally
nearly constant. In the nested domains, the vertical displacement of the potential temperature is
amplified. In the Antarctic Peninsula nest (right column), the vertical displacement is in the order
of 1 km within the whole shown altitude range from 12 to 30 km. Thus, air parcels at these altitudes
are lifted by 1 km with corresponding influence on the dynamics in the model which was already
demonstrated previously in this section.
The fact that the interaction back to the global domain has negligible influence on the potential tem-
perature in the model emphasises that it is the two-way interaction which impacts the temperature
and horizontal velocity. An artificial mountain wave is explicitly not induced in the global domain
but the effect of the mountain wave can be represented in the global resolution of 160 km using
the local grid refinement with two-way interaction. This is the general idea of parametrisations of
subgrid-scale processes in atmospheric models and thus these results could be used to parametrise
the effect of mountain-wave induced PSCs in the model as shown in the following sections.
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Figure 6.4: Sulphuric acid, nitric acid and water vapour volume mixing ratios around the Antarctic
Peninsula. Figure concept as in Fig. 6.3.
6.2 Influence of the Mountain Wave on Long-lived Trace Gases
The different dynamics in the mountain wave, which was discussed in the previous section, also
influence the chemistry in the model. In this section, the long-lived tracers H2SO4, HNO3 andH2O
are investigated around the Antarctic Peninsula. They additionally interact with the composition of
PSCs.
The influence of the mountain wave on these tracers can be found in Fig. 6.4 which has the same
concept as Fig. 6.3 but with H2SO4 in the first row, HNO3 in the second row and H2O in the third
row.
The volume mixing ratio of H2SO4 is prescribed in the global domains of the simulations. The
prescribing is included at the very beginning of the ICON-ART time integration so that the influence
of two-way nesting can be seen only within one time step of ICON-ART. This is why the difference
between the panels in the two left columns are negligible for H2SO4.
In the nested domains of Fig. 6.4, H2SO4 runs freely. In the altitude range from 18 to 26 km, the
volume mixing ratio of H2SO4 is by about 15 pptv larger than in the global domain. On the other
hand, it is by factor of two lower at altitudes below 16 km. H2SO4 has no chemical sink in the
atmosphere and the sedimentation of H2SO4 absorbed in aerosols is missing in the model. Thus,
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these changes can only be explained by vertical or horizontal advection. The horizontal wind speed
is larger around the Antarctic Peninsula than in other regions (not shown) which could indicate a
divergent flow around the Antarctic Peninsula and at least partly explain the low H2SO4 values at
altitudes below 16 km.
The mountain wave induces wave-like patterns also in H2SO4 in the two nested domains (right two
columns in Fig. 6.4) that correspond to the patterns of the potential temperature (Fig. 6.3). As a
long-lived tracer, H2SO4 is mainly changed by advection in the model. Thus, this demonstrates
that the flow in the mountain wave is isentropic as already mentioned above.
Similar patterns also occur for HNO3 (second row of Fig. 6.4) in the nested domains within the
altitude range from 16 to 29 km. In contrast to H2SO4, HNO3 is not prescribed so that the feedback
processes due to the two-way nesting can be analysed with HNO3.
In the global domain including the nests (second column), the HNO3 volume mixing ratio in the
altitude range from 23 to 25 km is by 1 ppbv larger than in the simulation without the nests (first
column). This is a result of higher values in both nests in this altitude range. The reason for these
enhanced values in HNO3 are heterogeneous processes on the surface of mountain-wave induced
PSCs which will be further discussed in the next sections.
Differences between the simulations with and without nests can be seen in gaseous H2O in the
model (third row in Fig. 6.4). In the lee of the mountain, the H2O volume mixing ratio decreases to
values lower than 2.8 ppmv where it is larger than 4 ppmv in the simulation without the nests. Due
to the locally low temperatures in the mountain wave (Fig. 6.3), a large fraction of H2O is converted
to ice particles. This is shown in the right column of Fig. 6.4 where the H2O volume mixing ratio is
decreased to values lower than 1.3 ppmv in the mountain wave. The feedback due to the two-way
nesting explains the reduced volume mixing ratios of H2O in the global domain compared to the
simulation without the nests.
In summary, the long-lived species, which are dominated by advection in the model, show similar
patterns like the potential temperature in the mountain wave, i.e. showing the property of isentropic
flow in the mountain wave. This is in accordance to the theory of mountain waves, as described in
Sect. 2.2. In addition, the impact of mountain-wave induced PSCs on the shown species has been
demonstrated: HNO3 is formed by the heterogeneous reactions on PSCs and H2O is converted to
ice in the mountain wave. These processes are further discussed in the next sections.
6.3 The Formation of Polar Stratospheric Clouds in the Mountain
Wave
The analysis of the trace gases, that are important for the formation of PSCs, in the last section
already indicated that PSCs are formed in the mountain wave including a feedback to the global
domain. The particle volume concentrations of STS, NAT and ice PSCs are illustrated in the three
rows of Fig. 6.5.
STS droplets are calculated by a diagnostic parametrisation (first row of Fig. 6.5). Therefore, the
STS particles in the nested domains are influenced by the changes of the related trace gases and the
temperature in the mountain wave. As can be seen in comparison of the two global domains (two
left columns in Fig. 6.5), the STS volume concentration is lower in the lee of the mountain in the
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Figure 6.5: Particle volume concentrations of the three PSC types around the Antarctic Peninsula.
Figure concept as in Fig. 6.3.
simulation with the nests than in the simulation without the nests. This is a result of the reduced
fraction of H2O that remains in the gas phase as discussed in the previous section. Confirmed by
box model studies (not shown), the formation of STS particles is suppressed if water vapour is lower
than 2 ppmv. Thus, STS particles with particle volume concentrations larger than 3 µm3 cm−3 are
formed in regions where the water vapour volume mixing ratio is above this limit.
The STS volume concentration in the global domain with nests is influenced by the mountain
wave, especially at altitudes higher than 22 km where particle volume concentrations close to zero
occur in the global domain which do not occur without the nesting technique. The influence of the
mountain wave on STS is amplified within the nests. The STS particles are assumed to freeze at
temperatures 3 K below the frost point (Engel et al., 2013) so that STS particles are formed in the
mountain wave where the temperature is larger than this threshold.
The formation of NAT, shown in the second row of Fig. 6.5, demonstrates that the two-way nesting
principally works for the NAT size bins of the kinetic parametrisation which are treated as passive
tracers in the model. Apart from the general underestimation of the NAT volume concentration,
which was already discussed in the previous chapter, the NAT volume concentration in the global
domain with nests is by 0.02 µm3 cm−3 larger than without nests in the longitude range from 76°W
to 65°Wwhere also these larger values occur in the nested domains (two right columns).
In contrast to the literature, the NAT volume concentration decreases when the air masses approach
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the mountain wave. Since the NAT size bins are advected with the general air masses, the wave-like
patterns occur in both nests. Most probably due to the missing gaseous H2O (see Fig. 6.4), NAT
cannot be formed in the mountain wave. In addition, NAT PSCs are formed by freezing STS
particles in the mountain wave, as shown e.g. by Bertram et al. (2000) and Salcedo et al. (2001).
This is not integrated in the model so far and should be considered in the future.
As already suggested by H2O in Fig. 6.4, a large fraction of water vapour is resublimed in the
ice phase in the mountain wave. This is shown in the third row of Fig. 6.5 where the ice volume
concentration is depicted. Particle volume concentrations up to 720 µm3 cm−3 occur at altitudes
above 16 km in the Antarctic Peninsula nest, by two orders of magnitude larger than that of STS.
These values are correlated with the temperatures lower than 185K in the mountain wave and
explain the descrease in water vapour in this region.
The two-way nesting in ICON-ART leads to increased ice volume concentrations in the global
domain (second column) up to 200 µm3 cm−3 in the lee of the mountain. The enhanced ice volume
concentrations on the luv side (i.e. west side) of the mountain are remnants of previously formed
ice clouds as shown in the nested domains. In the global domain without the nests (first column),
no ice PSCs are formed.
This demonstrates that the two-way nesting in ICON-ART leads to formation of ice PSCs in the
global domain where they cannot be simulated without the nests. In addition, this shows that the
ice volume concentration can be at least locally larger in the nested domains in contrast to the global
simulations of the previous chapter where the ice volume concentration was partly underestimated.
The total PSC volume concentration in the mountain wave is dominated by ice particles which has
been observed (e.g., Höpfner et al., 2018). Thus, a higher global resolution could help to improve
the existence of ice particles in the lower stratosphere.
Altogether, this section showed that mountain-wave induced PSCs can be simulated with ICON-
ART including the two-way nesting technique. Ice particles dominate the particle volume concen-
tration of the PSCs in the mountain wave which is consistent with observations. The large fraction
of water that is removed from the gas phase to form the ice particles leads to underrepresented STS
and NAT particles. Thus, the interaction between the three PSC types, such as the formation of
NAT by freezing of STS, should be considered in the future. The chlorine activation due to the
simulated mountain-wave induced PSCs is investigated in the following section.
6.4 Impact of Mountain-Wave Induced Polar Stratospheric Clouds
on Chlorine Activation
In the previous section, it was shown that ice PSCs with particle volume concentrations up to
720 µm3 cm−3 form in the mountain wave around the Antarctic Peninsula. As mentioned in
Sect. 6.1, the horizontal wavelength of the simulated mountain wave is in the oder of 450 km. In
combination with horizontal velocities of around 60m s−1, this results in a residence time of air
parcels in the cold part of the mountain wave of about 1 h. The large surfaces of the ice particles
lead to an increased efficiency of the heterogeneous reactions in the mountain wave. The impact on
chlorine activation is demonstrated in this section.
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Figure 6.6: Chlorine species around the Antarctic Peninsula. Figure concept as in Fig. 6.3. ClOx is
calculated as defined in Eq. (5.32).
The volume mixing ratios of HCl, ClONO2 and ClOx around the Antarctic Peninsula are shown in
the different rows of Fig. 6.6. The mountain wave in the end of July 2008 occurred close to the date
of largest extent of the polar vortex, see Sect. 5.1. Thus, the major fraction of the chlorine reservoir
species is already activated at this state of the polar vortex. This is shown in HCl where volume
mixing ratios lower than 0.5 ppbv arise within the whole altitude range from 16 to 26 km of the
mountain wave in all domains. Wave-like perturbations in the nested domains (two right panels)
demonstrate that HCl is a relatively long-lived species transported with the background flow.
In contrast to HCl, which is already depleted in the altitude range of the mountain wave, remnant
mixing ratios in the order of 1 ppbv occur for ClONO2 in the simulation without the nests in 22
to 26 km (left column of Fig. 6.6). Due to the mountain-wave induced PSCs and the efficient
heterogeneous reactions on their surface, the residence time of about 1 h in the cold part of the
mountain wave suffices that ClONO2 is nearly completely activated in the lee of the mountain
resulting in values lower than 0.2 ppbv. In combination with the feedback of the mountain-wave
induced ice PSCs, described in the previous section, and the feedback ofClONO2 itself, the depletion
of ClONO2 is also represented in the global domain of the simulation including the nests (second
column).
A corresponding increase of about 1 ppbv can be found in the volume mixing ratio of ClOx in the
lee of the mountain in all domains of the simulations with the nests. In the simulation without nests,
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(a) PSC volume concentration (b) ClONO2
(c) HNO3 (d) ClOx
Figure 6.7: Difference in global domain between with and without nest around the Antarctic Penin-
sula. The difference is shown (a) for the total PSC volume concentration, and for the volume mixing
ratios of (b) ClONO2 , (c) HNO3 and (d) ClOx . ClOx is calculated as defined in Eq. (5.32). The same colour
bars are used for the chemical species.
the volume mixing ratio of ClOx decreases at altitudes from 24 to 26 km in the lee of the Antarctic
Peninsula from 2.2 down to 1.6 ppbv. Thus, this demonstrates that with the two-way nesting in
ICON-ART both PSCs and heterogeneous chemistry in the mountain wave can be represented in
the global resolution of 160 km where this process cannot be simulated without the nests.
The impact of the two-way nesting is summarised in Fig. 6.7 where the difference of the global
domains with and without nests of PSCs, ClONO2, HNO3 and ClOx are depicted around the
Antarctic Peninsula. For the total PSC volume concentration in Fig. 6.7(a), the particle volume
concentrations of STS, NAT and ice are summed up in the global domains of the simulations with
and without nests and subtracted subsequently. The total PSC volume concentration is dominated
by ice originating from the flow around the mountain ridge of the Antarctic Peninsula. Therefore,
differences in the order of 200 µm3 cm−3 occur in the PSC volume concentration in the lee of the
Antarctic Peninsula up to altitudes of 26 km.
At these altitudes, ClONO2 is depleted (Fig. 6.7(b)) so that it is by 1 ppbv lower in the simulation
with nests than without the nests in the altitude range from 24 to 26 km. ClONO2 is heterogeneously
depleted by Reacts. (R2.29) to (R2.31). In each reaction, HNO3 is produced along with one active
chlorine species. This is why both HNO3 (Fig. 6.7(c)) and ClOx (Fig. 6.7(d)) are increased in this
altitude range by 1 ppbv.
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Figure 6.8: Time series of total column ozone in the global domain with and without nests. The
southern hemispheric minimum total colum ozone in the global domain with and without the nests is
shown, calculated by the same method as in Fig. 5.36.
As indicated by the subscript (a) in the heterogeneous reactions (R2.29) to (R2.39), the produced
HNO3 should be adsorbed on the surface of the particle. In the MECCA module, used to calculate
the gas phase chemistry in ICON-ART including the heterogeneous chemistry, the produced HNO3
is treated as gaseous compound. From a theoretical point of view, the HNO3 should be evaporated
from the particle with a time lag or it should be absorbed in the bulk of the particle after being
produced heterogeneously. In the second case, it would influence the composition of the PSC
particles. This is reflected indirectly in the model because higher volume mixing ratios of HNO3
lead to larger PSC particles in the next time step. The integration of this process could be discussed
in the future.
6.5 Impact of Mountain-Wave Induced Polar Stratospheric Clouds
on Ozone
Themountain wave event at the Antarctic Peninsula took place in the end of July 2008. Thus, the
polar vortex is at its maximum size during the event, as shown in Fig. 5.1. The simulation with nests
lasts 10 days so that the impact on ozone is expected to be small since the activated chlorine species
remain in the polar vortex until the radiation of the sun splits them up.
On the other hand, the Antarctic Peninsula reaches to latitudes as low as 69°S which most probably
is at the edge of the polar vortex. Therefore, the activated chlorine species due to the mountain wave
around the Antarctic Peninsula could affect ozone which is shown in Fig. 6.8. In this figure, the
southern hemispheric minimum total ozone colum is shown as time series for the global domains
with and without nests for the whole time period of the nest simulation.
Both time series in Fig. 6.8 coincide until 22 July. Then, the southern hemispheric minimum
ozone of the simulation with nests is lower than without the nests until the end of the simulation.
Differences up to 40DU between the simulation appear during the progress of the simulation. This
is an indication for higher activated chlorine species in this region, especially at the edge of the
polar vortex where the sun is already elevated.
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The Antarctic Peninsula is predestined to explain this higher burden of ClOx in the atmosphere
because the mountain wave is resolved in this region. Chlorine activation takes place in the
mountain wave, as shown above. On the other hand, the attribution of the Antarctic Peninsula to
the chlorine activation cannot be verified in this simulation because the Antarctic nest covers most
of the southern hemisphere including other mountains. This has to be verified in future simulations,
e.g. by a simulation with two nests close to the Antarctic Peninsula.
In summary, this section demonstrated that the chlorine activation due to the two-way nesting
in ICON-ART has an impact on ozone in the global resolution. Most probably at the edge of the
polar vortex, where the mountain wave around the Antarctic Peninsula could be simulated with
ICON-ART, the rising sun and the higher burden of active chlorine lead to a decrease in ozone with
respect to the simulation without the nests. The attribution of the Antarctic Peninsula should be
further analysed in the future. In addition, the impact after the southern hemispheric winter should
be investigated by simulations that cover longer time periods until at least begin of October.
Altogether, this chapter showed for the example of a mountain wave event in the end of July
2008 that mountain-wave induced PSCs can be directly simulated with ICON-ART. By using the
two-way nesting technique of ICON-ART, the effects of the generated PSCs can be transferred
back to the global domain where they cannot be represented without the refined grids. These
effects include the formation of mountain-wave induced PSCs in the global domain as well as the
heterogeneous chemistry on their surface which was shown to be consistently integrated in the
model. In addition, the higher burden of activated chlorine leads to an ozone depletion in the
model that is not represented in the simulation without the nests.
Further analysis of this event should include its comparison to measurement data such as satellite
data. The dynamical structure of the mountain wave could be compared to measurements of the
Atmospheric Infrared Sounder (AIRS, Hoffmann et al., 2017). Noel and Pitts (2012) characterised
the mountain wave event in July 2008 with vertical wind speeds up to 7.8m s−1 which should be
verified in the ICON-ART simulations. The highly resolved CALIOP dataset is able to capture
mountain-wave induced PSCs at the Antarctic Peninsula so that it could be used for a comparison





In this thesis, a scheme for polar stratospheric clouds (PSCs) has been implemented into the
atmospheric chemistry model ICON-ART. Now, a comprehensive process chain for the realistic and
interactive representation of stratospheric ozone are included in the model: the radiation-driven
stratospheric ozone chemistry, emissions of chlorofluorocarbons and greenhouse gases (Weimer
et al., 2017), their photolysis in the lower stratosphere and transport towards the poles due to the
Brewer-Dobson circulation, heterogeneous reactions on the surface of PSCs during the polar night
and the catalytic ozone depletion after sunrise. In contrast to the linearised ozone scheme, where
ozone is depleted for temperatures smaller than 195K and solar zenith angles larger than 92°, i.e.
during the polar night, the interactive calculation is consistent with observed southern hemispheric
ozone development.
ICON-ART is able to directly resolve mountain-wave induced PSCs with a feedback to a coarse
resolution where this process cannot be represented. The limitation of horizontal resolution was
one of the main constraints in recent studies of mountain-wave induced PSCs although it is known
from observations and box model studies that they have a significant effect on the ozone depletion
(e.g., Orr et al., 2015; Zhu et al., 2017).
In the PSC scheme of ICON-ART, the three known types of PSCs are represented: it was shown that
ice PSCs can be simulated with the microphysics of the base model up to the lower stratosphere,
especially in the mountain wave where large particles could be simulated. In climate configuration,
uncertainties remain about the assumed size distribution of the cloud ice particles. Supercooled
ternary solution droplets (STS) were demonstrated to be consistently integrated in the model
because they showed the observed features of binary as well as ternary solution droplets. For nitric
acid trihydrate (NAT) particles two parametrisations can be chosen: an approach in thermody-
namic equilibrium and a non-equilibrium kinetic approach with a flexible size distribution so that
denitrification can be adapted and investigated easily with the model.
This thesis showed the first example of the transition from horizontal resolutions used in current
chemistry climate models towards the resolution necessary for the direct simulation of mountain-
wave induced PSCs. For an exemplary mountain wave event in July 2008, it was demonstrated that
mountain-wave induced PSCs can be directly simulated downstream of the Antarctic Peninsula.
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This includes a two-way interaction with a coarse global resolution where the mountain-wave
induced PSCs then have an impact on the ozone chemistry due to a higher burden of activated
chlorine in the polar vortex. This could lead to a parametrisation of mountain-wave induced PSCs
and their effect on the chemistry.
A time slice experiment as well as an ensemble simulation with 30 and 31 realisations of the year
2008 were conducted, respectively, and compared to reanalysis and observational data for a general
evaluation of the PSC scheme in ICON-ART. By generating different realisations of the same year,
the uncertainty range of the model dynamics can be derived and compared to reference data. It was
shown that both time slice and ensemble experiments are able to simulate the dynamics of the polar
vortex in comparison to ERA5 reanalysis data apart from the late spring where the polar vortex of
2008 showed exceptional features compared to other years. This also showed that ICON-ART can
be used for detailed studies of one event as well as to large-scale multi-year simulations.
Polar stratospheric clouds lead to denitrification and chlorine activation, both influencing the polar
ozone chemistry. The simulated dentrification was compared to flight measurements (Waibel et al.,
1999) and it could be demonstrated that denitrification is captured by the model. Comparisons
between the thermodynamic and kinetic NAT parametrisations showed that the thermodynamic
NAT parametrisation suppresses the formation of STS particles. In comparison toMLS satellite data,
it was shown that the denitrification due to the kinetic approach is too weak. Problems could be a
general underestimation of gaseous HNO3 and N2O or limitations in the kinetic NAT parametrisa-
tion. In addition, it was shown that the HCl MLS measurements are within the uncertainty range
of the ensemble simulation with ICON-ART in the time period of its minimum values. Thus, this
demonstrated that chlorine activation is realistically represented by the model.
As a result, the southern hemispheric minimum ozone column of the ensemble simulation is within
the range of the historical product of OMI satellite measurements assimilated into the MERRA
reanalysis. In addition, some ensemble members are able to reflect the minimum ozone value of
the specific year 2008 which could be traced back to the heterogeneous processes on PSCs.
Nevertheless, the NAT volume concentration is by at least one order of magnitude too small.
Possible reasons could be the hard limits in the kinetic NAT parametrisations, as already mentioned
above: NAT is sublimated for temperatures higher than 200K and a minimum number of particles
has to be generated to be really treated as NAT particles by the module. These limits should be
reconsidered in the future as well as the initialisation of the relevant gases.
The underestimation of the NAT volume concentration in the model is one possible reason why the
comparison to the MIPAS and CALIOP satellite instruments showed that the prevalent PSC types
between model and measurements differ. In comparison to MIPAS measurements, the total PSC
volume concentration in ICON-ART saturated at a specific value in high latitudes for temperatures
lower than the typical PSC formation threshold. The underestimated NAT volume concentration
could explain this difference. Another possible reason could be the different temperatures in
the model compared to the measurements since the formation of PSCs is highly sensitive to the
temperature. Local temperature deviations of up to 20K between MIPAS and the ICON-ART
simulation confirmed this assumption. Although the prevalent types differ, the yearly cycle of
Antarctic PSCs is similar in comparison to the CALIOP measurements.
The ice number concentration should be set consistently to the microphysics of the model. In NWP
configuration, it is set to a tropospheric value of 250 000m−3 which is too large in comparison to
measurements. In climate configuration, it is set to 104m−3 which was measured before but most
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probably is not consistent to the ice microphysics. Changes of these values mean changes in one
the core modules of the dynamical model so that this should be discussed in the future.
In ICON-ART, the three PSC types are formed independently. Future developments with the PSC
scheme in ICON-ART could involve the interaction of the formation between the three PSC types as
well as the formation of the PSCs due to foreign nuclei. Hoyle et al. (2013) showed a parametrisation
for NAT formation due to meteoric dust which has been implemented in CLaMS by Grooß et al.
(2014). Its implementation in ICON-ART could improve the nucleation processes for NAT.
In addition, the heterogeneous nucleation of NAT and ice PSCs due to the existence of other PSCs
could be considered in the future. Freezing STS droplets can result in NAT particles (e.g. Peter and
Grooß, 2011). Due to the uptake of HNO3 in ice particles, NAT particles can be formed (Iannarelli
and Rossi, 2015). In addition, the heterogeneous reactions lead to gaseous HNO3 but should be
absorbed at least partly by the particle. In the model, this is reflected indirectly because higher
HNO3 lead to larger particles in the next time step. Its direct implementation could be discussed in
the future. On the other hand, ice nucleation can be initiated by STS and NAT PSCs (e.g., Engel
et al., 2013). The implementation of these processes could result in a more realistic distribution
of the PSC types which was shown to differ from the MIPAS and CALIOP measurements in the
ensemble simulation.
Although the different PSC types in ICON-ART are formed independently, they depend on the
partitioning of the gaseous species H2O and HNO3 in the PSCs. Thus, the order of nucleation of
the different PSC types should be further analysed in the future. In the model, ice nucleation is
calculated before NAT and finally, STS is formed. This issue could be one explanation why NAT is
not formed in the mountain wave: The uptake of gaseous water in ice results in low water vapour
mixing ratios so that supersaturation with respect to NAT may not occur anymore. It could be
investigated if an earlier start of the nests improves the NAT formation since NAT nucleation starts
at higher temperatures. The issue with too low water vapour also holds for STS in the model which
is calculated with a diagnostic parametrisation. Non-equilibrium processes, as suggested e.g. by
Zhu et al. (2015), could be of importance especially in the mountain wave where STS particles
take up large fractions of HNO3 (e.g. Bertram et al., 2000). A parametrisation based on fluxes as
suggested by Khosrawi (2001) for sulphate aerosols could be included in the future.
In comparison to MLS measurements, it was shown that long-lived trace gases such as N2O are
underestimated by a factor of up to two in southern high latitudes from 75°S to 90°S and within
the pressure range from 46 to 4.6 hPa at the beginning of the simulation. With the implementation
of the initialisation of these gases with MLS data, as used e.g. in CLaMS, the influence of this
underestimation could be investigated further. In addition, H2SO4 is prescribed in the simulations
by a climatology because of the missing sedimentation sink in the stratosphere. The STS module
also covers binary solution droplets so that either a module like ISORROPIA (Fountoukis and
Nenes, 2007) or the sedimentation of H2SO4 in the binary droplets could help to calculate H2SO4
interactively within the model.
This thesis presented the PSC occurrence and their interaction with the chemistry for the example
of a southern hemispheric winter. In the northern hemisphere, the dynamics of PSCs and their
influence highly depend on small-scale temperature fluctuations and thus on the correctly generated
PSC types. Investigations including the two-way nesting technique could help to understand the
processes that lead to Arctic ozone loss. This could be compared to Arctic measurement campaigns,
such as Polar Stratosphere in a Changing Climate (POLSTRACC, e.g., Johansson et al., 2019).
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In addition, the radiation feedback of ozone and its impact on the dynamics of the polar vortex
could be further investigated in the future. This is one difference between the simulations performed
in this thesis and which could be part of the explanation why the size of the polar vortex is lower
than in ERA5 for the ensemble simulation in contrast to the other simulations.
In this context, the linearised ozone scheme used for simplified ozone simulations could be improved
with respect to its calculation of the heterogeneous ozone depletion which occurs already during
the polar night as mentioned above. The seasonal total amount of PSCs could be derived from
temperature thresholds as shown in Fig. 5.3 for each grid point as sum over the winter period. This
amount then could be used to calculate the lifetime of ozone after the sunrise.
Further investigations of the specific mountain wave event, especially its comparison to measure-
ments, are needed to establish a parametrisation for mountain-wave induced PSCs in the coarser
global resolution. This could include the comparison of the mountain wave to AIRS measurements,
as shown e.g. by Hoffmann et al. (2017). The fine structures of mountain-wave induced PSCs
during that event could be analysed with CALIOP measurements. The vertical wind speed of
7.2m s−1 as mentioned by Noel and Pitts (2012) should be verified in the model. The radius and
sedimentation velocity of the mountain-wave induced ice particles should be analysed in the future
to get information about their impact on dehydration of the lower stratosphere.
In addition, the parametrisation of non-resolved mountain waves is switched on also in the nest
around the Antarctic Peninsula with horizontal resolution of approx. 40 km because mountain
waves with wavelengths smaller than about six times of this resolution cannot be resolved (e.g.,
Vosper et al., 2016). The difference between parametrised and not parametrised mountain waves
could be investigated in the future.
Finally, the nesting used in this thesis could be adapted in sensitivity simulations. The ICON-ART
nesting technique provides the possibility of nesting not only horizontally but also vertically. The
impact of higher vertical resolution around the Antarctic Peninsula for this mountain wave event
could be investigated. The influence of the two-way nesting outside the boundaries of the nests in
the global domain could be examined. In addition, the horizontal nests could be adapted because
the impact of the nests on chlorine activation could not definitely be traced back to the Antarctic
Peninsula in this thesis. In order to investigate this, the two nests could be setup closely around the
Antarctic Peninsula so that every change in the chemistry due to the nests could be traced back to
this region.
Altogether, this thesis showed that PSCs can be simulated with ICON-ART and are in general
agreement with observations, apart from the underestimation of NAT particles in the model which
should be reconsidered in the future. Mountain-wave induced PSCs and their impact on the
chemistry in the lower stratosphere could be consistently simulated with the model with a feedback
to the global resolution. Thus, this thesis bridges the gap between directly simulatedmountain-wave








In this chapter, several unit conversion algorithms are described that are used in this thesis. Units
where constant factors have to applied to get it in SI units are summarised in Table A.1.
A.1 Ozone VolumeMixing Ratio to Dobson Unit
For the transport in ICON-ART, all chemical tracers are treated as volume mixing ratios in
molmol−1. Ozone is usually given as vertically integrated column values in Dobson units (DU). To
convert the volume mixing ratio to DU it has to be converted to number concentration:
(︀O3⌋︀m = XO3 ,m pmNAR∗Tm (A.1)
In this equation, the indexm depicts the height dependence of the respective variables. The number
concentration is then integrated vertically to get the number of molecules above an area unit:
CO3 = nlev∑
m=1(︀O3⌋︀m∆zm (A.2)
Table A.1: Conversion of units to SI units if constant factor can be applied.
Unit SI Unit Description
1 torr 133.322 Pa Pressure
1 PVU 10−6 Km2 kg−1 s−1 Potential vorticity
1 ppmv 10−6 molmol−1 Volume mixing ratio
1 ppbv 10−9 molmol−1 Volume mixing ratio
1 pptv 10−12 molmol−1 Volume mixing ratio
1 ppmm 10−6 kg kg−1 Mass mixing ratio
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One Dobson unit is defined as the thickness of the ozone layer in 10−2mm at the surface. Therefore,
the ozone column of Eq. (A.2) has to be multiplied by the volume of a molecule at standard
conditions (T0 = 273.15K and p0 = 101 325Pa):
Vmolecule,0 = R∗T0NAp0 (A.3)
In the equations above, all variables have to be given in SI units. Therefore, the unit of the product
of CO3 and Vmolecule,0 is metre. To get it in 10−2mm (i.e. DU) it has to be multiplied by 105
accordingly:
CO3 ,DU = 105Vmolecule,0CO3 (A.3)= 105 R∗T0NAp0CO3 ≈ 3.72 × 10−21 CO3 (A.4)
A.2 PSC Concentrations to Particle Volume Concentration
From satellites, PSC volume concentrations are measured (e.g., Höpfner et al., 2002). In ICON-ART,
the particle volume concentration of STS particles is calculated internally, see Eq. (3.42). Ice and
NAT PSCs are represented by the particle number concentration and the particle radius. In order
to get the particle volume concentration, the particle number concentration has to be multiplied by
the volume of each particle. By assuming spherical particles, this yields:
Vc = Nc 4πr3c3 , c ∈ {ice,NAT} (A.5)
In case of the kinetic NAT parametrisation, NAT in each size bin is given as volume mixing ratio
of HNO3 in NAT. To get the total particle volume concentration of NAT PSCs from the volume
mixing ratio of HNO3 in NAT, it has to be divided by the molar volume of air R∗T⇑p (in m3mol−1)
as well as by the density of NAT ρNAT (in kgm−3) and multiplied by the molar mass of NAT MNAT
(in kgmol−1):
VNAT = pR∗T MNATρNAT nbin∑b=1 XHNO3(NAT),b (A.6)
This assumes that the number of moles of HNO3 in NAT equals the number of moles of NAT.




The Diffusion Coefficient of HNO3 in Air
For the sedimentation of PSCs, the diffusion coefficient of HNO3 in air is one input parameter, see
Eq. (3.23). The diffusion coefficient d12 of a dilute gas (gas 1 in gas 2) in m2 s−1 can be calculated
according to the following formula (e.g., Mason and Monchick, 1962; Reif, 1965):





where T is temperature in K, p is pressure in mbar, σ12 is the characteristic length calculated by the
Lennard-Jones potential to be given in Å and Mx are the molar masses of the two gases.
The collision integral Ω12 depends on temperature in a non-linear manner as well as on the gases
(see e.g., Poling et al., 2001). This is why the temperature dependence of d12 differs from the given
T
3
2 when Eq. (B.1) is used for two specified gases.
σ12 and Ω12 have not been measured yet for the mixture of HNO3 in air. Therefore, it is assumed
that the diffusion coefficient of water vapour can be transferred to that of HNO3 so that the formula
by Hall and Pruppacher (1976) can be applied:
dH2O = 0.211 × 10−4 ( T273.15)1.94 101325p (B.2)
where temperature T and pressure p have to be given in K and Pa, respectively, to get dH2O in
m2 s−1. According to Hall and Pruppacher (1976), this equation is valid within the temperature
range 193.15K < T < 313.15K. Pruppacher and Klett (1997), however, published its validity range as
233.15K < T < 313.15K referring to the same equation. With the range in Pruppacher and Klett
(1997), PSCs as well as clouds in the upper troposphere could not be calculated by Eq. (B.2).
To derive Eq. (B.2), Hall and Pruppacher (1976) extrapolated measurements to temperatures below
273.15 K where no measurements are available. Equation (B.2) is the parametrisation used in other
models for the diffusion coefficient of water vapour in air (e.g., Larsen, 2000; Zhu et al., 2015;
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Eidhammer et al., 2017). Therefore, it is also calculated by Eq. (B.2) for temperatures of PSC
occurrence in ICON-ART.
In order to transfer the diffusion coefficient of water vapour to that of HNO3 the molar mass of
water has to be replaced by the molar mass of HNO3 in Eq. (B.1). This neglects the dependencies of




= dH2O}︂ MH2OMHNO3 MHNO3 +MairMH2O +Mair (B.3)
By using the molar mass of dry air (Mair ≈ 29.8 gmol−1) this results in a factor of 0.748 between
dHNO3 and dH2O:
dHNO3 ≈ 0.748 dH2O (B.4)
Larsen (2000) calculated a relation between the diffusion coefficients of 0.559. This value, though,
is the result if the square root in Eq. (B.3) is left out. On the other hand, Zhu et al. (2015) tuned
Eq. (B.2) to measurements by Tang et al. (2014) which resulted in a factor of 0.466:
dHNO3 = 0.466 dH2O (B.5)
Concluding, the diffusion coefficient of HNO3 is uncertain because no measurements have been
made so far for stratospheric conditions. As an appropriate estimation, the diffusion coefficient of
H2O is transferred to that of HNO3. The factors between dH2O and dHNO3 range from 0.748 down




In this appendix, the chemistry mechanism selected in MECCA and used for the ensemble and nest
simulations is illustrated. This mechanism includes 142 reactions including 93 gas phase reactions
(Table C.1), 38 photolysis reactions (Table C.2) and 11 heterogeneous reactions (Table C.3).
As mentioned in Sect. 2.1, atomic oxygen can exist in the atmosphere in two different states: the
ground state and the excited state. The background of these states is briefly discussed in this
appendix.
On atomic scales, quantum mechanics apply where properties such as orbital angular momentum
(spin) are quantised. Electrons of atoms have a specific region where they stay most probably which
are called orbitals. They can be expressed by the main and spin quantum number and usually are
abbreviated by the letters s,p,d,f etc. Pauli’s exclusion principle (Pauli, 1925) states that free electrons
with same spin cannot share a subshell and must have a different spin number, i.e. 1⇑2 or −1⇑2 (up
and down). This is why the configuration of electrons in an atom can be schematically illustrated
by the rectangles and spin arrows as shown in Fig. C.1.
For the example of atomic oxygen, the first rule by Hund (1927) says that the lowest energy of the
atom is the state where the multiplicity maximises. The multiplicity is given by 2s + 1 where s is the
sum of all electron spins. In Figure C.1(a), the multiplicity is 3 whereas in Fig. C.1(b) the multiplicity
p3-Orbitals of O(3P)(a) p3-Orbitals of O(1D)(b)
Figure C.1: Spin illustration of atomic oxygen. For atomic oxygen in ground state (panel a), all p orbitals
are filled with at least one electron whereas the third orbital is empty in case of the excited state (panel
b).
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is 1. Thus, the spin configuration of Fig. C.1(a) represents the ground state, which is called triplet
according to its multiplicity, written as O(3P).
If the oxygen atom is excited e.g. by a photon of correct energy (i.e. frequency), an electron can get
a spin quantum number that differs from that corresponding to the lowest energy. Schematically,
the electron fills the second p-orbital but with spin down of −1⇑2 according to Pauli’s exclusion
principle. According to Hund’s rule, it has a higher energy than the ground state of oxygen and
because of its multiplicity of 1 it is called singlet and written as O(1D).
Table C.1: Gas phase reactions. References for the formulae of the rate constants can be found in the
MECCA description.
Reaction Rate Constant
O2 + O(1D)→ O(3P) + O2 3.3E-11*EXP(55./temp)
O2 + O(3P)→ O3 6.E-34*((temp/300.)**(-2.4))*cair
O3 + O(1D)→ 2 O2 1.2E-10
O3 + O(3P)→ 2 O2 8.E-12*EXP(-2060./temp)
H + O2 →HO2 k_3rd(temp,cair,4.4E-32,1.3,7.5E-11,-0.2,0.6)
H + O3 → OH + O2 1.4E-10*EXP(-470./temp)
H2 + O(1D)→H + OH 1.2E-10
OH + O(3P)→H + O2 1.8E-11*EXP(180./temp)
OH + O3 →HO2 + O2 1.7E-12*EXP(-940./temp)
OH + H2 →H2O + H 2.8E-12*EXP(-1800./temp)
HO2 + O(3P)→ OH + O2 3.E-11*EXP(200./temp)
HO2 + O3 → OH + 2 O2 1.E-14*EXP(-490./temp)
HO2 + H→ 2 OH 7.2E-11
HO2 + H→H2 + O2 6.9E-12
HO2 + H→ O(3P) + H2O 1.6E-12
HO2 + OH→H2O + O2 4.8E-11*EXP(250./temp)
HO2 + HO2 →H2O2 + O2 k_HO2_HO2
H2O + O(1D)→ 2 OH 1.63E-10*EXP(60./temp)
H2O2 + OH→H2O + HO2 1.8E-12
N + O2 → NO + O(3P) 1.5E-11*EXP(-3600./temp)
N2 + O(1D)→ O(3P) + N2 2.15E-11*EXP(110./temp)
N2O + O(1D)→ 2 NO 7.25E-11*EXP(20./temp)
N2O + O(1D)→ N2 + O2 4.63E-11*EXP(20./temp)
NO + O3 → NO2 + O2 3.E-12*EXP(-1500./temp)
NO + N→ O(3P) + N2 2.1E-11*EXP(100./temp)
NO2 + O(3P)→ NO + O2 5.1E-12*EXP(210./temp)
NO2 + O3 → NO3 + O2 1.2E-13*EXP(-2450./temp)
NO2 + N→ N2O + O(3P) 5.8E-12*EXP(220./temp)
NO3 + NO→ 2 NO2 1.5E-11*EXP(170./temp)
NO3 + NO2 → N2O5 k_NO3_NO2
N2O5 → NO2 + NO3 k_NO3_NO2/(2.7E-27*EXP(11000./temp))
NO + HO2 → NO2 + OH 3.3E-12*EXP(270./temp)
NO2 + OH→HNO3 k_3rd(temp,cair,1.8E-30,3.0,2.8E-11,0.,0.6)
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Table C.1: Gas phase reactions (... continued).
Reaction Rate Constant
NO2 + HO2 →HNO4 k_NO2_HO2
HNO3 + OH→H2O + NO3 k_HNO3_OH
HNO4 → NO2 + HO2 k_NO2_HO2/(2.1E-27*EXP(10900./temp))
HNO4 + OH→ NO2 + H2O 1.3E-12*EXP(380./temp)
CH4 + O(1D) → .75 CH3O2 + .75 OH + .25
HCHO + .4 H + .05 H2
1.75E-10
CH4 + OH→ CH3O2 + H2O 1.85E-20*EXP(2.82*log(temp)-987./temp)
CH3O2 + HO2 → CH3OOH + O2 4.1E-13*EXP(750./temp)
CH3O2 + NO→HCHO + NO2 + HO2 2.8E-12*EXP(300./temp)
CH3O2 →HCHO + HO2 2.*RO2*9.5E-14*EXP(390./temp)/(1.+1./26.2*EXP(1130./temp))
CH3O2 → .5 HCHO + .5 CH3OH + .5 O2 2.*RO2*9.5E-14*EXP(390./temp)/(1.+26.2*EXP(-1130./temp))
CH3OOH + OH→ .7 CH3O2 + .3 HCHO + .3
OH + H2O
k_CH3OOH_OH
HCHO + OH→ CO + H2O + HO2 9.52E-18*EXP(2.03*log(temp)+636./temp)
CO + OH→H + CO2 (1.57E-13+cair*3.54E-33)
Cl + O3 → ClO + O2 2.8E-11*EXP(-250./temp)
ClO + O(3P)→ Cl + O2 2.5E-11*EXP(110./temp)
ClO + ClO→ Cl2 + O2 1.0E-12*EXP(-1590./temp)
ClO + ClO→ 2 Cl + O2 3.0E-11*EXP(-2450./temp)
ClO + ClO→ Cl + OClO 3.5E-13*EXP(-1370./temp)
ClO + ClO→ Cl2O2 k_ClO_ClO
Cl2O2 → ClO + ClO k_ClO_ClO/(1.72E-27*EXP(8649./temp))
Cl + H2 →HCl + H 3.9E-11*EXP(-2310./temp)
Cl + HO2 →HCl + O2 4.4E-11-7.5E-11*EXP(-620./temp)
Cl + HO2 → ClO + OH 7.5E-11*EXP(-620./temp)
Cl + H2O2 →HCl + HO2 1.1E-11*EXP(-980./temp)
ClO + OH→ .94 Cl + .94 HO2 + .06 HCl + .06
O2
7.3E-12*EXP(300./temp)
ClO + HO2 →HOCl + O2 2.2E-12*EXP(340./temp)
HCl + OH→ Cl + H2O 1.7E-12*EXP(-230./temp)
HOCl+ OH→ ClO + H2O 3.0E-12*EXP(-500./temp)
ClO + NO→ NO2 + Cl 6.2E-12*EXP(295./temp)
ClO + NO2 → ClNO3 k_3rd_iupac(temp,cair,1.6E-31,3.4,7.E-11,0.,0.4)
ClNO3 + O(3P)→ ClO + NO3 4.5E-12*EXP(-900./temp)
ClNO3 + Cl→ Cl2 + NO3 6.2E-12*EXP(145./temp)
Cl + CH4 →HCl + CH3O2 6.6E-12*EXP(-1240./temp)
Cl + HCHO→HCl + CO + HO2 8.1E-11*EXP(-34./temp)
Cl + CH3OOH→HCHO + HCl + OH 5.9E-11
ClO + CH3O2 →HO2 + Cl + HCHO 3.3E-12*EXP(-115./temp)
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Table C.1: Gas phase reactions (... continued).
Reaction Rate Constant
CCl4 + O(1D)→ ClO + 3 Cl 3.3E-10
CH3Cl + O(1D)→ OH + Cl 1.65E-10
CH3Cl + OH→H2O + Cl 2.4E-12*EXP(-1250./temp)
CH3CCl3 + O(1D)→ OH + 3 Cl 3.E-10
CH3CCl3 + OH→H2O + 3 Cl 1.64E-12*EXP(-1520./temp)
CF2Cl2 + O(1D)→ ClO + Cl 1.4E-10
CFCl3 + O(1D)→ ClO + 2 Cl 2.3E-10
Br + O3 → BrO + O2 1.7E-11*EXP(-800./temp)
BrO + O(3P)→ Br + O2 1.9E-11*EXP(230./temp)
BrO + BrO→ 2 Br + O2 2.7E-12
BrO + BrO→ Br2 + O2 2.9E-14*EXP(840./temp)
Br + HO2 →HBr + O2 7.7E-12*EXP(-450./temp)
BrO + HO2 →HOBr + O2 4.5E-12*EXP(500./temp)
HBr + OH→ Br + H2O 6.7E-12*EXP(155./temp)
HOBr + O(3P)→ OH + BrO 1.2E-10*EXP(-430./temp)
Br2 + OH→HOBr + Br 2.0E-11*EXP(240./temp)
BrO + NO→ Br + NO2 8.7E-12*EXP(260./temp)
BrO + NO2 → BrNO3 k_BrO_NO2
Br + HCHO→HBr + CO + HO2 7.7E-12*EXP(-580./temp)
CH3Br + OH→H2O + Br 2.35E-12*EXP(-1300./temp)
BrO + ClO→ Br + OClO 1.6E-12*EXP(430./temp)
BrO + ClO→ Br + Cl + O2 2.9E-12*EXP(220./temp)
BrO + ClO→ BrCl + O2 5.8E-13*EXP(170./temp)
SO2 + OH→H2SO4 + HO2 k_3rd(temp,cair,3.3E-31,4.3,1.6E-12,0.,0.6)
Table C.2: Photolysis reactions. Photolysis rates are computed by the Cloud-J module (Prather, 2015).
Reaction
O2 + hν → O(3P) + O(3P)
O3 + hν → O(1D) + O2
O3 + hν → O(3P) + O2
H2O + hν →H + OH
H2O2 + hν → 2 OH
N2O + hν → O(1D) + N2
NO2 + hν → NO + O(3P)
NO + hν → N + O(3P)
NO3 + hν → NO2 + O(3P)
NO3 + hν → NO + O2
N2O5 + hν → NO2 + NO3
HNO3 + hν → NO2 + OH
HNO4 + hν → .667 NO2 + .667 HO2 + .333 NO3 + .333 OH
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Table C.2: Photolysis reactions (... continued).
Reaction
CH3OOH + hν →HCHO + OH + HO2
HCHO + hν →H2 + CO
HCHO + hν →H + CO + HO2
CO2 + hν → CO + O(3P)
CH4 + hν → CO + 0.31 H + 0.69 H2 + 1.155 H2O
Cl2 + hν → Cl + Cl
Cl2O2 + hν → 2 Cl
OClO + hν → ClO + O(3P)
HOCl + hν → OH + Cl
ClNO2 + hν → Cl + NO2
ClNO3 + hν → Cl + NO3
ClNO3 + hν → ClO + NO2
CH3Cl + hν → Cl + CH3O2
CCl4 + hν → 4 Cl
CH3CCl3 + hν → 3 Cl
CFCl3 + hν → 3 Cl
CF2Cl2 + hν → 2 Cl
Br2 + hν → Br + Br
BrO + hν → Br + O(3P)
HOBr + hν → Br + OH
BrNO3 + hν → 0.85 Br + 0.85 NO3 + 0.15 BrO + 0.15 NO2
CH3Br + hν → Br + CH3O2
CF3Br + hν → Br
BrCl + hν → Br + Cl
CF2ClBr + hν → Br + Cl
Table C.3: Heterogeneous reactions. The rate constants are calculated by the PSC scheme in ICON-ART
as described in Sect. 3.5.
Reaction
N2O5 + H2O→ 2 HNO3
HOCl + HCl→ Cl2 + H2O
ClNO3 + HCl→ Cl2 + HNO3
ClNO3 + H2O→HOCl + HNO3
N2O5 + HCl→ ClNO2 + HNO3
HOBr + HBr→ Br2 + H2O
BrNO3 + H2O→HOBr + HNO3
ClNO3 + HBr→ BrCl + HNO3
BrNO3 + HCl→ BrCl + HNO3
HOCl + HBr→ BrCl + H2O
HOBr + HCl→ BrCl + H2O
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