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Abstract
The electrons transport in ferromagnetic metal shows many interesting phe-
nomenon, such as giant-magnetoresistnace eﬀect or spin transfer torque driven
magnetization dynamics, because of the spin dependent transport properties.
These phenomenon occur only in a nanometer scale region. To understand the
transport properties in such thin magnetic structures, it is important to develop
a spin dependent transport theory.
In this thesis, we develop the electron transport theory based on the Boltz-
mann equation. Especially, the magnetoresistance (MR) eﬀect and spin trans-
fer torque (STT), in magnetic domain walls (or spin spirals) and ferromag-
netic/nonmagnetic multilayers are investigated. The MR eﬀect arises from the
asymmetries of the conductivity of the longitudinal (parallel to the magnetiza-
tion) spin component. On the other hand, the STT eﬀect is induced by the
transverse (perpendicular to the magnetization) spin component.
In a magnetic domain wall, The conduction electrons change the direction
of their spin to the direction of the localized magnetization. When the thick-
ness of the domain wall is larger than the electron travelling length during a
precession of its spin around the localized magnetization, the spin of the con-
duction electron is perfectly parallel to the magnetization. On the other hand,
for a suﬃciently thin domain wall, the spin of the conduction electron deviates
from the localized magnetization. The spin state in the thin domain wall is the
superposition of the spin-up and spin-down states, which leads to the spin-ﬂip
scattering in the domain wall. The origin of the domain wall MR eﬀect is the
resistivity due to this spin-ﬂip scattering.
STT in a domain wall results from the spin angular momentum transfer from
the conduction electrons to the magnetization, which arises from the exchange
coupling between the transverse spin accumulation and the magnetization. In
the adiabatic limit, i.e., when the spin of the conduction electron is parallel to the
localized magnetization, the direction of the transferred spin, and thus, that of
STT, are parallel to the gradient of the magnetizations. On the other hand, for a
thin domain wall, the non-adiabatic STT whose direction is perpendicular to the
magnetization and the adiabatic STT, is induced. To estimate the magnitude
of the STT, the spatial distribution of spin accumulation should be studied.
STT-driven magnetization dynamics in a ferromagnetic/nonmagnetic mul-
tilayer occur when STT overcomes the magnetic damping of the magnetization.
The spin transfer from the conduction electrons to the magnetization is achieved
over the penetration depth of the transverse spin current in a ferromagnetic
metal. To estimate the magnitude of STT, the ﬁnite penetration depth should
be taken into account in the calculation of the transverse spin current injected
into the layer. Moreover, the enhancement of the magnetic damping due to
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spin pumping should be taken into account on the equation of motion of the
magnetization.
These problems were studied based on the Boltzmann theory and its diﬀusion
limit. The advantage of the Boltzmann theory (or its diﬀusion limit) is its
applicability to the suﬃciently thin structure larger than the Fermi wavelength
(the mean free path). We can study the thickness dependence of the MR eﬀect
and STT systematically, and sometimes obtain the analytical solutions.
The MR eﬀect in the domain wall (a spin spiral) is studied by solving the
Boltzmann equation numerically. The MR ratio more than 50 % is predicted
for a thin (1− 2 nm) domain wall with high spin polarization.
The magnitude of STT in the domain wall is estimated by solving the dif-
fusion equation of the transverse spin accumulation. We obtain the analytical
solutions of the transverse spin accumulation and STT. The adiabatic STT is
approximately independent of the domain wall thickness while the non-adiabatic
STT for the thin (less than the spin-ﬂip length) domain wall is one order mag-
nitude of larger than that for the thick domain wall.
The critical current of the STT-driven magnetization reversal in the ferro-
magnetic/nonmagnetic multilayer is studied by taking into account the ﬁnite
penetration depth of the transverse spin current and the eﬀect of spin pumping.
The critical current, which is predicted to be zero in the zero thickness limit
of the free layer, remains ﬁnite due to the ﬁnite penetration depth and the ef-
fect of spin pumping. The estimated critical current has good agreement with
experiments, and it is found that the remaining value of the critical current is
mainly due to the eﬀect of spin pumping.
The details of the motivations, theoretical techniques, results, and physical
pictures of these topics are given in the text of this thesis.
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Chapter 1
Introduction
1.1 Preface
Electrons transport in a magnetic structure has been one of the central problems
in physics. Although the free electrons model in a metal based on the Boltz-
mann theory was proposed by Drude before 1925 to understand their transport
properties qualitatively and quantitatively, we had to wait the establishment
of quantum mechanics. Quantum mechanics revealed many interesting proper-
ties of electrons. For example, the electric current ﬂowing in a metal is carried
by the conduction electrons near the Fermi surface. Quantum mechanics also
answered a question why the classical Drude model sometimes obtained good
agreements with experiments: when the time and spatial variations of poten-
tials (or perturbations) in metals are slow compared to the Fermi wavelength of
electrons, the quantum kinetic equation is reduced to the classical Boltzmann
equation. The kinetic equation is a powerful tool to analyze the transport of
the conduction electrons.
Quantum mechanics revealed an important quantity of electrons, i.e., spin
angular momentum (or simply, spin). The ferromagnetism of the transition
metals such as Fe, Co, Ni, and their alloys are mainly due to the spin angular
momentums of localized electrons. Because of the exchange interaction between
spins of the conduction and localized electrons, the transport properties like con-
ductivity in the ferromagnets are spin-dependent. Thus, the electrons ﬂow in
the ferromagnets are naturally spin-polarized. However, because of the spin-ﬂip
scattering in the ferromagnets, this spin-polarized current (or simply, spin cur-
rent) vanishes within a characteristic length called spin diﬀusion lengths which
are on the order of a few nm. Thus, spin degree of freedom plays a minor role
on the electrons transport properties. To investigate the spin-dependent trans-
port in the ferromagnets, we had to wait for the developments in the processing
technology for nanostructures.
Recent advances in nanofabrication technique enabls us to manipulate the
nanostructured magnetic circuit, and found many interesting phenomena such
as tunnel magnetoresistance (TMR), giant-magnetoresistance (GMR), domain
wall magnetoresistance (DWMR), and spin-transfer torque (STT) driven mag-
netization dynamics: these eﬀects arise from the interactions between spin cur-
rent and the localized magnetions. The discoveries of these eﬀects opened a
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door to a new research ﬁeld, called ”spin-electronics”. One of its objections is
to develop the functionality of the technology by using spin degree of freedom.
A magnetic random access memory (MRAM) is one of the promising devices of
spin-electronics in which informations are stored by using STT-driven magne-
tization reversal and read by using TMR eﬀect. Spin-electronics will be a key
research ﬁeld in 21th century’s technology. Spin-electronics is also important in
science. The MR eﬀects and STT-driven magnetization dynamics are unique
phenomenon in nanostructures. To understand these eﬀects qualitatively and
quantitatively, the spin degree of freedom should be taken into account in the
kinetic equation.
In this thesis, we studied the spin-dependent transport properties in the
ferromagnetic nanostructures by solving the kinetic (Boltzmann) equation. Es-
pecically we paid attention to magnetic multilayers and magnetic domain walls.
DWMR eﬀect, STT in magnetic domain wall, and critical current of STT-
driven magnetization dynamics in magnetic multilayer will be discussed in the
later chapters. Although our models and approaches are very simple, we be-
lieve that our results will be important to understand the electrons transport in
ferromagnetic nanostructures.
In this chapter, we clarify the details of the problems to be solved. In Sec.
1.2, we brieﬂy review a history of spin-electronics. In Sec. 1.3, we discuss the
problems to be solved in this thesis. Section 1.4 is the outline of this thesis.
1.2 A Brief History of Spin Electronics
Here we review a history of spin-electronics brieﬂy. Topics reviewed here are
anisotropic magnetoresistance (AMR) eﬀect, tunnel magnetoresistance (TMR)
eﬀect in magnetic tunnel junctions (MTJs), giant magnetoresistance (GMR)
eﬀect, domain wall magnetoresistance (DWMR) eﬀect, current-conﬁned-path
(CCP) GMR eﬀect, spin transfer torque (STT) eﬀect in GMR system, STT
eﬀect in MTJs, spin pumping eﬀect, penetration depth of transverse spin current
in ferromagnetic metals, and STT eﬀect in magnetic domain walls. One can skip
this section and directly go to the next section, if not interested in the history.
The DWMR and CCP-GMR eﬀects relate to the discussions of Chap. 3.
The STT eﬀect in magnetic domain walls relates to the discussions of Chap.
4. The eﬀects of spin pumping and ﬁnite penetration depth of transverse spin
current on STT-driven magnetization dynamics in CPP-GMR system relate to
the discussions of Chap. 5.
1.2.1 Magnetoresistance Eﬀect
Anisotropic Magnetoresistance Eﬀect
The electrons transport phenomena through ferromagnetic structures have pro-
vided many interesting problems in physics. For example, the anisotropic mag-
netoresisntance (AMR) eﬀect found by Thomson in 1857 [1] shows that the
resistance of a ferromagnetic metal depends on the relative angle between the
directions of the electric current and the magnetization. By applying an elec-
tric current to a piece of Fe, Thomson observed the resistance decreases as
the angle changes from 0◦ to 90◦. He also examined the same experiments
by using Ni, and obtained similar results but higher MR ratio compared to
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Fe. For a relative angle θ, the resistance of the ferromagnetic metal was ex-
pressed as R = R0 + ΔRAMR cos2 θ, where R0 is the resistance at θ = π/2,
and ΔRAMR/R0 is the AMR ratio. The mechanism of AMR eﬀect observed
in the transition ferromagnetic metals was argued to be spin-orbit interaction
between the conduction (s-like) electrons and the localized (d-like) electrons [2].
Here we adopt the sd model ﬁrst proposed by Mott [3] in which the conduction
electrons have a ﬁnite scattering rate into the localized state. Because of the
spin-orbit interaction, the scattering rate is spin asymmetric, which depends on
the angle between the directions of the electric current and the magnetization.
This scattering process leads to the AMR eﬀect. The observed AMR ratio is
on the order of a few %. Now AMR eﬀect plays an important role for technical
applications, such as magnetic sensors.
Tunnel Magnetoresistance Eﬀect
A new magnetoresistance eﬀect, called tunnel magnetoresistance (TMR) eﬀect,
was found by Julliere in 1975 [4]. He studied the conductance of Fe/Ge/Co
magnetic tunnel junction (MTJ) in a magnetic ﬁeld at low temperature (≤4.2
K), and found that the values of the conductance depend on the alignment
of the magnetizations in Fe and Co, i.e., the conductance is higher for the
parallel alignment of the magnetizations compared to that for the anti-parallel
alignment. At zero bias, the relative change of the conductance, ΔG/G¯, was
about 14 %, where ΔG = GP − GAP is the diﬀerence of the conductances
between that of the parallel alignment GP and anti-parallel alignment GAP,
and G¯ = (GP+GAP)/2. The ratio ΔG/G¯ decreases with increasing the applied
voltage, and was about 2 % at 6 mV, as shown in Fig. 1.1 (a). In 1982, Maekawa
and Ga¨fvert [5] studied the TMR eﬀect in Ni/NiO/ferromagnets (Ni, Co, or Fe)
junctions, and observed the TMR ratio on the order of a few % at 4.2 K, as
shown in Fig. 1.1 (b).
The origin of TMR eﬀect is understood as the spin-dependent tunnling
through a thin insulating barrier. By usign the free electron model, in 1989
Slonczewski [7] showed that the TMR ratio is determined by the spin polariza-
tion of the ferromagnetic metals’ density of states and the barrier height of the
insulator. It should be noted that the lattice structure of the ferromagnetic elec-
trodes and the variation of the band structure near the insulator are overlooked
in this free electron model. To take into accout these eﬀects, ﬁrst-principle cal-
culations are required. The tunnel Hamiltonian model and the tight binding
model have been employed to understand the TMR eﬀect [8].
In the scientiﬁc point of view, TMR eﬀects is important because it is a
quantum mechanical phenomena: the tunneling of an electron through a high
barrier potential is a quantum eﬀect and occurs only in a very thin junction.
In fact, to observe the TMR eﬀect, the thickness of insulating barrier should be
on the order of a few nm. In the technical point of view, the TMR eﬀect was
expected to be used as a read head of magnetic recording devices. However, at
that time, i.e., 1970’s-1980’s, the observed TMR ratio was too small to be used.
The breakthrough to higher TMR ratio at room temperature occured in
1995. Miyazaki et al. [9] and Moodera et al. [10] independently made MTJs with
amorphous Al-O tunnel barriers, and found the MR ratio about ΔR/RP = 18 %
at room temprerature, where R = RAP−RP, and RP(AP) is the resistance of the
parallel (anti-parallel) alignment of the magnetizations. TMR ratio have been
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Figure 1.1: (a) The dependence of tunnel conductance in Fe/Ge/Co magnetic
tunnel junction (MTJ) on the applied voltage [4]. (b) Magnetic ﬁeld H depen-
dence of the resistance at the zero voltage and at 4.2 K normalized by that at
H = 0 in a Ni-NiO-Co junction [5]. (c) The dependence of tunnel magnetore-
sistance ratio in Fe/MgO/Fe MTJ on the thickness of MgO layer tMgO [6]. (d)
A schematic view of a cell of Magnetic Random Access Memory.
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increased to about 70 % at room temperature in CoFeB/Al2O3/CoFeB MTJ
[11] and about 570 % at low temperature in Co2MnSi/Al-O/Co2MnSi MTJ [12]
by optimizing the ferromagnetic electrode and the conditions for fabricating the
Al-O barrier.
In 2001, Butler et al. [13] and Mathon et al. [14] studied the spin-dependent
tunneling conductance of an epitaxial Fe/MgO/Fe junction theoretically by us-
ing the ﬁrst-principle calculations, and predicted TMR ratio more than 1000
% in such a junction. According to the theoretical predictions, in 2004, Yuasa
et al. [6] studied the TMR ratio in Fe/MgO/Fe MTJ, and observed the MR
ratio up to 180 % at room temperature and 200 % at low temperature (20 K)
[see Fig. 1.1 (c)]. Independently, in 2004, Parkin et al. studied the TMR ratio
in CoFe/MgO/CoFe MTJ, and observed the MR ratio up to 220 % at room
temperature and 300 % at low temperature [15].
Magnetic random access memory (MRAM) is the spin-electronics device
where the MTJs are used as memory cells [16]. A cell of MRAM consists of a
ferromagnetic (FM) layer, a synthetic ferrimagnetic (Sy-F) layer, and an antifer-
romagnetic layer, as shown in Fig. 1.1 (d). In MRAM, an information is stored
by changing the direction of the ferromagnetic layer called free layer. The syn-
thetic ferrimagnetic layer consists of ferromagnetic/nonmagnetic/ferromagnetic
trilayer, and acts as the pinned (or ﬁxed) layer. The antiferromagnetic layer
ﬁxes the direction of the magnetization in the synthetic ferrimagnetic layer.
Recently, the synthetic ferromagnetic layer is used as the free layer because of
its high thermal stability [17, 18].
Although the observed TMR ratio in epitaxial Fe/MgO/Fe MTJs is high
enough to realize MRAM, they are not suitable for use in MRAM because
epitaxial MgO-based MTJs cannot be grown on the practical synthetic ferri-
magnetic pinned layer. The diﬃculty is solved by using CoFeB/MgO/CoFeB
junctions are used because they can be grown on any kind of underlayer. TMR
ratio about 230 % at room temperature was found in CoFeB/MgO/CoFeB single
barrier MTJ in 2005 [19], and now TMR ratio increases up to 604 % [20].
Giant Magnetoresistance Eﬀect
At the end of 1980s, Baibich et al. [21] and Binashc et al. [22] independently
found that the resistance of Fe/Cr superlattices depends on the relative an-
gle of the magnetizations [see Fig. 1.2 (a)]. In Fe/Cr superlattices, which
consist of many ferromagnetic(Fe)/nonmagnetic(Cr)/ferromagnetic(Fe) trilay-
ers, the magnetizations of Fe layers are coupled by atniferromagnetic interlayer
exchange interaction. The parallel alignment of the magnetizations was achieved
by applying a high magnetic ﬁeld (∼ 2 T). The resistance of the anti-parallel
alignment was higher than that of the parallel alignment, and the MR ratio
increased with decreasing the thickness of Cr layer from 1.8 nm to 0.9 nm. The
obtained MR ratio was about 85 % at low temperature (4.2 K) and 20 % at room
temperature. This phenomenon was named ”giant magnetoresistance” (GMR)
eﬀect, and now is called current-in-plane (CIP) GMR eﬀect. Theoretical studies
by solving the Boltzmann equation have revealed that CIP-GMR eﬀect arises
from the spin-dependent scattering at Fe/Cr interface and GMR ratio depends
on the ratio of the layer thickness to the mean free path of the system [23, 24].
In 1991, Parkin et al. [25] and Mosca et al. [26] independently found GMR ratio
about 50 % at room temperature in Co/Cu multilayer system. They also found
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Figure 1.2: Experimental results of giant-magnetoresistance (GMR) eﬀect and
schematic views of the system. In the schematic views, the black and red arrows
indicate the directions of the magnetizations in ferromagnetic metals and the
current ﬂow, respectively. (a) The magnetic ﬁeld dependence of current-in-plane
(CIP) GMR in Fe/Cr supperlattice [21]. (b) Tha magnetic ﬁeld dependence of
current-perpendicular-to-plane (CPP) GMR in Co/Ag supperlattice [27].
an oscillation of interlayer exchange coupling between Co layers by changing the
thickness of Cu layer.
A turning point of GMR eﬀect was the theoretical prediction of Zhang and
Levy in 1991 [28] that the GMR ratio of current-perpendicular-to-plane (CPP)
structure would be larger than that of CIP structure. Pratt et al. [27] observed
nearly 50 % CPP-GMR ratio in Co/Ag magnetic multilayer at low tempera-
ture (4.2 K), as shown in Fig. 1.2 (b). In 1993, Valet and Fert [29] solved the
Boltzmann equation of the spin-dependent distribution function in CPP ferro-
magnetic/nonmagnetic multilayer system, and showed that the spin diﬀusion
length plays an important role in GMR eﬀect. Because of the spin-dependent
scattering probability in ferromagnetic metals, the amounts of the electric cur-
rent carried by the spin-up electrons and the spin-down electrons are diﬀerent
in each ferromagnetic layers. On the other hand, in the nonmagnetic metal,
the scattering probability is spin-independent. Thus, the spin accumulation
Δμ = μ¯↑ − μ¯↓, which is the diﬀerence between the electro-chemical potentials
of the spin-up and the spin-down electrons μ¯s, is induced near the ferromag-
net/nonmagnetic interfaces. Valet and Fert found that the spin accumulation
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Figure 1.3: The spatial distributions of the electro-chemical poten-
tials of the spin-up and the spin-down electrons, μ¯s, in ferromag-
netic/nonmagnetic/ferromagnetic trilayer system for the parallel and the anti-
parallel alignments. The resistance is low for the parallel alignment and is high
for the anti-parallel alignment [31].
obeys the diﬀusion equation
∂2
∂x2
Δμ =
1
λ2sd
Δμ , (1.1)
where the spin diﬀusion length λsd is determined by the spin-ﬂip scattering in
the metal. The spin diﬀusion length of the ferromagnetic metals, such as Fe,
Ni, Co, and their alloys, are about 5 − 60 nm while that of the nonmagnetic
metals such as Cu, Au, and Pt are about 10−1000 nm [30]. The spin-dependent
electro-chemical potentials μ¯s give an additional voltage, and thus an additional
resistance to the system. Since the amount of the spin accumulation for the anti-
parallel alignment of the magnetization of the ferromagnetic layers is larger than
that for the parallel alignment, the additional resistance is higher for the anti-
parallel alignment compared to the parallel alignment. This is the origin of
the CPP-GMR eﬀect. It should be noted that in CPP structure both spin-
dependent interface and bulk scattering contribute to the GMR eﬀect while in
CIP structure only the interface scattering contribute to it. Thus, in general,
the GMR ratio in CPP structure is higher than that in CIP structure.
Similar to TMR eﬀect, CPP-GMR eﬀect is also expected to apply to spin-
electronics devices, such as a reading head of a Hard Disc Drive or a magnetic
memory [32, 33]. For the device application, one of the magnetizations in ferro-
magnetic/nonmagnetic/ferromagnetic trilayer should be pinned, as mentioned
in the case of MTJ. Synthetic ferrimagnetic layer with an antiferromagnetic layer
are used as pinned layer. The typical values of CPP-GMR ratio of such systems
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are about 5 − 15 %, which is one order magnitude smaller than TMR ratio in
MTJs (recently, the MR ratio about 28 % at room temperature was observed
in fully epitaxial Co2MnSi/Ag/Co2MnSi system [34]). One of the advantages
of GMR system compared to MTJs is the low resistance area product because
GMR system consists of all metallic layers. For a hard disk head with high
areal recording densities above 500 Gbit/inch2, resistance are below 1 Ωμm2 is
required, which is easily satisﬁed by GMR system. In future hard disk, GMR
system will be used in the head.
Although 20 years are passed since the discovery of GMR eﬀect, the the-
oretical studies on the eﬀect of spin-dependent scattering based on the two
current model have longer history [3, 35, 36]. Contrary to MTJs, the theoreti-
cal description of the electrons transport in CPP-GMR system is mostly semi-
classical. While TMR eﬀect is mainly due to the quantum tunneling through the
barrier, GMR eﬀect is mainly due to the electrons scattering in ferromagnetic
layers. Since the thickness of the ferromagnetic layer is usually comparable or
longer than the mean free path, which is on the order of a few nm [37], the
classical Boltzmann (diﬀusion) equation is applicable to describe the electrons
transport in the ferromagnetic layer. However, near the interface, the quantum
mechanical calculation would be required to take into account, for example,
band mismatch. A simple way to include the quantum eﬀect is to use the re-
ﬂection and transmission coeﬃcients obtained from ﬁrst-principle calculation
to connect the distribution function of each layers obtained from the classical
Boltzmann equation. If the thickness of the ferromagnetic layer is suﬃciently
small compared to the mean free path, a full quantum mechanical calculation
is required to interpret the transport properties [38].
Because of its scientiﬁc importance and of its inﬁnite possibility to device
applications, the Novel Prise was awarded to two leading researchers, Professors
A. Fert and P. Gru¨nberg in 2007 [39, 40, 41, 42].
Domain Wall Magnetoresistance Eﬀect
A piece of ferromagnetic metal in which all magnetic moments of the localized
(d-like) electrons are aligned to a certain direction is called magnetic domain.
It should be noted that the dipolar ﬁelds created by magnetic moments in-
crease the free energy of the piece. To minimize the free energy of the total
system, usually, ferromagnetic metal consists of many magnetic domains [43].
A magnetic domain wall is the boundary of these magnetic domains where the
magnetic moments change their directions continuously. The thickness of do-
main wall d is determined by the competition of the exchange coupling between
the localized magnetizations A and the magnetic anisotropy Ku, and is usually
on the order of 50 nm for conventional ferromagnetc metals (d ∼√A/Ku) [44].
At the end of 1960s, many experimental studies of the resistance of Fe were
reported [45, 46, 47]. It was found that the resistance of Fe decreases as the
magnitude of an applied magnetic ﬁeld increases from 0 to more than 1 kG. This
means that the resistance of a multi domain state is higher than that of a single
domain state, indicating that the domain wall contributes to the resistance.
One of the earliest theoretical works on the domain wall resistance was the
paper of Cabrera and Falicov [48, 49]. Electrons traveling in one domain will
experience a diﬀerent potential (exchange) energy upon entering an oppositely
magnetized domain. Assuming that the thickness of the domain wall was much
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Figure 1.4: The schematic view of the electrons transport in a magnetic domain
wall. The red and yellow arrows indicate the directions of the spins of the
conduction and the localized electrons, respectively. The spin of the conduction
electron precesses around the localized spins via the exchange coupling.
smaller than the mean free path of the ferromagnetic metal and that the free
electron model was applicable, Cabrera and Falicov calculated the reﬂection
coeﬃcient of the electrons wave function at the potential step and obtained the
resistivity due to a domain wall. They found that for a small exchange splitting
the resistivity due to the domain wall is negligibly small. The also calculated
the domain wall resistivity for a large exchange splitting, and found that the
resistivity tends to inﬁnity in the limit of the completely polarized state, i.e.,
the exchange splitting energy is comparable to the Fermi energy. However, for a
large exchange splitting limit, their calculations were restricted by the condition
kFd  1, where kF and d are the Fermi wave vector and the thickness of the
domain wall, respectively. Since the Fermi wavelength λF = 2π/kF is on the
order of a few angstrom while the thickness of the domain wall d is usually
about 50 nm, their results seemed not realistic.
It should be noted that Cabrera and Falicov pointed out that when the
thickness of the domain wall d is comparable to the Fermi wave length the
rotating magnetizations in the domain wall opens up a channel for adiabatic
spin change [see remark 5 in the conclusion (section 5) of Ref. [48]]. When the
thickness of the domain wall is suﬃciently long, i.e., the magnetizations in the
wall change their directions slowly, the direction of the spin of the conduction
electron at a certain point in the wall is perfectly aligned to the direction of the
localized spin at the same point. In other words, the change of the direction of
the spin of the conduction electron during the transport from one atom to its
neighbor atom is aligned to the direction of the spatial gradient of the localized
spin. This is the ”adiabatic spin change” [50]. Because of the exchange coupling
with the localized spins, the spins of the conduction electrons precess around the
local exchange ﬁeld, which may shift the direction of spin from the direction of
localized spin [see Fig. 1.4]. This ”non-adiabatic spin change” leads to a small,
but experimentally observable, intrinsic domain wall resistance, as pointed out
by Levy and Zhang [51].
In 1997, Levy and Zhang [51] studied the resistivity due to a domain wall
by solving the Boltzmann equation of the conduction electrons inside the wall.
They used the same Hamiltonian that was used to explain the GMR-eﬀect, and
found that the MR ratio due to the domain wall is given by
MR ratio =
4
5
ξ2
(
β2
1− β2
)(
3− 5
√
1− β2
3
)
, (1.2)
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where β = (σ↑ − σ↓)/(σ↑ + σ↓) is the spin polarization of the conductivity [52].
The dimensionless parameter ξ = (π2kF)/(4mJd) = lJ/d characterizes the
non-adiabaticity of the spins of the conduction electrons, where lJ is the elec-
trons’ traveling length during the precession of their spins around the exchange
ﬁeld J . In the theory of Levy and Zhang, the origin of MR due to a domain
wall is mixing of the spin channels due to the spin-dependent scattering inside
the wall. If the rotation of the magnetizations is suﬃciently slow, the mixing
does not occur because the spins of conduction electrons change their direction
adiabatically. To obtain a large domain wall resistance, it is required to make
ξ as large as possible. One way to do so is to make a narrow domain wall. The
MR ratio estimated by the theory of Levy and Zhang (2− 11 %) was consistent
with the experimental results (5 %) of Gregg et al. [53] where a Co domain wall
with 15 nm thick was fabricated by reinforcing the shape anisotropy.
There have been many theoretical studies regarding domain wall resistance
[54, 55, 56, 57, 58, 59, 60]. Brataas et al. [61] studied electrons transport through
ballistic and diﬀusive domain wall, in which the change in the conductance in the
ballistic region is obtained from the adiabatic approximation while the change
in resistivity is obtained by using a diagrammatic technique. They found that
MR ratio is strongly enhanced when the scattering lifetimes of the majority and
minority spins are signiﬁcantly diﬀerent, which has agreement with the results
of Levy and Zhang [51]. Motivated by the experimental results of Ebels et al.
[62] where the obtained MR ratio (more than 100 %) of resistivity is one or-
der magnitude larger than the theoretical prediction of Levy and Zhang [51],
Simanek and Rebei [63, 64] studied the resistivity due to a spin accumulation
created in a domain wall by solving the Boltzmann equation in the rotated
frame. They found that the domain wall resistance is determined by the trans-
verse component of the spin accumulation, which is aligned to the direction of
the spatial gradient of the localized magnetizations, and showed that the MR
ratio due to spin accumulation is smaller than the MR ratio due to the domain
wall scattering calculated by Levy and Zhang.
Recent developments in the processing technology for nanostructure have
allowed the production of a suﬃciently thin (on the order of 1− 10 nm) domain
wall [53, 62, 65, 66]. In the scientiﬁc point of view, these developments have
motivated us to study the transport phenomenon such as domain wall resis-
tance discussed above because the non-adiabaticity, which is the origin of these
phenomenon, becomes important as the thickness of the wall decreases. How-
ever, in the technical point of view, since the observed MR ratio is two order
of magnitudes smaller than TMR ratio of conventional MTJs the domain wall
resistance seems not to be preferable to apply to spin-electronics devices.
Current-Conﬁned-Path Giant Magnetoresistance Eﬀect
In the technical point of view, CPP-GMR eﬀect is suitable to apply to magnetic
recording head because it has low resistance area product compared to MTJs.
However, the observed MR ratio in CPP-GMR system (on the order of 10
%) is much smaller for a fast manipulation of such devices. To increase the
MR ratio of CPP-GMR system, recently, CPP-GMR with current-conﬁned-
path (CCP) geometry have been proposed [65, 66]. A schematic view of the
structure is shown in Fig. 1.5 (a). The CCP-CPP-GMR structure includes a
nano-aluminum-oxide-layer of 2.5 nm thickness, where many metallic pin holes
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Figure 1.5: (a) A schematic view of the current-conﬁnd-path (CCP) CPP-GMR
structure. The red arrows indicate the directions of the local magnetizations.
(b) Resistance are product vs MR ratio in CCP-CPP-GMR structure [65].
exist. Although the structure (ferromagnet/Al-O/ferromagnet) is very similar
to MTJ, the electrons transport is carried by the metallic pin holes. When the
alignment of the magnetizations of the free and pinned layers is anti-parallel, a
magnetic domain wall is expected to be created in the pin hole, and the MR ratio
of 7− 10 % was observed [65] [see Fig. 1.5 (b)]. A MR ratio on the order of 10
% was predicted [67, 68] by solving the diﬀusion equation of spin accumulation
in a non-collinear alignment [69]. The predicted MR ratio increases as the spin
polarization of the ferromagnetic layers increase. The structures of the domain
wall have been also studied [70, 71]. Taking into account spin transfer eﬀect,
the oscillation of the thickness of the domain wall is also predicted [72].
Almost theoretical works about the MR ratio in CCP-GMR structures have
been based on the drift-diﬀusion theory [67, 68]. However, since the thickness of
the conﬁned path (2.5 nm) is comparable to or less than the mean free path lmfp
(about a few nm), the validities of these studies should be discussed carefully.
It should be also noted that an analytical expression of MR ratio due to the
domain wall obtained by Levy and Zhang, Eq. (1.2), cannot be applied to the
estimation of MR ratio found in CCP-GMR system for two reasons. First, the
MR ratio (1.2) was obtained by using the perturbation theory in the estima-
tion of the non-adiabaticity. Thus, for a domain wall where the perturbation
parameter ξ = lJ/d is comparable to or larger than unity, we cannot estimate
the amount of the non-adiabaticity correctly, and thus, their theory cannot be
applied. Second, since Eq. (1.2) was obtained by using the diﬀusion approxi-
mation to the Boltzmann equation, the results cannot be applied to a domain
wall whose thickness is comparable to or thinner than the mean free path lmfp.
In conventional ferromagnets, both lJ and lmfp are on the order of a few nm.
To investigate the transport properties of a suﬃciently thin rotating mag-
netizations structure, in which the system size d is comparable to or less than
lJ and lmfp, i.e., a few nm, it is important to develop the theory of Levy and
Zhang to take into account the amount of the non-adiabaticity correctly and to
describe the transport without the diﬀusion approximation. This development
is one of the problems to be solved in this thesis.
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Figure 1.6: A schematic view of the structure of a spin spiral. The arrows
indicate the directions of the spins of the localized electrons.
Electron Transpor in a Spin Spiral
Spin spiral is an inﬁnite magnetic structure where the direction of the localized
spins rotates continuously as shown in Fig. 1.6. The spin spiral arises from the
broken symmetry of the spin structures. The exchange interaction between the
localized spins Si are described by the Heisenberg HamiltonianHH =
∑
i,j JijSi·
Sj , where Jij is the coupling constant. It should be noted that two magnetic
conﬁgurations with right-handed (↖ ↗) and left-handed (↗ ↖) alignment of
the localized spins have the same energy. However, such inversion symmetry is
broken at the interfaces and surfaces of the material. Owing to the presence
of the spin-orbit interaction, the broken parity of the lattice gives rise to the
Dzyaloshinskii-Moriya interaction [73, 74] HDM =
∑
i,j Dij · (Si × Sj) that
breaks the inversion invariance of the Heisenberg Hamiltonian and favors the
non-collinear alignment of the localized spins. With decreasing the size of a
material, this interaction plays a role on the determination of the magnetic
structure [75]. Recently, a spin spiral of ferromagnetic Mn/W(001) with the
rotation period 2d = 2.2 nm was created experimentally [76].
The transport properties in a spin spiral are similar closely to those in a
magnetic domain wall except some diﬀerences. One of the diﬀerences is the
interface scattering at the magnetic domain and the domain wall: due to its in-
ﬁnite structure, the interface scattering is absent in the spin spiral. Another dif-
ference relates to the rotation angle of the localized spins. In the spin spiral, the
angle θ is linear to the position of the localized spins, i.e., θ(x) = (π/d)(x+d/2)
where d is the characteristic length of π rotation of the localized spins. On the
other hand, in the magnetic domain wall, not only the linear model but also the
tangent model, θ(x) = π − 2arctan[exp(−x/d)], have been used. They corre-
spond to hard and soft domain walls, respectively. Because of these diﬀerences,
the transport theory of a spin spiral is simple compared to that of a domain
wall. However, the diﬀerences in the transport properties between the spin spi-
ral and the domain wall due to the above diﬀerences of the structures maybe
small. For example, as shown by Cabrera and Falicov [48, 49], the interface
scattering between the magnetic domain and the domain wall is important only
for a domain wall with d  λF, which is on the order of a few angstrom. Thus,
to study the transport properties in the domain wall, it is reasonable to use the
spin spiral model. Of course, the experimental realization of the nano-sized spin
spiral mentioned above also motivates us to study the transport properties in
such a thin rotating magnetic structure.
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1.2.2 Spin Transfer Phenomenon
Before 1996
Magnetoresistance eﬀects mentioned above arise from the dependence of elec-
trons transport on the alignment of the magnetizations. In 1989, Slonczewski
[7] theoretically predicted its inverse eﬀect called spin transfer eﬀect. The basic
idea of Slonczewski is the transfer of spin angular momentum from the con-
duction electrons to localized magnetization. Let us consider electron transport
through ferromagnet(F1)/insulator/ferromagnet(F2) trilayer system. The F1
(pinned) layer acts as a spin polarizer of the conduction electrons, i.e., passing
through the F1 layer the spins of the conduction electrons are aligned to the
direction of its magnetization. The spin current is injected into the F2 (free)
layer by tunneling the insulator. When the alignment of the magnetizations of
the F1 and F2 layers is non-collinear, the spins of the conduction electrons pre-
cess around the localized magnetization of the F2 layer due to the sd exchange
coupling. The precession of spins leads to the dephasing of the spin polarization.
According to the conservation low of the angular momentum, the lost spins are
transferred to the localized magnetization of the F2 layer, and exert a torque on
it. This spin transfer torque (STT) was expected to induce the magnetization
dynamics of the F2 layer, which could be detected by measuring TMR. How-
ever, for MTJs in the late of 1980’s, the amount of the electric current density
to induce the magnetization dynamics was so high that experiments could not
conﬁrm the spin transfer phenomenon.
Spin Transfer Torque in CPP-GMR system
In 1996, Slonczewski [77] and Berger [78] independently showed that the spin
transfer phenomenon can occur in CPP-GMR system, i.e., ferromagnetic/nonmagnetic
multilayer system. Because the CPP-GMR system consists of all metallic layers,
the amount of the electric current to induce the magnetization dynamics was
predicted to be smaller than that required in MTJ.
STT modiﬁes the equation of motion of the localized magnetization (Landau-
Lifshitz-Gilbert equation) as
dm
dt
= −γm×Beﬀ + γ
MSd
m× (Is ×m) + αm × dmdt , (1.3)
where m is the unit vector along the direction of the magnetization, Beﬀ is the
eﬀective magnetic ﬁeld, Is is the spin current ﬂowing out from the free layer, and
γ, M , S, d and α are the gyromagnetic ratio, saturated magnetization, cross
section area, thickness, and the Gilbert damping constant of the free layer,
respectively. The second term of Eq. (1.3) describes the eﬀect of STT. In
Slonczewski theory [77], the explicit form of this STT term is given
TSTT = γaJm× (n×m) . (1.4)
Here the strength of STT aJ (in the unit of magnetic ﬁeld) is given by
aJ =
η(θ)
2eMd
j , η(θ) =
[
−4 + (1 + P )
3(3 + cos θ)
4P 3/2
]−1
, (1.5)
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Figure 1.7: The CPP-GMR eﬀect in Co/Cu/Co multilayer system [82]. The
direction of the magnetization of the free layer is controlled by spin transfer
torque. (a) The schematic view of the system. The thicknesses of each layers
(in the unit of nm) are indicated in the brackets. (b) The dependence of the
diﬀerential resistance dV/dI on the electric current.
where j is the electric current density, P is the spin polarization of the spin
current, and θ = cos−1(m · n) is the angle between the magnetizations of the
free (m) and pinned (n) layer. It should be noted that the direction of STT is
reversed by changing the direction of the current ﬂow. In a CPP-GMR system
where the magnetizations of the pinned and free layers in equilibrium are in their
planes, STT acts as a damping or anti-damping, depending on the direction of
the electric current.
In the technical point of view, the spin transfer torque is expected to be the
information writing tool of CPP-GMR devices. The critical current density to
induce the magnetization dynamics was calculated by studying the instability
condition of the solutions of the linearlized Landau-Lifshitz-Gilbert equation of
the magnetization accompanying spin transfer torque (1.3), and was given by
[79, 80, 81]
jc =
2eMd
γη
αω , (1.6)
where ω is the angular frequency of the precession of the magnetization around
its equilibrium point. For conventional CPP-GMR system , jc of this theoretical
prediction is about 107 − 108 A/cm2.
Many experimental studies conﬁrm STT-driven magnetization reversal by
using the CPP-GMR eﬀect [82, 83, 84, 85, 86, 87, 88, 89]. Figure 1.7 shows the
dependence of the resistance in Co/Cu/Co multilayer on the electric current
obtained by Katine et al. [82]. The resistance jumps correspond to the magne-
tization reversals, which indicate the critical currents from the parallel to the
anti-parallel alignment and vice versa. The values of the measured critical cur-
rents are consistent with the theoretical estimation (1.6). In the conventional
experiments of STT-driven magnetization, the easy axises of both the free and
the pinned layers are lie in their planes. The ﬁrst paper of Slonczewski on STT
in CPP-GMR system [77] assumed the symmetric structure, i.e., all parameters
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in two ferromagnetic layers are assumed to be identical. It has been argued
that STT in an anti-symmetric CPP-GMR system maybe larger than that in
a symmetric system, which leads to the reduction of critical current density
[90, 91]. Berger [92] pointed out that the magnitude of STT in a CPP-GMR
system where the free layer is sandwiched between two pinned layers is much
larger than that in the conventional CPP-GMR system. When the alignment of
the magnetizations of two pinned layer is anti-parallel, the spin accumulations
between the free and pinned layers increase, which leads to the enhancement
of the spin polarization factor η and decreases the critical current. To reduce
the critical current density, a CPP-GMR system with a perpendicularly mag-
netized pinned layer were also proposed [93, 94, 95]. Seki et al. studied the
critical current of such system by using L10-FePt as a perpendiculary magne-
tized pinned layer, and found the reduction of critical current [96, 97, 98], for
example, jP→APc = −(6.3 ± 0.2) × 107 A/cm2 and jAP→Pc = (5.5 ± 0.1) × 107
A/cm2 for Pt / FePt / Au / Fe / FePt / Au / Fe / L10FePt /Au multilayer,
while jP→APc = −(2.2±0.1)×108 A/cm2 and jAP→Pc = (1.6±0.1)×108 A/cm2
for Pt/ FePt / Au / Fe / FePt / Au multilayer. For device application, the
critical current on the order of 105 − 106 A/cm2 is required.
Before the observation of STT eﬀect, magnetic ﬁeld was used to switch the
direction of the magnetization in MRAM: the magnetic ﬁelds induced by electric
currents ﬂowing in word and bit lines were applied to a memory cell. However,
it is diﬃcult to localize the magnetic ﬁelds near the memory cell. The magnetic
ﬁelds may aﬀect the magnetizations of the surrounded memory cells. Moreover,
this method complicated the design of MRAM. On the other hand, in STT-
driven magnetization dynamics, electric current is directly injected into the
memory cell, and thus, we do not worry about the magnetization reversal of the
surrounded memory cells. Moreover, since word and bit lines are unnecessary,
the design of MRAM becomes simple. It should also be noted that the amount
of critical current jc decreases as the thickness of the free layer decreases. This
is preferable feature for design high-density memory cells. STT is an important
tool to manipulate spin-electronics devices.
In many experiments about STT-driven magnetization dynamcis, not only
the magnetization reversal but also the magnetization oscillation (or steady
state precession) have been observed. Kiselev et al. [83] found a direct current
induced magnetization oscillation in 2003. The oscillation frequency depends
on the magnitude of the direct current (about 2− 5 mA), and are about 2− 15
GHz. After the observation of a diode eﬀect in MTJs [99], the STT-driven
ferromagnetic resonance (FMR), which enables quantitative studies of the mag-
netic properties of the free layer such as the magnetic anisotropy and damping
[100, 101, 102], has been studied enormously. In this FMR experiments, STT
exerted by an applied alternating current Iac(t) induces the precession of the
magnetization around an applied magnetic ﬁeld. This precession causes the
time-dependent resistance R(t) in the system, which results a direct current
voltage V = 〈R(t)Iac(t)〉. For a small alternating current (about sub mA), the
shape of the direct current voltage is the Lorentzian with respect to the mag-
netic ﬁeld. By measuring the resonance ﬁeld and the peak width, the magnetic
anisotropy and damping can be determined. On the other hand, for a large
alternating current (2− 9 mA), the voltage signals are asymmetric with respect
to the magnetic ﬁeld, and show hysteresis depending on the sweep direction
of the magnetic ﬁeld [103]. These behaviors imply a nonlinear dynamics of
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the magnetization. A macro spin model based on the Landau-Lifshitz-Gilbert
equation (1.3) maybe not applicable to the analysis of the experiments, and a
micromagnetic simulation is required.
Zhang et al. [69] studied STT exerted on the magnetization of the free layer
in CPP-GMR system by using the phenomenological drift-diﬀusion theory of
spin current, and found that STT can be decomposed into two parts: one is the
Slonczewski torque whose direction is m× (n×m), and the other is ”ﬁeld-like”
torque whose direction is m×n. The ﬁeld-like torque induces the precession of
the magnetization of the free layer around the direction of the magnetization of
the pinned layer. The amount of ﬁeld-like torque estimated by Zhang et al. is
about one half of the Slonczewski torque. However, it have been realized that
the role of the ﬁeld-like torque in CPP-GMR system is very minor. On the
other hand, the ﬁeld-like torque is important in MTJs and magnetic domain
walls [104], as mentioned below.
Spin Transfer Torque in MTJ
STT-driven magnetization reversal in MTJs has been also studied invensively.
Huai et al. [105] studied STT eﬀect in Ta / NiFeCr / PtMn / CoFe / Ru /
CoFe / Al2O3 / CoFe / NiFe / Ta MTJ, and found that the averaged critical
current density jc = (|jP→APc | + |jAP→Pc |)/2 is around 8 × 106 A/cm2, where
j
P(AP)→AP(P)
c are the critical current density from the parallel (anti-parallel)
alignment to the anti-parallel (parallel) alignment. They also found that the
critical current density increases as the current pulse width decreases, while the
MR ratio (about 3-5 %) remains constant. Fuchs et al. [106] studied STT eﬀect
in NiFe / Cu / Ta / CoFeB(pinned) / AlO / CoFeB(free) / Cu / Pt MTJ, and
found the critical current about (0.5− 0.8)× 107 A/cm2×d/nm, where d is the
thickness of the free layer. It should be noted that the observed critical current
densities by Huai et al. [105] and Fuchs et al. [106] are comparable to or smaller
than the values found in metallic CPP-GMR system. To reduce the critical
current density, they used very thin barriers, which lead to the reduction of
TMR ratio. For example, the thickness of AlO barrier used by Fuchs et al. [106]
is 0.65 nm, and the observed TMR ratio at 77 K is only 11 %. Kubota et al.
[107] investigated STT-driven magnetization reversal in a CoFe / Ru / CoFeB /
MgO(0.8nm) / CoFeB MTJ at room temperature, and found the TMR of about
100 % with a critical current density jc of about 6×106 A/cm2 (critical current
at zero temperature is estimated to be 2.0× 107 A/cm2). Further reduction of
critical current is required for high density MRAM applications.
STT-driven FMR also occurs in MTJs. In 2005, Tulapurkar et al. [99] showed
STT diode eﬀect in a CoFe / Ru / CoFeB / MgO / CoFeB MTJ. An alternat-
ing current Iac(t) induces the oscillation of the magnetization of the free layer
around an applied magnetic ﬁeld, resulting an oscillation resistance R(t). A
direct current voltage V = 〈R(t)Iac(t)〉 has a peak around the resonance fre-
qunecy. Compared to the case of CPP-GMR system where a signal voltage is
nearly symmetric with respect to the current frequency, the signal voltages in
MTJs are asymmetric, especially for a large current amplitude. From the linear
approximation of the Landau-Lifshitz-Gilbert equation, it was found that this
asymmetry arises from the ﬁeld-like torque: the oscillation due to the Slon-
czewski torque results an Lorentzian-shaped voltage signal while the oscillation
due to the ﬁeld-like torque results a voltage signal which is an odd function
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with respect to the resonance frequency. Thus, STT diode eﬀect provides a
quantitative measure of the Slonczewski and the ﬁeld-like torques [108].
In 2006, Theodonis et al. [109, 110] calculated the bias dependences of the
Slonczewski torque and the ﬁeld-like torque in MTJs by using the tight-binding
model. In their calculations, the value of the kinetic energy of the spin-up
electrons is ﬁxed (ε↑ − εF = 1.2 eV), and the kinetic energy of the spin-down
electron ε↓, or equivalently the exchange spliting Δ = ε↑ − ε↓, is used as a
variable (ε↓ varies from 1.5 to 2.25 eV). For a small exchange spliting (ε↓ ≤ 1.5
eV) the bias dependence of the Slonczewski torque is nearly symmetric, while for
a large exchange spliting (ε↓ ≥ 1.75 eV), it is asymmetric. On the other hand,
the bias dependence of the ﬁeld-like torque is quadratic which is independent of
ε↓. These predictions were qualitatively veriﬁed by Kubota et al. in MgO-based
MTJs [111]. However, the ﬁtting of the Slonczewski torque with the theory
of Theodonis et al. required ε↓  2.25 eV while the ﬁtting of the ﬁeld-like
torque required ε↓  1.5 eV. The origin of this diﬀerence between the theory
and the experiments is still unknown. Sankey et al. [112] studied the bias
dependence of the torkance (the deﬀerential function of the torque with respect
to the voltage, dτ/dV ) in MgO-based MTJs, and found that the Slonczewski
torkance remains almost constant with increasing bias. Their results obtain
qualitative agreements with the theory of Slonczewski and Sun [113] where the
torkance is calculated by using the tunneling conductance in MTJs. Theoretical
calculations of the bias dependences of the Slonczewski and the ﬁeld-like torques
by using the Keldysh formula [114] or the scattering theory [115] were published
recently, which are qualitatively similar to the results of Theodonis et al. [109,
110].
Spin Pumping
One way to reduce the critical current density of STT-driven magnetization
dynamics is to reduce the Gilbert damping constant α [see Eq. (1.6)]. On the
other hand, for a fast magnetization reversal, a large damping α is required
[116, 117, 118]. The control of the Gilbert damping constant is one of the
most important problems for device applications. Several mechanisms have
been proposed to account for the origin of the Gilbert damping constant, for
example, sd exchange coupling, spin-orbit coupling [119, 120], and dd exchange
coupling [121, 122] [see also Ref. [123, 124, 125, 126, 127]].
Ferromagnetic resonance (FMR) is the conventional tool to measure the
Gilbert damping constant in which a microwave is applied to supply transverse
(perpendicular to magnetization) angular momentum to induce the dynamics
of the magnetization around its equilibrium point. The linewidth of the FMR
power absorption spectrum is proportional to the Gilbert damping constant
[123]. For conventional ferromagnetic metals such as Fe, Co, Ni and their alloys,
α is on the order of 10−3 − 10−2 [128].
Mizukami et al. [129, 130] found that the Gilbert damping constant α in
ferromagnetic/nonmagnetic multilayer is larger than the bulk value, and that
the enhancement of the Gilbert damping constant increases as the thickness of
the nonmagnetic layer increases. Figure 1.8 (a) shows the dependence of the
Gilbert damping constant G = γMα in Py/Cu multilayer on the thickness of
Cu layer L. As shown here, G  0.7×108 s−1 for L = 10 nm while G  0.8×108
s−1 for L = 100 nm.
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Figure 1.8: (a) The white and black circles show the dependences of the Gilbert
damping constant G = γMα in Py/Cu and Py/Cu/Pt multilayers on the thick-
ness of Cu layer L, respectively [130]. (b) The schematic view of spin pumping
in ferromagnetic(FM)/nonmagnetic(NM) multilayer system. Ipumps and I
back
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represent the pumped spin current and the backﬂow spin current, respectively.
To explain the experimental results, they employed the phenomenological
theory proposed by Silsbee et al. [131] where the spins of the conduction elec-
trons in the ferromagnetic layer diﬀuse into the nonmagnetic layer. The concept
of Silsbee et al. is as follows. In the ferromagnetic layer, the spins of the con-
duction and the localized electrons are aligned due to the sd exchange coupling.
When the microwave is applied to the ferromagnetic layer, the spins of the
localized electrons (magnetization) begin to precess around their equilibrium
point. Then, the spins of the conduction electrons begin to precess around
the precessing magnetization. The diﬀerence between the spins of the con-
duction and localized electrons can be regarded as the non-equilibrium spins,
which is perpendicular to the magnetization. In the presence of the ferromag-
netic/nonmagnetic interface, these non-equilibrium spins can diﬀuse into the
nonmagnetic layer, i.e., spin current ﬂows from the ferromagnetic layer into the
nonmagnetic layer. Since the ferromagnetic layer loses the transverse spin cur-
rent, the precession angle of the magnetization decreases, which is regarded as
the enhancement of the Gilbert damping.
When the thickness of the nonmagnetic layer is much thinner than its spin
diﬀusion length, the pumped spin current into the nonmagnetic layer Ipumps
comes back into the ferromagnetic layer without spin diﬀusion. Then the
pumped spin current Ipumps and the backﬂow spin current Ibacks cancel each
other, and the enhancement of the Gilbert damping constant is zero. On the
other hand, when the thickness of the nonmagnetic layer is much thicker than
its spin diﬀusion length, the pumped spin current Ipumps diﬀuses in the non-
magnetic layer, and no backﬂow spin current ﬂows into the ferromagnetic layer.
Then the enhancement of the Gilbert damping is maximized. By using the
phenomenological theory of Silsbee et al. , Mizukami et al. estimated the spin
diﬀusion length of Cu (200 nm) [130].
Figure 1.8 (b) shows a schematic view of spin pumping in ferromagnetic/nonmagnetic
multilayer. Tserkovnyak et al. [132, 133, 134, 135] studied the pumping of spin
current at the ferromagnetic/nonmagnetic interface carried by the conduction
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electrons in the nonmagnetic layer by using the scattering theory of Bu¨ttiker et
al. [136, 137, 138]. The pumped spin current from the ferromagnetic layer into
the nonmagnetic layer in their theory is given by
Ipumps =

4π
(
g↑↓r m×
dm
dt
+ g↑↓i
dm
dt
)
. (1.7)
Here the amount of the angular momentum injected from an external force
(microwave) into the ferromagnetic layer is characterized by the precession fre-
quency of the magnetization |dm/dt| = |m × dm/dt| = ω, and the amount
of the spin current pumped into the nonmagnetic layer is characterized by the
mixing conductance g↑↓ [139, 140]. In their formalisms the backﬂow spin cur-
rent Ibacks can be obtained from the circuit theory of Brataas et al. [139, 140].
Although the ﬁrst paper of Brataas et al. [139] assumed the spatially homoge-
neous distribution function, it was shown that the circuit theory is applicable to
diﬀusive system [141, 142]. Tserkovnyak et al. showed that the enhancement of
the Gilbert damping constant in ferromagnetic/nonmagnetic multilayer is given
by
α′ =
γ
4πMSd
(
g↑↓r
1 + ηg↑↓r
)
. (1.8)
Here η = [gN tanh(L/λsd(N))]−1 and gN = hS/(2e2ρNλsd(N)), where L, ρN,
and λsd(N) are the thickness, the resistivity, and the spin diﬀusion length of
the nonmagnetic layer, respectively. Comparing this theoretical estimation of
α′ with the experimental results of Mizukami et al. [130] (Fig. 1.8 (a)), they
obtained the value of the spin diﬀusion length of Cu (about 250 nm), which is
consistent with the estimation of Mizukami et al.
Figure 1.8 (a) also shows the dependence of the Gilbert damping constant G
in Py/Cu/Pt multilayer on the thickness of Cu layer L. In this case, the Gilbert
damping constant for a small L is much higher than that in Py/Cu multilayer,
and decreases as L increases. It should be noted that the spin diﬀusion length
of Pt layer (14 nm at 4.2 K [30]) is comparable to its thickness (5 nm). For a
small L, the pumped spin current from Py layer into Cu layer is injected into
Pt layer, and diﬀuses, which leads to no backﬂow spin current into Py layer.
Thus, the Gilbert damping constant in Py/Cu/Pt multilayer for the small L is
much higher than that in Py/Cu multilayer. On the other hand, for a large L,
the pumped spin current diﬀuses in Cu layer, and Pt layer plays a minor role on
the Gilbert damping constant. Thus, for the large L, the value of the Gilbert
damping constant in Py/Cu/Pt multilayer tends to the same value in Py/Cu
multilayer.
Tserkovnyak et al. also studied the eﬀect of spin pumping in ferromag-
netic/nonmagnetic/ferromagnetic trilayer system [134], and found that the Gilbert
damping constants of the ferromagnetic layers depend on the relative angle of
two magnetizations. The result is consistent with the similar work of Berger
[143]. The eﬀects of spin pumping in ferromagnetic multilayers have been con-
ﬁrmed in many experiments [144, 145, 146, 147, 148, 149, 150].
It should be noted that spin pumping is an interface eﬀect. As mentioned
above, the pumped spin current (1.7) can be determined by the angular momen-
tum injected into the ferromagnetic layer and the interface conductance, and
is independent of the volume of the layer. Then, the spin current pumped per
magnetic moment, and thus, the enhancement of the Gilbert damping constant
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are inversely proportional to the volume (or equivalently, the thickness) of the
ferromagnetic layer, as shown in Eq. (1.8). Thus, the eﬀect of spin pumping
becomes important as the thickness of the ferromagnetic layer decreases.
Spin pumping is an important tool to optimize the value of the Gilbert
damping constant in ferromagnetic/nonmagnetic multilayer system. However,
most reported experiments are related to FMR, and only few experiments about
the eﬀects of spin pumping in STT-driven magnetization dynamics are reported
[151]. Both experimental and theoretical studies about the role of spin pumping
in STT-driven magnetization dynamics are needed to understand the proper-
ties of the magnetization dynamics in ferromagnetic multilayers, such as the
magnetization reversal time and magnetization precession frequency.
Penetration Depth of Transverse Spin Current
STT is exerted by the transfer of spin angular momentum from the conduction
electrons to the localized magnetization [104]. Thus, the penetration depth of
transverse spin current in ferromagnetic metal λt, over which spin transfer is
achieved, is one of the most important quantities in STT-driven magnetization
dynamics. A brief picture of the spin relaxation in a ferromagnetic metal is
shown in Fig. 1.9. Over the penetration depth λt, the spins of the conduction
electrons are aligned to the direction of the localized magnetization. However,
there is a controversial issue regarding the penetration depth of transverse spin
current.
One argument is based on the ballistic theory of electron transport [152,
153, 154]. Actually, the ﬁrst paper of Slonczewski about STT in ferromagnetic
metallic multilayers was based on the ballistic theory [77]. In quantum mechan-
ical description, the transverse spin state is a superposition of the spin-up and
spin-down state. The linear coeﬃcients of spin-up and spin-down carry out os-
cillations as a function of time and position, which is equivalent to a precession
of spins around the localized magnetization. The electrons entering the ferro-
magnetic layer with diﬀerent angles precess on diﬀerent length scales normal to
the interface, depending on their transverse modes of the wave vectors. A large
number of electrons with these transverse modes contribute to the total spin cur-
rent. The destructive interference of numerous transverse modes with diﬀerent
spin phases corresponds to the absorption of the transverse spin current, whose
length scale is λt = π/|k↑F−k↓F|, where kσF is the magnitude of the wave vector of
spin-σ electrons. In conventional ferromagnetic metals, this λt is on the order
of the lattice constant (a few angstrom). In a conventional CPP-GMR system,
the thickness of the free layer is about 3 − 5 nm, which is much thicker than
this penetration depth λt. Thus, in the ballistic theory, the transverse spin cur-
rent is assumed to be absorbed at the ferromagnetic/nonmagnetic interface, i.e.,
the transverse spin current is discontinuous at the interface. This assumption
is equivalent to the absence of the transverse spin accumulation in the ferro-
magnetic layer. It should be noted that the theory of spin pumping [135] also
obeys this ballistic theory, and thus, assumed that the penetration depth of the
transverse spin current is zero. Urazhdin et al. [155] analyzed the CPP-GMR
of non-collinear magnetic multilayers using the extended two-series-resistance
model and concluded that λt = 0.8 nm for permalloy.
The other argument is based on the Boltzmann theory of electron trans-
port. As shown by Valet and Fert [29, 156], the Boltzmann theory describes
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Figure 1.9: The schematic view of the spin relaxation in the ferromagnetic (FM)
layer. The spin current is injected from the nonmagnetic (NM) layer. The green
and red arrows indicate the direction of the spins of the conduction electrons
and the direction of the localized magnetization M, respectively.
the transport of the longitudinal (parallel to magnetization) spin current in fer-
romagnetic metals. Motivated by the successful results of the theory of Valet
and Fert, Levy et al. have applied the Boltzmann theory to the description
of the transport of the transverse spin current [157, 158, 159, 160, 161]. It
should be noted that the deﬁnition of the transverse spin current in their papers
are the superposition of the states with opposite spin bu the same momentum
[161]. In other words, the transverse spin current in their theory is a super-
position of the states at Fermi level and an excited state, and is induced by
current-induced spin-ﬂip scattering at the ferromagnetic/nonmagnetic interface
[162, 163]. By using the band calculation [158], they argued that the penetration
depth of Co is about 3.0 nm. Recently, Yakata et al. [164, 165, 166] extended
the conventional theory of spin pumping [135] to take into account the ﬁnite
penetration depth of transverse spin current, and analyzed spin pumping in fer-
romagnetic/nonmagnetic/ferromagnetic trilayer system. They found that the
penetration depth of NiFe, CoFe, CoFeB, and Co are 3.7, 2.5, 12.0, and 1.7 nm,
respectively.
Experimental studies on the dependence of the critical current density of
STT-driven magnetization dynamics in a CPP-GMR system on the free layer
thickness d performed by Chen et al. [167] seems to support the Boltzmann the-
ory of electron transport. They studied the critical current in Pt(3nm) / Cu(10)
/Co (d) / Cu(10) / Co(12) / Cu(10) / Pt(3) multilayer system by applying a
magnetic ﬁeld Bappl normal to plane. A schematic view of the system is shown
in Fig. 1.10 (a). Because of the large magnetic ﬁeld Bappl  7 T, before the
electric current Ic is applied, the alignment of the magnetizations of the free
and the pinned layer is parallel. STT forces the direction of the magnetization
of the free layer to the anti-parallel alignment. For a large electric current, the
anti-parallel alignment of the magnetizations is achieved. By decreasing the
magnitude of the electric current, they measured the critical current density jc
from the anti-parallel alignment to the parallel alignment. They found that the
critical current is proportional to the free layer thickness d and remains ﬁnite
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Figure 1.10: (a) The schematic view of the ferromagnetic/nonmagnetic multi-
layer system studied by Chen et al. [167]. (b) The dependence of the critical
current of STT-driven magnetization reversal on the free layer thickness d.
in the zero-thickness limit of the free layer [see Fig. 1.10 (b)]. The former is
consistent with the theoretical prediction while the latter contradicts to the pre-
diction that jc → 0 with d→ 0 [see Eq. (1.6)]. They argued that this remaining
value of the critical current is due to the eﬀect of ﬁnite penetration depth of
the transverse spin current. For the free layer whose thickness is thinner than
its penetration depth, the layer cannot be absorbed the injected spin current
suﬃciently. This leads to the reduction of the amount of STT, and thus, the
critical current increases compared to the theoretical prediction (1.6). From
the experiments Chen et al. estimated the penetration depth of transverse spin
current to be 3.0 nm for Co. However, Chen et al. [167] also pointed out that
the origin of the remaining value of the critical current maybe the eﬀect of spin
pumping. As mentioned above, the eﬀect of spin pumping is important for a
thin ferromagnetic layer. Chen et al. noted that the enhancement of the Gilbert
damping constant (1.8) is inversely proportional to the free layer thickness d,
and thus, the critical current density (1.6), which includes a term proportional
to α′d, remains ﬁnite in the limit of d→ 0.
The experiments of Chen et al. [167] are important to understand the spin
transfer eﬀect in a thin ferromagnetic layer. However, they could not estimate
the contributions of the eﬀects of ﬁnite penetration depth of transverse spin
current and spin pumping on the remaining value of the critical current because
the conventional theory of spin pumping [135] assumes that the penetration
depth of the transverse spin current is zero. This problem will be solved in this
thesis.
Spin Transfer Torque in Domain Wall
The origin of STT is a noncollinear alignment of the magnetizations in magnetic
structures. A magnetic domain wall naturally contains such structure, and thus,
it is reasonable to expect STT-driven magnetization dynamics in the domain
wall. It should be noted that current-induced domain wall motion had been
studied by Berger [168, 169, 170] before the discovery of STT in ferromagnetic
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Figure 1.11: The schematic view of the electrons transport in a magnetic do-
main wall. The red and yellow arrows indicate the directions of the spins of
the conduction and the localized electrons, respectively. The inset shows the
directions of the adiabatic and the non-adiabatic spin torques.
multilayers by Slonczewski [7, 77]. In 1998, Bazaliy et al. [171] studied the con-
tinuity equation of spin current in the ballistic limit based on the Schro¨dinger
equation, and found a torque acting on the local magnetization, whose magni-
tude is proportional to the electric current density and direction is parallel to
the spatial gradient of the localized magnetizations.
In 2004, Zhang and Li [172, 173, 174] showed that the spin transfer torque
in a domain wall can be decomposed into two parts, the adiabatic and non-
adiabatic torque [see Fig. 1.11]. The adiabatic torque lies along the spatial gra-
dient of the localized magnetizations, and is similar to the Slonczewski torque in
ferromagnetic multilayers. Also, this adiabatic torque is identical to the torque
calculated by Bazaliy et al. [171] in the limit of P → 1, where P is the spin
polarization of the electric current. The non-adiabatic torque is perpendicular
to the directions of the localized magnetization and of the adiabatic torque,
and is similar to the ﬁeld-like torque. If the conduction electrons change the
directions of their spins adiabatically to the direction of the localized magneti-
zation, the amount of the non-adiabatic torque will be zero. Assuming that the
spin accumulation obeys the phenomenological diﬀusion equation and is spa-
tially independent of the domain wall, Zhang and Li showed that the ratio of
the magnitudes of the adiabatic and non-adiabatic torques is determined by the
precession frequency of the spin accumulation due to the exchange coupling and
the spin-ﬂip scattering time, and that the non-adiabatic torque is about two
orders of magnitude smaller than the adiabatic torque. These torques induce
the translational motion of the domain wall along the direction of the electrons
ﬂow. Zhang and Li [174] also showed that the initial velocity of the wall mo-
tion is proportional to the magnitude of the adiabatic torque while the terminal
velocity is proportional to the magnitude of the non-adiabatic torque.
When the thickness of the domain wall is suﬃciently thick, the assump-
tion that the spin accumulation is spatially homogeneous is valid [174], and
the magnitudes of the torques are independent of the spatial position. How-
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ever, in general, the magnitude of STT in a domain wall depends on the spatial
position because the magnitude of the spin accumulation depends on the posi-
tion. Waintal and Viret [175] studied the spatial variation of STT by using the
continuity equation of spin current in the linear domain wall, and found that
the magnitude of STT oscillates spatially within the Larmor precession length
λL = vF/J . Xiao et al. [176] calculated STT in a domain wall in a similar way,
where the tangent model is used to describe the spatial variation of the mag-
netization, and found that the magnitude of the non-adiabatic torque decreses
exponetially as the thickness of the wall increases.
Tatara et al. studied the current-driven domain wall motion induced by
applied electric current intensively [177, 178, 179, 180, 181]. They considered
a rigid domain wall where the wall motion is described by the wall position
X and the angle between the magnetization at the wall center and the easy
plane φ0. By using the sd Hamiltonian and the Lagrangian formalism, they
calculated a force acting on X and STT acting on φ0, and showed that the wall
motion is controlled by STT for a thick wall d  k−1F while it is controlled
by the force due to the momentum transfer for a thin wall d  k−1F . They also
calculated the magnitude of STT by using the Keldysh formula and revealed the
relation between the magnitude of the β term, which characterizes the strength
of the non-adiabatic torque, and the spin-dependent interactions such as the
spin-orbit interaction. They found that the wall motion at low current density
would be realized in systems with a large β, which can be realized by increasing
the strength of the spin-dependent interactions.
The current-driven domain wall motion has been investigated experimentally
[182, 183, 184, 185, 186, 187]. The micromagnetic simulation results have been
also reported [188, 189, 190]. It should be noted that the wall motion due to STT
is essentially diﬀerent from the wall motion due to an applied magnetic ﬁeld.
In the case of the ﬁeld-induced wall motion, the wall displacement is induced
to decrease the Zeeman energy. For a small magnetic ﬁeld, the wall velocity is
proportional to the magnetic ﬁeld. In a metallic domain wall, the wall velocity is
on the order of 100 m/s for an applied ﬁeld of about 10 Oe. For a large magnetic
ﬁeld, on the other hand, the domain wall structure becomes unstable, which is
known as Walker breakdown [191], and the wall velocity decreases abruptly
(the magnitude of the Walker breakdown ﬁeld for a metallic domain wall is
about 25 − 30 Oe). In the case of the current-induced wall motion, the wall
displacement is induced by the angular momentum transfer, not by the energy
transfer. For a small current density (about 1.0× 108 A/cm2), the wall velocity
is on the order of a few m/s. The wall velocity increases nearly linearly with
increasing the current density, and for a large current density (about 1.0× 109
A/cm2), the wall velocity reaches on the order of 100 m/s.
According to the theory of Zhang and Li [174], the terminal velocity of the
wall motion is determined by the non-adiabatic torque [see Appendix. 7.4].
The theoretical estimations of the terminal velocity based on their theory have
obtained good agreements with the experiments. However, their theory does
not work well for a suﬃciently thin domain wall because their assumption that
the spin accumulation is spatially homogeneous is not valid for such a wall.
The dependence of the non-adiabatic torque on the wall thickness is one of the
problems to be solved in this thesis.
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1.3 Purpose of This Study
1.3.1 Problems to be Solved
Many experimental and theoretical studies on the electrons transport in ferro-
magnetic structures have been reported, as reviewed in the previous section.
The theoretical studies on the electrons transport are based on the quantum
tunneling theory, the Boltzmann theory, the Landauer-Bu¨ttiker formalism, the
Keldysh formalism and so on. These theoretical studies obtained qualitative and
quantitative agreements with experiments. Nonetheless, further developments
in the electrons transport theories are required, especially for thin ferromagnetic
structures.
The theory of Levy and Zhang [51], which has been frequently used to esti-
mate the magnetoresistance (MR) eﬀect due to a domain wall, cannot be applied
to a suﬃciently thin rotating magnetization structure, where the system size is
comparable to or less than a few nm, because their theory uses the perturba-
tion theory in the estimation of the amount of the non-adiabaticity of electrons’
spins and the diﬀusion approximation. The investigation on the MR eﬀect in
a suﬃciently thin magnetic structure like a domain wall in CCP-CPP-GMR
system requires the development of the theory of Levy and Zhang.
Theoretical studies on spin accumulation and spin transfer torque in a mag-
netic domain wall should be re-examined. The phenomenological theory of
Zhang and Li [174] cannot be applied to a suﬃciently thin domain wall because
the assumption that the spin accumulation is spatially homogeneous in the wall
is no longer valid in the thin structure. It is important to estimate spin transfer
torque by taking into account the spatial variation of the spin accumulation,
which would be signiﬁcantly diﬀerent from the estimation by Zhang and Li.
The eﬀects of ﬁnite penetration depth of transverse spin current and spin
pumping on STT-driven magnetization dynamics should be discussed. Both
eﬀects are important for spin transfer eﬀects in a thin free layer, as pointed out
by Chen et al. [167]. However, since the conventional circuit theory [135, 140]
assumes the zero penetration depth we cannot estimate these eﬀects simulta-
neously. Thus, it is important to extend the conventional theory to take into
account the eﬀect of ﬁnite penetration depth of transverse spin current.
Although there are many other problems in the electrons transport theory,
we consider these three problems in this thesis. The results we obtained are as
follows (the brief discussions on the backgrounds and the results of each studies
are also given in the beginning at each chapters.)
1.3.2 Magnetoresistance due to a Spin Spiral
The ﬁrst study (Chap. 3) is magnetoresistance (MR) eﬀect due to a suﬃ-
ciently thin spin spiral whose period (thickness) d is on the order of a few nm.
We extend the theory of Levy and Zhang by using the non-perturbative wave
function of the conduction electrons in the estimation of the amount of the non-
adiabaticity and by solving the Boltzmann equation numerically. These enable
us to investigate the MR eﬀect due to a suﬃciently thin spin spiral. We ﬁnd
that the MR ratio is more than 50 % for a spin spiral with high spin polarization
(β ≥ 0.8) and a small period (d  1− 2 nm).
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1.3.3 Spin Accumulation and Spin Transfer Torque in a
Magnetic Domain Wall
The second study (Chap. 4) relates to spin accumulation and spin transfer
torque in a magnetic domain wall. We obtain the analytical expressions of spin
accumulation and spin transfer torque in the domain wall by solving the Boltz-
mann equation with the diﬀusion approximation. We show that the magnitude
of the non-adiabatic torque is inversely proportional to the thickness of the do-
main wall. For a domain wall that is much thinner than the spin-ﬂip length,
the magnitude of the non-adiabatic torque is one order of magnitude smaller
than the adiabatic torque, which is one order of magnitude larger than that
estimated by Zhang and Li [174].
1.3.4 Critical Current of Spin Transfer Torque Driven Mag-
netization Dynamics
The third study (Chap. 5) relates to critical current density in spin transfer
torque driven magnetization dynamics in a CPP-GMR system. We extend the
conventional circuit theory to take into account the eﬀect of ﬁnite penetration
depth of transverse spin current. By using the extended formalism, we calculate
the critical current of STT-driven magnetization dynamics. We obtain a quanti-
tatively good agreement with the experiments of Chen et al. [167] and ﬁnd that
both ﬁnite penetration depth of transverse spin current and spin pumping give
the remaining values of the critical current. We also ﬁnd that the remaining
value observed in the experiments is mainly due to the eﬀect of spin pumping.
1.4 Outline
In Chapter 1, background and purpose of this study are described.
Chapter 2 is a brief introduction of the kinetic theory. The derivation and its
application of the Boltzmann equation are shown. The drift-diﬀusion approxi-
mation used in Chaps. 4 and 5 are also discussed.
Chapter 3 describes the magnetoresistance (MR) eﬀect due to a suﬃciently thin
spin spiral. The dependence of the MR on the period (thickness) of spin spiral
are calculated. The comparison between the results in our theory and the the-
ory of Levy and Zhang are discussed.
Chapter 4 describes the time evolution and spatial distribution of the spin ac-
cumulation in a magnetic domain wall. The dependence of the strength of spin
transfer torque (STT) in the domain wall is also discussed.
Chapter 5 describes critical current of STT-driven magnetization dynamics in
a magnetic multilayer. The eﬀects of ﬁnite penetration depth of transverse spin
current and spin pumping on critical current are studied.
Chapter 6 concludes this study.
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Chapter 2
Boltzmann Equation and
Its Application
In this chapter, we show a brief introduction of the Boltzmann (kinetic) equa-
tion and its application. The Boltzmann equation is one of the powerful tools
to understand the electron transport in metals. In the later chapters, we will
calculate many physical quantities, such as the resistivity of a spin spiral or
the spatial distribution of the spin accumulation in a magnetic domain wall,
by solving the Boltzmann equation. Thus, it is reasonable to show the deriva-
tion and its application of the Boltzmann equation. Since one can easily ﬁnd
the derivation of the ”classical” Boltzmann equation in many textbooks of the
kinetic theory, for example Ref. [192], we do not show the derivation of the
classical Boltzmann equation. Rather, the derivations shown below are based
on the quantum mechanics.
The Boltzmann equation is ﬁrst introduced by Boltzmann to investigate the
time evolution of the distribution function in the phase space. By combining
the Newton’s law, it was shown that the distribution function f in the phase
space, which characterizes the position and the momentum of the particle in a
macroscopic system, obeys the following equation:
∂f(r,p, t)
∂t
+ vp · ∂f(r,p, t)
∂r
+ F · ∂f(r,p, t)
∂p
= Icollision , (2.1)
where vp is the velocity of the particle, F is the mechanical force acting on
the particle, and Icollision represents the collision term. When the system is in
equilibrium, the Boltzmann equation is reduced to ∂f (0)/∂t = 0, where f (0) is
the equilibrium distribution function. On the other hand, when the system is
shifted into the non-equilibrium state, the Boltzmann equation describes the
time evolution of the distribution function. The collision term describes the
relaxation process of the system into the equilibrium state. By solving the
Boltzmann equation of the homogeneous system, for example, we can obtain
the classical Drude formula of the conductivity.
It should be noted that the classical Boltzmann equation was found before
the establishment of the quantum mechanics (1925 − 1926) [193]. In quantum
mechanics, the density matrix plays a similar role to the classical distribution
function [194, 195]. In 1932, Wigner [196] showed that the Wigner function,
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deﬁned as the Wigner transformation of the density matrix, obeys a kinetic
equation which is very similar to the classical Boltzmann equation. These were
the biginning of the quantum statistical physics. One of the derivations of the
Boltzmann equation based on the quantum mechanics, shown below, is based
on the Wigner’s paper. It will be shown that if the characteristic frequency ω
or wave vector q of the potential or the perturbation applied to the system is
smaller than the energy εF(∼ μ) or the Fermi wavelength kF of the electron,
i.e., ω  μ or q  kF, the quantum kinetic equation is reduced to the classical
Boltzmann equation. The typical values of μ/ and kF are about 1.0 THz and
1 A˚−1, respectively. We can verify that the conditions, ω  μ and q  kF,
are easily satisﬁed for the conventional physical system, for example, the eﬀect
of the impurity scattering is characterized by the mean free path lmfp, and
l−1mfp  kF for conventional metals (for example, lmfp  5 nm for Co [37]).
Thus, for most physical problems, we can use the classical Boltzmann equation.
However, it should be noted that the collision term should be calculated by
using the quantum perturbation theory.
This chapter is organized as follow. In Sec. 2.1, we introduce the density
matrix. In Sec. 2.2, we derive the Boltzmann equation based on the Schro¨dinger
equation. The derivation from the Keldysh formalism is also presented. In Sec.
2.3, we show some application of the classical Boltzmann equation.
2.1 Introduction of Density Matrix
The classical Boltzmann equation is the equation of motion of the distribution
function f of a macroscopic system, which characterizes the probability of the
occupancy of the particle’s state in phase space. The variables of the distribution
function are the time t, the position r and the momentum p. The expectation
value of a physical quantity A is given by
〈A〉 =
∫
d3p
(2π)3
∫
d3rf(r,p, t)A . (2.2)
In the quantum mechanical discrption of the motion of a particle, because of
the uncertain principle of Heisenberg, we cannot determine the position and mo-
mentum simultaneously [193, 194]. Thus, it seems that in quantum mechanics
there is no correspondence to the classical distribution function.
However, we can ﬁnd a ”quantum” distribution function which is very similar
to the classical distribution function. In quantum mechanics, the density matrix
[195], deﬁned by
ρ = |ψ〉〈ψ| , (2.3)
where ψ is the wave function, plays a similar role of the distribution function.
In fact, the expection value of the physical quantity A is given by
〈A〉 = 〈ψ|A|ψ〉 =
∑
χ
〈ψ|χ〉〈χ|A|ψ〉
=
∑
χ
〈χ|ρA|χ〉 = Tr[ρA] ,
(2.4)
where |χ〉 is any complete set of the vectors. As shown above, the expectation
value of any physical quantity A is the trace of the product of the density matrix
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and the operator A. The quantum equation (2.4) corresponds to the classical
equation (2.2).
To describe a many-particle system, we also have to consider the ”statis-
tical probability” Pi deﬁned below. Let us consider the many-particle system
surrounded by the heat bath. The particles interact each other by, for exam-
ple, Coulomb interaction. Assuming the open boundary, the particles near the
boundary of the system interact with the particles in the heat bath. Some exter-
nal forces, such as an electric ﬁeld or a magnetic ﬁeld, are applied to the system.
The system is characterizes the macroscopic wave function, which is a product
of the one-particle wave functions. In principle, by solving the Schro¨dinger
equation of every particles in the system, we can determine the state of the
system excactly. However, clearly, it is impossible to obtain the solution of the
Schro¨dinger equation because of the interactions between the particles and the
external force. And because of the interactions between the system and the
surrounding heat bath, we cannot determine even the exact energy of the sys-
tem E. There is uncertainty of the energy ΔE, i.e., the energy of the system
is between E and E +ΔE. Because the large numbers of particles exist in the
system, the large numbers of the macroscopic state, |ψi〉, exist in the energy
region ΔE. We should also note that the number of the particles of the system,
N , is also not ﬁxed because of the open boundary of the system. Then, the
large numbers of the macroscopic state have the ﬁnite statistical probability
of the occupancy Pi, i.e., the system is in the macroscopic state |ψi〉 with the
probability Pi. We should not consider that the system is the superposition of
the macroscopic states |ψi〉. The introduction of the probability Pi is due to
the fact that we do not have enough information about the system. Clearly, the
sum of the probability Pi should equal unity.
In this situation, the expectation value of the physical quantity A is given
by
〈A〉 =
∑
i
Pi〈ψi|A|ψi〉 , (2.5)
where 〈ψi|A|ψi〉 is the expectation value of A when the system is in the state
|ψi〉. It should be noted that the value 〈A〉 can be rewritten as
〈A〉 =
∑
χ
∑
i
Pi〈χ|ψi〉〈ψi|A|χ〉 . (2.6)
Thus, if we deﬁne the density matrix of the system as
ρ =
∑
i
|ψi〉Pi〈ψi| , (2.7)
then the value 〈A〉 can be expressed as
〈A〉 = Tr[ρA] , (2.8)
which is identical to Eq. (2.4).
If the probability of one state |ψk〉 is unity (Pk = 1) and the probabilities of
the other states, Pi (i = k) are zero, then Eq. (2.7) is reduced to Eq. (2.3). The
state of such system is called ”pure state”. On the other hand, if more than
two probabilities Pi have the ﬁnite values 0 < Pi < 1, the state of the system
is called ”mixed state”. Comparing Eqs. (2.2) and (2.4), it is clear that the
density matrix plays similar role to the classical distribution function.
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2.2 Derivation of the Boltzmann Equation
In the previous section, we found that the density matrix is very similar to the
classical distribution function. Since the classical distribution function obeys the
Boltzmann equation [197], next, we should investigate the equation of motion
of the density matrix. Here, according to Wigner [196], we derived the quantum
kinetic (Boltzmann) equation. We will ﬁnd that the equation of motion of
the density matrix is reduced to the classical Boltzmann equation in the limit of
slowly varying potential. We also show the derivation of the Boltzmann equation
from the Keldysh formalism [198, 199, 200, 201, 202].
2.2.1 Boltzmann Equation derived from Schro¨dinger Equa-
tion
Here we derive the quantum kinetic equation by using the Schro¨dinger equation
[196]. Let us consider the matrix elements of the density matrix (2.7) in the
position representation,
ρ(x, r) =
〈
x+
r
2
∣∣∣∣ρ
∣∣∣∣x− r2
〉
=
∑
i
Piψ
∗
i
(
x− r
2
)
ψi
(
x+
r
2
)
, (2.9)
where x = (x1, x2, · · · , xn) represent the positions of the n particles in the
system. We deﬁne the Wigner transformation of the function ρ(x, r) as
P (x,p) =
∫
dnrρ(x, r)e−
i

p·r =
∑
i
Pi
∫
dnrψ∗i
(
x− r
2
)
ψi
(
x+
r
2
)
e−
i

p·r ,
(2.10)
where n is the number of the dimension of the phase space. The function P (x,p)
is called ”Wigner function”. Integrating the Wigner function with respect to p
or x, we ﬁnd ∫
dnp
(2π)n
P (x,p) =
∑
i
Piψ
∗
i (x)ψi(x) , (2.11)
∫
dnxP (x,p) =
∑
i
Pi
∫
dnu
∫
dnvψ∗i (v)ψi(u)e
− i

p·(u−v) . (2.12)
Thus, we ﬁnd that ∫
dnx
∫
dnp
(2π)n
P (x,p) = 1 . (2.13)
The Wigner function plays an important role in the quantum statistical physics.
As shown below, the equation of the motion of the Wigner function is very
similar to the Boltzmann equation of the classical distribution function f(r,p, t).
As mentioned in the previous section, because of the uncertain principle of
Heisenberg, we cannot deﬁne an exact quantum distribution function in the
phase space. As pointed out by Wigner [196], the Wigner function takes both
positive and negative values. Thus, we cannot regard the Wigner function as
the classical distribution function exactly. However, because of the similarity
between the Wigner function and the classical distribution function, below, we
sometime call the Wigner function as the distribution function.
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We assume that the wave function ψi obeys the following Schro¨dinger equa-
tion
i
∂ψi
∂t
= −
n∑
k=1

2
2mk
∂2ψi
∂x2k
+ V (x1, · · · , xn)ψi , (2.14)
where mk is the mass of the k-th particle and V (x1, · · · , xn) represents the
potential energy. Then, by using the Schro¨dinger equation, we ﬁnd that the
time evolution of the Wigner function is given by
∂P
∂t
=−
∑
i
Pi
∫
dnr
n∑
k=1
i
2mk
[
∂2ψ∗i (x− r/2)
∂x2k
ψ
(
x+
r
2
)
− ψ∗i
(
x− r
2
) ∂2ψ(x+ r/2)
∂x2k
]
e−
i

p·r
+
∑
i
Pi
i

∫
dnr
[
V
(
x− r
2
)
− V
(
x+
r
2
)]
ψ∗i
(
x− r
2
)
ψi
(
x+
r
2
)
e−
i

p·r .
(2.15)
The ﬁrst term on right hand side of Eq. (2.15) is reduced to
−
∑
i
Pi
∫
dnr
n∑
k=1
i
2mk
[
∂2ψ∗i (x− r/2)
∂x2k
ψi
(
x+
r
2
)
− ψ∗i
(
x− r
2
) ∂2ψi(x+ r/2)
∂x2k
]
e−
i

p·r
=
∑
i
Pi
∫
dnr
n∑
k=1
i
mk
∂
∂xk
[
∂
∂rk
ψ∗i
(
x− r
2
)
ψi
(
x+
r
2
)]
e−
i

p·r
= −
∑
i
Pi
n∑
k=1
i
mk
∂
∂xk
∫
dnrψ∗i
(
x− r
2
)
ψi
(
x+
r
2
) ∂
∂rk
e−
i

p·r
= −
∑
i
Pi
n∑
k=1
i
mk
(
− i

pk
)
∂
∂xk
∫
dnrψ∗i
(
x− r
2
)
ψi
(
x+
r
2
)
e−
i

p·r
= −
n∑
k=1
pk
mk
∂P
∂xk
.
(2.16)
We can also simplify the second term on the right hand side of Eq. (2.15). First,
let us consider the case of n = 1. Then, we ﬁnd that∑
i
Pi
i

∫
dr
[
V
(
x− r
2
)
− V
(
x+
r
2
)]
ψ∗i
(
x− r
2
)
ψi
(
x+
r
2
)
e−
i

pr
=
∑
i
Pi
2i

∞∑
l=0
1
(2l + 1)!
∫
dr
∂2l+1V
∂x2l+1
(
− r
2
)2l+1
ψ∗i
(
x− r
2
)
ψi
(
x+
r
2
)
e−
i

pr
=
∑
i
Pi
2i

∞∑
l=0
1
(2l + 1)!
∫
dr
∂2l+1V
∂x2l+1
(

2i
∂
∂p
)2l+1
ψ∗i
(
x− r
2
)
ψi
(
x+
r
2
)
e−
i

pr
=
∞∑
l=0
[/(2i)](2l+1)−1
(2l + 1)!
∂2l+1V
∂x2l+1
∂2l+1P
∂p2l+1
.
(2.17)
In general dimension n, the second term on the right hand side of Eq. (2.15) is
reduced to ∑ [/(2i)]λ1+···+λn−1
λ1! · · ·λn!
∂λ1+···+λnV
∂xλ11 · · · ∂xλnn
∂λ1+···+λnP
∂pλ11 · · · ∂pλnn
, (2.18)
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where the sum is taken for all set of the intergers (λ1, λ2, · · · , λn) whose sum
λ1 + · · ·+ λn is an odd number.
Using the above relations, the equation of motion of the Wigner function is
given by
∂P
∂t
= −
n∑
k=1
pk
mk
∂P
∂xk
+
∑ [/(2i)]λ1+···+λn−1
λ1! · · ·λn!
∂λ1+···+λnV
∂xλ11 · · ·∂xλnn
∂λ1+···+λnP
∂pλ11 · · · ∂pλnn
.
(2.19)
This is the quantum kinetic equation. For a slowly varing potential V , we can
neglect the higher order terms of ∂V/∂xk. Then, Eq. (2.19) is reduced to the
Boltzmann equation of the classical distribution function Pc,
∂Pc
∂t
= −v · ∂Pc
∂r
− F · ∂Pc
∂p
, (2.20)
where vk = pk/m is the velocity of the k-th particle and Fk = −∂V/∂xk is the
force acting on the particle, respectively. It should be noted that the derivative
(∂P/∂pk) is on the order of the Fermi wavelength λF for the electrons in metals,
and that λF is on the order of a few angstrom for conventional metals such as
Cu, Au, Co, Fe, Ni, and their alloys [203, 204]. Thus, the above classical limit
is valid when the spatial variation of the potential V is slowly compared to the
Fermi wavelength λF.
In the above derivation of the Boltzmann equation, we neglect some in-
teractions such as electron-electron scattering, electron-phonon scattering or
electron-impurity scattering. These scattering induce the transition of the par-
ticle from the state (r,p) to the other state (r′,p′). In Boltzmann theory, this
process is described in the collision term, which is given by
I = −
∫
d3p′
(2π)3
Wp′p[1− f(p′)]f(p) +
∫
d3p′
(2π)3
Wpp′ [1− f(p)]f(p′) , (2.21)
where Wpp′ is the scattering rate from the state p′ to the state p. Here, we as-
sume that scattering probability is independent of the position r. If the system
has time-reversal symmetry, the scattering rate satisﬁes the detailed balance
relation Wpp′ = Wp′p. The ﬁrst and second term on the right hand side of Eq.
(2.21) are called ”scattering-out” term and ”scattering-in” term, respectively.
Depending on the spin angular momentum of the particles in the system, the
statistical properties of the distribution function, such as whether the distribu-
tion function is Bose type or Fermi type, are determined. In the classical (dilute)
limit, the distribution function satisﬁes f(r,p, t) 1. Then, the collision term
(2.21) is reduced to
I = −f(p)
τ(p)
+
∫
d3p′
(2π)3
Wpp′f(p′) , (2.22)
where we deﬁne the relaxation time τ(p)
1
τ(p)
=
∫
d3p′
(2π)3
Wp′p . (2.23)
The collision term represents the relaxation process of the distribution function
from the non-equilibrium state to the equilibrium state, and the time scale of
the relation process is given by the relaxation time τ(p).
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2.2.2 Boltzmann Equation derived from Keldysh Formal-
ism
One of the quantum mechanical description of the non-equilibrium system is the
Keldysh formalism [198, 199, 200, 201, 202], in which the expectation value of
the physical quantities are calculated by using the Keldysh Green function. As
shown blow, a function deﬁned by the Keldysh Green function obeys the kinetic
equation, and thus, we can regard the function as the distribution function.
Let us consider a system under the inﬂuence of some perturbation, and diﬁne
the Green function of the system as
iG(x, x′) = 〈Tc(ψH(x)ψ†H(x′))〉 , (2.24)
where we denote the time t and the position x as x = (t,x) for simplicity. The
operator ψH(x) is the quantum ﬁeld operator in the Heisenberg representation.
The operator Tc is the contour-time-ordering operator. The Keldysh contour
cK is along the rela-time axis that stars from t → −∞ to t → ∞ (contour c1)
and back from t → ∞ to t → −∞ (contour c2). The operator Tc orders the
operators in its bracket according to the position on the contour of their time
arguments
Tc(ψH(x)ψ
†
H(x
′)) =
{
ψH(x)ψ
†
H(x
′) t >cK t
′
±ψ†H(x′)ψH(x) t <cK t′
, (2.25)
where the sign +(−) corresponds to the Bose (Fermi) system. Depending on the
positions of the times, t and t′, on the Keldysh contour cK, we can distinguish
the Green function G into the following four types:
iG(x, x′) = 〈Tc(ψH(x)ψ†H(x′))〉
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
〈T (ψH(x)ψ†H(x′))〉 ≡ iG−−(x, x′) t, t′ ∈ c1
〈ψH(x)ψ†H(x′)〉 ≡ iG+−(x, x′) t ∈ c2, t′ ∈ c1
±〈ψ†H(x′)ψH(x)〉 ≡ iG−+(x, x′) t ∈ c1, t′ ∈ c2
〈T˜ (ψH(x)ψ†H(x′))〉 ≡ iG++(x, x′) t, t′ ∈ c2
,
(2.26)
where T and T˜ are time-ordering and anti-time-ordering operator, respectively.
By using these four Green functions, we deﬁne the matrix Green function Gˆ as
Gˆ(x, x′) =
(
G−−(x, x′) G−+(x, x′)
G+−(x, x′) G++(x, x′)
)
. (2.27)
In this thesis, we do not give a detail discussions on the physical properties of
the Green function Gˆ. One can ﬁnd such a discussion in Ref. [198, 199, 200,
201, 202]. However, it is important to note the fact that the Green function Gˆ
obeys the Dyson equation
Gˆ = Gˆ(0) + Gˆ(0)ΣˆGˆ , (2.28)
where Gˆ(0) is the Green function in equilibrium, and the form of the self-energy
Σˆ, which is determined by the external perturbation applied to the system, is
given by
Σˆ =
(
Σ−− Σ−+
Σ+− Σ++
)
. (2.29)
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We should note that the four Green functions, G±±, are not independent each
other. For the later discussion, it is convenient to deﬁne the retarded, advanced,
and Keldysh Green functions, respectively, as
GR(x, x′) = G−−(x, x′)−G−+(x, x′) = G+−(x, x′)−G++(x, x′) , (2.30)
GA(x, x′) = G−−(x, x′)−G+−(x, x′) = G−+(x, x′)−G−−(x, x′) , (2.31)
GK(x, x′) = G−−(x, x′) +G++(x, x′) = G+−(x, x′) +G−+(x, x′) . (2.32)
By transforming the matrix Gˆ into
G¯(x, x′) =
1
2
(1ˆ − iσˆy)σˆzGˆ(x, x′)(1ˆ + iσˆy) =
(
GR(x, x′) GK(x, x′)
0 GA(x, x′)
)
, (2.33)
where 1ˆ and σˆ = (σˆx, σˆy, σˆz) are the 2 × 2 unit matrix and the vector of the
Pauli matrices, respectively, we ﬁnd that the Dyson equation of G¯ is given by
G¯ = G¯(0) + G¯(0)Σ¯G¯ , (2.34)
where the form of the self-energy Σ¯ is given by
Σ¯ =
(
ΣR ΣK
0 ΣA
)
. (2.35)
It is important to note that the Green function in equilibrium, G¯(0), satisﬁes
G−10 (x, t)G¯
(0)(x, x′) = δ(t− t′)δ(x− x′)1ˆ , (2.36)
where the operator G−10 is deﬁned by one-particle Hamiltonian h(x, t) in equi-
librium, and is given by
G−10 = i
∂
∂t
− h(x, t) . (2.37)
Using Eq. (2.36), Dyson equation (2.34) is reduced to
(G−10 − Σ¯)G¯(x, x′) = δ(t− t′)δ(x− x′)1ˆ (2.38)
Now let us consider the derivation of the Boltzmann equation. As shown
blow, the Boltzmann equation is obtained from the Dyson equation of the
Keldysh Green function GK. To see this, we assume that the Green function G¯
is the function of the variables x1 = (t1,x1) and x2 = (x2, t2), and deﬁne the
new variables R, r, T , and t as
R =
x1 + x2
2
, r = x1 − x2 , T = t1 + t22 , t = t1 − t2 . (2.39)
We deﬁne the Fourier transformation of any function of the variables x1 and x2,
F (x1, x2), as
F (X, p) =
∫ ∞
−∞
d3r
∫ ∞
−∞
dte−
i

pxF (X + x/2, X − x/2) , (2.40)
where we denote X = (T,R) and x = (t, r), respectively. We also deﬁne
p = (E,p) and px = −Et + p · r, respectively, where E and p are the con-
jugate variables of t and r, respectively. For later discussion, we also deﬁne the
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derivative operators ∂X = (−∂T ,∇R) and ∂p = (−∂E ,∇p). The convolution of
any functions A(X,x) and B(X,x) in the Fourier space is given by
(A⊗B)(X, p) = exp
[
i
2
(∂AX∂
B
p − ∂Ap ∂BX)
]
A(X, p)B(X, p) , (2.41)
where ∂AX∂
B
p − ∂Ap ∂BX is given by
∂AX∂
B
p − ∂Ap ∂BX = (∂AE∂BT − ∂AT ∂BE )− (∇Ap ·∇BR −∇AR ·∇Bp ) , (2.42)
where operators ∂A and ∂B act on the quantities A and B, respectively.
Let us consider the Fourier transformation of the Dyson equation (2.38). By
using Eq. (2.38) and its conjugate, we ﬁnd that
(G−10 − Σ¯)G¯− G¯(G−10 − Σ¯)
=
(
(G−10 − ΣR)GR −GR(G−10 − ΣR) (G−10 − ΣR)GK − ΣKGA + GRΣK −GK(G−10 − ΣA)
0 (G−10 − ΣA)GA −GA(G−10 − ΣA)
)
= 0 ,
(2.43)
where G−10 in the (X, p) representation is given by
G−10 (X, p) = E − ξp − V (R, T ) , (2.44)
where ξ = p2/(2m)−μ, μ is the chemical potential of the system, and V (R, T )
is the potential energy. The diagonal components of Eq. (2.43) give
[G−10 − Re[Σ], A]− [Γ,Re[G]] = 0 , (2.45)
where [A,B] = AB − BA is the commutator and A, Γ, Re[Σ] and Re[G] are,
respectively, given by
A = i(GR −GA) , Γ = i(ΣR − ΣA) , (2.46)
Re[Σ] =
1
2
(ΣR +ΣA) , Re[G] =
1
2
(GR +GA) . (2.47)
Similarly, the oﬀ-diagonal component of Eq. (2.43) can be written as
[G−10 − Re[Σ], GK]− [ΣK,Re[G]] =
i
2
{ΣK, A} − i2{Γ, GK} , (2.48)
where {A,B} = AB+BA is the anti-commutator. If the external perturbation
varies slowly in space and time, i.e., the characteristic frequency ω and the wave
vector q satisfy ω  μ and q  kF, we can use the gradient approximation
[199]. By using the gradient approximation, the commutator and the anti-
commutator are approximated to
[A,B] = i[A,B]P , {A,B} = 2AB , (2.49)
respectively, where we use the ﬁrst two terms of Eq. (2.41). The Poisson bracket
[A,B]P [205, 206] is deﬁned as
[A,B]P = ∂AXA∂
B
p B − ∂Ap A∂BXB
= (∂AE∂
B
T − ∂AT ∂BE −∇Ap ·∇BR +∇AR ·∇Bp )AB .
(2.50)
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Then, Eq. (2.45) is reduced to
[E − ξp − V (R, T )− Re[ΣR], A]P + [Re[GR],Γ]P = 0 , (2.51)
where we use the relations G∗A = GR and Σ
∗
A = ΣR. Since Re[GR] satisﬁes
Re[GR(X, p)] =
1
E − ξp − V (R, T )− Re[ΣR(X, p)] , (2.52)
we ﬁnd that A(X, p) is given by
A(X, p) =
Γ(X, p)
[E − ξp − V (R, T )− Re[ΣR(X, p)]]2 + [Γ(X, p)/2]2 . (2.53)
Physically, A(X, p) and Γ(X, p) are the density of states and the relaxation time
of the excitation due to the perturbation, respectively. For a weak perturba-
tion, A(X, p) is approximated to A  2πδ(E − ξp − V (R, T )). In such a weak
perturbative system, Eq. (2.48) is reduced to
[G−10 , GK]P =
1

(ΣKA− ΓGK) , (2.54)
where the left hand side is reduced to
[G−10 , GK]P = ∂TGK + (∂EGK)(∂TV ) + (∇pξp) · (∇RGK)− (∇RV ) · (∇pG) .
(2.55)
We deﬁne the function h(R,p, T ) as
h(R,p, T ) = −
∫ ∞
−∞
dE
2πi
GK(R, T,p, E) . (2.56)
Integrating Eq. (2.54) with respect to E, and using the approximation A 
2πδ(E − ξp − V ), we ﬁnd that
∂Th+ (∇pξp) · (∇Rh) + (−∇RV ) · (∇ph)
=
1

[iΣK(R, T,p, E = ξp + V )− Γ(R, T,p, E = ξp + V )h(R,p, T )] .
(2.57)
For the impurity scattering, the self-energy Σ¯ is given by [199] [see also
Appendix 7.1]
Σ¯(R, T,p, E) = cimp
∫
d3p′
(2π)3
|v(p,p′)|2G¯(R, T,p′, E) , (2.58)
where cimp and v(p,p′) are the impurity concentration and the impurity scatter-
ing potential, respectively. By using this self-energy and the relation−Im[GR] =
πδ(E − ξp − V ) [207, 208], Eq. (2.57) is reduced to
∂Th(R,p, T ) + vp ·∇Rh(R,p, T ) + F ·∇ph(R,p, T )
= −2πcimp

∫
d3p′
(2π)3
|v(p,p′)|2δ(ξp − ξp′)[h(R,p, T )− h(R,p′, T )] ,
(2.59)
where vp = ∇pξp and F = −∇RV (R, T ). Equation (2.59) is very similar to
the Boltzmann equation. It should be noted that the function f(R,p, T ) =
∓[1− h(R,p, T )]/2 also satisﬁes Eq. (2.59). In the classical limit in which the
gradient approximation is applicable, the function f corresponds to the classical
distribution function, and obeys the Boltzmann equation.
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2.2.3 Boltzmann Equation for Spin 1/2 System
In the previous subsections, we show the derivation of the Boltzmann equa-
tion from the Schro¨dinger equation and Keldysh formalism. However, in these
derivation, we neglect the degree of the spin angular momentum of the parti-
cles in the physical system. Since we are interested in the electrons transport
in a magnetic structure, we should consider the dependence of the Boltzmann
equation on the spin of the electrons.
Here, we derive the Boltzmann equation for spin 1/2 system. The distribu-
tion function is deﬁned as the Wigner transformation of the density matrix, as
done in the previous subsection. We will obtain the Boltzmann equations of the
charge distribution function and the spin distribution function.
Let us consider the electron transport in a magnetic structure. We use the sd
model [3, 209, 210] in which the mutual interaction between the conduction (s-
like) electrons is neglected and the interaction with the d electrons is described
by an sd exchange coupling term−Jσˆ·Sˆ, where Sˆ = (sin θ cosϕ, sin θ sinϕ, cos θ)
is the unit vector along the direction of the spin of the localized (d-like) elec-
trons. The corresponding many-particle Hamiltonian is a sum of one-particle
Hamiltonian of the form
Hˆ = − 
2
2m
∇21ˆ− Jσˆ · Sˆ+ qV 1ˆ + hˆs , (2.60)
where J is the sd exchange coupling constant, q is the electric charge of the
particle (q = −e < 0 for electrons), V is the electric potential (E0 = −∇V
is the electric ﬁeld), and hˆs represents the spin-dependent impurity scattering
potential.
The wave function ψ of the system satisﬁes the Schro¨dinger equation
i
∂ψ
∂t
= Hˆψ . (2.61)
Let us consider an unitary transformation of the Schro¨dinger equation. We
introduce the unitary operator [211]
Uˆ = exp
(
−iθ
2
ez × Sˆ
|ez × Sˆ|
· σˆ
)
= exp
[
−iθ
2
(− sinϕσˆx + cosϕσˆy)
]
, (2.62)
which satisﬁes the relation Uˆ †σˆ · Sˆ = σˆz . By multiplying the unitary operator
Uˆ to Eq. (2.61), we ﬁnd that
i
∂Ψ
∂t
=
[
1
2m
(
p1ˆ− iUˆ †∇Uˆ
)2
− Jσˆz + qV 1ˆ + hˆ′s − iUˆ †
∂Uˆ
∂t
]
Ψ , (2.63)
where Ψ = Uˆ †ψ and hˆ′s = Uˆ
†hˆsUˆ . In following, we neglect the term ∂Uˆ/∂t by
assuming that the time scale of the magnetization (∝ −Sˆ) dynamics is much
longer than the time scale of the transport of the conduction electrons. For
conventional ferromagnetic metals such as Fe, Co, Ni, and their alloys, the
precession frequency ω = (gμB/)B of the magnetization around the magnetic
ﬁeld B is about 10−9 s with B ∼ 1 T, where g and μB are the Lande´ g factor and
the Bohr magneton, respectively. On the other hand, since the Fermi velocity
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of the conduction electrons is about vF ∼ 1.0 × 106 m/s, the time scale of the
transport through a system whose thickness is on the order of a few nano-meter
is about 10−15 s. Thus, to describe the transport of the conduction electrons,
it is reasonable to neglect the term ∂Uˆ/∂t.
The density matrix is a 2 × 2 matrix in spin space, and follows the von
Neumann equation [200]
∂ρˆ
∂t
=
i

[ρˆ, Hˆ ] , (2.64)
where Hˆ = Uˆ †HˆUˆ . We should note that the von Neumann equation can be
obtained directly from the deﬁnition of the density matrix and the Schro¨dinger
equation. The Wigner function Fˆ (R,pK, t) is deﬁned as
Fˆ (R, pˆK, t) =
∫
d3p′
(2π)3
e
i

p′·R
〈
pˆK +
q
c
Aˆ+
p′
2
∣∣∣∣ρˆ
∣∣∣∣pˆK + qc Aˆ− p
′
2
〉
, (2.65)
where pˆK = mvˆ is the kinetic momentum. The kinetic velocity vˆ is deﬁned as
vˆ =
1
m
(
p1ˆ− iUˆ †∇Uˆ
)
=
p
m
1ˆ− q
mc
Aˆ , (2.66)
where (q/c)Aˆ = iUˆ †∇Uˆ .
In following, for simplicity, we consider the electron transport in a Bloch
wall along the x axis, in which Sˆ = (0,− sin θ, cos θ). We assume that the x
axis in the spin space is aligned to the x axis in spatial space. The following
relations [193] are useful for the later calculations.
〈p|p′〉 = (2π)3δ(p− p′) ,
∫
|p〉 d
3p
(2π)3
〈p| = 1 , (2.67)
〈p|x|p′〉 = i ∂
∂p
2πδ(p− p′) = −i ∂
∂p′
2πδ(p− p′) . (2.68)
Using these relation, 〈p1|[ρˆ, Hˆ ]|p2〉, where p1 = pˆK + (q/c)Aˆ+ p′/2 and p2 =
pˆK + (q/c)Aˆ− p′/2, is reduced to
〈p1|[ρˆ,H ]|p2〉 =
∫
d3p3
(2π)3
(
〈p1|ρˆ|p3〉〈p3|Hˆ |p2〉 − 〈p1|Hˆ |p3〉〈p3|ρˆ|p2〉
)
= ρˆ(p1,p2)
[
1
2m
(
p21ˆ− q
c
Aˆ
)2
− Jσˆz + iqE0
←−−−
∂
∂p′2x
+ hˆ′s(p2)
]
−
[
1
2m
(
p11ˆ− q
c
Aˆ
)2
− Jσˆz − iqE0 ∂
∂p1x
+ hˆ′s(p1)
]
ρˆ(p1,p2) .
(2.69)
Here, it should be noted that
ρˆ(p1,p2)
(
p21ˆ− q
c
Aˆ
)2
−
(
p11ˆ− q
c
Aˆ
)2
ρˆ(p1,p2) = ρˆ(p1,p2)
(
pˆK − p
′
2
1ˆ
)2
−
(
pˆK +
p′
2
1ˆ
)2
ρˆ(p1,p2)
= [ρˆ(p1,p2), pˆ2K]−
p′
2
· {ρˆ(p1,p2), pˆK} .
(2.70)
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Since we consider the one-dimensional transport along the x axis, the compo-
nents of the kinetic momentum pˆK is given by pˆK = (px1ˆ−(/2)(dθ/dx)σˆx, py 1ˆ, pz 1ˆ).
Thus, we ﬁnd that
[ρˆ, pˆ2Kx] = −
dθ
dx
px[ρˆ, σˆx] ,
p′x
2
{ρˆ, pˆKx} = pxp′xρˆ−

2
dθ
dx
p′x{ρˆ, σˆx} . (2.71)
By using Eqs. (2.69) and (2.71), the Wigner transformation of the von Neumann
equation (2.64) is reduced to
∂Fˆ
∂t
+
p
m
·∇Fˆ− i
2m
dθ
dx
px[σˆx, Fˆ ]+

4m
dθ
dx
{
σˆx,
∂Fˆ
∂x
}
− i

J [σˆz, Fˆ ]+qE0
∂Fˆ
∂px
=
(
∂Fˆ
∂t
)
collision
,
(2.72)
where (∂Fˆ /∂t)collision is the collision term due to the impurity scattering poten-
tial hˆs. By assuming the translational symmetry in the yz plane, the Wigner
function depends only on t, x and px. Equation (2.72) is the Boltzmann equation
for spin 1/2 system.
We deﬁne the charge distribution function f0 and the spin distribution func-
tion f = (fx, fy, fz) as [212]
Fˆ (x, px, t) =
1
2
[
f0(x, px, t)1ˆ + fx(x, px, t)σˆx + fy(x, px, t)σˆy + fz(x, px, t)σˆz
]
.
(2.73)
The charge distribution function f0 = f↑+ f↓ and the z component of the spin
distribution function fz = f↑−f↓ are the sum and diﬀerence of the distribution
functions of the spin-up electrons and spin-down electrons, respectively. The
x and y components of the spin distribution function, fx and fy, represent
the distribution of the transverse (perpendicular to the localized spin angular
momentum) spin accumulations [158]. By using the charge and spin distribution
functions, the Boltzmann equation (2.72) can be rewritten as
∂f0
∂t
+
px
m
∂f0
∂x
− 
2m
dθ
dx
∂fx
∂x
+ qE0
∂f0
∂px
=
(
∂f0
∂t
)
collision
, (2.74)
∂fx
∂t
+
px
m
∂fx
∂x
− 
2m
dθ
dx
∂f0
∂x
− 2J

fy + qE0
∂fx
∂px
=
(
∂fx
∂t
)
collision
, (2.75)
∂fy
∂t
+
px
m
∂fy
∂x
− px
m
dθ
dx
fz +
2J

fx + qE0
∂fy
∂py
=
(
∂fy
∂t
)
collision
, (2.76)
∂fz
∂t
+
px
m
∂fz
∂x
+
px
m
dθ
dx
fy + qE0
∂fz
∂px
=
(
∂fz
∂t
)
collision
. (2.77)
The Boltzmann equation (2.72) is identical to the Boltzmann equation de-
rived by Simanek [63, 64]. In his paper [63], Simanek assume that the higher
order terms of the derivative of the angle θ, such as d2θ/dx2 or (dθ/dx)2, is neg-
ligibly small compared to 1/λ2F, where λF is the Fermi wavelength. However, ac-
cording to the above calculation, we ﬁnd that the assumption d2θ/dx2, (dθ/dx)2 
1/λ2F is not necessary to derive the Boltzmann equation. Thus, Eq. (2.72) is
applicable to the system where the directions of the localized spins (magneti-
zations) vary rapidly, for example, current-perpendicular-to-plane giant magne-
toresistance (CPP-GMR) system in which the directions of the magnetizations
changes at the ferromagnetic/ferromagnetic interface [157, 159, 160, 161, 213].
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2.3 Application of Boltzmann Equation
In this section, we show some applications of the Boltzmann equation. We also
discuss the relation between the Boltzmann equation and the diﬀusion equation.
2.3.1 Relaxation Time Approximation
The Boltzmann equation describes the time evolution and the spatially varia-
tion of the distribution function f(r,p, t). The equilibrium distribution function
f (0) is independent of the time and the position, and is given by the well-
known distribution functions, i.e., Bose-Einstein distribution function f (0) =
[exp(βε) − 1]−1, Fermi-Dirac distribution function f (0) = [exp(βε) + 1]−1, or
Boltzmann distribution function f (0) = exp(−βε). On the other hand, the non-
equilibrium distribution function depends on the time and the position, and
these dependences are determined by the collision term of the Boltzmann equa-
tion. As shown in Sec. 2.2, the collision term is determined by the perturbation.
A deep discussion about the collision terms is given in Ref. [214].
The main diﬃculties to solve the Boltzmann equation are as follows. First,
”how to calculate the relaxation time?”. As shown in Sec. 2.2, the scattering-
out term can be expressed in terms of the relaxation time τ(p). For example,
in the case of the impurity scattering, the relaxation time is given by [see Eq.
(2.59)]
1
τ(p)
=
2πcimp

∫
d3p′
(2π)3
|v(p,p′)|2δ(ξp − ξp′) , (2.78)
where v(p,p′) is the Fourier component of the scattering potential. If the scat-
tering potential is strongly anisotropic, it is diﬃcult to calculate the momentum
integral of Eq. (2.78). We should also note that Eq. (2.78) is on the lowest
order of the perturbation theory. Thus, if the strength of the perturbation is
very strong, the higher order terms of the impurity scattering should be taken
into account. Usually, the isotropic scattering potentials are employed to calcu-
late the relaxation time, and the strength of the perturbation is assumed to be
suﬃciently small.
The second diﬃculty is ”how to calculate the scattering-in term?”. This
diﬃculty arises from the fact that this term depends on the distribution function.
To overcome this diﬃculty, usually, the diﬀusion approximation is used. Using
this approximation, we obtain the diﬀusion equation. A brief discussion of the
diﬀusion equation will be given in the next subsection.
For simplicity, in this chapter, we assume that the scattering potential is
isotropic, and that the strength of the scattering potential is suﬃciently weak.
Then, the collision term is given by
I = −f(r,p, t)− 〈f〉
τ(p)
, (2.79)
where 〈f〉 = ∫ dΩ/(4π)f is the angular average of the distribution function in
the momentum space. This equation is called as the relaxation time approxi-
mation of the collision term. This collision term is simpliﬁed if we assume that
the relaxation time is independent of the magnitude of the momentum.
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2.3.2 Diﬀusion Approximation
The calculation of the collision term (2.79) is still diﬃcult because it depends
not only on the distribution function f but also on its angular average 〈f〉.
The term 〈f〉 arises from the scattering-in term. The diﬀusion approximation
is useful to simplify the collision term (2.79).
Let us consider the electron transport in a metal. The electrons ﬂow is
induced by an applied homogeneous electric ﬁeld E. If there are no impurities,
the direction of the motion of the electrons are anti-parallel to the direction of
E (it should be noted that the sign of the electrons’ charge is negative). Usually,
however, we cannot neglect the impurity scattering, and the impurity scattering
changes the direction of the motion of the electrons into random directions.
Thus, it seems diﬃcult to determine the dependence of the distribution function
on the electric ﬁeld.
For simplicity, we assume that the electric ﬁeld is applied along the x axis.
Physically, the distribution function should be an odd function of the velocity
of the electron vx. The ﬁrst order term of the distribution function, f (1) ∝
vx, represents the linear response to the electric ﬁeld. When the strength of
the applied electric ﬁeld is suﬃciently small, it is suﬃcient to consider the
ﬁrst order term f (1) in the calculation of the collision term. Moreover, when
the distribution of the impurities is homogeneous we can assume that f (1) is
independent of the transverse velocities vy and vz. It should be noted that this
approximation is valid for the electron which is scattered by the impurity many
times. Thus, our discussion is restricted in the length scale larger than the mean
free path.
The approximatio that f  f (1) ∝ vx is called ”diﬀusion approximation”.
As mention above, this approximation is valid for the system where the traveling
length of the electron is longer than the mean free path of the metal. In general,
we have to consider the spatial dependence of the distribution function. For
example, in the metallic multilayer system, because of the resistance mismatch
at the interface, the charge accumulation is induced, which is a function of
the position x. In such a case, it is convenient to decompose the distribution
function into the velocity-dependent part f (1)(x, vx) ∝ vx and the velocity-
independent part f˜ (1)(x). The total distribution function is given by f(x, vx) =
f (0)(ε) + f (1)(x, vx) + f˜ (1)(x). The charge accumulation and charge current are
given by
ne = −2e
∫
d3p
(2π)3
f˜ (1) , (2.80)
je = −2e
∫
d3p
(2π)3
vf (1) , (2.81)
respectively. Assuming that the electric ﬁeld is applied along the x axis, the
Boltzmann equation in a steady state is given by
vx
∂
∂x
[f (1)(x, vx) + f˜ (1)(x)] − evxE0 ∂f
(0)
∂ε
= −f
(1)(x, vx)
τ
, (2.82)
where f (0) is the equilibrium distribution function. Here we assume that the
relaxation time is independent of the magnitude of the momentum. Integrating
Eq. (2.82) over the momentum space, we ﬁnd that
∂je(x)
∂x
= 0 . (2.83)
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This equation represents the conservation low of the electric current. Similarly,
multiplying vx to Eq. (2.82) and integrating it over the momentum space, we
ﬁnd that
je(x) = σE0 −D∂ne
∂x
, (2.84)
where we use the relation −(∂f (0)/∂ε) = δ(ε− εF). The conductivity σ and the
diﬀusion coeﬃcient D are given by
σ =
e2nτ
m
, (2.85)
D =
v2Fτ
3
, (2.86)
respectively, where vF = kF/m is the Fermi velocity and n = k2F/(3π
2) is
the electron density. Equation (2.84) is called drift-diﬀusion approximation
of the electric current density. The ﬁrst term on the right hand side of Eq.
(2.84) represents the Ohm’s low, and the second term represents the diﬀusion
of the charge accumulation. Equation (2.85) is called the Drude formula of the
conductivity. The mean free path is deﬁned as lmfp = vFτ .
The conductivity σ and the diﬀusion coeﬃcient D satisfy a relation given
below. Let us consider a conductor of length L connected to two large electric
reservoirs [215]. An electric voltage V is applied across the conductor. The
diﬀerence of the two reservoirs is given by μ1 − μ2 = −eV . To reduce this
diﬀerence, the electrons in the conductor moves from the reservoir 1 to reservoir
2. Then, the electric current density in the conductor is given by
je = −eD∂ne
∂x
= −e−eN(εF)(μ1 − μ2)
L
= e2DN(εF)
(
−V
L
)
= e2DN(εF)E0 ,
(2.87)
where N(εF) is the density of states at the Fermi energy, and E0 = −∂V/∂x
is the strength of the applied electric ﬁeld. Comparing this equation with the
Ohm’s law je = σE0, we ﬁnd that
σ = e2DN(εF) . (2.88)
This relation is called the Einstein relation. The Einstein relation is an example
of the ﬂuctuation-dissipation theorem where the conductivity σ characterizes
the linear response to the applied electric ﬁeld and the diﬀusion coeﬃcient D
characterizes the diﬀusion of the charge density away from the equilibrium state.
By using the Einstein relation, Eq. (2.84) can be rewritten as
je =
σ
e
∂
∂x
(−eV + δμ) , (2.89)
where we deﬁne the local variation of the chemical potential δμ = μ − μ(0) by
the relation ne = −eN(εF)δμ. Here the quantity
μ¯ = −eV + δμ (2.90)
is called the electro-chemical potential.
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2.3.3 Diﬀusion Equation of Spin Accumulation
In the above discussion about the drift-diﬀusion approximation, we neglect the
spin degree of the conduction electron. In a non-magnetic metal, the transport
properties, such as conductivity or diﬀusion coeﬃcient, are spin-independent.
However, when we consider the electrons transport in a ferromagnetic metal,
we have to take into account the spin-dependence of these transport proper-
ties. In general, the spin-dependence of the electrons transport arises from
the spin-dependence of the number of the conduction electrons and the spin-
dependence of the relaxation time. It should be noted that there are two kinds
of the scattering process in the ferromagnetic metal: the spin-conserved scatter-
ing (momentum scattering) and the spin-ﬂip scattering. In the drift-diﬀusion
approximation, the Boltzmann equation of the spin-s electron is given by
vx
∂
∂x
[f (1)s (x, px)+f˜
(1)
s (x)]−evxE0
∂f
(0)
s
∂ε
= −
(
1
τs
+
1
τssf
)
f (1)s (x, px)−
f˜
(1)
s (x)
2τssf
+
f˜
(1)
−s (x)
2τ−ssf
,
(2.91)
where fs(x, px) = f
(0)
s (ε) + f
(1)
s (x, px) + f˜
(1)
s (x) is the distribution function of
the spin-s electrons. f (1)s ∝ px represents the linear response to the electric
ﬁeld and f˜ (1)s represents the local variation of the chemical potential due to
the spin-dependent charge accumulation. τs is the spin-dependent momentum
scattering time. τssf is the spin-ﬂip scattering time from the state s to the state
−s. Integrating Eq. (2.91) over the momentum space, we ﬁnd that
∂
∂x
j↑(↓) = −
n↑(↓)
2τ↑(↓)sf
+
n↓(↑)
2τ↓(↑)sf
, (2.92)
where ns and js are deﬁned as
ns =
∫
d3p
(2π)3
f˜ (1)s (x) , (2.93)
js =
∫
d3p
(2π)3
vxf
(1)
s (x, px) , (2.94)
respectively. The charge accumulation and charge current density are given by
ne = −e(n↑ + n↓) and je = −e(j↑ + j↓), respectively. We can easily verify the
conservation low of the charge current ∂je/∂x = 0. On the other hand, the spin
current js = j↑ − j↓ satisﬁes
∂
∂x
(j↑ − j↓) = −n↑
τ↑sf
+
n↓
τ↓sf
. (2.95)
For the later discussion, it is convenient to introduce the spin-dependent
electro-chemical potential μs. To this end, we deﬁne the spin-dependent con-
ductivity and diﬀusion coeﬃcient. Multiplying vx to Eq. (2.91) and integrating
it over the momentum space, we ﬁnd that
js = −σs
e
E0 −Ds ∂ns
∂x
, (2.96)
where σs = e2nsTs/m and Ds = vs2F Ts/3 are the spin-dependent conductivity
and diﬀusion coeﬃcient, respectively. Here we deﬁne Ts = (1/τs + 1/τssf)
−1.
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The conductivity and the diﬀusion coeﬃcient satisfy the Einstein relation σs =
e2Ns(εF)Ds, where Ns(εF) is the density of states of the spin-s electrons at the
Fermi level. We deﬁne the electron-chemical potential of the spin-s electrons as
μ¯s = −eV + δμs , (2.97)
where δμs = μs−μ(0) is the local variation of the chemical potential, which sat-
isﬁes the relation ns = Nsδμs. Then, the current density of the spin-s electron
js can be expressed as
js = −σs
e2
∂μ¯s
∂x
. (2.98)
By using Eqs. (2.95) and (2.98), we ﬁnd that
∂
∂x
(μ¯↑ − μ¯↓) = 1
λ2sd
(μ¯↑ − μ¯↓) . (2.99)
This is the diﬀusion equation of the spin accumulation μ¯↑ − μ¯↓. The spin
diﬀusion length λsd is deﬁned as λsd =
√
Dτ sf , where D and τ sf are deﬁned by
τ sf =
2τ↑sfτ
↓
sf
τ↑sf + τ
↓
sf
, D =
σ↑D↓ + σ↓D↑
σ↑ + σ↓
, (2.100)
respectively. The conservation low of the charge current ∂(j↑ + j↓)/∂x = 0 can
be expressed in terms of the electro-chemical potential as
∂
∂x
(σ↑μ¯↑ + σ↓μ¯↓) = 0 . (2.101)
The diﬀusion equation (2.99) describes the diﬀusion of the spin accumulation
in the ferromagnetic metal within the spin diﬀusion length λsd. According to its
deﬁnition, the spin accumulation represents the imbalance between the electro-
chemical potential of the spin-up and spin-down electrons. This equation is ﬁrst
derived by Valet and Fert [29] to explain the giant magnetoresistance (GMR)
eﬀect in current-perpendicular-to-plane (CPP) magnetic multilayer systems. In
following, we give a brief introduction about the GMR eﬀect in CPP structure
by using the solution of the above Boltzmann (diﬀusion) equation.
Let us consider the electrons transport through the ferromagnetic(F1) /
ferromagnetic(F2) multilayer system where the thickness of the F1 (x < 0) and
F2 (x > 0) layers are semi-inﬁnite. For simplicity, we assume that all parameters
of the two ferromagnetic layers are identical. Because of the spin-dependence
of the conductivity, the amount of the spin-dependent current density js also
depends on the direction of the spin of the conduction electrons. For the par-
allel alignment, the relation |j↑| > |j↓| is satisﬁed in both F1 and F2 layer. On
the other hand, for the anti-parallel alignment, |j↑| > |j↓| is satisﬁed in the F1
layer while |j↑| < |j↓| is satisﬁed in the F2 layer. Thus, the spin accumulation is
induced at the interface for the anti-parallel alignment. Since the spin accumu-
lation is the imbalance of the electro-chemical potential, it gives an additional
voltage to the system, and thus, the resistance of the system increases compared
to the case of the parallel alignment.
To estimate the GMR eﬀect quantitatively, Eqs. (2.99) and (2.101) should
be solved with the boundary conditions. In general, the solutions of Eqs. (2.99)
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and (2.101) are given by
μ¯↑,↓ = ρ(Cx+D)± 12(1∓ β)
(
Aex/λsd +Be−x/λsd
)
, (2.102)
respectively, where ρ = 1/(σ↑ + σ↓) is the resistivity, β = (σ↑ − σ↓)/(σ↑ + σ↓)
is the spin polarization factor, and A, B, C, and D are the integral constants
determined by the boundary conditions. We assume that the spin accumulation
is zero in the limit of |x| → ∞. Then, the electro-chemical potentials and spin
currents in the F1 and F2 layers are given by{
μ¯↑(F1) = ρ(ejex+D1) + [(1− β)/2]A1ex/λsd ,
μ¯↓(F2) = ρ(ejex+D1)− [(1 + β)/2]A1ex/λsd ,
(2.103)
{
j↑(F1) = −[(1 + β)/(2e)]je − [A1/(4eρ∗λsd)]ex/λsd ,
j↓(F1) = −[(1− β)/(2e)]je + [A1/(4eρ∗λsd)]ex/λsd ,
(2.104)
{
μ¯↑(F2) = ρ(ejex+D2) + [(1− β)/2]B2e−x/λsd ,
μ¯↓(F2) = ρ(ejex+D2)− [(1 + β)/2]B2e−x/λsd ,
(2.105)
{
j↑(F2) = −[(1 + β)/(2e)]je + [B2/(4eρ∗λsd)]e−x/λsd ,
j↓(F2) = −[(1− β)/(2e)]je − [B2/(4eρ∗λsd)]e−x/λsd ,
(2.106)
where ρ∗ = ρ/(1−β2). The integral constant C is determined as eje by assuming
the homogenous electric current density je = −e(j↑ + j↓). We also assume that
the electro-chemical potential and spin current are continuous at the F1/F2
interface.
In the case of the parallel alignment, the continuity of the electro-chemical
potential μ¯s(F1) = μ¯s(F2) reduces A1 = B2 while that of the spin current js(F1) =
js(F2) reduces A1 = −B2. Thus, A1 = B2 = 0, and we ﬁnd that μ¯↑− μ¯↓ = 0 for
both F1 and F2 layer, i.e., no spin accumulation is induced.
On the other hand, in the case of the anti-parallel alignment, by using the
continuity of the electro-chemical potential (μ¯s(F1) = μ¯−s(F2)) and that of the
spin current (js(F1) = j−s(F2)), we ﬁnd that the spin accumulations Δμ for the
F1 and F2 layers are given by
ΔμF1,2 = μ¯↑,↓(F1,2) − μ¯↓,↑(F1,2) = −
2β
1− β2λsdeE0e
±x/λsd , (2.107)
where E0 = ρje is the strength of the electric ﬁeld.
The spin accumulation creates an additional voltage ΔV , and thus, an ad-
ditional electric ﬁeld Es, which is deﬁned as Es = (1/e)(∂μ¯/∂x) − E0, where
μ¯ = (μ¯↑ + μ¯↓)/2. By using the above results, we ﬁnd that [29]
ΔV =
∫ 0
−∞
dxEs(F1) +
∫ ∞
0
dxEs(F2)
= 2β2ρ∗λsdje .
(2.108)
Thus, the resistance per unit area for the anti-parallel alignment is larger by
the amount r = 2β2ρ∗λsd compared to that for the parallel alignment. This is
the GMR eﬀect. By using the values β = 0.73, ρ∗ = 159 Ωnm, and λsd = 5 nm
for Ni80Fe20 [216], we ﬁnd that r = 847 Ωnm2.
55
Next let us consider the GMR eﬀect in the periodic ferromagnetic/nonmagnetic
multilayer system [29] [see also Appendix 7.6]. To this end, ﬁrst we consider the
GMR eﬀect in one ferromagnetic/nonmagnetic multilayer system where the fer-
romagnetic (F) and nonmagnetic (N) layers lie over 0 ≤ x ≤ d and 0 ≤ x ≤ d+L,
respectively. We assume that the magnetizations in the whole system align par-
allel. In this case, the spin accumulation in the F and N layers are given by
ΔμF(x) = 2μPF sinh
(
x− d/2
λsd(F)
)
, ΔμN(x) = 2μPN sinh
(
x− d− L/2
λsd(N)
)
,
(2.109)
respectively, where λsd(F) and λsd(N) are the spin diﬀusion length of the F and
N layers, respectively, and μPF and μ
AP
N are the integral constants which should
be determined by the boundary conditions. Similarly, the spin current in the F
and N layer are given by
j↑,↓(F)(x) = − (1± β)2e je ∓
μPF
2e2ρ∗Fλsd(F)
cosh
(
x− d/2
λsd(F)
)
, (2.110)
j↑,↓(N)(x) = − 12eje ∓
μPN
2e2ρNλsd(N)
cosh
(
x− d− L/2
λsd(N)
)
, (2.111)
respectively, where ρ∗F = ρF/(1−β2), and ρF and ρN are the resistivity of the F
and N layers, respectively. It should be noted that the electric current density
je = −e(j↑ + j↓) is positive when the electrons ﬂow along the −x direction.
By neglecting the spin-ﬂip scattering at the F/N boundary, the spin current
js is continuous at the boundary (x = d), i.e.,
1
ρ∗Fλsd(F)
cosh
(
d
2λsd(F)
)
μPF −
1
ρNλsd(N)
cosh
(
L
2λsd(N)
)
μPN = −eβje . (2.112)
On the other hand, because of the spin-conserved scattering potential at the F/N
boundary, in general, the spin accumulation is discontinuous at the boundary.
Let us introduce the boundary resistance rs as [μ¯s(x = d+0)−μ¯s(x = d−0)]/e =
ersjs(x = d). Then, the spin accumulations at the F/N boundary satisfy
ΔμN(x = d)−ΔμF(x = d) = e2 [r↑j↑(x = d)− r↓j↓(x = d)] . (2.113)
For the later discussion, we introduce rb, r∗b, and γ as rb = (1/r↑ + 1/r↓)
−1,
γ = (r↓−r↑)/(r↑+r↓), and r∗b = rb/(1−γ2). Then, Eq. (2.113) can be rewritten
as
sinh
(
d
2λsd(F)
)
μPF+
[
sinh
(
L
2λsd(N)
)
+
r∗b
ρNλsd(N)
cosh
(
L
2λsd(N)
)]
μPN = 2eγr
∗
bje .
(2.114)
By solving Eqs. (2.112) and (2.114), we ﬁnd that μPF = δ1/Δ and μ
P
N = δ2/Δ,
respectively, where δ1, δ2, and Δ are given by
δ1 = −eβje
[
sinh(zN) +
r∗b
n˜
cosh(zN)
]
+ eγje
r∗b
n˜
cosh(zN) , (2.115)
δ2 = eβje sinh(zF)− eγje r
∗
b
f˜
cosh(zF) , (2.116)
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Δ =
1
f˜
cosh(zF) sinh(zN) +
1
n˜
sinh(zF) cosh(zN) +
r∗b
f˜ n˜
cosh(zF) cosh(zN) ,
(2.117)
respectively. Here, for simplicity, we introduce f˜ = ρ∗Fλsd(F), n˜ = ρNλsd(N),
zF = d/(2λsd(F)), and zN = L/(2λsd(N)).
The additional resistance due to the spin accumulation inside the ferromag-
netic layer is given by
rP =
β
2e(−je)
∫ d
0
dx
∂
∂x
ΔμF(x)
=
2β2 + 2β(β − γ)(r∗b/n˜) coth(zN)
(1/f˜) coth(zF) + (1/n˜) coth(zN) + [r∗b/(f˜ n˜)] coth(zF) coth(zN)
.
(2.118)
In the presence of the boundary resistance, the potential drop at the interface
gives the additional resistance
rPint =
γ
e(−je) [ΔμN(x = d)−ΔμF(x = d)]
=
−2γ(β − γ)(r∗b/n˜) coth(zN) + 2γ2(r∗b/f˜) coth(zF)
(1/f˜) coth(zF) + (1/n˜) coth(zN) + [r∗b/(f˜ n˜)] coth(zF) coth(zN)
.
(2.119)
Thus, total resistance due to the spin accumulation is given by
rPtotal = r
P+rPint =
2β2 + 2(β − γ)2(r∗b/n˜) coth(zN) + 2γ2(r∗b/f˜) coth(zF)
(1/f˜) coth(zF) + (1/n˜) coth(zN) + [r∗b/(f˜ n˜)] coth(zF) coth(zN)
.
(2.120)
The resistance due to the spin accumulation for the anti-parallel alignment is ob-
tained in a similar way. Let us consider the ferromagnetic(F1)/nonmagnetic(N)/ferromagnetic(F2)
trilayer system. The spin accumulation and the spin current in each layer are
given by
Δμ(x) =
⎧⎪⎨
⎪⎩
2μAPF sinh[(x − d/2)/λsd(F)] (F1) ,
2μAPN cosh[(x− d− L/2)/λsd(N)] (N) ,
−2μAPF sinh[(x− d− L− d/2)/λsd(F)] (F2) ,
(2.121)
j↑,↓(x) =
⎧⎪⎨
⎪⎩
−[(1± β)/(2e)]je ∓ [μAPF /(2e2ρ∗Fλsd(F))] cosh[(x− d/2)/λsd(F)] (F1) ,
−je/(2e)∓ [μAPN /(2e2ρNλsd(N))] sinh[(x− d− L/2)/λsd(N)] (N) ,
−[(1∓ β)/(2e)]je ± [μAPF /(2e2ρ∗Fλsd(F))] cosh[(x− d− L− d/2)/λsd(F)] (F2) ,
(2.122)
where the integral constants μAPF and μ
AP
N are determined by the boundary
conditions (2.112) and (2.114). The calculation of the resistance due to the spin
accumulation is similar to Eqs. (2.118) and (2.119). The ﬁnal result is given by
rAPtotal =
2β2 + 2(β − γ)2(r∗b/n˜) tanh(zN) + 2γ2(r∗b/f˜) coth(zF)
(1/f˜) coth(zF) + (1/n˜) tanh(zN) + [r∗b/(f˜ n˜)] coth(zF) tanh(zN)
.
(2.123)
The resistance of the whole system is given by RP,AP = M [(1−β2)ρ∗Fd+ρNL+
2(1−γ2)r∗b+ rP,APtotal ], where M is the number of the ferromagnetic/nonmagnetic
multilayer [29].
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Chapter 3
Magnetoresistance due to a
Spin Spiral
In this chapter, we study the dependence of the magnetoresistance (MR) ra-
tio due to a spin spiral on its period (thickness). By solving the Boltzmann
equation of the conduction electrons in the spin spiral, we can calculate the
spin-dependent resistivity. The MR ratio is deﬁned as the ratio of the resistiv-
ity of the spin spiral and that of a bulk ferromagetic metal. We will show that
the MR ratio more than 50 % is predicted for the spin spiral with high spin
polarization (β ≥ 0.8) and a small period (d  1 − 2 nm). We will also show
that in the diﬀusive region the MR ratio is proportional to 1/d2 while in the
ballistic regime the MR ratio increases with decreasing the period d more slowly
than it does in the diﬀusive region.
3.1 Background
The purpose of the study discussed in this chapter is to investigate the magne-
toresitance eﬀect in a thin magnetic structure. As mentioned in Sec. 1.2, enor-
mous studies have been devoted to investigate the magnetoresistance due to a
CPP magnetic multilayer [29] or due to a magnetic domain wall [48, 51, 63, 64].
In 1993, Valet and Fert [29] derived the diﬀusion equation of the spin accu-
mulation by applying the diﬀusion approximation to the Boltzmann equation,
and showed that the GMR eﬀect in CPP magnetic can be estimated by solving
the diﬀusion equation. Their theory have obtained good agreements with the
experiments. Although Valet and Fert assumed that the spin diﬀusion length
is much longer than the mean free path in their theory, Penn and Stiles [217]
showed by solving the Boltzmann equation numerically that the Valet and Fert
theory has good agreements with experiments even for spin diﬀusion lengths
comparable to the mean free paths.
In 1997, Levy and Zhang [51] studied the resistivity due to domain wall
scattering by using the same Hamiltonian that was used to explain the GMR
eﬀect of CPP magnetic multilayer. They found that the magnetoresistance ratio
is proportional to 1/d2, where d is the thickness of the domain wall, and showed
that the magnetoresistance ratio is between 2 % and 11 %, which is consistent
with the experimental results (5 %) of Ref. [53]. The Boltzmann equation Levy
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and Zhang used is given by
−evxE∂f
(0)
∂ε
= −
∫
d3k′
(2π)3
W sskk′ [f
s(k)− fs(k′)]−
∫
d3k′
(2π)3
W s−skk′
[
fs(k)− f−s(k′)] ,
(3.1)
where fs(k) is the non-equilibrium distribution function of the spin-s (s = ±)
electrons, and W ss
′
kk′ is the scattering rate from the state (k, s) to (k
′, s′). The
ﬁrst and second terms on the right hand side represent the spin-conserved and
spin-ﬂip scattering processes, respectively. Traveling through the domain wall,
the conduction electrons change the directions of their spins to the direction
of localized spins. The diﬀerence of the directions of the spins of the conduc-
tion and localized electrons is called the non-adiabaticity of the spin of the
conduction electron (or mistracking). The magnetoresistance arises from this
non-adiabaticity. Although Levy and Zhang does not consider the eﬀect of spin
accumulation, Simanek and Rebei [63, 64] showed that the magnetoresistance
due to the spin accumulation is much smaller than that due to the mistracking
eﬀect given by Levy and Zhang.
However, the theory of Levy and Zhang [51] cannot be applied to a suﬃ-
ciently thin domain wall for two reasons. First, the scattering rates W ss
′
kk′ are
calculated by using the perturbative wave function, which is up to the ﬁrst or-
der of the dimensionless parameter ξ. The parameter ξ = lJ/d characterizes the
non-adiabaticity of the spins of the conduction electrons, where lJ = πvF/(4J)
is the electrons’ traveling length during the precession of their spins around
the sd exchange ﬁeld J . For a domain wall with ξ ≥ 1, the theory cannot
estimate the amount of the non-adiabaticity correctly, and thus cannot be ap-
plied. Second, since Levy and Zhang applied the diﬀusion approximation to the
Boltzmann equation, their theory cannot be applied to the domain wall in the
ballistic region d ≤ lmfp, where lmfp is the mean free path. For conventional
ferromagnetic metals such as Fe, Co, Ni, and their alloys, both lJ and lmfp are
on the order of a few nm [37].
The thickness of a domain wall is determined by the competition of the ex-
change coupling between the localized magnetizations and the magnetic anisotropy,
and is usually on the order of 50 nm for conventional ferromagnetic metals. Re-
cently, however, the production of the domain wall of Co50Fe50, with a thickness
of about 2.5 nm, was achieved by trapping the domain wall in a current-conﬁned-
path (CCP) geometry [65], and a magnetoresistance ratio of about 7−10% was
observed. To investigate the transport properties of such a thin magnetic struc-
ture, in which the system size d is comparable to or less than lJ and lmfp, i.e.,
a few nm, it is important to develop the theory of Levy and Zhang to take
into account the amount of the non-adiabaticity correctly and to describe the
transport without the diﬀusion approximation.
In this chapter, we extend the theory of Levy and Zhang [51] by using the
non-perturbative wave function of the conduction electrons in the calculation of
the scattering rate and by solving the Boltzmann equation numerically. These
enable us to investigate the resistivity due to a spin spiral with d < lJ , lmfp.
To extend our formalism to the resistivity of the domain wall, the interface
scattering between the magnetic domain and the domain wall should be taken
into account [48]. However this is beyond the scope of this thesis.
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3.2 Formalism
In this chapter, we consider electron transport in a one-dimensional spin spiral
that lies over −d/2 ≤ x ≤ d/2, where d is the period of the π rotation of the
localized spins. We assume that the spin-dependent transport of the conduction
electron is described by the following Hamiltonian:
Hˆ0 = − 
2
2m
∇21ˆ− Jσˆ · Sˆ(r) , (3.2)
where J is the sd exchange cupling constant between the condution (s-like)
electrons and localized (d-like) spin, σˆ is the vector of the Pauli matrices, and
Sˆ = (0,− sin θ, cos θ) is the unit vector along the direction of the localized spin.
The angle θ is given by θ(x) = (π/d)(x + d/2). On the other hand, the spin-
dependent impurity scattering is described by
Vˆ =
∑
i
[
v1ˆ− jσˆ · Sˆ(r)
]
δ(r−Ri) , (3.3)
where Ri is the position of the impurity, and v and j are the spin-independent
and spin-dependent scattering potential, respectively. The dependence of the
transport properties on the direction of the electrons’ spin arises from either the
exchange energy J or the spin-dependent scattering potential j, i.e., the spin
dependence of the number of the condution electrons at Fermi level is due to J ,
and the spin dependence of the scattering rate is due to j.
The resistivity of the counduction electrons is obtained by solving the Boltz-
mann equation of the non-equilibrium distribution function fs(k) given by
−evsxEδ(εF−ε(k, s)) =
∫
d3k′
(2π)3
W sskk′ [f
s(k) − fs(k′)]+
∫
d3k′
(2π)3
W s−skk′
[
fs(k) − f−s(k′)] ,
(3.4)
where vsx and ε(k, s) are the velocity and energy of the conduction electron,
respectively, E is the strength of the applied electric ﬁeld, εF is the Fermi energy,
and W ss
′
kk′ is the scattering rate of the conduction electrons from the state (k, s)
to (k′, s′) (here the detailed balance relation W ss
′
kk′ = W
s′s
k′k is satisﬁed). Since
the rotation of the localized spins is homogeneous, the distribution function
depends on only the momentum p = k.
The scattering rate W ss
′
kk′ is calculated by the Hamiltonian (3.2) and the
impurity scattering potential (3.3). Here the index s = ± denotes the eigenstate
of the Hamiltonian (3.2) in spin space, which is given by
Ψ±(r) = eik·r exp
[
−iθ(x)
2
σˆx
]
exp
[
−iφ(k
s
x)
2
σˆy
]
η± . (3.5)
Here the angle φ(ksx) and the spinor η± are given by
φ(ksx)
2
= arctan
[
ksxθ
′
k2J +
√
(ksxθ′)2 + k4J
]
, (3.6)
η+ =
(
1
0
)
, η− =
(
0
1
)
, (3.7)
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where θ′ = dθ/dx and kJ =
√
2mJ/, respectively. The eigenvalues of the
Hamiltonian (3.2) are given by
ε(k, s) =

2
2m
[
k2 +
(
θ′
2
)2
− s
√
(ksxθ′)2 + k4J
]
. (3.8)
The details of the derivation of the eigenstates (3.5) and the eigenvalues (3.8) of
the Hamiltonian (3.2) are given in Appendix 7.2. The velocity vsx = ∂ε(k, s)/∂p
s
x
is given by
vsx =
ksx
m
[
1− s θ
′2
2
√
(ksxθ′)2 + k4J
]
. (3.9)
The factor tan(φ/2) characterizes the non-adiabaticity of the spins of the
conduction electrons with respect to the localized spins, and is the most impor-
tant parameter in this chapter. It should be noted that this factor is always less
than unity for any period d and momentum kx. For a suﬃciently large period
d, tan(φ/2)→ (kxθ′)/(2k2J ) = (kx/kF)ξ, and the wave function (3.5) is reduced
to the wave function calculated by Levy and Zhang [51]. On the other hand,
for a small period d where ξ = lJ/d is comparable to or larger than unity, the
wave function (3.5) does not equal the wave function given in Ref. [51]. The
approximation tan(φ/2) → (kx/kF)ξ is valid only for a spin spiral with large
period d. It should also be noted that ksx  k−sx is assumed in Ref. [51].
The scattering rate of the impurity potential is given by [see also Eq. (2.59)]
W ss
′
kk′ =
2π

|V ss′kk′ |2δ(ε(k, s)− ε(k′, s′)) , (3.10)
where the matrix elements of the scattering potential (3.3) are calculated by
using the wave function (3.5) and are given by
|V sskk′ |2 = cimp
[
(v − sj) cos φ(k
s
x)
2
cos
φ(ks′x )
2
+ (v + sj) sin
φ(ksx)
2
sin
φ(ks′x )
2
]2
,
(3.11)
|V s−skk′ |2 = cimp
[
(−sv + j) cos φ(k
s
x)
2
sin
φ(k−s′x )
2
+ (sv + j) sin
φ(ksx)
2
cos
φ(k−s′x )
2
]2
,
(3.12)
respectively, where cimp is the impurity concentration.
To obtain the non-equilibrium distribution function fs(k) from the Boltz-
mann equation (3.4), we assume that fs(k) = (∂fs(0)/∂ε)gs(k)  −δ(εF −
ε(k, s))gs(k), where fs(0)(k) is the distribution function in equilibrium. Then,
Eq. (3.4) is reduced to
−evsxE = −
1
τs(ksx)
gs(ksx)+
m
2π3
∫ ksF
−ksF
dk′x|V sskk′ |2gs(k′x)+
m
2π3
∫ k−sF
−k−sF
dk′x|V s−skk′ |2g−s(k′x) ,
(3.13)
where ksF is given by
ksF =
√
k2F +
(
θ′
2
)2
+ s
√
(kFθ′)2 + k4J . (3.14)
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The relaxation time τs(ksx) is given by 1/τ
s(ksx) = 1/τ
ss(ksx) + 1/τ
s−s(ksx),
where the spin-conserved relaxation time τss(ksx) and the spin-ﬂip relaxation
time τs−s(ksx) are given by
1
τss′ (ksx)
=
m
2π3
∫ ks′F
−ks′F
dk′x|V ss
′
kk′ |2 . (3.15)
The distribution function fs(k) is obtained by solving the Boltzmann equa-
tion (3.13). The resistivity of the spin spiral is calculated as ρ = 1/(σ+ + σ−),
where
σs = − e
E
∫
d3k
(2π)3
vsxf
s(k) , (3.16)
is the conductivity of the spin-s electrons. The MR ratio is deﬁned as MR ratio =
(ρ− ρ(0))/ρ(0), where ρ(0) is the resistivity of the bulk ferromagnetic metal.
The origin of MR due to a spin spiral is the mixing of the channels of the
spin-up current and spin-down current due to the spin-dependent scattering
potential (3.3). The channel mixing increases the scattering probability of the
conduction electrons, and thus the resistivity. The mixing due to the scattering
arises from the non-adiabaticity of the spins of the conduction electrons, which
is characterized by tan[φ(ksx)/2].
In the limit of d → ∞, the conduction electrons change the direction of
their spins adiabatically, and thus, tan(φ/2) → 0 for any momentum ksx. In
this limit, the spin-ﬂip scattering rate is zero, i.e., V s−skk′ = 0, and the spin-
conserved scattering rate, W sskk′ ∝ |V sskk′ |2 is independent of the momentum kx.
The electrons transport is same with that in the bulk ferromagnetic metal, and
thus, the MR ratio will tend to be zero, as shown below.
On the other hand, in the limit of d→ 0, tan(φ/2)→ 1 for the large momen-
tum kx  kF, which means that the amount of non-adiabaticity is maximized
for the conduction electrons with vsx  vF because the traveling time through
the spin spiral of these electrons, d/vsx, is much shorter than the period of the
precession of the spins of the conduction electrons around the exchange ﬁeld J .
Thus, the MR ratio increases as the period d decreases. In other words, the
MR due to the spin spiral is mainly due to the conduction electrons with large
momentum ksx.
We compare the formalism given above with that given by Levy and Zhang
[51]. In the calculation of the scattering rateW ss
′
kk′ , Levy and Zhang approximate
that cos(φ/2)→ 1 and sin(φ/2)→ tan(φ/2)→ (kx/kF)ξ. As mentioned above,
this approximation is valid only for a spin spiral with large period d. It should
be noted that for a thin spin spiral where ξ = lJ/d is comparable to or larger
than unity, the estimation of the scattering rate W ss
′
kk′ in our formalism for large
momentum kx is smaller than that obtained by Levy and Zhang because the
factor tan(φ/2) in our calculation is always less than unity while the factor
(kx/kF)ξ used in Ref. [51] is larger than unity. Since the resistivity is high for a
high scattering rate, the magnetoresistance obtained in our formalism is lower
than that obtained by Levy and Zhang, as shown below.
We should emphasize the validity of our calculation. The classical Boltzmann
equation is applicable when the system is larger than the Fermi wavelength λF,
i.e., d > λF. For conventional ferromagnetic metals such as Fe, Co, Ni, and
their alloys, the Fermi wavelength is on the order of a few angstrom.
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3.3 Validity of Diﬀusion Approximation
In this section, we show the values of parameters we used in our calculation.
There are many parameters whose typical values are well-known, for example,
Fermi energy of the transition metals [204]. On the other hand, the values of the
impurity scattering potentials, v and j, and the impurity concentration, cimp,
depend on the sample, and should be determined by the resistivity of the bulk
ferromagnetic metal. We clarify the relation between the impurity scattering
potential and the bulk resistivity ρ(0). The way to estimate the mean free path
lmfp is also discussed. The value of the resistivity of spin spiral is obtained by
solving Eq. (3.13) with these parameters. We also give a brief comment about
the validity of the diﬀusion approximation to the Boltzmann equation (3.13).
First, we give a brief comment about the way to estimate the magnitude
of the scattering potentials, v and j, the impurity concentration cimp, and the
mean free path lmfp. In the limit of d → ∞, the value of the conductivity
σs = e2ks(0)3F τ
s(0)/(6π2m), where ks(0)F =
√
2m(εF + sJ)/ and
τs(0) =
π3
mcimp(v − sj)2ks(0)F
, (3.17)
tends to the bulk value σs(0). Moreover, the bulk conductivity relates the spin
polarization factor β via β = [σ+(0) − σ−(0)]/[σ+(0) + σ−(0)]. Thus, using the
values of the resistivity ρ(0) = 1/[σ+(0) + σ−(0)] and the spin polarization β, we
can determine the values of √cimpv and √cimpj. The explicit forms of them are
given by
√
cimp(v − sj) = 
2k
s(0)2
F
m
√
2
3(1 + sβ)ks(0)2F
(
e2ρ(0)
h
)
, (3.18)
where h/e2  25.8 kΩ. The values of ρ(0) and β can be determined ex-
perimentally by using the GMR eﬀect. The mean free path is deﬁned as
lmfp = (l+mfp + l
−
mfp)/2, where l
s
mfp = v
s(0)
F τ
s(0) and vs(0)F = k
s(0)
F /m.
The values of the parameters we use are as follows. The Fermi energy εF
and the sd exchange coupling constant J are taken to be 5.0 eV and 0.5 eV,
respectively. The Fermi wavelength λF is estimated to be 5.4 A˚. The value
of ρ(0) is taken to be 150 Ωnm, which is a typical value of the conventional
ferromagnetic metals [30], while the value of β is taken to be from 0.3 to 0.9.
Using these parameters, lJ = πvF/(4J) is estimated to be 1.4 nm, and the mean
free path lmfp is estimated to be 5.9 nm, which is approximately independent of
the values of β.
Next, we would like to give a brief comment about the method to obtain
the distribution function from Eq. (3.13). As mentioned in Sec. 2.3, one of the
diﬃculties to solve the Boltzmann equation arises from the scattering-in term
Isscattering in =
m
2π3
∫ ksF
−ksF
dk′x|V sskk′ |2gs(k′x) +
m
2π3
∫ k−sF
−k−sF
dk′x|V s−skk′ |2g−s(k′x) ,
(3.19)
because the value of this scattering-in term depends on the distribution function.
One way to overcome this diﬃculty is to use the diﬀusion approximation,
i.e., to assume that the distribution function is proportional to the momentum
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Figure 3.1: The dependence of the distribution function, g+/(eE), on the mo-
mentum kx for (a) d = 1 nm and (b) d = 10 nm, respectively.
kx. It should be noted that this form of the distribution function, gs ∝ kx,
is a solution of Eq. (3.13) if the scattering process is isotropic, i.e., W ss
′
kk′ is
independent of the direction of the momentum. In this case, the scattering-out
term plays no role on the transport properties, and the distribution function is
given by gs(kx) = evxτsE.
However, in the case of the transport through a spin spiral, the scattering
process is anisotropic. It is clear from Eqs. (3.6), (3.10), (3.11) and (3.12) that
the scattering rate, and also the relaxation time τs are the complex functions
of the momentum kx. Thus, in general, the scattering-in term is not zero, and
cannot be neglected.
Levy and Zhang [51] calculated the scattering-in term by assuming that fs ∝
kx. Since the scattering rate depends on the momentum kx, the obtained value
of the scattering-in term is ﬁnite [see Eqs. (18) and (19) in Ref. [51]]. However, it
should be noted that the obtained distribution function is inconsistent with the
assumption fs ∝ kx. This is easily veriﬁed from their paper [51]: the Boltzmann
equation they obtained is evσxEδ(εF−εkσ) = −fσ/τ(k)− [f−σ(k)−fσ(k)]/τ0 in
their notation. Here the relaxation time τ0 obtained from the scattering-in term
is independent of kx. They approximated that vσx  kx/m. If the assumption
fσ ∝ kx is valid, the relaxation time τ(k) obtained from the scattering-out
term should be independent of the momentum kx. However, in reality, τ(k) is a
complex function of kx. Thus, the obtained distribution function by Levy and
Zhang [51] is inconsistent with the assumption fσ ∝ kx.
Moreover, the diﬀusion approximation restricts the validity of the calculation
to the region d > lmfp. Since we are interested in the MR ratio in the region
d < lJ , lmfp, we should not use the diﬀusion approximation. Thus, we solve the
Boltzmann equation (3.13) numerically. A brief comment about the numerical
method to solve the Boltzmann equation is given in Appendix 7.3. Figures 3.1
(a) and 3.1 (b) show typical dependence of the distribution function obtained
by Eq. (3.13), g+/(eE), on the momentum kx for d = 1 nm and d = 10 nm,
respectively, where the mean free path is taken to be 5.9 nm. According to
Fig. 3.1, we can verify that the diﬀusion approximation is not applicable to the
region d < lmfp while it is a good approximation to the region d > lmfp.
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Figure 3.2: The dependence of the magnetoresistance (MR) ratio of a spin spiral
on its period d. The solid lines from bottom to top correspond to the MR ratio
with the spin polarizations β =0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9, respectively.
THe dashed line is the MR ratio estimated by the theory of Levy and Zhang
[51] with β = 0.5.
3.4 Magnetoresistance of Spin Spiral
Figure 3.2 shows the dependence of the MR ratio due to a spin spiral on its
period d. As shown in Fig. 3.2, the MR ratio increases as the period d decreases.
The higher the spin polarization of the bulk β is, the higher the MR ratio is. In
the diﬀusive region d > lJ , lmfp, the MR ratio is estimated to be 1− 20 %. On
the other hand, for a thin spin spiral (d  1 − 2nm) with a high polarization
(β  0.8 − 0.9), an MR ratio of more than 50% is predicted. The values of
the spin polarization β of the conventional ferromagnetic metals such as Fe,
Co, Ni, and their alloys are about 0.5 − 0.7, for example, β = 0.51 for Co,
0.65 for Co91Fe9, and 0.73 for Ni80Fe20 [216, 218]. The value of β depends on
the combination and the composition ratio of the ferromagnetic metals, and we
can expect ferromagnetic metals with high spin polarizations. We note that
MR ratio for the typical values of β for the conventional ferromagnetic metals
(β  0.5− 0.7), MR ratio is about 5− 20 % for d  1− 2 nm, which has good
agreements with the experimental results of Ref. [65, 66].
As mentioned in Sec. 3.2, the origin of MR due to a spin spiral is the mixing
of the spin channels. The mixing arises from the non-adiabaticity of the con-
duction electrons, which is characterized by the factor tan[φ(kx)/2]. In the limit
of d→∞, the conduction electrons change the direction of their spins adiabat-
ically, i.e., tan(φ/2)→ 0 for any momentum kx, and the MR tends to zero. On
the other hand, in the limit of d → 0, the amount of the non-adiabaticity that
is maximized for the conduction electrons with large momentum kx, and thus
the MR ratio, increase as the period d decreases. Since the MR arises from the
asymmetry of the transport properties of the spin channels, the higher the spin
polarization β is, the higher the MR ratio is.
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Figure 3.3: The dependence of the magnetoresistance ratio on the rotation
angle of the spin spiral (the domain wall), ϕ. The solid line is obtained from
our formalism with β = 0.6 and d = 1.2 nm. The dotted line represents the ﬁt
of the experimental results of Ref. [66], i.e., MR ratio ∝ cosϕ. The dashed line
represents the prediction of the theory of Levy and Zhang [51], i.e., MR ratio ∝
ϕ2.
The dashed line in Fig. 3.2 shows the MR ratio estimated by the theory of
Levy and Zhang with β = 0.5 [52];
MR ratio =
4
5
ξ2
(
β2
1− β2
)(
3− 5
√
1− β2
3
)
. (3.20)
By comparing the solid line and the dashed line in Fig. 3.2, we ﬁnd that the
MR ratio in the diﬀusive region, d > lJ , lmfp, is proportional to 1/d2, as shown
by Levy and Zhang [51]. On the other hand, in the ballistic region, d < lJ , lmfp,
the MR ratio increases more slowly as the period d decreases compared to the
diﬀusive region. It should be noted that the factor tan(φ/2) is approximated
to be (kx/kF)ξ in Ref. [51], which is on the ﬁrst order of 1/d. However, for a
thin spin spiral, the higher-order terms of 1/d also contribute to the calculations
of resistivity, and the dependence of the MR ratio on the period d shifts from
1/d2. As shown in Fig. 3.2, the MR ratio obtained by our theory is smaller than
that obtained by Levy and Zhang. This is due to the fact that the estimated
scattering rate by our calculation is lower than that by Levy and Zhang, as
mentioned above. The smaller the period d is, the larger the diﬀerence is in the
amount of non-adiabaticity between our theory and that of Levy and Zhang, i.e.,
the diﬀerence in the values of tan(φ/2) and (kx/kF)ξ. Thus, the diﬀerence in
the MR ratio between our theory and theirs increases as the period d decreases.
We also show the dependence of the MR ratio on the rotation angle of the
spin spiral (the domain wall), ϕ. Recent experiments [66] on the MR eﬀect due
to the domain wall conﬁned in the CCP-CPP-GMR system showed that the
dependence is well described by cosϕ, as shown by the dotted line in Fig. 3.3.
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Figure 3.4: The dependence of the MR ratio on the rotation angle of the domain
wall ϕ for (a) d = 1.0 nm  lJ and (b) d = 5.0 nm  lJ , respectively. The
dashed lines are proportional to ϕ2.
On the other hand, according to the theory of Levy and Zhang, the dependence
of the MR ratio on ϕ is given by Eq. (3.20) with the replacement of the factor
ξ by ξeﬀ = (ϕ/π)ξ, i.e., the MR ratio is proportional to ϕ2, as shown by the
dashed line in Fig. 3.3, where the value at ϕ = π is assumed to be equal to that
of the dotted line. Clearly, the theory of Levy and Zhang has a poor agreement
with the experiments.
We calculate the MR ratio from the Boltzmann equation by varying the
value of dθ(x)/dx = ϕ/d from ϕ = 0 to ϕ = π. The dependence of the MR
ratio on the rotation angle of the wall ϕ with d = 1.2 nm and β = 0.6 [66]
shown by the solid line in Fig. 3.3. As shown in this ﬁgure, we obtain a good
agreement with the ﬁt of the experiments [66] compared to the theory of Levy
and Zhang.
In Ref. [66], Takagishi et al. discuss the possibility that the diﬀerence of the
dependence of the MR ratio on ϕ between the experimental results, MR ratio ∝
cosϕ, and the theoretical prediction of Levy and Zhang [51], MR ratio ∝ ϕ2,
can be explained by taking into account the ballistic transport theory. Figures
3.4 (a) and (b) show the dependence of the MR ratio on ϕ in the ballistic region
(d  lmfp) with d = 1.0 nm  lJ and d = 5.0 nm  lJ , respectively. The
dashed lines in Figs. 3.4 (a) and (b) are proportional to ϕ2. β is taken to be
0.6. From these ﬁgures, it is interpreted that the diﬀerence of the dependence
of the MR ratio on ϕ between the experiments (∝ cosϕ) and the theory of Levy
and Zhang (∝ ϕ2) is due to the failure of the theory of Levy and Zhang in
the region d  lJ because the angle dependence of the MR ratio with d  lJ
agrees with the experiments while that with d  lJ agrees with the theory of
Levy and Zhang. It is also interpreted that the ballistic transport properties
cannot explain the diﬀerence because the angle dependence of the MR ratio
of the domain wall with lJ  d  lmfp is approximately described by cosϕ,
as shown in Fig. 3.4 (b). In Ref. [51], by assuming that d  lJ the factor
tan(φ/2) is approximated to (kx/kF)ξeﬀ , which leads to that the MR ratio is
proportional to ξ2eﬀ ∝ ϕ2. However, for a suﬃciently thin domain wall d  lJ
[66], higer order terms of ξeﬀ in tan(φ/2) also contribute to the MR eﬀect, and
the dependence of the MR ratio on ϕ shifts from ξ2eﬀ ∝ ϕ2.
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3.5 Conclusion
In this chapter, we studied the dependence of magnetoresistance (MR) ratio
due to a spin spiral on its period d by solving the Boltzmann equation. The
following points were clariﬁed.
1. It is pointed out that MR of a spin spiral is due to the non-adiabaticity
of the spins of the conduction electrons with respect to the localized spin,
which is maximized for the conduction electrons with large momentum
kx  kF.
2. MR ratio more than 50 % is predicted for a spin spiral with high spin
polarization (β ≥ 0.8) and small period (d  1 − 2 nm). On the other
hand, for the typical values of β of the conventional ferromagnetic metals
(β  0.5− 0.7), MR ratio is estimated to be about 5− 20 % for d  1− 2
nm, which has good agreements with experimental results of Ref. [65, 66].
The dependence of MR ratio on the relative angle of the localized spins at
the boundaries ϕ also has good agreements with the experimental results
of Ref. [66], i.e., MR ratio is approximately proportional to cosϕ.
3. MR ratio is proportional to 1/d2 in the diﬀusive region while in the bal-
listic region MR ratio increases with decreasing the period d more slowly
compared than it does in the diﬀusive region.
In the scientiﬁc point of view, the importance of our formalism is that we
estimate the amount of the non-adiabaticity of the conduction electrons cor-
rectly. The dimensionless parameter ξ had been used in many previous works
about electrons transport through a magnetic domain wall [51, 63, 64] to char-
acterize the non-adiabaticity. Although the use of the parameter ξ simpliﬁes
the calculations of physical quantites and gives analytical expressions of them,
these results are valid only for a thick domain wall (or large period spin spiral).
As shown in Fig. 3.2, for a thin magnetic structure, the MR ratio estimated
by our calculation is signiﬁcantly diﬀerent compared to the prediction of Ref.
[51]. We believe that our formalism is simple, but strong tool to understand the
electrons transport properties in a suﬃciently thin magnetic structure.
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Chapter 4
Spin Accumulation and
Spin Transfer Torque in a
Magnetic Domain Wall
In this chapter, we discuss the spatial dependence and the time evolution of
the spin accumulation in a magnetic domain wall. First, we solve the diﬀusion
equation of the spin accumulation in a steady state, and show the spatial distri-
bution of the transverse spin accumulation. We will ﬁnd that for a thick domain
wall the distribution of the transverse spin accumulation is homogeneous while
for a thin domain wall we cannot regard it as homogeneous. Next, we calcu-
late the time evolution of the spin accumulation and spin current. We will ﬁnd
that the time evolution of the longitudinal spin current is characterized by the
momentum scattering time while that of the transverse spin accumulation and
current is characterized by the spin-ﬂip scattering time. We also calculate the
spin transfer torque acting on the localized magnetization. We will ﬁnd that for
a thin domain wall the magnitude of the strength of the spin transfer torque is
inversely proportional to the thickness of the domain wall.
4.1 Background
Spin-transfer torque was ﬁrst predicted by Slonczewski [7] in a magnetic tunnel
junction (MTJ) system in 1989. Slonczewski realized that when the alignment
of two magnetizations is non-collinear these magnetizations transfer the angular
momentum via the conduction electrons tunneling through the barrier. After
7 years later, he found that the spin transfer occurs even in the giant magne-
toresistance (GMR) system where the two ferromagnetic layers are separated
by the non-magnetic metal [77]. Berger [78] also found this spin transfer eﬀect
independently. As a results of the spin transfer, a torque is exerted on the mag-
netization, and thus, the dynamics of the magnetization is induced. This torque
is called spin transfer torque. Many experiments have been devoted to verify
the spin transfer eﬀect by using the tunnel magnetoresistance (TMR) eﬀect or
GMR eﬀect [see References given in Sec. 1.2].
It should be noted that spin transfer eﬀect originates from the non-collinear
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alignment of the magnetizations. Thus, this spin transfer eﬀect is expected to
occur not only in the magnetic multilayer system but also a magnetic domain
wall. In 2004, Zhang and Li [172, 173, 174] and showed that spin transfer
torque in a domain wall can be decomposed into two parts, the adiabatic and
non-adiabatic torque. The adiabatic torque lies along the spatial gradient of
the local magnetization while the non-adiabatic torque is perpendicular to this
direction. Assuming that the spin accumulation obeys the phenomenological
diﬀusion equation and is spatially independent of the domain wall, Zhang and
Li showed that the ratio of the magnitudes of the adiabatic and non-adiabatic
torques is determined by the precession frequency of the spin accumulation due
to the exchange coupling and the spin-ﬂip scattering time, and that the non-
adiabatic torque is about two orders of magnitude smaller than the adiabatic
torque. The explicit form of the Landau-Lifshitz-Gilbert equation with spin
transfer torque they obtained is given by
∂Mˆ
∂t
= −γMˆ×Beﬀ + αMˆ× ∂Mˆ
∂t
+
PμBje
eM(1 + ζ2)
∂Mˆ
∂x
− ζPμBje
eM(1 + ζ2)
Mˆ× ∂Mˆ
∂x
,
(4.1)
where the third and forth term on the right hand side correspond to the adiabatic
and non-adiabatic torque, respectively. Here, Mˆ is the unit vector along the
direction of the magnetization, P is the spin polarization of the electric current
density je, and ζ = 2/(ωJτsf) characterizes the ratio of the magnitudes of the
adiabatic and non-adiabatic torques.
As mentioned in Secs. 1.2 and 3.1, recently, the production of a magnetic
domain wall whose thickness is on the order of a few nm is achieved. For such
a thin domain wall, we cannot assume the spatial independence of the spin
accumulation. Thus, it is important to estimate spin transfer torque by taking
into account the spatial variation in the spin accumulation, which would be
diﬀerent from the estimation by Zhang and Li [174].
In this chapter, we derive the diﬀusion equation of the transverse (perpen-
dicular to magnetization) spin accumulation from the Boltzmann equation, and
solve it analytically and numerically. Our results is consistent with the results of
Zhang and Li [174] when the thickness of the domain wall is suﬃciently large.
On the other hand, for a thin domain wall, the spatial variation of the spin
accumulation plays an important role on spin transfer eﬀect.
4.2 Formalism
In this chapter, we consider electron transport in a one-dimensional magnetic
nanowire with a 180◦ domain wall which lies over −d/2 ≤ x ≤ d/2, where d is
the thickness of the domain wall. We assume that the interaction between the
conduction (s-like) electrons and the localized (d-like) electrons is described by
the sd exchange interaction, Hˆsd = −Jσˆ · Sˆ, where σˆ is the vectors of the Pauli
matrices, J is the exchange coupling constant, and Sˆ(x) = (0,− sin θ, cos θ) is
the unit vector along the direction of the localized spin. The angle θ(x) is given
by 0 for x < −d/2, (π/d)(x + d/2) for −d/2 < x < d/2, and π for x > d/2,
respectively.
In following, we assume that the thickness of the domain wall d is much
longer than the Fermi wavelength λF and the mean free path lmfp. The former
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assumption allows us to neglect the higher order terms of α = dθ/dx in the
Boltzmann equation, and the later assumption allows us to use the diﬀusion
approximation.
It should be noted that the origin of the transverse spin accumulation is
the rotated magnetizations structure. Thus, in the absence of the domain wall
(α = 0), the transverse spin accumulation is also absent. In other words, at
least, the transverse spin accumulation is on the ﬁrst order of α.
Let us deﬁne the charge distribution function f and the spin distribution
function g as
Fˆ = f (0)(p)1ˆ +
1
2
[
f(x,p)1ˆ + g(x,p) · σˆ] , (4.2)
where f (0) is the equilibrium distribution function. In following, we employ the
rotating frame where the basic unit vectors are deﬁned as ex = α−1Sˆ×(∂Sˆ/∂x),
ey = −α−1∂Sˆ/∂x, and ez = Sˆ, respectively. According to the above arguments,
the lowest order of the distribution functions of the transverse spin, gx and gy,
are on the order of α. Then, up to the ﬁrst order of α, the Boltzmann equation
(2.72) is reduced to
∂f
∂t
+ vx
∂f
∂x
− evxE0 ∂f
(0)
∂ε
=
(
∂f
∂t
)
collision
, (4.3)
∂gz
∂t
+ vx
∂gz
∂x
=
(
∂gz
∂t
)
collision
, (4.4)
∂gx
∂t
+ vx
∂gx
∂x
− ωJgy =
(
∂gx
∂t
)
collision
, (4.5)
∂gy
∂t
+ vx
∂gy
∂x
− αvxgz + ωJgx =
(
∂gy
∂t
)
collision
, (4.6)
where ωJ = 2J/. Assuming that the magnitude of the electric ﬁeld E0 is small,
we also neglect the terms E0g.
The non-equilibrium distribution functions can be decomposed to [63]
f = f (1)(x, px) + f˜ (1)(x) , g = g(1)(x, px) + g˜(1)(x) , (4.7)
where f (1) and g(1) represent the linear response to the electric ﬁeld, and f˜ (1)
and g˜ represent the local variation of the chemical potential [29]. The collision
term of spin-s electrons (s =↑, ↓) is given by(
∂fs
∂t
)
collision
= −
(
1
τs
+
1
τsf
)
f (1)s (x, px)−
1
τsf
[
f˜ (1)s (x) − f˜ (1)−s (x)
]
, (4.8)
where fs = (f + sgz)/2, τs is the momentum relaxation time of the spin-s
electrons, and τsf is the spin-ﬂip relaxation time. We assume that the spin-ﬂip
scattering rate is independent of the direction of the spin. Then, the collision
terms of f and gz are, respectively, given by(
∂f
∂t
)
= −f
(1)
2T˜
+
βg
(1)
z
2T˜
, (4.9)
(
∂gz
∂t
)
collision
= −g
(1)
z
2T˜
+
βf (1)
2T˜
− 2g˜
(1)
z
τsf
, (4.10)
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where T˜ = (1/T↑+1/T↓)−1, and Ts = (1/τs+1/τsf)−1. β = (T↑−T↓)/(T↑+T↓)
is the spin polarization factor. We assume that the collision terms of gx and gy
are given by [63] (
∂gx,y
∂t
)
collision
= −g
(1)
x,y
2T˜
− 2g˜
(1)
x,y
τsf
. (4.11)
By using these forms of the collision term, the Boltzmann equation is given by
∂f
∂t
+ vx
∂f
∂x
− evxE0 ∂f
(0)
∂ε
= −f
(1)
2T˜
+
βg
(1)
z
2T˜
, (4.12)
∂gz
∂t
+ vx
∂gx
∂x
= −g
(1)
z
2T˜
+
βf (1)
2T˜
− 2g˜
(1)
z
τsf
, (4.13)
∂gx
∂t
+ vx
∂gx
∂x
− ωJgy = −g
(1)
x
2T˜
− 2g˜
(1)
x
τsf
, (4.14)
∂gy
∂t
+ vx
∂gy
∂x
− αvxgz + ωJgx = −g
(1)
y
2T˜
− 2g˜
(1)
y
τsf
. (4.15)
The physics in these equations are as follows. Equation (4.12) describes the time
evolution and the spatial distribution of the charge density and charge current.
Thus, it is independent of the spin-ﬂip scattering which is characterized by τsf .
Equation (4.13) describes the time evolution and the spatial distribution of the
longitudinal spin accumulation and spin current. This equation is identical to
the Boltzmann equation given by Valet and Fert [29], which was derived to
study the giant magnetoresistance (GMR) eﬀect in current-perpendicular-to-
plane (CPP) magnetic multilayer systems. Equations (4.14) and (4.15) describe
the time evolution and the spatial distribution of the transverse spin accumu-
lation and spin current. The terms ωJgx,y represent the precession of the spin
accumulation around the exchange ﬁeld along Sˆ. The term −αvxgz appears in
Eq. (4.15) because of the rotation of the localized spins, i.e., the y component
the spatial derivative of g is given by ey ·(∂g/∂x) = (∂gy/∂x)+ey ·[gz(∂ez/∂x)].
In this chapter, we assume that the spin-dependence of the electron transport
in a magnetic domain wall is mainly due to the spin-dependent scattering rate.
The means of this argument are as follows. In general, the origins of the spin-
dependence of the electron transport are the spin-dependence of the numbers of
the conduction electrons and the spin-dependence of the scattering rate. The
former is characterized by the exchange coupling constant J while the later is
characterized by the spin-dependent relaxation time Ts. To clarify these two
origins, let us consider the Drude conductivity of the spin-s electrons given by
σs =
e2nsTs
m
, (4.16)
where ns = ks3F /(6π
2) is the number of the spin-s electrons, where ksF =√
2m(εF + sJ)/. Thus, the spin polarization factor β = (σ↑ − σ↓)/(σ↑ + σ↓)
depends on both J and Ts. However, assuming that εF = 5.0 eV and J = 0.5
eV, the spin polarization of the number of electrons, deﬁned by βJ = (n↑ −
n↓)/(n↑+n↓)  0.15, is much smaller than the spin polarization observed in ex-
periments, for example, β = 0.51 for Co, 0.65 for Co91Fe9, and 0.73 for Ni80Fe20
[218, 216]. Thus, the spin polarization factor is considered to be mainly deter-
mined by the spin-dependence of the scattering rate. Thus, we deﬁne the spin
polarization factor β as β = (T ↑ − T ↓)/(T ↑ + T ↓), as mentioned above.
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4.3 Spatial Distribution of Spin Accumulation
In this section, we study the spatial distribution of the transverse spin accumu-
lation by solving the diﬀusion equation in the steady state. For later discussion,
we deﬁne the spin accumulation s and the spin current density j as
s =
∫
d3p
(2π)3
g , (4.17)
j =
∫
d3p
(2π)3
vxg . (4.18)
The charge accumulation n and the charge current density j are deﬁned in a
similar way by using the charge distribution function f instead of g.
4.3.1 Longitudinal Spin Accumulation and Spin Current
What we are most interested in this section is the spatial distribution of the
transverse spin accumulation because it determines the strength of the spin
transfer torque. The longitudinal spin accumulation diﬀuses in the wall within
the scale of the spin diﬀusion length λsd which is very similar to the case of CPP-
GMR structure. However, since the origin of the transverse spin accumulation
is the longitudinal spin current, as shown below, ﬁrst we study the spatial
distribution of the longitudinal spin accumulation and spin current.
Integrating Eq. (4.12) over the momentum space, we ﬁnd that
∂j
∂x
= 0 . (4.19)
This equation represents the conservation low of the charge current.
Next, we consider the spatial distribution of the longitudinal spin current.
The distribution function f (1)s of the spin-s electrons is given by
f (1)s = −vxTs
[
∂fs
∂x
+ eE0
∂f
(0)
s
∂ε
]
− Ts
τsf
[
f˜ (1)s − f˜ (1)−s
]
, (4.20)
where we use Eqs. (4.12) and (4.13). The chemical potential of the spin-s
electrons μs(x) is deﬁned as
f˜ (1)s =
(
−∂f
(0)
s
∂ε
)[
μs(x)− μ(0)
]
, (4.21)
where μ(0) is the chemical potential in equilibrium. We also deﬁne the electro-
chemical potential μ¯s as
μ¯s = μs − eV . (4.22)
Then, js can be expressed as
js = −σ
s(0)
e2
∂μ¯s
∂x
. (4.23)
The longitudinal spin current jz is given by jz = j↑ − j↓.
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Let us deﬁne the spin-independent and spin-dependent parts of the electro-
chemical potential, μ¯ and Δμ, as
μ¯s = μ¯ + sΔμ . (4.24)
We also deﬁne the ﬁeld F (x) as
F (x) =
1
e
∂μ¯
∂x
. (4.25)
Then the charge current density is given by
j = −1
e
[
σ↑(0) + σ↓(0)
]
F (x)− 1
e2
[
σ↑(0) − σ↓(0)
] ∂Δμ
∂x
. (4.26)
Apart from the domain wall, the charge current is given by j = −[(σ↑(0) +
σ↓(0))/e]E0. Because of the conservation low of the charge current, we ﬁnd that
−β
e
∂Δμ
∂x
= F (x) − E0 . (4.27)
It was shown by Valet and Fert [29] that the GMR ratio in CPP magnetic
multilayer is determined by the spatial variation of Δμ, i.e., ∂Δμ/∂x. In the
case of the domain wall, ∂Δμ/∂x is given by [63]
∂Δμ
∂x
=
2εF
3n
(
∂sz
∂x
+ αsy
)
, (4.28)
where n = k3F/(3π
2).
Next, we show that the longintudinal spin accumulation diﬀuse in the do-
main wall within the spin diﬀusion length λsd. Integrating Eq. (4.13) over the
momentum space, we ﬁnd that
∂jz
∂x
+
2
τsf
sz = 0 . (4.29)
Similarly, multiplying vx to Eq. (4.13) and integrating it over the momentum
space, we ﬁnd that
v2F
3
∂sz
∂x
+
jz
2T˜
+
1
2
(
1
T↑
− 1
T↓
)
j = 0 . (4.30)
By deﬁning the diﬀusion coeﬃcient D as D = v2FT˜ /3, this equation is reduced
to
∂sz
∂x
+
1
2D
jz − β2Dj = 0 . (4.31)
Since jz = βj up to the zeroth order of α, we ﬁnd that sz = constant. By using
∂j/∂x = 0, we also ﬁnd that
∂2sz
∂x2
=
sz
λ2sd
, (4.32)
where λsd =
√
Dτsf . Thus, the longitudinal spin accumulation diﬀuses in the
domain wall within the spin diﬀusion length λsd.
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4.3.2 Transverse Spin Accumulation and Spin Current
Here we consider the spatial distriution of the transverse spin accumulation and
spin current in a steady state. Integrating Eqs. (4.14) and (4.15), we ﬁnd that
∂jx
∂x
− ωJsy + 2
τsf
sx = 0 , (4.33)
∂jy
∂x
+ ωJsx +
2
τsf
sy = αjz . (4.34)
Similarly, multiplying vx to Eqs. (4.14) and (4.15) and integrating them over
the momentum space, we ﬁnd that
∂sx
∂x
= − 1
2D
jx +
ωJ T˜
D
jy , (4.35)
∂sy
∂x
= −ωJ T˜
D
jx − 12Djy . (4.36)
Since we are interested in the spin accumulation on the order of α, the longitu-
dinal spin current jz in Eq. (4.34) is regarded as jz = βje/(−e), where je = −ej
is the electric current density.
The physics behind Eqs. (4.33)-(4.36) are as follows. Traveling through the
domain wall, the conduction electrons vary the direction of their spin along the
localized spin angular momentum Sˆ. Then, spin accumulation and spin current
polarized along the y direction (∝ ∂Sˆ/∂x) are induced [see Eq. (4.34)]. The
accumulated spins precess around Sˆ due to the sd exchange coupling with the
precession frequency ωJ . Then, the x components of the spin accumulation and
spin current are induced [see Eq. (4.33)]. Equations (4.35) and (4.36) relate the
spin accumulation and spin current by the diﬀusion constant.
Before estimating the spin accumulation and spin transfer torque in a domain
wall, we should emphasize the validity of our calculations. Since Eqs. (4.33)-
(4.36) are obtained by applying the diﬀusion approximation to the Boltzmann
equation, i.e., we assume that g(1) is proportional to the velocity vx, they are
valid for d ≥ lmfp, where lmfp = vFT˜ is the mean-free-path of the conduction
electrons. For a domain wall whose thickness of which is much smaller than the
mean free path, the Boltzmann equation should be solved without the diﬀusion
approximation. Moreover, in such a very thin domain wall, we cannot neglect
the higher-order terms of α.
By using Eqs. (4.33)-(4.36), we ﬁnd that
∂2s±
∂x2
=
1
2±
s± , (4.37)
where s± = sx ± isy, and ± is given by
1
±
=
√
1
2D
(
1± 2iωJ T˜
)(
±iωJ + 2
τsf
)
. (4.38)
Equation (4.37) is the diﬀusion equation of the transverse spin accumulation.
The length ± characterizes the spatial distribution of the transverse spin accu-
mulation.
75
The solution of Eq. (4.37) is given by s± ∝ e±x/± . The integral constants
are determined by the boundary conditions. We assume that the transverse spin
accumulation and spin current are such that they vanish at the limit of |x| → ∞
and are continuous at x = ±d/2. Then, the transverse spin accumulations inside
and outside of the domain wall are, respectively, given by
1. for x < −d/2 (outside the wall):
s+ =
π(1 + iζ)jz
ωJd(1 + ζ2)
sinh
(
d
2+
)
exp
(
x
+
)
, (4.39)
2. for −d/2 < x < d/2 (inside the wall):
s+ =
π(1 + iζ)jz
ωJd(1 + ζ2)
[
1− exp
(
− d
2+
)
cosh
(
x
+
)]
, (4.40)
3. for x > d/2 (outside the wall):
s+ =
π(1 + iζ)jz
ωJd(1 + ζ2)
sinh
(
d
2+
)
exp
(
− x
+
)
. (4.41)
As shown in Eq. (4.40), the transverse spin accumulations can be decomposed
into spatially independent (ﬁrst) and dependent (second) parts. The spatially
independent part is identical to that given by Zhang and Li [174]. Thus, as
shown later, spin transfer torque estimated by this spatially independent part
is identical to that estimated by Zhang and Li, which is independent of the
thickness of the domain wall. On the other hand, spin transfer torque estimated
by the spatially dependent part is inversely proportional to the thickness, and is
considered to play an important role for the magnetization dynamics in a thin
domain wall.
We also give a brief comment about the characteristic length of the spatial
distribution of the transverse spin accumulation. Assuming that ωJ > 1/T˜ 
2/τsf , the length ± is approximated to
1
±

√
3
4lmfp
± i
√
3ωJ
vF
. (4.42)
Thus, the spatial relaxation of the transverse spin accumulation is characterized
by the mean free path lmfp while the spatial oscillation of it is characterized by
the sd exchange coupling.
Figure 4.1 shows the spatial dependence of the transverse spin accumula-
tions, sx and sy, for thick (d = 100 nm) and thin (d = 10 nm) domain walls,
respectively. For convenience, sx and sy are divided by jz/ωJ [see Eq. (4.40)].
The parameters are taken to be J = 0.5 eV, τsf = 10−4 ns, and lmfp = 3.0 nm,
respectively. The Fermi velocity is given by vF =
√
2εF/m, where the Fermi
energy is taken to be εF = 5.0 eV. These are typical values for the conventional
transition ferromagnetic metals [37]. As shown in Figs. 4.1 (a) and 4.1 (b), for a
thick domain wall, the spin accumulation in the domain wall is nearly spatially
independent except at the boundaries of the domain wall x = ±d/2. On the
other hand, as shown in Figs. 4.1 (c) and 4.1 (d), for a thin domain wall, the
spin accumulations vary in the domain wall, and we cannot assume the spatial
independence of the spin accumulations.
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Figure 4.1: The spatial variation in the transverse spin accumulation for a thick
(d = 100 nm) and thin (d = 10 nm) domain wall; (a) sx for d = 100 nm, (b) sy
for d = 100 nm, (c) sx for d = 10 nm, and (d) sy for d = 10 nm, respectively.
The magnitudes of sx and sy are divided by jz/ωJ [see Eq. (4.40)].
4.4 Time Evolution of Spin Accumulation and
Spin Current
In the previous section, we calculate the spatial distribution of the spin accumu-
lation in the steady state. In this section, we solve the time-dependent diﬀusion
equation, and show that the time evolution of the longitudinal spin current is
characterized by the momentum relaxation time T˜ , and that the time evolution
of the transverse spin accumulation and spin current are characterized by the
spin-ﬂip scattering time.
The time-dependent Boltzmann equations of the charge and spin distribution
functions are given in Eqs. (4.12)-(4.15). As shown in the previous section,
the longitudinal spin accumulation is spatially independent in the domain wall.
Since the longitudinal spin accumulation is zero far away from the domain wall
and continuous at the boundaries of the domain wall x = ±d/2, we can assume
that the amount of the longitudinal spin accumulation is negligibly small. Thus,
we set g˜(1)z = 0. On the other hand, as shown in the previous section, the
longitudinal spin current acts as the source of the transverse spin accumulation
and spin current, and thus, we cannot neglect the longitudinal spin current.
The time evolution of the longitudinal spin current is estimated by Eqs. (4.12)
and (4.13). To obtain the longitudinal spin current density, it is convenient to
rewrite these equations as
∂fs
∂t
+ vx
∂fs
∂x
− evxE0 ∂f
(0)
s
∂ε
= − 1
Ts
fs , (4.43)
where fs = (f + sgz)/2 and f
(0)
s (ε)  f (0)(ε) = −δ(v− εF)/(mvF). Multiplying
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vx to this equation, and integrating it over the momentum space, we ﬁnd that
∂js
∂t
+
1
Ts
js =
je
−e(T↑ + T↓) , (4.44)
where we use the Ohm’s law je = (σ↑(0) + σ↓(0))E0. Here, we also use f˜
(1)
s =
0. The Green function of this diﬀerential equation is given by G(t − t′) =
e−(t−t
′)/Tsθ(t), where θ(t) is the Heaviside step function. Then, js is given by
js =
(1 + sβ)je
2(−e)
[
1− exp
(
− t
Ts
)]
, (4.45)
where we assume that the electric current is spatially independent. Then, the
longitudinal spin current jz is given by
jz = β
je
−e
[
1− (1 + β)
2β
exp
{
− (1− β)
2T˜
t
}
+
(1− β)
2β
exp
{
− (1 + β)
2T˜
t
}]
.
(4.46)
Here the positive electric current density je corresponds to the electrons ﬂow
along the −x direction.
The physics behind the above results are as follows. We neglect the longitu-
dinal spin accumulation because the magnitude of it is higher order of the small
parameter α. Then we ﬁnd that g˜(1)z = 0. Thus, the spin-ﬂip scattering time
τsf plays no role on the time evolution of the longitudinal spin current. The
currents of the spin-up and spin-down electrons ﬂow through the domain wall
independently, and the relaxation of the motion of them are characterized by
T↑ = 2T˜ /(1 − β) and T↓ = 2T˜ /(1 + β), respectively. Thus, the time evolution
of the longitudinal spin current is characterized by the momentum relaxation
time T˜ . It should be noted that T˜ can be estimated by the mean free path of
the conduction electrons in the ferromagnetic metal [37], and is on the order of
10−6 ns.
Next, let us consider the time evolution of the transverse spin accumulation
and spin current. The time-dependent diﬀusion equations of them are given by
∂sx
∂t
+
∂jx
∂x
− ωJsy + 2
τsf
sx = 0 , (4.47)
∂sy
∂t
+
∂jy
∂x
+ ωJsx +
2
τsf
sy = αjz , (4.48)
∂jx
∂t
+
D
T˜
∂sx
∂x
− ωJjy + 1
2T˜
jx = 0 , (4.49)
∂jy
∂t
+
D
T˜
∂sy
∂x
+ ωJjx +
1
2T˜
jy = 0 . (4.50)
We solve these equations with Eq. (4.46). The boundary conditions of the
transverse spin accumulation and spin current are that they vanish at |x| →
∞. The values of the parameters we used are same with that in the previous
section. The thickness of the domain wall d, the spin polarization factor β,
and the electric current density je are taken to be d = 30 nm, β = 0.5, and
je = −5.0× 107 A/cm2, respectively.
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Figure 4.2: (a) the time evolution of the spin accumulation sx at x = 0. (b) the
time evolution of the spin accumulation sy at x = 0. (c) the spatial variation of
sx at t = 0.1τsf (solid line) and in a steady state (dotted line). (d) the spatial
variation of sy at t = 0.1τsf (solid line) and in a steady state (dotted line).
Figures 4.2 (a) and 4.2 (b) shows the time evolution of the transverse spin
accumulations at x = 0 where the time t is renormalized by the spin-ﬂip scat-
tering time τsf . As shown in these ﬁgures, the time evolution of the transverse
spin accumulations, sx and sy, is characterized by the spin-ﬂip scattering time.
According to Eqs. (4.49) and (4.50), the time evolution of the transverse spin
current is determined by the transverse spin accumulation. Thus, the time
evolution of the transverse spin current is also characterized by the spin-ﬂip
scattering time.
Figures 4.2 (c) and 4.2 (d) show the spatial variations of the spin accumula-
tions sx and sy respectively. The solid and dotted lines correspond to the spin
accumulation at t = 0.1τsf and in a steady state (t → ∞), respectively. As
shown in these ﬁgures, the spin accumulation is induced at the boundaries of
the domain wall at t τsf , and spread into and out to the domain wall.
The physics behind the above results are as follows. As shown in Eqs.
(4.47) and (4.48), the relaxations of the transverse spin accumulations, sx and
sy, are characterized by the spin-ﬂip scattering time τsf . The order of the
spin-ﬂip scattering time can be estimated by the spin diﬀusion length of the
ferromagnetic metal [30], and is on the order of 10−4 ns. The origin of the
transverse spin accumulation is the spatial gradient of the localized spin, ∂Sˆ/∂x,
which is proportional to α. The electrons injected into the domain wall changes
the direction of their spins to the direction of Sˆ(x = ±d/2) at the boundaries
of the domain wall at ﬁrst, and then change the direction of their spins to the
directions of Sˆ(−d/2 < x < d/2) in the wall. Thus, the spin accumulation is
ﬁrst induced at x = ±d/2.
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4.5 Spin Transfer Torque in Magnetic Domain
Wall
In this section, we investigate the spin transfer torque exerted on the magneti-
zations in a magnetic domain wall.
Because of the sd exchange coupling between the spin accumulation and
the localized spin, the spin accumulation precesses around the localized spin
with the angular frequency ωJ . Then, spin transfer torque T = ωJs× Sˆ is ex-
erted on the localized spin, and modiﬁes the equation of motion of the localized
magnetization (Landau-Lifshitz-Gilbert equation). A brief introduction of the
Landau-Lifshitz-Gilbert equation with spin transfer torque is given in Appendix
7.4. According to its deﬁnition, the spatially dependence of the strength and the
direction of spin transfer torque equal to that of the spin accumulation, i.e., Fig.
4.1. However, to investigate the dependence of the magnitude of the strength
of spin transfer torque on the thickness of the domain wall, and to compare this
dependence to the results in Ref. [174], it is convenient to consider the averaged
torque d−1
∫ d/2
−d/2 dxT. To this end, we deﬁne τ as
τ = ωJ
∫ d/2
−d/2
dxs× Sˆ = τxα−1Sˆ× ∂Sˆ
∂x
− τyα−1 ∂Sˆ
∂x
. (4.51)
Then, the Landau-Lifshitz-Gilbert equation with spin transfer torque is given
by (Mˆ = −Sˆ)
∂Mˆ
∂t
= −γMˆ×B+ α0Mˆ× ∂Mˆ
∂t
+
γ
2πM
τy
∂Mˆ
∂x
+
γ
2πM
τxMˆ× ∂Mˆ
∂x
, (4.52)
where γ is the gyromagnetic ratio, B is the eﬀective magnetic ﬁeld, M is the
magnitude of the magnetization and α0 is the Gilbert damping constant. τy =
ey · τ and τx = ex · τ correspond to the adiabatic and non-adiabatic torque,
respectively. By using Eq. (4.40), we ﬁnd that
τy =
πβje
e(1 + ζ2)
− πβje[kr − e
−krd(kr cos kid− ki sin kid)]
ed(1 + ζ2)(k2r + k2i )
− πζβje[ki − e
−krd(ki cos kid + kr sin kid)]
ed(1 + ζ2)(k2r + k2i )
,
(4.53)
τx =− πζβje
e(1 + ζ2)
− πβje[ki − e
−krd(ki cos kid+ kr sinkid)]
ed(1 + ζ2)(k2r + k2i )
+
πζβje[kr − e−krd(kr cos kid− ki sin kid)]
ed(1 + ζ2)(k2r + k2i )
.
(4.54)
where kr = Re[1/+] and ki = Im[1/+], respectively. The ﬁrst terms of Eqs.
(4.53) and (4.54) are identical to the adiabatic and non-adiabatic torque esti-
mated by Zhang and Li [174], respectively. These ﬁrst terms arise from the
spatially independent part of the spin accumulation, i.e., the ﬁrst term of Eq.
(4.40). It should be noted that these terms are independent of the thickness
of the domain wall d. For a thick domain wall, these ﬁrst terms are dominant
for spin transfer torque, and the ratio of the magnitude of the adiabatic and
non-adiabatic torque, |τx/τy|, is given by ζ  10−2 [174]. On the other hand,
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the second and third terms of Eqs. (4.53) and (4.54) arise from the spatial
variation in the spin accumulation, i.e., the second term of Eq. (4.40). As
shown in Figs. 4.1 (c) and 4.1 (d), for a thin domain wall, we cannot neglect
the spatial variation in the transverse spin accumulation, and these second and
third terms dominate the spin transfer torque. It should be noted that these
terms are inversely proportional to the thickness d. Thus, for a thin domain
wall, the strength of the spin transfer torque is considerably diﬀerent from that
estimated by Zhang and Li [174].
Figure 4.3 shows the strength of the adiabatic torque τy and the non-
adiabatic torque τx renormalized by πβje/e against the thickness of the domain
wall d. We denote the torque for d ≤ lmfp by the dotted line because our calcu-
lations are restricted for d ≥ lmfp; thus, the torques for d ≤ lmfp are not valid.
As shown in Fig. 4.3, for d ≥ 30 nm, spin transfer torque is nearly independent
of the thickness d. On the other hand, for d  30 nm, the strength of the
non-adiabatic torque increases as the thickness d decreases. For d ≤ 10 nm,
|τx/τy|  10−1, which is one order of magnitude larger than that estimated by
Zhang and Li [174]. Moreover, for d ≤ 10 nm, the spin transfer torque oscillates
against the thickness d with the period of the oscillation given by 2π/ki.
Let us reveal the parameters which characterize the above behavior of the
spin transfer torque. Assuming that kr 
√
3/(4lmfp)  ki 
√
3ωJ/vF (Ref.
[64]) and d lmfp, we ﬁnd that τy  πβje/e and τx  −πζβje/e−πβje/(edki),
respectively. Thus, for d  lmfp, the adiabatic torque is nearly independent
of the thickness. On the other hand, for d  1/(ζki)  lsf/(2
√
3)  40 nm,
where lsf = vFτsf is the spin-ﬂip length, the torque due to the spatial variation
in the spin accumulation is dominant for the non-adiabatic torque. For a thin
domain wall, the ratio of the adiabatic and non-adiabatic torque is characterized
by vF/(
√
3ωJd), which is the ratio of the precession frequency of the electrons’
spin around the localized spin Sˆ due to the sd exchange coupling and the angular
velocity of the rotation of the exchange ﬁeld in the domain wall. For d = 10 nm,
vF/(
√
3ωJd)  10−1. The oscillation period is given by 2π/ki  2πvF/(
√
3ωJ) 
2.5 nm. These estimations can be conﬁrmed by the plots shown in Fig. 4.3.
When the precession frequency of the electrons’ spin around the exchange
ﬁeld, ωJ , is comparable to the angular velocity of the rotation of the exchange
ﬁeld in space, πvF/d, the direction of the electrons’ spin cannot vary their di-
rection adiabatically, and the non-adiabaticity, which is sometimes called the
mistracking eﬀect, plays an important role in the spin-dependent transport
phenomena. For example, the terminal velocity of the domain wall motion is
proportional to the ratio of the adiabatic and non-adiabatic torque [190]. The
non-adiabaticity is characterized by a dimensionless parameter ξ = πvF/(2dωJ)
[219]. As shown above, the ratio of the adiabatic and non-adiabatic torques for
a thin domain wall, vF/(
√
3ωJd), is the ﬁrst order of ξ, while the magnetoresis-
tance due to the mistracking eﬀect or spin accumulation is on the second order
of ξ [51, 63, 64]. For conventional ferromagnetic metals with d ≥ lmfp, ξ is less
than unity. Thus, the non-adiabaticity plays an important role in the dynamics
of the localized magnetization compared to the magnetoresistance. It should be
noted that for a thick domain wall the non-adiabatic torque is characterized by
ζ = 2/(ωJτsf), not ξ, as shown by Zhang and Li [174].
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Figure 4.3: (a) The strength of the adiabatic torque τy renormalized by πβje/e
against the thickness of the domain wall is shown. (b) The strength of the non-
adiabatic torque τx renormalized by πβje/e against the thickness of the domain
wall is shown. For d ≤ lmfp = 3 nm, the diﬀusion approximation cannot be
applied to the Boltzmann equation, and thus, torque below d ≤ lmfp denoted
by the dotted line is not valid.
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4.6 Conclusion
In this chapter, we studied the spatial distribution and the time evolution of
the spin accumulation in a magnetic domain wall by solving the diﬀusion equa-
tion. We also investigated the spin transfer torque exerted on the localized
magnetization. Summary of the results in this chapter is as follows.
1. The transverse spin accumulation in the domain wall can be decomposed
into spatially independent part and dependent part. For a thick domain
wall whose thickness is much longer than the mean free path, the spa-
tially dependent part is negligibly small, and the spin accumulation in the
domain wall is nearly spatially independent except the boundaries of the
wall. On the other hand, for a thin domain wall whose thickness is much
thinner than the mean free path, we cannot neglect the spatial variation
of the spin accumulation.
2. The time evolution of the longitudinal spin current is characterized by
the momentum relaxation time, which is on the order of 10−6 ns. On the
other hand, the time evolution of the transverse spin accumulation and
spin current is characterized by the spin-ﬂip scattering time, which is on
the order of 10−4 ns.
3. The spin transfer torque can be decomposed into two parts: one of them
is independent of the thickness of the domain wall while the other is in-
versely proportional to the thickness. The former arises from the spatially
independent part of the spin accumulation while the later arises from the
spatially dependent part of the spin accumulation. The ratio of the magni-
tude of the strength of the adiabatic and the non-adiabatic is about 10−2
for a thick domain wall while it is about 10−1 for a thin domain wall.
Our results indicate the importance of the eﬀect of the non-adiabatic torque
in a suﬃciently thin domain wall. Physically, the adiabatic torque induces
the translational motion of the domain wall while the non-adiabatic torque
deform the wall. To simulate the current-induced domain wall motion for a
thin domain wall, the Landau-Lifshitz-Gilbert equations with spin torque for all
magnetizations inside the domain wall and near its interface should be solved.
The advantage of our result is its simple, analytical expression of spin torque.
Our results will be important tool for both analytical and numerical studies of
the current-driven domain wall motion.
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Chapter 5
Critical Current of Spin
Transfer Torque Driven
Magnetization Dynamics
In this chapter, we study the eﬀects of ﬁnite penetration depth of transverse
spin current and spin pumping on critical current of spin transfer-torque-driven
magnetization dynamics. By solving the diﬀusion equations of the spin accu-
mulations in the nonmagnetic and ferromagnetic layers and using the circuit
theory to calculate the electric and spin currents at the interfaces, we calcu-
late spin transfer torque exerted on the magnetization of the free layer. We
successfully reproduce the recent experimental results obtained by Chen et al.
[167] and found that the critical current remains ﬁnite even in the zero-thickness
limit of the free layer. We showed that the remaining value of critical current
is determined mainly by spin pumping.
5.1 Background
Spin transfer torque (STT) driven magnetization dynamics is a promising tech-
nique in operating the spin-electronics devices such as magnetic random access
memory. One of the main obstacles in developing STT-based spin electronics de-
vices is the high critical current density. The critical current density required to
induce STT-driven magnetization dynamics in current-perpendicular-to-plane
(CPP) giant magnetoresistance (GMR) system is as high as 106 − 108 A/cm2.
As a method of the magnetization reversal of a cell of the magnetic memory,
low critical current density is required.
STT was ﬁrst produced by Slonczewski [77] and independently by Berger
[78] in 1996. The theoretical estimation of the critical current of STT-driven
magnetization dynamics is expressed as [79, 80, 81]
Ic =
2eMSd
γη
α0ω , (5.1)
where e is the elementary charge and  is the Dirac constant. M , S, d, γ
and α0 are the magnetization, cross section area, thickness, gyromagnetic ratio
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and the intrinsic Gilbert damping constant of the free layer, respectively. ω is
the angular frequency of the magnetization around the equilibrium point. The
transverse spin polarization coeﬃcient η depends only on the relative angle of the
magnetizations of the ﬁxed and free layers [77, 80]. According to Slonczewski’s
theory, we can control the critical current by varying the thickness of the free
layer, d and the critical current vanishes in the limit of d→ 0.
However, recently, Chen et al. [167] reported that the critical current of STT-
driven magnetization dynamics of a CPP-GMR system remains ﬁnite even in
the zero-thickness limit of the free layer. What are missing from the above
consideration based on Slonczewski’s theory are the eﬀects of the ﬁnite penetra-
tion depth of the transverse spin current, λt, [69, 158, 164] and spin pumping
[129, 130, 132, 134]. The penetration depth of the transverse spin current is
the characteristic length of the ferromagnetic metal over which the transfer of
the spin angular momentum from conducting electrons to the magnetization
is achieved. If the free layer is thinner than λt, the conducting electrons can-
not transfer their angular momentum to the magnetization to exert STT. Spin
pumping is the phenomenon by which the spin current is pumped out from
the free layer into the other layers. The magnetic (Gilbert) damping of the
free layer is enhanced by spin pumping. Therefore, we need to analyze the
experimental results by taking into account both the ﬁnite penetration depth
of the transverse spin current and spin pumping to understand the mechanism
that determines the critical current of STT-driven magnetization dynamics in
magnetic multilayers.
In this chapter, we study the dependence of critical current density of STT-
driven magnetization dynamics on the thickness of the free layer by taking into
account the eﬀects of the ﬁnite penetration depth of the transverse spin current
and spin pumping. It should be noted that the conventional theory of spin
pumping assumes that the penetration depth of transverse spin current in a
ferromagnetic metal is zero. Thus, to analyze the experiments of Chen et al.
[167], we extend the theory of spin pumping to take into account the penetration
depth of the transverse spin current.
5.2 Formalism
A schematic view of the system we consider is shown in Fig. 5.1, where two
ferromagnetic layers (F1 and F2) are sandwiched by the nonmagnetic layers
Ni (i = 1 − 7). The F1 and F2 layers correspond to the free and ﬁxed layer,
respectively. mk (k = 1, 2) is the unit vector pointing the direction of the
magnetization of the Fk layer. dk and Li are the thickness of the Fk and Ni
layers, respectively. The electric current I ﬂows from the N7 layer to the N1
layer.
To calculate the spin transfer torque (STT) exerted on the magnetization of
the free (F1) layer, two steps are required: one is to solve the diﬀusion equations
of the spin accumulations in each layers, and the other is to calculate the electric
and spin currents at the interfaces. We assume that the spin accumulations in
ferromagnetic and nonmagnetic layers obey diﬀusion equation given by Zhang
et al. [69] and that the electric and spin currents at the interfaces are given by
the circuit theory of Brataas et al. [139, 140], which is extended to take into
account the ﬁnite transverse spin accumulation in ferromagnetic layers.
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Figure 5.1: The ferromagnetic(F)/nonmagnetic(N) multilayer we consider is
schematically shown. The symbols are deﬁned in the text.
5.2.1 Diﬀusion Equation of Spin Accumulation
In this subsection, we show the general solution of the spin accumulations in
ferromagnetic and nonmagnetic layers.
First of all, we should deﬁne the charge and spin accumulations in ferromag-
netic layer. The spin accumulation in nonmagnetic layer is easily obtained by
setting that the spin polarization of the ferromagnetic layer is zero. As shown
in Eq. (2.73), in general, the distribution function of the conduction electrons is
expressed as a 2× 2 matrix in spin space. The charge accumulation is obtained
by the charge distribution component of Eq. (2.73), and is given by
μF =
1
2
∫
εF
dεTr
[
Fˆ
]
. (5.2)
Similarly, the spin accumulation is obtained by the spin distribution component
of Eq. (2.73), and is given by
μF =
∫
εF
dεTr
[
σˆFˆ
]
. (5.3)
It should be noted that in the ferromagnetic layer we have to distinguish two
components of the spin accumulation: longitudinal (parallel to magnetization)
and transverse (perpendicular to magnetization) spin accumulations. The lon-
gitudinal spin accumulation decays in the ferromagnetic layer because of the
spin-ﬂip scattering. On the other hand, for the transverse spin accumulation,
we have to consider not only the spin-ﬂip scattering but also the precession of
the spin accumulation around the localized magnetization, which is induced by
the sd exchange interaction between the spins of the conduction and localized
electrons. Here we denote the longitudinal and transverse spin accumulation in
the ferromagnetic layer as μLF = (m·μF)m and μTF = m×(μF×m), respectively.
We should note that the distinction of the ”longitudinal” and ”transverse” is
not necessary for a nonmagnetic layer. The electro-chemical potential of the
spin-s electrons in the ferromagnetic layer, μsF, is related to the charge and lon-
gitudinal spin accumulations via μF = (μ
↑
F + μ
↓
F)/2 and m ·μLF = μ↑F − μ↓F. For
later discussions, we deﬁne two unit vectors t1 and t2 which are aligned to the
x and y axis in spin space respectively when the magnetization m is aligned to
the z axis. According to this deﬁnition, the transvrse spin accumulation can be
expressed as μTF = μF(x)t1 + μF(y)t2.
To relate the charge and spin accumulations and currents, according to
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Zhang et al. [69], we use the drift-diﬀusion approximation given by
jˆ =
1
e
Cˆ
∂V
∂x
− Dˆ ∂nˆ
∂x
, (5.4)
Here we assume the one-dimensional electrons transport along the x direction.
jˆ = [j/(−e)]1ˆ + [js/(/2)] · σˆ is the spinor expression of the charge (j) and spin
current (js) density. Cˆ = C0[1ˆ + βm · σˆ] and Dˆ = D0[1ˆ + β′m · σˆ] are the
spinor expression of the conductivity σ and diﬀusion D coeﬃcient, respectively,
where C0 = (σ
↑
F + σ
↓
F)/2, D0 = (D
↑
F + D
↓
F)/2, β = (σ
↑
F − σ↓F)/(σ↑F + σ↓F), and
β′ = (D↑F − D↓F)/(D↑F + D↓F), respectively. For a nonmagnetic layer, the spin
polarizations of the conductivity and the diﬀusion coeﬃcient, β and β′, are
zero. The conductivity and diﬀusion coeﬃcient satisfy the Einstein relation
Cˆ = e2NˆDˆ, where Nˆ = [(N↑F + N
↓
F)/2]1ˆ + [(N
↑
F − N↓F)/2]m · σˆ is the density
of states. The spinor expression of the non-equilibrium charge and spin density
nˆ = n1ˆ +nzm+ nxt1 +nyt2 is related to the charge and spin accumulation via
μF = −eV +(n↑/2N↑F)+(n↓/2N↓F), m ·μLF = (n↑/N↑F)− (n↓/N↓F), and μF(x,y) =
nx,y/N
↑↓
F , where n = (n↑ + n↓)/2, nz = (n↑ − n↓)/2, and N↑↓F = (N↑F +N↓F)/2,
respectively. By using Eq. (5.4) and these relations, the charge current I = jS,
the longitudinal spin current m · Is = m · jsS, and the transverse spin current
m× (Is ×m) = (S/2)m× (js ×m), are expressed as
I =
∂
∂x
S
e
(
σ↑Fμ
↑
F + σ
↓
Fμ
↓
F
)
, (5.5)
(m · Is)m = − ∂
∂x
S
2e2
(
σ↑Fμ
↑
F − σ↓Fμ↓F
)
, (5.6)
m× (Is ×m) = − ∂
∂x
Sσ↑↓F
2e2
μTF , (5.7)
where σ↑↓F is given by
σ↑↓F = e
2 (N
↑
F + N
↓
F)
2
(D↑F +D
↓
F)
2
=
1
2
(
σ↑F
1 + β′
+
σ↓F
1− β′
)
. (5.8)
It should be noted that I is positive when the electrons ﬂow along the −x
direction.
To obtain the solutions of the longitudinal and transverse spin accumulation
in the ferromagnetic layer, we assume that the spin accumulation obeys the
diﬀusion equation given by Zhang et al. . [69]. The diﬀusion equation of the
longitudinal spin accumulation is given by [69]
∂2
∂x2
μLF =
1
λ2sd(FL)
μLF , (5.9)
where λsd(FL) is the spin diﬀusion length of the longitudinal spin accumulation.
Equation (5.9) is identical to the diﬀusion equation derived by Valet and Fert
[29] [see also Sec. 2.3]. The integral constants of the diﬀerential equation (5.9)
are given by the electric and longitudinal spin current at the interfaces. By using
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Eqs. (5.5) and (5.6), the general solution of the longitudinal spin accumulation
in the ferromagnetic layer is given by
m·μLF =
4π
gsd sinh(d/λsd(FL))
[(
I(1)sz +

2e
βI
)
cosh
(
x− d
λsd(FL)
)
−
(
I(2)sz +

2e
βI
)
cosh
(
x
λsd(FL)
)]
,
(5.10)
where I is the electric current, I(1)sz and I
(2)
sz are the longitudinal spin currents
m · Is at x = 0 and x = d, respectively, and gsd is given by
gsd =
(1− β2)hS
2e2ρFλsf(FL)
, (5.11)
where ρF = 1/(σ
↑
F + σ
↓
F) are the resistivity. It should be noted that I
(1,2)
sz is
positive when the electrons ﬂow along the x direction.
Next, we calculate the transverse spin accumulation. According to Zhang et
al. [69], we assume that the transverse spin accumulation obeys the following
equation:
∂2
∂x2
μTF =
1
λ2J
μTF ×m+
1
λ2sd(FT)
μTF , (5.12)
where λJ =
√
[(D↑F +D
↓
F)]/(2J) and λsd(FT) is the transverse spin diﬀusion
length. Here J represents the strength of the exchange interaction between the
spin of the conduction electrons and the magnetization of the ferromagnetic
layer. Using Eqs. (5.7) and (5.12), we ﬁnd that the solution of the transverse
spin accumulation is given by
t1 · μTF = 4π
[
f1(x)I(1)sx + if2(x)I
(1)
sy + f3(x)I
(2)
sx + if4(x)I
(2)
sy
]
, (5.13)
t2 · μTF = 4π
[
−if2(x)I(1)sx + f1(x)I(1)sy − if4(x)I(2)sx + f3(x)I(2)sy
]
, (5.14)
where I(1)sx(y) and I
(2)
sx(y) are the t1 (t2) components of the spin currents at x = 0
and x = d, respectively. The functions fk(x) (k = 1, 2, 3, 4) are given by
f1(x) = Re
[
cosh ((x− d)/)
gt sinh (d/)
]
, f2(x) = iIm
[
cosh ((x − d)/)
gt sinh (d/)
]
, (5.15)
f3(x) = −Re
[
cosh (x/)
gt sinh (d/)
]
, f4(x) = −iIm
[
cosh (x/)
gt sinh (d/)
]
, (5.16)
where  and gt are given by
1

=
√
1
λ2sd(FT)
− i 1
λ2J
, (5.17)
gt =
hS
4e2ρF
[(
1 + β
1 + β′
)
+
(
1− β
1− β′
)]
. (5.18)
The penetration depth of the transverse spin current λt that characterizes the
exponential decay of the transverse spin current is deﬁned as [164]
1
λt
= Re
[
1

]
. (5.19)
If we set β = β′ = 0 and J = 0, there is no distinction between the longitudinal
and transverse spin accumulation, and the solutions (5.10), (5.13) and (5.14)
are reduced to the spin accumulation in the nonmagnetic layer.
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5.2.2 Circuit Theory
As shown in Eqs. (5.10), (5.13) and (5.14), the spin accumulations in nonmag-
netic and ferromagnetic layers are expressed in terms of the charge and spin
currents at the interfaces. To calculate these currents at the interface, we use
the circuit theory proposed by Brataas et al. [139, 140]. In this circuit the-
ory, the charge and spin current at the ferromagnetic/nonmagnetic interface
are calculated by Landauer formula:
Iˆ =
e
h
∑
m,n
∫
εF
dε
[
TˆmnFˆF(Tˆ †)mn −
{
δmnFˆN − RˆmnFˆN(Rˆ†)mn
}]
, (5.20)
where FˆF(N) is the distribution function of the conduction electrons in the ferro-
magnetic (nonmagnetic) layer, Rˆmn is the reﬂection coeﬃcient for the transverse
mode (channel) m at the normal metal side and reﬂected to the transverse mode
n, and Tˆmn is the transmission coeﬃcient for electrons incoming from the fer-
romagnetic layer in the transverse mode m and transmitted in the transverse
mode n. It should be noted that the distribution function Fˆ , and the reﬂection
and transmission coeﬃcients Rˆ and Tˆ are the 2 × 2 matrix in spin space. The
relation between the distribution function Fˆ and the charge and spin current
were discussed in the previous subsection. The scattering coeﬃcients Rˆ and Tˆ
are expressed as
Rˆmn = r↑mnuˆ↑ + r
↓
mnuˆ↓ , Tˆmn = t
↑
mnuˆ↑ + t
↓
mnuˆ↓ , (5.21)
where r↑(↓)mn and t
↑(↓)
mn are the reﬂection and the transmission coeﬃcient of spin-
up (spin-down) electrons at the interface, respectively. Here uˆ↑ = (1ˆ +m · σˆ)/2
and uˆ↓ = (1ˆ −m · σˆ)/2 are the projection matrices of the spin-up and spin-
down states, respectively. The charge current IF/N and spin current IF/Ns at
the F/N interface (into the nonmagnetic layer) are obtained by IF/N = Tr[Iˆ]
and IF/Ns = (/2e)Tr[σˆIˆ], respectively. Although the ﬁrst paper of Brataas et
al. [139] assumed the spatially homogeneous distribution function, it was shown
that the circuit theory can be applied to a diﬀusive system [141].
As mentioned in Sec. 5.1, in this chapter, we are interested in the eﬀect of
ﬁnite penetration depth of the transverse spin current (5.19) on critical current
of STT-driven magnetization dynamics. However, the circuit theory of Brataas
et al. [139, 140] assumes that the penetration depth is zero. This assumption
equals that they assume no transverse spin accumulation in the ferromagnetic
layers, i.e., fx = fy = 0 in Eq. (2.73). To take into account the ﬁnite penetration
depth of the transverse spin current, in this chapter, we eliminate the assumption
fx = fy = 0 from the circuit theory of Brataas et al. . Then, by using Eq. (5.20),
we ﬁnd that the charge and spin currents are given by
IF/N =
eg
2h
[2(μF − μN) + pm · (μF − μN)] , (5.22)
IF/Ns =
1
4π
[
g
{
p(μF − μN) + 12m · (μF − μN)
}
m− g↑↓r m× (μN ×m)− g↑↓i μN ×m
+ t↑↓r m× (μF ×m) + t↑↓i μF ×m
]
,
(5.23)
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where μF(N) and μF(N) are the charge and spin accumulation in the ferromag-
netic (nonmagnetic) layer. The total conductance g, the mixing conductance
g↑↓r,i [139, 140], and the transmission mixing conductance t
↑↓
r,i are expressed in
terms of the spin-dependent reﬂection and transmission coeﬃcients as
gss
′
=
∑
m,n
(
δmn − rsmnrs
′∗
mn
)
, (5.24)
tss
′
=
∑
m,n
tsmnt
s′∗
mn , (5.25)
and g = g↑↑ + g↓↓, g↑↓r(i) = Re(Im)[g
↑↓], and t↑↓r(i) = Re(Im)[t
↑↓]. The spin
polarization of the conductance is p = (g↑↑ − g↓↓)/(g↑↑ + g↓↓) (although in
Sec. 2.3 the spin polarization of the interface resistance rs = 1/gss is denoted
as γ, in this chapter, we use the symbol p for the spin polarization because
the symbol γ is used for the gyromagnetic ratio). It should be noted that the
charge and longitudinal spin currents in Eqs. (5.22) and (5.23) are expressed as
I ∝ g↑↑(μ↑F − μ↓N) + g↓↓(μ↓F − μ↓N) and m · Is ∝ g↑↑(μ↑F − μ↓N) − g↓↓(μ↓F − μ↓N),
respectively, where μsF(N) is the electro-chemical potential of the spin-s electrons
in the ferromagnetic (nonmagnetic) layer. The last two terms in Eq. (5.23)
are the transverse spin current induced by the transverse spin accumulation
in the ferromagnetic layer, and are omitted in the conventional circuit theory
of Brataas et al. [139, 140]. The conductances g↑↓ and t↑↓ characterize the
ﬂow of the transverse spin current at the interface. The spin current at the
nonmagnetic(Ni)/nonmagnetic(Nj) interface (into the Nj layer) is also obtained
by the Landauer formula, and is given by
INi/Njs =
gNi/Nj
4π
(μNi − μNj ) , (5.26)
where gNi/Nj is the conductance of one spin channel at the interface.
The dynamics of the magnetization m creates the spin current ﬂowing from
the ferromagnetic layer into the adjacent layer [129, 130], which is calculated by
the Landauer-Bu¨ttiker formula [136, 137, 138] and is given by [132, 133]
Ipumps =

4π
(
g↑↓r m×
dm
dt
+ g↑↓i
dm
dt
)
. (5.27)
Here the amount of the injected angular momentum into the ferromagnetic layer
is characterized by |dm/dt| = |m × dm/dt| while the amount of the pumped
angular momentum is characterized by g↑↓.
The torque τ is induced by the injection and emission of the transverse
spin current at the interface, and is given by τ = m × (Itotals × m), where
Itotals = I
pump
s +I
F/N
s is the total spin current at the interface of the ferromagnetic
layer. To obtain the spin current IF/Ns , we solve the diﬀusion equations of the
spin accumulations in the ferromagnetic and nonmagnetic layer. The solutions
of them are given by Eqs. (5.10), (5.13) and (5.14). It should be noted that these
solutions are expressed in terms of IF/Ns . The relation between the spin current
IF/Ns and spin accumulation μF,N should be consistent. The electric current and
the pumped spin current are the source term of the spin accumulation and thus,
the direction and the magnitude of spin transfer torque are determined by the
electric current and pumped spin current [see Appendix 7.5].
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5.3 Critical Current
5.3.1 Analysis of Experiments
In this section, we analyze the experimental results of Chen et al. [167] by
using the formalism discussed in the previous section, and show that the critical
current remains ﬁnite in the zero thickness limit of the free layer.
Spin transfer torque acting on the free layer is given by τ = m1 × [(I(1)s +
I(2)s ) × m1], where I(1)s = Ipumps + IF1/N3s and I(2)s = Ipumps + IF1/N3s [see Fig
5.1]. The boundary conditions of the spin accumulations in the ferromagnetic
and nonmagnetic layers are as follows. We assume that the thickness of the N1
and N7 layer, L1 and L7, are suﬃciently thick enough compared to their spin
diﬀusion length, and that the spin current is zero at the outer boundary of the
N1 and N7 layer. We also assume that the spin current is continuous at all
Fk/Ni and Ni/Nj interfaces and that the electric current is constant through
the entire structure. The spin current I(1,2)s is obtained as a function of the
electric current I and the pumped spin current Ipumps [see Appendix 7.5].
The torque τ modiﬁes the Landau-Lifshitz-Gilbert (LLG) equation of the
magnetization m1. The LLG equation conserves the magnitude of the mag-
netization, and thus the vectors m˙1 and m1 × m˙1 are perpendicular to the
magnetization m1. Since the torque τ is perpendicular to m1 the torque can
be decomposed into the directions of m˙1 and m1 × m˙1. The LLG equation of
m1 is expressed as [133, 164]
dm1
dt
= −γm1 ×Beﬀ + γ
MSd1
τ + α0m1 × dm1dt
= −γeﬀm1 ×Beﬀ + γeﬀ
γ
(α0 + α′)m1 × dm1dt ,
(5.28)
where Beﬀ is the eﬀective magnetic ﬁeld. α′ = αc + αpump represents the
enhancement of the Gilbert damping constant. The enhancement αc is pro-
portional to the electric current I and independent of the pumped spin current
Ipumps . The enhancement αpump represents the contribution from the pumped
spin current and is independent of the electric current. It should be noted that
the enhancement αpump diﬀers from the result of the conventional spin-pumping
theory [134] because αpump is a function of λt. The enhancement of the gyro-
magnetic ratio γeﬀ/γ is also a function of the electric current and the pumped
spin current.
Let us move to the analysis of experimental results of Ref. [167]. In general,
the dynamics of the magnetization m1 determined by Eq. (5.28) is very compli-
cated; thus, we cannot obtain the analytical expression of the critical current of
STT-driven magnetization dynamics of the magnetization m1. However, in the
experiment of Ref. [167], the system, and therefore the dynamics of m1, have
axial symmetry along the direction normal to the ﬁlm plane because the high
magnetic ﬁeld (about 7 T) is applied along this direction. Then we assume that
the magnetization of the F1 layer m1 precesses around the magnetization of the
F2 layer m2 with the relative angle θ and the angular frequency ω. The critical
current of STT-driven magnetization dynamics is deﬁned by the current that
satisﬁes the condition, α0 +αc +αpump = 0. The critical current Ic is expressed
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Figure 5.2: The critical current density vs the thickness of the free (F1) layer.
The circles are the experimental result of Chen et al. for 70×140 nm2 junctions
[167]. The solid line corresponds to Ic/S [see Eq. (5.29)]. The dotted line and
dashed-dotted line correspond to I0c /S and I
p
c /S, respectively. The dashed line
corresponds to Ic/S in the limit of λt → 0.
as
Ic =
2eMSd1
γη˜
(α0 + αpump)ω , (5.29)
where η˜ is the eﬀective transverse spin polarization coeﬃcient that is determined
by the diﬀusion equations of the spin accumulations, and thus the coeﬃcient η˜
is the function of d1/λsd(FL) and d1/.
The parameters we used are as follows. The system consists of nine layers
shown in Fig. 5.1, where F1 and F2 are Co, N1, N3, N4, N5 and N7 are Cu, and
N2 and N6 are Pt. The thicknesses of the N3, N4 and N5 layers are 10 nm, the
thicknesses of the N2 and N6 layers are 3 nm and the thickness of the F2 layer is
12 nm [167]. The thickness of the N1 and N7 layers are taken to be 10 μm, which
is suﬃciently longer than the spin diﬀusion length. The resistivity (2σN)−1 of
Cu and Pt are 14 and 42 Ωnm, respectively [30]. The spin diﬀusion length λN of
Cu and Pt are 1000 and 14 nm, respectively [30]. The conductance at the Cu/Pt
interface gCu/Pt/S is 35 nm−2 [30]. The magnetization M , the intrinsic Gilbert
damping constant α0 and the gyromagnetic ratio γ of Co are 0.14 T, 0.008
and 1.89 × 1011 Hz/T, respectively [167, 147]. For simplicity, we assume that
p = β = β
′
= 0.46 for Co [30]. The resistivity (σ↑F + σ
↓
F)
−1 and the longitudinal
spin diﬀusion length λsd(FL) of the Co are 60 Ωnm and 40 nm, respectively
[30]. The transverse spin diﬀusion length is λsd(FT) = λsd(FL)/
√
1− β2 [69].
λJ is taken to be 3.0 nm [158], i.e., λt = 4.2 nm. The conductances at the
Co/Cu interface, g/S, g↑↓r /S and g
↑↓
i /S, are 50, 27 and 0.4 nm
−2, respectively
[132, 134, 139, 220, 221]. The angular frequency is ω = γ(Bappl + 4πM) where
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Figure 5.3: The dependence of the eﬀective transverse spin polarization η˜ on
the thickness of the free (F1) layer d1.
the strength of the applied magnetic ﬁeld Bappl is 7 T [167]. The relative angle of
the two magnetizations θ is assumed to be 0.99π [167]. Although there are many
material parameters in our calculation these values except t↑↓r,i are determined by
the experiments and ﬁrst-principle calculations. The value of t↑↓r,i/S is determied
by ﬁtting, and taken to be 6.0 nm−2. According to Ref. [167], the experimental
values are the low temperature values.
The obtained critical current density is plotted by a solid line against the
thickness of the free layer d1 in Fig. 5.2. The experimental results of Ref. [167]
are shown by open circles. One can see that our results agree well with the
experimental results. The critical current density decreases as the thickness of
the free layer decreases, and remains ﬁnite even in the zero-thickness limit of the
free layer. In order to see the main mechanism that determines the remaining
value of the critical current density, we decompose Ic of Eq. (5.29) into two parts
as Ic = I0c + I
p
c , where I
0
c is the component proportional to α0 and I
p
c is the
component proportional to αpump. In Fig. 5.2, the components I0c /S and I
p
c /S
are plotted by dotted and dot-dashed lines, respectively. As shown in Fig. 5.2
the remaining value of the critical current in the limit of d1 → 0 is determined
mainly by the spin pumping. Although I0c /S is also ﬁnite in the limit of d1 → 0
because of the ﬁnite penetration depth of the transverse spin current λt in the
F1 layer, the remaining value is small compared to Ipc /S. The dashed line in
Fig. 5.2 is the calculated critical current Ic/S in the limit of λt → 0. According
to Fig. 5.2 we conclude that the eﬀect of the ﬁnite penetration depth λt is less
important to describe the results of Ref. [167].
The reason why both I0c and I
P
c remain ﬁnite in the limit of d1 → 0 is under-
stood as follows. Slonczewski assumed that the transverse spin current injected
into the free layer is absorbed at the interface, and thus, STT is independent of
the thickness of the free layer. This assumption equal that the transverse spin
polarization η in Eq. (5.1) is independent of d1. The critical current is deter-
mined by the competition between STT and the magnetic (Gilbert) damping of
the free layer. The spin relaxation due to the Gilbert damping is proportional
to the thickness of the free layer d1, and thus, the critical current given by Eq.
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Figure 5.4: The dependence of the critical current in the zero-thickness limit
of the free layer in the N1/F1/N4/F2/N7 ﬁve-layer system on the spin diﬀusion
length of the N1 layer, λN1 .
(5.1) is proportional to d1 and vanishes in the limit of d1 → 0. If the penetration
depth of the transverse spin current λt is ﬁnite, the transverse spin current is
not fully absorbed in the free layer in the case of d1  λt. Then the strength
of STT, which is proportional to η˜, is decreased compared to the prediction of
Slonczewski [77], and thus, the critical current is increased. Figure 5.3 shows
the dependence of η˜ on d1. As shown in this ﬁgure, for d1 < λt, η˜ increases
as d1 increases, and for d1 > λt, η˜ saturates a certain value. Spin pumping
enhances the Gilbert damping, and the spin relaxation due to spin pumping is
independent of the thickness of the free layer. Thus, Ipc remains ﬁnite in the
limit of d1 → 0.
The dependences of the remaining value, about 1.6× 108 A/cm2, on the pa-
rameters given above are as follows. If the resistivity and the longitudinal spin
diﬀusion length of Co are taken to be 210 Ωnm and 38 nm, respectively, which
are the room temperature values [30], the remaining value is estimated to be
1.5×108 A/cm2. The reduction the longitudinal spin diﬀusion length decreases
the penetration depth λt, and thus, the remaining value is reduced. The values
of conductances, g and g↑↓r,i , include the eﬀect of the Sharvin conductace [221].
If g/S, g↑↓r /S and g
↑↓
i /S are taken to be 19.3, 14.6 and -1.1 nm
−2, respectively,
which are the bare values estimated by ﬁrst-principle calculation [221], the re-
maining value is estimated to be 1.0× 108 A/cm2. The reduction of the mixing
conductance decreases the eﬀect of spin pumping [132], and thus, the remaining
value is reduced. If the transmission mixing conductance t↑↓r,i/S is taken to be
3.0 (12.0) nm−2, which is half (twice) compared to the value used in Fig. 5.2,
the remaining value is estimated to be 1.5 (1.8) × 108 A/cm2. The reduction
(enhancement) of the transmission mixing conductance decreases (increases)
the eﬀect of the transverse spin accumulation, or equivalently the penetration
depth, on the spin current given by Eq. (5.23), and thus, the remaining value
is reduced (enhanced). We conclude that although there are many material pa-
rameters in our calculation the parameter dependence of the remaining value is
small, and our calculation gives the correct order of the critical current.
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5.3.2 Dependence of Critical Current on Spin Diﬀusion
Length of Nonmagnetic Layer
The above results imply that we can increase or decrease the critical current
by controlling the spin pumping. Spin pumping is the phenomenon by which
the precessing magnetization of the free layer pumps spin current into the other
layers. The other layers act as an additional spin sink and the magnetic damping
of the free layer is enhanced by spin pumping. The ability of the spin sink is
determined by the spin diﬀusion length since the spin diﬀusion length is inversely
proportional to the square root of the spin scattering rate. Materials with short
(long) spin diﬀusion length act as a good (bad) spin sink. One may expect that if
the nonmagnetic layer adjacent to the free layer is made of material with a long
spin diﬀusion length, the Gilbert damping constant and therefore the critical
current is suppressed. In the limit of inﬁnite spin diﬀusion length, λN → ∞,
there is no spin ﬂip scattering in the nonmagnetic layer and the spin pumping
into the nonmagnetic layer is forbidden. On the other hand, if the nonmagnetic
layer adjacent to the free layer is made of a material with a short spin diﬀusion
length, the Gilbert damping constant and the critical current is enhanced. In
the limit of λN → 0, the pumped spin current is absorbed at the interface and
enhancement of the critical current due to spin current is maximized.
In order to verify the above statement, we analyzed the critical current of the
ﬁve-layer system, N1/F1/N4/F2/N7 [see Fig. 5.1], where all parameters except
the spin diﬀusion length of the N1 layer, λN1 , are the same as those used in the
analysis of Chen’s experiment. In Fig. 5.4, we plot the critical current in the
zero-thickness limit of the free layer as a function of the spin diﬀusion length of
the N1 layer λN1 . One can see that the critical current is a decreasing function
of λN1 . The critical current remains ﬁnite in the limit of λN → ∞ because
of the spin pumping into the N4 layer and the ﬁnite penetration depth of the
transverse spin current. The result shown in Fig. 5.4 shows that we can control
the critical current by varying the spin diﬀusion length of the nonmagnetic
electrode adjacent to the free layer.
We cannot apply the present formula directly to a magnetic tunnel junc-
tion (MTJ) because spin accumulation is not well-deﬁned in an insulator (I).
Although the spin pumping across the insulating barrier is beyond the scope of
this thesis, the spin pumping into the metallic electrode should give the ﬁnite
remaining value of the critical current. Recently spin pumping in a magnetic
tunnel junction (MTJ) was studied by Moriyama et al. [222]. They studied a
ferromagnetic resonance in Al/AlO/Ni80Fe20/Cu MTJ, and found the genera-
tion of the voltage on the order of few μV, which is qualitatively explained by
the theory of spin pumping in a metallic structure [223], but requires unreason-
ably large value of mixing conductance. The results of Moriyama et al. suggest
that a new non-equilibrium phenomena exists in MTJ, e.g. charge pumping or
the development of the longitudinal spin accumulation in a ferromagnetic layer
[224]. Recently, Chen et al. [225] studied the spin and charge current pumped by
precessing magnetization of a single ferromagnetic layer within F/I/F multilayer
systems by calculating the non-equilibrium Green function. They found a volt-
age generation on the order of a few μV at ferromagnetic resonance frequency
∼ 10 GHz across the multilayer. The spin pumping in MTJ is a progressing
theme, and will be one of the important topics in the ﬁeld of spin-electronics.
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5.4 Conclusion
In this chapter, we studied the eﬀects of ﬁnite penetration depth of transverse
spin current and spin pumping on critical current of spin transfer-torque-driven
magnetization dynamics. By solving the diﬀusion equations of the spin accu-
mulations in the ferromagnetic and nonmagnetic layers, and using the circuit
theory, which was extended to take into account the ﬁnite penetration depth of
the transverse spin current, we calculated the dependence of critical current on
the thickness of the free layer. The following points were clariﬁed.
1. The critical current remains ﬁnite in the zero thickness limit of the free
layer, which agrees with the experimental results of Chen et al. [167].
2. Both the eﬀects of the ﬁnite penetration depth of the transverse spin
current and spin pumping give the remaining values of the critical current.
The amount of the remaining value is mainly due to the eﬀect of spin
pumping.
3. The amount of the critical current can be controlled by the materials of
the nonmagnetic layer adjasted to the free layer. The critical current
decreases as the spin diﬀusion length of the adjacent nonmagnetic layer
increases.
In the technical point of view, the control of the eﬀect of spin pumping relates
to the control of the critical current and the switching time of the magnetization
reversal. The critical current decreases with decreasing the Gilbert damping
constant due to spin pumping, as shown in Fig. 5.4. On the other hand,
the switching time of the magnetization reversal increases with decreasing the
Gilbert damping constant. For a fast switching with a small current, the Gilbert
damping constant should be arranged to a desirable value. The analysis of the
critical current discussed in this chapter will be important for design of spin-
electronics devices.
Finally, the author would like to thank W. Chen, Professor A. D. Kent and
their co-workers at New York University for providing their experimental results.
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Chapter 6
Summary
In this thesis, we studied the electrons transport through magnetic structures,
especially magnetic domain walls (or spin spirals) and ferromagnetic/nonmagnetic
multilayers. The transport properties such as magnetoresistance (MR) eﬀect or
spin transfer torque (STT) were calculated based on the Boltzmann theory.
Our main focuses were on the dependence of these transport properties on the
thickness of the ferromagnetic structures. Below, we review the contents in each
chapters and the results we obtained.
In Chap. 1, we described a brief history of spin-electronics and the motiva-
tions of our studies. The spin-dependent transport properties such as MR eﬀect
or STT have been studied extensively from the middle of 1970s. Many theo-
retical studies have obtained good agreements with many experiments, and it
seems that our knowledge about the spin-dependent phenomena reaches a deep
point of view. However, there are still some open questions: (1) the dependence
of the MR ratio in a magnetic domain wall was estimated by solving the Boltz-
mann equation with the diﬀusion equation. The scattering ratio is calculated by
using the perturbative wave function of the conduction electron in a spin spiral.
However, recent developments in the processing technology for nanostructures
enable us to investigate the MR eﬀect of a suﬃciently thin domain wall where
both the diﬀusion approximation and the ﬁrst order perturbation theory are
not applicable. The problem is how to calculate the MR ratio of a suﬃciently
thin domain wall (spin spiral). (2) the magnitude of STT in a domain wall was
estimated by solving the phenomenological diﬀusion equation of the spin accu-
mulation. The spin accumulation was assumed to be spatially homogeneous.
However, by decreasing the thickness of the domain wall, the spin accumulation
varies spatially due to the precession the spin accumulation around the local
magnetizations. The problem is how to estimate the amount of STT in a thin
domain wall. (3) Although the critical current was predicted to be zero in the
zero thickness limit of the free layer theoretically, recent experimental results
showed that the critical current remains zero in this limit. The eﬀects of the
ﬁnite penetration depth of the transverse spin current and spin pumping, which
are neglected in the estimation of the critical current, may give the remaining
value of the critical current. The problem is how to evaluate the critical cur-
rent by taking into account of the eﬀects of the ﬁnite penetration depth of the
transverse spin current and spin pumping. The purpose of this thesis is to solve
these problems.
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In Chap. 2, we presented an introduction to the Boltzmann theory and its
application. It was showed that the Boltzmann theory is applicable when the
characteristic length of the problem is larger than the Fermi wavelength. This
condition is satisﬁed in the problems we are interested in. The spin-dependent
Boltzmann equation, the collision term due to an impurity scattering, and the
diﬀusion approximation of the Boltzmann equation, which are used in the latter
chapters, were discussed.
In Chap. 3, the Boltzmann theory of the MR eﬀect in a spin spiral was de-
veloped. The MR eﬀect arises from the mixing of the spin channels due to the
spin-dependent scattering in the spiral. The channel mixing increases the scat-
tering probability of the conduction electrons. The mixing due to the scattering
arises from the non-adiabaticity of the spins of the conduction electrons with
respect to the localized spin. The scattering rates are calculated by using the
non-perturbative wave function, and the Boltzmann equation is solved without
the diﬀusion approximation. The MR ratio is predicted to be more than 50
% for a spin spiral with high spin polarization (β ≥ 0.8) and a small period
(d  1 − 2 nm). The MR ratio is proportional to 1/d2 in the diﬀusive region
while the MR ratio increases as the thickness of the spin spiral d decreases more
slowly than it does in the diﬀusive region.
In Chap. 4, the spatial and time dependences of spin accumulation and spin
current in a magnetic domain wall were studied by solving the spin-dependent
Boltzmann equation with diﬀusion approximation. The dependence of STT
on the thickness of the domain wall was also studied. Traveling through the
domain wall, the conduction electrons vary the direction of their spins along
the localized spin Sˆ. Then, spin accumulation and spin current whose spin
polarizations are along the spatial gradient of the localized spin (∝ ∂Sˆ/∂x)
are induced. The accumulation spins precess around Sˆ due to the exchange
coupling. Then, spin accumulation and spin current whose spin polarizations
are along Sˆ × (∂Sˆ/∂x) are induced. The amount of the non-adiabatic torque
increases with decreasing the thickness d in the region d  lsf , where lsf is the
spin-ﬂip length lsf . The magnitude of the non-adiabatic torque is one order of
magnitude smaller than that of the adiabatic torque for the domain wall with
d lsf . The time evolution of the longitudinal spin current is characterized by
the momentum scattering time while that of the transverse spin accumulation
and spin current are characterized by the spin-ﬂip scattering time.
In Chap. 5, the eﬀects of ﬁnite penetration depth of transverse spin current
and spin pumping on the critical current of STT-driven magnetization dynamics
in a ferromagnetic multilayer were studied by solving the diﬀusion equations of
spin accumulations in the ferromagnetic and nonmagnetic layers. STT exerted
on the magnetization of the free layer was estimated by calculating the trans-
verse spin current injected into the free layer. We found that both the eﬀects
of the ﬁnite penetration depth and spin pumping give the remaining value of
the critical current, and that the remaining value observed in experiments is
mainly due to spin pumping. The remaining value of the critical current can be
decreased by connecting a nonmagnetic metal with a long spin diﬀusion length
outside the free layer.
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Chapter 7
Appendices
7.1 Collision Term due to Impurity Scattering
Here we show a brief calculation of the collision term due to the impurity scat-
tering in the Boltzmann equation. As shown in Eqs. (2.57) and (2.58), to
obtain the collision term, we should calculate the Green function. Although
there are many kinds of the Green function, i.e., zero-temperature Green func-
tion, Matsubara Green function, and Keldysh Green function [201, 207, 208],
the relation between the self-energy and the Green function, such as Eq. (2.58),
is independent of these kinds of the Green function, unless the model of the
interaction (perturbation) Hamiltonian is same. Here, to obtain Eq. (2.58), we
use the Matsubara method [226]. For simplicity, we assume that the impurity
scattering is spin-independent.
Let us consider an interaction between an electron and impurities. We as-
sume a random distribution of the impurities and the low concentration. The
positions of the i-th electron and the λ-th impurity are represented by ri andRλ,
respectively. The electron-impurity interaction is represented by the following
Hamiltonian:
H ′ =
∑
i
∑
λ
u(ri −Rλ) =
∫
d3rU(r)ρ(r) , (7.1)
where ρ(r) = ψ†(r)ψ(r) is the electron density operator, u(ri − Rλ) is the
interaction energy between an electron and an impurity, and U(r) represents
the interaction energy between an electron and the impurities. By using the
Fourier components of ρ(r) and U(r), the Hamiltonian H ′ can be rewritten as
H ′ =
1
V
∑
q
Uqρ−q , (7.2)
where the Fourier components Uq and ρk are, respectively, deﬁned as
Uq =
∫
d3rU(r)e−iq·r = uqζq , (7.3)
ρk =
∫
d3rρ(r)e−ik·r . (7.4)
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V is the volume of the system. Here, for the later discussion, we deﬁne uq and
ζq as
uq =
∫
d3ru(r)e−iq·r , (7.5)
ζq =
∑
i
e−iq·Ri . (7.6)
In following, we assume that q = 0 because the eﬀect of the term Uq=0 is only
the shift of the origin of the energy. Moreover, for simplicity, we take the unit
in which V = 1.
The Matsubara Green function of the electron is deﬁned as [207, 208, 226]
G(k,k′; τ, τ ′) = −〈Tτ (ck(τ)c†k′ (τ ′)S(β))〉connected , (7.7)
where β = 1/(kBT ) and τ is the imaginary time. Tτ and S(β) are the imaginary-
time-ordering operator and the imaginary-time-evolution operator, respectively.
〈· · · 〉 = Tr[eβ(Ω0−H0) · · · ] represents the Gibbs ensemble average, where Ω0 is
the thermodynamic potential. The perturbated terms of the Green function is
obtained by using the diagram method [200, 207, 208]. Since we assume a low
concetration of the impurities, to obtain Eq. (2.58), it is suﬃcient to calculate
the lowest order term of the perturbated Green function. As shown below, by
taking the impurity average, the ﬁrst order term vanishes. Thus, we calculate
the second order term of the perturbated Green function, which is given by
G(2)(k,k′; τ, τ ′) = −
∫ β
0
dτ1
∫ β
0
dτ2
∑
k1,q1
∑
k2,q2
Uq1Uq2
〈Tτ (ck(τ)c†k′ (τ ′)c†k1+q1(τ1)ck1(τ1)c
†
k2+q2
(τ2)ck2(τ2))〉connected .
(7.8)
According to the Wick’s theorem [227], G(2) is reduced to
G(2)(k,k′; τ, τ ′) =
∫ β
0
dτ1
∫ β
0
dτ2
∑
k1
Uk−k1Uk1−k′G
(0)(k; τ, τ1)G(0)(k1; τ1, τ2)G(0)(k′; τ2, τ ′)
=
1
β3
∫ β
0
dτ1
∫ β
0
dτ2
∑
k1
∑
ωl,ωm,ωn
Uk−k1Uk1−k′
×G(0)(k, ωl)G(0)(k1, ωm)G(0)(k′, ωn)e−iωl(τ−τ1)e−iωm(τ1−τ2)e−iωn(τ2−τ)
=
1
β
∑
ωl
∑
k1
Uk−k1Uk1−k′G
(0)(k, ωl)G(0)(k1, ωl)G(0)(k′, ωl)e−iωl(τ−τ
′) ,
(7.9)
whereG(0)(k, τ)δkk′ = −〈Tτ (ck(τ)c†k′(0))〉0 is the zeroth order term of the Green
function, ωl is the Matsubara frequency, and G(0)(k, ωl) is the Fourier compo-
nent of the Matsubara Green function. The Fourier component ofG(2)(k,k′; τ, τ ′)
is given by
G(2)(k,k′, ωl) =
∑
k1
Uk−k1Uk1−k′G
(0)(k, ωl)G(0)(k1, ωl)G(0)(k′, ωl)e−iωl(τ−τ
′) .
(7.10)
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Now let us consider the impurity average of the impurity potential [228].
The spatial distribution of the impurities is characterized by ζq. Assuming the
homogeneous distribution of the impurities, the spatial average of ζq is given by
ζq =
N∑
λ=1
e−iq·Rλ =
{
cimp (q = 0)
0 (q = 0) , (7.11)
where cimp is the impurity concetration. Since we assume that q = 0, we ﬁnd
that
Uq = 0 . (7.12)
The ﬁrst order term of the perturbated Green function G(1) is proportional to
Uq. Thus, the impurity average of G(1) is zero. On the other hand, the spatial
average of ζq1ζq2 is given by
ζq1ζq2 =
∑
λ,μ
e−i(q1·Rλ+q2·Rμ)
= cimpδq1,−q2 + cimp(cimp − 1)δq1,0δq2,0 .
(7.13)
Thus, the spatial average of Uq1Uq2 is given by
Uq1Uq2 = cimp|uq1 |2δq1,−q2 , (7.14)
where we use the relation uq = u∗−q. Since we consider the elastic scattering,
the energy of the electron is conserved during the scattering porcess. On the
other hand, the momentum of the electron is not conserved due to the scatter-
ing, and thus, in general, the momentum in the initial state, k, and that in
the ﬁnal state, k′, are diﬀerent. However, as shown above, if we assume the
homogeneous distribution of the impurities and consider the impurity average,
it is suﬃcient to consider the scattering process in which the momentums of the
initial and the ﬁnal state are identical. In the second order scattering process,
ﬁrst, the electron has the momentum k, and then, the ﬁrst scattering occurs,
and the momentum of the electron changes to (k− q), and ﬁnally, the second
scattering occurs, and the momentum of the electron changes to k.
By taking the impurity average of Eq. (7.10), the Fourier component of
G(2)(k,k′; τ, τ ′) is given by
G(2)(k, ωl) = cimp
∑
q
|uq|2G(0)(k, ωl)G(0)(k− q, ωl)G(0)(k, ωl) . (7.15)
Thus, by comparing the Dyson equation, G = G(0) +G(0)ΣG, the second order
term of the self energy Σ is given by
Σ(k, ωl) = cimp
∑
q
|uq|2G(0)(k− q, ωl)
= cimp
∫
d3p′
(2π)3
|uk−p′|2G(0)(p′, ωl) .
(7.16)
In the lowest order of the perturbation due to the impurity scattering, this
equation corresponds to Eq. (2.58).
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7.2 Eigenstates of Electron in a Spin Spiral
Here, according to Calvo [229], we calculate the eigenstates of the electron in a
spin spiral and its energy [see Eqs. (3.5) and (3.8)].
Let us consider the electron in the spin spiral whose motion is characterized
by the following Hamiltonian:
Hˆ = − 
2
2m
∇21ˆ− Jσˆ · Sˆ , (7.17)
where J is the exchange coupling constant between the conduction electrons
and the localized spins, and Sˆ = (0,− sin θ, cos θ) is the unit vector along the
direction of the localized spin. We consider the electron transport along the x
axis in the region −d/2 ≤ x ≤ d/2, where d is the period of the π rotation of
the localized spins. The angle θ(x) is given θ(x) = (π/d)(x + d/2).
We denote the eigenvector of the Hamiltonian (7.17) as Ψ(x), and deﬁne the
function ψ(x) by
Ψ(x) = ei(kyy+kzz)Rˆ(x)ψ(x) , (7.18)
where the rotation operator in spin space Rˆ is given by
Rˆ(x) = exp
[
−iθ(x)
2
σˆx
]
. (7.19)
Multiplying Rˆ−1 to the Schro¨dinger equation HˆΨ = εΨ, we ﬁnd that[
− ∂
2
∂x2
1ˆ +
(
θ′
2
)2
1ˆ + iθ′
∂
∂x
σˆx − k2J σˆz
]
ψ(x) =
[
2mε
2
− (k2y + k2z)
]
ψ(x) ,
(7.20)
where kJ =
√
2mJ/. We can ﬁnd the solutions of the form ψ(x) = eikxxχ,
where the spinor χ = (χ1 χ2)t satisﬁes(
k2x + (θ
′/2)2 − k2J − κ2 −kxθ′
−kxθ′ k2x + (θ′/2)2 + k2J − κ2
)(
χ1
χ2
)
=
(
0
0
)
, (7.21)
where κ2 = (2mε/2)− (k2y + k2z). The solutions χ1,2 = 0 exist if ε satisﬁes
ε± =

2
2m
[
k2 +
(
θ′
2
)2
∓
√
(kxθ′)2 + k4J
]
, (7.22)
where k2 = k2x + k
2
y + k
2
z . This is the eigenvalues of the Hamiltonian (7.17).
Since ε± should equal the Fermi energy εF, the components of the wave vector
(kx, ky, kz) are not independent each other, rather satisfy the following relation:
k±x =
√
k2F − (k2y + k2z) +
(
θ′
2
)2
±
√
θ′2[k2F − (k2y + k2z)] + k4J . (7.23)
The eigenvectors belonging the eigenvalues ε± are given by
Ψ±(x) = ei(kxx+kyy+kzz) exp
[
−iθ(x)
2
σˆx
]
exp
[
−iφ(kx)
2
σˆy
]
η± , (7.24)
where the angle φ and spinor ηs are, respectively, given by
tan
φ
2
=
kxθ
′
k2J +
√
(kxθ′)2 + k4J
, η+ =
(
1
0
)
, η− =
(
0
1
)
. (7.25)
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7.3 Numerical Method to Solve the Boltzmann
Equation
In this section, we give a brief discussion about the numerical method to solve
the Boltzmann equation (3.13).
The integral variables of Eq. (3.13) are the wave vectors k+x and k−x . The
maximum value of ksx (s = ±) is given by
ksF =
√
k2F +
(
θ′
2
)2
+ s
√
(kFθ′)2 + k4J . (7.26)
We deﬁne Δk+F and Δk
−
F as Δk
+
F = 2k
+
F /M
+ and 2Δk−F /M
−, respectively,
where M s + 1 is the number of the mesh of the wave vector. The m-th wave
vector of the spin-up electrons is given by k+x (m) = −k+F + mΔk+F (m =
1, 2, · · · ,M+) while the n-the wave vector of the spin-down electron is given
by k−x (n) = −k−F + nΔk−F .
The Boltzmann equation for s = ± is rewritten as
−ev+x (m) =−
[
1
τ++(k+x (m))
+
1
τ+−(k+x (m))
]
g+(k+x (m))
+
m
2π3
M+∑
l=0
Δk+F
[
(v − j) cos φ(k
+
x (m))
2
cos
φ(k+x (l))
2
+ (v + j) sin
φ(k+x (m))
2
sin
φ(k+x (l))
2
]2
g+(k+x (l))
+
m
2π3
M−∑
l=0
Δk−F
[
(−v + j) cos φ(k
+
x (m))
2
sin
φ(k−x (l))
2
+ (v + j) sin
φ(k+x (m))
2
cos
φ(k−x (l))
2
]2
g−(k−x (l)) ,
(7.27)
−ev−x (n) =−
[
1
τ−−(k−x (n))
+
1
τ−+(k−x (n))
]
g−(k−x (n))
+
m
2π3
M−∑
l=0
Δk−F
[
(v + j) cos
φ(k−x (n))
2
cos
φ(k−x (l))
2
+ (v − j) sin φ(k
−
x (n))
2
sin
φ(k−x (l))
2
]2
g−(k−x (l))
+
m
2π3
M+∑
l=0
Δk+F
[
(v + j) cos
φ(k−x (n))
2
sin
φ(k+x (l))
2
+ (−v + j) sin φ(k
−
x (n))
2
cos
φ(k+x (l))
2
]2
g+(k+x (l)) .
(7.28)
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The relaxation time τss
′
are given by
1
τ++(k+x (m))
=
m
2π3
M+∑
l=0
Δk+F
[
(v − j) cos φ(k
+
x (m))
2
cos
φ(k+x (l))
2
+ (v + j) sin
φ(k+x (m))
2
sin
φ(k+x (l))
2
]2
,
(7.29)
1
τ+−(k+x (m))
=
m
2π3
M−∑
l=0
Δk−F
[
(−v + j) cos φ(k
+
x (m))
2
sin
φ(k−x (l))
2
+ (v + j) sin
φ(k+x (m))
2
cos
φ(k−x (l))
2
]2
,
(7.30)
1
τ−−(k−x (n))
=
m
2π3
M−∑
l=0
Δk−F
[
(v + j) cos
φ(k−x (n))
2
cos
φ(k−x (l))
2
+ (v − j) sin φ(k
−
x (n))
2
sin
φ(k−x (l))
2
]2
,
(7.31)
1
τ−+(k−x (n))
=
m
2π3
M+∑
l=0
Δk+F
[
(v + j) cos
φ(k−x (n))
2
sin
φ(k+x (l))
2
+ (−v + j) sin φ(k
−
x (n))
2
cos
φ(k+x (l))
2
]2
.
(7.32)
The velocity vsx are given by
vsx(m) =

m
ksx(m)
[
1− s θ
′2
2
√
(ksx(m)θ′)2 + k4B
]
. (7.33)
Equations (7.27) and (7.28) are summarized to
Mg = s , (7.34)
where the vectors g and s are given by
g =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
g+(k+x (0))
...
g+(k+x (M
+))
g−(k−x (0))
...
g−(k−x (M
−))
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, s = −e
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
v+x (0)
...
v+x (M
+)
v−x (0)
...
v−x (M
−)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (7.35)
respectively. The dimension of both g and s is M++M−+2. The components
of the (M+ +M− + 2)× (M+ +M− + 2) matrix M are given by
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1. for 1 ≤ a, b ≤M+ + 1:
Mab =−
[
1
τ++(k+x (a− 1)) +
1
τ+−(k+x (a− 1))
]
δab
+
m
2π3
Δk+F
[
(v − j) cos φ(k
+
x (a− 1))
2
cos
φ(k+x (b− 1))
2
+ (v + j) sin
φ(k+x (a− 1))
2
sin
φ(k+x (b − 1))
2
]2
,
(7.36)
2. for 1 ≤ a ≤M+ + 1 and M+ + 2 ≤ b ≤M+ +M− + 2:
Mab =
m
2π3
Δk−F
[
(−v + j) cos φ(k
+
x (a− 1))
2
sin
φ(k−x (b −M+ − 2))
2
+ (v + j) sin
φ(k+x (a− 1))
2
cos
φ(k−x (b −M+ − 2))
2
]2
(7.37)
3. for M+ + 2 ≤ a ≤M+ +M− + 2 and 1 ≤ b ≤M+ + 1:
Mab =
m
2π3
Δk+F
[
(v + j) cos
φ(k−x (a−M+ − 2))
2
sin
φ(k+x (b− 1))
2
+ (−v + j) sin φ(k
−
x (a−M+ − 2))
2
cos
φ(k+x (b− 1))
2
]2
,
(7.38)
4. for M+ + 2 ≤ a, b,≤M+ +M− + 2:
Mab =−
[
1
τ−−(k−x (a−M+ − 2)) +
1
τ−+(k−x (a−M+ − 2))
]
δab
+
m
2π3
Δk−F
[
(v + j) cos
φ(k−x (a−M+ − 2))
2
cos
φ(k−x (b−M+ − 2))
2
+ (v − j) sin φ(k
−
x (a−M+ − 2))
2
sin
φ(k−x (b−M+ − 2))
2
]2
.
(7.39)
The distribution function gs is obtained by solving Eq. (7.34). The conductivity
is obtained by
σs = −e
∫
d3k
(2π)3
vsxf
s(k)
=
em
(2π)2
∫ ksF
−ksF
dkx
∫ ∞
0
dεyzvsxg
s(kx)δ(εF − ε(k, s))
=
em
(2π)2
∫ ksF
−ksF
dkxvsxg
s(kx)→ em(2π)2
Ms∑
l=0
ΔksFv
s
x(l)g
s(ksx(l)) .
(7.40)
In the calculations of such integral, we use the Simpson method.
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As mentioned above, to obtain the distribution function, we have to solve Eq.
(7.34), i.e., we have to calculate the inverse matrix of the matrix M. However,
it should be noted that the matrix elements of the matrixM satisfy the relation∑
b Mab = 0, which means that the matrix M is singular. Thus, we cannot use
the usual numerical method to calculate the inverse of any matrix, for example,
the Gauss elimination method.
However, we can determine the pseudo inverse matrix of the (M+ +M− +
2)× (M+ + M− + 2) matrix M. Let us consider a m × n matrix A. Then the
matrix A and its pseudo inverse matrix A˜ satisfy
AA˜A = A and A˜AA˜ = A˜ . (7.41)
It should be noted that both AA˜ and A˜A are Hermite matrices. If we ﬁnd the
pseudo inverse matrix of M, the distribution function g is obtained by g = M˜s.
To obtain the pseudo inverse matrix, we have to decompose the matrix M
into three parts. Let us consider the m × n matrix A again. We assume that
the matrix A is real (A ∈ R). In general, the matrix A can be decomposed as
A = UΣV t , (7.42)
where U and V are the m×m and n×n unitary matrices, respectively. The row
vectors of the matrix U and the row vectors of the matrix V are the eigenvectors
of the matrix AAt and AtA, respectively. The m× n matrix Σ is given by
Σ =
(
Σ 0r,n−r
0m−r,r 0m−r,n−r
)
, (7.43)
where r is the rank of the matrix A. and 0ab is the a × b null matrix, The
components of r × r matrix Σ are given by
Σ = diag(σ1, σ2, · · · , σr) , (7.44)
where σk (k = 1, 2, · · · , r) are the singular values of the matrix A. The right
hand side of Eq. (7.42) is called ”singular value decomposition” of the matrix A.
The square of the singular values, σ21 , σ
2
2 , · · · , σ2r , are the common eigenvalues of
the matrices AAt and AtA. It should be noted that the singular values satisfy
σ1 > σ2 > · · · > σr > 0. One can ﬁnd an introduction on the singular value
decomposition in Ref. [230].
According to its deﬁnition, the pseudo inverse matrix of Σ is given by Σ˜ =
diag(1/σ1, 1/σ2, · · · , 1/σr, 0, 0, · · · , 0), where the dimension of Σ˜ is n×m. Then,
the pseudo inverse matrix of A is given by A˜ = V Σ˜U t. In the Boltzmann
equation (7.34), the rank of the (M+ +M− + 2)× (M+ + M− + 2) matrix M
is M+ + M− + 1. The rest one degree corresponds to the scattering process
(k, s)→ (k, s), i.e., no collision process.
The solution of the Boltzmann equation discussed above is only that for the
particular equation. The method to solve the homogeneous equation is discussed
in the Appendix of Ref. [231]. The application of the numerical method to solve
the Boltzmann equation for magnetic multilayer systems are discussed in Ref.
[232]. In following, according to Ref. [231], we give a brief introduction on the
way to solve the Boltzmann equation. The discredited form of the Boltzmann
equation is given by
vxk
∂gk
∂x
+
gk
τk
−
∑
k′
Δk′Pkk′gk′ = Ak , (7.45)
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where Pkk′ is the scattering probability from the state k to the state k′. Δk is
a weighting factor, i.e., ∑
k
Δk =
∫
dΩ , (7.46)
where dΩ is the solid angle in the momentum space. The relaxation time τk is
deﬁned as
1
τk
=
∑
k′
Δk′Pkk′ . (7.47)
Ak is the term due to the electric ﬁeld (source term). Here, for simplicity, the
dependence of the distribution function g on the spatial position x is not written
explicitly.
The Boltzmann equation (7.45) can be solved by ﬁnding the solutions to the
particular and to the homogeneous equations. The particular equation is
gk
τk
−
∑
k′
Δk′Pkk′gk′ = Ak′ , (7.48)
while the homogeneous equation is
vxk
∂gk
∂x
+
gk
τk
−
∑
k′
Δk′Pkk′gk′ = 0 . (7.49)
To solve Eq. (7.45), it is convenient to deﬁne the matrices Bkk′ and Vkk′ as
Bkk′ =
δkk′
τk
−Δk′Pkk′ , Vkk′ = vxkδkk′ . (7.50)
Then, Eqs. (7.48) and (7.49) are rewritten as∑
k′
Bkk′gk′ = Ak , (7.51)
∑
k′
(
δkk′
∂
∂x
+ [V −1B]kk′
)
gk′ = 0 , (7.52)
respectively. It should be noted that the matrices B and V −1B are singular
because B satisﬁes
∑
k′ Bkk′ = 0. We denote the pseudo inverse matrix of
B as B˜. The solution of Eq. (7.48) is given by gk =
∑
k′ B˜kk′Ak′ . On the
other hand, the solution of (7.49) is given by gk =
∑
i ξie
−λixyik, where ξi are
determined by the boundary conditions, and λi and yi are the i-th (non-zero)
eigenvalue and its eigenstate of V −1B, i.e., V −1Byi = λiyi, respectively. It
should be noted that for V −1B, the zero eigenvalue is doubly degenerate with
the same eigenvector. The two eigenvectors of V −1B with λ = 0 are given by
zk and xzk − z′k. The eigenvector zk corresponding to the zero eigenvalue of B
has constant components, zk = 1, and z′k = B
−1V zk.
Summarizing the above discussions, the general form of Eq. (7.45) is given
by [231]
gk =
∑
k′
B˜kk′Ak′ + ξ0zk + ξ1 (xzk − z′k) +
∑
i(λi 	=0)
ξie−λixyik , (7.53)
where the constants ξ0 and ξ1 are determined by the boundary conditions. The
ﬁrst term on the right hand side is the solution of the particular equation and
the other terms are the solution of the homogeneous equation, respectively.
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7.4 Landau-Lifshitz-Gilbert Equation
Here we show a brief introduction of the Landau-Lifshitz-Gilbert equation with
spin transfer torque.
7.4.1 Landau-Lifshitz Equation for Magnetization
First, we consider the equation of motion of the magnetization without spin
transfer torque.
In the ferromagnetic metals, the localized magnetizations M couple each
other via the exchange coupling, and the directions of the magnetizations are
aligned to a same direction. The origin of the localized magnetization of the
conventional transition ferromagnetic metals such as Fe, Co, Ni, and their alloys,
is mainly due to the spin angular momentum of the localized electrons, and the
contribution of the orbital angular momentum is small [3]. If the system has the
rotational symmetry, the total magnetization can point to any direction of the
metal. However, usually, because of the anisotropy of the orbital angular mo-
mentum and the coupling between the spin angular momentum and the orbital
angular momentum, the ferromagnetic metal has a magnetic anisotropy. In the
grand state, to minimize the anisotropy energy, the magnetization is aligned to
the direction of the easy axis. Moreover, if an external magnetic ﬁeld is ap-
plied to the metal, the localized magnetizations store the Zeeman energy. In
general, the direction of the magnetization in the ground state is aligned to the
direction of the eﬀective magnetic ﬁeld Beﬀ , which is deﬁned by the functional
derivative of the free energy F with respect to the localized magnetization, i.e.,
Beﬀ(r) = −δF/δM(r) [233]. The free energy contains the exchange energy, the
magnetic anisotropy energy, the Zeeman energy etc [234].
Let us consider a weak excitation of the localized magnetizations. In such
a excitation, the norm of the magnetization M = |M| is conserved. Thus, the
equation of the motion of M should have the form
∂M
∂t
= Ω×M , (7.54)
where |Ω| is the angular frequency of The energy dissipation of the magnetiza-
tion due to the dynamics of it is given by
Q = −∂F
∂t
=
∫
dVBeﬀ · ∂M
∂t
=
∫
dVBeﬀ · (Ω×M) .
(7.55)
Thus, for the system with zero-energy dissipation, the direction of Ω should be
parallel to the direction ofBeﬀ , i.e., Ω = const·Beﬀ . The constant is determined
by the equation of the motion of the homogeneously magnetized system, and
is given by cosnt = γ = gμB/ [235, 236], where γ(> 0), g and μB are the
gyromagnetic ratio, the Lande´ g factor, and the Bohr magneton, respectively.
Thus, the equation of the motion of the localized magnetization is given by [233]
∂M
∂t
= −γM×Beﬀ . (7.56)
This is the basic equation of the dynamics of the magnetization, and is called
”Landau-Lifshitz equation”.
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7.4.2 Gilbert Damping
In the derivation of Eq. (7.56), we neglect the energy dissipation of the fer-
romagnetic metal. In this case, for example, by applying an external, static
magnetic ﬁeld B along the z axis, the steady precession of the magnetization
around the z axis is induced. However, in real materials, we cannot neglect the
energy dissipation, and thus, the dynamics of the magnetization will be stopped
unless we continue to apply an external force such as a microwave.
Two kinds of models have been proposed to describe the dissipation process,
Landau-Lifshitz damping term and Gilbert daming term [123, 237], given by
DLL = −λγ
M
M× (M×Beﬀ) , (7.57)
DG = α
M
M
× ∂M
∂t
, (7.58)
where the dimensionless parameters λ and α characterizes the energy dissipa-
tion rate. The Landau-Lifshitz equation with the damping is given by M˙ =
−γM× Beﬀ + D. Mathematically, in the absence of spin transfer torque, the
Landau-Lifshitz damping term and the Gilbert damping term are equivalent
by setting γG/(1 + α2) = γLL and α = λ. However, in the presence of the
spin transfer torque, these damping terms are not equivalent, and show the
diﬀerences about the dynamics of the magnetization. Although many authors
have studied the diﬀerences between the damping processes due to the Landau-
Lifshitz damping and Gilbert damping in the case of the spin transfer torque
induced magnetization dynamics [238, 239, 240, 241], we do not discuss the
priority of these damping terms, and we accept the Gilbert damping term. Re-
cently, so called ”Landau-Lifshitz-Bloch equation” have been also proposed in
which the longitudinal and the transverse damping constants are introduced to
describe the magnetic damping [242, 243].
The magnitude of the Gilbert damping constant α is experimentally mea-
sured by the linewidth of the ferromagnetic resonance (FMR). Let us consider
the dynamics of the magnetization induced by the magnetic ﬁeld and circularly
polarized microwave,
B = Brf cosωtex +Brf sinωtey +Bapplez , (7.59)
where Brf and Bappl represent the magnitudes of the applied microwave and the
external ﬁeld, respectively. ω is the angular frequency of the microwave. The
explicit forms of the equation of motion for each components of Mˆ are given by
(1 + α2)
dMˆx
dt
=− ω0Mˆy + ω1Mˆz sinωt
− α
[(
Mˆyω1 sinωt+ Mˆzω0
)
Mˆx −
(
Mˆ2y + Mˆ
2
z
)
ω1 cosωt
]
,
(7.60)
(1 + α2)
dMˆy
dt
=− ω1Mˆz cosωt+ ω0Mˆx
− α
[(
Mˆzω0 + Mˆxω1 cosωt
)
Mˆy −
(
Mˆ2z + Mˆ
2
x
)
ω1 sinωt
]
,
(7.61)
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(1 + α2)
dMˆz
dt
=− ω1Mˆx sinωt+ ω1Mˆy cosωt
− α
[(
Mˆxω1 cosωt+ Mˆyω1 sinωt
)
Mˆz −
(
Mˆ2x + Mˆ
2
y
)
ω0
]
,
(7.62)
where ω0 = γBappl and ω1 = γBrf . We introduce the rotating frame (x′, y′, z′)
where Mˆx = Mˆ ′x cosωt− Mˆ ′y sinωt, Mˆy = Mˆ ′x sinωt+ Mˆ ′y cosωt, and Mˆz = Mˆ ′z.
Assuming the small precession of the magnetization around the z axis, i.e.,
|Mˆz|  1 and |Mˆx|, |Mˆy|  1, the equation of motion of the magnetization can
be rewritten as
(1 + α2)
dMˆ ′x
dt
= − [ω0 − (1 + α2)ω] Mˆ ′y − α(ω0Mˆx − ω1) , (7.63)
(1 + α2)
dMˆ ′y
dt
=
[
ω0 − (1 + α2)ω
]
Mˆ ′x − ω1 − αω0Mˆ ′y . (7.64)
The solutions of Mˆx and Mˆy are, respectively, given by
Mˆ ′x =
ω1(ω0 − ω)
(ω0 − ω)2 + (αω)2 , Mˆ
′
y = −
αωω1
(ω0 − ω)2 + (αω)2 . (7.65)
Thus, the x and y components of the magnetization in the original frame are,
respectively, given by
Mˆx =
2χ′
M
B1 cosωt+
2χ′′
M
B1 sinωt , (7.66)
Mˆy =
2χ′
M
B1 sinωt− 2χ
′′
M
B1 cosωt , (7.67)
where χ′ and χ′′ are given by
χ′ =
(ω0 − ω)γM
2[(ω0 − ω)2 + (αω)2] , χ
′′ =
αωγM
2[(ω0 − ω)2 + (αω)2] . (7.68)
When the ferromagnetic metal satisﬁes the resonance condition ω = ω0, we ﬁnd
that Mˆx = α(ω1/ω) sinωt and Mˆy = −[ω1/(αω)] cosωt. The absorbed power
by the ferromagnetic metal from the microwave per unit time is given by
P =
1
T
∫ T
0
dt
∫
dVBrf · dMdt = 2ωB
2
rfV χ
′′ . (7.69)
The power P has a peak around the resonance frequency ω = ω0. Thus,
∂P/∂Bappl,
∂P
∂Bappl
= −2αω
2(ω0 − ω)(γBrf)2MV
[(ω0 − ω)2 + (αω)2]2 , (7.70)
has a peak to peak whose width is given by
ΔB =
2ωα√
3γ
. (7.71)
Thus, by measuring the linewidth of the absorbed power spectrum of FMR,
ΔB, the value of α can be determined.
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We can easily conﬁrm that the Landau-Lifshitz equation conserves the mag-
nitude of the magnetization M, i.e., dM2/dt = 0. Thus, in some cases, it is
convenient to use the spherical coordinate, instead of the Cartesian coordinate.
The direction of the magnetization is characterized by two angles, θ and ϕ, i.e.,
Mˆ = (sin θ cosϕ, sin θ sinϕ, cos θ). Let us consider the magnetization dynamics
of a single domain. Since the time derivative of Mˆ in the Cartesian coordinate
can be expressed as
dMˆ
dt
=
(
dθ
dt
cos θ cosϕ− dϕ
dt
sin θ sinϕ
)
ex +
(
dθ
dt
cos θ sinϕ+
dϕ
dt
sin θ cosϕ
)
ey
− dθ
dt
sin θez ,
(7.72)
the relation between dMˆ/dt in the Cartesian and spherical coordinates are given
by
dθ
dt
=
dMˆx
dt
cos θ cosϕ+
dMˆy
dt
cos θ sinϕ− dMˆz
dt
sin θ , (7.73)
dϕ
dt
sin θ = −dMˆx
dt
sinϕ +
dMˆy
dt
cosϕ . (7.74)
Thus, by introducing Bθ and Bϕ from the Cartesian components of B =
(Bx, By, Bz) as
Bθ = Bx cos θ cosϕ +By cos θ sinϕ−Bz sin θ , (7.75)
Bϕ = −Bx sinϕ +By cosϕ , (7.76)
the equations of motion with the Gilbert damping in the spherical coordinate
are given by
(1 + α2)
dθ
dt
= γ (Bϕ + αBθ) , (7.77)
(1 + α2)
dϕ
dt
sin θ = −γ (Bθ − αBϕ) . (7.78)
When we use the Landau-Lifshitz damping, we need to replace the factor (1+α2)
by 1. There is another way to directly obtain the Landau-Lifshitz equation in
the spherical coordinate. By using the density of the free energy as F , the
Landau-Lifshitz equation with the Gilbert damping is given by
dθ
dt
= − γ
(1 + α2)M sin θ
∂F
∂ϕ
− αγ
(1 + α2)M
∂F
∂θ
, (7.79)
dϕ
dt
=
γ
(1 + α2)M sin θ
∂F
∂θ
− αγ
(1 + α2)M sin2 θ
∂F
∂ϕ
. (7.80)
Although we consider the magnetization dynamics of a single domain here,
the above equations can be applicable to the inhomogeneous system such as
a magnetic domain wall by replacing the partial derivative of the free energy
density F with the functional derivative of the free energy F =
∫
dVF . In
the next section, we show the explicit form of the magnetic ﬁeld B of a typical
ferromagnet by using the free energy.
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7.4.3 Eﬀective Magnetic Field
The eﬀective magnetic ﬁeld Beﬀ for the conventional ferromagnets usually con-
sists of four parts: the exchange magnetic ﬁeld, the anisotropy ﬁeld, the demag-
netization ﬁeld, and the applied ﬁeld. Here we derive the explicit forms of these
ﬁelds.
First, let us consider the exchange ﬁeld. The local spin Si at the position ri
interacts with its neighbors Sj via the exchange coupling εij = −JddSi ·Sj . The
exchange coupling constant Jdd is on the order of 10−2 eV for the conventional
ferromagnets. Assuming that the local spins change their direction slowly in
space, Sj can be expanded as
Sj  Si +
(
∂Si
∂x
xi +
∂Si
∂y
yi +
∂Si
∂z
zi
)
+
1
2
(
∂2Si
∂x2
x2i +
∂2Si
∂y2
y2i +
∂2Si
∂z2
z2i
)
.
(7.81)
Then, we can express the exchange energy εij in terms of the local spin Si and
its spatial derivative. It should be noted that the ﬁrst derivative of Si does not
contribute to the total energy because of the spatial reversal symmetry. The
sum of x2i equals to 2a
2, where a is the lattice constant. Neglecting the constant
terms, the density of the exchange energy is given by
Uex = −nJddS
2
2a
Sˆ ·∇2Sˆ = A(∇Sˆ)2 , (7.82)
where n is the number of the atoms in an unit cell, A = nJddS2/(2a) is the
exchange stiﬀness, and Sˆ = S/|S| is the unit vector pointing the direction of
the local spin (S = |S|).
The anisotropy energy is expressed in terms of the magnetization Mˆ =
−Sˆ. For example, the uniaxial anisotropy energy density along the z axis is
represented as Uan = Ku(Mˆ2x + Mˆ2z ), where Ku is the energy density constant.
The demagnetization ﬁeld arises from the dipole interaction between the
local magnetizations. Let us consider the macroscopic Maxwell equation of the
static magnetic ﬁeld. The ﬁeld H, which relates the average of the microscopic
magnetic ﬁeld B via B = H+ 4πM, satisﬁes the following equations:
∇ ·H(x) = −4π∇ ·M(x) , ∇×H(x) = 0 . (7.83)
The magnetic potential φm, which relates to H via H = −∇φm, satisﬁes the
Poisson equation ∇2φm = 4π∇ ·M, and its solution is given by
φm(x) =
∫
dV ′
−∇′ ·M(x′)
|x− x′| +
∮
dS′
n′ ·M(x′)
|x− x′|
=
∫
dV ′M(x′)∇′ · 1|x− x′| =
∫
dV ′
M(x′) · (x− x′)
|x− x′|3 ,
(7.84)
where n′ is the unit vector normal to dS′. The ﬁeld H = −∇φ is then given by
H(x) =
∫
dV ′
[
3M(x′) · (x− x′)
|x− x′|5 (x − x
′)− M(x
′)
|x− x′|3 −
4π
3
M(x′)δ(x− x′)
]
,
(7.85)
or equivalently,
Hi(x) =
∫
dV ′Kij(x− x′)Mj(x′) . (7.86)
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where we introduce the tensor Kij(R), which relates to the longitudinal compo-
nent of the delta function δLij(R) [244] via Kij(R) = −4πδLij(R):
Kij(R) =
∂
∂Ri
∂
∂Rj
1
R
=
1
R5
(
3RiRj −R2δij
)− 4π
3
δijδ(R) , (7.87)
The form of the above ﬁeld H is same as the ﬁeld H due to the magnetic moment
[236]. The magnetic energy due to the dipole ﬁeld can be given by
Edemag = −12
∫
dVM(r)·H(r) = −1
2
∫
dV
∫
dV ′Kij(R)Mi(r)Mj(r′) . (7.88)
The demagnetization ﬁeld is deﬁned as Hdemag = H/(4π). The demagnetiza-
tion ﬁeld relates to the magnetization via Hdemagi = −NijMj , where Nij is the
demagnetization ﬁeld coeﬃcient, which satisﬁes Tr[Nij ] = Nxx +Nyy +Nzz = 1.
For example, for a spherically symmetric material, Hi = −(4π/3)Mi, i.e., the
demagnetization ﬁeld coeﬃcient is given by Nij = (1/3)δij . In general, the de-
magnetization coeﬃcient is determined by the distribution of the magnetization.
The Zeeman energy density due to the applied magnetic ﬁeld B0 is given by
UZeeman = −M ·B0.
The variation of the exchange energy, the anisotropy energy, the dipole in-
teraction energy, and the Zeeman energy are, respectively, given by
δEex = 2A
∫
dV (∇Mˆ)·(∇δMˆ) = 2A
∫
dV∇·[δMˆ(∇·Mˆ)]−2A
∫
dV (∇2Mˆ)·δMˆ ,
(7.89)
δEan =
∫
dV
∂Uan
∂Mˆ
· δMˆ , (7.90)
δEdemag = −
∫
dV
∫
dV ′F (R)Kij(R)M2Mˆi(r′)δMˆj(r) = −4π
∫
dV MδMˆ·Hdemag ,
(7.91)
δEZeeman = −
∫
dV MδMˆ ·B0 . (7.92)
Thus, the variation of the total energy is given by
δE = 2A
∫
dSi
∂Mˆ
∂ni
· δMˆ+
∫
dV
[
−2A∇2Mˆ+ ∂Uan
∂Mˆ
−M(B0 +Hdemag)
]
· δMˆ
= 2A
∫
dSi
(
Mˆ× ∂Mˆi
∂ni
)
· δω −
∫
dV M
(
Mˆ×Beﬀ
)
· δω .
(7.93)
The vector δω is deﬁned as δMˆ = δω × Mˆ. It should be noted that the
components of δMˆ are not independent each other because of the condition
|Mˆ| = 1 while those of δω are independent. The variation principle yields
Mˆ× (∂Mˆ/∂ni) = 0 and Mˆ×Beﬀ = 0. Thus, in equilibrium, the magnetization
M is parallel to the eﬀective magnetic ﬁeld Beﬀ , and the derivative of its normal
component at the interface is zero. The eﬀective magnetic ﬁeld Beﬀ is given by
Beﬀ =
2A
M
∇2Mˆ− 1
M
∂Uan
∂Mˆ
+B0 +Hdemag . (7.94)
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In following we show a brief example of the magnetic structure. For a one
dimensional domain wall along the x axis, the energy of the magnetic system is
given by
E(θ) =
∫ ∞
−∞
dx
[
A
(
dθ
dx
)2
+ F (θ)
]
S(x) , (7.95)
where θ(x) is the tilted angle of the magnetization from the z axis. S(x) is
the cross section area of the domain wall. Here we neglect the eﬀect of the
demagnetization ﬁeld for simplicity. For a thin ferromagnet the demagnetization
ﬁeld plays an important role on the determination of the magnetic structure,
while for a suﬃciently small domain wall it has a minor eﬀect because the
dipole interaction energy is, roughly speaking, proportional to the volume. The
magnetic structure is determined by the Euler-Lagrange equation
d2θ
dx2
+
1
S(x)
dθ
dx
dS
dx
− 1
2A
dF
dθ
= 0 . (7.96)
For a conventional domain wall induced in a bulk of ferromagnet, we can assume
the constant cross section area of the wall. By assuming the uniaxial anisotropy
along the z axis, F (θ) = Ku sin2 θ, the angle θ(x) is determined by
d2θ
dx2
=
Ku
2A
sin 2θ . (7.97)
To solve this equation, we introduce a new variable ϑ as ϑ(x) = θ(x) − (π/2).
Then, ϑ(x) obeys
d2ϑ
dx2
= −Ku
2A
sin 2ϑ . (7.98)
The solution of this equation is given by the amplitude function am(x, k), where
k is the modulus of the elliptic function:
ϑ(x) = am
[
1
k
√
Ku
A
(x− c), k
]
, (7.99)
where the constants c and k are determined by the boundary conditions. If we
assume that θ(x) = 0 in the limit of x → −∞ and θ(x) = π in the limit of
x→∞, then θ(x) is given by
θ(x) = π − 2arctan
[
exp
(
−πx
d
)]
, (7.100)
where the thickness of the domain wall d is deﬁned as
d = 2π
[∫ ∞
−∞
dx
(
dθ
dx
)2]−1
= π
√
A
Ku
. (7.101)
In the case of A  Ku, the θ(x) tends to the linear function of the position x.
For the conventional ferromagnets the exchange energy A is much larger than
the anisotropy Ku (the exchange energy in the unit of the magnetic ﬁeld, Hex ∼
(2A)/(Ma2), is on the order of 100 T while the anisotropy ﬁeld, Han ∼ Ku/M ,
is on the order of 10−100 Oe). For a geometrically constrained magnetic domain
wall, the magnetic structure is determined by the competition of the exchange
energy A and the geometry S(x) [245].
114
7.4.4 Thermal Eﬀect
At suﬃciently low temperature, the magnetizations is parallel to its easy axis.
However, by increasing the temperature, the magnetizations begin to ﬂuctuate
around its equilibrium direction because the magnetizations receive the ther-
mal energy. This thermal eﬀect can be taken into accound by introducing the
”thermal magnetic ﬁeld” h(t) [246] into the Landau-Lifshitz-Glibert equation.
In following, we assume that the temperature of the system is much lower than
the Curie temperature of the ferromagnetic metal. Then, the Landau-Lifshitz-
Gilbert equation is expressed as
∂Mˆ
∂t
= −γMˆ×
(
−∂F
∂M
)
− γMˆ× h+ αMˆ× ∂Mˆ
∂t
, (7.102)
where Mˆ = M/M is the unit vector along the direction of the magnetization,
and F is the density of the free energy of the system. Since Eq. (7.102)
conserved the norm of the vector m, it is convenient to use the spherical coor-
dinate Mˆ = (sin θ cosϕ, sin θ sinϕ, cos θ). We assume that the ﬂuctuation ﬁeld
is ”white”, and that 〈hi(t)〉 = 0 (i = x, y, z), where 〈· · · 〉 means the ensemble
average. We also assume that the statistical properties of h(t) is independent
of the orientation of the coordinate (x, y, z), i.e., the thermal eﬀect is isotropic.
The correlation function of h is expressed as
〈hi(t)hj(t′)〉 = Chδijδ(t− t′) , (7.103)
where the coeﬃcient Ch is determined by the Fokker-Planck equation. Clearly,
Ch should be zero at the zero temperature T = 0.
The Fokker-Planck equation of the probability function P (x1, x2), which
characterizes the direction of the ﬂuctuation ﬁeld at a given time t, is given by
∂P
∂t
= −
2∑
a=1
∂
∂xa
AaP +
1
2
2∑
a,b=1
∂2
∂xa∂xb
BabP . (7.104)
The coeﬃcients Aa and Bab are, respectively, given by
Aa = lim
Δt→0
〈Δxa〉
Δt
, Bab = lim
Δt→0
〈ΔxaΔxb〉
Δt
, (7.105)
where x1 = θ and x2 = ϕ. Δxa is the inﬁnitesimal variation of xa during the
time Δt. The coeﬃcient Aa and Bab are determined by the Landau-Lifshitz-
Gilbert equation (7.102).
In the spherical coordinate, Eq. (7.102) is expressed as
x˙a = Fa(x) +
3∑
i=1
Gai(x)hi(t) , (7.106)
where Fa and Gai are, respectively, given by
F1 = − γ(1 + α2)M sin θ
∂F
∂ϕ
− αγ
(1 + α2)M
∂F
∂θ
, (7.107)
F2 =
γ
(1 + α2)M sin θ
∂F
∂θ
− αγ
(1 + α2)M sin2 θ
∂F
∂ϕ
, (7.108)
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G11 = − γ1 + α2 sinϕ +
αγ
1 + α2
cos θ cosϕ , G21 = − γ1 + α2 cot θ cosϕ−
αγ
1 + α2
cscθ sinϕ ,
(7.109)
G12 =
γ
1 + α2
cosϕ+
αγ
1 + α2
cos θ sinϕ , G22 = − γ1 + α2 cot θ sinϕ +
αγ
1 + α2
cscθ cosϕ ,
(7.110)
G13 = − αγ1 + α2 sin θ , G23 =
γ
1 + α2
. (7.111)
In following, the suﬃx a, b, · · · = 1, 2 is used to represent the spherical coordinate
(x1, x2) = (θ, ϕ) while the suﬃx i, j, k, · · · = 1, 2, 3 is used to represent the
Cartesian coordinate (x1, x2, x3) = (x, y, z).
Let us determine the coeﬃcients Aa and Bab. For simplicity, we assume that
x1 = 0 and x2 = 0 at t = 0. By substituting the Taylor expansions of Fa(x)
and Gai(x) around around x1 ∼ 0 and x2 ∼ 0 into Eq. (7.106), and integrating
it, we ﬁnd that
xa(t) =Fa(0)t+
2∑
b=1
∂Fa(0)
∂xb
∫ t
0
dt1xb(t1) + · · ·
+
3∑
i=1
Gai(0)
∫ t
0
dt1hi(t1) +
2∑
b=1
3∑
i=1
∂Gai(0)
∂xb
∫ t
0
dt1xb(t1)hi(t1) + · · · .
(7.112)
From this equation, we can ﬁnd the Δx. According to the deﬁnitions of Aa
and Bab (7.105), Δx on the order of Δt is needed to determine Aa while Δx on
the order of (Δt)1/2 is needed to determine Bab. It should be noted that the
ﬂuctuation ﬁeld h is on the order of (Δt)−1/2. Thus, to determine Aa and Bab,
we approximate xa(t) to
xa(t)  Fa(0)t+
3∑
i=1
Gai(0)
∫ t
0
dt1hi(t1) +
2∑
b=1
3∑
i=1
∂Gai(0)
∂xb
∫ t
0
dt1xb(t1)hi(t1) ,
(7.113)
where the ﬁrst and third terms on the right hand side are on the order of t
while the second term is on the order of t1/2. To determine the coeﬃcient Aa,
we rewrite xa(t) as
xa(t) = Fa(0)t+
3∑
i=1
Gai(0)
∫ t
0
dt1hi(t1)+
2∑
b=1
3∑
i,j=1
∂Gai(0)
∂xb
Gbj(0)
∫ t
0
dt1
∫ t1
0
dt2hi(t1)hj(t2) .
(7.114)
By using the relation
∫ t
0
dt1
∫ t1
0
dt2 · · · = (1/2)
∫ t
0
dt1
∫ t
0
dt2 · · · , we ﬁnd that
Aa = lim
t→0
〈xa(t)〉
t
= Fa(0) +
Ch
2
2∑
b=1
3∑
i=1
∂Gai(0)
∂xb
Gbi(0) . (7.115)
Next, we determine the coeﬃcient Bab. The product of xa(t) and xb(t) are given
by
xa(t)xb(t) =
3∑
i,j=1
Gai(0)Gbj(0)
∫ t
0
dt1
∫ t
0
dt2hi(t1)hj(t2) . (7.116)
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By using this relation, we ﬁnd that
Bab = lim
t→0
〈xa(t)xb(t)〉
t
= Ch
3∑
i=1
Gai(0)Gbi(0) . (7.117)
By using the explicit form of Fa and Gai, Aa and Bab are expressed as
A1 = − αγ(1 + α2)M
∂F
∂θ
− γ
(1 + α2)M sin θ
∂F
∂ϕ
+
Ch
2
γ2
(1 + α2)
cotθ , (7.118)
A2 =
γ
(1 + α2)M sin θ
∂F
∂θ
− αγ
(1 + α2)M sin2 θ
∂F
∂ϕ
, (7.119)
B11 = Ch
γ2
(1 + α2)
, B22 = Ch
γ2
(1 + α2)
csc2θ , B12 = B21 = 0 . (7.120)
By using these results, the Fokker-Planck equation (7.400) is expressed as
∂P
∂t
=
∂
∂θ
[
αγ
(1 + α2)M
∂F
∂θ
+
γ
(1 + α2)M sin θ
∂F
∂ϕ
− Ch
2
γ2
(1 + α2)
cotθ
]
P
− ∂
∂ϕ
[
γ
(1 + α2)M sin θ
∂F
∂θ
− αγ
(1 + α2)M sin2 θ
∂F
∂ϕ
]
P
+
Ch
2
γ2
(1 + α2)
∂2
∂θ2
P +
Ch
2
γ2
(1 + α2)
∂2
∂ϕ2
csc2θP .
(7.121)
By putting P = W sin θ and k′ = Chγ2/[2(1 + α2)], we ﬁnd that
∂W
∂t
=
1
sin θ
∂
∂θ
[
sin θ
{(
αγ
(1 + α2)M
∂F
∂θ
+
γ
(1 + α2)M sin θ
∂F
∂ϕ
)
W + k′
∂W
∂θ
}]
− 1
sin θ
∂
∂ϕ
[(
γ
(1 + α2)M
∂F
∂θ
− αγ
(1 + α2)M sin θ
∂F
∂ϕ
)
W − k′ 1
sin θ
∂W
∂ϕ
]
.
(7.122)
This equation represents the conservation law of the probability density W , i.e.,
∂W/∂t +∇ · J = 0 where J = W (∂Mˆ/∂t) − k′∇W . The ﬂux −k′∇W is just
like a ”diﬀusive current”, and thus, k′ is regarded as the diﬀusion coeﬃcient.
In equilibrium (∂W/∂ = 0), the probability W equal the Boltzmann dis-
tribution, i.e., W ∝ exp[−FV/(kBT )], where V is the volume of the system.
Then, we ﬁnd that
Ch =
2kBTα
γMV
. (7.123)
Thus, the correlation function of the ﬂuctuation ﬁeld h(t) is given by [246]
〈hi(t)hj(t′)〉 = 2kBTα
γMV
δijδ(t− t′) . (7.124)
This is an example of the ﬂuctuation-dissipation theorem. The ﬁeld h represents
the eﬀect of the ﬂuctuation while the damping constant α represents the energy
dissipation.
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Miyazaki and Seki derived the Gilbert damping term from the Landau-
Lifshitz equation with the thermal magnetic ﬁeld, and found a relation between
the Gilbert damping constant α and the relaxation time of the thermal magnetic
ﬁeld [247].
Let us consider a metal surrounded by a thermal bath with its temperature
T . In the absence of the magnetization in the metal, we assume that the thermal
magnetic ﬁeld h obeys the following equation:
dh
dt
= − 1
τc
h+R , (7.125)
where τc is the relaxation time of the thermal magnetic ﬁeld andR is the random
force. As mentioned above, the ensemble average of h is assumed to be zero.
Then, the ensemble average of R is also zero. The correlation function of R is
deﬁned as
CR(i,j)(t− t′) = 〈Ri(t)Rj(t′)〉 , (7.126)
where we assume that the correlation function is a function of t−t′. The Fourier
transformation of CR(i,j)(t− t′) is given by
CR(i,j)(ω) =
∫ ∞
−∞
d(t− t′)〈Ri(t)Rj(t′)〉eiω(t−t′) =
∫ ∞
−∞
dτ〈Ri(τ + t′)Rj(t′)〉eiωτ .
(7.127)
The emsemble average of the Fourier component of R(t) is given by
〈Ri(ω)R∗j (ω′)〉 =
∫ ∞
−∞
dt
∫ ∞
−∞
dt′〈Ri(t)Rj(t′)〉eiωt−iω′t′
=
∫ ∞
−∞
dt′
∫ ∞
−∞
dτ〈Ri(τ + t′)Rj(t′)〉eiωτ ei(ω−ω′)t′
= 2πCR(i,j)(ω)δ(ω − ω′) .
(7.128)
Similarly, we can deﬁne the correlation functions of h as
Ch(i,j)(ω) =
∫ ∞
−∞
dτ〈hi(τ + t′)hj(t′)〉eiωτ , (7.129)
〈hi(ω)h∗j (ω′)〉 = 2πCh(i,j)(ω)δ(ω − ω′) . (7.130)
The Fourier transformation of Eq. (7.125) is given by
h(ω) =
1
−iω + 1/τcR(ω) . (7.131)
Using this equation and Eqs. (7.127), (7.128), (7.129) and (7.130), we found
that
Ch(i,j)(ω) =
CR(i,j)(ω)
ω2 + 1/τ2c
. (7.132)
We assume that the random force is white, i.e., CR(i,j)(ω) is indepedent of the
frequency ω. Then, Ch(i,j)(t) is given by
Ch(i,j)(t) =
∫ ∞
−∞
dω
2π
CR(i,j)
ω2 + 1/τ2c
e−iωt =
τc
2
CR(i,j)e−|t|/τc . (7.133)
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Since Ch(i,j)(t = 0) = 〈h2i 〉δij , CR(i,j)(ω) = (2/τc)〈h2i 〉δij . Then, the correlation
function of the random force is given by
〈Ri(t)Rj(t′)〉 = 2kBTχ
τcV
δijδ(t− t′) , (7.134)
where χ is deﬁned as χ = 〈h2i 〉V/(kBT ).
Next, we consider a metal with a ﬁnite magnetization M. In the absence
of the thermal magnetic ﬁeld h, the magnetization is aligned to the direction
of the eﬀective magnetic ﬁeld Beﬀ . However, at a ﬁnite temperature T , the
magnetization and the thermal magnetic ﬁeld are coupled, and the ﬂuctuation
of the magnetization is induced. We assume that the magnetization M and the
thermal magnetic ﬁeld h, respectively, obey the following equations:
dM
dt
= −γM×Btotal , (7.135)
dh
dt
= − 1
τc
(h− χM) +R , (7.136)
where Btotal = Beﬀ + h. We also assume that the random force R obeys Eq.
(7.134).
Let us consider the distribution function of M and h, P (M,h, t) in the
emsemble. By using Eqs. (7.135) and (7.136), the Fokker-Planck equation,
∂P (x)
∂t
=
1
2
∑
i,j
Kij
∂2
∂xi∂xj
P (x)−
∑
i
∂
∂xi
fiP (x) , (7.137)
where x = (M,h), and fi and Kij are given by dxi/dt = fi+R˜i and 〈R˜i(t)R˜j(t′)〉 =
Kijδ(t− t′), respectively, is reduced to
∂P
∂t
=
kBTχ
τcV
∂
∂h
· ∂
∂h
P +
1
τc
∂
∂h
· (h− χM)P + γ ∂
∂M
· (M×Btotal)P
=
1
τc
∂
∂h
·
(
h− χM+ kBTχ
V
∂
∂h
)
P − γ
(
M× ∂
∂M
)
·BtotalP .
(7.138)
The equilibrium distribution function is given by Peq(M,h) ∝ exp[−U/(kBT )],
where U/V = h2/(2χ)−M ·Btotal.
According to Ref. [247], we rewrite Eqs. (7.135) and (7.136) as
dMˆ
dτ
= −Mˆ× (ω0 + δω) , (7.139)
dδω
dτ
= −1
η
(
δω − cMˆ
)
+ σ , (7.140)
where we introduce the following dimensionless variables and parameters:
ω0 =
1√
kBTχ/V
Beﬀ , δω =
1√
kBTχ/V
h , c =
√
χV
kBT
M , (7.141)
σ =
1
γkBTχ/V
R , τ = γ
√
kBTχ/V t , η = γ
√
kBTχ/V τc . (7.142)
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The constant c characterizes the strength of the coupling between the magneti-
zation and the thermal magnetic ﬁeld. In the case of c = 0, the magnetization
does not relax to its equilibrium. The weak relaxation limit, i.e., α→ 0, corre-
sponds to c→ 0, as shown below.
The solution of Eq. (7.140) is given by
δω(τ) =
c
η
∫ τ
−∞
dτ ′Mˆ(τ ′)e−(τ−τ
′)/η +
∫ τ
−∞
dτ ′σ(τ ′)e−(τ−τ
′)/η
= c
[
Mˆ(τ) −
∫ τ
−∞
dτ ′
dMˆ(τ ′)
dτ ′
e−(τ−τ
′)/η
]
+ ω′(τ) ,
(7.143)
where ω′ is deﬁned as
ω′(τ) =
∫ τ
−∞
dτ ′σ(τ ′)e−(τ−τ
′)/η . (7.144)
η characterizes the relaxation of the thermal magnetic ﬁeld. In the limit of
η → 0, Eq. (7.139) is reduced to
dMˆ(τ)
dτ
= −Mˆ(τ)×
[
ω0 + ω′(τ) − c
∫ τ
−∞
dτ ′
dMˆ(τ ′)
dτ ′
e−(τ−τ
′)/η
]
 −Mˆ(τ)×
[
ω0 + ω′(τ) − cηdMˆ(τ)dτ
]
.
(7.145)
In the same limit, ω′(τ)  δω(τ) + cMˆ(τ). Then, Eq. (7.145) is reduced to
dMˆ
dτ
= −Mˆ(τ)× [ω0(τ) + δω(τ)] + αMˆ× dMˆdτ , (7.146)
where α = cη is given by
α = χγMτc . (7.147)
Equation (7.146) is identical to Eq. (7.102). Thus, in this theory, α is identiﬁed
as the Gilbert damping constant.
In terms of σ, the correlation function of the thermal magnetic ﬁeld can be
expressed as 〈σi(τ)σj(τ ′)〉 = (2/η)δijδ(τ − τ ′). Then, the correlation function
of ω′ is given by
〈ω′i(τ)ω′j(τ ′)〉 = e−(τ−τ
′)/ηδij , (7.148)
where τ > τ ′. In the limit of η → 0, this correlation function is reduced to
〈ω′i(τ)ω′j(τ ′)〉  2ηδijδ(τ − τ ′) . (7.149)
Moreover, in the weak coupling limit c→ 0, we ﬁnd that
〈δωi(τ)δωj(τ ′)〉  2ηδijδ(τ − τ ′) . (7.150)
This equation is identical to Eq. (7.124). It should be noted that the torque due
to magnetic ﬁeld (∝M×Beﬀ) plays no role on the introduction of the Gilbert
damping α and the thermal ﬁeld δω and the calculation of the correlation func-
tion of δω. Thus, Eqs. (7.145) and (7.150) are invariant in the presence of spin
transfer torque.
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Thermal ﬁeld induces the transition of the magnetization state from one
state to the other state. We now calculate this transition rate, especially in the
case of the ferromagnetic metal with the uniaxial anisotropy along the z axis.
The free energy density is expressed as F = −MB cos θ + Ku sin2 θ, where
θ is the tilted angle of the magnetization from the z axis, B is the strength of
the applied magnetic ﬁeld, and K is the uniaxial anisotropy energy constant.
When M |B| < 2Ku, both θ = 0 and θ = π are the local minima of the free
energy density, and at θ = θm = cos−1[−MB/(2Ku)], the free energy density is
maximized. We denote these energy densities as F1 = F (0), F2 = F (π), and
Fm = F (θm), respectively.
Below, we assume that the barrier energy of the transition between θ = 0
and θ = π, i.e., Fm − F1,2, is suﬃciently high compared to the temperature
kBT . We separate the range of θ as 0 ≤ θ ≤ θ1 and θ2 ≤ θ ≤ π, where the
choice of θ1 and θ2 are not critical, but, according to the above assumption,
e−F(θi)V/(kBT ) is suﬃciently small compared to e−F1,2V/(kBT ) but is suﬃciently
large compared to e−FmV/(kBT ).
In the regions [0, θ1] and [θ2, π], the probability W is given by W (θ) =
Wie−[F(θ)−Fi]V/(kBT ), where W1 = W (0) and W2 = W (π). We normalize∫
dΩW to be the total number of the particles n (the number of the macroscopic
system in the Gibbs ensemble). Then, the numbers of the particle in the regions
[0, θ1] and [θ2, π] are, respectively, given by ni = 2πWieFiV/(kBT )Ii, where Ii is
given by
I1 =
∫ θ1
0
dθ sin θe−F(θ)V/(kBT ) , I2 =
∫ π
θ1
dθ sin θe−F(θ)V/(kBT ) . (7.151)
To calculate the integral I1, it should be noted that the value of the factor
e−F(θ)V/(kBT ) rapidly decreases as θ tends from 0 to θ1. Thus, by expanding
F (θ) around θ = 0, I1 can be approximated as
I1  e−F(0)V/(kBT )
∫ ∞
0
dθθ exp
[
− V
2kBT
∂2F (θ)
∂θ2
∣∣∣∣
θ=0
]
= e−F1V/(kBT )
kBT
V k1
,
(7.152)
where k1 = (∂2F (θ)/∂θ2)θ=0. Similarly, I2 can be approximated as
I2  e−F2V/(kBT ) kBT
V k2
, (7.153)
where k2 = (∂2F (θ)/∂θ2)θ=π.
In the region [θ1, θ2], W is suﬃciently small. However, because of the ﬁnite
transition probability between θ = 0 and θ = π, a probability current ﬂows in
this region. This current is expressed as I = 2π sin θJθ, where Jθ is given by
Jθ = − αγ(1 + α2)M
∂F
∂θ
W +
αγkBT
(1 + α2)MV
∂W
∂θ
. (7.154)
Thus, the current I satisﬁes
∂W
∂θ
+
V
kBT
∂F
∂θ
W = − (1 + α
2)MV I
2παγkBT sin θ
. (7.155)
For simplicity, we assume that the probability current is a divergenceless current,
i.e., I is independent of θ. This means that all particle ﬂow from θ = 0 (θ = π)
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reaches to θ = π (θ = 0). Then, by multiplying eF(θ)V/(kBT ) to Eq. (7.155) and
integrating it over [0, π], we ﬁnd that
W2eF2V/(kBT )−W1eF1V/(kBT ) = − (1 + α
2)MV I
2παγkBT
∫ π
0
dθ
eF(θ)V/(kBT )
sin θ
. (7.156)
By expanding F (θ) around θ = θm, the right-hand-side of Eq. (7.156) can be
approximated to
Im =
∫ θ2
θ1
dθ
eF(θ)V/(kBT )
sin θ

∫ ∞
−∞
dθ
1
sin θm
exp
[
F (θm)V
kBT
+
V
2kBT
∂2F (θ)
∂θ2
∣∣∣∣
θ=θm
(θ − θm)2
]
=
√
− 2πkBT
V (∂2F (θ)/∂θ2)θ=θm
eFmV/(kBT )
sin θm
.
(7.157)
Since WieFiV/(kBT ) can be rewritten as ni/(2πIi), Eq. (7.156) is rewritten as
n2
I2
− n1
I1
= − (1 + α
2)MV I
αγkBT
Im . (7.158)
Then, by using the conservation low of the probability n˙1 = −n˙2 = −I, we ﬁnd
n˙1 = −n˙2 = −n1ν12 + n2ν21 , (7.159)
where the frequency νij = cije−(Fm−Fi)V/(kBT ) is the transition probability per
unit time from the i-state to the j-state. The coeﬃcient cij is given by
cij =
αγki
(1 + α2)M
√
V km
2πkBT
sin θm . (7.160)
Now let us consider the transition of the direction of the magnetization
between two equilibrium states by the thermal eﬀect. The local energy minima
are given byF1 = −MB andF2 = MB, respectively. The maximum of the free
energy density is Fm = MBan(1+ 2)/2, where  = B/Ban and Ban = 2Ku/M .
Moreover, k1 = MBan(1 + ), k2 = MBan(1 − ), and km = MBan(1 − 2).
Then, ν12 and ν21 are, respectively, given by
ν12 =
αγ
1 + α2
√
MB3anV
2πkBT
[
1−
(
B
Ban
)2](
1 +
B
Ban
)
exp
[
−MBanV
2kBT
(
1 +
B
Ban
)2]
,
(7.161)
ν21 =
αγ
1 + α2
√
MB3anV
2πkBT
[
1−
(
B
Ban
)2](
1− B
Ban
)
exp
[
−MBanV
2kBT
(
1− B
Ban
)2]
.
(7.162)
The solutions of n1 and n2 with the initial conditions n1(0) = 1 and n2(0) = 0
are, respectively, given by
n1(t) =
ν21
ν12 + ν21
+
ν12
ν12 + ν21
e−(ν12+ν21)t , (7.163)
n2(t) =
ν12
ν12 + ν21
− ν12
ν12 + ν21
e−(ν12+ν21)t . (7.164)
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There is another method to obtain the transition probabilities per unit time,
νij [248]. First of all, let us introduce the backward Fokker-Planck equation.
The general form of the (forward) Fokker-Planck equation is given by
∂P˜ (x, t|x0, t0)
∂t
= − ∂
∂x
A(x)P˜ (x, t|x0, t0) + 12
∂2
∂x2
B(x)P˜ (x, t|x0, t0) , (7.165)
where P˜ (x, t|x0, t0) is the probability function of the Brown particle at (x, t)
with the initial condition (x0, t0). A(x) and B(x) characterize the force acting
on the Brown particle and the diﬀusion of the particle, respectively. P˜ (x, t|x0, t0)
can be expressed as P˜ (x, t|x0, t0) =
∫
dzP˜ (x, t|z, s)P˜ (z, s|x0, t0), where z is the
intermediate position at the time s. Since ∂P˜ (x, t|x0, t0)/∂s = 0, we ﬁnd that∫
dz
∂P˜ (x, t|z, s)
∂s
P˜ (z, s|x0, t0) +
∫
dzP˜ (x, t|z, s)
[
− ∂
∂z
A(z)P˜ (z, s|x0, t0) + 12
∂2
∂z2
B(z)P˜ (z, s|x0, t0)
]
=
∫
dz
[
∂P˜ (x, t|z, s)
∂s
+A(z)
∂P˜ (x, t|z, s)
∂z
+
1
2
B(z)
∂2P˜ (x, t|z, s)
∂z2
]
P˜ (z, s|x0, t0) = 0 ,
(7.166)
where we use Eq. (7.165) and apply the partial integral on the second term.
Thus, we ﬁnd that the backward Fokker-Planck equation given by
∂P˜ (x, t|z, s)
∂s
= −A(z) ∂
∂z
P˜ (x, t|z, s)− 1
2
B(z)
∂2
∂z2
P˜ (x, t|z, s) . (7.167)
Now we return to the problem of the magnetization switching. We intro-
duce the probability function P (θ, ϕ, t|θ′, ϕ′, t′) which characterizes the tran-
sition probability from the state (θ′, ϕ′) at time t′ to the state (θ, ϕ) at time
t(> t′). The function P obeys the Fokker-Planck equation (7.121), i.e.,
∂P
∂t
=− ∂
∂θ
[
F1(θ, ϕ) +
αγkBT
(1 + α2)MV
cot θ
]
P − ∂
∂ϕ
F2(θ, ϕ)P
+
αγkBT
(1 + α2)MV
∂2P
∂θ2
+
αγkBT
(1 + α2)MV sin2 θ
∂2P
∂ϕ2
,
(7.168)
where F1 and F2 are deﬁned by Eq. (7.108). The backward Fokker-Planck
equation for P (θ, ϕ, t|θ′, ϕ′, t′) is given by
∂P
∂t′
=−
[
F1(θ′, ϕ′) +
αγkBT
(1 + α2)MV
cot θ′
]
∂P
∂θ′
− F2(θ′, ϕ′) ∂P
∂ϕ′
− αγkBT
(1 + α2)MV
∂2P
∂θ′2
− αγkBT
(1 + α2)MV sin2 θ′
∂2P
∂ϕ′2
.
(7.169)
The average switching time tsw is deﬁned as follows. Let ψ = ψ(φ) be the
equation of the surface ∂Ω on which the free energy density takes its maximum
value. We introduce the function T (θ′, ϕ′) which is the average time of the
magnetization transition from the state (θ′, ϕ′) to the surface ∂Ω. given by
T (θ′, ϕ′) =
∫ ∞
0
dt
∫ 2π
0
dϕ
∫ ψ(ϕ)
0
dθP (θ, ϕ, t|θ′, ϕ′, 0) . (7.170)
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By replacing ∂/∂t′ in Eq. (7.169) with −∂/∂t and putting t′ = 0, integrating it
over t, ϕ, and θ, and using P (θ, ϕ, 0|θ′, ϕ′, 0) = δ(θ − θ′)δ(ϕ− ϕ′), we ﬁnd that[
F1(θ′, ϕ′) +
αγkBT
(1 + α2)MV
cot θ′
]
∂T
∂θ′
+ F2(θ′, ϕ′)
∂T
∂ϕ′
+
αγkBT
(1 + α2)MV
∂2T
∂θ′2
+
αγkBT
(1 + α2)MV sin2 θ′
∂2T
∂ϕ′2
= −1 .
(7.171)
The transition time from (θ′, ϕ′) to ∂Ω is obtained by solving Eq. (7.171).
Let us consider the uniaxial anisotropic system where the free energy density
is given by F (θ) = −MB cos θ +Ku sin2 θ. We assumed that |B| < Ban which
guarantees two local minima of F . Equation (7.171) is reduced to
d2T (θ′)
dθ′2
+
[
cot θ′ − MV
kBT
(B +Ban cos θ′) sin θ′
]
dT (θ′)
dθ′
= − (1 + α
2)MV
αγkBT
.
(7.172)
Here, we introduce the parameter σ = ±1. σ = +1(−1) for 0 ≤ θ′ ≤ θm
(θm ≤ θ′ ≤ π). We use the reﬂecting and absorbing boundary conditions at
θ′ = π(1 − σ)/2 and θm, respectively [248], i.e.,
dT (θ′)
dθ′
∣∣∣∣
θ′=π(1−σ)/2
= 0 , T (θ′ = θm) = 0 . (7.173)
The general solution of Eq. (7.172) with these boundary conditions is given by
T (θ′) = (1 + α
2)MV
αγkBT
∫ cos θ′
−
dx
∫ σ
x
dy
1
1− x2 exp
[
−MBanV
2kBT
(x+ )2
]
exp
[
MBanV
2kBT
(y + )2
]
,
(7.174)
where  = B/Ban. Once the magnetization arrives at θ = θm, it moves to θ = 0
or π with the probability 1/2. Thus, the switching probability per unit time
and the average time of the transition are deﬁned as 1/[2T (0)] and tsw = 2T (0),
respectively. The explicit form of T (0) is given by
T (0) = (1 + α
2)MV
αγkBT
∫ 1
−
dx
∫ 1
x
dy
1
1− x2 exp
[
−MBanV
2kBT
(x+ )2
]
exp
[
MBanV
2kBT
(y + )2
]
.
(7.175)
Let us consider the high barrier limit [MBanV/(2kBT )](1+)2  1. In this limit,
the following formulas are useful (for simplicity we denote a = MBanV/(2kBT )):∫ 1
x
dyea(y+)
2
=
1
2
√
π
a
[
Erﬁ(
√
a(1 + ))− Erﬁ(√a(x+ ))]  ea(1+)2
2a(1 + )
,
(7.176)∫ 1
−
dx
e−a(x+)
2
1− x2 =
∫ 1+
0
dz
e−az
2
1− (z − )2 
1
1− 2
∫ ∞
0
dze−az
2
=
1
2
√
π
a
1
1− 2 .
(7.177)
By using these formulas, tsw is given by
tsw =
(1 + α2)
αγ
√
2πkBT
MB3anV
1
1− (B/Ban)2
1
1 + (B/Ban)
exp
[
MBanV
2kBT
(
1 +
B
Ban
)2]
,
(7.178)
which is identical to ν−112 . The transition probability per unit time from θ
′ = π
to θ = 0 can be obtained in a similar way.
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7.4.5 Spin Transfer Torque
Here we derive the Landau-Lifshitz-Glibert equation with spin transfer torque.
We use the sd model [3] to describe the transport of the conduction electrons
and the magnetization due to the localized spin. When we applied an electric
voltage to the ferromagnetic metal, the spin polarized current ﬂows because of
the spin-dependence of the transport properties. The spin current induces the
spin accumulation which is deﬁned as
s =
∫
d3p
(2π)3
Re
[
Tr
[
σˆFˆ
]]
, (7.179)
where Fˆ is the spin-dependent distribution function given in Eq. (2.73). Simi-
larly, we can deﬁne the spin current j as
j =
∫
d3p
(2π)3
v ⊗ Re
[
Tr
[
σˆFˆ
]]
, (7.180)
where v is the velocity of the conduction electrons. The spin accumulation and
spin current satisfy the following continuous equation:
∂s
∂t
+∇ · j = ωJs× Sˆ− 2
τsf
s , (7.181)
where ωJ is the angular frequency of the precession of the spin accumulation
around the localized spin Sˆ (|Sˆ| = 1), and τsf is the spin-ﬂip relaxation time.
The ﬁrst term on the right hand side of Eq. (7.181), Ts = ωJs× Sˆ, represents
the torque due to the sd exchange coupling with the localized spin.
The sd exchange coupling also exerts a torque Td = −Ts on the localized
spin which induces the precession of the localized spin around the spin accumu-
lation. Thus, adding Td to the Landau-Lifshitz-Gilbert equation, the equation
of motion of the localized spin Sˆ = −Mˆ is given by
∂Sˆ
∂t
= −γSˆ×Beﬀ − ωJ
∫
dV s× Sˆ− αSˆ× ∂Sˆ
∂t
, (7.182)
where the integral in the right hand side is performed over the physically in-
ﬁnitesimal volume ΔV . By using the relation M = μB/ΔV and assuming that
the Lande´ g factor is 2, this equation can be rewritten in terms of Mˆ as
∂Mˆ
∂t
= −γMˆ×Beﬀ + γ2M ωJs× Sˆ+ αMˆ×
∂Mˆ
∂t
, (7.183)
This is the Landau-Lifshitz-Gilbert equation with spin transfer torque Td. The
eﬀect of the thermal ﬁeld on this equation is discussed in Refs. [117, 249, 250]
[see also Sec. 7.8].
Now we consider the Landau-Lifshitz-Gilbert equation in the domain wall,
as discussed in Sec. 4.5. Since the spin accumulation s is the function of the
position x, the strength and the direction of the spin transfer torque is also
a function of the position. However, to compare the results given in Sec. 4.5
to the results in Ref. [174], it is convenient to deﬁne the averaged torque as
d−1
∫ d/2
−d/2 dxTd. Multiplying d
−1 to Eq. (7.183) and integrating it in the region
−d/2 ≤ x ≤ d/2, we obtain Eq. (4.52) in Sec. 4.5
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Now we show that the initial and terminal velocities of the domain wall
motion due to spin transfer torque are determined by the adiabatic and non-
adiabatic torque, respectively [172, 174]. The Landau-Lifshitz-Gilbert equation
of the magnetization for a suﬃciently thick domain wall is given by
∂Mˆ
∂t
= −γMˆ×Beﬀ + bJ ∂Mˆ
∂x
− cJMˆ× ∂Mˆ
∂x
+ αMˆ× ∂Mˆ
∂t
, (7.184)
where bJ = PμBje/[eM(1 + ζ2)] and cJ = ζPμBje/[eM(1 + ζ2)] represent the
strength of the adiabatic and the non-adiabatic torque, respectively [see Chap.
4]. For a Ne´el wall along the x axis whose rotation axis is along the y axis, the
eﬀective magnetic ﬁeld Beﬀ is given by
Beﬀ = (Bappl +Banmx)ex − 4πMmzez + 2A
M2
∇2M , (7.185)
where Bappl is the applied ﬁeld, Ban is the uniaxial anisotropy ﬁeld, and A is
the exchange stiﬀness, respectively.
To solve the Landau-Lifshitz-Gilbert equation (7.184), it is convenient to use
the spherical coordinate Mˆ = (cos θ, sin θ cosϕ, sin θ sinϕ) which is given by
∂θ
∂t
=
2γA
M
(
2 cos θ
∂θ
∂x
∂ϕ
∂x
+ sin θ
∂2ϕ
∂x2
)
− 4πγM sin θ sinϕ cosϕ
+ bJ
∂θ
∂x
+ cJ
∂ϕ
∂x
sin θ − α∂ϕ
∂t
sin θ ,
(7.186)
∂ϕ
∂t
sin θ =γ(Bappl +Ban cos θ) sin θ − 2γA
M
[
∂2θ
∂x2
−
(
∂ϕ
∂x
)2
sin θ cos θ
]
+ 4πγM sin θ cos θ sin2 ϕ + bJ
∂ϕ
∂x
sin θ − bJ ∂θ
∂x
+ α
∂θ
∂t
.
(7.187)
In equilibrium without the current, the solutions of θ and ϕ are given by θ =
2arctan[exp(x/d)] and ϕ0, respectively, where d is the thickness of the domain
wall. We assume that the solutions of θ and ϕ under the inﬂuence of the current
are given by
log tan
θ
2
= c(t)
[
x−
∫ t
0
dτv(τ)
]
, (7.188)
ϕ = ϕ(t) , (7.189)
where c(t) depends only on the time whose initial condition is c(0) = 1/d. Here
we assume that the domain wall velocity v(t) and the azimuthal angle ϕ(t) is
independent of the position x. From these trial functions of θ and ϕ, we ﬁnd
the following relations:
∂θ
∂x
= c(t) sin θ , (7.190)
∂2θ
∂x2
= [c(t)]2 sin θ cos θ , (7.191)
∂θ
∂t
= c1(x, t) sin θ , (7.192)
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where c1(x, t) is given by
c1(x, t) =
dc(t)
dt
[
x−
∫ t
0
dτv(τ)
]
− c(t)v(t) . (7.193)
Substituting the above trial functions θ and ϕ into Eqs. (7.186) and (7.187), we
ﬁnd that
c1(x, t) + α
dϕ
dt
= −4πγM sinϕ cosϕ + bJc(t) , (7.194)
dϕ
dt
− αc1(x, t) − γBappl + cJc(t) = γ
[
Ban − 2A
M
{c(t)}2 + 4πM sin2 ϕ
]
cos θ .
(7.195)
It should be noted that for the spatially homogeneous ﬁeld Bappl and current
je, only c1(x, t) term in Eq. (7.194) depends on the position x, i.e., the trial
functions (7.188) and (7.189) are possible only when one can discards the spatial
dependence of c1(x, t). If we use the approximation ∂c1/∂x  0, c1(x, t) is
approximated to be −c(t)v(t). Then, from Eq. (7.195), we ﬁnd that
dϕ
dt
= −αc(t)v(t) + γBappl − cJc(t) , (7.196)
Ban − 2A
M
[c(t)]2 + 4πM sin2 ϕ = 0 . (7.197)
From Eqs. (7.194) and (7.196), we obtain
(1 + α2)
dϕ
dt
= γBappl − 4παγM sinϕ cosϕ + αbJc(t)− cJc(t) . (7.198)
Substituting Eq. (7.198) into Eq. (7.196), we ﬁnd that
v(t) =
γ(αBappl − 4πM sinϕ cosϕ)
(1 + α2)c(t)
− bJ
1 + α2
− αcJ
1 + α2
. (7.199)
The initial velocity of the domain wall is given by
v(0) =
1
1 + α2
(αγdBappl − bJ − αcJ ) , (7.200)
where we use the relation c(0) = 1/d. Since cJ is two order of magnitude
smaller than bJ and α is on the order of 10−2, we can neglect the third term
in Eq. (7.200). Then, the initial velocity of the domain wall is determined is
proportional the strength of the adiabatic torque bJ . It should be noted that
the signs of v(0) and bJ are opposite which means that the direction of the wall
motion is along that of the electrons motion. On the other hand, in the limit of
t→∞, by assuming that dϕ/dt→ 0, we ﬁnd that
v(∞) = γBappl
αc(∞) −
cJ
α
, (7.201)
i.e., the terminal velocity of the domain wall is proportional to the strength of
the non-adiabatic torque cJ . For a suﬃciently thick domain wall, cJ/bJ is on
the order of 10−2 [174] which is same order of the Gilbert damping constant
α. Thus, the magnitudes of the initial and the terminal velocities without the
applied ﬁeld, |v(0)| = bJ and |v(∞)| = cJ/α, are on the same order.
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The Landau-Lifshitz-Gilbert equation derived by Sloncczewski [77] has the
diﬀerent form compared to Eq. (7.183). Let us consider the electron transport
through the ferromagnetic multilayer which consists of the ﬁxed layer, the non-
magnetic spacer, and the free layer. The free layer lies over the region 0 ≤ x ≤ d.
Slonczewski consider the ballistic transport of the conduction electron through
the multilayer. Then, the relaxation of the spin accumulation due to spin-ﬂip
scattering can be neglected, and Eq. (7.183) is rewritten by
∂Mˆ
∂t
= −γMˆ×Beﬀ + γ2M∇ · j+ αMˆ×
∂Mˆ
∂t
. (7.202)
The magnetization of the free layer is assumed to be homogeneous, i.e., Mˆ is
independent of the position. By integrating this equation over the volume of
the free layer V and dividing by V , we obtain
∂Mˆ
∂t
= −γMˆ×Beﬀ + γ2MSd [I(d) − I(0)] + αMˆ×
∂Mˆ
∂t
, (7.203)
where I(d)− I(0) is the divergence of the spin current and S is the cross section
area of the free layer. Because of the precession of the spin accumulation around
the magnetization of the free layer, the transverse component of the injected spin
current is transfered to the free layer. When the thickness of the free layer, d,
is much longer than the penetration depth of the transverse spin current, the
divergence of the spin current is expressed as
I(d) − I(0) = ηI
e
Mˆ× (p× Mˆ) , (7.204)
where η is the spin polarization, I is the electric current, and p is the unit vector
along the magnetization of the ﬁxed layer. The positive current I corresponds
to the electron ﬂow from the ﬁxed layer ot the free layer. Then, the Landau-
Lifshitz-Gilbert equation of the free layer is given by
∂Mˆ
∂t
= −γMˆ×Beﬀ + γaJMˆ× (p× Mˆ) + αMˆ× ∂Mˆ
∂t
. (7.205)
This is the Landau-Lifshitz-Gilbert equation with spin transfer torque for the
free layer. aJ = ηI/(2eMSd) represents the strength of spin transfer torque
in the unit of the magnetic ﬁeld.
The critical current of spin transfer torque driven magnetization dynamics
can be estimated from Eq. (7.205). The conventional system is the in-plane
magnetized free layer where p = ez and the eﬀective magnetic ﬁeld Beﬀ is given
by
Beﬀ =
⎛
⎝ −4πMmx0
Bappl +Banmz
⎞
⎠ . (7.206)
Here the x component of Beﬀ represents the demagnetization ﬁeld. We assume
that Nx = 1 and Ny = Nz = 0. We also assume the uniaxial anisotropy ﬁeld
Banmz along the z axis. In equilibrium, the magnetization Mˆ is parallel to the
easy axis, i.e., Mˆ = ±ez. At ﬁnite temperature, however, the magnetization
deviates from the z axis due to the thermal ﬂuctuation, and this deviation is
on the order of kBT/(MBanV/2). By applying the magnetic ﬁeld Bappl and the
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current I, the magnetization precess around the z axis. For the small amplitude
precession, the linealized Landau-Lifshitz-Gilbert equation is given by
dMˆx
dt
= −γ(Bappl +Ban)Mˆy − γaJMˆx − αdMˆydt , (7.207)
dMˆy
dt
= γ(Bappl +Ban + 4πM)Mˆx − γaJMˆy + αdMˆxdt , (7.208)
and dMˆz/dt = 0. Here we assume that Mˆz  +1. The precession of the
transverse components of the magnetization, Mˆx and Mˆy, is described by Mˆx =
Aeωt and Mˆy = Beωt, where |A|, |B|  1 are the amplitudes of the precession.
The real and the imaginary parts of ω describe the damping and the frequency
of the precession. By substituting these forms of Mˆx and Mˆy into the linealized
Landau-Lifshitz-Gilbert equation, we ﬁnd that(
ω + γaJ γ(Bappl +Ban) + αω
−γ(Bappl +Ban + 4πM)− αω ω + γaJ
)(
A
B
)
= 0 . (7.209)
To obtain the solutions of Mˆx and Mˆy with the ﬁnite amplitude (A,B = 0), ω
should satisfy the following equation:
(1 + α2)ω2 + 2γ [aJ + α (Bappl +Ban + 2πM)]ω
+ γ2
[
(Bappl +Ban) (Bappl +Ban + 4πM) + a2J
]
= 0 .
(7.210)
Then ω is given by
ω =− γ [aJ + α (Bappl +Ban + 2πM)]
± γ
√
[aJ + α (Bappl +Ban + 2πM)]
2 − [(Bappl +Ban) (Bappl +Ban + 4πM) + a2J ] ,
(7.211)
where we approximate that 1 + α2  1 for simplicity. The second term on
the right hand side is pure imaginary for the small damping. This imaginary
part, Im[ω]  γ√(Bappl +Ban)(Bappl +Ban + 4πM), is the resonance angular
frequency of FMR. On the other hand, the ﬁrst term is real, and this term
determines the critical current of spin transfer torque driven magnetization dy-
namics. A positive sign of Re[ω] means that the amplitude of the magnetization
increases wit time and that the initial state is unstable. Thus, to induce the
magnetization dynamics, aJ should satisfy
aJ < −α (Bappl +Ban + 2πM) . (7.212)
In terms of the current I, this condition is rewritten as
I < Ic = −2eMSd
η
α (Bappl +Ban + 2πM) . (7.213)
Ic is the critical current of spin transfer torque driven magnetization dynamics.
The negative sign means that the electron should ﬂow from the free layer to the
ﬁxed layer. The critical current for the uniaxial symmetric system, as considered
in Sec. 5.1, is obtained in a similar way.
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7.5 Calculation of Spin Current
In this section, we show the details of the calculation of the critical current of
spin transfer-torque-driven magnetization dynamics discussed in Sec. 5.3
7.5.1 Spin Accumulation and Spin Current
Before showing the detail of the calculation, it is convenient to summarize the
solutions of the spin accumulations in the ferromagnetic and nonmagnetic layers,
and the charge and spin current at the interface. The notations are given in
Sec. 5.2.
The longitudinal spin accumulation in a ferromagnetic layer is expressed as
m·μLF =
4π
gsd sinh(d/λsd(FL))
[(
I(1)sz +

2e
βI
)
cosh
(
x− d
λsd(FL)
)
−
(
I(2)sz +

2e
βI
)
cosh
(
x
λsd(FL)
)]
,
(7.214)
where I is the electric current, I(1)sz and I
(2)
sz are the longitudinal spin currents
m · Is at x = 0 and x = d, respectively, and gsd is given by
gsd =
(1− β2)hS
2e2ρFλsf(FL)
, (7.215)
where ρF = 1/(σ
↑
F+σ
↓
F) are the resistivity, respectively. It should be noted that
I
(1,2)
sz (I) is positive when the electrons ﬂow along the x (−x) direction.
The solution of the transverse spin accumulation is given by
t1 · μTF = 4π
[
f1(x)I(1)sx + if2(x)I
(1)
sy + f3(x)I
(2)
sx + if4(x)I
(2)
sy
]
, (7.216)
t2 · μTF = 4π
[
−if2(x)I(1)sx + f1(x)I(1)sy − if4(x)I(2)sx + f3(x)I(2)sy
]
, (7.217)
where I(1)sx(y) and I
(2)
sx(y) are the t1 (t2) components of the spin currents at x = 0
and x = d, respectively. The functions fk(x) (k = 1, 2, 3, 4) are given by
f1(x) = Re
[
cosh ((x− d)/)
gt sinh (d/)
]
, f2(x) = iIm
[
cosh ((x− d)/)
gt sinh (d/)
]
, (7.218)
f3(x) = −Re
[
cosh (x/)
gt sinh (d/)
]
, f4(x) = −iIm
[
cosh (x/)
gt sinh (d/)
]
, (7.219)
where  and gt are given by
1

=
√
1
λ2sd(FT)
− i 1
λ2J
, (7.220)
gt =
hS
4e2ρF
[(
1 + β
1 + β′
)
+
(
1− β
1− β′
)]
. (7.221)
The spin accumulation in the nonmagnetic layer is given by
μN =
4π
gN sinh(L/λsd(N))
[
I(1)s cosh
(
x− L
λsd(N)
)
− I(2)s cosh
(
x
λsd(N)
)]
, (7.222)
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where I(1)s and I
(2)
s are the spin currents at x = 0 and x = L, respectively, λsd(N)
is the spin diﬀusion length of the nonmagnetic layer, and gN is given by
gN =
hS
2e2ρNλsd(N)
, (7.223)
where ρN = 1/(2σN) is the resistivity.
According to the circuit theory [139, 164], the charge and spin current at
the ferromagnetic/nonmagnetic interface (into the nonmagnetic layer) is given
by
IF/N =
eg
2h
[2(μF − μN) + pm · (μF − μN)] , (7.224)
IF/Ns =
1
4π
[
g
{
p(μF − μN) + 12m · (μF − μN)
}
m− g↑↓r m× (μN ×m)− g↑↓i μN ×m
+ t↑↓r m× (μF ×m) + t↑↓i μF ×m
]
,
(7.225)
where the deﬁnition of the conductances, g, g↑↓, and t↑↓, are given in Sec. 5.2.
It should be noted that the spin current IF/Ns can be rewritten as
IF/Ns =
1
4π
[{
(1− p2)
2
gm · (μF − μN) + h
e
pIF/N
}
m− g↑↓r m× (μN ×m)− g↑↓i μN ×m
+ t↑↓r m× (μF ×m) + t↑↓i μF ×m
]
.
(7.226)
In following, for simplicity, we assume that β = β′ = p.
Similarly, the spin current at the nonmagnetic(Ni)/nonmagnetic(Nj) inter-
face (into the Nj layer) is given by
INi/Njs =
gNi/Nj
4π
(μNi − μNj ) , (7.227)
where gNi/Nj relates the resistance area product at the Ni/Nj interface, 2ARNi/Nj ,
via
e2
h
gNi/Nj =
1
ARNi/Nj
. (7.228)
When the dynamics of the magnetization of the ferromagnetic layer is in-
duced, spin current is pumped from the ferromagnetic layer into the adjacent
nonmagnetic layer [132], which is given by
Ipumps =

4π
(
g↑↓r m×
dm
dt
+ g↑↓i
dm
dt
)
. (7.229)
By using these spin accumulations and spin currents, next we calculate the
spin current at the ferromagnetic/nonmagnetic interface. In following, to dis-
tinguish the layers in Fig. 5.1, we use the suﬃx ”Ni” or ”Fk” for any physical
quantities such as conductance or spin diﬀusion length, e.g., gN3 , λsd(F1) etc.
To distinguish the longitudinal and transverse spin accumulations in the ferro-
magnetic layers, we employ the basic vectors (t1, t2,m1) for the F1 layer and
(u1,u2,m2) for the F2 layer.
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7.5.2 Spin Current at N3/F1 Interface
Here, we calculate the spin current at the N3/F1 interface [see Fig. 5.1]. It
should be noted that, as shown by Tserkovnyak et al. [133], the value of the
spin accumulation in the N3 layer at the N3/F1 interface can be expressed as
μN3(N3/F1) =
4π1
gN3
I(1)s , (7.230)
where I(1)s = I
pump(F1/N3)
s + I
F1/N3
s is the total spin current at the N3/F1 inter-
face, gN3 is the conductance of the N3 layer, and 1 is given by
1 =
1 + (η1/gN3) tanh(L3/λsd(N3))
tanh(L3/λsd(N3)) + (η1/gN3)
, η1 =
gN2/N3
1 + (0gN2/N3/gN2)
, (7.231)
0 =
1 + (η0/gN2) tanh(L2/λsd(N2))
tanh(L2/λsd(N2)) + (η0/gN2)
, η0 =
[
1 +
gN1/N2
gN1 tanh(L1/λsd(N1))
]−1
gN1/N2 .
(7.232)
Similarly, the longitudinal spin accumulation in the F1 layer at the N3/F1 in-
terface is given by
m1 · μF1(N3/F1) =
4π
gsd(F1)
[
1
tanh(d1/λsd(F1))
(
−m1 · I(1)s +
βF1
2e
I
)
− 1
sinh(d1/λsd(F1))
(
m1 · I(2)s +
βF1
2e
I
)]
,
(7.233)
where I is the electric current ﬂowing from the N7 layer to N1 layer, and I
(2)
s =
Ipump(F1/N4)s + I
F1/N4
s is the total spin current at the F1/N4 interface. By using
these relations, the longitudinal spin current at the N3/F1 interface,
m1 · I(1)s = m1 · IF1/N3s =
1
4π
[
(1− β2F1)
2
gF1/N3m1 · (μF1 − μN3) +
h
e
βF1I
]
,
(7.234)
can be rewritten as
m1 · I(1)s +
g˜N3
gsd(F1) sinh(d1/λsd(F1))
m · I(2)s =
g˜N3
gc1
βF1
2e
I , (7.235)
where g˜N3 and gc1 are, respectively, given by
1
g˜N3
=
2
(1− β2F1)gF1/N3
+
1
gsd(F1) tanh(d1/λsd(F1))
+
1
gN3
, (7.236)
1
gc1
=
2
(1− β2F1)gF1/N3
+
cosh(d1/λsd(F1))− 1
gsd(F1) sinh(d1/λsd(F1))
. (7.237)
As shown in Eq. (7.235), the longitudinal spin current can be expressed in
terms of the electric current. Equation (7.235) will be used later to calculate
spin transfer torque acting on the magnetization of the F1 layer.
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Similar to the above calculation, the transverse spin current can be rewritten
as
A1t1 · I(1)s +B1t2 · I(1)s + C1t1 · I(2)s +D1t2 · I(2)s = t1 · Ipump(F1/N3)s , (7.238)
−B1t1 · I(1)s +A1t2 · I(1)s −D1t1 · I(2)s +C1t2 · I(2)s = t2 · Ipump(F1/N3)s , (7.239)
where the coeﬃcients A1, B1, C1, and D1 are given by
A1 = 1+
g↑↓r(F1/N3)
gN3
1+t
↑↓
r(F1/N3)
Re
[
1
gt(F1) tanh(d1/F1)
]
+t↑↓i(F1/N3)Im
[
1
gt(F1) tanh(d1/F1)
]
,
(7.240)
B1 =
g↑↓i(F1/N3)
gN3
1−t↑↓r(F1/N3)Im
[
1
gt(F1) tanh(d1/F1)
]
+t↑↓i(F1/N3)Re
[
1
gt(F1) tanh(d1/F1)
]
,
(7.241)
C1 = t
↑↓
r(F1/N3)
Re
[
1
gt(F1) sinh(d1/F1)
]
+ t↑↓i(F1/N3)Im
[
1
gt(F1) sinh(d1/F1)
]
,
(7.242)
D1 = −t↑↓r(F1/N3)Im
[
1
gt(F1) sinh(d1/F1)
]
+ t↑↓i(F1/N3)Re
[
1
gt(F1) sinh(d1/F1)
]
.
(7.243)
As shown in Eqs. (7.238) and (7.239), the transverse spin current can be ex-
pressed in terms of the pumped spin current.
7.5.3 Spin Current at F2/N5 Interface
Here we calculate the spin current at the F2/N5 interface. Similar to the N3/F1
interface, the spin accumulation in the N5 layer at the F2/N5 interface can be
expressed as
μN5(F2/N5) =
4π2
gN5
IF2/N5s , (7.244)
where 2 is given by
2 =
1 + (η2/gN5) tanh(L5/λsd(N5))
tanh(L5/λsd(N5)) + (η2/gN5)
, η2 =
gN5/N6
1 + (3gN5/N6/gN6)
, (7.245)
3 =
1 + (η3/gN6) tanh(L6/λsd(N6))
tanh(L6/λsd(N6)) + (η3/gN6)
, η3 =
[
1 +
gN6/N7
gN7 tanh(L7/λsd(N7))
]−1
gN6/N7 .
(7.246)
Similar to the N3/F1 interface, the spin current at the F2/N5 interface can
be rewritten as
m2 · IF2/N5s +
g˜N5
gsd(F2) sinh(d2/λsd(F2))
m2 · IF2/N4s = −
g˜N5
gc3
βF2
2e
I , (7.247)
u1 · IF2/N5s = −F1u1 · IF2/N4s − F2u2 · IF2/N4s , (7.248)
u2 · IF2/N5s = F2u1 · IF2/N4s − F1u2 · IF2/N4s , (7.249)
where g˜N5 , gc3, F1, and F2 are given by
1
g˜N5
=
2
(1− β2F2)gF2/N5
+
1
gsd(F2) tanh(d2/λsd(F2))
+
2
gN5
, (7.250)
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1
gc3
=
2
(1− β2F2)gF2/N5
+
cosh(d2/λsd(F2))− 1
gsd(F2) sinh(d2/λsd(F2))
, (7.251)
F1 =
A3C3 +B3D3
A 23 + B 23
, F2 =
A3D3 −B3C3
A 23 +B 23
, (7.252)
where A3, B3, C3, and D3 are given by
A3 = 1+
g↑↓r(F2/N5)
gN5
2+t
↑↓
r(F2/N5)
Re
[
1
gt(F2) tanh(d2/F2)
]
+t↑↓i(F2/N5)Im
[
1
gt(F2) tanh(d2/F2)
]
,
(7.253)
B3 =
g↑↓i(F2/N5)
gN5
2−t↑↓r(F2/N5)Im
[
1
gt(F2) tanh(d2/F2)
]
+t↑↓i(F2/N5)Re
[
1
gt(F2) tanh(d2/F2)
]
,
(7.254)
C3 = t
↑↓
r(F2/N5)
Re
[
1
gt(F2) sinh(d2/F2)
]
+ t↑↓i(F2/N5)Im
[
1
gt(F2) sinh(d2/F2)
]
,
(7.255)
D3 = −t↑↓r(F2/N5)Im
[
1
gt(F2) sinh(d2/F2)
]
+ t↑↓i(F2/N5)Re
[
1
gt(F2) sinh(d2/F2)
]
.
(7.256)
7.5.4 Spin Current at F2/N4 Interface
Here we calculate the spin current at the F2/N4 interface. By using Eqs. (7.247),
(7.248) and (7.249), the spin current at the F2/N4 interface can be expressed as
m2 · IF2/N4s +
g∗2
gN4 sinh(L4/λsd(N4))
m2 · I(2)s =
g∗2
gc2
βF2
2e
I , (7.257)
G1u1·IF2/N4s +G2u2·IF2/N4s = −
g↑↓r(F2/N4)
gN4 sinh(L4/λsd(N4))
u1·I(2)s −
g↑↓i(F2/N4)
gN4 sinh(L4/λsd(N4))
u2·I(2)s ,
(7.258)
−G2u1·IF2/N4s +G1u2·IF2/N4s =
g↑↓i(F2/N4)
gN4 sinh(L4/λsd(N4))
u1·I(2)s −
g↑↓r(F2/N4)
gN4 sinh(L4/λsd(N4))
u2·I(2)s ,
(7.259)
where g∗2 , gc2, G1, and G2 are given by
1
g∗2
=
2
(1 − β2F2)gF2/N4
+
1
gsd(F2) sinh(d2/λsd(F2))
[
cosh(d2/λsd(F2))−
g˜N5
gsd(F2) sinh(d2/λsd(F2))
]
+
1
gN4 tanh(L4/λsd(N4))
,
(7.260)
1
gc2
=
2
(1− β2F2)gF2/N4
+
1
gsd(F2) sinh(d2/λsd(F2))
[
cosh(d2/λsd(F2))− 1 +
g˜N5
gc3
]
,
(7.261)
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G1 =1 +
g↑↓r(F2/N4)
gN4 tanh(L4/λsd(N4))
+ t↑↓r(F2/N4)
(
Re
[
1
gt(F2) tanh(d2/F2)
]
− F1Re
[
1
gt(F2) sinh(d2/F2)
]
− F2Im
[
1
gt(F2) sinh(d2/F2)
])
+ t↑↓i(F2/N4)
(
Im
[
1
gt(F2) tanh(d2/F2)
]
− F1Im
[
1
gt(F2) sinh(d2/F2)
]
+ F2Re
[
1
gt(F2) sinh(d2/F2)
])
,
(7.262)
G2 =
g↑↓i(F2/N4)
gN4 tanh(L4/λsd(N4))
− t↑↓r(F2/N4)
(
Im
[
1
gt(F2) tanh(d2/F2)
]
− F1Im
[
1
gt(F2) sinh(d2/F2)
]
+ F2Re
[
1
gt(F2) sinh(d2/F2)
])
+ t↑↓i(F2/N4)
(
Re
[
1
gt(F2) tanh(d2/F2)
]
− F1Re
[
1
gt(F2) sinh(d2/F2)
]
− F2Im
[
1
gt(F2) sinh(d2/F2)
])
.
(7.263)
Equations (7.257), (7.258) and (7.259) can be rewritten as
m2 · IF2/N4s = −K0m2 · I(2)s +K ′0
βF2
2e
I , (7.264)
u1 · IF2/N4s = K1u1 · I(2)s +K2u2 · I(2)s , (7.265)
u2 · IF2/N4s = −K2u1 · I(2)s +K1u2 · I(2)s , (7.266)
where K0, K ′0, K1, and K2 are given by
K0 =
g∗2
gN4 sinh(L4/λsd(N4))
, K ′0 =
g∗2
gc2
, (7.267)
K1 =
−1
G 21 +G
2
2
[
G1g
↑↓
r(F2/N4)
gN4 sinh(L4/λsd(N4))
+
G2g
↑↓
i(F2/N4)
gN4 sinh(L4/λsd(N4))
]
, (7.268)
K2 =
−1
G 21 +G 22
[
G1g
↑↓
i(F2/N4)
gN4 sinh(L4/λsd(N4))
−
G2g
↑↓
r(F2/N4)
gN4 sinh(L4/λsd(N4))
]
. (7.269)
We assume that m1, precesses around the axis m2 with angle θ and (t1, t2)
and (u1,u2) satisfy t1 = m1 × m˙1/|m1 × m˙1|, t2 = −m˙1/|m˙1|, u1 = u2 ×m2,
and u2 = t2. Then, Eqs. (7.264), (7.265) and (7.266) can be rewritten as
m1 · IF2/N4s =K ′0 cos θ
βF2
2e
I − (K0 cos2 θ −K1 sin2 θ)m1 · I(2)s
− (K0 +K1) sin θ cos θt1 · I(2)s −K2 sin θt2 · I(2)s ,
(7.270)
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t1 · IF2/N4s =K ′0 sin θ
βF2
2e
I − (K0 +K1) sin θ cos θm1 · I(2)s
− (K0 sin2 θ −K1 cos2 θ)t1 · I(2)s +K2 cos θt2 · I(2)s ,
(7.271)
t2 · IF2/N4s = K2 sin θm1 · I(2)s −K2 cos θt1 · I(2)s +K1t2 · I(2)s . (7.272)
7.5.5 Spin Current at F1/N4 Interface
By using Eqs. (7.270), (7.271) and (7.272), the longitudinal spin current at the
F1/N4 interface is given by
m1 · I(2)s = m1 · IF1/N4s =
1
4π
[
(1− β2F1)
2
gF1/N4m1 · (μF1 − μN4)−
h
e
βF1I
]
.
=
gz1
gx1
t1 · I(2)s +
gz1
gy1
t2 · I(2)s −
gz1
gsd(F1) sinh(d1/λsd(F1))
m1 · I(1)s −
gz1
gcz
βF1
2e
I ,
(7.273)
where gz1, gx1, gy1, and gcz are given by
1
gz1
=
2
(1− β2F1)gF1/N4
+
1
gsd(F1) tanh(d1/λsd(F1))
+
cosh(L4/λsd(N4))− (K0 cos2 θ −K1 sin2 θ)
gN4 sinh(L4/λsd(N4))
.
(7.274)
1
gx1
=
(K0 +K1) sin θ cos θ
gN4 sinh(L4/λsd(N4))
,
1
gy1
=
K2 sin θ
gN4 sinh(L4/λsd(N4))
, (7.275)
1
gcz
=
2
(1− β2F1)gF1/N4
+
cosh(d1/λsd(F1))− 1
gsd(F1) sinh(d1/λsd(F1))
+
K ′0 cos θ
gN4 sinh(L4/λsd(N4))
.
(7.276)
The transverse spin current at the F1/N4 interface can be expressed as
Q1m1 · I(2)s +A2t1 · I(2)s +B2t2 · I(2)s + C1t1 · I(1)s +D1t2 · I(1)s
= t1 · Ipump(F1/N4)s −
g↑↓r(F1/N4)K
′
0 sin θ
gN4 sinh(L4/λsd(N4))
βF1
2e
I ,
(7.277)
Q2m1 · I(2)s + C2t1 · I(2)s +D2t2 · I(2)s −D1t1 · I(1)s + C1t2 · I(1)s
= t2 · Ipump(F1/N4)s +
g↑↓i(F1/N4)K
′
0 sin θ
gN4 sinh(L4/λsd(N4))
βF1
2e
I ,
(7.278)
where Q1, Q2, A2, B2, C2, and D2 are given by
Q1 = −
[
g↑↓r(F1/N4)(K0 +K1) sin θ cos θ − g
↑↓
i(F1/N4)
K2 sin θ
]
gN4 sinh(L4/λsd(N4))
, (7.279)
Q2 =
[
g↑↓r(F1/N4)K2 sin θ + g
↑↓
i(F1/N4)
(K0 +K1) sin θ cos θ
]
gN4 sinh(L4/λsd(N4))
, (7.280)
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A2 =1 +
g↑↓r(F1/N4)
[
cosh(L4/λsd(N4))− (K0 sin2 θ −K1 cos2 θ)
]
gN4 sinh(L4/λsd(N4))
−
g↑↓i(F1/N4)K2 sin θ
gN4 sinh(L4/λsd(N4))
+ t↑↓r(F1/N4)Re
[
1
gt(F1) tanh(d1/F1)
]
+ t↑↓i(F1/N4)Im
[
1
gt(F1) tanh(d1/F1)
]
(7.281)
B2 =
g↑↓r(F1/N4)K2 cos θ
gN4 sinh(L4/λsd(N4))
+
g↑↓i(F1/N4)
gN4 sinh(L4/λsd(N4))
[
cosh(L4/λsd(N4)) +K1
]
− t↑↓r(F1/N4)Im
[
1
gt(F1) tanh(d1/F1)
]
+ t↑↓i(F1/N4)Re
[
1
gt(F1) tanh(d1/F1)
]
,
(7.282)
C2 =−
g↑↓r(F1/N4)K2 cos θ
gN4 sinh(L4/λsd(N4))
−
g↑↓i(F1/N4)
[
cosh(L4/λsd(N4))− (K0 sin2 θ −K1 cos2 θ)
]
gN4(sinh(L4/λsd(N4))
+ t↑↓r(F1/N4)Im
[
1
gt(F1) tanh(d1/F1)
]
− t↑↓i(F1/N4)Re
[
1
gt(F1) tanh(d1/F1)
]
,
(7.283)
D2 =1 +
g↑↓r(F1/N4)
gN4 sinh(L4/λsd(N4))
[
cosh(L4/λsd(N4)) +K1
]− g↑↓i(F1/N4)
gN4 sinh(L4/λsd(N4))
+ t↑↓r(F1/N4)Re
[
1
gt(F1) tanh(d2/F1)
]
+ t↑↓i(F1/N4)Im
[
1
gt(F1) tanh(d1/F1)
]
.
(7.284)
7.5.6 Determination of Spin Current
From Eqs. (7.235), (7.238), (7.239), (7.273), (7.277) and (7.278), we ﬁnd that
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 0 a14 0 0
0 A1 B1 0 C1 D1
0 −B1 A1 0 −D1 C1
a41 0 0 1 a45 a46
0 C1 D1 Q1 A2 B2
0 −D1 C1 Q2 C2 D2
⎞
⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
m1 · I(1)s
t1 · I(1)s
t2 · I(1)s
m1 · I(2)s
t1 · I(2)s
t2 · I(2)s
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
ω
4π
sin θ
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
g↑↓r(F1/N3)
−g↑↓i(F1/N3)
0
g↑↓r(F1/N4)
−g↑↓i(F1/N4)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
+
βF1
2e
I
⎛
⎜⎜⎜⎜⎜⎜⎝
b1
0
0
b4
b5
b6
⎞
⎟⎟⎟⎟⎟⎟⎠
,
(7.285)
where a45 = −gz1/gx1, a46 = −gz1/gy1, b1 = g˜N3/gc1, b4 = −gz1/gcz, and a14,
a41, b5, and b6 are given by
a14 =
g˜N3
gsd(F1) sinh(d1/λsd(F1))
, a41 =
gz1
gsd(F1) sinh(d1/λsd(F1))
, (7.286)
b5 = −
g↑↓r(F1/N4)K
′
0 sin θ
gN4 sinh(L4/λsd(N4))
, b6 =
g↑↓i(F1/N4)K
′
0 sin θ
gN4 sinh(L4/λsd(N4))
. (7.287)
By solving Eq. (7.285), we can calculate spin transfer torque acting on the
magnetization of the F1 layer [see Sec. 5.3].
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7.6 Giant Magnetoresistance Eﬀect in N/F/N/F/N
System
The solution of the giant magnetoresistance (GMR) ratio obtained by Valet and
Fert [29] [see Sec. 2.3] can be applied to the periodic ferromagnetic/nonmagnetic
multilayer system. However, in experiments, the numbers of the ferromagnetic
and the nonmagnetic layers in CPP-GMR system are ﬁnite. In the simplest
case, the CPP-GMR system consists of the two ferromagnetic layers and the
three nonmagnetic layers, i.e., N1/F1/N2/F2/N3. Here, we derive the analytical
solution of the GMR ratio in this ﬁve layers system.
We use the GMR ratio by using the Circuit Theory. First, as an introduction,
we reconsider the periodic ferromagnetic/nonmagnetic multilayer system. As
mentioned in Sec. 7.5, the spin current at the F/N interface is given by
IF/Ns =
1
4π
[
(1 − γ2)
2
gm · (μF − μN) + h
e
γIF/N
]
m . (7.288)
Here, for simplicity, we consider only the longitudinal component of IF/Ns be-
cause we assume that the alignment of the magnetizations in the system is
collinear. In this section, the spin polarization of the interface resistance,
(r↓ − r↑)/(r↑ + r↓), is denoted as γ [29]. It should be noted that, according to
Valet and Fert [29], the symbols ↑ and ↓ represents the majority and minority
spin directions, respectively. The interface resistance r∗b in Sec. 2.3 relates to the
conductance g via r∗b = hS/[e
2g(1−γ2)]. Similarly, f˜ = ρ∗Fλsd(F) = hS/(2e2gsd)
and n˜ = ρNλsd(N) = hS/(2e2gN), respectively.
To calculate the resistance in the periodic ferromagnetic/nonmagnetic mul-
tilayer system, let us consider the N1/F1/N2/F2 multilayer system where x = 0
is at the N1/F1 interface. The thicknesses of the ferromagnetic and the non-
magnetic layers are denoted as d and L, respectively. When the alignment of
the magnetizations is parallel, i.e., m1 = m2, because of the periodic condition,
we can assume that
m1 · IF1/N1s = −m1 · IF1/N2s = m1 · IF2/N2s . (7.289)
Thus, the longitudinal spin accumulation in the F1 and N2 layers are, respec-
tively, given by (the electric current I ﬂows from x→ +∞ to x→ −∞)
m1·μF1(x) =
4π
gsd sinh(d/λsd(F))
(
m1 · IF1/N1s +
β
2e
I
)[
cosh
(
x− d
λsd(F)
)
− cosh
(
x
λsd(F)
)]
,
(7.290)
m1·μN2(x) =
4π
gN sinh(L/λsd(N))
m1·IF1/N2s
[
cosh
(
x− d− L
λsd(N)
)
− cosh
(
x− d
λsd(N)
)]
.
(7.291)
By using Eqs. (7.288), (7.290) and (7.291), we ﬁnd that
m1 · IF1/N2s +
β
2e
I =
I
2e
[
βnN˜ + (β − γ)
1 + fF˜ + nN˜
]
, (7.292)
where f = f˜ /r∗b, n = n˜/r
∗
b, F˜ = tanh(zF) and N˜ = tanh(zN), respectively (note
that (1 − γ2)g/(2gsd) = f˜/r∗b, (1 − γ2)g/(2gN) = n˜/r∗b, zF = d/(2λsd(F)) and
zN = L/(2λsd(N))).
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The resistance due to the spin accumulation inside the ferromagnetic layer
and the interface potential drop are, respectively, given by
r = − βS
2eI
[m1 · μF1(d)−m1 · μF1(0)] . (7.293)
rint = −Sγ
eI
[m1 · μN2(x = d)−m1 · μF1(x = d)] . (7.294)
For the parallel alignment, by using Eqs. (7.290), (7.291) and (7.292), we ﬁnd
that
rP =
2β(β − γ)(n˜N˜)−1 + 2β2r∗−1b
(f˜ F˜ n˜N˜)−1 + r∗−1b {(f˜ F˜ )−1 + (n˜N˜)−1}
, (7.295)
rPint =
2γ2(f˜ F˜ )−1 − 2γ(β − γ)(n˜N˜)
(f˜ F˜ n˜N˜)−1 + r∗−1b {(f˜ F˜ )−1 + (n˜N˜)−1}
. (7.296)
The total resistance due to the spin accumulation rPtotal = r
P + rPint is given by
rPtotal =
2(β − γ)2(n˜N˜)−1 + 2γ2(f˜ F˜ )−1 + 2β2r∗−1b
(f˜ F˜ n˜N˜)−1 + r∗−1b {(f˜ F˜ )−1 + (n˜N˜)−1}
, (7.297)
which is identical to Eq. (2.120).
For the anti-parallel alignment (m1 = −m2), we have
m1 · IF1/N1s = −m1 · IF1/N2s = m2 · IF2/N2s = −m1 · IF2/N2s , (7.298)
compared to Eq. (7.289). Then, to calculate the resistance rAP, rAPint and r
AP
total,
it is suﬃcient to replace the factor N˜ by N˜ ′ = coth(zN). Thus, rAPtotal is given by
rPtotal =
2(β − γ)2(n˜N˜ ′)−1 + 2γ2(f˜ F˜ )−1 + 2β2r∗−1b
(f˜ F˜ n˜N˜ ′)−1 + r∗−1b {(f˜ F˜ )−1 + (n˜N˜ ′)−1}
, (7.299)
which is identical to Eq. (2.123).
Now let us consider the GMR ratio in the N1/F1/N2/F2/N3 ﬁve layers sys-
tem. For simplicity, we assume that the system is symmetric with respect to
the N2 layer, and the material parameters of the N1 (and N3) and the N2 layers
are identical. We denote the thicknesses of the N1 (and N3), F1 (and F2), and
N2 layers as L′, d, and L, respectively. The origin of the x axis is at the N1/F1
interface. The resistance due to the spin accumulation inside the F1 layer and
the potential drop at the F1/N1 and F1/N2 interfaces are, respectively, give by
r(1) = − βS
2eI
[m1 · μF1(x = d)−m1 · μF1(x = 0)] . (7.300)
r(2) =− γS
2eI
[m1 · μF1(x = 0)−m1 · μN1(x = 0)]
− γS
2eI
[m1 · μF1(x = d)−m1 · μN2(x = d)] .
(7.301)
The total resistance due to the F1 layer is given by r
(1)
total = r
(1) + r(2), and the
GMR eﬀect in whole system is given by R = 2rtotal.
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First we consider the case of the parallel alignment (m1 = m2). Because of
the symmetry, we havem1·IF1/N1s = −m1·IF2/N3s andm1·IF1/N2s = −m1·IF2/N2s .
Then, the spin accumulations in the N1, the F1, and the N2 layers are given by
m1 · μN1(x) =
4π
gN sinh(L′/λsd(N))
m1 · IF1/N1s cosh
(
x+ L′
λsd(N)
)
, (7.302)
m1 · μF1(x) =
4π
gsd sinh(d/λsd(F))
[(
−m1 · IF1/N1s +
β
2e
I
)
cosh
(
x− d
λsd(F)
)
−
(
m1 · IF1/N2s +
β
2e
I
)
cosh
(
x
λsd(F)
)]
,
(7.303)
m1·μN2(x) =
4π
gN sinh(L/λsd(N))
m1·IF1/N2s
[
cosh
(
x− d− L
λsd(N)
)
− cosh
(
x− d
λsd(N)
)]
,
(7.304)
respectively, where we assume that L′  λsd(N), and thus, the spin currents are
zero at x = −L′ and x = 2d+ L+ L′. The spin currents at the F1/N1 and the
F1/N2 interfaces are, respectively, given by
m1 · IF1/N1s =
1
4π
[
(1 − γ2)g
2
m1 · {μF1(x = 0)− μN1(x = 0)}+
h
e
γI
]
,
(7.305)
m1 · IF1/N2s =
1
4π
[
(1− γ2)g
2
m1 · {μF1(x = d)− μN2(x = d)} −
h
e
γI
]
.
(7.306)
By using Eqs. (7.302), (7.303) and (7.304), we ﬁnd that
m1 · IF1/N1s =
I
2e
δP(1)
ΔP
, m1 · IF1/N2s = −
I
2e
δP(2)
ΔP
, (7.307)
where ΔP, δP(1), and δP(2) are, respectively, given by
ΔP =
[
1 +
ρ∗Fλsd(F)
r∗b
coth
(
d
λsd(F)
)
+
ρNλsd(N)
r∗b
coth
(
L′
λsd(N)
)]
×
[
1 +
ρ∗Fλsd(F)
r∗b
coth
(
d
λsd(F)
)
+
ρNλsd(N)
r∗b
tanh
(
L
2λsd(N)
)]
−
[
ρ∗Fλsd(F)
r∗b
sech
(
d
λsd(F)
)]2
,
(7.308)
δP(1) =
[
γ + β
ρ∗Fλsd(F)
r∗b
tanh
(
d
2λsd(F)
)]
×
[
1 +
ρ∗Fλsd(F)
r∗b
coth
(
d
2λsd(F)
)
+
ρNλsd(N)
r∗b
tanh
(
L
2λsd(N)
)]
,
(7.309)
δP(2) =
[
γ + β
ρ∗Fλsd(F)
r∗b
tanh
(
d
2λsd(F)
)]
×
[
1 +
ρ∗Fλsd(F)
r∗b
coth
(
d
2λsd(F)
)
+
ρNλsd(N)
r∗b
tanh
(
L′
λsd(N)
)]
.
(7.310)
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Then, by using Eqs. (7.300) and (7.301), we ﬁnd that
r(1)P = 2βρ∗Fλsd(F)
[
β −
(
δP(1) + δP(2)
2ΔP
)]
tanh
(
d
2λsd(F)
)
, (7.311)
r(2)P =γ
[
ρN
δP(1)
ΔP
coth
(
L′
λsd(N)
)
− ρ∗Fλsd(F)
{
(β − δP(1)/ΔP)
tanh(d/λsd(F))
− (β − δP(2)/ΔP)
sinh(d/λsd(F))
}]
,
+ γ
[
ρNλsd(N)
δP(2)
ΔP
tanh
(
L
2λsd(N)
)
+ ρ∗Fλsd(F)
{
(β − δP(1)/ΔP)
sinh(d/λsd(F))
− (β − δP(2)/ΔP)
tanh(d/λsd(F))
}]
,
(7.312)
rPtotal =2(β − γ)ρ∗Fλsd(F)
[
β −
(
δP(1) + δP(2)
2ΔP
)]
tanh
(
d
2λsd(F)
)
+ γρNλsd(N)
[
δP(1)
ΔP
coth
(
L′
λsd(N)
)
+
δP(2)
ΔP
tanh
(
L
2λsd(N)
)]
.
(7.313)
For the anti-parallel alignment (m1 = −m2), we have m1 · IF1/N2s = −m2 ·
IF2/N2s = m1 · IF2/N2s . Then, the resistance is given by
rAPtotal =2(β − γ)ρ∗Fλsd(F)
[
β −
(
δAP(1) + δAP(2)
2ΔAP
)]
tanh
(
d
2λsd(F)
)
+ γρNλsd(N)
[
δAP(1)
ΔAP
coth
(
L′
λsd(N)
)
+
δAP(2)
ΔAP
tanh
(
L
2λsd(N)
)]
,
(7.314)
where ΔAP, δAP(1), and δAP(2) are, respectively, given by
ΔAP =
[
1 +
ρ∗Fλsd(F)
r∗b
coth
(
d
λsd(F)
)
+
ρNλsd(N)
r∗b
coth
(
L′
λsd(N)
)]
×
[
1 +
ρ∗Fλsd(F)
r∗b
coth
(
d
λsd(F)
)
+
ρNλsd(N)
r∗b
coth
(
L
2λsd(N)
)]
−
[
ρ∗Fλsd(F)
r∗b
sech
(
d
λsd(F)
)]2
,
(7.315)
δAP(1) =
[
γ + β
ρ∗Fλsd(F)
r∗b
tanh
(
d
2λsd(F)
)]
×
[
1 +
ρ∗Fλsd(F)
r∗b
coth
(
d
2λsd(F)
)
+
ρNλsd(N)
r∗b
coth
(
L
2λsd(N)
)]
,
(7.316)
δAP(2) =
[
γ + β
ρ∗Fλsd(F)
r∗b
tanh
(
d
2λsd(F)
)]
×
[
1 +
ρ∗Fλsd(F)
r∗b
coth
(
d
2λsd(F)
)
+
ρNλsd(N)
r∗b
tanh
(
L′
λsd(N)
)]
.
(7.317)
The resistance of whole system is given by RP = 2rPtotal and R
AP = 2rAPtotal, and
the GMR ratio is given by (RAP −RP)/RP = (rAPtotal − rPtotal)/rPtotal.
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We can easily extend the above results to the system in which the ferro-
magnetic and the nonmagnetic layers consist of the diﬀerent materials. In this
case, by using the relation between the spin currents at F/N interfaces and the
solution of the spin accumulations at each F/N interface, such as Eq. (7.303),
we ﬁnd the following four equations (7.318), (7.322), (7.327), and (7.332).
• F1/N1interface:
A11m1 · IF1/N1s + A12m1 · IF1/N2s =
I
2e
s1 , (7.318)
A11 = 1 +
ρ∗F1λsd(F1)
r∗F1/N1 tanh(d1/λsd(F1))
+
ρN1λsd(N1)
r∗F1/N1 tanh(L1/λsd(N1))
, (7.319)
A12 =
ρ∗F1λsd(F1)
r∗F1/N1 sinh(d1/λsd(F1))
, (7.320)
s1 = γF1/N1 + βF1
ρ∗F1λsd(F1)
r∗F1/N1
tanh
(
d1
2λsd(F1)
)
. (7.321)
• F1/N2interface:
A21m1 · IF1/N1s + A22m1 · IF1/N2s + A23m1 · IF2/N2s = −
I
2e
s2 , (7.322)
A21 =
ρ∗F1λsd(F1)
r∗F1/N2 sinh(d1/λsd(F1))
, (7.323)
A22 = 1 +
ρ∗F1λsd(F1)
r∗F1/N2 tanh(d1/λsd(F1))
+
ρN2λsd(N2)
r∗F1/N2 tanh(L2/λsd(N2))
, (7.324)
A23 =
ρN2λsd(N2)
r∗F1/N1 sinh(L2/λsd(N2))
, (7.325)
s2 = γF1/N2 + βF2
ρ∗F1λsd(F1)
rF1/N2
tanh
(
d1
2λsd(F1)
)
. (7.326)
• F2/N2interface:
A32m2 · IF1/N2s + A33m2 · IF2/N2s + A34m2 · IF2/N3s =
I
2e
s3 , (7.327)
A32 =
ρN2λsd(N2)
r∗F2/N2 sinh(L2/λsd(N2))
, (7.328)
A33 = 1 +
ρ∗F2λsd(F2)
r∗F2/N2 tanh(d2/λsd(F2))
+
ρN2λsd(N2)
r∗F2/N2 tanh(L2/λsd(N2))
, (7.329)
A34 =
ρ∗F2λsd(F2)
r∗F2/N2 sinh(d2/λsd(F2))
, (7.330)
s3 = γF2/N2 + βF2
ρ∗F2λsd(F2)
r∗F2/N2
tanh
(
d2
2λsd(F2)
)
. (7.331)
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• F2/N3interface:
A43m2 · IF2/N2s + A44m2 · IF2/N3s = −
I
2e
s4 , (7.332)
A43 =
ρ∗F2λsd(F2)
r∗F2/N3 sinh(d2/λsd(F2))
, (7.333)
A44 = 1 +
ρ∗F2λsd(F2)
r∗F2/N3 tanh(d2/λsd(F2))
+
ρN3λsd(N3)
r∗F2/N3 tanh(L3/λsd(N3))
, (7.334)
s4 = γF2/N3 + βF2
ρ∗F2λsd(F2)
r∗F2/N3
tanh
(
d2
2λsd(F2)
)
. (7.335)
Since the spin accumulations at the ends of the N1 and N3 layer are assumed
to be zero, we should consider the limit L1/λsd(N1), L3/λsd(N3) → ∞. By sub-
stituting Eqs. (7.318) and (7.332) to Eqs. (7.322) and (7.327), respectively, we
ﬁnd that
B1m1 · IF1/N2s + A23m1 · IF1/N2s = −
I
2e
C1 , (7.336)
A32m2 · IF1/N2s + B2m2 · IF2/N2s =
I
2e
C2 , (7.337)
where Bk and Ck are, respectively, given by
B1 = A22 − A12A21
A11
, B2 = A33 − A34A43
A44
, (7.338)
C1 =
A21
A11
s1 + s2 , C2 =
A34
A44
s4 + s3 . (7.339)
From these relations, we ﬁnd
m1 · IF1/N2s =
I
2e
D1 , m2 · IF2/N2s =
I
2e
D2 , (7.340)
m1 · IF1/N1s =
I
2e
D3 , m2 · IF2/N3s =
I
2e
D4 , (7.341)
where Δ = B1B2 − A23A32 and Di (i = 1− 4) are given by
D1 =
−C1B2 − C2A23
Δ
, D2 =
C2B1 + C1A32
Δ
, (7.342)
D3 =
s1
A11
− A12
A11
D1 , D4 = − s4
A44
− A43
A44
D2 . (7.343)
Similarly, for the anti-parallel alignment (m1 = −m2), we ﬁnd that
m1 · IF1/N2s =
I
2e
E1 , m2 · IF2/N2s =
I
2e
E2 , (7.344)
m1 · IF1/N1s =
I
2e
E3 , m2 · IF2/N3s =
I
2e
E4 , (7.345)
where Ei (i = 1− 4) are given by
E1 =
−C1B2 + C2A23
Δ
, E2 =
C2B1 − C1A32
Δ
, (7.346)
E3 =
s1
A11
− A12
A11
E1 , E4 = − s4
A44
− A43
A44
E2 . (7.347)
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The magnetoresistance due to the spin accumulations consists of the resis-
tance due to the spin accumulations in the F1 and F2 layers and the interface
potential drops at the F1/N1, F1/N2, F2/N2, and F2/N3 interfaces which are,
respectively, given by
rF1 = −
βF1S
2eI
[m1 · μF1(F1/N2)−m1 · μF1(F1/N1)]
= βF1ρ
∗
F1λsd(F1) [{(D,E)1 + βF1} − {(D,E)3 − βF1}] tanh
(
d1
2λsd(F1)
)
,
(7.348)
rF2 = −
βF2S
2eI
[m2 · μF2(F2/N3)−m2 · μF2(F2/N2)]
= βF2ρ
∗
F2λsd(F2) [{(D,E)4 + βF2} − {(D,E)2 − βF2}] tanh
(
d2
2λsd(F2)
)
,
(7.349)
rF1/N1 = −
γF1/N1S
2eI
[m1 · μF1(F1/N1)−m1 · μN1(F1/N1)]
= −γF1/N1
[
ρ∗F1λsd(F1)
{ −(D,E)3 + βF1
tanh(d1/λsd(F1))
− (D,E)1 + βF1
sinh(d1/λsd(F1))
}
− ρN1λsd(N1)
(D,E)3
tanh(L1/λsd(N1))
]
,
(7.350)
rF1/N2 = −
γF1/N2S
2eI
[m1 · μN2(F1/N2)−m1 · μF1(F1/N2)]
= −γF1/N2
[
ρN2λsd(N2)
{
(D,E)1
tanh(L2/λsd(N2))
+
(D,−E)2
sinh(L2/λsd(N2))
}
− ρ∗F1λsd(F1)
{ −(D,E)3 + βF1
sinh(d1/λsd(F1))
− (D,E)1 + βF1
tanh(d1/λsd(F1))
}]
,
(7.351)
rF2/N2 = −
γF2/N2S
2eI
[m2 · μF2(F2/N2)−m2 · μN2(F2/N2)]
= −γF2/N2
[
ρ∗F2λsd(F2)
{ −(D,E)2 + βF2
tanh(d2/λsd(F2))
− (D,E)4 + βF2
sinh(d2/λsd(F2))
}
− ρN2λsd(N2)
{
(D,−E)1
sinh(L2/λsd(N2))
+
(D,E)2
tanh(L2/λsd(N2))
}]
,
(7.352)
rF2/N3 = −
γF2/N3S
2eI
[m2 · μN3(F2/N3)−m2 · μF2(F2/N3)]
= −γF2/N3
[
ρN3λsd(N3)
(D,E)4
tanh(L3/λN3)
− ρ∗F2λsd(F2)
{−(D,E)2 + βF2
sinh(d2/λF2)
− (D,E)4 + βF2
tanh(d2/λF2)
}]
.
(7.353)
where the bracket (A,B)k means that its value is the k-th component of A for
the parallel alignment and B for the anti-parallel alignment.
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7.7 Domain Wall Resistance of Levy and Zhang
Here, we review the theory of Levy and Zhang on the domain wall resistance
[51], and show that the MR ratio due to the domain wall is given by Eq. (1.2)
for a suﬃciently thick domain wall, i.e., the thickness of the wall d satisﬁes
d lJ , lmfp [see Ref. [52] and Chap. 3].
Let us consider the electron transport through a magnetic domain wall. The
conduction electrons couple with the local magnetization M via the exchange
interaction. The Hamiltonian of the conduction electron is given by
Hˆ0 = − 
2
2m
∇21ˆ + Jσˆ ·m(x) , (7.354)
where J is the exchange coupling constant and m = M/|M|. Below, we assume
that the domain wall lies over 0 ≤ x ≤ d.
In the domain wall, the direction of the magnetization varies continuously.
For example, for the Bloch wall, m is given by m = − sin θey + cos θez, and
for the Ne´el wall, m = sin θex + cos θez , where θ(x) = (π/d)x for the linear
wall. Then, the potential energy term in Eq. (7.354) has the oﬀ-diagonal term
in the spin space. However, this potential energy term can be diagonalized by
the unitary transformation with the unitary operator
Rˆθ = exp
[
−iθ(x)
2
σˆ · n(x)
]
= cos
θ(x)
2
1ˆ− i sin θ(x)
2
σˆ · n , (7.355)
where n is the rotation axis of the magnetization (n = ex for the Bloch wall
and n = ey for the Ne´el wall). We can easily ﬁnd that Rˆ−1θ σˆ ·mRˆθ = σˆz . It
should be noted that the Hamiltonian (7.354) has the oﬀ-diagonal components
after the unitary transformation with Rˆθ because the kinetic energy term does
not commute with Rˆθ, i.e.,
Rˆ−1θ
(
− 
2
2m
∇21ˆ
)
Rˆθ = − 
2
2m
∇21ˆ− 
2m
σˆ·n(∇θ)·p+ 
2
8m
(∇θ)21ˆ+ i
2
4m
σˆ ·n∇2θ .
(7.356)
For the linear wall, i.e. θ(x) ∝ x, we can neglect the term proportional to
∇2θ. The term proportional to (∇θ)21ˆ gives only a constant energy to the
system, and thus can be neglected. Then, the Hamiltonian in the rotated frame,
Hˆθ = Rˆ−1θ Hˆ0Rˆθ, is given by Hˆθ = Hˆ
(0)
θ + Hˆ
(1)
θ , where Hˆ
(0)
θ and Hˆ
(1)
θ are,
respectively, given by
Hˆ
(0)
θ = −

2
2m
∇21ˆ + Jσˆz , Hˆ(1)θ = −
π
2md
σˆ · npx . (7.357)
The eigenvalues of Hˆ(0)θ are given by ε(k, σ) = [
2k2/(2m)]+σJ (σ = ±1). Re-
garding Hˆ(1)θ as the perturbation term, up to the ﬁrst order of the dimensionless
perturbation parameter ξ = π2kF/(4Jmd), the eigenvector of Hˆθ for the Bloch
wall is given by
|k, σ〉(1)θ = |k, σ〉θ +
∑
σ′
∫
d3k′
(2π)3
θ〈k′, σ′|Hˆ(1)θ |k, σ〉θ
ε(k, σ)− ε(k′, σ′)
= |k, σ〉θ − σ kx
kF
ξ|k,−σ〉θ ,
(7.358)
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where |k, σ〉θ is the eigenvector of Hˆ(0)θ . Similarly, the eigenvector for the Ne´el
wall is given by
|k, σ〉(1)θ = |k, σ〉θ − i
kx
kF
ξ|k,−σ〉θ . (7.359)
The eigenfunction of Hˆ0 in the reference frame is given by Ψσk(x) = Rˆθψ
σ
θk(x),
where ψσθk = 〈x|k, σ〉θ . Explicitly, Ψσk(x) for the Bloch is given by
Ψ+k (x) = α
−1(kx)Rˆθ
[(
1
0
)
− kx
kF
ξ
(
0
1
)]
eik·x , (7.360)
Ψ−k (x) = α
−1(kx)Rˆθ
[(
0
1
)
+
kx
kF
ξ
(
1
0
)]
eik·x , (7.361)
where α(kx) =
√
1 + [ξ(kx/kF)]2. For the Ne´el wall, the term ∓(kx/kF)ξ should
be replaced by −i(kx/kF)ξ.
Next, let us calculate the scattering rate of the conduction electrons by the
scattering potential
Vˆ (x) =
∑
i
[v + jσˆ ·m(x)] δ(x−Ri) , (7.362)
where Ri represents the position of the impurities, and v and j represent the
spin-independent and the spin-dependent scattering potential, respectively. The
matrix element of the scattering potential is given by
〈k, σ|Vˆ |k′, σ′〉 = (1)θ 〈k, σ|Rˆ−1θ Vˆ Rˆθ|k′, σ′〉(1)θ =
∑
i
(1)
θ 〈k, σ|(v+jσ)δ(x−Ri)|k′, σ′〉(1)θ ,
(7.363)
where |k, σ〉 is the eigenvector of Hˆ0. By using the above eigenfunctions (Ψσk or
ψσθk), for the Bloch wall, we ﬁnd that
〈k, σ|Vˆ |k′, σ〉 = α−1(kx)α−1(k′x)
[
(v + σj) + (v − σj)kxk
′
x
k2F
ξ2
]∑
i
e−i(k−k
′)·Ri ,
(7.364)
〈k, σ|Vˆ |k′,−σ〉 = α−1(kx)α−1(k′x)
[
(−σv + j)kx
kF
ξ + (σv + j)
k′x
kF
ξ
]∑
i
e−i(k−k
′)·Ri .
(7.365)
For the Ne´el wall, the term (−σv + j) and (σv + j) in 〈k, σ|Vˆ |k′,−σ〉 should
be replaced by i(v − σj) and −i(v + σj), respectively. By using the impurity
average V−1∑i,j e−i(k−k′)·(Ri−Rj) = cimp where V is the volume of the system,
the scattering rate W σσ
′
kk′ = (2π/)|V σσ
′
kk′ |2δ(ε(k, σ) − ε(k′, σ′)), with |V σσ
′
kk′ |2 =
|〈k, σ|Vˆ |k′, σ′〉|2/V is given by
W σσ
′
kk′ =
2πcimp

α−2(kx)α−2(k′x)
[
(v + σj) + (v − σj)kxk
′
x
k2F
ξ2
]2
δ(ε(k, σ) − ε(k′, σ))
 2πcimp

[
(v + σj)2 − ξ2
{
(v + σj)2(k2x + k
′2
x )− 2(v2 − j2)kxk′x
}
k2F
]
δ(ε(k, σ) − ε(k′, σ)) ,
(7.366)
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W σ−σkk′ =
2πcimp

α−2(kx)α−2(k′x)
[
(−σv + j)kx
kF
ξ + (σv + j)
k′x
kF
ξ
]2
δ(ε(k, σ) − ε(k′,−σ))
 2πcimp

ξ2
[
(v − σj)k2x + (v + σj)2k′2x − 2(v2 − j2)kxk′x
]
k2F
δ(ε(k, σ) − ε(k′,−σ)) ,
(7.367)
where we consider the terms up to the second order of ξ. The scattering
time τσ(k) is deﬁned as 1/τσ(k) = 1/τσσ(k) + 1/τσ−σ(k), where 1/τσσ
′
(k) =∫
d3k′/(2π)3W σσ
′
kk′ are given by
1
τσσ(k)
=
mcimpk
π3
(v + σj)2
[
1− ξ
2
k2F
(
k2x +
k2
3
)]
, (7.368)
1
τσ−σ(k)
=
mcimp
π3
ξ2
k2F
√
k2 + σ
4mJ
2
[
(v − σj)2k2x +
1
3
(v + σj)2
(
k2 + σ
4mJ
2
)]
,
(7.369)
where we use the following formulas:∫
d3k′
(2π)3
δ(ε(k, σ) − ε(k′, σ′)) = m
2π22
√
k2 + (σ − σ′)2mJ
2
, (7.370)
∫
d3k′
(2π)3
k′xδ(ε(k, σ) − ε(k′, σ′)) = 0 , (7.371)
∫
d3k′
(2π)3
k′2x δ(ε(k, σ)− ε(k′, σ′)) =
m
6π22
[
k2 + (σ − σ′)2mJ
2
]3/2
. (7.372)
The distribution function is determined by the Boltzmann equation
evσ·Eδ(εF−ε(k, σ)) = −
∫
d3k′
(2π)3
W σσkk′ [f
σ(k)− fσ(k′)]−
∫
d3k′
(2π)3
W σ−σkk′
[
fσ(k)− f−σ(k′)] .
(7.373)
For the current in the plane (CIP) of the wall, the scattering-in term vanishes
[51], and thus, the distribution function fσ(k) is given by fσ(k) = −evyEτσ(k)δ(εF−
ε(k, σ)). The explicit form of τσ up to the second order of ξ is given by
τσ(k) =
π3
mcimpk(v + σj)2
[
1 +
ξ2
k2F
{
k2x +
k2
3
− k
2
x
k
√
k2 + σ
4mJ
2
(
v − σj
v + σj
)2
− 1
3k
(
k2 + σ
4mJ
2
)3/2}]
.
(7.374)
By using the following formulas (kσF =
√
k2F − σ(2mJ/2))∫
d3k
k2y
k2
δ(εF − ε(k, σ)) = 4πm32 (k
σ
F)
2 , (7.375)
∫
d3k
k2yk
2
x
k
δ(εF − ε(k, σ)) = 4πm152 (k
σ
F)
4 , (7.376)∫
d3kk2ykδ(εF − ε(k, σ)) =
4πm
32
(kσF)
4 , (7.377)
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∫
d3k
k2yk
2
x
k2
√
k2 + σ
4mJ
2
δ(εF − ε(k, σ)) = 4πm152 (k
σ
F)
3k−σF , (7.378)∫
d3k
k2y
k2
(
k2 + σ
4mJ
2
)3/2
δ(εF − ε(k, σ)) = 4πm32 k
σ
F(k
−σ
F )
3 , (7.379)
we ﬁnd that the conductivity σσy = (−e/E)
∫
d3k/(2π)3vyfσ(k) is given by
σσy =
e23
6πm2cimp(v + σj)2
[
(kσF)
2 +
ξ2
k2F
{
8
15
(kσF)
4 − 1
5
(
v − σj
v + σj
)2
(kσF)
3k−σF −
1
3
kσF(k
−σ
F )
3
}]
.
(7.380)
The conductivity of the bulk ferromagnet is deﬁned as
σσ(0) =
1
2
(
e2kσ3F τ
σ(0)
3π2m
)
, τσ(0) =
π3
mcimp(v + σj)2kσF
. (7.381)
By assuming that the exchange constant J is much smaller than the Fermi
energy εF, we approximate k+F  k−F  kF. Then, σσy is rewritten as
σσy  σσ(0) − σ
ξ2
5
β
(
1 + σβ
1− σβ
)
σ(0) , (7.382)
where σ(0) = σ+(0) + σ−(0) and β = (σ+(0) − σ−(0))/(σ+(0) + σ−(0)). The
conductivity σy = σ+y +σ
−
y and the resistivity ρy = 1/σy are, respectively, given
by (ρσ(0) = 1/σσ(0) and ρ(0) = 1/σ(0))
σy = σ(0)
[
1− ξ
2
5
(σ+(0) − σ−(0))2
σ+(0)σ−(0)
]
= σ(0)
[
1− 4
5
ξ2
(
β2
1− β2
)]
, (7.383)
ρy = ρ(0)
[
1 +
ξ2
5
(ρ+(0) − ρ−(0))2
ρ+(0)ρ−(0)
]
= ρ(0)
[
1 +
4
5
ξ2
(
β2
1− β2
)]
. (7.384)
For the current perpendicular-to-plane (CPP) of the wall, we cannot neglect
the scattering-in term of the Boltzmann equation (7.373). To obtain the an-
alytical expression of the resistivity, we use the diﬀusion approximation, i.e.,
we assume that the distribution function is given by fσ(k) = fσ(0)(k) + kxg¯σ,
where fσ(0) is the distribution function in equilibrium and g¯σ is the angular
average of the non-equilibrium distribution function over the momentum space.
The collision term of the Boltzmann equation (7.373) is given by
Icoll = −f
σ(k)
τσ(k)
+
fσ(k) − f−σ(k)
τ0(k)
,
1
τ0(k)
=
2mcimp
3π3
(
ξ
kF
)2
k3(v2 − j2) .
(7.385)
The distribution function fσ(k) is then given by
fσ(k) = −eEvx
Δ
[(
1
τ−σ(k)
− 1
τ0(k)
)
δ(εF − ε(k, σ))− 1
τ0(k)
δ(εF − ε(k, σ))
]
,
(7.386)
where Δ = (1/τσ(k)−1/τ0(k))(1/τ−σ(k)−1/τ0(k))− (1/τ0(k))2. The conduc-
tivity is given by σσx = (−e/E)
∫
d3k/(2π)3vxfσ(k). By using the approxima-
tion kσF  kF, up to the second order of ξ, we ﬁnd that
1
τσ(k)
 mcimp
π3
k(v + σj)2
[
1− ξ2
(
kx
kF
)2 4σvj
(v + σj)2
]
, (7.387)
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1
τσ(k)
− 1
τ(k)
 mcimp
π3
k(v+σj)2
[
1− 2ξ
2
k2F(v + σj)2
{
2σvjk2x +
(v2 − j2)
3
k2
}]
,
(7.388)
−f
σ(k)
eEvx
=
π3
mcimpk(v + σj)2
[
1 +
2ξ2
k2F(v + σj)2
{
2σvjk2x +
(v2 − j2)
3
k2
}]
δ(εF − ε(k, σ))
− 2π
3
3mcimp(v2 − j2)
(
ξ
kF
)2
kδ(εF − ε(k,−σ)) .
(7.389)
Then, by using the formulas (note that kσF  kF)∫
d3k
k2x
k
δ(εF − ε(k, σ)) = 4πm32 k
2
F , (7.390)
∫
d3k
k4x
k
δ(εF − ε(k, σ)) = 4πm52 k
4
F , (7.391)∫
d3kk2xkδ(εF − ε(k, σ)) =
4πm
32
k4F , (7.392)
the conductivity is given by
σσx =
e23k2F
6πm2cimp(v + σj)2
[
1 +
2ξ2
(v + σj)2
{
6
5
σvj +
1
3
(v2 − j2)
}]
− e
2

3ξ2k2F
9πm2cimp(v2 − j2)
= σσ(0) − σ(1 + σβ)ξ2σ(0)
[
3β
5(1− σβ) −
2β
3
√
1− β2
]
.
(7.393)
The conductivity σx = σ
+(0)
x + σ
−(0)
x and the resistivity ρx = 1/σx are, respec-
tively, given by
σx = σ(0)
[
1− ξ
2
5
(σ+(0) − σ−(0))2
σ+(0)σ−(0)
{
3− 10
√
σ+(0)σ−(0)
3(σ+(0) + σ−(0))
}]
= σ(0)
[
1− 4
5
ξ2
(
β2
1− β2
)(
3− 5
√
1− β2
3
)]
,
(7.394)
ρx = ρ(0)
[
1 +
ξ2
5
(ρ+(0) − ρ−(0))2
ρ+(0)ρ−(0)
{
3− 10
√
ρ+(0)ρ−(0)
3(ρ+(0) + ρ−(0))
}]
= ρ(0)
[
1 +
4
5
ξ2
(
β2
1− β2
)(
3− 5
√
1− β2
3
)]
.
(7.395)
The MR ratio is deﬁned as (ρx − ρ(0))/ρ0, which is given by Eq. (1.2). Here
we give a brief comment on a typographical error in the result of Ref. [51] [see
also Ref. [52]]. Since the MR eﬀect is due to the spin-dependent scattering in
ferromagnets, the MR ratio should increase with increasing β. The MR ratio we
obtain (Eq. (1.2)) satisﬁes this requirement because the term (3−5
√
1− β2/3)
increases with increasing β. On the other hand, the result of Levy and Zhang
which is proportional to (3 + 5
√
1− β2) decreases with increasing β. Thus,
physically, our result is more reasonable than that in Ref. [51].
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7.8 Thermally assisted spin transfer torque switch-
ing in synthetic free layers
In Sec. 7.4, it is shown that the magnetization in a ferromagnet switches its
direction from m = +ez to m = −ez due to the thermal assist. The switching
rate per unit time is given by νij = fij exp(−Δij), where fij and Δij are
the attempt frequency and the thermal stability, respectively. For the spin-
electronics device applications, the thermal stability Δ0 = MBanV/(2kBT ) of
more than 40 is required to guarantee retention time of longer than ten years.
Recently, Hayakawa et al. [17] showed that the antiferromagnetically coupled
synthetic free layer, CoFeB(2.6nm)/Ru(0.8nm)/CoFeB(2.6nm), in the CoFeB(ﬁxed
layer)/MgO/CoFeB/Ru/CoFeBmagnetic tunnel junction shows a large thermal
stability (Δ0 > 80) compared to the single free layer. On the other hand, Yakata
et al. [18] showed that the ferromagnetically coupled CoFeB/Ru/CoFeB syn-
thetic free layer shows a large thermal stability (Δ0 = 146±29 for CoFeB(2nm)
/ Ru(1.5nm) / CoFeB(2nm) and 248 ± 60 for CoFeB(2nm) / Ru(1.5nm) /
CoFeB(4nm)) compared to the single and the antiferromagnetically coupled
synthetic free layer.
These results intrigue us to study the thermally assisted spin transfer torque
switching in synthetic free layer. In contrast to the large number of experimen-
tal studies [17, 18], few theoretical studies have been reported. Although the
analytical expression of the switching rate of the thermally assisted spin transfer
torque switching for the single free layer [117], P = 1− exp[−f0t exp{−Δ0(1 −
I/Ic)(1 − Bappl/Ban)2}], has been widely used to ﬁt the experiments [see Eqs.
(1)-(3) in Ref. [18]], where Ic is the critical current of the spin transfer torque
switching at zero temperature, it is not clear whether this single layer formula
has validity when applied to a synthetic free layer. Thus, it is important to
derive an analytical expression of the switching rate of the thermally assisted
spin transfer torque switching for the synthetic free layer.
In this section we calculate the switching rate of synthetic free layer by
solving the Fokker-Planck equation.
7.8.1 Fokker-Planck equation for synthetic free layer
Let us ﬁrst derive the Fokker-Planck equation for the synthetic free layer. The
system we consider is schematically shown in Fig. 7.1. The two ferromagnetic
layers, F1 and F2, consist of a synthetic free layer with the coupling energy
−JSm1 ·m2. Here mk = Mk/Mk = (sin θk cosϕk, sin θk sinϕk, cos θk) is the
unit vector along the direction of the magnetization Mk of the Fk layer. J
and S are the coupling energy per unit area and the cross section area of the
system, respectively. It should be noted that J > 0 and J < 0 correspond
to the ferromagnetically coupled and antiferromagnetically coupled synthetic
free layers, respectively. Although we consider the ferromagnetically coupled
system below, our formalism is applicable to the antiferromagnetically coupled
system by changing the sign of the coupling constant J . We assume the uniaxial
anisotropy along the z axis for both F1 and F2 layers, and the magnetizations
m1 and m2 point to the positive z direction in the initial states. We also assume
that the external ﬁeld Bappl is applied along the z axis. Then, the total free
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Figure 7.1: The schematic view of the synthetic free layer consisting of the F1
and F2 layers. mk and p are the unit vectors along the directions of the magne-
tizations in the Fk and the ﬁxed layers, respectively, and dk is the thickness of
the Fk layer. Bappl, Ban, and J represent the applied ﬁeld, the anisotropy ﬁeld,
and the coupling between the F1 and F2 layers, respectively. The electrons ﬂow
along the +x direction corresponds to the negative electric current I < 0.
energy F of the F1 and F2 layers are given by
F =−M1BapplV1 cos θ1 − 12M1Ban1V1 cos
2 θ1 + 2πM21V1(sin θ1 cosϕ1)
2
−M2BapplV2 cos θ2 − 12M2Ban2V2 cos
2 θ2 + 2πM22V2(sin θ2 cosϕ2)
2
− JS [sin θ1 sin θ2 cos(ϕ1 − ϕ2) + cos θ1 cos θ2] ,
(7.396)
where Bank, Vk = Sdk and dk are the uniaxial anisotropy ﬁeld, the volume
and the thickness of the Fk layer, respectively. The ﬁfth and sixth terms in
Eq. (7.396) represent the magnetic energy due to the demagnetization ﬁeld.
We assume that |Bappl| < Bank to guarantee at least two local minima of the
free energy of the system. When BJk  Bank, the states (m1,m2) = (ez, ez),
(ez,−ez), (−ez, ez), and (−ez,−ez) correspond to the energy minima, where
BJk = J/(Mkdk). On the other hand, when BJk  Bank, the states (m1,m2) =
(ez, ez) and (−ez,−ez) correspond to the energy minima.
The purpose of this section is to investigate the switching rate of the magne-
tizations m1 and m2 from m1,m2 = +ez to m1,m2 = −ez. Following Brown
[246], we use the Fokker-Planck equation approach to calculate the switching
probability per unit time, where the Fokker-Planck equation is derived from the
equations of the motion of the magnetizations.
We assume that the dynamics of the magnetizations of the F1 and F2 layers
are described by the Landau-Lifshitz-Gilbert (LLG) equations. In general, the
spin transfer torque acting on m1 arises from the spin currents injected from the
ﬁxed layer and the F2 layer. However, in a conventional synthetic free layer, the
spacer layer between the F1 and F2 layers consists of Ru, whose spin diﬀusion
length is comparable to its thickness, and thus, the spin current injected from
the F2 layer is negligible. Then, the LLG equation of m1 is given by
dm1
dt
=− γ1m1 ×B1 + γ1aJm1 × (p×m1)− γ1m1 × h1 + α1m1 × dm1dt .
(7.397)
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Similarly, the spin current injected from the F1 layer into the F2 layer is also
negligible, and the LLG equation of m2 is given by
dm2
dt
=− γ2m2 ×B2 − γ2m2 × h2 + α2m2 × dm2dt , (7.398)
where γk and αk are the gyromagnetic ratio and the Gilbert damping constant
of the Fk layer, respectively. The magnetic ﬁeld Bk acting on the magnetization
mk is deﬁned by Bk = −(MkVk)−1∂F/∂mk. hk represents the random ﬁeld on
the Fk layer whose Cartesian components hki (i = x, y, z) satisfy
〈hki(t)hk′j(t′)〉 = 2kBTαk
γkMkVk
δkk′δijδ(t− t′) , (7.399)
where 〈· · · 〉means the ensemble average. Here we assume no correlation between
the random ﬁelds acting on the F1 and F2 layers. The aJ = ηI/(2eM1V1) term
in Eq. (7.397) represents the spin transfer torque due to the injection of the spin
current from the ﬁxed layer. Here I is the electric current ﬂowing along the x
axis. The positive electric current corresponds to the electron ﬂow along the −x
direction. η is the spin polarization of the electric current which characterizes
the strength of the spin transfer torque and is assumed to be constant. p is the
unit vector along the direction of the magnetization of the ﬁxed layer.
From the LLG equations (7.397) and (7.398), we obtain the Fokker-Planck
equation for the probability distribution of the directions of the magnetizations;
∂W
∂t
=
γ1
M1V1
1
sin θ1
∂
∂θ1
[
sin θ1
{(
α1
∂F
∂θ1
+
1
sin θ1
∂F
∂ϕ1
+ aJM1V1 sin θ1
)
W + α1kBT
∂W
∂θ1
}]
+
γ1
M1V1
1
sin θ1
∂
∂ϕ1
[(
α1
sin θ1
∂F
∂ϕ1
− ∂F
∂θ1
)
W +
α1kBT
sin θ1
∂W
∂ϕ1
]
+
γ2
M2V2
1
sin θ2
∂
∂θ2
[
sin θ2
{(
α2
∂F
∂θ2
+
1
sin θ2
∂F
∂ϕ2
)
W + α2kBT
∂W
∂θ2
}]
+
γ2
M2V2
1
sin θ2
∂
∂ϕ2
[(
α2
sin θ2
∂F
∂ϕ2
− ∂F
∂θ2
)
W +
α2kBT
sin θ2
∂W
∂ϕ2
]
.
(7.400)
Here we approximate that 1+α2k  1 by assuming that αk  1. We also neglect
the term proportional to αaJ by assuming that |aJ | < |Bk|, which is valid in
the thermally assisted switching region.
As shown by Brown [246], the switching rate of the single ferromagnetic layer
without spin transfer torque can be derived by using the steady state solution of
the Fokker-Planck equation [see also Sec. 7.4]. In the case of two ferromagnetic
layers, as considered here, the switching is described by the particle ﬂow in
(θ1, ϕ1, θ2, ϕ2) four-dimensional phase space, and, in general, it is very diﬃcult
to obtain an analytical expression of the switching rate because the particle ﬂow
in the phase space is very complicated. To simplify the problem, we use the
following two approximations.
First, we assume that the magnetization rotates in the yz plane during the
switching. Since the deviation of the magnetization mk from the yz plane
increases the magnetic energy due to the demagnetization ﬁeld, it is reasonable
to assume that the most probable reversal process is the magnetization reversal
in the yz plane. In this limit, the demagnetization ﬁeld plays no role on the
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Figure 7.2: The dependences of the eﬀective potential F (θ1, θ2) on θ1 and θ2
for (a) the weak coupling limit and (b) the strong coupling limit. The values
of the parameters are written in the text. The white arrows indicate the most
probable paths of the switchings m1,m2 = +ez → −ez.
calculation of the switching probability. By ﬁxing the values of ϕ1 and ϕ2 to
π/2 or 3π/2, the steady-state solution of the Fokker-Planck equation (7.400) is
given by W0 ∝ exp[−F/(kBT )], where the eﬀective free energy F is given by
F = F − aJM1V1
α1
cos θ1 . (7.401)
The switching rate is calculated by using W0 ∝ exp[−F/(kBT )].
The second approximation is that we consider the switching for the weak
and strong coupling limits, where the weak (strong) coupling means that the
magnitude of the coupling energy of the F1 and F2 layers, | − JSm1 · m2|,
is much smaller (larger) than the uniaxial anisotropy energy MkBankVk/2. In
other words, the weak (strong) coupling limit corresponds to Bank  ()BJk.
Figures 7.2 (a) and (b) show the dependences of F on (θ1, θ2) for the weak and
the strong coupling limit, respectively, where the white arrows indicate the most
probable paths of the switching. In the weak coupling limit, the magnetization
reversal is divided into two steps: First m1 reverses its direction from m1 = +ez
to m2 = −ez by the thermally assisted spin transfer torque eﬀect while the
direction of m2 is ﬁxed to m2 = +ez, and second, m2 reverses its direction
by the thermal eﬀect and the coupling with the F1 layer while m1 is ﬁxed to
m1 = −ez. On the other hand, in the strong coupling limit, m1 and m2 reverse
their directions simultaneously.
By using the above two approximations, the calculation of the switching rate
is reduced to a one-dimensional problem. For the weak coupling limit, ﬁrst we
calculate the particle ﬂow in θ1 space, and second, we calculate the particle ﬂow
in θ2 space. On the other hand, for the strong coupling limit, we calculate the
particle ﬂow along the direction of θ1 = θ2. For such one dimensional problems,
the calculation method developed by Brown [246] is applicable to obtain the
switching rate with some revisions. In the following Sections, we show the
switching probabilities for the weak and strong coupling limits, respectively.
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7.8.2 Weak coupling limit
In this section, we derive the switching rate of the magnetizations for the weak
coupling limit. With this limit, the magnetization reversal is divided into two
steps, as mentioned above. For convenience, we label the three regions around
the potential minimum in the phase space, (θ1, θ2) = (0, 0), (π, 0), and (π, π), as
regions 1, 2, and 3, respectively. The ﬁrst step (m1 reverses from +ez to −ez)
corresponds to the transition of the particle from region 1 to region 2 while the
second step (m2 reverses from +ez to −ez) corresponds to the transition from
region 2 to region 3.
The switching rate from region 1 to region 2 is obtained as follows [see Sec.
7.4]. In regions 1 and 2, the distributionW (θ1, θ2) is given byW1 exp[−{F (θ1, 0)−
F (0, 0)}/(kBT )] and W2 exp[−{F (θ1, 0)−F (π, 0)}/(kBT )], respectively, where
W1 = W (0, 0) and W2 = W (π, 0). The numbers of particles in region 1, n1,
is obtained by integrating W (θ1, 0) over [0, θm1], where θm1 = cos−1[−(Bappl +
BJ1+aJ/α1)/Ban1] gives the local maximum of the eﬀective potentialF (θ1, 0).
The explicit form of n1 is given by n1 = 2W1eF(0,0)/(kBT )I1, where factor 2 arises
from the fact that we restrict the particle ﬂow in the yz plane; that is, ϕ1 = π/2
or 3π/2 (in the anisotropic system considered by Brown [246], the numerical
factor is 2π, not 2). The integral I1 =
∫ θm1
0
dθ1 sin θ1 exp[−F (θ1, 0)/(kBT )] can
be approximated to [246]
I1  e−F(0,0)/(kBT )
∫ ∞
0
dθ1θ1 exp
[
− 1
2kBT
∂2F (θ1, 0)
∂θ21
θ21
]
= e−F(0,0)/(kBT )
kBT
∂2F (0, 0)/∂θ21
.
(7.402)
The numbers of particle in region 2, n2 = 2W2eF(π,0)/(kBT )I2, is obtained in a
similar way by replacing the factors F (0, 0) and ∂2F (0, 0)/∂θ21 by F (π, 0) and
∂2F (π, 0)/∂θ21 , respectively. Next, we consider the particle ﬂow from region 1
to region 2, I1→2. From the Fokker-Planck equation (7.400), the particle ﬂow
along the θ1 axis, Jθ1 , which satisﬁes I1→2 = 2 sin θ1Jθ1 is identiﬁed as
Jθ1 = −
α1γ1
M1V1
[(
∂F
∂θ1
+
aJM1V1
α1
sin θ1
)
W + kBT
∂W
∂θ1
]
. (7.403)
By multiplying eF(θ1,0)/(kBT ) to I1→2/(2 sin θ1) = Jθ1 and integrating it over
[0, π], we ﬁnd that [(n2/I2)−(n1/I1)]/2 = −[M1V1/(2α1γ1kBT )]I1→2Im1, where
the integral Im1 =
∫ π
0
dθ1eF(θ1,0)/(kBT )/ sin θ1 can be approximated to
Im1  e
F(θm1,0)/(kBT )
sin θm1
∫ ∞
−∞
dθ1 exp
[
(θ1 − θm1)2
2kBT
∂2F (θm1, 0)
∂θ21
]
=
√
− 2πkBT
∂2F (θm1, 0)/∂θ21
eF(θm1,0)/(kBT )
sin θm1
.
(7.404)
The relation between the particle numbers in region 2 and 3, n2 and n3, and
the particle ﬂow from region 2 to region 3, I2→3, are obtained in a similar way.
Then, by using the continuity equations of the particle ﬂow, n˙1 = −I1→2, n˙2 =
I1→2 − I2→3, and n˙3 = I2→3, we ﬁnd that the transitions of the magnetization
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directions among the three states, (θ1, θ2) = (0, 0), (π, 0), (π, π), are described
by the following diﬀerential equations:
d
dt
⎛
⎝n1n2
n3
⎞
⎠ =
⎛
⎝−ν12 ν21 0ν12 −(ν21 + ν23) ν32
0 ν23 −ν32
⎞
⎠
⎛
⎝n1n2
n3
⎞
⎠ . (7.405)
The switching probability per unit time from the region i to the region j is
given by νij = fij exp(−Δij), where the attempt frequency fij and the thermal
stability Δij are, respectively, given by
f12(21) =
(
α1γ1kBT
M1V1
)
M1Ban1V1
kBT
√
M1Ban1V1
2πkBT
×
(
1 + (−)Bappl +BJ1
Ban1
)(
1− I
Ic1(2)
)
×
[
1−
(
Bappl +BJ1
Ban1
)2](
1− I
Ic1
)(
1− I
Ic2
)
,
(7.406)
Δ12(21) =
M1Ban1V1
2kBT
(
1 + (−)Bappl +BJ1
Ban1
)2(
1− I
Ic1(2)
)2
, (7.407)
f23(32) =
(
α2γ2kBT
M2V2
)
M2Ban2V2
kBT
√
M2Ban2V2
2πkBT
×
(
1 + (−)Bappl −BJ2
Ban2
)[
1−
(
Bappl −BJ2
Ban2
)2]
,
(7.408)
Δ23(32) =
M2Ban2V2
2kBT
(
1 + (−)Bappl −BJ2
Ban2
)2
. (7.409)
Here I/Ic1 = aJ/ac1 and I/Ic2 = aJ/ac2. ac1 (ac2) is the critical spin transfer
torque ﬁeld to induce the magnetization reversal from region 1 (2) to region 2
(1) at zero temperature, and their explicit forms are given by
ac1 = −α1 (Bappl +BJ1 +Ban1) , (7.410)
ac2 = α1 (−Bappl −BJ1 +Ban1) , (7.411)
respectively. Since |Bappl + BJ1| is assumed to be smaller than Ban1, we ﬁnd
that ac1 < 0 and ac2 > 0. It should be noted that the description of the
transition of the magnetization by Eq. (7.405) is valid for |aJ | < |ack| because
if |aJ |  |ac1|(|ac2|) the point m1 = +ez(−ez) would be unstable, and then,
we could not discuss the thermally assisted transition. We also note that the
switching probabilities of m2, ν23 and ν32, are reduced to those obtained by
Brown [246] by omitting BJ2 where ν23 and ν32 are independent of the current
I.
When I is nearly Ic1, we ﬁnd that ν12/ν21 ∼ exp[M1Ban1V1/(2kBT )]  1.
Similarly, when −Bappl + BJ2 > 0, we ﬁnd that ν23/ν32 ∼ exp[2M2(−Bappl +
BJ2)V2/(2kBT )]  1. Within these limits, the analytical solutions of Eq.
(7.405) with the initial conditions n1(0) = 1, n2(0) = 0, and n3(0) = 0, are
given by
n1(t) = e−ν12t , (7.412)
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Figure 7.3: (a) Time evolution of n1(t), n2(t), and n3(t) with I/Ic1 = 0.7 for
the weak coupling limit. (b) The dependence of the switching rate n3(t) on the
ratio I/Ic1 for the weak coupling limit. For I/Ic1 ≥ 0.8, the switching time is
saturated. The horizontal axis is the logarithmic scale.
n2(t) = − ν12
ν12 − ν23
(
e−ν12t − e−ν23t) , (7.413)
n3(t) = 1− ν12e
−ν23t − ν23e−ν12t
ν12 − ν23 , (7.414)
respectively. Equation (7.414) is the central result of this section: It completely
describes the magnetization switching of the synthetic free layer within the weak
coupling limit.
Figure 7.3 (a) shows a typical time evolution of n1(t), n2(t) and n3(t) for
a synthetic free layer with M = 995 emu/c.c., Ban = 50 Oe, Bappl = 0 Oe,
α = 0.007, γ = 1.732 × 107 Hz/Oe, d = 2 nm, S = π × 70 × 160 nm2, and
T = 300 K (for simplicity, we assume that F1=F2) [18]. The current is taken to
be I/Ic1 = 0.7. The coupling constant is assumed to be J = 5.0×10−3 erg/cm2,
which corresponds to BJ = 25 Oe.
From Eqs. (7.412), (7.413), and (7.414), one can easily see that the time
evolution shown in Fig. 7.3 (a) is determined by two time scales, ν−112 and ν
−1
23 ,
which correspond to the switching rates of the F1 and F2 layers, respectively.
Figure 7.3 (b) shows the dependence of the switching rate n3(t) on the ratio
I/Ic1. For the currents |I| ≥ 0.7|Ic1|, the switching time are on the same
order (10 ms for our parameters), and for the large currents |I| ≥ 0.8|Ic1|,
the switching times are saturated. This is because the current determines the
switching time of the F1 layer only, and for a large current, the total switching
time of m1 and m2 is mainly determined by the switching time of m2, which is
independent of the current. We can verify the saturation of the switching time
from Eq. (7.414), where ν12 becomes much larger than ν23 as I approaches
Ic1 and then, n3(t)  1 − e−ν23t, which is independent of the current I. On
the other hand, in the low current region |I|  |Ic1|, ν12 becomes comparable
or smaller than ν23, which leads to n3(t)  1 − e−ν12t. Then, the switching
time strongly depends on the current value because the switching time of m1
becomes important to the total switching time. For example, the switching time
for I/Ic1 = 0.6 is longer than 100 ms, as shown in Fig. 7.3 (b).
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7.8.3 Strong coupling limit
Here, we derive the switching rate of the magnetizations for the strong coupling
limit. For this limit, instead of (θ1, θ2) phase space, it is convenient to describe
the particle ﬂow in (Ψ, ψ) phase space, where Ψ = (θ1 + θ2)/2 and ψ = θ1 −
θ2. Since m1 and m2 reverse their directions simultaneously, the reversal is
described by the particle ﬂow along the Ψ axis with ψ = 0. For convenience,
we label the two regions around the potential minimum in the phase space,
(Ψ, ψ) = (0, 0) and (π, 0), as regions 1 and 2, respectively. The continuity
equation of the particle in the regions 1 and 2 is obtained in a way similar to that
described in the previous section and is expressed as n˙1 = −n˙2 = −ν12n1+ν21n2.
The switching probability νij = fij exp(−Δij) is given by
f12(21) =
kBT
2
(
α1γ1
M1V1
+
α2γ2
M2V2
)
M1Ban1V1 +M2Ban2V2
kBT
√
M1Ban1V1 +M2Ban2V2
2πkBT
×
(
1 + (−)M1BapplV1 +M2BapplV2
M1Ban1V1 +M2Ban2V2
)(
1− I
Ic1(2)
)
×
[
1−
(
M1BapplV1 +M2BapplV2
M1Ban1V1 +M2Ban2V2
)2](
1− I
Ic1
)(
1− I
Ic2
)
,
(7.415)
Δ12(21) =
M1Ban1V1 +M2Ban2V2
2kBT
(
1 + (−)M1BapplV1 +M2BapplV2
M1Ban1V1 +M2Ban2V2
)2(
1− I
Ic1(2)
)2
,
(7.416)
where I/Ic1 = aJ/ac1 and I/Ic2 = aJ/ac2, and the critical spin transfer torque
ﬁelds in the strong coupling limit ack are, respectively, given by
ac1 = −α1
[
Bappl +Ban1 +
M2V2
M1V1
(Bappl +Ban2)
]
, (7.417)
ac2 = α1
[
−Bappl +Ban1 + M2V2
M1V1
(−Bappl +Ban2)
]
. (7.418)
The analytical solutions of the transition equations with the initial conditions
n1(0) = 1 and n2(0) = 0 are same forms of Eqs. (7.163) and (7.164). When I
is nearly Ic1, ν12/ν21 ∼ exp[(M1Ban1V1 +M2Ban2V2)/(2kBT )] 1, and then,
n1(t)  e−ν12t , (7.419)
n2(t)  1− e−ν12t . (7.420)
Equation (7.420) is the central result of this section: It completely describes the
magnetization switching of the synthetic free layer within the strong coupling
limit.
For the strong coupling limit, the switching time strongly depends on the
current I for all current region. Figure 7.4 shows the dependence of n2(t) on
the ratio I/Ic1, where the parameters used are same as those in Fig. 7.3 except
J . The coupling constant J is assumed to be 5.0 × 10−2 erg/cm−2, which
corresponds to BJ = 250 Oe. The orders of the switching times are 10−2 ms
for I/Ic1 = 0.8, 0.9, 1 ms for I/Ic1 = 0.7, and more than 100 ms for I/Ic1 ≤ 0.6
in our parameter region, as shown in Fig. 7.4. Such strong dependence of the
switching time on the current arises from the thermal stability Δ12, which is
proportional to (1− I/Ic1)2, as shown in Eq. (7.416).
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Figure 7.4: The dependence of the switching rate n2(t) on the ratio I/Ic1 for
the strong coupling limit. The horizontal axis is the logarithmic scale.
7.8.4 Relation to other works
In this section, we compare the results obtained in the previous sections to those
of other works. The topics discussed here are (1) a comparison of the switching
time of the ferromagnetically (F) and the antiferromagnetically (AF) coupled
synthetic free layers, and (2) a comparison of the dependence of the thermal
stability to that obtained by Koch et al. [117].
First, we discuss the switching times of the F and the AF-coupled synthetic
free layers. The diﬀerence in the switching times of these two kinds of synthetic
free layer appears in the weak coupling limit with ﬁnite Bappl. In this case,
the switching time of the F coupled synthetic free layer is characterized by
Eqs. (7.407) and (7.409). For the AF-coupled synthetic free layer, the factor
+(−)(Bappl−BJ2)/Ban2 in Eq. (7.409) is replaced by −(+)(Bappl+BJ2)/Ban2
while Eq. (7.407) remains the same. This replacement is due to the fact that
after m1 reverses its direction from +ez to −ez, the sum of the applied ﬁeld
Bappl and the coupling ﬁeld BJ2 acting on m2 is Bappl−BJ2 for the F-coupled
synthetic free layer while it is Bappl + BJ2 for the AF-coupled synthetic free
layer, as schematically shown in Figs. 7.5 (a) and (b).
The important point is that the fast switching is achieved by choosing the
appropriate direction of Bappl. Figures 7.5 (c) and (d) show the time evolutions
of n3(t) (Eq. (7.414)) for the F-coupled (n
(F)
3 ) and the AF-coupled (n
(AF)
3 )
synthetic free layers with (c) Bappl = +5 Oe and (d) Bappl = −5 Oe. The current
is taken to be I/Ic1 = 0.7. The switching time of the AF (F) coupled synthetic
free layer is faster compared to that of the F (AF) coupled synthetic free layer
for Bappl > 0(< 0) because both Bappl and BJ2 assist the reversal of m2. On
the other hand, by changing the direction (sign) of Bappl, the switching time
increases signiﬁcantly because of the exponential dependence of the switching
time (∼ 1/ν) on Δ ∝ [1 − (Bappl ± BJ )/Ban]2. The diﬀerence between n(AF)3
with Bappl > 0 and n
(F)
3 with Bappl < 0 arises from the dependence of the
switching time of m1 on the direction of Bappl, and becomes negligible as I
approaches Ic1 because the total switching time is mainly determined by that
of m2. For the strong coupling limit, the switching times of the F-coupled and
the AF-coupled synthetic free layers are the same because the coupling energy
is constant during the switching, and BJ plays no role on the switching.
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Figure 7.5: (a), (b): Schematic views of the alignments of the magnetizations
m1 and m2 of (a) ferromagnetically (F) coupled and (b) antiferromagnetically
(AF) coupled synthetic free layers after m1 reverses its direction from m1 = +ez
to m1 = −ez. The directions of the applied ﬁeld Bappl (assumed to be positive)
and the coupling ﬁeld BJ2 are also denoted. (c), (d): The time evolution of
n3(t) of the F-coupled (n
(F)
3 (t)) and the AF-coupled (n
(AF)
3 (t)) synthetic free
layer with (c) Bappl = +5 Oe and (d) Bappl = −5 Oe.
Second, we discuss the dependence of the thermal stability Δ on the current
I. As shown in Eqs. (7.407) and (7.416), we show that Δ ∝ Δ0(1 − I/Ic)2.
Our formula is applicable to the single free layer by omitting the coupling of
the F1 and the F2 layers, and thus, even for the single free layer we ﬁnd that
Δ ∝ Δ0(1 − I/Ic)2. However, the formula of the switching rate with Δ ∝
Δ0(1 − I/Ic) [117] has been widely used to ﬁt the experiments [17, 18].
The important point is that the diﬀerence of the exponent of (1−I/Ic) leads
to a signiﬁcant underestimation of Δ0. Let us consider the ﬁt of the experimental
results of the switching rate with the formula P = 1 − exp[−f0t exp{−Δ0(1 −
I/Ic)n}], where for simplicity we assume that the attempt frequency is constant.
When I/Ic = 0.5, the thermal stability Δ0 estimated by our formula (n = 2) is
two times larger than that estimated by the conventional formula (n = 1).
The diﬀerence between our calculation and Ref. [117] arises from the steady-
state solution of the Fokker-Planck equation of the free layer magnetization:
∂W
∂t
=
αγ
MV
1
sin θ
∂
∂θ
[
sin θ
{(
∂F
∂θ
+
aJMV
α
sin θ
)
W + kBT
∂W
∂θ
}]
. (7.421)
Koch et al. argued that the steady-state solution of of Eq. (7.421) is WKoch ∝
exp[−F{1 + aJ/(αB)}/(kBT )], where B = |B|. However, when B depends on
m, WKoch is not a steady-state solution of Eq. (7.421). In general, B depends
on m because of the presence of the uniaxial anisotropy ﬁeld, which guarantees
two local minima of the free energy F . Thus, in the calculation of the switching
rate, we should use W0 ∝ exp[−F{1−(aJMV cos θ)/(αF )}/(kBT )], which is the
steady state solution of Eq. (7.421). instead of WKoch. The diﬀerence between
W0 and WKoch leads to that of the exponent of (1− I/Ic) in Δ.
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谷口知大、今村裕志
”電流誘起磁化ダイナミクスにおける臨界電流の理論的研究”(口頭発表)
第 69回応用物理学会学術講演会、4p-R-2、中部大学、2008年 9月 4日
今村裕志、谷口知大
”スピン注入磁化反転における臨界電流の膜厚依存性に関する理論的研究”(口頭
発表)
第 32回日本磁気学会学術講演会、東北学院大学、15p-B-1、2008年 9月 15日
玉川聖、谷口知大、家形諭、今村裕志、大兼幹彦、安藤康夫
”強磁性共鳴による CoFeBのスピン侵入長測定”(口頭発表)
第 63回応用物理学会東北支部学術講演会、4p-A-05、東北大学、2008年 12月 4
日
安藤康夫、青木達也、玉川聖、渡邉大輔、水上成美、家形諭、谷口知大、今村裕
志、永沼博、大兼幹彦、井波暢人、宮崎照宣
”スピントルク磁化反転におけるスピンダイナミクス (招待講演)”(口頭発表)
第 28回ナノマグネティックス専門研究会、中央大学駿河台記念館 670号室、2009
年 3月 13日
谷口知大、佐藤純、今村裕志、Peter M. Levy
”磁壁に生じるスピントルクの理論的研究”(口頭発表)
日本物理学会第 64回年次大会、27pTF-6、立教学院、2009年 3月 27日
玉川聖、谷口知大、家形諭、今村裕志、永沼博、大兼幹彦、安藤康夫
”強磁性共鳴により測定した CoFeBのスピン侵入長の熱処理温度依存性”(口頭発
表)
第 56回応用物理学関係連合講演会、2p-TB-1、筑波大学、2009年 4月 2日
玉川聖、谷口知大、家形諭、今村裕志、永沼博、大兼幹彦、安藤康夫
”強磁性共鳴により測定した横スピン侵入長の強磁性材料依存性”(ポスター発表)
第 70回応用物理学会学術講演会、10a-ZD-11、富山大学、2009年 9月 10日
谷口知大、玉川聖、家形諭、今村裕志、安藤康夫
”強磁性多層膜の強磁性共鳴における非共鳴層の磁化ダイナミクスの効果の理論
的研究”(ポスター発表)
第 70回応用物理学会学術講演会、10a-ZD-12、富山大学、2009年 9月 10日
谷口知大、今村裕志
”強磁性多層膜の強磁性共鳴における非共鳴層からのスピンポンピングの効果の
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理論的研究”(口頭発表)
第 33回日本磁気学会学術講演会、13a-A-1、長崎大学、2009年 9月 13日
谷口知大、今村裕志
”強磁性多層膜の強磁性共鳴における非共鳴層の磁化ダイナミクスの理論的研究”(口
頭発表)
日本物理学会 2009年秋季大会、26aVD-6、熊本大学、2009年 9月 26日
玉川聖、谷口知大、家形諭、今村裕志、永沼博、大兼幹彦、安藤康夫
”Measurement of the transverse spin penetration depth of ferromagnets by using
spin pump eﬀect”(ポスター発表)
第 8回スピントロニクス入門セミナー・若手研究会、宮城県仙台市「ホテル・ク
レセント」、2009年 11月 25日
谷口知大、玉川聖、家形諭、今村裕志、安藤康夫
”強磁性多層膜における強磁性共鳴を用いた横スピン侵入長測定 (招待講演)”(口
頭発表)
第 32回ナノマグネティックス専門研究会、中央大学駿河台記念館 560号室、2009
年 11月 27日
玉川聖、谷口知大、家形諭、今村裕志、永沼博、大兼幹彦、安藤康夫
”スピンポンプを用いた強磁性体の横スピン侵入長測定”(口頭発表)
第 64回応用物理学会東北支部学術講演会、3a-A-07、日本大学工学部、2009年
12月 3日
谷口知大、今村裕志
”Theoretical Study on Magnetoresistance Eﬀect due to a Spin Spiral”(ポスター
発表)
4th International Workshop on Spin Currents and 2nd International Workshop
on Spin Caloritronics、poster-32、東北大学金属材料研究所、2010年 2月 8日
玉川聖、谷口知大、家形諭、今村裕志、永沼博、大兼幹彦、安藤康夫
”種々の強磁性金属の横スピン侵入長測定”(口頭発表)
第 57回応用物理学関係連合講演会、17p-ZJ-2、東海大学、2010年 3月 17日
谷口知大、今村裕志
”スピンスパイラルの磁気抵抗効果に関する理論的研究”(口頭発表)
日本物理学会第 65回年次大会、20pGJ-14、岡山大学、2010年 3月 20日
谷口知大、今村裕志、中谷友也、宝野和博
”巨大磁気抵抗効果を用いた強磁性金属のスピン偏極率測定に関する理論的研究”(口
頭発表)
第 34回日本磁気学会学術講演会、6pB-6、つくば国際会議場、2010年 9月 6日
荒井礼子、谷口知大、今村裕志
”ナノ狭窄磁壁における電流誘起マイクロ波発振の理論的研究”(口頭発表)
日本物理学会 2010年秋季大会、24aWP-8、大阪府立大学、2010年 9月 24日
谷口知大、今村裕志
”シンセティック自由層の熱アシスト・スピントルク磁化反転に関する理論的研
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究”(口頭発表)
第 58回応用物理学関係連合講演会、25p-KQ-3、神奈川工科大学、2011年 3月 25
日
大塚尚彦、塩川陽平、塩田芽実、土井正晶、谷口知大、今村裕志、佐橋政司
”Co1−xFex 合金を用いた NCMRのバルク散乱スピン非対称係数依存性”(口頭発
表)
第 58回応用物理学関係連合講演会、26p-KR-13、神奈川工科大学、2011年 3月
26日
International Conference
Tomohiro Taniguchi, Hiroshi Imamura, and Sadamichi Maekawa
”Magnetic ﬁeld dependence of the critical current in current driven magnetiza-
tion reversal”(poster)
19th International Colloquium on Magnetic Films and Surface (ICMFS 2006),
17P-88, Sendai, Miyagi, Japan, August 17 (2006).
Satoshi Yakata, Tomohiro Taniguchi, Mikihiko Oogane, Hiroshi Imamura, and
Yasuo Ando
”Spin coherence length in ferromagnetic metal (invited)”(oral)
52nd Annual Conference on Magnetism and Magnetic Materials Conference,
AD-01, Tampa, Florida, United States of America, November 6 (2007).
Tomohiro Taniguchi, Satoshi Yakata, Hiroshi Imamura, and Yasuo Ando
”Penetration depth of transverse spin current in ferromagnetic metals”(poster)
International Magnetics Conference (Intermag Europe 2008), AO-01, Madrid,
Spain, May 5 (2008).
Tomohiro Taniguchi and Hiroshi Imamura ”Dependence of critical current of
spin transfer torque-drivenmagnetization dynamics on free layer thickness”(oral)
53rd Annual Conference Magnetism and Magnetic Materials Conference, EB-
08, Austin, Texas, United States of America, November 13 (2008).
Tomohiro Taniguchi, Jun Sato, and Hiroshi Imamura
”Non-adiabatic spin transfer torque in a domain wall”(poster)
International Magnetics Coference (Intermag 2009), CT-08, Sacrament, Califor-
nia, United States of America, May 6 (2009).
Tomohiro Taniguchi and Hiroshi Imamura
”Time evolution of spin accumulation and spin current in a magnetic domain
wall”(poster)
International Conference on Magnetism 2009 (ICM 2009), Tu-A-6.3-14, Karlsu-
ruhe, Germany, July 28 (2009).
Tomohiro Taniguchi and Hiroshi Imamura
”Critical current density of domain wall oscillation due to spin-transfer torque”(oral)
Trends in Spintronics and Nanomagnetism 2010, Lecce, Italy, May 25 (2010).
Tomohiro Taniguchi and Hiroshi Imamura
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”Angle dependence of the magnetoresistance of CCP-CPP-GMR system”(poster)
The 2nd International Symposium on Advanced Magnetic Materials and Appli-
cations (ISAMMA 2010), QC-03, Sendai, Miyagi, Japan, July 14 (2010).
Takashi Tamagawa, Tomohiro Taniguchi, Satoshi Yakata, Hiroshi Imamura,
Mikihiko Oogane, Hiroshi Naganuma, and Yasuo Ando
”Measurement of spin penetration depth in various ferromagnetic materials by
spin-pumping eﬀect”(poster)
The 2nd International Symposium on Advanced Magnetic Materials and Appli-
cations (ISAMMA 2010), RE-05, Sendai, Miyagi, Japan, July 15 (2010).
Tomohiro Taniguchi and Hiroshi Imamura
”Dependence of Spin Transfer Torque in a Magnetic Domain Wall on Its Thick-
ness”(poster)
Gordon Research Conferences (Magnetic Nanostructures), Lewiston, Maine,
United States of America, August 11 (2010).
Award
Tomohiro Taniguchi and Hiroshi Imamura
Best Poster Award of The 2nd International Symposium on Advanced Mag-
netic Materials and Applications (ISAMMA 2010): ”Angle dependence of the
magnetoresistance of CCP-CPP-GMR system”
Papers
Tomohiro Taniguchi and Hiroshi Imamura
”Enhancement of the Gilebrt damping constant due to spin pumping in non-
collinear ferromagnet/nonmagnet/ferromagnet trilayer systems”
Physical Review B 76, 092402 (2007).
Tomohiro Taniguchi, Satoshi Yakata, Hiroshi Imamura, and Yasuo Ando
”Determination of Penetration Depth of Transverse Spin Current in Ferromag-
netic Metals by Spin Pumping”
Applied Physics Express 1, 031302 (2008).
Tomohiro Taniguchi and Hiroshi Imamura
”Critical current of spin transfer-torque-driven magnetization dynamics in mag-
netic multilayers”
Physical Review B 78, 224421 (2008).
Tomohiro Taiguchi, Jun Sato, and Hiroshi Imamura
”Theory of spin accumulation and spin transfer torque in a magnetic domain
wall”
Physical Review B 79, 212410 (2009).
Tomohiro Taniguchi and Hiroshi Imamura
”Boltzmann theory of magnetoresistance due to a spin spiral”
Physical Review B 81, 012405 (2010).
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Tomohiro Taniguchi, Hiroshi Imamura, Tomoya M. Nakatani and Kazuhiro
Hono
”Eﬀect of the number of layers on determination of spin asymmetries in current-
perpendicular-to-plane giant magnetoresistance”
Applied Physics Letters 98, 042503 (2011).
Tomohiro Taniguchi and Hiroshi Imamura
”Thermally assisted spin transfer torque switching in synthetic free layers”
Physical Review B (accepted).
Conference Proceedings
Tomohiro Taniguchi, Satoshi Yakata, Hiroshi Imamura, and Yasuo Ando
”Penetration Depth of Transverse Spin Current in Ferromagnetic Metals” (pro-
ceeding of International magnetics conference 2008)
IEEE Transactions on Magnetism 44, 2636 (2008).
Tomohiro Taniguchi and Hiroshi Imamura
”Dependence of critical current of spin transfer torque-driven magnetization
dynamics on free layer thickness” (proceeding of 53rd Annual Conference on
Magnetism and Magnetic Materials 2008)
Journal of Applied Physics 105, 07D119 (2009).
Tomohiro Taniguchi and Hiroshi Imamura
”Time evolution of spin accumulation and spin current in a magnetic domain
wall” (proceeding of International Conference on Magnetism 2009)
Journal of Physics: Conference Series 200, 062034 (2010).
Tomohiro Taniguchi and Hiroshi Imamura
”Angle dependence of the magnetoresistance of CCP-CPP-GMR system” (pro-
ceeding of The 2nd International Symposium on Advanced Magnetic Materials
and Applications)
Journal of Physics: Conference Series 266 012108 (2011).
Tomohiro Taniguchi and Hiroshi Imamura
”Critical current density of domain wall oscillation due to spin-transfer torque”
(proceeding of Trends in Spintronics and Nanomagnetism 2010)
Journal of Physics: Conference Series (accepted).
Reviews
Tomohiro Taniguchi and Hiroshi Imamura
”SPIN PUMPING IN FERROMAGNETIC MULTILAYERS”
Modern Physics Letters B, 22, 2909 (2008).
安藤康夫、水上成美、家形諭、谷口知大、今村裕志、大兼幹彦、宮崎照宣
”スピンポンピングによるスピン流の創出と物理現象”
まぐね (日本磁気学会)第 4巻 2号、pp.73-81 (2009).
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Curriculum vitae
Tomohiro Taniguchi
Nov. 1, 1983 Born in Kasugai, Aichi, Japan.
1999-2002 Koyo High School,
Nagoya, Aichi, Japan.
2002-2006 School of Engineering, Tohoku University,
Sendai, Miyagi, Japan.
Bachelor of Science in Electronic Engineering.
2006-2008 Department of Physics, Tohoku University,
Sendai, Miyagi, Japan.
Master of Science in Physics.
2008-2011 Graduate School of Pure and Applied Sciences,
University of Tsukuba,
Tsukuba, Ibaraki, Japan.
Philosophiae Doctor in Engineering.
(Nov. 2008 - Jan. 2009, studied in New York University.)
