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PRIME SPLITTINGS OF DETERMINANTAL IDEALS
FATEMEH MOHAMMADI1 AND JOHANNES RAUH2
Abstract. We consider determinantal ideals, where the generating minors are encoded in a
hypergraph. We study when the generating minors form a Gro¨bner basis. In this case, the
ideal is radical, and we can describe algebraic and numerical invariants of these ideals in terms
of combinatorial data of their hypergraphs, such as the clique decomposition. In particular,
we can construct a minimal free resolution as a tensor product of the minimal free resolution
of their cliques. For several classes of hypergraphs we find a combinatorial description of the
minimal primes in terms of a prime splitting. That is, we write the determinantal ideal as a
sum of smaller determinantal ideals such that each minimal prime is a sum of minimal primes
of the summands.
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1. Introduction
Let K be a field. For fixed integers m,n with 2 < m ≤ n, let X = (xij) be a generic m× n-
matrix, and let R = K[X] be the polynomial ring over K in indeterminates xij . Our objects
of study are determinantal ideals (that is, ideals J generated by sets of minors of X), and our
goal is to decompose J into a sum of ideals, J = J1 + J2 + · · · + Jr, such that each Ji is itself
a determinantal ideal and such that the components Ji are easier to understand algebraically
and combinatorially.
Let ∆ be a hypergraph with vertex set [n]; that is, ∆ is a family of subsets of [n]. The
elements of ∆ are the hyperedges of ∆. The dimension of a hyperedge T = {b1, . . . , bk} ∈ ∆ is
dim(T ) = |T | − 1, and the dimension of ∆ is dim(∆) = maxT∈∆ dim(T ). Given ∆ and a subset
S ⊆ [m], we define the determinantal ideal
JS∆ = ([a1 . . . ak|b1 . . . bk] : {b1, . . . , bk} ∈ ∆ and {a1, . . . , ak} ⊂ S}),
where [a1 . . . ak|b1 . . . bk] is the k-minor of the submatrix of X with row indices a1, . . . , ak and
column indices b1, . . . , bk. We mostly focus on the case where S = [m], in which case we omit the
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superscript S. We call JS∆ a determinantal hypergraph ideal
1. Clearly, any determinantal ideal
J can be written as a sum of determinantal hypergraph ideals, and usually this decomposition
is not unique. We want to find decompositions that allow to infer algebraic properties of J from
algebraic properties of the summands.
In general, if an ideal I is written as a sum of ideals I1, . . . , Ir, it is not possible to directly
extract the algebraic invariants of I (e.g. Hilbert function, primary components, minimal free
resolution, etc.) from the algebraic invariants of its subideals Ii. Indeed, any ideal can be
written as a sum of principal ideals. However, in Sections 3 and 4, we find ideals I for which
a nice decomposition into smaller ideals I1, . . . , Ir exists such that the minimal primes of I can
be determined from the minimal primes of the ideals Ii in the following sense:
Definition 1.1. Let I, I1, . . . , Ir be ideals such that I = I1 + · · · + Ir. Then I1 + · · · + Ir is a
prime splitting of I if the following condition holds:
(*) P is a minimal prime ideal of I if and only if there exist minimal prime ideals Pi of Ii
such that P = P1 + · · ·+ Pr.
Trivial examples of prime splittings occur ifK is algebraically closed and if the ideals I1, . . . , Ir
are defined in disjoint sets of variables. Later, we will find more interesting examples of prime
splittings that have the following weaker property: There exists a term order < such that the
initial ideals in< I1, . . . , in< Ir are defined in disjoint sets of variables. This condition is not
sufficient for a prime splitting, though, as the following example shows.
Example 1.2. The ideals I1 = (x
2− z) and I2 = (y
2− z) are both prime, and their initial ideals
with respect to the lexicographic order are generated in disjoint sets of variables. However, the
ideal I = I1+I2 has a non-trivial primary decomposition I = (x+y, y
2−z)∩ (x−y, y2−z). 
To put our work in perspective, let us mention some prior results on determinantal ideals.
The classical ideal I(k) generated by all k-minors of X is equal to J∆(k) , where ∆(k) consists of all
subsets of [n] of cardinality k. The ideal I(k) has been extensively studied from the viewpoint
of algebraic geometry and commutative algebra. The variety V(I(k)) consists of all K-linear
maps from Km to Kn of rank less than k. Sturmfels [29] and Caniglia et al. [7] showed that
the set of all k-minors of X forms a Gro¨bner basis of I(k) (with respect to both diagonal and
lexicographic orders). Moreover, in the case that k = min{m,n} the generators of I(k) form
a universal Gro¨bner basis (i.e., a Gro¨bner basis with respect to every term order on K[X]).
Their technique provided a new proof of the Cohen–Macaulayness of R/I(k) in this case and has
been used to compute numerical invariants of these rings, like the multiplicity and the Hilbert
function, see [5, 11, 23]. Some excellent references on the theory of determinantal ideals are the
book [6] of Bruns and Vetter, and the paper [3] of Bruns and Conca.
In general, for any T ⊆ [n], we call ∆(k),T := {T
′ ⊆ T : |T ′| = k} the k-clique on T . Since the
ideals J∆(k),T are the easiest determinantal ideals, our strategy is to study arbitrary hypergraphs
in terms of their clique decompositions (Section 2.1).
Several classes of determinantal ideals that have been studied in the literature turn out to
be determinantal hypergraph ideals. For example, Herzog et al. in [22] and the second author
in [28] studied the determinantal ideal J∆ when ∆ is a simple graph. They showed that many of
the algebraic properties of these ideals can be translated into combinatorial properties of their
corresponding graphs. These ideals arise naturally in the study of conditional independence
statements, see [21, 22, 26]. It turns out that more general determinantal ideals also play a role
for conditional independence statements in the presence of hidden variables [25].
1Other authors (e.g. [16]) have preferred to work with the set of facets of a simplicial complex instead of a
hypergraph. However, observe that the set of determinants contained in a given ideal usually is not a simplicial
complex. In most of the ideals that we want to study, more or less the opposite is true: The set of determinants
that are not contained in the ideal define a simplicial complex. This should be compared to the definition of
the monomial Stanley-Reisner ideal associated with a simplicial complex, where the simplicial complex is also
constructed from the set of monomials not contained in the ideal.
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Hos¸ten and Sullivant in [24] considered the ideal generated by maximal adjacent minors of
a generic matrix. This ideal is the determinantal ideal of the adjacent hypergraph ∆adj(m), i.e.,
the hypergraph on [n] with all hyperedges of the form {a, a + 1 . . . , a + m − 1} for 1 ≤ a ≤
n −m + 1. The minimal primes of these ideals are again determinantal hypergraph ideals for
suitable hypergraphs. The determinantal ideals of pure hypergraphs (i.e. hypergraphs where all
hyperedges have the same cardinality) were studied in [16].
Motivated by geometrical considerations, the more general class of ladder determinantal
ideals has been considered by Conca, Gonciulea, and Miller, see [9, 18]. These ideals can be
decomposed in a nice way as J = J∆1,S1 + J∆2,S2 + · · ·+ J∆r ,Sr such that J∆i,Si are all classical
determinantal ideals with Sr ⊂ · · · ⊂ S2 ⊂ S1. This decomposition helps to show how these
ideals share many properties with the classical determinantal ideals, see [9, 11]. In our paper,
we find similar decompositions.
Outline and our results. In Section 2 we define when a hypergraph ∆ is closed and show
that the generators of the corresponding ideal J∆ form a Gro¨bner basis with respect to the
lexicographic order. We compute the numerical invariants of these ideals in Theorem 2.8.
Our results imply that the generators of a determinantal ideal of a pure (m − 1)-dimensional
hypergraph form a universal Gro¨bner basis if and only if the underlying hypergraph is a union
of full sekeletons of simplices (that is, the corresponding ideal is a sum of classical determinantal
ideals I(m−1) defined in disjoint sets of variables); see Remark 2.9.
In Section 3 we introduce block adjacent hypergraphs and unions of subsequent block adjacent
hypergraphs. Such hypergraphs can be written as a union ∆ = ∆1 ∪ · · · ∪ ∆r, where each
∆i = ∆(m),{ui,ui+1,...,vi} is an m-clique on a set of consecutive vertices with u1 < u2 < · · · < ur,
v1 < v2 < · · · < vr and vi−ui+1 < m. Their determinantal ideals are generalizations of the ideal
of maximal adjacent minors studied by Hos¸ten and Sullivant in [24]. We give a combinatorial
description of their minimal primes. When vi − ui = m− 1, then ∆ contains ∆
adj
(m), and we call
∆ block adjacent. In this case, we identify the set of associated primes of J∆ as a subset of the
associated primes of J∆adj
(m)
, see Theorem 3.3. On the other hand, when vi− ui < m− 1, we call
∆ a union of subsequent block adjacent hypergraphs, and we show that a prime splitting occurs,
see Theorem 3.5.
Our proofs are based on finding variables and minors that are regular (non-zero-divisor)
modulo J∆ and localizing with respect to these variables and minors. The main technical result
is the prime splitting lemma (Lemma 3.12) and the localization lemma (Lemma 3.10). Further
applications of the prime splitting lemma are studied in Section 4. We formulate what can be
said using our methods about unions ∆ = ∆1∪· · ·∪∆r of block adjacent hypergraphs or cliques
(Theorem 4.1) under the assumption that the sub-hypergraphs ∆i have a “small” and “nice”
intersection.
Section 5 is devoted to minimal free resolutions of the determinantal ideals associated to
closed hypergraphs. The minimal free resolution of the classical determinantal ideal generated
by all maximal minors of X is given by the Eagon-Northcott complex (see e.g. [13, A2.6.1]). In
Theorem 5.4 we construct a minimal free resolution of a determinantal hypergraph ideal. The
result is that the multigraded Betti numbers of these ideals are equal to the multigraded Betti
numbers of their initial ideals with respect to the lexicographic term order, see Corollary 5.6.
This gives a positive answer to [8, Question 1.1].
Assumptions on the field. Later, we will often argue that a sum of prime ideals defined in
disjoint sets of variables is prime. In general, this is only true over an algebraically closed field:
Example 1.3. If K does not contain a root of −1, then I1 = (x
2+1) and I2 = (y
2+1) are both
prime and defined in disjoint sets of variables. However, the ideal I = I1 + I2 has a non-trivial
primary decomposition I = (x+ y, x2 + 1) ∩ (x− y, x2 + 1). 
We will not have this problem, since the ideals that we work with are, in fact, geometrically
prime, that is, they remain prime under any algebraic field extension. The following lemma
shows that in our proofs we may pass to the algebraic closure of K:
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Lemma 1.4. Let K ⊆ L be an algebraic field extension. For any ideal I ⊆ K[X] let IL ⊆ L[X]
be the ideal generated by I in L[X].
(1) If IL is prime, then I is prime.
(2) If f ∈ K[X] \ I is regular modulo IL, then f is regular modulo I.
Proof. An ideal I is prime if and only if each f ∈ K[X]\I is regular modulo I, so statement (1)
follows from statement (2). Let g ∈ K[X], and assume that fg ∈ I. Then fg ∈ IL. Since
f /∈ IL and since IL is prime, g ∈ IL. Hence g ∈ I. 
2. Determinantal hypergraph ideals
2.1. Clique decomposition of ∆. Let ∆ be a hypergraph on [n]. A clique or a k-clique of
∆ is a sub-hypergraph of the form ∆(k),T := {T
′ ⊆ T : |T ′| = k} for some T ⊆ [n]. A maximal
k-clique of ∆ is a k-clique that is not a subset of another k-clique of ∆ (i.e., it is maximal with
respect to inclusion). Every hypergraph ∆ can be written as the union of its maximal cliques
∆1, . . . ,∆r. The decomposition ∆ = ∆1 ∪ ∆2 ∪ · · · ∪ ∆r is called the clique decomposition of
∆. Observe that the determinantal ideal of a clique is a classical determinantal ideal which is
well-understood from the algebraic point of view.
Example 2.1. In examples, in order to simplify our notation we denote the set F = {i1, . . . , it}
by i1i2 · · · it, where i1 < i2 < · · · < it. Consider the hypergraph on the vertex set [9] with
hyperedges 123, 124, 134, 234, 345, 567, 78, 89 and 79 (see Figure 1(a)). Its clique decomposition
is ∆ = ∆(3),1234 ∪∆(3),345 ∪∆(3),567 ∪∆(2),789.
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Figure 1. (a) A hypergraph with one- and two-dimensional hyperedges. The
color indicates which triangles have been added. (b) A different hypergraph,
isomorphic to the first one.
2.2. Ideals whose generators form a Gro¨bner basis. Let <lex be the lexicographic order
induced by the natural order of indeterminates
x11 > x12 > · · · > x1n > x21 > · · · > x2n > · · · > xmn,
of matrix row by row from left to right. Here we study the question when the generators of J∆
form a Gro¨bner basis with respect to <lex.
Definition 2.2. Let ∆ be a hypergraph on [n] with clique decomposition ∆ = ∆1 ∪ · · · ∪∆r.
Then ∆ is called closed if minors belonging to different cliques have relatively prime initial
terms (with respect to <lex).
Note that closedness depends on the value of m. A closed hypergraph becomes non-closed
whenm is increased. Moreover, the definition of closedness depends on the ordering (or labeling)
of the nodes, as the next example shows.
Example 2.3. Let m = 3. The hypergraph in Figure 1(a) is closed. For example in<[123|134] =
x11x23x34 and in<[123|345] = x13x24x35 are relatively prime; and in<[123|567] = x15x26x37
and in<[a1a2|78] = xa17xa28 are relatively prime for all 1 ≤ a1 < a2 ≤ 3. However, the iso-
morphic (relabelled) hypergraph in Figure 1(b) is not closed, since in<[123|128] = x11x22x38
and in<[123|238] = x12x23x38 are not relatively prime; and in<[123|347] = x13x24x37 and
in<[23|46] = x24x36 are not relatively prime either.
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Lemma 2.4. Let ∆ = ∆1 ∪ · · · ∪ ∆r be the clique decomposition of ∆. Then ∆ is closed
if and only if for every pair of hyperedges {b1, b2, . . . , bt} ∈ ∆i (b1 < b2 < · · · < bt) and
{c1, c2, . . . , cs} ∈ ∆j (c1 < c2 < · · · < cs) with i 6= j and t ≤ s, and for all k we have
bk 6= cℓ, where max{1, k −m+ s} ≤ ℓ ≤ m− t+ k.
Proof. For each hyperedge {b1, b2, . . . , bt} of ∆ with b1 < b2 < · · · < bt, and integers 1 ≤ a1 <
· · · < at ≤ m, the initial term of [a1 . . . at|b1 . . . bt] is xa1b1 · · · xatbt . Therefore for each index bk
the variable xibk appears in the support of an initial term of a minor [a1 . . . at|b1 . . . bt] if and
only if k ≤ i ≤ m− t+ k. The statement follows by this observation. 
Example 2.5. Consider again the hypergraph of Figure 1(b), which is not closed. For example,
vertex 2 takes the first position in two hyperedges 289 and 238, and vertex 4 takes the first
position in the edge 46 and the second position in the hyperedge 347.
Proposition 2.6. If ∆ is a closed hypergraph, then the generators of J∆ form a <lex-Gro¨bner
basis, and J∆ is a radical ideal.
Proof. We show that all S-pairs, S([a1 . . . at|b1 . . . bt], [c1 . . . cs|d1 . . . ds]) reduce to zero. As-
sume that {b1, . . . , bt} ∈ ∆i and {d1, . . . , ds} ∈ ∆j. If i 6= j, then in<[a1 . . . at|b1 . . . bt] and
in<[c1 . . . cs|d1 . . . ds] have no common factor, which implies that their S-polynomial reduces
to zero. Now assume that i = j. Then s = t, and all s-subsets of {b1, . . . , bs} ∪ {d1, . . . , ds}
belong to ∆i. Therefore, since the set of all s-minors in J∆i forms a Gro¨bner basis of J∆i ,
the S-pair S([a1 . . . as|b1 . . . bs], [c1 . . . cs|d1 . . . ds]) reduces to zero with respect to the s-minors
of J∆i . Thus the assertion follows from Buchberger’s criterion. Since the generators of the
initial ideal of J∆ are all squarefree, we deduce that J∆ is radical. 
Remark 2.7. (1) In fact, if ∆ is a closed hypergraph, then the generators of J∆ form a
minimal Gro¨bner basis for J∆ with respect to any diagonal term order in which xij > xik
for all i and for all j < k. Here we always consider the lexicographic term order <
induced by x11 > · · · > x1n > · · · > xmn.
(2) When ∆ is a pure (m− 1)-dimensional hypergraph, then the converse of the first state-
ment in Proposition 2.6 also holds, as shown in [16, Theorem 1.1]: In this case, the
generators of J∆ form a <lex-Gro¨bner basis if and only if ∆ is closed. Theorem 2.12
below shows that same is not true more generally: There are non-closed mixed hyper
graphs ∆ such that the generators of J∆ form a Gro¨bner basis.
A consequence of Proposition 2.6 is the following result which follows by the same argument
as in the proof of [16, Corollary 1.3].
Theorem 2.8. Let ∆ be a closed hypergraph with clique decomposition ∆ = ∆1 ∪ · · · ∪∆r.
(1) height J∆ =
r∑
ℓ=1
height J∆ℓ =
r∑
ℓ=1
(|V (∆ℓ)| − dim(∆ℓ)).
(2) J∆ is Cohen-Macaulay.
(3) The Hilbert series of R/J∆ has the form HR/J∆(t) =
r∏
ℓ=1
HR/J∆ℓ
(t).
(4) The multiplicity of R/J∆ is
e(R/J∆) =
r∏
ℓ=1
e(R/J∆ℓ) =
r∏
ℓ=1
(
|V (∆ℓ)|
dim(∆ℓ)
)
.
Proof. By assumption, there are polynomial rings Rℓ in disjoint sets of variables, such that the
initial ideals in<(J∆ℓ) are generated by monomials in Rℓ and such that
(2.1) R/ in<(J∆) ∼=
r⊗
ℓ=1
Rℓ/ in<(J∆ℓ).
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This fact together with the known formula for the height of the determinantal ideals (see e.g. [14,
Theorem 6.35]) implies (1). It is known that Rℓ/ in<(J∆ℓ) is Cohen-Macaulay for each ℓ (see
e.g. [7] and [29]). Therefore, by (2.1), we get that R/ in<(J∆) is Cohen-Macaulay, and so R/J∆
is Cohen–Macaulay as well (see e.g. [20, Corollary 3.3.5]).
By [20, Corollary 3.3.5], the modules R/J∆ and R/ in<(J∆) have the same Hilbert series. The
Hilbert series and the multiplicity of the classical determinantal rings generated by maximal
minors of X are known (see e.g. [11, Corollary 1] or [3, Theorem 6.9] and [23, Theorem 3.5]).
Therefore equation (2.1) implies statements (3) and (4). 
Remark 2.9. Let ∆ be a pure (m − 1)-dimensional hypergraph on the vertex set [n] (i.e. all
elements of ∆ have cardinality m). By [16, Theorem 1.1], the generators of J∆ form a Gro¨bner
basis with respect to the lexicographic order induced by x11 > · · · > x1n > · · · > xmn if and only
if ∆ is a closed hypergraph. It is easy to see that a hypergraph ∆ is closed with respect to any
renumbering of its nodes if and only if different maximal cliques in its clique decomposition have
disjoint vertices; i.e., ∆ is a disjoint union of cliques. Hence, we conclude that the generators of
J∆ form a Gro¨bner basis with respect to the lexicographic order induced by every term order on
variables xij, if and only if ∆ is a full skeleton of a simplex, where, for the converse statement,
we need that the generators of the classical maximal determinantal ideal I(k) indeed form a
Gro¨bner basis with respect to any lexicographic term order; see [1, 30]. As shown in [7, 29],
the generators of I(k) form a Gro¨bner basis with respect to both diagonal and lexicographic
orders. In the case that k = min{m,n} the generators of I(k) even form a universal Gro¨bner
basis. Therefore, if ∆ is a pure (m−1)-dimensional hypergraph, then the generators of J∆ form
a universal Gro¨bner basis of J∆ if and only if ∆ is a disjoint union of m-cliques.
2.3. Gro¨bner bases of a class of mixed determinantal ideals. Next, we study a class of
mixed determinantal ideals J∆ which enjoy the property that the minors that generate J∆ form
a <lex-Gro¨bner basis. The minimal primes of the determinantal ideals studied in Sections 3
and 4 will be of this type.
We first fix our notation. For any pair of index sets S = {i1 < · · · < ik} ⊆ [m] and
T = {j1 < · · · < jt} ⊆ [n], we denote by X
S
T the submatrix of X with row indices i1, . . . , ik, and
column indices j1, . . . , jt. If S = [m], then we simplify the notation to XT .
In order to prove our main result of this section, we need the following technical lemma,
which is a slight generalization of [24, Lemma 4.2].
Lemma 2.10. Let k ≤ m, and assume that one of the following holds true:
(1) T = [k], and S′ ⊆ [m] contains T ; or
(2) T = {n− k + 1, . . . , n}, and S′ ⊆ [m] contains {m− k + 1, . . . ,m}.
Let G be the set of k-minors of X
[m]
T , and let G
′ be the set of k′-minors of XS
′
[n], where k
′ is the
cardinality of S′. Then G ∪G′ forms a <lex-Gro¨bner basis for the ideal it generates.
Proof. We assume that T = [k]. The other case follows by a similar argument.
The set G is a Gro¨bner basis for the ideal I = (G) it generates, and G′ is a Gro¨bner basis for
J = (G′). Let T = [k] and S′ = {c1, . . . , ck′} with T ⊂ S
′. By [10, Lemma 1.3(c)], in order to
prove the statement, we have to show that for arbitrary minors f = [a1 . . . ak|1 . . . k] ∈ G and
g = [c1 . . . ck′ |b1 . . . bk′ ] ∈ G
′ there exists an element h ∈ I ∩ J with in(h) = LCM(in(f), in(g)).
To prove this statement, we construct a matrix
H =
(
W 0
Y Z
)
with the following properties:
(1) The initial term of the determinant |H| is equal to LCM(in(f), in(g)).
(2) Y and Z are submatrices of XS
′
[n] with k
′ rows.
(3) W and Y are submatrices of X
[m]
T with k columns.
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(1) implies that the initial term of h := |H| equals in(h) = LCM(in(f), in(g)). Properties
(2) and (3) imply that h ∈ I ∩ J . Indeed, computing the Laplace expansion of |H| starting
with the last k rows shows that h can be written as a polynomial combination of k-minors
of X
[m]
T . Similarly, computing the Laplace expansion of |H| starting with the first k
′ columns
shows h ∈ J .
Let A = {a1, . . . , ak} and B = {b1, . . . , bk′}. Let B0 be the subset of columns of X
S′
[n] indexed
by bj with xaℓ,ℓ = xcj ,bj for some ℓ. Assume that B\B0 = {bj1 , . . . , bjs}. Similarly assume that
A\A0 = {aℓ1 , . . . , aℓs} consists of the subset of rows of X
A
T indexed by aℓi , where ℓi 6∈ B0. Then
we set Z = XS
′
B\B0
and W = X
A\A0
T . Finally, let Y = X
S′
T .
Properties (2) and (3) are easy to check. To see (1), observe that LCM(in(f), in(g)) appears
as a term in the expansion of |H|. Then (1) follows, as in the proof of [24, Lemma 4.2], since if
|H| would contain a larger term, then either f or g would contain a term larger than in(f) or
in(g), respectively. 
The next example illustrates the idea of the proof of Lemma 2.10.
Example 2.11. Let k = 4, k′ = 5, T = {1, 2, 3, 4} and S′ = {1, 2, 3, 4, 6}. For f = [1367|1234] ∈ F
and g = [12346|12567] ∈ G, we have in(f) = x11x32x63x74 and in(g) = x11x22x35x46x67. Then
B0 = {1}, and
H =


W︷ ︸︸ ︷
x31 x32 x33 x34
x61 x62 x63 x64
x71 x72 x73 x74
0 0 0 0
0 0 0 0
0 0 0 0
︸ ︷︷ ︸
Y
x11 x12 x13 x14
x21 x22 x23 x24
x31 x32 x33 x34
x41 x42 x43 x44
x61 x62 x63 x64 ︸ ︷︷ ︸
Z
x12 x15 x16 x17
x22 x25 x26 x27
x32 x35 x36 x37
x42 x45 x46 x47
x62 x65 x66 x67


.
It is easy to see that in(h) = LCM(in(f), in(g)) (which is the product of the underlined entries
of the matrix H) using the Laplace expansion along the first four columns of the matrix H.
Lemma 2.10 can be applied iteratively to hypergraphs that are obtained by gluing cliques
along their intersections as follows.
Theorem 2.12. Let ∆1, . . . ,∆r be m-cliques on [n], and let ∆i,j = {V (∆i)∩V (∆j)} (a hyper-
graph with a single hyperedge). Assume that the following conditions are satisfied:
(1) ki,j := |V (∆i,j)| < m for all i 6= j.
(2) For all i 6= j, the set V (∆i,j) consists of either the first or the last ki,j columns of V (∆i).
(3) If i 6= j 6= k 6= i, then V (∆i) ∩ V (∆j) ∩ V (∆k) = ∅.
Then the set of maximal minors of the ideal J∆ of ∆ =
⋃
i∆i∪
⋃
i 6=j ∆i,j forms a <lex-Gro¨bner
basis for J∆. In particular, I is a radical ideal.
Proof. The assumptions imply that for all i 6= j, the initial terms of elements of J∆i and of
elements of J∆j are relatively prime, and so S-pairs constructed from elments of J∆i and J∆j
reduce to zero. By Lemma 2.10, any S-pair of an element of J∆i,j with an element of J∆i
reduces to zero. Finally, by (3), the initial terms of elements of J∆i,j and elements of J∆k,ℓ are
relatively prime, unless {i, j} = {k, ℓ}, and so their S-pairs also reduce to zero. This implies the
first statement. Since the initial terms of the Gro¨bner basis are all squarefree, I is radical. 
3. Determinantal ideals of block adjacent hypergraphs
Let ∆ = ∆1∪· · ·∪∆r, where each ∆i = ∆(m),{ui,ui+1,...,vi} is anm-clique on {ui, ui+1, . . . , vi}
such that u1 < u2 < · · · < ur and V (∆i−1) ∩ V (∆i) = {ui, ui + 1, . . . , ui + ti − 1} for some
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0 ≤ ti < m. Observe that ∆ is closed. The determinantal ideal J∆ generalizes the ideal J∆adj
(m)
of
maximal adjacent minors studied by Hos¸ten and Sullivant in [24], where ∆adj(m) is the hypergraph
on [n] with all hyperedges of the form {a, a+ 1 . . . , a+m− 1} for 1 ≤ a ≤ n−m+ 1. We first
consider the case where ti = m − 1 for all i, i.e., the vertex sets of successive cliques intersect
in m− 1 vertices. In this case, J∆ contains J∆adj
(m)
, and the hypergraph is called block adjacent.
3.1. Block adjacent hypergraphs and prime sequences. Let ∆ = ∆1∪· · ·∪∆r be a block
adjacent hypergraph on the vertex set [n] such that V (∆i−1)∩V (∆i) = {ui, ui+1, . . . , ui+m−2}
for all i. To describe the minimal primes for J∆ in terms of other determinantal hypergraph
ideals, we generalize the definition of a prime sequence from [24].
Definition 3.1. A prime sequence of ∆ is a sequence of intervals
Γ : [a1, b1], [a2, b2], . . . , [at, bt]
with the following properties:
(1) 1 = a1 < a2 < · · · < at and b1 < b2 < · · · < bt = n;
(2) bℓ − aℓ ≥ m− 1 for ℓ = 1, t and bℓ − aℓ ≥ m for 2 ≤ ℓ ≤ t− 1;
(3) 0 ≤ bℓ − aℓ+1 ≤ m− 2 for all ℓ;
(4) if |V (∆i)| > m for some i, then there exists ℓ with V (∆i) ⊆ [aℓ, bℓ].
We denote the set of all prime sequences of ∆ by A∆.
To each prime sequence Γ we associate the ideal PΓ of R generated by
(i) all maximal m-minors of the submatrix X
[m]
[aℓ,bℓ]
for ℓ = 1, . . . , t, and
(ii) all maximal (bℓ − aℓ+1 + 1)-minors of the submatrix X
[m]
[aℓ+1,bℓ]
for ℓ = 1, . . . , t− 1.
Observe that PΓ = J∆Γ , where ∆Γ is the union of the m-cliques on the vertex sets [ai, bi] and
the (bℓ − aℓ+1 + 1)-cliques on [aℓ+1, bℓ]. If we need to restrict the row indices of the defining
minors, we write PBΓ := J
B
∆Γ
.
Example 3.2. Letm = 3. The hypergraph from Figure 2 has the clique decomposition ∆(3),1234∪
{345}∪{456}∪{567}. Therefore, ∆ is block adjacent. It has the following seven prime sequences:
Γ : [1, 7] Γ : [1, 6], [5, 7] Γ : [1, 5], [5, 7]
Γ : [1, 5], [4, 7] Γ : [1, 4], [4, 7] Γ : [1, 4], [3, 7]
Γ : [1, 4], [3, 6], [5, 7].
1
2
3
4
5
6
7
Figure 2. A block adjacent hypergraph.
We first fix our notation. For 1 ≤ a < b ≤ n, let X[a, b] := X{a,a+1,...,b} be the submatrix of
X of those columns with indices a, a+1, . . . , b. Denote by span[a, b] the vector space generated
by the columns of X[a, b]. The maximum number of linearly independent columns of X[a, b],
i.e., rank of X[a, b], is denoted by rk[a, b].
Theorem 3.3. Let ∆ = ∆1 ∪ · · · ∪∆r be a block adjacent hypergraph. The minimal primary
decomposition of J∆ is given by J∆ =
⋂
Γ∈A∆
PΓ.
Proof. Any block adjacent hypergraph is closed, and so, by Proposition 2.6, the ideal J∆ is
radical. Therefore, by the Nullstellensatz, it is enough to show that V(J∆) =
⋃
Γ∈A∆
V(PΓ).
If |V (∆i)| = m for all i, then ∆ = ∆
adj
(m) is an adjacent hypergraph, and the statement holds
by [24, Theorem 3.5]. Assume that there exists at least one clique with |V (∆ℓ)| > m. Let X be
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a matrix in V(J∆). Note that V(J∆) is a subset of V(J∆adj
(m)
). By [24, Lemma 3.4] there exists
a sequence Γ : [a1, b1], . . . , [ak, bk] such that X ∈ V(PΓ) and Γ has properties (1), (2) and (3).
Assume that ∆i1 , . . . ,∆ip are the cliques of ∆ such that |V (∆ij )| > m and V (∆ij ) is not the
subset of any interval of Γ. We will construct a sequence Γ′ with properties (1), (2), and (3)
such that X ∈ V(PΓ′), V (∆i1) is the subset of an interval of Γ
′ and just for cliques ∆i2 , . . . ,∆ip ,
the vertex set is not contained in any interval of Γ′. Iterating this argument we obtain a prime
sequence Γ′ for ∆ such that X ∈ V(PΓ). The minimality of the constructed prime ideals follows
by Corollary 4.5 and Corollary 4.6 of [24], which completes the proof.
Assume that V (∆i1) = [u, v]. Therefore there exist integers s and t such that
[u, v] ⊆ [at, bt] ∪ [at+1, bt+1] ∪ · · · ∪ [as, bs],
where at < u < bt or at+1 = bt = u, and as < v < bs or bs−1 = as = v. We consider four cases:
Case 1. If v − as + 1 < m and bt − u+ 1 < m, then we consider the sequence
Γ1 : [a1, b1], . . . , [at, bt], [u, v], [as, bs], . . . , [ak, bk].
Note that all m-minors of X[u, v] are zero, since X ∈ V(J∆) ⊂ V(J∆ℓ). Also all maximal
minors of X[u, bt] and X[as, v] are zero, since [at+1, bt] ⊆ [u, bt], [as, bs−1] ⊆ [as, v] and by our
assumption that X ∈ PΓ we have all maximal minors of X[at+1, bt] and X[as, bs−1] are zero.
Therefore X ∈ V(PΓ1), as desired.
Case 2. Let v − as + 1 ≥ m and bt − u+ 1 < m. If v = n, then the sequence
Γ′ : [a1, b1], . . . , [at, bt], [u, v]
has desired properties by the same argument as Case 1. Assume that v < n. If rk[as, v] = m−1,
then span[as, bs] = span[as, v] = span[u, v] = span[u, bs]. This shows that all m-minors of
X[u, bs] are zero. Moreover, [at+1, bt] ⊆ [u, bt] implies that all maximal minors of X[u, bt] are
zero, since X ∈ V(PΓ). Thus the sequence
Γ2 : [a1, b1], . . . , [at, bt], [u, bs], [as+1, bs+1], . . . , [ak, bk]
has desired properties.
Assume that rk[as, v] < m− 1. If bs > v + 1, then we define Γ
′
2 as
Γ′2 : [a1, b1], . . . , [at, bt], [u, v], [v − (m− 2), bs], [as+1, bs+1], . . . , [ak, bk].
Note that the width of the interval [v − (m − 2), bs] is greater than m and the width of the
interval [v − (m − 2), v], i.e., the intersection of intervals [u, v] and [v − (m − 2), bs] is m − 1.
These facts, together with the above condition on rk[as, v] show that the constructed sequence
Γ′2 has desired properties.
Now assume that bs = v+1. If bs = n, then Γ
′
2 has desired properties. Otherwise [as+1, bs+1]
is among the intervals Γ. Now we should consider two different subcases:
Subcase 2.1. Let as+1 < v. If rk[as+1, v] < v − as+1 + 1, then the sequence
Γ2.1 : [a1, b1], . . . , [at, bt], [u, v], [as+1, bs+1], [as+2, bs+2], . . . , [ak, bk].
fulfills our conditions. If rk[as+1, v] = v− as+1+1, then v+1
th column belongs to span[as+1, v]
which is the subset of span[u, v]. Therefore all m-minors of X[u, v + 1] are zero which implies
that the following sequence fulfills our conditions:
Γ2.2 : [a1, b1], . . . , [at, bt], [u, v + 1], [as+1, bs+1], [as+2, bs+2], . . . , [ak, bk].
Subcase 2.2. Let as+1 ≥ v. If as+1 = v + 1, then the variables of the v + 1
th column of X
are in PΓ, and so all m-minors of X[u, bs] are zero. Hence, the sequence Γ2.2 has again desired
properties. Now, assume that as+1 = v. If the v
th column of X is nonzero, then v+1th column
is a multiplication of the vth column and so it belongs to span[u, v], since rk[v, v + 1] = 1.
Therefore Γ2.2 fulfills our conditions. Otherwise, the following sequence has desired properties:
Γ2.3 : [a1, b1], . . . , [at, bt], [u, v], [v, bs+1], [as+2, bs+2], . . . , [ak, bk].
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Case 3. Let v−as+1 < m and bt−u+1 ≥ m. If u = 1, then by the same argument as Case
1 the sequence
Γ′ : [u, v], [as, bs], . . . , [ak, bk]
has desired property. Suppose that u > 1. If rk[u, bt] = m− 1, then span[at, bt] = span[u, bt] =
span[u, v] = span[at, v]. Then rk[at, v] < m shows that all m-minors of X[at, v] are zero, and so
the following sequence has desired properties:
Γ3 : [a1, b1], . . . , [at−1, bt−1], [at, v], [as, bs], . . . , [ak, bk].
Now assume that rk[u, bt] < m− 1. If at < u− 1, then we consider the sequence
Γ′3 : [a1, b1], . . . , [at, u+ (m− 2)], [u, v], [as, bs], [as+1, bs+1], . . . , [ak, bk].
The width of the interval [at, u+ (m− 2)] is greater than m, and the width of [u, u+ (m− 2)],
i.e., the intersection of the intervals [u, v] and [at, u + (m − 2)] is m− 1. Hence, our condition
on rk[u, bt] guarantees that Γ
′
3 fulfills desired properties.
Let at = u− 1. If at = 1, then Γ
′
3 has desired properties. Assume that at = u− 1 > 1. So we
have [at−1, bt−1] ∈ Γ. Now two different subcases should be considered:
Subcase 3.1. Let bt−1 > u. If rk[u, bt−1] < bt−1 − u+ 1, then the sequence
Γ3.1 : [a1, b1], . . . , [at−1, bt−1], [u, v], [as, bs], . . . , [ak, bk]
has desired properties. If rk[u, bt−1] = bt−1 − u+ 1, then we consider the sequence
Γ3.2 : [a1, b1], . . . , [at−1, bt−1], [u− 1, v], [as, bs], . . . , [ak, bk].
Note that u−1th column belongs to span[u, bt−1]. This together with the fact that span[u, bt−1] ⊆
span[u, v] implies that the u−1th column belongs to span[u, v] and so all m-minors of X[u−1, v]
are zero.
Subcase 3.2. Let bt−1 ≤ u. If bt−1 = u − 1, then the variables corresponding to the u − 1
th
column of X are all in PΓ, and so all m-minors of X[at−1, v] are zero. Hence, the sequence Γ3.2
has desired properties.
Let bt−1 = u. If the u
th column of X is nonzero, then u − 1th column is a multiplication of
the uth column and so it belongs to span[u, v], since rk[u− 1, u] = 1. Therefore Γ3.2 has desired
properties. Otherwise, the sequence
Γ3.3 : [a1, b1], . . . , [at−1, bt−1], [u, v], [as, bs], . . . , [ak, bk]
has desired properties.
Case 4. If v − as + 1 ≥ m and bt − u+ 1 ≥ m, then by combination of the arguments given
in Case 2 and Case 3, we can construct the proper prime sequences. 
3.2. Unions of subsequent block adjacent hypergraphs. Next we describe the primary
decomposition of J∆ when consecutive cliques intersect in less than m− 1 vertices.
Definition 3.4. Let ∆ = ∆1 ∪ ∆2 ∪ · · · ∪ ∆r, where ∆i is a block adjacent hypergraph on
[ui, vi] for each i, and vi−1−m+3 ≤ ui. Then ∆ is called a union of subsequent block adjacent
hypergraphs.
Theorem 3.5. Let ∆ = ∆1 ∪ · · · ∪ ∆r be a union of subsequent block adjacent hypergraphs.
Then J∆1 + · · ·+ J∆r is a prime splitting of J∆.
We present the proof later in Section 3.3. Comparing with Theorem 3.3, we see that, as in
Example 1.2, it is not sufficient to write an ideal as a sum of ideals with disjoint initial ideals.
In order to obtain a prime splitting, it is necessary that the block adjacent hypergraphs ∆i
overlap in at most m− 2 vertices.
When ∆ is a union of subsequent block adjacent hypergraphs, it follows from Theorem 3.5
that the minimal primes of J∆ can be described in terms of prime sequences as follows.
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Definition 3.6. Let ∆ = ∆1∪∆2∪· · ·∪∆r be a union of subsequent block adjacent hypergraphs.
For each i = 1, . . . , r let Γi be a prime sequence of ∆i. Then we call Γ = {Γ1,Γ2, . . . ,Γr} a
prime sequence of [u1, vr]. Denote by A∆ the set of all prime sequences of ∆.
To the prime sequence Γ = {Γ1,Γ2, . . . ,Γr} of ∆ we associate the ideal
PΓ = PΓ1 + . . .+ PΓr ⊂ K[X].
As above, if we need to restrict the row indices of the defining minors, we add a superscript:
PBΓ := P
B
Γ1
+ . . . + PBΓr .
Theorem 3.7. Let ∆ be a union of subsequent block adjacent hypergraphs. The minimal pri-
mary decomposition of J∆ is given by J∆ =
⋂
Γ∈A∆
PΓ. In particular, each ideal PΓ is prime.
Theorem 3.7 is a direct consequence of Theorem 3.3 and Theorem 3.5.
Example 3.8. The hypergraph from Figure 3(a) is a union ∆ = ∆1∪∆2, where ∆1 = {123} and
where ∆2 = {345} ∪∆(3),4567 ∪ {678} ∪ {789} is a block adjacent hypergraph on {3, 4, . . . , 9}.
The prime sequences of ∆ are
Γ1 : [1, 3],Γ2 : [3, 9], Γ1 : [1, 3],Γ2 : [3, 5], [4, 9],
Γ1 : [1, 3],Γ2 : [3, 5], [4, 7], [7, 9], Γ1 : [1, 3],Γ2 : [3, 5], [4, 8], [7, 9],
Γ1 : [1, 3],Γ2 : [3, 7], [7, 9], Γ1 : [1, 3],Γ2 : [3, 7], [6, 9],
Γ1 : [1, 3],Γ2 : [3, 8], [7, 9].
1
2
3
4
5
6
7
8
9
(a)
1
2
3
4
5
6
7
(b)
Figure 3. Two unions of subsequent block adjacent hypergraphs.
Example 3.9. The hypergraph from Figure 3(b) is a union ∆ = ∆(3),1234 ∪ ∆2, where ∆2 =
{456, 567} is an adjacent hypergraph on {4, 5, 6, 7}. The minimal primes of J∆ are
• P1 = ([123], [134], [124], [234], [12|56], [13|56], [23|56]),
• P2 = ([123], [134], [124], [234], [456], [457], [467], [567]),
corresponding to the prime sequences
Γ = {Γ1 : [1, 4],Γ2 : [4, 6], [5, 7]} and Γ
′ = {Γ1 : [1, 4],Γ2 : [4, 7]}.
3.3. Proofs of the main results. Our strategy to prove the prime splitting is to find regular
elements modulo the ideal. Then we localize and find a ring automorphism that transforms our
ideal into a sum of ideals that are defined in disjoint sets of variables.
Lemma 3.10 (Localization lemma). Let X be an m × n-matrix of indeterminates and let
I ⊂ K[X] be an ideal generated by a set G of minors. Furthermore, let i1, . . . , ik ∈ [m] and
j1, . . . , jk ∈ [n]. Assume that for each minor [a1 . . . at|b1 . . . bt] ∈ G the minors [α1 . . . αt|b1 . . . bt]
also belong to G for all {α1, . . . , αt} ⊂ {i1, . . . , ik, a1, . . . , at}, where α1 < · · · < αt. Then
the localizations (R/I)[i1,...,ik|j1,...,jk]
∼= (R/J)[i1,...,ik|j1,...,jk] at the minor [i1, . . . , ik|j1, . . . , jk] are
isomorphic, where J is generated by
(a) the minors [a1 . . . at|b1 . . . bt] ∈ G with {b1, . . . , bt} ∩ {j1, . . . , jk} = ∅,
(b) the minors [α1 . . . αt−r|b1 . . . bˆk1 . . . bˆkr . . . . . . bt] where [a1 . . . at|b1 . . . bt] ∈ G and where
{bk1 , . . . , bk−r} = {b1, . . . , bt} ∩ {j1, . . . , jk} and α1, . . . , αt−r ∈ {a1, . . . , at, i1, . . . , ik}.
11
Proof. For simplicity assume that i1 = j1 = 1, . . . , ik = jk = k. Let R = K[X]. The idea of the
proof is the following: Denote by X
[k]
[k] the submatrix of X that consists of the first k rows and
the first k columns, denote by X
[k]
[k] the submatrix of X that consists of the last m− k rows and
the first k columns, and so on. The matrix X
[k]
[k] is invertible in the ring R[1...k|1...k] that arises
from R by localizing with respect to the minor [1 . . . k|1 . . . k]. Denote the inverse by A. Thus,
we can multiply the matrix X from the left with the invertible matrix

A 0
−X
[k]
[k] Im−k

 ,
where Ik and Im−k denote unit matrices of corresponding sizes. We obtain a new matrix
X ′ :=


A 0
−X
[k]
[k]A Im−k

 ·X =


Ik AX
[k]
[k]
0 X
[k]
[k]
−X
[k]
[k]AX
[k]
[k]

 .
This transformation preserves the ranks of submatrices that arise by selecting columns, in the
following sense: The submatrix of X with columns {b1, . . . , br} has rank less than r if and only if
the corresponding submatrix of X ′ with columns {b1, . . . , br} has rank less than r. If {b1, . . . , br}
intersects [k], then, due to the special structure of X ′, this rank condition is equivalent to saying
that all maximal minors of X ′ involving the columns {b1, . . . , bk}\[k] vanish. Now we take those
entries x′ij of X
′ with i, j > k as new variables, and we note that the transformation of variables
from {xij : i ∈ [m], j ∈ [n]} to {xij : min{i, j} ≤ k} ∪ {x
′
ij : min{i, j} > k} is invertible, where
the inverse is given by
xij = x
′
ij +
k∑
i′,j′=1
xij′Aj′i′xi′j .
This line of argument proves the set-theoretic variant of the statement.
To finish the proof, it remains to show that we can express minors of X ′ as algebraic com-
binations of corresponding minors of X, and vice versa. This follows from multilinearity of the
determinant: Each row of X ′ is a linear combination of rows of X with coefficients involving
entries of X and [1 . . . k|1 . . . k]−1, and vice versa. 
Corollary 3.11. Let K be a field, X be an m×n-matrix of indeterminates and Im ⊂ R = K[X]
be the ideal generated by all m-minors of X. Furthermore, let xij be an entry of X. Then
(R/Im)xij
∼= (R/J)xij where J is generated by the (m− 1)-minors [a1 . . . am−1|b1 . . . bm−1] with
i /∈ {a1, . . . , am−1} and j /∈ {b1, . . . , bm−1}.
The next lemma is our central tool in order to prove prime splittings.
Lemma 3.12 (Prime splitting lemma). Assume that K is algebraically closed. Let ∆ = ∆1∪∆2,
and let V (∆1) ∩ V (∆2) = {j1, . . . , js}. Assume that there exist s pairwise different elements
i1, . . . , is such that the minor [i1 · · · is|j1 · · · js] is regular modulo J∆, J∆1 and J∆2 . Then J∆ =
J∆1 + J∆2 is a prime splitting.
To check that a minor is regular it suffices to show that none of the variables that appear in
its initial term xi1,j1 · · · xis,js divide any of the initial terms of a Gro¨bner basis.
Proof. In the easiest case s = 1, we just need to prove that the variable xi1,j1 is regular. Let
y = [i1 · · · is|j1 · · · js]. Applying Lemma 3.10 shows that (R/J∆)y ∼= (R/(J1 + J2))y, where Ji is
generated by
(1) the minors [a1 . . . at|b1 . . . bt] with {b1, . . . , bt} ∈ ∆i that satisfy jℓ /∈ {b1, . . . , bt} for
each ℓ,
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(2) the minors [a1 . . . at′ |b1 . . . bt′ ] whenever there exist bt′+1, . . . , bt ∈ {j1, . . . , js} with
{b1, . . . , bt} ∈ ∆i.
Thus, J1 and J2 are defined in disjoint sets of variables. Since K is algebraically closed, J1+J2
is a prime splitting. Therefore, RyJ∆ = RyJ∆1 + RyJ∆2 is also a prime splitting. Note that
for any ideal I, localization with respect to y induces a bijection of those associated primes of
I that do not contain y and the associated primes of RyI. The statement now follows since y
is regular modulo J∆, J∆1 and J∆2 . 
Now we can prove Theorem 3.5.
Proof of Theorem 3.5. We first assume that K is algebraically closed. If ui > vi−1 for some i,
then ∆ is disconnected, and J∆ can be written as a sum of two ideals defined in disjoint sets of
variables. Therefore, we may assume that ui ≤ vi−1 for all i.
We do induction on r. The base case r = 1 is Theorem 3.3. Assume that r > 1. Note that
vertex v1 does not take position m − 1 in any hyperedge of ∆, and vertex v1 − k ≥ u2 does
not take position m − 1 − k in any hyperedge of ∆. Therefore, the variables y1 = xm−1,v1 ,
y2 = xm−2,v1−1, . . . , ys = xm−s,u2 , do not appear in the support of the generators of in<(PΓ),
which implies that the minor [m− s · · ·m− 1|u2 · · · v1] is regular modulo PΓ. By Lemma 3.12,
(J∆1 + · · ·+ J∆r−1) + J∆r is a prime splitting. By induction, J∆1 + · · ·+ J∆r−1 is also a prime
splitting. So finally J∆1 + · · ·+ J∆r is also a prime splitting.
IfK is not algebraically closed, we argue as follows: Let L be the algebraic closure ofK. Then,
using the notation of Lemma 1.4, Theorem 3.5 holds for (J∆)L, and the primary decomposition
of (J∆)L follows from Theorem 3.7. Since the primary components of (J∆)L are all defined
over K, the primary decomposition of J has the same structure. It follows that J is a prime
splitting. 
The next example illustrates the idea of the last proof.
Example 3.13. Let m = 4 and ∆ = ∆1 ∪ ∆2 ∪ ∆3 for the block adjacent hypergraphs ∆1 =
∆(4),12345 ∪ {3456}, ∆2 = {5678} and ∆3 = {{7, 8, 9, 10}}. The variables x25 and x36 do not
appear in any initial term (with respect to the lexicographic order) and the minor [23|56] =
x25x36 − x26x35 is regular modula J∆. Also, the variables x27 and x38 do not appear in any
initial term and also the minor [23|78] = x27x38 − x28x37 is regular modulo J∆. Therefore,
J∆ = J∆1 + J∆2 + J∆3 is a prime splitting. More precisely, the prime sequences of ∆ are
Γ = {Γ1 : [1, 5], [3, 6], Γ2 : [5, 8], Γ3 : [7, 10]} and Γ
′ = {Γ1 : [1, 6], Γ2 : [5, 8], Γ3 : [7, 10]}.
4. Further applications of the prime splitting lemma
In Theorem 2.12 we have seen an example of how hypergraphs can be glued along cliques to
construct larger hypergraphs which still share some of the properties of the smaller hypergraphs.
In this section, we look at other instances of prime splittings. Our main tool is the prime splitting
lemma (Lemma 3.12). The following theorem is a simple reformulation of this lemma.
Theorem 4.1. Suppose that ∆ is a closed hypergraph that can be written as a union ∆1∪∆2∪
· · · ∪∆r of closed sub-hypergraphs. For k = 1, . . . , r suppose that V (∆1∪ · · · ∪∆k−1)∩V (∆k) =
{jk,1, . . . , jk,rk}, and suppose that there exist pairwise different indices ik,1, . . . , ik,rk such that
xik,ℓ,jk,ℓ does not appear in any initial term of the generators of J∆. Then J∆ = J∆1 + · · ·+J∆r
is a prime splitting.
Proof. The statement follows inductively from Lemma 3.12. Note that the assumptions imply
that [ik,1 · · · ik,rk |jk,1 · · · jk,rk ] is regular modulo all relevant ideals. 
Remark 4.2. In the context of Theorem 4.1:
(1) If each ∆i is itself a union of subsequent block adjacent hypergraphs, then the minimal
primes can be described in terms of prime sequences of the ∆i.
(2) If each ∆i is a clique, then J∆ is prime.
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Example 4.3. Let m = 4 and ∆ = ∆1 ∪∆2∪∆3 be the 3-dimensional hypergraph on the vertex
set [11], where ∆1 = {1234, 2345}, ∆2 = {4678, 6789} and ∆3 = {{5, 9, 10, 11}}, see Figure 4.
By Theorem 3.7, the associated primes of J∆1 are J∆(4),12345 and J{234}. The prime ideals of J∆2
are J∆(4),46789 and J{678}. One can see that x2,4 does not appear in any of the initial terms of the
defining minors of J∆1 , J∆2 and J∆1 +J∆2 , which form <lex-Gro¨bner basis of the corresponding
ideals. Thus, x2,4 is regular modulo J∆1 , J∆2 and J∆1+J∆2 , and J∆1+J∆2 is a prime splitting.
Similarly, [13|59] = x15x39 − x19x35 is a regular element modula J∆1 + J∆2 , J∆3 and J∆, and
so (J∆1 + J∆2) + J∆3 is a prime splitting. In total, J∆ = J∆1 + J∆2 + J∆3 is a prime splitting.
The minimal prime ideals of J∆ are
J∆(4),12345 + J∆(4),46789 + J∆3 , J∆(4),12345 + J{678} + J∆3 ,
J{234} + J∆(4),46789 + J∆3 , J{234} + J{678} + J∆3 .
1 2 3
4
56 7 8
9
10 11
Figure 4. A 3-dimensional hypergraph.
Example 4.4. Let m = 3, and let ∆ = ∆1 ∪∆2 ∪∆3∪∆4, where ∆1 is the adjacent hypergraph
on the vertex set {1, 2, 3, 4}, ∆2 is the adjacent hypergraph on {4, 5, 6, 7}, ∆3 is the adjacent
hypergraph on {3, 7, 8, 9} and ∆4 = ∆(3),{9,10,11,12}, see Figure 5. It is straightforward to check
that ∆ is closed. As we know J∆4 is a prime ideal, and by Theorem 3.3, the minimal primary
decompositions of J∆1 , J∆2 and J∆3 are
• J∆1 = J∆1,1 ∩ J∆1,2 , where ∆1,1 = {23} and ∆1,1 = {1234}.
• J∆2 = J∆2,1 ∩ J∆2,2 , where ∆2,1 = {56} and ∆2,1 = {4567}.
• J∆3 = J∆3,1 ∩ J∆3,2 , where ∆2,1 = {78} and ∆2,1 = {3789}.
Then the minimal primes of J∆ are
J∆4 + J∆1,i + J∆2,j + J∆3,k for i = 1, 2, j = 1, 2, k = 1, 2.
1
2 3
4
5
6
7
8
9
10
11
12
Figure 5. A block adjacent hypergraph.
Example 4.5. Assume that ∆ = ∆1 ∪ ∆2 ∪ ∆3 is the 3-dimensional hypergraph on [9], where
∆1 = {1234}, ∆2 = ∆(3),2567, and ∆3 = {489}, see Figure 6. The hypergraph ∆ satisfies the
conditions of Theorem 4.1. Hence, J∆ is a prime ideal.
One may ask how tight is Theorem 4.1. Are all conditions in the statement necessary?
The example of the block adjacent hypergraphs shows that if cliques have a large overlap,
then there is no prime splitting among them. Also, the ideal of a union of subsequent block
adjacent hypergraphs is prime if and only if all assumptions of Theorem 4.1 are satisfied. That
the closedness assumption is necessary can be seen already from the case of binomial edge
ideals [28, 22]. For illustrative purposes, we present a higher-dimensional example.
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13
2
4
5
6
7
8
9
Figure 6. A 3-dimensional hypergraph.
Example 4.6. Assume that ∆ = ∆1 ∪ ∆2 ∪ ∆3 ∪ ∆4 is the 2-dimensional hypergraph on [6],
where ∆1 = {123}, ∆2 = {345}, ∆3 = {146}, and ∆4 = {256}, see Figure 7. However, one may
check with Macaulay2 [19] that J∆ is not a prime ideal (the computation is not straight-forward,
though, and we are grateful to Michael Stillman for helping us with this example).
1 2
3
4 5
6
Figure 7. A hypergraph that is not closed.
5. Minimal free resolution of determinantal ideals
In this part we study the minimal free resolution of the determinantal ideal for a closed
hypergraph ∆ with clique decomposition ∆ = ∆1 ∪ · · · ∪ ∆r. We construct the minimal free
resolution of J∆ as a tensor product of the minimal free resolution of the determinantal ideals
of its cliques. Here we state the following known result from [13].
Proposition 5.1. Recall that I(m) denotes the ideal generated by all maximal minors of X.
The minimal free resolution of R/I(m) is given by the Eagon-Northcott complex
. . .
∂k+1
−−−→ Dk(S
m)⊗ ∧k+m(Sn)
∂k−→ Dk−1(S
m)⊗ ∧k+m−1(Sn)
∂k−1
−−−→ . . .
. . .
∂2−→ D1(S
m)⊗ ∧m+1(Sn)
∂1−→ ∧m(Sn)
∂0−→ R
∂0−→ R/I(m),
where the first map ∂1 consists of the elements of G(I(m)), i.e., the generating set of I(m). Here
Dk is the divided power algebra, and matrices are chosen with respect to natural basis elements
ei1 . . . eik ⊗ gj1 ∧ gj2 ∧ · · · ∧ gjk+m for i1 ≤ i2 ≤ · · · ≤ ik and j1 < · · · < jk+m, where e1, . . . , em
are denoted for basis elements of rows of X, and g1, . . . , gn for basis elements of columns of X.
Remark 5.2. The Eagon-Northcott complex associated to R/I(m) is a minimal linear free reso-
lution of R/I(m), and the Betti numbers are given by
βi(I(m)) = βi(in< I(m)) =
(
n
m+ i
)(
m+ i− 1
i
)
for all i,
for any term order <, (see [1] for details).
The tensor product (A ⊗ B, ∂) of two chain complexes (A, d1) and (B, d2) is defined by
(A⊗B)k =
⊕
i+j=kAi⊗Bj and ∂(a⊗ b) = d1a⊗ b+ (−1)
ia⊗ d2b, when a ∈ Ai. Then ∂
2 = 0,
and ∂ induces a natural map ∂ : H(A)⊗H(B)→ H(A⊗B) such that ∂(a⊗b) = a⊗b. If a = d1c
is a boundary and b is a cycle, then a⊗ b = ∂(c⊗ b) is again a boundary which shows that ∂ is
well-defined. Let R = K[x1, . . . , xn] and a = (a1, . . . , an) be a vector, where all aℓ’s are positive
integers. Then the a-grading is the graded structure induced by a on R which considers aℓ as
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the degree of xℓ for all ℓ. The a-degree of the monomial m = x
d1
1 · · · x
dn
n is a1d1 + · · · + andn,
and the a-degree of a polynomial f =
∑r
i=1 λimi denoted by a(f), is the largest a-degree of a
monomial in f . Then ina(f) := λj1mj1 + · · · + λjkmjk , where a(f) = a(mj1) = · · · = a(mjk),
and a(f) > a(mi) for mi 6= mjℓ .
The following lemma is a consequence of the Ku¨nneth formula for the exactness of the tensor
product of two exact complexes of K-vector spaces. To make the paper self-contained we include
a short proof here.
Lemma 5.3. Let I = I1 + I2 + · · · + Ir for ideals Iℓ ⊂ K[Xℓ], where Xℓ ⊂ {x1, . . . , xn} and
Xℓ ∩Xℓ′ = ∅ for all ℓ < ℓ
′. Assume that Fi is the minimal free resolution of R/Ii for each i.
Then the minimal free resolution of R/I is obtained by F1 ⊗F2 ⊗ · · · ⊗ Fr.
Proof. The proof is by induction on r. Assume that r > 1. Since differential maps of the tensor
complex are defined in terms of differential maps of Fℓ’s, the minimality of the tensor complex
follows by the minimality of the resolutions of all components. On the other hand, these ideals
live in rings with disjoint variables which implies that Tori(R/(I1 + · · · + Ir−1), R/Ir) = 0 for
i > 0, and so the constructed complex is indeed a minimal free resolution for R/I. 
Theorem 5.4. Let ∆ = ∆1∪∆2∪· · ·∪∆r be the clique decomposition of a closed hypergraph ∆.
Assume that Fi is the minimal free resolution of R/J∆i given by the Eagon-Northcott complex
for each i. Then the minimal free resolution of R/J∆ is obtained by F1 ⊗F2 ⊗ · · · ⊗ Fr.
Proof. Assume that nℓ = |V (∆ℓ)| and tℓ = dim(∆ℓ) for each ℓ. Note that in the case nℓ = tℓ+1,
the ideal J∆ℓ can be identified with the determinantal ideal of the nℓ-clique on tℓ + 1 vertices.
Therefore we can get a minimal free resolution of J∆ by Eagon-Northcott complex. The proof
is by induction on r. Let r > 1, I = J∆1 + · · · + J∆r−1 and L = J∆r . By induction hypothesis
assume that F· = F1⊗F2⊗ · · · ⊗Fr−1 is a minimal free resolution of R/I, and G· is a minimal
free resolution of L. We consider a weight vector a = (a11, a12, . . . , amn) in N
mn such that
ina([c1 · · · ct|i1 · · · it]) = in<lex([c1 · · · ct|i1 · · · it]), ina(I) = in<lex(I) and ina(L) = in<lex(L).
Assume that b = (1, 1, . . . , 1) ∈ Nmn. Then both I and L are b-homogenous. For all u ∈
in<lex(I) and v ∈ in<lex(L), we have supp(u) ∩ supp(v) = ∅ and so the generators of the ideals
in<lex(I) and in<lex(L) are relatively prime which implies Tori(R/ in<lex(I), R/ in<lex(L)) = 0
for i > 0. Now applying [4, Proposition 3.3] we conclude that Tori(R/I,R/L) = 0 for i > 0
which implies F· ⊗G· is a resolution for R/J∆. Since differential maps are defined in terms of
differential maps in F· and G·, we have ∂i(F· ⊗G·)i ⊂ m(F· ⊗G·)i−1 which is equivalent to the
minimality of the resolution. 
Example 5.5. The ideal of the hypergraph in Figure 3(b) is the sum of three maximal determi-
nantal ideals. The resolution of each component is given by the Eagon-Northcott complex as
follows:
0 −→ R(−4)3
A=


z1 −y1 x1
−z2 y2 −x2
z3 −y3 x3
−z4 y4 −x4


−−−−−−−−−−−−−−−−−−−→ R(−3)4
([234] [134] [124] [123])
−−−−−−−−−−−−−−−−→ R
0 −→ R(−3)
([456])
−−−−−−−−−−−−−−−→ R
0 −→ R(−3)
([567])
−−−−−−−−−−−−−−−→ R
The tensor complex of these resolutions is:
0 −→ R(−10)3
d3−→ R(−7)6 ⊕R(−9)4
d2−→ R(−4)3 ⊕R(−6)9
d1−→ R(−3)6
([567] [456] ··· [123])
−−−−−−−−−−−−→ R
For example, basis elements of the last module R(−10)3 in the resolution are:
[1123|1234], [1223|1234], [1233|1234],
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where by [ijkℓ|1234] we mean the determinant of the submatrix with row indices i, j, k, ℓ (not
necessarily distinct) and column indices 1, 2, 3, 4. The differential map acts on the basis element
[1233|1234] ⊗ [456] ⊗ [567] as:
d3([1233|1234] ⊗ [456] ⊗ [567]) = ∂1,1([1233|1234]) + (−1)
2∂2,0([456]) + (−1)
3∂3,0([567])
= (z1[234] − z2[134] + z3[124] − z4[123]) ⊗ [456] ⊗ [567]
+ [456]([1233|1234] ⊗ 1⊗ [567])
− [567]([1233|1234] ⊗ [456] ⊗ 1),
where ∂i,j is the j
th differential map in the resolution of the ith ideal.
Remark 5.2 and Lemma 5.3 together with Theorem 5.4 imply the following result.
Corollary 5.6. Let ∆ be a closed hypergraph. Then
(a) βi,j(in<(J∆)) = βi,j(J∆) for all i, j.
(b) J∆ has a minimal linear resolution if and only if ∆ is a clique.
We remark that the arguments leading to Corollary 5.6 are similar to those used in the
proof of [15, Proposition 3.2]. Our Corollary extends [15, Proposition 3.2] from graphs to
hypergraphs.
Remark 5.7. Determinantal ideals associated to closed hypergraphs are examples of ideals with
“nice” initial ideals in the sense of [8, 2, 27], since the Betti numbers of these ideals are equal to
the Betti numbers of their initial ideals. In other words, Corollary 5.6 gives a positive answer
to [8, Question 1.1].
6. Further questions
So far our analysis is restricted to the case of closed hypergraphs, where a Gro¨bner basis
is known. In this case, we can find variables that are regular and use the localization lemma.
Thus, to generalize our results to non-closed hypergraphs, it is necessary to either understand
Gro¨bner bases for more general hypergraphs, or to have methods to find regular elements
without knowing a Gro¨bner basis.
Another direction in which to generalize the results is as follows: given a pair of hypergraphs
(∆1,∆2), we can associate a determinantal ideal
J∆1,∆2 = ([a1 . . . ak|b1 . . . bk] {a1, . . . , ak} ∈ ∆1 and {b1, . . . , bk} ∈ ∆2).
In our computations using the software Singular [12] we observed that J∆1,∆2 is a radical ideal
only in the case that either ∆1 or ∆2 is a clique. We are interested to see how algebraic
properties of J∆1 and J∆2 influence algebraic properties of J∆1,∆2 . The case in which both ∆1
and ∆2 are graphs was studied in [17].
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