Abstract -In this paper, a trajectory tracking control for a nonholonomic mobile robot by the integration of a kinematic controller and torque controllers is investigated. The proposed neural torque controllers (PNTCs) are based on a Gaussian radial basis function neural network (RBFNN) modeling technique, which are used to compensate the mobile robot dynamics, and bounded unknown disturbances. Also, the PNTCs are not dependent of the robot dynamics neither requires the off-line training process. The stability analysis and the convergence of tracking errors, as well as the learning algorithm for weights are guaranteed with basis on Lyapunov theory. In addition, the simulations results shows the efficiency of the PNTCs.
INTRODUCTION
Autonomous mobile robots, which can move with intelligence without any human intervention, have attracted the interest of many researchers due to their extensive field of applications. However, mobile robots have nonholonomic constraints, that is, they can move only in the direction normal to the axis of the driving wheels.
Several control methods have been proposed for motion control of a mobile robot under nonholonomic constraints [Kanayama et al., 1990; Sarker et al., 1994; Fierro and Lewis, 1998; Yang and Kim, 1999; Fukao et al., 2000, Hu and Yang, 2001; Oh et al., 2003] . Some nonlinear feedback controllers have been suggested to solve such problems [Kanayama et al., 1990] , which consider only the kinematic model of a mobile robot and suppose 'perfect velocity tracking'. But it is not easy to design a dynamic controller for the accomplishment of 'perfect velocity tracking'.
Some researches consider the dynamics of mobile robot to achieve 'perfect velocity tracking' [Sarker et al., 1994; Yang and Kim, 1999] . However, in these methods the perfect knowledge about the parameter values of mobile robot is necessary. Usually, such requirement is unattainable. In practical situations, obtaining exact parameter values on a mobile robot is almost impossible. There are few results on the problems, regarding the integration of both, kinematic and neural dynamic controllers for a mobile robot.
Controlling a mobile robot efficiently, with unknown dynamics, and subjected to the uncertainties and/or unmodeled significant disturbances is a field that has been attracting the attention of several researchers. The computed torque control approach is able to accomplish the control of mobile robot, but it demands the exact dynamics model that, in fact, is impossible in practice. Adaptive controllers [Fukao et al., 2000] can perform the control of mobile robots even with partially unknown dynamics, however, a complicated online estimation of such unknown dynamics is necessary.
There are several controllers, based on neural networks, which have good results in areas where the model-based approaches have failed. Fierro and Lewis [1998] developed a neural network based model by combining the backstepping tracking technique with a torque controller, using a multi-layer feedforward neural network (known as MLP), that can learn the mobile robot's dynamics, the bounded unmodeled disturbances and the unstructured dynamics, through its online learning. However, both, the control and neural network learning algorithms are very complicated and it is computationally expensive.
In this paper, the RBFNN is applied to control a dynamic system, since the structure of an RFBNN is simpler that a multilayer perceptron (MLP), the learning rate of RBFNN is generally faster that a MLP, and a RBFNN is mathematically tractable [Zhihong et al., 1998; Seshagiri and Khalil, 2000] . It is important emphasize that neural networks only have the static mapping capability [Rumelhart and McClelland, 1986] , however, when they are used as controllers, they must be able to realize the dynamics.
Differently from other investigations with neural networks in mobile robots [Fierro and Lewis, 1998; Hu and Yang, 2001; Oh et al., 2003] , the contributions are:
 The implementation of the PNTCs based on the partitioning of the RBFNN into several smaller subnets in order to obtain more efficient computation;  The modelling by RFBNNs of the centripetal and Coriolis matrix ) , (C  through of the inertia matrix ) (q H and the inertial frame
The robot has two driving wheels mounted on the same axis and a passive front wheel. The both driving wheels are independently driven by two actuators and they are responsible to the motion and orientation. The mobile robot's position is given by the posture vector
, containing the center of mass (guidance point) C coordinates and the heading angle  , with D, d , r , and R 2 being intersection of the axis of symmetry with the driving wheel axis, distance from the point C to the point D, radius of wheels, and distance between wheels, respectively. ) and subject to p restrictions can be described by [Fierro and Lewis, 1998 ]: Learning and Nonlinear Models -Revista da Sociedade Brasileira de Redes Neurais, Vol. 5, No. 2, pp. 121-136, 2007 ©Sociedade Brasileira de Redes Neurais
where:
with the coefficient ijk c is known as Christoffel symbols.
Considering the time-independence of all kinematic equality constraints one can write:
Based on equations (4)-(5), it is possible to find out
The system, equation (1), is now transformed into a more appropriate representation for control purposes. By differentiating equation (6) and replacing the result in equation (1), then pre-multiplying by ) (q S T and using equations (4)- (5), it is possible to eliminate the constraint matrix
Disregarding surface friction ) (q F  and gravitational torques ) (q G , one can rewritten equation (7) as follows:
, and
Equations (6), (8)- (9) represent the nonholonomic mobile robot system in a local coordination system of the mobile robot. In fact ) (q S is a Jacobian matrix that transforms the independent velocities v in coordinates attached to the mobile base into constrained velocities q  in cartesian coordinates. Therefore, the properties of the original dynamics are maintained for the new set of coordinates [Fierro and Lewis, 1998 ]. Thus, the following pattern properties must be emphasized:
Property 2: Skew-symmetry → The matrix
is skew symmetric. This property is particularly important in the stability analysis of the control system.
To avoid the estimation of positions and orientation (posture vector q ) as well as the use of velocities q  , due to the nonholonomic constraints pertinent of mobile robots, the equation (9) can be rewritten as:
In this case, the dynamics of the equation (10) is described in a vectorial form, where the variables q and q  are implicitly in the formulation of this dynamics, but these variables are not used in the control design and stability proof.
Mobile robot's dynamics, equation (10), also it can be rewritten in a linear form,
is a coefficient matrix consisting of the known functions of robot velocity v and acceleration v  , which is referred as the robot regressor; and  is a vector consisting of the known and unknown robot dynamic parameters, such as geometric size, mass, moments of inertias, etc.
GL Matrix and Operator
In this section, the definition of GL matrix, denoted by   . , and its product operator "  " are briefly discussed. Readers are referred to Ge [1996] for a detailed discussion on the motivation of using GL matrix. To avoid any possible confusion,
 
. is used to denote the ordinary vector and matrix.
Assuming that 0 I be the set of integers and
are defined in the following way:
( 1 2 ) The GL matrix    and its transpose   T  are defined accordingly as: ( 1 3 ) ( 1 4 ) ( 1 5 ) the GL product of   T  , and    is an n n x matrix defined as: ( 1 6 ) The GL product of a square matrix and a GL row vector is defined as follows. Let
, then one obtains:
Note that the GL product should be computed first in a mixed matrix product. For instance, in    C 
Radial Basis Functions Neural Networks (RBFNNs)
In the field of control engineering, neural network is often used to approximate a given nonlinear function ) ( y f up to a small error tolerance. The function approximation problem can be stated formally as follows.
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is a continuous function defined on the set n y   , and
is an approximating function that depends continuously on the parameter matrix W and y , the approximation problem is to determine the optimal parameter * W such that for some metric (or distance function)
( 1 8 ) for an acceptable small  [Rice, 1964] .
In this paper, Gaussian radial basis function (RBF) neural network is considered. It is a particular network architecture which uses l numbers of Gaussian function of the form:
is the center vector and   2  is the width. As shown in figure 2, each Gaussian RBF network consists of three layers: the input layer, the hidden layer that contains the Gaussian function, and the output layer. At the input layer, the input space is divided into grids with a basis function at each node defining a receptive field in
 is the vector of basis function. Note that only the connections from the hidden layer to the output are weighted. Gaussian RBF network has been quite successful in representing the complex nonlinear function. It has been shown that a linear superposition of Gaussian radial basis function gives an optimal mean square approximation to an unknown function which is infinitely differentiable and the values of which are specified by a finite set of points in n  . Furthermore, it has been proven that any continuous functions, not necessary infinitely smooth, can be uniformly approximated by a linear combination of Gaussians [Poggio and Girosi, 1990] .
Modeling by RBFNNs
A (.) P vector or matrix can be modeled with static neural networks, since it is a function of a variable only. Thus, (.) P results in: (8) 
one has:
It can be seen that the dynamics of mobile robots, equation (8) 
In summary, the dynamics (Dynamics 1), equation (8), results in:
with:
In the dynamics, equations (9)- (10), it can be verified that 
, respectively, and are assumed to be bounded. Bearing in mind that ) , (C  , equation (9), and
, equation (11) Foregrounded in equations (9)-(11), the mobile robot's dynamics can be expressed by equations (31) and (34) for the Dynamics 2; equations (32) and (33) for the Dynamics 3; equation (35) for the Dynamics 4, respectively. Thus, 
CONTROL DESIGN
The function of a controller is to implement a mapping between the known information (e. g., reference position, velocity and sensor informations) and the actuator commands designed to achieve the robot's task. Thus, the controller design problem for the mobile robot can be described as: given the reference position ) (t q r and the velocity ) (t q r  , design a control laws (PNTCs  C1, C2, C3, and C4) for the actuator torques, which drives the mobile robot to move, so the mobile robot velocity carries out the tracking a smooth velocity control input and the reference position.
The following mild bounding assumptions always hold in practical applications and the development of the control design, and are required in order to proceed. 
Kinematic Control (KC)
Let velocity and position of a reference robot be given as: (6) that is given by [Kanayama et al., 1990] : Stability and convergence analysis of this controller will be described later, through of the choice of a Lyapunov function candidate 1 V , but further details in Kanayama et al. [1990] .
Dynamic Control (PNTCs)
Differentiating equation (45) and substituting the result in equations (8)- (11), respectively, the mobile robot dynamics using the velocity tracking error can be rewritten as:
where the important nonlinear mobile robot function is:
Function  contains all the mobile robot parameters, such as masses, moments of inertias, etc, which are quantities often imperfectly known and difficult to determine.
Thus, the suitable control input for equations (8)- (11) respectively is given as:
( 5 1 ) where 4 k is a diagonal positive definite design matrix, and  a robustifying term to compensate the unmodeled and unstructured disturbances, NN ˆ is the generated torque from the sum of output torque of the neural networks, that is given by: (29), (36)- (38), respectively. Four controllers, in terms of input vectors of the RBFNN, are formed by: static neural networks (C1 and C3), static and dynamic neural networks (C2), and dynamic neural networks (C4).
Substituting equation (51) into equation (46), the closed-loop system error dynamics can be expressed as: 5 6 ) where:
define the error vector in the parameters, and NN E define the neural network modeling error.
By using the control input, equation (51), there is no guarantee that the torque  will make the velocity tracking error small. Thus, the control design problem is to specify a method of selecting the matrix gain 4 For the controllers (PNTCs  C1, C2 C3, and C4), equations (51)- (55) and (61), learning algorithms for the neural networks should to be developed, so that the control system can be stable, and both the position and velocity tracking errors converge to zero.
Let us consider Lyapunov's candidate function:
where the choice of 2 V depends on the controller used: 
In the sequel the stability analysis will be only performed to the controller C1. Similar results can be obtained to C2, C3 and C4. Differentiating V , equation (62), and substituting the error dynamics, equation (56) 
Since the first four terms in equation (81) 
, respectively. Thus, disturbance is subject to a sudden change at time goes to 8 sec. Moreover, in 8 sec, the mobile robot suddenly dropped of an object of
, that is, a quarter of its original mass. (51), and PNTCs  C1, C2, C3, C4) can be quantified (see Table 1 ) using the mean square quadratic error (MSE).
Learning and Nonlinear Models -Revista da Sociedade Brasileira de Redes Neurais, Vol. 5, No. 2, pp. 121-136, 2007 ©Sociedade Brasileira de Redes Neurais In addition, the tracking performance of the PNTCs (C1, C2, C3, and C4) are verified in the tracking of the reference trajectory as shown in Figure 3 . It can be noted that the both actual trajectories converge to the reference trajectory. Similar conclusions can be obtained in Figure 4 , the tracking errors in the X and Y directions, and in the orientation converge to zero. Learning and Nonlinear Models -Revista da Sociedade Brasileira de Redes Neurais, Vol. 5, No. 2, pp. 121-136, 2007 ©Sociedade Brasileira de Redes Neurais It can be observed that the tracking errors tend to zero, as well as the robot velocities and the control torques converge to its steady state. Moreover, when the sudden change of friction and load variation occurs, is observed that the tracking errors tend to zero, because the PNTCs (C1, C2, C3, and C4) are able to compensate the sudden changes of the robot dynamics through learning mechanism of the RBFNN.
CONCLUSIONS
This paper suggests neural control algorithms (PNTCs) for a nonholonomic mobile robot, with a completely unknown robot dynamics, and subject to bounded unknown disturbance including unmodeled and unstructured dynamics.
Since the PNTCs have different structures in terms of input vectors of the RBFNN, the implementation of these controllers is based on the partitioning of the RBFNNs into several smaller subnets in order to obtain more efficient computation, which simplifies the design, gives added controller structure, and also leads to contributes to faster weight tuning algorithms (i. e., individual partitioned neural networks can be separately tuned). Another advantage of this partitioned neural networks is that if some terms in the mobile robots dynamics are well-known (e.g., inertia matrix ) (q H ), then their neural networks can be replaced by deterministic equations. These neural networks can be used to reconstruct only the unknown terms or those too complicated to be computed, which will probably include the friction ) (v The RBFNNs used in the PNTCs neither require an off-line learning nor the priori information of the mobile robot dynamics. Stability and convergence of the robot control system, and the learning algorithm for weights are proved by using Lyapunov theory, considering the presence of bounded unstructured and unmodeled dynamics. The simulation results show the efficiency of the PNTCs, where it is possible to note different dynamic behaviours, since these controllers have different structures.
As future works, it is validation of the PNTCs in real-time applications of a nonholonomic mobile robot, as well as to realize the integration of the PNTCs with others kinematic controllers of the literature.
