Development of DRAINMOD-based VBA model for evaluating drainage system response by Adhikari, Nidhi
  
 
 
 
 
DEVELOPMENT OF DRAINMOD-BASED VBA MODEL FOR EVALUATING DRAINAGE 
SYSTEM RESPONSE 
 
 
 
 
 
 
 
BY 
 
NIDHI ADHIKARI 
 
 
 
 
 
 
 
THESIS 
 
Submitted in partial fulfillment of the requirements 
for the degree of Master of Science in Agricultural and Biological Engineering 
in the Graduate College of the 
University of Illinois at Urbana-Champaign, 2018 
 
 
 
 
Urbana, Illinois 
 
 
Adviser: 
  
Professor Richard A. Cooke 
 
 
 
 
 
 
ii 
 
Abstract 
 
 
This study presents the development of a VBA (Visual Basic for Applications) model that 
incorporates climatological data, crop drainage requirements and drainage theory into a viable 
design procedure. The design of subsurface drainage systems is affected by climatic variables such 
as temperature and precipitation. Climatic conditions are likely to change in the coming decades 
due to an increase in the atmospheric concentration of greenhouse gases, with global impacts on 
agriculture. This study assesses the potential impacts of climate change on subsurface drainage 
design in Illinois. Climate model projections from two general circulation models (GCMs), namely 
CCSM4 (Community Climate System Model) and MIROC5 (Model for Interdisciplinary Research 
on Climate), were used to create the climatological database for the VBA model. Case studies were 
developed with the model for six counties in Illinois for their predominant soil type. Hydrologic 
simulations from the model were used to determine the optimal depth and spacing of tile drains 
that maximize crop yield for corn and soybean during the mid and late 21st century. Results show 
a steady decline in crop yield due to extreme heat stress. For the counties analyzed, a shallow tile 
depth corresponded with a higher yield for both corn and soybean, while results were inconclusive 
for an optimal spacing due to variation based on location. 
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Chapter 1: Introduction 
 
Subsurface drainage systems are necessary for agricultural production in areas with poorly drained 
soils. These systems remove excess water in the soil, protect crops from flooded soil or high-water 
table conditions and allow for timely seedbed preparation, planting and harvesting (Skaggs et al., 
1994). Subsurface drainage has both positive and negative impacts on hydrology as well as water 
quality. While subsurface drainage reduces sediment transport and phosphorous losses from fields, 
it also increases the loss of soluble salts and nitrate-nitrogen, which has detrimental effects on 
receiving waters downstream (Kalita et al., 2007). Subsurface tile drain systems are extensively 
used in the Midwestern United States for the drainage of excess water from agricultural lands. 
Drainage water management strategies can be implemented to attenuate pollutant loads from 
drained lands. In Illinois, approximately 4 million hectares (10 million acres) of agricultural land 
are drained artificially using subsurface tile drains, as the naturally occurring soil types in the 
region are poorly drained (Cooke & Verma, 2012).   
 
The design of subsurface drainage systems is affected by climatic variables such as temperature 
and precipitation, as these variables impact hydrology as well as crop production (Singh, et al., 
2009). According to the Intergovernmental Panel on Climate Change (IPCC, 2014), climatic 
conditions are likely to change in the coming decades due to an increase in the atmospheric 
concentration of greenhouse gases (GHG), with global impacts on agriculture. An accelerated 
warming trend is projected, with temperatures increasing by 5°F to 10°F (3°C to 6°C), while a 
10% to 30% increase in annual precipitation may occur across the Midwestern United States by 
the end of the 21st century (Easterling & Karl, 2001; Wuebbles & Hayhoe, 2004).  
 
Current drainage systems in Illinois are designed based on a specified drainage 
coefficient/drainage intensity. The drainage coefficient provides a specified amount of water 
removal per day from agricultural lands. The study by Kalita et al. (2007) found that many existing 
drainage systems in Illinois were not spaced in a parallel pattern, nor were they equally spaced. 
Subsurface drains were laid out in an irregular manner, based on the occurrence of low points in 
the field. The replacement or restoration of these drainage systems in the future may be influenced 
by the variance in the distribution of average temperature and precipitation. Since future climatic 
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patterns may affect the potential amount and timing of drainage water, and consequently crop 
production, it is essential to evaluate their impact on the design of subsurface drainage. 
 
This study proposes to assess the potential impacts of climate change on subsurface drainage 
design in Illinois by incorporating climatological data, crop drainage requirements and drainage 
theory into a viable design procedure. The integrated hydrology and drainage model was 
developed with the aim to optimize agricultural production under climate stress. The potential 
impact of future climatic variables on the hydrology of the region was simulated using climatic 
scenarios from general circulation models (GCMs): CCSM4 and MIROC5. The future climatic 
data were obtained by using downscaled projections of these GCMs under the (representative 
concentration pathway) RCP8.5 scenario, which corresponds to the pathway with the highest 
greenhouse gas emissions. The predicted future climatic variables were input to the DRAINMOD-
based deterministic hydrology model to simulate subsurface drainage for Illinois. Hydrologic 
simulations from the model were used to determine the depth and spacing of tile drains that 
maximize crop yield for corn and soybean during the mid and late 21st century. Although 
developed mainly for Illinois, the model can be used for other Midwestern states with subsurface 
drainage systems.  
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Chapter 2: Objectives 
 
This study aims to develop a Visual Basic for Application (VBA) model with a DRAINMOD 
engine, to simulate the performance of drainage systems in Illinois for the near future (2040-2069) 
and far future (2070-2099), using projected climatological data from GCMs. The developed model 
can be used to optimize drainage system design based on site parameters, soil properties and 
weather data. A combination of depth and spacing of drainage tiles that maximize overall crop 
yield under projected climate stress is considered optimal.  
 
To achieve the overall goal, the following specific objectives were proposed: 
 
▪ Create a climatological database using downscaled projections of GCMs. 
▪ Analyze the performance of the GCMs by comparing observed and simulated climate data 
for the historic period from 1980 to 2010.  
▪ As case studies of the VBA model, for selected counties in Illinois determine crop yield 
and daily drain flows (as a function of depth and spacing) for drainage systems under future 
climate scenarios. 
▪ Integrate Drainage Water Management (DWM) settings for the VBA model. 
▪ Conduct an economic analysis to determine the profitability ($/acre) of the drainage system 
associated with depth/spacing combinations for soils and counties specified in the model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4 
 
Chapter 3: Literature Review 
 
3.1 Subsurface Drainage Systems 
 
The growth and production of agricultural crops are adequately met by natural drainage processes 
in some instances. However, certain soils have poor natural drainage due to restricted hydraulic 
conductivity (permeability) or climate conditions and require artificial drainage for efficient 
agricultural production. The water content of the soil profile rises when rainfall occurs, and water 
infiltrates through the soil surface. Surface and subsurface drainage systems are used to provide 
drainage to poorly drained soil profiles. Surface drainage refers to the removal of water that 
accumulates on the surface of land. An outlet channel, lateral ditches and field ditches comprise a 
surface drainage system. The lateral ditches carry water from the field surface or ditches to the 
outlet channel, from where excess water is discharged. Subsurface drainage, on the other hand, is 
the removal of water from the root zone using deep open drains or buried tile drains. 
 
This study focuses primarily on subsurface drainage provided by drain tubes or parallel ditches. 
Subsurface drainage systems are necessary when surface drainage is insufficient (Skaggs, 1987). 
These systems are used to regulate groundwater level to maintain water table levels that are 
suitable for the growth of crops. The most common method, known as horizontal subsurface 
drainage is a system of parallel drains. The system consists of subsurface main drains, laterals and 
a surface or subsurface outlet. The layout of parallel subsurface drains either have open trenches 
or perforated pipe field drains (laterals). Field drainage with subsurface mains and laterals are 
usually preferred since open trenches impede agricultural operations (Molen, Beltran & Ochs, 
2007). Excess water is carried from the laterals to the main drains, which transport the water to the 
outlet. Patterns for subsurface drainage are shown in Figure 3.1; the arrows in the figure indicate 
the direction of water flow. Drainage of water from the soil profile lowers the water table and 
consequently reduces the hydraulic gradient and drainage rate.  
 
According to the Illinois Drainage Guide (Cooke et al., 2005), factors that influence the design of 
a subsurface drainage system include soil distribution across the area to be drained, topography, 
and depth of drain tiles. Drainage systems enhance crop yield by increasing soil aeration and 
allowing earlier planting (Fausey, Doering & Palmer, 1987). Studies (King, Fausey & Williams, 
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2014) have shown that installing subsurface (tile) drainage increases the water storage capacity in 
the upper layers of the soil. By lowering the water table and draining the upper layers of soil, the 
unsaturated upper soil layer can store more water. In areas already in use for agricultural 
production, subsurface drainage also works to reduce peak flow discharge, resulting in less 
flooding. 
 
 
Figure 3.1 Basic patterns for subsurface drainage (Cooke et al., 2005) 
 
3.2 Design of Drainage Systems 
 
The flow of groundwater towards field drains is described by the principles of groundwater flow. 
The flow of groundwater may occur in steady or unsteady state conditions. Under steady state 
conditions, the rate of recharge of groundwater is uniform and equal to the discharge through the 
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drainage system. The flow at any cross-section perpendicular to the drains is considered identical 
while soils are presumed to be homogeneous and isotropic (Skaggs, 1987). The Hooghoudt and 
Kirkham equations are based on these conditions and can be used to compute the drain spacing for 
soil layers (Ritzema, 2006). Steady state flow is characteristic of areas with medium intensity 
rainfall and humid climates. Two major factors that influence the selection of the most appropriate 
equation for steady state flow are the soil profile and the relative position of the drains in the 
profile.  
 
The unsteady state approach overcomes simplifications of the steady state condition by describing 
the fluctuation of the water table as a function of time. The flow changes as water is stored or 
released from soil and is reflected in the rise or fall of the water table. Unsteady state equations 
such as Glover-Dumm and Van Schilfgaarde are based on the differential equations for unsteady 
flow (Ritzema, 2006). 
 
The design of agricultural drainage systems is based on several factors including engineering, 
environmental, economic and social aspects, in addition to cropping factors. Criteria such as the 
depth of the water table (h), and design discharge (q) corresponding to that depth, are required for 
the design process. Besides the drain length, horizontal drainage systems require drainage 
parameters such as drain depth (Z), drain spacing (L), drain slope (s) and the drain diameter (d). 
Some of these parameters are outlined in Figure 3.2. The average drain depth, allowed head losses 
and drain slope are parameters that remain constant across large areas and are often the same over 
an entire project. However other design parameters like drain length, depth and spacing, and pipe 
diameters are dependent on location. Drain spacing depends on crop and soil conditions, length is 
determined by the layout of the system while pipe diameter depends on slope, length and spacing 
(Molen et al., 2007). Since the purpose of subsurface drainage systems varies considerably 
depending on land use and climatic regions, the planning and design of drainage systems requires 
a comprehensive understanding of the various components that constitute the system and the 
interaction between these components. 
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Figure 3.2 Drainage Parameters (Molen et al., 2007) 
 
3.3 Drainage History in Illinois 
 
Land drainage has supported the development of farmland in Illinois since the early days of 
settlement. Most of the Ohio and Mississippi River Valley in its natural state were marshes. 
Approximately one-fourth of Illinois and larger portions of other states in the Midwest were too 
wet for farming (Schultz & Wrachien, 2002) Around the 1870s, state laws were passed, permitting 
the organization of drainage and levee districts (Imlay & Carter, 2012). Initial drainage on farms 
was provided by small open ditches. These ditches made cultivation possible but did not 
adequately lower the groundwater table to protect crops after rains. Hence, small covered drains 
were built which emptied into open ditches and allowed the land over the drains to be cultivated. 
In the 1930s, under state drainage laws, the United States Department of Agriculture’s (USDA) 
Bureau of Agricultural Engineering (BAE) carried out reconstruction and rehabilitation for 
drainage improvements. This was followed by the construction of major drainage outlets and flood 
control channels in the 1940s (Beauchamp, 1987). The improvements during this period played a 
crucial role in conditioning drained land for the great expansion in agricultural production. 
 
Materials used for tile drains evolved from clay in the 1830s to concrete in the 1860s. Until the 
early 20th century concrete tile drains were primarily used in areas where clay was unavailable. By 
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the early 1960s corrugated plastic tubing was introduced for subsurface drains and is commonly 
used to date along with PVC tiles (Beauchamp, 1987). The installation of extensive networks of 
ditches and tile drains over many decades transformed the wetlands of Illinois into highly 
productive agricultural lands between 1890 and 1930 (Kalita et al., 2007). Over 4 million hectares 
(10 million acres) of land in Illinois (about 35% of the total agricultural area) have been tiled 
(Cooke et al., 2005). Figure 3.3 shows areas in Illinois where soils are suitable for tiling. More 
recent historical advancements focused on drainage related laws and institutions, innovations in 
drainage technology, the ecological impacts of wetland reclamation and the effect of drainage on 
environmental water quality (Imlay & Carter, 2012).  
 
Drainage systems in the 21st century is faced with the issue of increasing crop production, mostly 
from existing cultivated land (due to population growth) and uncertainties associated with climate 
change. It is expected that food production will need to be doubled by the 2030s (Schultz & 
Wrachien, 2002). The required increase in agricultural production relies on major improvements 
in the construction, operation and performance of existing drainage systems. Drainage 
infrastructure may need to be renewed or redesigned to achieve adequate drainage for future 
climate scenarios, and to achieve flexibility in agricultural systems to maintain crop productivity. 
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Figure 3.3 Suitability of soils in Illinois for tiling (NRCS, 2009) 
 
3.4 Effect of Climatic Variables on the Design of Drainage Systems 
 
The impact of future climatic patterns on subsurface drainage and drainage design needs to be 
evaluated because climatic variables affect hydrology and crop production.  Climatic variables 
such as temperature and precipitation are important factors in the design of subsurface drainage 
systems. Across most of the upper Midwest U.S., the projections of increase in annual precipitation 
and temperature with predicted increase in carbon dioxide levels are expected to alter drainage 
patterns (Kirshen et al., 2015). The timing of drainage water, amount of water drained, and 
corresponding changes in crop production may have both economic and environmental 
implications (Singh et al., 2009).  
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The potential impact of future climatic patterns on the hydrology of a region is generally simulated 
using predicted future climatic variables for that region obtained from global and regional climatic 
models. Climate models have been developed by researchers in recent decades to construct 
scenarios of contemporary as well as future climatic conditions for different regions. Consideration 
of several climate forcing scenarios and climate models allow an assessment of the uncertainty 
associated with climate change (Nielsen et al., 2013). The uncertainty arises from unknown 
possible future emissions of GHGs and the response of the climate system to these emissions 
(Kirshen et al., 2015). Studies (Nielsen et al., 2013; Pereira et al., 2015) that analyze impacts of 
climate change on drainage systems indicate that systematic adaptation efforts are required to 
minimize the effect on the performance of drainage systems. According to these studies the design 
of current drainage systems may be inadequate for future climatic conditions. The design of 
drainage infrastructure in the near-future can incorporate projected changes in rainfall to account 
for the effects of climate change. In addition, current drainage systems with insufficient capacity 
to convey future drain flows can be upgraded over the next few decades. The impact of climate 
change should be reflected in the overall design of drainage systems to adapt to the projected 
changes. 
 
3.5 General Circulation Models 
 
Climate change projections have been widely used for the assessment of the potential impacts of 
climate change on natural processes and human activity. These projections of climate are inferred 
from simulations obtained from General Circulation Models (GCMs). According to IPCC, ‘GCMs 
representing physical processes in the atmosphere, ocean, cryosphere and land surface, are the 
most advanced tools currently available for simulating the response of the global climate system 
to increasing greenhouse gas concentrations. The climate is depicted by the GCM using a three-
dimensional grid over the globe (Figure 3.4). GCMs have a relatively coarse spatial resolution, 
typically having a horizontal resolution of between 250 and 600 km (Winkler et al, 2012). Hence, 
‘downscaling’ methods are used to derive the high spatial and temporal resolution required for 
impact assessments. Downscaling is the process of transferring climate data from a coarse-scale 
climate model to a fine scale required for regional studies (Hidalgo et al, 2008). Downscaling 
methods are classified as either ‘statistical’ or ‘dynamical’. Statistical downscaling employs 
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statistical relationships between observations and large-scale GCMs, to create a higher-resolution 
GCM output. Dynamic downscaling uses numerical models, such as Regional Climate Models 
(RCMs) to simulate fine-resolution climate data. These models use the output from GCMs as the 
input and solve equations for the physical interactions between surface processes and atmospheric 
circulation (The Infrastructure and Climate Network (ICNet), 2015). 
 
 
Figure 3.4 Structure of a three-dimensional GCM (Viner, 1998) 
 
Regional/local climate projections need to consider the influence of regional topography and 
atmospheric circulation on climate to provide a more accurate representation of climate at the 
regional level. This study focuses on the state of Illinois in the Midwest United States, for which 
the Great Lakes are a topographic influence. Dynamic downscaling using RCMs inaccurately 
demonstrates the influence of the Great Lakes on the local climate as many RCMs crudely estimate 
the lake temperature as the average of nearshore Atlantic and Pacific temperatures (Mallard et al., 
2014; Winkler et al., 2012). Alternatively, statistical downscaling uses a variety of empirical 
methods. Surface weather variables such as precipitation, temperature or wind speed are derived 
from relationships to large-scale variables predicted by the GCM. These variables are then selected 
to represent physical and dynamical processes in the atmosphere. The circulation and free 
atmosphere variables represent the larger scale environment while the empirical relationships 
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implicitly represent the effects of geography, topography and boundary conditions on the surface 
variables (Winkler et al, 2011 & 2012). Thus, to more accurately approximate the local 
environment, this study utilizes the statistical downscaling method for climate projections from 
GCMs. 
 
Bias correction refers to the removal of systematic errors or ‘biases’ that GCMs produce in their 
simulations. An under or overestimation of extreme temperatures, incorrect seasonal variations of 
precipitation and the occurrence of too many wet days with low-intensity rain are typical biases in 
raw GCM output (Christensen et al., 2008; Teutschbein & Seibert, 2012). Biases present in the 
GCM output due to large spatial resolution and parametrization of the global climate model are 
substantially reduced by bias correction methods. Studies strongly indicate that simulations with 
bias-corrected climate variables fitted observed values better than simulations with uncorrected 
climate variables and had more narrow variability bounds (Teutschbein & Seibert, 2012; Watanabe 
et al., 2012). 
 
3.6 Benefits of Agricultural Drainage for Crop Production 
 
Installing subsurface drainage systems on soils with poor natural drainage can increase yields and 
net returns. Drainage ensures a good mixture of air and water to the crop’s roots, and favorable 
salt balance in the soil for plant growth. With poor drainage, the soil has little or no permeability 
as excess water accumulates on and below the surface (Encisco et al., 2017). Crop roots and soil 
bacteria both require oxygen which is provided through air spaces in soil. The removal of excess 
water stimulates soil bacterial action essential for the manufacture of plant food.  Drainage systems 
provide soil aeration by carrying rainfall water through the soil to the outlet of the system (USDA, 
2001). Water tables lowered below the land surface by drainage systems allow the organic-matter 
rich soil to provide an ideal environment for crops (Franz et al., 2014). If the water table remains 
high for more than 48 hours, the saturated soil causes a lack of oxygen in the soil pores for the 
crop roots which damages the crops (Figure 3.5). The nutrient processes in the soil are also 
impeded by high water tables (Encisco et al., 2017). The removal of free water by drainage allows 
soils to warm up faster as more heat is required to raise the temperature of wet soil. Soils with 
good drainage have a temperature slightly higher than soil with poor drainage. Lower temperatures 
make the plant more susceptible to diseases, slow crop growth and hinder germination (Encisco et 
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al., 2017). Benefits of drainage systems for crop production include enhanced crop yield, improved 
germination and better growth environment for crops. Drainage systems also provide secondary 
benefits such as an increase in land value, reclamation of saline land and improved crop insurance 
coverage (Franz et al., 2014).  
 
 
Figure 3.5 Application of subsurface drainage to lower water table (Blann et al., 2009) 
 
3.7 DRAINMOD 
 
DRAINMOD, a field scale deterministic hydrology model simulates a soil-water regime of surface 
and subsurface drainage systems. The model predicts surface runoff, infiltration, 
evapotranspiration (ET), soil water content, and seepage from subsurface drained landscapes 
(Kale, 2011). DRAINMOD requires inputs of weather data, drainage system parameters, soil 
properties, and crop variables to predict the effects of drainage and water management practices 
on water table depths, drainage outflows and crop yields. Weather inputs required for 
DRAINMOD are daily minimum and maximum air temperatures, daily precipitation, and potential 
evapotranspiration (PET). Soil property inputs include the relationship between drainage volume 
and water table depth, the saturated hydraulic conductivity and upward flux from the water table. 
The effective root zone depth (as a function in time) is a part of the crop input. The reliability of 
the model predictions has been verified by substantial field experiments for a wide range of soil 
and climatological conditions (Skaggs et al., 1982).  
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The model was developed specifically for shallow water table soils. The hydrologic components 
predicted by DRAINMOD (Figure 3.6) are quantified using approximate methods. The model 
avoids complex numerical methods by assuming a drained to equilibrium state for soil water 
distribution above the water table. Equations developed by Hooghoudt, Kirkham and Ernst are 
used to calculate drainage and subirrigation rates while infiltration rates are predicted by the Green-
Ampt equation. Stress index methods are used to calculate yield response to excessive and deficit 
soil water conditions (Skaggs, 1981). DRAINMOD is typically applied to field-sized units drained 
by parallel subsurface drains or ditches. If the soils, crops and drainage system design are uniform, 
DRAINMOD can accommodate a field size of 100 ha or more. Fields with varying soils and 
drainage system design may be divided into homogeneous units for analysis. To simulate the 
hydrology of fields with single or nonparallel drains, calibration is required to determine an 
effective drain spacing (Skaggs, Youseff & Chescheir, 2012). On a continuous basis, DRAINMOD 
quantifies the performance of multicomponent drainage and related water management systems 
for a long period of climatological record to consider the effects of year to year and seasonal 
variability (Singh, Helmer & Qi, 2006). 
 
 
Figure 3.6 Hydrologic components of DRAINMOD (Skaggs, 1981) 
 
3.8 Drainage Water Management Practice 
 
Drainage Water Management (DWM) is incorporated into subsurface drainage systems to slow 
drainage during dry seasons, control water requirements of crops and to limit nutrients leaving the 
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field when drainage is not needed (Figure 3.7). The level of the drain outlet in the soil is controlled 
by placing a control structure (such as flashboard risers) at the outlet of the tile system. This allows 
the water in the drainage outlet to be raised or lowered as necessary (USDA, 2017). The subsurface 
drainage rate decreases when flashboards are added to the riser, while lowering or removing the 
flashboards causes subsurface drainage to occur more quickly.  As the water drains out faster, there 
is a decline in the height of the water level in the subsurface drains and surrounding fields 
(Frankenberger et al., 2006).  The outlet is raised after harvest to reduce nitrate loading (Figure 
3.8a). A few weeks before planting and harvest the outlet is lowered to allow the field to drain 
more fully (Figure 3.8b). After planting, the outlet is raised again to retain water in the soil during 
growing season (Figure 3.8c) (Kalita et al., 2007). Therefore, DWM benefits the field by providing 
timely drainage and maximum storage of water for utilization by the crop. Using DWM to 
manipulate underground water levels reduces water stress on plants during extreme weather 
conditions and improves water quality. 
 
Figure 3.7 Drainage water management on agricultural fields (Springfield plastics, n.d.) 
 
Figure 3.8 (a, b & c) Raising and lowering of outlet for DWM (Frankenberger et al., 2006) 
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Chapter 4: Study Area 
 
4.1 Study Area 
 
The study area, the state of Illinois, is situated within 87°30’ West to 91°30’ West and 36°58’ 
North to 42°30’ North. Illinois is bordered by Wisconsin in the north, Indiana in the east, Kentucky 
in the south and Iowa and Missouri in the west (Figure 4.1). The Mississippi River forms nearly 
the entire western boundary of Illinois. Other major rivers in Illinois include the Illinois River, 
Ohio River and the Wabash River. Illinois’ southeastern and southern boundary lie along the 
Wabash River and the Ohio River. The Illinois River roughly bisects the northern part of Illinois 
from northeast to southwest. Illinois is divided into 102 counties. The capital of Illinois is 
Springfield, in the west-central part of the state. According to the United States Census Bureau, 
the population of Illinois was 12.8 million in 2017, making it the sixth most populated state in the 
United States. 
 
Illinois has a predominantly flat topography with 90% of the state lying within the Central Plains 
that stretch across the U.S. Midwest (Fulton, 2017). Thus, Illinois is also called ‘prairie state’. 
Northwest and southern Illinois encompass sloping hilly terrain. The highest point in Illinois, 
Charles Mound is in the northwest corner of the state and is 1,235 feet above sea level. The average 
elevation statewide is approximately 600 feet above sea level. The United States Department of 
Agriculture (USDA) identifies Drummer soil as the most extensive soil in Illinois. It occurs on 
more than half a million hectares (1.5 million acres) of land across the state and is the most 
productive soil in the state. Agriculture has substantial benefits for Illinois’ economy.  
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Figure 4.1 National geographic map of Illinois showing county boundaries 
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4.2 Climate of Illinois  
 
The climate of Illinois is typically continental with warm summers, cold winters and frequent 
fluctuations in temperature, wind direction, and humidity. The farmlands and economy of Illinois 
are sustained by its climate. As irrigation was traditionally not used, crop yields depend on climatic 
conditions, while farming operations are highly sensitive to climate (Changnon et al., 2004). The 
climate of Illinois is controlled by five factors: (1) weather systems, (2) the sun, (3) topography, 
(4) Lake Michigan and (5) urban areas. Of these five climatic controls, the two major factors are  
the energy received from the sun and weather systems. At Illinois’ mid-latitude location, solar 
energy is up to four times greater in early summer than in early winter causing warm summers and 
cold winters. Weather systems cause variability of weather conditions in different parts of the state 
because of varying air masses and cyclonic storms.  Topography, Lake Michigan and urban areas 
influence local climatic conditions, and are responsible for the contrast in temperature and 
precipitation between northern and southern Illinois (NOAA, 2018). Southern Illinois has a higher 
elevation than surrounding terrain because of the Shawnee Hills. Due to this change in elevation, 
Southern Illinois faces an increase in annual precipitation (Changnon et al., 2004). The term 
orographic effect describes the change to air mass when the topography of land forces it from a 
lower elevation to a higher elevation; with the cooling of the air mass, precipitation occurs. Lake 
Michigan affects the climate of northeastern Illinois. The thermal mass of the lake conduces to 
moderate temperature resulting in cooler summers. The lake-effect intensifies winter precipitation 
leading to increased snowfall in the north, with the heaviest snowfall in the Chicago area (NOAA, 
2018). Thus, an extreme variability of weather conditions is observed in different parts of the state. 
The temporal trends (from 1895 to 2017) of average temperature and precipitation for Illinois are 
shown in Figure 4.2 and Figure 4.3 respectively. 
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Figure 4.2 Average temperature in Illinois from 1895 to 2017 (NOAA, 2018) 
 
 
Figure 4.3 Average precipitation in Illinois from 1895 to 2017 (NOAA, 2018) 
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The climate of Illinois is changing in response to continuing anthropogenic emissions of 
greenhouse gases; the state has warmed by about 1°F in the last century (EPA, 2016). In the last 
few years, there has been a rise in average annual temperature accompanied by heat waves. Under 
the higher emissions scenario, dramatically hotter summers are projected for Illinois (Figure 4.4). 
Extreme heat is expected to be prevalent with an increase in the number of hot days with 
temperature above 90°F and extremely hot days (above 100°F) during summer. Over the next 
several decades, the average summer temperature is projected to increase by approximately 3°F 
(UCS, 2009). Heat waves would be especially detrimental to urban areas such as Chicago due to 
the heat island effect. Hotter weather causes more severe smog problems as ground-level ozone 
(the main component of smog) increases at temperatures above 90°F (Hayhoe et al., 2009). This 
would further deteriorate air quality with adverse effects for ecosystems, agriculture and human 
health.  
 
 
Figure 4.4 Observed and projected temperature change for Illinois (Frankson et al., 2017) 
 
The climate of Illinois has been predicted to migrate southward. This means that within three 
decades, summers in Illinois in terms of average temperature and rainfall will resemble that of 
Eastern Oklahoma. By the end of the century, the summer climate in Illinois will resemble that of 
eastern Texas (Wander & Clemmer, 2005). A study by the Union of Concerned Scientists (UCS, 
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2009) shows the consequences for the climate of Illinois in terms of three timeframes: 2010 to 
2039, 2040 to 2069 and 2070 to 2099. Each of these periods is compared to a historic period from 
1961 to 1990. Variation in the average summer heat index progressively over the years would 
cause Illinois’ climate to migrate south. The heat index factors in relative humidity with air 
temperature to measure how hot it feels (Palmer & Havens, 1958). Figure 4.5 outlines what 
summers in Illinois could feel like during the 21st century. Since the extent of future warming and 
its impacts strongly depend on the magnitude of future emissions, two alternate scenarios are used 
to estimate potential future impacts of climate change. The red outline shows the course of events 
for the higher emissions scenario, while the yellow outline refers to the lower emissions scenario.  
 
 
Figure 4.5 The climate of Illinois migrates south (UCS, 2009) 
 
In most of the Midwest U.S., average annual precipitation has increased by 5% to 10 % over the 
last half-century. During the next century, average precipitation is likely to continue increasing 
and severe rainstorms are expected to intensify (EPA, 2016). Climate change is likely to increase 
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the frequency of floods in Illinois as heavy rains occur more often. Seasonal precipitation is 
expected to increase the most, causing the greatest risk of flooding in Illinois during the winter and 
spring (Changnon et al., 2004). Paradoxically, the Midwest is projected to receive less rain in the 
summer. Hence, Illinois may get more rain in spring and less in summer.  Figure 4.6 shows the 
percent change in average seasonal precipitation from 2071 to 2099 relative to the period from 
1970 to 1999. The rise in precipitation may lead to a decline of water quality in streams, rivers and 
storage reservoirs. However, short-term droughts are expected to be harsher for Illinois with higher 
evaporation and a decline of water levels in rivers and wetlands during the summer. Therefore, 
warming ahead makes Illinois more vulnerable to natural disasters.  
 
 
Figure 4.6 Percent change in average seasonal precipitation in Illinois from 2071 to 2099 with 
1970 to 1999 as the baseline period (Melillo et al., 2014) 
 
Illinois is an integral part of the agricultural sector in the United States. About 67% of the state’s 
acreage is utilized as cropland. Illinois ranks second nationwide in total crop value and in acres 
dedicated to corn and soybean (UCS, 2009). Illinois accounts for 17% of the total corn produced 
in the U.S. and generates 15% of the total soybean production (Baylis et al., 2015). The heat and 
precipitation changes projected for Illinois have profound ramifications for agricultural 
production. Changing climate will have both beneficial and harmful effects on farming. A longer 
growing season due to warmer temperatures and higher concentrations of carbon dioxide in the 
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atmosphere would increase yields for some crops. Nonetheless, short-term gains in crop yield are 
likely to be counterbalanced by crop losses due to extreme climatic conditions (Baylis et al., 2015). 
In the long term, extreme events such as heat stress, flooding, and droughts exacerbated by climate 
change are expected to decrease agricultural productivity (NCA, 2014).  
 
The extreme heat projected for Illinois during the summer poses a significant risk to the region’s 
crops. Corn yields begin to decline at 92°F (33°C) and fail at around 104°F (40°F) (Hatfield & 
Prueger, 2015). The frequency with which Illinois faces three and seven-day periods of crop-
damaging temperature (95°F or higher) is elevated under the higher emissions scenario. A three-
day crop-damaging period is projected to occur during alternate summers within the next few 
decades, and every summer towards the end of the century. The more destructive seven-day period 
would occur in at least three of every four summers towards the end of the century. During the 
period from 1961 to 1990, the three-day and seven-day periods occurred once every 10 years and 
30 years respectively (UCS, 2009). Warmer climate tends to foster algal blooms which degrade 
the quality of water and harm aquatic fauna (EPA, 2016). Furthermore, warmer winters would 
promote an expansion of pests aided by an extended frost-free season. Crop pests and pathogens 
could have a considerable economic impact in the form of higher insecticide costs. Crop insurance 
premiums would also rise due to crop losses associated with pests and the occurrence of floods or 
droughts (Baylis et al., 2015). By the middle of the century, the corn yields in Illinois may decline 
by as much as 35% (Southworth et al., 2000; Baylis et al., 2015). The rise in precipitation impacts 
agriculture severely by resulting in a delay in the planting of spring crops, flooding, and a change 
in crop growing patterns (Baylis et al., 2015). An increase in variability and extremity of climate 
would cause a probable decline in the yields of all major crops.  
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Chapter 5: Methodology 
 
5.1 Climate Model Selection 
 
The selection of a GCM is either based on the range of climatic variables projected by the climate 
model or on the ability of the climate model to simulate past climate. Infrastructure for the 
European network for earth system modeling (IS-ENES) has suggested four criteria for the 
selection of GCMs to use for an impact study: (1) vintage, (2) resolution, (3) validity and (4) 
representativeness of results (IPCC, 2014). Recent model simulations are likely to be more reliable 
than those of an earlier vintage as they usually have a higher spatial resolution and incorporate 
more processes. Increased spatial resolution models contain more spatial detail. GCMs that 
simulate current climate conditions most closely are expected to generate the most reliable 
representation of future climate. Validity implies the extent to which the GCM simulations 
represent actual climatic conditions; to test the validity of a GCM, observed climate data are 
compared to GCM simulations for a historic time period.  Representativeness refers to the degree 
to which the GCM produces results consistent with observed climate. The representativeness of 
the results of a GCM give further recommendations on the number of GCMs to be used. Owing to 
the known uncertainties of GCMs, it is suitable to use more than one GCM in an impact assessment 
(IPCC, 2014). 
 
This study utilizes two GCMs: CCSM4 and MIROC5, selected for being robust and well-
established based on the overall recommendation of climate scientists. These GCMs have been 
used for several studies of regional climate change with acceptable performance for the Midwest 
United States (Knutti et al., 2013; Wuebbles & Hayhoe, 2004). The outputs from these models 
meet the timeframe as well as output format required for this study and were obtained from the 
World Climate Research CMIP5 multi-model dataset (Table 5.1). 
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Table 5.1 GCM outputs used in this study from the CMIP5 multi-model dataset (IPCC, 2014) 
 
GCM, vintage Description Institution Resolution (Lat × Lon) 
CCSM4 Community Climate 
System Model 
National Center for 
Atmospheric Research 
(NCAR), USA 
0.9375°×1.25° 
MIROC5 Model for 
Interdisciplinary 
Research On Climate 
Atmosphere and Ocean 
Research Institute, 
University of Tokyo, 
Japan 
1.4063°× 1.4063° 
 
According to Yokohata et al., (2011) a high similarity between GCMs would bias the results as 
the omission and parameterization of processes, numerical approximations, and simplifications by 
each GCM would be alike.  Knutti et al., (2013) used the climate model genealogy to compare 
models’ similarity; CCSM4 and MIROC5 were found to not be closely related by the Climate 
Model Intercomparison Project (CMIP5). The independence between the models provides a 
comprehensive representation of the models included in CMIP5. It is essential that an assessment 
of the potential impacts of climate change be informed by a proper understanding of the region’s 
climate and represent the wide range of inherent uncertainties in future projections.  
 
The Fifth Assessment Report (AR5) by IPCC (2014) defines four Representative Concentration 
Pathways which are used for making climate projections (Figure 5.1). The RCPs represent the 
different pathways of GHG emissions and atmospheric concentrations, air pollutant emissions and 
land use in the 21st century. Projections of GHG emissions vary over a wide range, depending on 
both socio-economic development and climate policy. Each RCP defines a specific emissions 
trajectory and subsequent radiative forcing (a measure of the influence a factor has in altering the 
balance of incoming and outgoing energy in the Earth-atmosphere system). This study considers 
the RCP 8.5 scenario as it is the worst-case scenario with very high GHG emissions. 
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• RCP 8.5: Rising radiative forcing pathway leading to 8.5 W/m2 in 2100.  
• RCP6.0: Stabilization without overshoot pathway to 6 W/m2 at stabilization after 2100. 
• RCP 4.5: Stabilization without overshoot pathway to 4.5 W/m2 at stabilization after 2100. 
• RCP 2.6: Peak radiative forcing at ~3 W/m2 before 2100 and decline. This is a stringent 
mitigation scenario under which radiative forcing is expected to decline after 2100. 
 
 
Figure 5.1 Annual anthropogenic CO2 emissions (IPCC, 2014) 
 
Radiative forcing is the change in energy flux caused by a driver and is calculated at the tropopause 
(top of the atmosphere). It is expressed in Watts per square meter (W/m2). Radiative forcing has 
been used in IPCC assessments to evaluate and compare the strength of various mechanisms that 
affect Earth’s radiation balance, thus causing climate change. Overshoot pathways are emission 
pathways in which the RCP exceeds, or overshoots the target radiative forcing. According to 
IPCC’s AR5, the total anthropogenic radiative forcing for 2011 relative to 1750 is 2.3 W/m2 with 
an uncertainty range from 1.1 W/m2  to 3.3 W/m2 (IPCC, 2014). 
 
5.2 GCM Data Sets 
 
Downscaled CMIP5 climate projection data with a spatial resolution of 1/8° ×1/8° were obtained 
from an archive containing fine spatial resolution climate projections. The archive dataset is based 
on global climate projections from the World Climate Research Programme’s (WRCP’s) CMIP5 
multi-model dataset referenced in IPCC’s Fifth Assessment Report. The dataset is hosted by 
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multiple federations, universities, and NGOs including the Bureau of Reclamation, Climate 
Analytics Group, Climate Central, U.S. Army Corps of Engineers, and USGS amongst others; the 
archive is available as ‘Downscaled CMIP3 and CMIP5 Climate and Hydrology Projections’ 
(Reclamation, 2013). Bias correction was an implicit part of the spatial downscaling technique; 
the archive data were available as downscaled using the Bias Correction Constructed Analogs 
(BCCA) method. The BCCA method developed by Maurer and Hildago (2008) performs a lumped 
bias correction based on the month-specific probability distribution of daily data. The Constructed 
Analog downscaling method is based on the linear regression of historically observed weather that 
is analogous to future bias corrected GCM projection. The analogy is based on the representation 
of spatial patterns and intensity of climatic variables such as temperature and precipitation (Ahmed 
et al., 2013). 
 
 The bias of the GCM data is corrected through comparisons performed against the observed data. 
The algorithm generates the cumulative distribution function (CDF) for each climate variable in 
the observed data and the GCM simulations respectively. The two CDFs are then compared at 
different probability thresholds to establish a quantile map between the observed data and GCM 
data. Based on this map, GCM values in any CDF quantile can be translated to correspond with 
observed values in the same CDF quantile. The algorithm compares the probability quantile 
associated with the predicted climate values from the GCM CDF with the corresponding observed 
climate values at the same probability quantile in the observed CDF. The latter is then accepted as 
the adjusted climate prediction. The adjusted climate predictions have the same CDF as the 
observed data and hence, possible biases in the statistical structure of the original GCM outputs 
are removed by this process (The ICNet, 2015). Consequently, the bias-corrected data provide 
relatively more accurate projections of regional climate.  
 
A database of downscaled GCM data was created for the 102 counties in the state of Illinois. The 
data range from the period 1980-2010 and 2040-2099. This study used the baseline period from 
1980-2010 to determine if the climate model output were reasonable in comparison with historical 
observations. Projected data from 2040-2099 were used as input for the DRAINMOD-based VBA 
model (developed by this study) to perform simulations that assess the potential impacts of climate 
change on the drainage systems in Illinois. To download the GCM data, the geographic centroid 
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of each county was determined using Geographic Information System (GIS). The temporal 
(different time periods) and spatial extent (coordinates of the centroid) for each county were 
defined on the CMIP5 multi-model dataset, and time series of the required variables: maximum 
air surface temperature (°C), minimum air surface temperature (°C) and rate of precipitation 
(mm/day) were downloaded from the 1/8-degree BCCA projections. Figure 5.2 shows the counties 
in Illinois along with the location of each centroid. The highlighted counties represent the counties 
used for GCM performance analysis. The coordinates of the centroids are delineated in the 
Appendix A. 
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Figure 5.2 Counties in Illinois with the location of the centroid for each county 
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5.3 Observational Data Sets 
 
The observed data for the baseline period from 1980 to 2010 were obtained from the National 
Climatic Data Center (NCDC) and the Midwestern Regional Climate Center (MRCC). To analyze 
the accuracy of each GCM in reproducing climatic variables, the GCM data were compared to 
observed data from meteorological stations across six counties in Illinois (highlighted in Figure 
5.2). These counties were selected due to the continuous availability of data for the baseline period 
and spatial distribution to represent the varying local climatic conditions in Illinois. Details of the 
meteorological stations are outlined in Table 5.2. 
 
Table 5.2 Meteorological stations used to obtain observational datasets 
 
  County 
  Adams Champaign Cook Madison Rock Island Union 
Station 
Quincy 
Regional 
Airport 
Champaign 
3S 
Chicago 
O'Hare Int. 
Airport 
Alton-
Melvin 
Price 
Moline Quad 
City Int. 
Airport 
Anna 2 
NNE 
Location 
West 
Central IL Central IL Northern IL Southern IL Northern IL Southern IL 
Latitude 39.93694 40.0840 41.9950 38.8663 41.46528 37.4813 
Longitude -91.19194 -88.2404 -87.9336 -90.1463 -90.52333 -89.2344 
Elevation  234.4 m 219.8 m 201.8 m 135.59 m 180.4 m 195.1 m 
Source NCDC NCDC NCDC MRCC NCDC NCDC 
 
 
5.4 GCM Performance Analysis 
 
GCM models are validated by comparing the resemblance between model-simulated and observed 
meteorological patterns. Statistical parameters can be used to quantify overall conformity between 
the modeled and observed behavior for complex models with multiple variables and dimensions. 
The performance of CCSM4 and MIROC5 were analyzed in terms of the downscaled 
climatological variables: temperature and precipitation. Taylor diagrams were used to make an 
analogy between the observed and simulated temperature for each GCM, while precipitation was 
evaluated using the double mass curve and monthly climate normals.  
 
5.4.1 Taylor Diagram 
 
The Taylor diagram characterizes the statistical relation between two fields, a ‘test’ field and a 
‘reference’ field (Taylor, 2001). The test field represents model simulations while the reference 
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field is based on observations. The statistical significance of differences and the degree of 
correspondence is summarized by the Taylor diagram in terms of the correlation coefficient (R), 
root mean square difference (RMSD) and the ratio of the standard deviation on a two-dimensional 
plot. This study applies the Taylor diagram to assess the relative skill with which competing GCMs 
simulate temperature patterns and to monitor the overall performance of each GCM. Each point in 
the Taylor diagram represents three different statistics (R, RMSD and standard deviation) by using 
equation 5.1: 
 
𝐸′2 = 𝜎𝑓
2 + 𝜎𝑟
2 − 2𝜎𝑓𝜎𝑟𝑅         (Equation 5.1) 
 
Where E’ is the centered RMS difference between the model simulations and observed data. The 
Taylor diagram solely characterizes the ‘centered pattern’ error by subtracting out the means of 
the fields before computing their second-order statistics (Taylor, 2005). R is the correlation 
coefficient between the two fields, and 𝜎𝑓
2 and 𝜎𝑟
2 are the variances of the model simulation and 
observations respectively. The correlation coefficient is commonly used to quantify similarity, 
with the range of R lying between 0 and 1. A value of 0 means there is no correlation, while a 
maximum value of 1 means that the pattern of variation for the two fields are the same. R between 
the test field (f) and reference field (r) is computed using equation 5.2.  
 
𝑅 =
1
𝑁
∑ (𝑓𝑛−𝑓
𝑁
𝑛=1 ) (𝑟𝑛−𝑟 )
𝑓𝑟
      (Equation 5.2) 
Variables 𝑓𝑛 and 𝑟𝑛 are defined at N discrete points, 𝑓 and 𝑟 are the mean values and 𝑓 and 𝑟 
are the standard deviations of 𝑓and 𝑟 respectively. The RMSD is most often used to quantify 
differences in two fields. As two patterns become more alike, the RMSD approaches zero. The 
centered pattern RMS difference is given by equation 5.3. 
 
𝐸′ = {
1
𝑁
∑ [(𝑓𝑛 − 𝑓) − (𝑟𝑛 − 𝑟 )]
2
𝑁
𝑛=1 }
1
2
          (Equation 5.3) 
 
The variances of the test field and reference field are given by equation 5.4 and equation 5.5 
respectively. The standard deviation is the square root of the variance. 
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𝜎𝑓
2 =
1
𝑁
∑ (𝑓𝑛 − 𝑓)
2
𝑁
𝑛=1      (Equation 5.4) 
 
𝜎𝑟
2 =
1
𝑁
∑ (𝑓𝑟 − 𝑟)
2𝑁
𝑛=1     (Equation 5.5) 
 
Statistics were computed for the two selected models: CCSM4 and MIROC5. The position of each 
model on the plot quantifies how closely that model’s simulated temperature pattern matches 
observed temperature (NCAR, 2013) and is shown in the results section. 
 
 
5.4.2 Double Mass Curve  
 
A double mass curve is a plot of a hydrologic variable for a single station with that of an average 
composed of data from several other stations in the area for a concurrent period. The double mass 
curve is used to check the consistency of hydrologic data. Linear trends for a station show that the 
record at that station is consistent. The basis of the double-mass curve is that a plot of two 
cumulative quantities (plotted against each other) during the same period show a linear trend if the 
proportionality between the two quantities are the same. The slope of the line represents the 
constant of proportionality between the quantities (Searcy & Hardison, 1960). The double mass 
curve has been commonly used to evaluate the temporal trend of hydro-meteorological data for 
long records. The technique is used for trend analysis because of its high transferability and low 
data requirement (Gao et al., 2017).  
 
5.4.3 Climate Normals  
 
Climate normals are consecutive 30-year averages of climatological variables such as 
precipitation. Climatologists use three-decadal averages of precipitation to form a reference 
against which current conditions can be assessed. Multidecadal variability in the climate system 
causes a disparity in the climate normals from one 30-year period to another. According to the 
World Meteorological Organization (WMO), average precipitation over a 30-year period is 
sufficient to adequately characterize the rainfall pattern at a station and its surroundings. This study 
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computes simulated climate normals for the period from 1980 to 2010 to assess the performance 
of the GCMs in simulating precipitation by comparing it against actual climate normals. A model’s 
performance in reproducing historic climate is a representation of the reliability of the model’s 
simulations (Miao et al., 2014; Nasrollahi et al., 2015). Climate normals are used to evaluate 
anomalies in precipitation trends and can also be used as predictors of future climatic conditions 
(Arguez & Vose, 2011).  
 
 
5.5 Development of DRAINMOD-based VBA Model 
 
The hydrology model was developed to connect the drainage system with the water table and soil 
conditions. The design of each component of the drainage system depends upon climate, soil 
properties, crops grown and topography. To develop the hydrology model for this study, a 
climatological database was integrated with DRAINMOD. The database contained both actual and 
simulated temperature as well as precipitation and soil data for the 102 counties in Illinois from 
1980 to 2099. The user interface of the model allows the user to select a period for simulation: (1) 
1980 to 2010, (2) 2040 to 2069 and (3) 2070 to 2099 as shown in Figure 5.3. For the historic period 
from 1980 to 2010 the user has the option to compare model output produced by observational 
data with output produced using simulated data from the MIROC5 GCM. This comparison was 
used to assess the reliability of the GCM in simulating hydrologic processes for the future periods. 
Once the time-period has been specified, a county and soil type can be selected from the drop-
down menu (Figure 5.4). Next, the crop type needs to be indicated. The user has the option of 
choosing between corn and soybean rotation or continuous corn farming for the agricultural field. 
Finally, the user defines a range of drain spacing, depth and an interval for the spacing and depth 
of tile drains to perform simulations.  
 
Temperature and precipitation data obtained from MIROC5 were formatted to be made readable 
by DRAINMOD. Weather files were created using the utility function on DRAINMOD. For 
precipitation, the ‘daily rainfall’ option was selected; the number of hours to distribute rainfall and 
the starting hour for each day rainfall occurred were determined using the probability of non-
exceedance (PNE). The PNE specifies the likelihood that the actual rainfall during a period will 
be less than or equal to a given rainfall depth (Raes, 2013). To create temperature files for 
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DRAINMOD, the daily maximum and daily minimum air temperature (°C) were input to the utility 
function. The formatted rainfall and temperature files from DRAINMOD have a .RAI  and .TEM 
extension respectively. Lastly, a climate file (.CLM extension) was created to associate rainfall, 
temperature, potential evapotranspiration and the heat index for each county in Illinois for all time 
periods.  
 
Drainage water management and growing season management were additional options added to 
the model. In the VBA-model, DWM maintains the water quality, reduces nutrient losses and 
minimizes pollutant loading from drained fields by controlling the timing and amount of water 
discharged from agricultural drainage systems. A control structure is placed in the drainage outlet. 
The water level in the outlet must rise to the weir elevation for drainage to occur. The VBA-model 
provides the user the option to specify the date to raise and lower the weir for both growing and 
fallow season (Figure 5.4). Additionally, the depth from the soil surface to the raised outlet (i.e. 
the weir elevation) can also be adjusted in the model. During dry periods, DWM systems can also 
retain water in the outlet to flow through the drain into the soil profile for crop production.  
 
Many tools have been developed in the VBA-model to assist in the determination of the 
practicability of the drainage system. An economic analysis was used in the VBA-model to 
determine the profitability of the drainage system for the user-specified range of depth and spacing. 
Once the total profit ($/acre) is computed for each alternative, they are ranked in descending order. 
The factors considered in the economic analysis include the interest rate on income, marginal tax 
rate, maximum corn and soybean yield (bushel/acre), price for crops ($/bushel), lateral cost for tile 
drains ($/ft), additional costs for the main and fittings and the life of the drainage system (years). 
(Figure 5.5). The marginal tax rate is the amount of tax paid on an additional dollar of income. 
The marginal tax rate increases as the income rises. An estimate for corn and soybean yield (bu/ac) 
has been provided in the model based on USDA’s National Agricultural Statistics for yield in 
Illinois for 2016 and 2017. These default values can be altered by the user. There are costs to the 
drainage system associated with the depth of the installed tile drains. Agricultural machinery is 
designed to install tile drains at a depth of 6 to 7 ft; this is referred to as the critical depth. A depth 
of installation greater than the critical depth has an associated premium cost for the adjustment of 
the machine, which is factored in the cost of the drainage system by the economic calculator. An 
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informed decision can be made for the optimal depth and spacing of tile drains based on the crop 
yield and economic benefits determined by this study. 
 
 
Figure 5.3 Model Interface 
 
 
Figure 5.4 User specifications and drainage water management options on the model 
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Figure 5.5 Economic analysis in the hydrology model 
 
5.5.1 Model Description  
 
Drain spacing plays an important role in determining the cost of a drainage system. A typical 
drainage system in the Midwest is designed with a drainage coefficient of 3/8 inches, that is, it is 
designed to remove 3/8 inches of water in 24 hours, when the water table is initially at the soil 
surface. This drainage coefficient can be achieved with different combinations of depth and 
spacing. In Drummer Silty Clay Loam, for example, a 3/8-inch drainage coefficient can be 
achieved by installing drains 60 feet apart at a depth of 2.5 feet, or by installing drains 100 feet 
apart at a depth of 5 feet. The system with the more closely spaced laterals would be more 
expensive. In general, for a given depth, yield increases with decreased drain spacing up to a point, 
beyond which yield is insensitive to decreases in spacing. In fact, computer simulations indicate 
that in some soils at certain locations, it is possible to place drains so close together yield is 
adversely affected. Field experiments are being conducted to determine if these simulations are 
reflected. The objective of this study is to develop a VBA model (with a DRAINMOD engine) 
that can be used to optimize drainage system design by conducting simulations for various depth-
spacing combinations of subsurface drains. A combination of depth and spacing of drainage tiles 
that maximize overall crop yield under projected climate stress is considered optimal.  
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Subsurface drainage is provided by evenly spaced parallel drains with a free outlet (Figure 5.6). 
The movement of water in the soil is characterized by approximate methods. The flow to 
cylindrical drains was characterized by Hooghoudt by considering radial flow in the region near 
the drains. When the water table is completely below soil surface, Hooghoudt's equation (Skaggs, 
1981) is used to compute the drainage flux (drainage flow per unit surface area) for subsurface 
drainage:   
𝑞 =  
8 𝐾 𝑑𝑒𝑚+4 𝐾𝑚
2
𝐶 𝐿2
                 (Equation 5.6) 
where, q is the flux (cm/hr) 
            m is the midpoint water table height above the drain (cm) 
            K is the effective lateral hydraulic conductivity (cm/hr) 
            L is the drain spacing (cm) 
            C is the ratio of average flux between drains to the flux midway between      
                drains (assumed to be 1) 
            𝑑𝑒 is the equivalent deth from drain to restrictive layer (cm) determined using     
                 the Moody equation 
 
Although the Hooghoudt equation was derived for steady state conditions, it can be applied 
sequentially for short time increments or for small changes in the groundwater table position. The 
new position of the water table at the end of each increment is determined based on the upward 
flux and the lateral drainage during this time increment (Skaggs, 1978). The application of 
Hooghoudt’s equation in successive stages compares well with transient methods for predicting 
drainage flux (Dayem, 1997).  
 
When the ponded depth is larger than the storage in small depressions due to surface structure and 
cover, the Kirkham equation (Skaggs, 1981) is used: 
𝑞 =
4𝜋𝐾(𝑡+𝑏−𝑟)
𝑔𝐿
                                              (Equation 5.7) 
where, t is the ponded depth  
            b is the distance from the surface to the drain 
            r is the radius of drain (cm) 
            g is the constant based on drain size, depth, spacing and depth of profile 
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Both equations assume drainage is limited by the rate of soil water movement to the lateral drains 
but not the capacity of the tile drains. Depending on the geographic location and the crops grown, 
the drainage coefficient may be about 3/8 to 3/4 inches per day. When the flux predicted by the 
applicable equation (equation 5.6 or 5.7) is greater than the drainage coefficient, the drainage flux 
is set equal to the drainage coefficient in DRAINMOD. A good approximation of drainage flux 
can be obtained by equations 5.6 and 5.7 even though drainage is not a steady state process. 
 
 
Figure 5.6 Flow processes in a parallel drain system (Cooke & Verma, 2012) 
 
5.5.2 Model Variables  
 
DRAINMOD predicts hydrologic components such as infiltration, evapotranspiration, drained 
volume, and surface runoff amongst others by using water balance for a vertical column of soil 
with unit surface area. The hydrologic processes computed by DRAINMOD which have been 
utilized by this study are defined in Table 5.3. 
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Table 5.3 Definition of DRAINMOD variables in the VBA model (Skaggs, 1981)  
 
No. Variable Definition 
1 Infiltration Infiltration is the process by which water on the ground surface 
enters subsurface soils. The infiltration rate is predicted by the 
Green-Ampt equation.  
2 Evapotranspiration Evapotranspiration is the sum of evaporation and plant 
transpiration from earth’s surface to the atmosphere. 
3 Drained volume Drained volume is the net amount of water entering and leaving 
the drains.  
4 Runoff Surface runoff is water from precipitation that flows over the 
land surface and is a major component of the water cycle. 
5 Dry days The number of days that occur during a specified period, usually 
during growing season when the actual evapotranspiration is less 
than the potential evapotranspiration due to limited or deficient 
soil water conditions. 
6 Work days The number of days between a specified interval when soil water 
conditions are suitable for field work such as tillage or harvesting. 
7 SEW30 SEW which stands for ‘Sum of Excess Water’ quantifies the stress 
due to high water tables. SEW30 is calculated as follows: 
                        𝑆𝐸𝑊30 = ∑ (30 − 𝑋𝑖)
𝑁
𝑖=1                     (Equation 5.8) 
where, N is the number of days in the growing season 
            𝑋𝑖 is the water table depth in cm on day ‘i’  
Stress is not calculated for water tabled depths greater than 30cm. 
8 SDI excess Stress-day-index (SDI) excess refers to the cumulative effect of 
stresses imposed on a crop throughout the growing season. SDI 
excess relates corn and soybean yields to excessive soil water 
conditions. 
9 Stress drought Stress drought is the stress day index for drought conditions. 
10 Yield excess Relative yield excess is the crop response to excessive soil water 
conditions and delays in the crop planting date. 
11 Yield drought Relative yield drought is the crop response to deficient soil water 
conditions and delays in the crop planting date. 
12 Relative crop yield The relative yield is the ratio (expressed as a percent) of the actual 
yield to the potential yield. The potential yield refers to the long-
term average yield that would occur if soil water conditions were 
not limiting (ex: excessive or deficient soil water conditions) 
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5.5.3 Heat Index and PET  
 
DRAINMOD uses the Thornthwaite method to estimate potential evapotranspiration, crop-soil 
interactions and crop-growth. This study supplements DRAINMOD’s calculation method by 
computing the heat index (I) and a correction factored PET. The annual heat index which is the 
sum of the monthly heat indexes 𝑖𝑗  is calculated using the following equation (Palmer & Havens, 
1958): 
 
    𝐼 =  ∑ 𝑖𝑗
12
𝑖=1                      (Equation 5.9) 
 
   𝑖𝑗 = (
𝑇𝑗
5
⁄ )
1.514
                                          (Equation 5.10)        
 
Where,  𝑇𝑗  is the mean monthly temperature in °C. 
 
The Thornthwaite method (Palmer & Havens, 1958) computes PET using the equation below: 
 
𝑃𝐸𝑇𝑖 = 1.6 (
10 𝑇𝑗
𝐼
⁄ )
𝐶
               (Equation 5.11) 
                𝐶 = 0.000000675𝐼3 − 0.0000771𝐼2 + 0.01792 𝐼 + 0.049239            (Equation 5.12) 
 
The two major factors influencing PET are the amount of energy received from the sun (which 
accounts for about 80% of the variation in PET) and the wind. These factors are reflected by the 
mean diurnal temperature range (𝛥 ) which correlates the effects of humidity and solar radiation 
on ET. Although climate factors explain much of the variation in ET, vegetation cover also 
influences ET. The study by Sanford & Selnick (2012) provides two methods for computing the 
correction factored PET. The first method applies the regression equation with parameter values 
for climate-only regression while the second method uses parameter values for climate-and-land 
cover-based regression. This study employs the climate-only regression equation to adjust the 
Thornwaite PET estimates. The regression equation (Sanford & Selnick ,2012) used to determine 
ET is as follows:  
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𝐸𝑇 = 𝑃Ʌ(𝛤𝛥 ⁄ (𝛤𝛥 +  𝛱))                (Equation 5.13) 
𝛤 = (𝑇𝑚 + 𝑇𝑜)
𝑚 ((𝑇𝑚 + 𝑇𝑜)
𝑚 + 𝑎)⁄                          (Equation 5.14) 
𝛥 = (𝑇𝑥 − 𝑇𝑛)
𝑚 ((𝑇𝑥 − 𝑇𝑛)
𝑚 + 𝑏)⁄                           (Equation 5.15) 
𝛱 = (𝑃 𝑃𝑜⁄ )
𝑛                  (Equation 5.16) 
 
Where, Tm is the mean annual daily temperature (°C) 
  Tx is the mean annual maximum daily temperature (°C) 
  Tn is the mean annual minimum daily temperature (°C) 
  P is the mean annual precipitation (cm) 
 𝛥 is the mean diurnal temperature range 
 𝛤 is the temperature variable for the equation 
 𝛱 is the precipitation variable for the equation 
Ʌ is a land cover variable, with a value of 1 for climate only regression 
 
The parameter values for climate-only regression are TO = 13.735, PO = 505.87, m =2.4721, 
n =1.9044, a =10,000 and b =18.262. The PET correction factor is then calculated as the ratio of 
Thornthwaite PET to ET determined by climate data regression. Correction factored PET and heat 
index values were computed for a grid of latitude and longitude covering the region of the Midwest 
United States (Figure 5.7). The PET and I values were computed at each grid point (a total of 25 
points) and input to DRAINMOD in a tabular form. For regions lying within these grid points, the 
PET and I values were interpolated from the nearest grid points by the VBA model when a 
simulation was run. The VBA model was set up with a PET table in each time period (1980 to 
2010, 2040 to 2069 and 2070 to 2099) while the heat index had twelve tables (based on the months 
in a year) for each simulation time period. 
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Figure 5.7 Grid across Midwest U.S. for PET and heat index values 
 
5.5.4 Extent of Model Database  
 
The VBA model developed by this study was found to be widely applicable in simulating 
environmental effects of climate change on crop physiological processes. Hence, the 
climatological database was extended to cover not only Illinois, but all the states in the Midwest 
U.S. that use tile drainage (Figure 5.8). The extended climatological database contains temperature 
and precipitation data for each county of the following states: (1) Illinois, (2) Indiana, (3) Iowa, 
(4) Michigan, (5) Minnesota, (6) Missouri, (7) North Dakota, (8) Ohio, (9) South Dakota and (10) 
Wisconsin. The temperature and precipitation data are available for the historic (1980 to 2010), 
near-future (2040 to 2069) and far-future (2070 to 2099) periods. The soil files have been defined 
for 23 major soil types in Illinois, namely: Ashkum, Beaucoup, Bluford, Bonnie, Bryce, Cisne, 
Clarence, Darwin, Drummer, Elliott, Flanagan, Gilford, Herrick, Houghton Muck, Ipava, Lawson, 
Milford, Muscatine, Pella, Sable, Selma, Swygert and Virden. For other existing soils in Illinois, 
each soil type was assigned a representative soil type from the defined major soils. The soil data 
for the other states in the Midwest U.S. aren’t as extensively defined and may be a part of future 
work on the VBA model.  
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Figure 5.8 Extent of the Climatological Database 
 
5.5.5 Case Studies of the VBA Model 
 
As a case study, the VBA model was run for six counties in Illinois. These counties were selected 
because of their spatial distribution across Illinois which represents the variation in local climatic 
patterns. Model output was simulated using the dominant hydric soil (soils that require drainage) 
in each county (Table 5.4). The soil type was based on the highest proportionate extent of farmable 
soil (expressed as a percent) determined by the NRCS Soil Survey. The VBA model output for 
these counties have been analyzed in Chapter 6 (Results). DWM was applied to Adams and 
Champaign counties, and its effect on yield and drained volume examined. DWM settings are 
shown in Figure 5.9. 
 
Figure 5.9 Drainage water management settings applied to the VBA model 
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Table 5.4 Proportionate extent of dominant hydric soils in each county 
 
S. No. County  Soil Type Slope Extent of Soil  
1 Adams Keomah silt loam 2-5 % 4.8 % 
2 Champaign Drummer silty clay loam 0-2 % 39.8 % 
3 Cook Ashkum silty clay loam 0-2 % 3.2 % 
4 Madison Virden-Fosterburg silt loam 0-2 % 4.9 % 
5 Rock Island Muscatine silt loam 0-2 % 5.0 % 
6 Union Wakeland silt loam 0-2 % 5.7 % 
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Chapter 6: Results and Discussion 
 
6.1 Analysis for Temperature 
 
Taylor diagrams were plotted for maximum and minimum temperature in Illinois for the following 
counties: (1) Adams, (2) Champaign, (3) Cook, (4) Madison, (5) Rock Island and (6) Union 
(Figures 6.1 to 6.3). The values of all statistical parameters on the Taylor diagram are categorized 
in Table 6.1. Taylor diagrams make it easy to identify models that perform relatively well because 
they lie close to the reference point on the diagram (Taylor, 2001). As stated by Benestad, Hanssen-
Bauer & Forland (2007), historical observations may not be entirely comparable with model 
simulations because the model results represent the climate in the 1990s and not the climate over 
the past century. Nonetheless, there was a good agreement between the empirical data and the 
model simulations for both CCSM4 and MIROC5.  
 
There was a strong correlation for both GCMs with MIROC5 performing marginally better.  
MIROC 5 had a minimum R value of 0.584 for maximum temperature in Madison County and a 
maximum R value of 0.817 for maximum temperature in Rock Island County. On average, the 
correlation was 0.765 across all six counties that were analyzed. There was a consistency in model 
performance for the RMSD; MIROC5 showed a lower RMSD in comparison to CCSM4 for all 
six counties.  In terms of standard deviation, the model performance varied based on the county. 
The standard deviation showed an exception where CCSM4 approximated the observed data better 
than MIROC5 for maximum temperature in four out of the six counties. For minimum temperature 
results were equally divided with CCSM4 performing better in Adams, Champaign and Cook 
Counties, while MIROC5 performed better for the other three counties.  
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Figure 6.1 Taylor diagram for temperature (°C) in Adams & Champaign Counties 
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Figure 6.2 Taylor diagram for temperature (°C) in Madison & Rock Island Counties 
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Figure 6.3 Taylor diagram for temperature (°C) in Union & Cook Counties
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Table 6.1 Taylor diagram results for maximum and minimum temperature (°C) 
 
  Temperature 
County 
Statistical Maximum   Minimum   
parameters Observed CCSM4 MIROC5 Observed CCSM4 MIROC5 
Adams  11.719 11.866 11.854 10.638 10.874 10.856 
  RMSD  7.937 7.605  7.171 6.920 
  R   0.775 0.792  0.779 0.793 
Champaign  11.814 11.839 11.764 10.382 10.469 10.343 
  RMSD  7.511 7.215  6.898 6.570 
  R   0.799 0.813  0.782 0.799 
Cook  11.856 11.876 11.837 10.500 11.876 11.837 
  RMSD  7.594 7.386  13.420 13.094 
  R   0.798 0.807  0.790 0.797 
Madison  13.957 11.250 11.092 12.309 10.365 10.167 
  RMSD  12.152 12.059  10.234 10.009 
  R   0.582 0.584  0.626 0.638 
Rock Island  12.277 12.296 12.343 11.063 11.197 11.213 
  RMSD  7.735 7.454  7.290 7.025 
  R   0.802 0.817  0.787 0.802 
Union  10.446 10.484 10.337 9.799 9.812 9.529 
  RMSD  6.993 6.768  7.060 6.760 
  R   0.778 0.789  0.743 0.758 
 
Figures 6.1 to 6.3 confirm the close correspondence between MIROC5 and the observed data. The 
values in bold in Table 6.1 symbolize the more accurate statistical value for the three parameters 
(, RMSD and R). As shown in Table 6.1, the values of standard deviation for both GCMs have a 
high similarity. Since MIROC5 showed a higher correlation for both maximum and minimum 
temperatures across all six counties that were analyzed and had a lower RMSD (indicated by the 
green contours), the model was selected as the better performing model with respect to 
temperature. Since temperature simulated by MIROC5 conformed better with observed 
temperature, MIROC5 was selected to create the climatological database for the hydrology and 
drainage model.   
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6.2 Analysis for Precipitation 
 
6.2.1 Double Mass Curve 
 
For this study, the simulated precipitation trends for CCSM4 and MIROC5 were checked for 
consistency. The average of observed annual precipitation at six meteorological stations (Table 
5.2) and the simulated annual precipitation for each GCM for the period from 1980 to 2010 were 
tabulated. An average of six stations was computed because the pattern composed of the average 
of many records is less affected by an inconsistency in the record of any one station (Chang & Lee, 
1974). The cumulative of the six-station average observed precipitation was plotted on the x-axis 
and the cumulative of the simulated precipitation for both GCMs on the y-axis using the double 
mass curve technique. The data used to plot double mass curves for the counties in Illinois are 
included in Appendix B.  
 
The plots (Figure 6.4 to 6.6) show that while the trend is not perfectly linear, it is fairly-linear. The 
double mass curves for both GCMs indicate that the records are consistent although the points 
scatter slightly. For 5 out of the 6 counties analyzed the double mass curve is marginally below 
the linear reference, demonstrating that the GCMs underestimated precipitation. Union County 
was the only county for which the GCMs overestimated the precipitation trends. The trend for 
Madison County exhibited the closest resemblance to the linear trend. The double mass curves for 
some counties showed breaks in the linear trend which, may have been caused by an inherent 
variability in the hydrologic data, or due to a change in the constant of proportionality between the 
two plotted variables, or perhaps because the proportionality is not constant at all rates of 
cumulation. The difference in the slope of the points in comparison with the linear trendline 
indicate the degree of change in the relation between observed and simulated precipitation (Searcy 
& Hardison, 1960). The double mass curve analysis concludes that both CCSM4 and MIROC5 
have consistent precipitation records that can be utilized for this study. 
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Figure 6.4 Double mass curve for precipitation in Adams & Champaign Counties 
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Figure 6.5 Double mass curve for precipitation in Cook & Madison Counties 
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Figure 6.6 Double mass curve for precipitation in Rock Island & Union Counties 
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6.2.2 Climate Normals 
 
The climate normals for several counties in Illinois are shown in Figure 6.7 and 6.8. Appendix C 
contains the datasets used to plot the climate normals. Table 6.2 summarizes the statistical 
parameter values of , RMSD and R for both GCMs. The bold values in the table represent the 
more accurate statistical value between the two models. MIROC5 was more suited for Adams, 
Cook and Madison County with a higher correlation and lower RMSD value whereas CCSM4 
showed high performance for Champaign, Rock Island and Union County. Overall, MIROC5 had 
a higher correlation with values ranging from 0.726 to 0.97 while CCSM4 had a standard deviation 
closer to the observed, implying that the spread of model output and observed precipitation data is 
similar. 
 
Certain anomalies were observed in precipitation trends for Cook, Rock Island and Union 
Counties. The anomalies in Cook and Rock Island Counties may be attributed to the “heat island” 
effect which suggests that urban land use (i.e. cities) affect rainfall. Copious amounts of heat-
absorbing materials like concrete, steel and asphalt in urban areas trap heat, causing the 
temperature to increase. The average temperatures in a city may be as much as 6°F to 8°F higher 
than surrounding rural or suburban areas (NASA, 2006). The increase in temperature provides a 
source of unstable air. As the warmer air over the city rises, it cools and forms rain clouds. Hence 
more rainfall or unpredictable rainfall patterns may occur over urban areas which may not be 
accurately simulated by climate models. Union County located in the southern portion of Illinois 
faces a higher precipitation due to its elevation being higher than surrounding terrain (orographic 
effect). Since these conditions are not reflected in climate models, it may be responsible for the 
inconsistencies in precipitation trends.   
 
Evaluation of CCSM4 and MIROC5 for the simulation of precipitation patterns by means of 
climate normals and the double mass curve demonstrate that one model does not have a superior 
performance relative to the other model. Both models showed comparable performance in terms 
of precipitation. However, since temperature simulated by MIROC5 conformed better with 
observed temperature, MIROC5 was selected to create the climatological database for the VBA 
model. 
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Figure 6.7 Climate normals (1980-2010) for Adams, Champaign and Cook Counties 
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Figure 6.8 Climate normals (1980-2010) for Madison, Rock Island and Union Counties 
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Table 6.2 Statistical parameters for climate normals (1980-2010) 
 
    GCM Performance for precipitation 
   CCSM4 MIROC5 Observed 
S. No. County  RMSD R  RMSD R  
1 Adams 24.113 6.782 0.96 21.932 5.668 0.970 22.485 
2 Champaign 20.431 9.027 0.949 17.866 10.593 0.943 22.191 
3 Cook 20.663 14.55 0.777 17.356 12.509 0.844 22.42 
4 Madison 17.657 9.057 0.897 16.89 7.053 0.933 18.029 
5 Rock Island 26.238 10.419 0.932 23.342 10.728 0.938 26.669 
6 Union 16.510 16.110 0.793 16.742 16.865 0.726 19.665 
 
Table 6.2 compares values of statistical parameters for precipitation trends simulated by CCSM4 
and MIROC5 GCMs with respect to observed precipitation. The values in bold represent the more 
accurate statistical value between CCSM4 and MIROC5.   
 
6.3 Model Results 
 
Results from the VBA model developed by this study were analyzed for six counties across Illinois. 
From the model, two output variables: drained volume and crop yield (for corn and soybean) were 
examined in depth for three 30-year time periods: (1) historic period (1980-2010), (2) near future 
(2040-2069) and the (3) far future (2070-2099). Drain spacing from 6 meters to 30.5 meters (20 ft 
to 100 ft) at an interval of 3 meters (10 ft) and drain depth from 0.76 meters to 1.4 meters (2.5 ft 
to 4.5 ft) at an interval of 0.3 meters (1 ft) were specified for the simulation. Each drain depth (2.5 
ft, 3.5 ft and 4.5 ft) was simulated for the entire drain spacing range. The model output variable is 
on the y-axis, while the drain spacing is on the x-axis. The tile depths of 2.5 ft (in blue), 3.5 ft (in 
red) and 4.5 ft (in green) are plotted for each drain spacing within the 20 ft to 100 ft range. Drainage 
water management was applied and examined for Adams and Champaign Counties. Tile depths 
that show results for DWM are distinguished from tile depths without DWM by an asterisk on the 
legend and different colors for each depth.  
 
Overall results across all six counties indicate that the simulated drained volume for the baseline 
period (1980 to 2010) was lower than the drained volume obtained using observed temperature 
and precipitation for the same period. This suggests a moderate underestimation of the climatic 
variables simulated by the MIROC5 GCM. The graphs showing drained volume (in inches) for 
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1980 to 2010 for counties in Illinois (Figures 6.9, 6.12, 6.15, 6.17, 6.19 and 6.21) unitedly show 
that drained volume determined using observed climatic variables is higher than the drained 
volume obtained using simulated climatic variables. Nonetheless, the trendlines for tile depth and 
spacing for which simulations were performed on the VBA model show a similar pattern for 
drained volume obtained using observed and simulated climatic variables for the baseline period. 
For future time periods, the drainage volume showed a deviation from the baseline period. The 
increase or decrease in drained volume in the near-future (2040 to 2069) and far future (2070 to 
2099) may be due to the variability of anticipated precipitation in the future.  
 
Corn and soybean yield were well approximated by the model. The graphs for both corn and 
soybean yield obtained using observed climatic data and simulated climatic data have comparable 
overall yield values for each depth and spacing combination (Figures 6.9, 6.12, 6.15, 6.17, 6.19 
and 6.21). Corn yield in the near-future reduced to almost half of the present yield. The far future 
saw a larger decline because of extreme heat stress. Results are consistent with previous studies 
(Melillo et al., 2014) that state corn yields fail at high temperatures (above 95 °F). Potential future 
adaptations to climate change for corn yields would require an increased tolerance to higher 
temperatures or a change in the variety of crops grown. The yield for soybean was affected less 
than corn. Soybean yield showed a gradual decline over the years. Soybean benefits more than 
corn from CO2 fertilization (Southworth et al., 2000; USC, 2009), which explains the slower rate 
of decrease.  
 
During all three time periods, for four out of the six counties analyzed, the tile depth of 2.5 ft (at 
spacing intervals roughly between 20 ft and 80 ft) corresponded with the lowest drained volume 
and highest yield for both corn and soybean (Figures 6.12 to 6.16 and 6.19 to 6.22). The depth of 
installation is affected by the soil texture, crop, required drop of the water table and drain spacing. 
The aridity caused by extreme heat may have altered crop water requirements making shallow tile 
depths more suitable for crop growth. Crop production is adversely affected by both excess and 
insufficient soil moisture. Results from the VBA model demonstrate that shallow tile depths with 
less drainage would be better for crop yield in the future periods. In terms of an optimal spacing, 
results were inconclusive as there was a large variation based on location and time-period. A 
narrower spacing between 20 ft to 60 ft had a higher yield for the historic period, while a wider 
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spacing between 40 ft to 80 ft was better suited for the future periods at all tile depths (2.5 ft, 3.5 
ft and 4.5 ft). Wider spacings decrease drainage intensity; this may be favorable in the future with 
erratic precipitation patterns. Soils with low permeability require more closely spaced drains while 
higher permeability soils can be spaced further apart as the amount of time to drain a volume of 
water reduces with a closer spacing. Selected model output for each county is presented from 
Figures 6.9 to 6.22 and county specific results are discussed in detail below.  
 
Adams County was analyzed with the Keomah silt loam. Keomah consists of very deep, poorly 
drained soils formed in loess. Across the different time periods, the drained volume did not show 
a significant change; there was a slight decrease in the near-future which remained consistent for 
the far future. For Adams, the optimal depth was found to be 4.5 ft; an exception to the optimal 
depth of 2.5 ft for most counties. The depth of 4.5 ft was deemed optimal as the yield (for corn and 
soybean) was consistently the highest at that depth across all spacings. Contrary to results in other 
counties where the optimal depth was correlated to the lowest drained volume, the optimal depth 
of 4.5 ft generated the highest drained volume (Figures 6.9 to 6.11). Results for Adams County 
may differ from other counties with respect to an optimal tile depth due to the properties of the 
soil. The highest yield was produced at the optimal depth at a spacing between 20 to 60 ft until 
2069, and at an increased spacing of 40 to 80 ft from 2070 until the end of the century.  
 
Champaign, Cook, Rock Island and Union Counties had an optimal depth of 2.5 ft, which 
correlated to the highest yield and lowest drained volume. A shallow tile depth was well suited for 
the soil types in these counties. Optimal spacing for Champaign was between 20 to 60 ft for the 
baseline period (Figure 6.12) and 60 to 90 ft for the future periods (Figures 6.13 and 6.14). For 
Cook County, at the optimal depth of 2.5 ft the yield was much higher for soybean as compared to 
corn (Figures 6.15 and 6.16). Corn yields for Cook County did not show much variation with 
changing tile depths. A spacing of 20 to 40 ft was optimal in the past, while 40 to 80 ft was optimal 
for the future. Although a city with no corn and soybeans grown, Cook County was included as a 
case study of the VBA model due to its data consistency. Rock Island had an optimal spacing of 
40 to 80 ft (Figure 6.19) in the historic period and 60 to 90 ft in the future (Figure 6.20). Union 
county had the widest optimal spacing ranging from 60 to 80 ft in the past (Figure 6.21) to 80 to 
100 ft in the future (Figure 6.22).  
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Another exception to the optimal depth of 2.5 ft was Madison County. For Madison the depth of 
2.5 corresponded to the lowest yield for both corn and soybean (Figures 6.17 and 6.18). The tile 
depth of 2.5 ft showed almost no yield at all for corn across all time periods. The yield at both 3.5 
ft and 4.5 ft were comparable for corn, with 3.5 ft showing slightly higher yield. Results for 
soybean showed more variation, the tile depth of 2.5 ft produced yield up to a spacing of 50 ft after 
which it sharply dropped to zero. However, for the far future soybean showed the highest yield at 
2.5 ft as opposed to all other maximum yield depths. This may be an anomaly or due to soil 
properties of Virden-Fosterburg used for Madison county. Less drainage at a shallow depth may 
be counterproductive for crop yield due to the soil’s porosity (ability to retain water).  With one 
exception, maximum yield was obtained at the depth of 3.5 ft and spacing of 40 to 80 ft. 
 
DWM was incorporated for Adams and Champaign Counties for the future periods (2040 to 2069 
and 2070 to 2099). Figures 6.10 and 6.11 for Adams County, and Figures 6.13 and 6.14 for 
Champaign County show that DWM has less than 5% effect on yield. Applying DWM decreases 
the drained volume by approximately 2 inches for each tile depth. The VBA model simulations 
make evident that DWM is mainly related to water quality as it reduces the amount of nitrate and 
reduces nutrient losses, and that DWM has a negligible influence on overall crop yield. DWM 
options may be further analyzed or weir raising and lowering dates adjusted to assess its impact 
on other output variables of the VBA model. 
 
The optimization of subsurface drainage design is necessary as the drainage system is closely 
associated with crop production and can be used to maximize yield. Results from this study 
highlight the spatial variability of crop responses to changed environmental conditions. This 
analysis concludes that validated hydrological simulation models can be successfully used to 
understand the consequences of environmental effects on crop physiological processes under 
scenarios of climate change.  
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Figure 6.9 Selected model output for Adams County (1980-2010) 
 
 
 
 
 
 
 
 
62 
 
 
Figure 6.10 Selected model output for Adams County (2040 - 2069) 
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Figure 6.11 Selected model output for Adams County (2070 - 2099) 
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Figure 6.12 Selected model output for Champaign County (1980-2010) 
 
 
 
 
 
 
 
 
 
65 
 
 
Figure 6.13 Selected model output for Champaign County (2040-2069) 
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Figure 6.14 Selected model output for Champaign County (2070-2099) 
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Figure 6.15 Selected model output for Cook County (1980-2010) 
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Figure 6.16 Selected model output for Cook County (2040-2099) 
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Figure 6.17 Selected model output for Madison County (1980-2010) 
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Figure 6.18 Selected model output for Madison County (2040-2099) 
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Figure 6.19 Selected model output for Rock Island County (1980-2010) 
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Figure 6.20 Selected model output for Rock Island County (2040-2099) 
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Figure 6.21 Selected model output for Union County (1980-2010) 
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Figure 6.22 Selected model output for Union County (2040-2099) 
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Chapter 7: Conclusion 
 
 
Subsurface drainage systems can be designed to maintain crop production under climate stress as 
evident in various counties across Illinois. The hydrology of a region and crop production benefits 
are determined by climatic conditions. This research addresses the impacts of future climatic 
patterns on subsurface drainage by simulating drain flows and crop yield for an interval of depth 
and spacing. Model simulations were used to determine the tile depth and spacing that correlates 
to the maximum yield depending on the region and soil type.  
 
A climatological database containing maximum air surface temperature (°C), minimum air surface 
temperature (°C) and rate of precipitation (mm/day) was successfully created using projections 
from the MIROC5 GCM with datasets ranging from 1980 to 2010 and 2040 to 2099. The 
performance of the MIROC5 GCM in simulating climate variables was analyzed for temperature 
using the Taylor diagram, and for precipitation using the double mass curve and climate normals. 
MIROC5 showed a consistent temporal trend of meteorological data and a good agreement 
between the empirical data and the model simulations.  
 
With the baseline period (1980 to 2010) and future periods (2040 to 2069 and 2070 to 2099) 
climate variables as input, the VBA model developed by this study simulated an overall pattern of 
decreasing crop production under scenarios of climate change. During the mid-century there was 
a significant decline in crop yield which was dangerously close to nothing towards the end of the 
century primarily due to intense heat during the main growth period. Soybean yield was less 
affected with a progressive yet unalarming decline as soybean benefits from increased atmospheric 
CO2 concentrations promoting increased growth and tolerance to hot temperatures. Future periods 
required a decrease in drainage intensity with wider drain spacing to maintain crop yield. The 
depth and spacing requirements of drainage systems under climate stress need to be factored in the 
design of future drainage systems and restoration of existing networks.  
 
An update is projected to the Illinois Drainage Guide, making the VBA model and its database 
available for users to test various tile drainage conditions in the Midwest U.S. For agricultural 
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practices in Illinois to sustain crop yield under future climatic conditions, this VBA model may be 
applied to the design of drainage systems pending an initial testing of simulation recommendations 
for tile depth and drain spacing on a test site. Further research may involve extending the 
representative soils for the Midwest, including climatic data from multiple GCMs or evaluating 
the impact of climate change on other output variables of the VBA model. 
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Appendix A: Coordinates for County Centroids 
 
Table A.1 Centroid coordinates for counties in Illinois 
 
County 
Name 
County 
Code 
Station 
ID 
X 
(longitude) 
Y 
(latitude) 
Longitude (degree, 
minute, second) 
Latitude (degree, 
minute, second) 
Adams 1 170001 -91.18843 39.98784 091° 11' 18.34" W 39° 59' 16.22" N 
Alexander  3 170003 -89.33759 37.19138 089° 20' 15.32" W 37° 11' 28.96" N 
Bond  5 170005 -89.43553 38.88684 089° 26' 07.90" W 38° 53' 12.62" N 
Boone  7 170007 -88.82337 42.32306 088° 49' 24.13" W 42° 19' 23.01" N 
Brown  9 170009 -90.75037 39.96182 090° 45' 01.33" W 39° 57' 42.55" N 
Bureau  11 170011 -89.52883 41.4041 089° 31' 43.78" W 41° 24' 14.75" N 
Calhoun  13 170013 -90.6675 39.16925 090° 40' 03.00" W 39° 10' 09.29" N 
Carroll  15 170015 -89.93424 42.06896 089° 56' 03.26" W 42° 04' 08.25" N 
Cass  17 170017 -90.24713 39.97376 090° 14' 49.66" W 39° 58' 25.53" N 
Champaign  19 170019 -88.19913 40.14002 088° 11' 56.86" W 40° 08' 24.07" N 
Christian  21 170021 -89.27721 39.54573 089° 16' 37.95" W 39° 32' 44.62" N 
Clark  23 170023 -87.78777 39.33357 087° 47' 15.97" W 39° 20' 00.85" N 
Clay  25 170025 -88.49025 38.75416 088° 29' 24.90" W 38° 45' 14.97" N 
Clinton  27 170027 -89.42253 38.60644 089° 25' 21.10" W 38° 36' 23.18" N 
Coles  29 170029 -88.22206 39.52021 088° 13' 19.41" W 39° 31' 12.75" N 
Cook  31 170031 -87.81689 41.84006 087° 49' 00.80" W 41° 50' 24.21" N 
Crawford 33 170033 -87.75954 39.00269 087° 45' 34.34" W 39° 00' 09.68" N 
Cumberland 35 170035 -88.24003 39.27325 088° 14' 24.10" W 39° 16' 23.69" N 
DeKalb  37 170037 -88.77027 41.89353 088° 46' 12.97" W 41° 53' 36.70" N 
DeWitt  39 170039 -88.90407 40.1746 088° 54' 14.65" W 40° 10' 28.55" N 
Douglas  41 170041 -88.21713 39.76938 088° 13' 01.66" W 39° 46' 09.76" N 
DuPage  43 170043 -88.08561 41.85194 088° 05' 08.19" W 41° 51' 06.98" N 
Edgar  45 170045 -87.74557 39.67851 087° 44' 44.05" W 39° 40' 42.63" N 
Edwards 47 170047 -88.05327 38.41653 088° 03' 11.77" W 38° 24' 59.50" N 
Effingham  49 170049 -88.58981 39.05984 088° 35' 23.31" W 39° 03' 35.42" N 
Fayette  51 170051 -89.02408 39.00013 089° 01' 26.68" W 39° 00' 00.46" N 
Ford 53 170053 -88.22337 40.59711 088° 13' 24.13" W 40° 35' 49.59" N 
Franklin  55 170055 -88.92428 37.99222 088° 55' 27.40" W 37° 59' 31.99" N 
Fulton  57 170057 -90.20744 40.47277 090° 12' 26.78" W 40° 28' 21.97" N 
Gallatin  59 170059 -88.2305 37.76275 088° 13' 49.80" W 37° 45' 45.89" N 
Greene  61 170061 -90.39037 39.35625 090° 23' 25.33" W 39° 21' 22.50" N 
Grundy  63 170063 -88.41842 41.28506 088° 25' 06.31" W 41° 17' 06.21" N 
Hamilton 65 170065 -88.53916 38.08157 088° 32' 20.97" W 38° 04' 53.65" N 
Hancock  67 170067 -91.1647 40.40366 091° 09' 52.91" W 40° 24' 13.17" N 
Hardin  69 170069 -88.26698 37.51828 088° 16' 01.12" W 37° 31' 05.80" N 
Henderson  71 170071 -90.92513 40.8183 090° 55' 30.46" W 40° 49' 05.88" N 
Henry 73 170073 -90.13157 41.35311 090° 07' 53.65" W 41° 21' 11.19" N 
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Table A.1 (cont.) 
 
County 
Name 
County 
Code 
Station 
ID 
X 
(longitude) 
Y 
(latitude) 
Longitude (degree, 
minute, second) 
Latitude (degree, 
minute, second) 
Iroquois  75 170075 -87.82436 40.7472 087° 49' 27.69" W 40° 44' 49.91" N 
Jackson 77 170077 -89.3833 37.78482 089° 22' 59.88" W 37° 47' 05.35" N 
Jasper  79 170079 -88.15381 39.00995 088° 09' 13.71" W 39° 00' 35.82" N 
Jefferson  81 170081 -88.924 38.30053 088° 55' 26.40" W 38° 18' 01.90" N 
Jersey  83 170083 -90.35628 39.08555 090° 21' 22.60" W 39° 05' 07.97" N 
Jo Daviess  85 170085 -90.21244 42.3659 090° 12' 44.78" W 42° 21' 57.24" N 
Johnson  87 170087 -88.8809 37.45969 088° 52' 51.23" W 37° 27' 34.88" N 
Kane 89 170089 -88.4286 41.93881 088° 25' 42.96" W 41° 56' 19.71" N 
Kankakee  91 170091 -87.86178 41.13766 087° 51' 42.40" W 41° 08' 15.57" N 
Kendall  93 170093 -88.42882 41.59053 088° 25' 43.75" W 41° 35' 25.90" N 
Knox  95 170095 -90.21339 40.93175 090° 12' 48.20" W 40° 55' 54.30" N 
Lake  97 170097 -88.0036 42.32327 088° 00' 12.96" W 42° 19' 23.77" N 
LaSalle  99 170099 -88.88591 41.34402 088° 53' 09.27" W 41° 20' 38.47" N 
Lawrence  101 170101 -87.72676 38.71991 087° 43' 36.33" W 38° 43' 11.67" N 
Lee  103 170103 -89.30021 41.74616 089° 18' 00.75" W 41° 44' 46.17" N 
Livingston  105 170105 -88.55792 40.89159 088° 33' 28.51" W 40° 53' 29.72" N 
Logan  107 170107 -89.36749 40.12456 089° 22' 02.96" W 40° 07' 28.41" N 
McDonough  109 170109 -90.67789 40.45625 090° 40' 40.40" W 40° 27' 22.49" N 
McHenry  111 170111 -88.45249 42.32433 088° 27' 08.96" W 42° 19' 27.58" N 
McLean 113 170113 -88.84731 40.49086 088° 50' 50.31" W 40° 29' 27.09" N 
Macon 115 170115 -88.96154 39.86004 088° 57' 41.54" W 39° 51' 36.14" N 
Macoupin  117 170117 -89.92431 39.26106 089° 55' 27.51" W 39° 15' 39.81" N 
Madison 119 170119 -89.905 38.8297 089° 54' 18.00" W 38° 49' 46.92" N 
Marion  121 170121 -88.91893 38.64955 088° 55' 08.14" W 38° 38' 58.37" N 
Marshall  123 170123 -89.34513 41.03321 089° 20' 42.46" W 41° 01' 59.55" N 
Mason  125 170125 -89.91677 40.23965 089° 55' 00.37" W 40° 14' 22.73" N 
Massac  127 170127 -88.70777 37.21909 088° 42' 27.97" W 37° 13' 08.72" N 
Menard  129 170129 -89.80198 40.02745 089° 48' 07.12" W 40° 01' 38.82" N 
Mercer  131 170131 -90.74152 41.20556 090° 44' 29.47" W 41° 12' 20.01" N 
Monroe  133 170133 -90.17727 38.27837 090° 10' 38.17" W 38° 16' 42.13" N 
Montgomery  135 170135 -89.47886 39.23102 089° 28' 43.89" W 39° 13' 51.67" N 
Morgan 137 170137 -90.20134 39.7157 090° 12' 04.82" W 39° 42' 56.51" N 
Moultrie  139 170139 -88.61938 39.64166 088° 37' 09.76" W 39° 38' 29.97" N 
Ogle  141 170141 -89.32065 42.04275 089° 19' 14.34" W 42° 02' 33.89" N 
Peoria  143 170143 -89.76006 40.78806 089° 45' 36.21" W 40° 47' 17.01" N 
Perry  145 170145 -89.36707 38.08373 089° 22' 01.45" W 38° 05' 01.42" N 
Piatt  147 170147 -88.59098 40.01038 088° 35' 27.52" W 40° 00' 37.36" N 
Pike 149 170149 -90.88576 39.62279 090° 53' 08.73" W 39° 37' 22.04" N 
Pope 151 170151 -88.56166 37.41271 088° 33' 41.97" W 37° 24' 45.75" N 
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Table A.1 (cont.) 
 
County 
Name 
County 
Code 
Station 
ID 
X 
(longitude) 
Y 
(latitude) 
Longitude (degree, 
minute, second) 
Latitude (degree, 
minute, second) 
Pulaski  153 170153 -89.1265 37.22301 089° 07' 35.39" W 37° 13' 22.83" N 
Putnam  155 170155 -89.28582 41.20445 089° 17' 08.95" W 41° 12' 16.02" N 
Rock Island  161 170161 -90.56741 41.46729 090° 34' 02.67" W 41° 28' 02.24" N 
St. Clair 163 170163 -89.92846 38.47033 089° 55' 42.45" W 38° 28' 13.18" N 
Saline  165 170165 -88.5408 37.75314 088° 32' 26.88" W 37° 45' 11.30" N 
Sangamon 167 170167 -89.65862 39.75826 089° 39' 31.03" W 39° 45' 29.73" N 
Schuyler  169 170169 -90.61515 40.15808 090° 36' 54.53" W 40° 09' 29.08" N 
Scott  171 170171 -90.47468 39.64425 090° 28' 28.84" W 39° 38' 39.29" N 
Shelby  173 170173 -88.80553 39.39126 088° 48' 19.90" W 39° 23' 28.53" N 
Stark 175 170175 -89.79816 41.09338 089° 47' 53.37" W 41° 05' 36.16" N 
Stephenson  177 170177 -89.66234 42.35191 089° 39' 44.42" W 42° 21' 06.87" N 
Tazewell  179 170179 -89.5134 40.50751 089° 30' 48.24" W 40° 30' 27.03" N 
Union  181 170181 -89.2551 37.47124 089° 15' 18.35" W 37° 28' 16.46" N 
Vermilion 183 170183 -87.73279 40.18343 087° 43' 58.04" W 40° 11' 00.34" N 
Wabash  185 170185 -87.84435 38.44597 087° 50' 39.66" W 38° 26' 45.49" N 
Warren 187 170187 -90.61507 40.84908 090° 36' 54.25" W 40° 50' 56.68" N 
Washington  189 170189 -89.41045 38.35219 089° 24' 37.61" W 38° 21' 07.88" N 
Wayne  191 170191 -88.42561 38.42955 088° 25' 32.19" W 38° 25' 46.37" N 
White  193 170193 -88.17966 38.08743 088° 10' 46.77" W 38° 05' 14.74" N 
Whiteside  195 170195 -89.9139 41.75643 089° 54' 50.03" W 41° 45' 23.14" N 
Will 197 170197 -87.97864 41.44501 087° 58' 43.10" W 41° 26' 42.03" N 
Williamson 199 170199 -88.92996 37.73018 088° 55' 47.85" W 37° 43' 48.64" N 
Winnebago  201 170201 -89.16078 42.33634 089° 09' 38.80" W 42° 20' 10.82" N 
Woodford 203 170203 -89.21137 40.78831 089° 12' 40.93" W 40° 47' 17.91" N 
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Appendix B: Double Mass Curve 
 
Table B.1 Observed precipitation at meteorological stations in Illinois’ counties 
 
 
 
 
 
  Observed Precipitation   
Year Adams Champaign Cook Madison 
Rock 
Island Union 
6 station 
Average 
Cumulative 
6-sta. 
Average 
1980 67.317 67.200 81.900 64.072 77.333 64.433 70.376 70.376 
1981 92.358 97.158 83.033 81.724 77.617 96.400 88.049 158.424 
1982 104.583 92.608 94.617 101.854 93.258 140.825 104.624 263.049 
1983 77.275 106.508 104.492 97.134 77.950 126.267 98.271 361.320 
1984 92.133 85.867 72.050 77.978 83.425 120.392 88.641 449.960 
1985 100.925 96.742 84.925 98.446 87.508 122.125 98.445 548.406 
1986 93.333 74.883 67.258 75.861 85.675 100.108 82.853 631.259 
1987 68.275 87.633 87.608 67.310 79.583 79.100 78.252 709.510 
1988 43.092 62.658 70.625 67.162 54.575 92.050 65.027 774.537 
1989 45.667 73.783 62.433 40.386 67.617 87.508 62.899 837.436 
1990 91.233 112.850 91.325 85.598 106.742 123.850 101.933 939.369 
1991 91.583 73.842 74.192 68.813 73.033 97.033 79.749 1019.119 
1992 68.400 95.608 63.817 72.665 84.642 76.133 76.878 1095.996 
1993 103.083 123.950 95.175 109.157 107.567 123.758 110.448 1206.445 
1994 71.167 79.392 62.617 70.570 68.050 97.642 74.906 1281.351 
1995 84.242 77.317 69.658 75.629 72.600 90.408 78.309 1359.660 
1996 69.850 81.300 65.075 114.110 58.933 101.033 81.717 1441.377 
1997 63.250 78.117 67.200 60.833 73.950 103.600 74.492 1515.868 
1998 99.800 97.608 79.508 94.171 102.300 105.092 96.413 1612.281 
1999 63.933 83.742 81.017 34.544 71.875 93.533 71.441 1683.722 
2000 68.558 80.050 70.700 82.910 80.033 103.558 80.968 1764.690 
2001 77.600 76.933 96.975 101.537 85.267 108.817 91.188 1855.878 
2002 83.075 83.600 71.875 106.511 69.633 130.250 90.824 1946.702 
2003 68.842 84.667 67.817 114.364 67.200 103.092 84.330 2031.032 
2004 78.017 90.850 66.867 124.947 77.425 97.900 89.334 2120.366 
2005 54.867 77.033 51.033 92.858 37.917 95.042 68.125 2188.491 
2006 62.442 80.267 88.850 67.479 79.092 128.500 84.438 2272.930 
2007 57.850 71.883 75.842 70.549 89.458 97.317 77.150 2350.079 
2008 105.200 111.133 107.717 125.053 102.942 140.750 115.466 2465.545 
2009 99.383 108.575 90.175 111.379 108.558 111.900 104.995 2570.540 
2010 82.192 75.567 79.675 73.427 95.583 85.400 81.974 2652.514 
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Table B.2 Data for double mass curve for Adams County 
 
  Simulated Cumulative 
Year CCSM4 MIROC5 CCSM4 MIROC5 
6- sta. 
Average* 
1980 51.217 83.765 51.217 83.765 70.376 
1981 46.262 76.881 97.480 160.645 158.424 
1982 67.667 69.634 165.146 230.279 263.049 
1983 87.140 69.107 252.286 299.386 361.320 
1984 78.383 68.802 330.669 368.188 449.960 
1985 90.334 104.276 421.003 472.464 548.406 
1986 91.295 75.471 512.298 547.935 631.259 
1987 61.903 89.164 574.201 637.099 709.510 
1988 66.616 73.660 640.817 710.759 774.537 
1989 61.046 69.576 701.863 780.335 837.436 
1990 75.837 93.772 777.700 874.107 939.369 
1991 76.775 88.840 854.475 962.946 1019.119 
1992 127.878 94.298 982.353 1057.244 1095.996 
1993 78.091 64.504 1060.444 1121.748 1206.445 
1994 76.923 81.947 1137.367 1203.695 1281.351 
1995 66.803 92.192 1204.170 1295.887 1359.660 
1996 72.289 71.733 1276.459 1367.620 1441.377 
1997 88.070 82.871 1364.529 1450.491 1515.868 
1998 60.625 84.069 1425.153 1534.560 1612.281 
1999 76.937 72.419 1502.091 1606.979 1683.722 
2000 74.430 68.446 1576.521 1675.425 1764.690 
2001 88.026 72.168 1664.547 1747.593 1855.878 
2002 95.859 73.297 1760.406 1820.890 1946.702 
2003 83.259 68.793 1843.665 1889.683 2031.032 
2004 70.470 68.304 1914.136 1957.987 2120.366 
2005 88.253 64.032 2002.389 2022.018 2188.491 
2006 106.399 68.879 2108.788 2090.898 2272.930 
2007 75.354 58.014 2184.142 2148.912 2350.079 
2008 81.692 95.169 2265.834 2244.081 2465.545 
2009 61.221 85.474 2327.055 2329.555 2570.540 
2010 94.696 58.091 2421.751 2387.646 2652.514 
 
*The cumulative 6-station average for observed precipitation was obtained from computations in 
Table B.1 of Appendix B. 
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Table B.3 Data for double mass curve for Champaign County 
 
 Simulated Cumulative 
Year CCSM4 MIROC5 CCSM4 MIROC5 
6- sta. 
Average* 
1980 57.960 91.973 57.960 91.973 70.376 
1981 50.772 74.720 108.733 166.693 158.424 
1982 61.401 82.917 170.134 249.610 263.049 
1983 92.221 79.176 262.355 328.786 361.320 
1984 74.473 77.313 336.828 406.099 449.960 
1985 94.539 106.912 431.368 513.011 548.406 
1986 90.842 75.926 522.210 588.938 631.259 
1987 73.146 84.499 595.356 673.437 709.510 
1988 79.664 74.037 675.020 747.473 774.537 
1989 73.854 69.964 748.874 817.437 837.436 
1990 77.383 95.090 826.258 912.527 939.369 
1991 88.600 88.102 914.857 1000.629 1019.119 
1992 109.835 85.531 1024.692 1086.160 1095.996 
1993 87.421 75.622 1112.113 1161.782 1206.445 
1994 80.352 74.499 1192.465 1236.281 1281.351 
1995 64.980 90.050 1257.445 1326.330 1359.660 
1996 77.688 69.575 1335.133 1395.905 1441.377 
1997 91.123 73.531 1426.256 1469.436 1515.868 
1998 71.029 94.553 1497.285 1563.989 1612.281 
1999 78.693 68.701 1575.978 1632.690 1683.722 
2000 75.510 70.217 1651.488 1702.907 1764.690 
2001 102.592 71.259 1754.080 1774.166 1855.878 
2002 76.789 75.631 1830.870 1849.796 1946.702 
2003 98.680 76.776 1929.550 1926.573 2031.032 
2004 73.619 59.139 2003.169 1985.712 2120.366 
2005 90.655 68.836 2093.824 2054.547 2188.491 
2006 101.771 74.820 2195.595 2129.368 2272.930 
2007 63.736 81.856 2259.331 2211.223 2350.079 
2008 97.208 97.632 2356.539 2308.856 2465.545 
2009 74.364 85.013 2430.902 2393.869 2570.540 
2010 82.071 63.884 2512.973 2457.752 2652.514 
 
*The cumulative 6-station average for observed precipitation was obtained from computations in 
Table B.1 of Appendix B. 
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Table B.4 Data for double mass curve for Cook County 
 
  Simulated Cumulative 
Year CCSM4 MIROC5 CCSM4 MIROC5 
6- sta. 
Average* 
1980 46.101 88.802 46.101 88.802 70.376 
1981 49.992 74.199 96.093 163.001 158.424 
1982 65.429 81.399 161.522 244.399 263.049 
1983 73.900 71.693 235.422 316.092 361.320 
1984 73.187 65.946 308.609 382.038 449.960 
1985 89.730 95.970 398.339 478.008 548.406 
1986 99.307 70.607 497.647 548.615 631.259 
1987 74.599 73.997 572.246 622.612 709.510 
1988 75.215 83.247 647.461 705.859 774.537 
1989 67.267 68.385 714.728 774.244 837.436 
1990 72.667 85.827 787.395 860.071 939.369 
1991 87.488 82.427 874.883 942.498 1019.119 
1992 96.092 78.614 970.975 1021.111 1095.996 
1993 75.441 67.290 1046.416 1088.401 1206.445 
1994 71.993 80.971 1118.409 1169.372 1281.351 
1995 59.935 79.891 1178.344 1249.264 1359.660 
1996 69.959 61.799 1248.303 1311.062 1441.377 
1997 86.742 70.144 1335.044 1381.207 1515.868 
1998 73.488 82.881 1408.532 1464.087 1612.281 
1999 79.393 64.469 1487.925 1528.556 1683.722 
2000 70.198 72.271 1558.123 1600.827 1764.690 
2001 87.989 63.565 1646.112 1664.392 1855.878 
2002 77.112 80.403 1723.225 1744.795 1946.702 
2003 75.361 72.372 1798.586 1817.167 2031.032 
2004 73.528 62.491 1872.114 1879.658 2120.366 
2005 97.383 64.930 1969.497 1944.588 2188.491 
2006 95.897 77.729 2065.394 2022.318 2272.930 
2007 72.425 74.113 2137.819 2096.431 2350.079 
2008 101.280 85.930 2239.099 2182.360 2465.545 
2009 74.615 83.152 2313.715 2265.512 2570.540 
2010 70.353 65.658 2384.068 2331.169 2652.514 
 
*The cumulative 6-station average for observed precipitation was obtained from computations in 
Table B.1 of Appendix B. 
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Table B.5 Data for double mass curve for Madison County 
 
  Simulated Cumulative 
Year CCSM4 MIROC5 CCSM4 MIROC5 
6- sta. 
Average* 
1980 54.955 86.233 54.955 86.233 70.376 
1981 62.096 80.384 117.050 166.617 158.424 
1982 75.852 73.209 192.902 239.825 263.049 
1983 100.621 83.239 293.523 323.065 361.320 
1984 82.300 82.339 375.823 405.404 449.960 
1985 87.859 105.430 463.682 510.834 548.406 
1986 92.677 86.980 556.359 597.815 631.259 
1987 77.609 91.884 633.968 689.698 709.510 
1988 70.721 79.976 704.689 769.674 774.537 
1989 82.245 74.268 786.934 843.942 837.436 
1990 80.356 99.584 867.290 943.526 939.369 
1991 83.251 90.653 950.541 1034.179 1019.119 
1992 105.709 85.227 1056.250 1119.407 1095.996 
1993 79.595 84.492 1135.845 1203.899 1206.445 
1994 69.608 69.343 1205.453 1273.242 1281.351 
1995 68.052 84.361 1273.505 1357.604 1359.660 
1996 74.230 84.235 1347.735 1441.839 1441.377 
1997 87.051 89.459 1434.787 1531.298 1515.868 
1998 74.669 86.527 1509.455 1617.825 1612.281 
1999 84.292 70.909 1593.748 1688.734 1683.722 
2000 72.030 70.574 1665.778 1759.308 1764.690 
2001 107.084 71.823 1772.862 1831.131 1855.878 
2002 76.288 72.641 1849.149 1903.772 1946.702 
2003 91.284 80.367 1940.434 1984.139 2031.032 
2004 71.691 75.256 2012.125 2059.395 2120.366 
2005 92.678 91.695 2104.803 2151.090 2188.491 
2006 106.433 67.737 2211.236 2218.827 2272.930 
2007 53.975 75.447 2265.211 2294.274 2350.079 
2008 88.059 90.819 2353.270 2385.093 2465.545 
2009 67.805 94.360 2421.075 2479.453 2570.540 
2010 82.568 63.787 2503.642 2543.240 2652.514 
 
*The cumulative 6-station average for observed precipitation was obtained from computations in 
Table B.1 of Appendix B. 
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Table B.6 Data for double mass curve for Rock Island County 
 
  Simulated Cumulative 
Year CCSM4 MIROC5 CCSM4 MIROC5 
6- sta. 
Average* 
1980 47.933 80.051 47.933 80.051 70.376 
1981 49.568 81.902 97.501 161.953 158.424 
1982 67.744 84.733 165.246 246.686 263.049 
1983 82.714 76.537 247.959 323.223 361.320 
1984 74.109 70.234 322.069 393.457 449.960 
1985 92.383 91.584 414.452 485.041 548.406 
1986 86.895 78.300 501.347 563.341 631.259 
1987 72.723 82.840 574.070 646.181 709.510 
1988 75.412 81.038 649.482 727.219 774.537 
1989 56.531 69.086 706.013 796.305 837.436 
1990 67.020 86.452 773.033 882.757 939.369 
1991 76.577 76.284 849.611 959.040 1019.119 
1992 104.432 84.505 954.043 1043.545 1095.996 
1993 80.019 64.631 1034.062 1108.176 1206.445 
1994 66.699 85.920 1100.762 1194.096 1281.351 
1995 58.932 89.509 1159.693 1283.606 1359.660 
1996 68.356 60.509 1228.049 1344.115 1441.377 
1997 89.828 68.445 1317.878 1412.560 1515.868 
1998 68.129 81.607 1386.006 1494.166 1612.281 
1999 75.996 62.401 1462.002 1556.567 1683.722 
2000 68.577 69.769 1530.579 1626.336 1764.690 
2001 94.055 71.688 1624.634 1698.024 1855.878 
2002 77.663 78.302 1702.297 1776.326 1946.702 
2003 71.266 69.677 1773.563 1846.003 2031.032 
2004 75.702 60.796 1849.266 1906.800 2120.366 
2005 99.030 71.924 1948.295 1978.724 2188.491 
2006 106.640 72.389 2054.935 2051.113 2272.930 
2007 81.410 66.800 2136.345 2117.912 2350.079 
2008 89.768 75.776 2226.113 2193.688 2465.545 
2009 80.958 90.158 2307.071 2283.846 2570.540 
2010 76.546 53.033 2383.616 2336.879 2652.514 
 
*The cumulative 6-station average for observed precipitation was obtained from computations in 
Table B.1 of Appendix B. 
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Table B.7 Data for double mass curve for Union County 
 
  Simulated Cumulative 
Year CCSM4 MIROC5 CCSM4 MIROC5 
6- sta. 
Average* 
1980 64.533 107.308 64.533 107.308 70.376 
1981 66.837 93.429 131.369 200.737 158.424 
1982 95.927 91.964 227.296 292.700 263.049 
1983 98.253 80.767 325.549 373.467 361.320 
1984 109.434 97.732 434.983 471.200 449.960 
1985 95.774 116.231 530.757 587.431 548.406 
1986 112.308 110.647 643.065 698.078 631.259 
1987 90.994 82.030 734.059 780.108 709.510 
1988 82.891 78.628 816.950 858.736 774.537 
1989 92.931 94.423 909.881 953.159 837.436 
1990 99.564 118.488 1009.446 1071.647 939.369 
1991 95.982 113.742 1105.427 1185.388 1019.119 
1992 101.276 100.650 1206.704 1286.038 1095.996 
1993 88.807 97.036 1295.511 1383.074 1206.445 
1994 76.275 70.534 1371.786 1453.608 1281.351 
1995 76.902 93.459 1448.687 1547.067 1359.660 
1996 91.419 106.732 1540.107 1653.799 1441.377 
1997 102.347 93.257 1642.454 1747.056 1515.868 
1998 86.089 97.886 1728.543 1844.943 1612.281 
1999 87.391 84.583 1815.934 1929.526 1683.722 
2000 81.867 80.917 1897.801 2010.442 1764.690 
2001 133.076 74.203 2030.877 2084.645 1855.878 
2002 80.529 86.455 2111.405 2171.100 1946.702 
2003 115.060 93.830 2226.465 2264.931 2031.032 
2004 89.534 88.005 2316.000 2352.936 2120.366 
2005 109.708 101.634 2425.708 2454.570 2188.491 
2006 129.212 87.657 2554.920 2542.227 2272.930 
2007 57.139 105.268 2612.059 2647.494 2350.079 
2008 98.148 112.986 2710.207 2760.480 2465.545 
2009 107.357 100.749 2817.564 2861.229 2570.540 
2010 93.742 79.245 2911.305 2940.474 2652.514 
 
*The cumulative 6-station average for observed precipitation was obtained from computations in 
Table B.1 of Appendix B. 
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Appendix C: Climate Normals 
 
Table C.1 Average monthly precipitation (1980-2010) for Adams County 
 
 Average monthly precipitation (1980- 2010) 
Month CCSM4 MIROC5 Observed (NCDC) 
Jan  34.440 39.800 37.974 
Feb 40.663 47.920 46.803 
Mar 78.433 68.092 63.803 
Apr 96.992 90.701 92.081 
May 114.715 114.418 114.803 
Jun 95.620 99.880 100.400 
Jul 96.327 90.196 101.326 
Aug 91.716 86.398 93.290 
Sep 90.092 92.332 82.481 
Oct 81.124 73.763 75.290 
Nov 69.591 72.441 74.726 
Dec 47.738 48.308 57.484 
 
 
Table C.2 Average monthly precipitation (1980-2010) for Champaign County 
 
 Average monthly precipitation (1980- 2010) 
Month CCSM4 MIROC5 Observed (NCDC) 
Jan 46.621 53.840 51.058 
Feb 48.367 49.757 53.671 
Mar 75.986 72.476 73.700 
Apr 100.738 96.024 92.365 
May 111.408 102.045 123.239 
Jun 101.377 98.859 108.981 
Jul 102.476 96.263 116.768 
Aug 89.999 93.059 100.048 
Sep 84.303 80.294 79.697 
Oct 72.474 67.260 81.935 
Nov 77.186 83.290 91.313 
Dec 61.829 58.222 68.255 
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Table C.3 Average monthly precipitation (1980-2010) for Cook County 
 
 Average monthly precipitation (1980- 2010) 
Month CCSM4 MIROC5 Observed (NCDC) 
Jan 44.118 46.875 43.423 
Feb 40.072 47.068 44.926 
Mar 66.378 64.547 62.968 
Apr 89.767 82.696 85.961 
May 100.346 95.971 93.016 
Jun 97.447 94.832 88.084 
Jul 107.283 87.334 94.068 
Aug 81.930 88.191 127.458 
Sep 88.212 91.857 83.487 
Oct 70.350 67.787 79.206 
Nov 78.053 79.253 78.284 
Dec 58.909 55.976 58.235 
 
 
Table C.4 Average monthly precipitation (1980-2010) for Madison County 
 
 Average monthly precipitation (1980- 2010) 
Month CCSM4 MIROC5 Observed (MRCC) 
Jan 49.074 56.736 57.527 
Feb 55.769 63.216 59.256 
Mar 91.340 80.261 80.346 
Apr 99.009 101.348 101.969 
May 110.181 112.391 125.361 
Jun 100.967 98.229 89.859 
Jul 89.249 92.983 93.783 
Aug 76.413 81.209 79.584 
Sep 75.288 74.155 76.470 
Oct 76.249 72.652 86.360 
Nov 80.744 91.727 96.553 
Dec 64.869 59.574 70.620 
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Table C.5 Average monthly precipitation (1980-2010) for Rock Island County 
 
 Average monthly precipitation (1980- 2010) 
Month CCSM4 MIROC5 Observed (NCDC) 
Jan 36.702 38.178 38.290 
Feb 34.843 43.005 42.387 
Mar 67.631 59.679 71.887 
Apr 96.545 88.302 90.629 
May 116.317 102.520 109.439 
Jun 102.495 101.578 114.477 
Jul 103.409 100.172 108.361 
Aug 91.499 95.614 118.523 
Sep 88.818 93.137 78.361 
Oct 73.057 65.620 74.387 
Nov 66.250 69.763 63.606 
Dec 45.125 47.030 56.365 
 
 
Table C.6 Average monthly precipitation (1980-2010) for Rock Island County 
 
 Average monthly precipitation (1980- 2010) 
Month CCSM4 MIROC5 Observed (NCDC) 
Jan 74.315 86.362 89.739 
Feb 86.321 91.405 87.571 
Mar 113.216 100.405 117.503 
Apr 124.145 117.382 114.955 
May 123.522 122.676 149.400 
Jun 91.650 93.504 110.539 
Jul 86.965 93.708 84.032 
Aug 82.252 85.053 79.377 
Sep 76.951 68.836 83.942 
Oct 82.687 72.593 106.232 
Nov 97.887 119.858 121.503 
Dec 87.046 86.467 110.877 
 
 
 
 
