Abstract-The advent of high-throughput DNA sequencing techniques has permitted very high quality de novo assemblies of genomes, but raise an issue of requiring large amounts of computer memory to resolve the large genome graphs generated by most overlap graph de novo assemblers. To address these limitations, we present a novel algorithmic approach; Scalable Overlap-graph Reduction Algorithms (SORA). SORA adapts string graph reduction algorithms for the genome assembly using a distributed computing platform. To efficiently compute coverage for enormous paths in the graphs, SORA uses Apache Spark which is a cluster-based engine designed on top of Hadoop to handle very large datasets in the cloud. The experimental results show that SORA can process a nearly one billion edge graph in a distributed cloud cluster as well as smaller graphs on a local cluster with a short turnaround time. Moreover, our algorithms scale almost linearly with increasing numbers of virtual instances in the cloud. SORA is freely available for download at https://github.com/BioHPC/SORA/ .
I. INTRODUCTION
De novo genome assembly-the reconstruction process of aligning and merging complete genome sequences from fragmented DNA sequences-is essential and inherently challenging in bioinformatics research [1] . After next-generation sequencing (NGS) techniques [2] - [4] have been introduced, tremendous changes and impacts happened on biological sciences, especially genomics [4] . NGS has revolutionized DNA sequencing by reducing the overall sequencing cost and increasing throughput, read length, and read accuracy; however, NGS requires analysis of a significant amount of sequencing data. According to previous studies [5] , NGS has several limitations. For example, the fragmented DNA sequences (i.e., reads) have lengths (100∼400bp) which are shorter than the sequence lengths generated by first-generation Sanger sequencing (500∼1000bp). Third-generation sequencing techniques including Pacific Biosciences (PacBio) and Oxford Nanopore can provide long reads up to 60 kbp that greatly benefits in de novo genome assembly [6] , but NGS is still dominant with low cost and low error rate.
The complexity of genome assembly is caused by multiple circumstances including the ploidy and heterozygosity, mainly affected by two factors: the number of reads and the length of the reads. Due to the complexity in genomic analysis, a time complexity and a space complexity of de novo assemblers are very sensitive for newly released sequencing techniques. To cope with both speed and sensitivity, most de novo genome assemblers adapt two widely used assembly paradigms: Overlaplayout-consensus (OLC) and de Bruijin graph (DBG) [7] . In the era of first-generation sequencing techniques, OLC approaches, such as Celera [8] , have achieved adequate accuracy to accommodate the long reads and low sequencing depth generated by Sanger sequencing. Newbler [9] , an assembler for Roche / 454 Life Sciences, also used OLC paradigm. Most OLC-based genome assemblers compute the sequence assembly of whole, complex genomes based on three steps: (1) finding Overlaps among all reads or between fragments to model a graph, (2) building a stretched Layout of the overlap-graph, and (3) determining the most likely Consensus sequence.
As an alternative approach to designing alignment and assembly algorithms, NGS techniques have emerged to produce shorter reads, but at much higher throughput. In NGS, DBGbased assemblers have been widely used to decompose reads into k-mers. Several techniques use memory-efficient DBG traversal to reduce the memory footprint of an assembly (e.g., efficient search for redundant k-mers), including Velvet [10] , AbySS [11] and SOAPdenovo [12] . In contrast to the OLC approach which is less computationally efficient (e.g., expensive memory consumption and execution time for each assembler), most DBG assemblers use a genome-sized graph with less dependence on the sequencing depth, but create a larger memory overhead. The DBG approach performs relatively fast overlapping computation for short and high-throughput reads, while the OLC approach performs better for longer reads. These techniques use hashing based algorithms which have higher relative error rates but perform faster than the OLC approach. [13] .
Recently, probabilistic algorithms using the MinHash technique have been developed to efficiently detect numerous overlaps between noisy, long reads from third-generation sequencing data [14] , [15] . Canu, a successor of Celera assembler that is specifically designed for long and noisy singlemolecule sequences [15] . However, assembling raw or processed sequences still generates a computationally expensive overlap graph that must be reduced or simplified. Additionally, the analysis of reads with a large amount of overlap is not easily parallelized as it requires extensive computational resources in both memory and processing time. As a result, these assemblers do not scale to large genomes. Few MPIbased scalable assemblers were previously proposed including Ray [16] , AbySS [11] , and SWAP2-Assembler [17] , but the scalability and performance of the assemblers are limited and restricted.
To address these limitations, we present a novel OLC based algorithmic approach for genome assembly, called Scalable Overlap-graph Reduction Algorithms (SORA). SORA supports large-scale parallel processing by leveraging Apache Spark. 1 Spark provides an open source, general purpose, and distributed computing engine for cluster based computation [18] , [19] . It performs efficient in-memory computation for fast large scale data processing in data intensive cluster computation. Unlike conventional distributed processing frameworks such as Apache Hadoop, 2 Spark caches datasets to memory which can increase the computational performance up to 100x faster for interactive jobs and iterative analytics.
Based on the Spark's cluster computing engine, SORA computes the genome assemblies by resolving repetitive sequences either in the cloud or on a local cluster system. SORA performs genome assembly by applying three overlapgraph reduction algorithms, Transitive Edge Reduction, DeadEnd Removal, and Composite Edge Contraction algorithms, respectively. It processes a large-scale dataset containing a graph with nearly one billion edges with a short turnaround time on a distributed cloud computing cluster as well as a smaller dataset containing a graph with over 8 million edges on a local computing cluster. Spaler [20] is another Apache Spark and GraphX based de novo genome assembler using DBG construction and contraction, but SORA is the first proposed Spark-based scalable assembler using OLC approach in our limited knowledge. Our benchmark results demonstrate two main thrusts; (1) SORA realizes a cloud scalable de novo genome assembler by leveraging a state of the art graph processing framework, Spark; (2) SORA shows the applicability of cloud computing infrastructures to genome assembly and other biological applications using graph algorithms. 1 Apache Spark -https://spark.apache.org 2 Apache Hadoop -http://hadoop.apache.org II. BACKGROUND
A. Overlap-Layout-Consensus
The first step in OLC, Overlap, typically finds overlaps of reads by all-to-all pair-wise alignments. To find overlaps between reads efficiently a prefix/suffix hash table technique is a popular technique for overlap-based genome assembly [21] . To efficiently find all reads overlapping with a read r, every proper substring of minimum overlap in read r is searched in the hash table, and all retrieved reads are compared with the read r. As a result, the Overlap step constructs an overlap-graph that places reads as nodes and assigns an edge between two nodes when the two corresponding reads overlap by more than a specified cutoff. The number of nodes is equal to the number of unique reads, but the number of edges is dependent on the number of overlaps between reads. In the Layout and Consensus steps, the constructed overlap-graph is reduced and stretched into the most probable contiguous sequences, called contigs. The Layout step is a Hamiltonian path problem that is required to travel every read in the graph to produce longer sequences. The final Consensus step considers the alignment of all the original reads onto the draft contigs from the Layout step and utilizes a simple majoritybased consensus to clean up draft sequences. To decrease extraneous edges in the graph, SORA adapts three overlapgraph reduction algorithms such as Transitive Edge Reduction (TER), Composite Edge Contraction (CEC), and Dead-End Removal (DER) [22] . Section III describes the details of how SORA applies these overlap-graph reduction algorithms.
B. Apache Spark
Apache Spark is a cluster-based engine to process largescale datasets. In contrast to Hadoop that processes data ondisk, Spark provides a built-in batching system which handles input data stream in-memory, divides the data into batches for each node of a cluster, and generates the final stream of results in batches. To support a distributed graph-parallel computation in Spark, GraphX supplies graph abstraction models and a set of fundamental operations. It allows SORA to manipulate and execute queries on graphs represented as database entries. The design and implementation in SORA leverages a collection of computational operations in GraphX for graph loading, construction, transformation, and computations.
Although SORA is currently implemented in Scala, the design is portable and the core components are designed to be adapted with lower development costs by using other programming languages such as Java or Python.
III. OVERLAP-GRAPH REDUCTION ALGORITHMS
This section describes how SORA adapts three overlapgraph reduction algorithms to the distributed cloud computing cluster using Spark. Figure 1 illustrates the overview of each workflow how each algorithm computes the overlap-graph reduction.
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Half Full which consequently allows binning of the contigs to reconstruct genomic bins more quickly and efficiently. The benchmark was performed on Amazon Web Service (AWS) Elastic Computing Cloud (EC2) 15 m4.xlarge instances where each instance (node) has 2.3 GHz Intel Xeon E5-2686 v4 (Broadwell) processors (4 vCPU) and 16 GB memory.
1) Overlap Graph Construction:
The sequence dataset obtained from NCBI contains 100-bp roughly 109 million pairedend. Reads shorter than 60bp and containing multiple Ns were removed using Sickle (https://github.com/najoshi/sickle) and error correction was done using the BBNorm (https://sourceforge.net/projects/bbmap).
2) Transitive Edge Reduction: The Transitive Edge Reduction (TER) step showed a drastic reduction on the number of edges in the graph. Table I shows the reduction results according to three types of data size such as quarter, half, and full datasets. Given the full dataset with 868 million edges, the TER algorithm generated the reduced graph consisting of 57.4 million edges with 93.39% reduction. Figure 3 shows the efficient scalability of the TER algorithm where the computational time decreases as the number of cluster nodes increases. For example, the TER algorithm completed the reduction of the graph using 5 cluster nodes in 2.92 hours, while completing with 15 cluster nodes in 1.37 hours.
3) Dead-End Removal and Composite Edge Contraction: Table I shows the evaluation results of the combination of two algorithms Dead-End Removal (DER) and Composite Edge Contraction (CEC) with the quarter, half, and full datasets. Given the quarter dataset containing 12.5 million edges, the combined DER-CEC algorithm generated the reduced graph with 0.5 million edges with 96% reduction; given the full dataset with 57.3 million edges, the DER-CEC algorithm resulted in the reduced graph comprising 2.3 million edges with 95.97% reduction. Figure 3 shows the scalability of the combined DER-CEC algorithm by measuring each running time per different numbers of cluster nodes within the same sized dataset. As taking one of the best examples in the full dataset, we compared the running time between 5 and 15 cluster nodes. The DER-CEC algorithm completed the reduction of the graph using 5 cluster nodes in 1.35 hours, while fast completing with 15 cluster nodes in 0.4 hours.
4) Benchmark to Omega: To demonstrate the benefits of SORA's distributed cloud computation, we compared two approaches: SORA and Omega. Omega is another overlap graph metagenome assembler implemented in C++ [21] . We could choose another baseline application such as Spaler [20] , which is a Spark-based de novo genome assembler using DBG, but it is not publicly available to download. SORA shows higher performance with 1.77 hour running time than Omega with 7.5 hour running time. In addition to efficient speedy performance, SORA uses the less amount of system memory compared to Omega since it breaks down the graph computation tasks to process them in parallel, thereby allowing more of the graph to be in memory and speeding up the analysis.
B. Horseweed Dataset Analysis
To show the flexibility and usability of SORA, we applied SORA to a single genome dataset to generate a reduced graph. Total size of 72 FASTQ paired-end files is 108 GB. We used a local computational workstation that has 32 cores (Intel Xeon Processor E5-2640 V3 2.6GHz) and 128 GB of memory (DDR4 2133MHz ECC).
1) Overlap Graph Construction: To demonstrate a large dataset genome assembly from single genome, we implemented a shell script as a batch process that performs error correction on the genome dataset, finds overlaps of the corrected reads and generates a large overlap graph, and thereafter executes SORA. The dataset was initially processed for the normalization and graph construction containing 8.3 million edges. The pipeline including SORA completed the assembly in 9.75 hours where the SORA core modules (TER, DER, and CEC) took less than 10 minutes.
2) Transitive Edge Reduction: Table II shows the evaluation result of the TER algorithm with the single genome dataset containing 8.3 million edges. The TER algorithm produced the reduced graph consisting of 5.4 million edges. This step also was efficient with memory consumption not requiring above 22% of overall memory (128 GB total system memory).
3) Dead-End Removal and Composite Edge Contraction: Table II also shows the results of overlap-graph reduction of the combined DER-CEC algorithm with the dataset-the graph containing 5.4 million edges that the TER algorithm generated above. The DER-CEC algorithm completed the computation in 8.23 minutes with the maximum 37% consumption of the 128 GB total memory. As the price of sequencing continues to drop and the emergence and fine tuning of new sequencing technologies increase the amount of raw data is growing exponentially. Current algorithms can handle the large influx of raw reads but require a large and expensive computational cluster with a large amount of computer memory. This is generally only available to large labs that can afford to buy and maintain a computational cluster. SORA helps bridge this gap for smaller labs by providing an efficient method for contigs generation using distributed computing in the cloud. This provides all labs the ability to analyze whole genome sequencing and generate novel sequenced contigs.
OLC models are a well-known method for de novo assembly, but can be problematic for large amounts of short reads leading to false alignments. This increases the computational memory needed for storing and analyzing the graphs generated from these reads efficiently. SORA can handle these problems by using the Apache Spark engine to manage the distributed computation in the cloud. Apache Spark efficiently uses in memory storage across multiple nodes to provide a performance boost compared to standard disk reading and writing which would normally be required for large datasets on a single computer.
