Abstract. In this article, we consider the group F ∞ 1 (N ) of modular units on X 1 (N ) that have divisors supported on the cusps lying over ∞ of X 0 (N ), called the ∞-cusps. For each positive integer N , we will give an explicit basis for the group F ∞ 1 (N ). This enables us to compute the group structure of the rational torsion subgroup C ∞ 1 (N ) of the Jacobian J 1 (N ) of X 1 (N ) generated by the differences of the ∞-cusps. In addition, based on our numerical computation, we make a conjecture on the structure of the p-primary part of C ∞ 1 (p n ) for a regular prime p.
Introduction
Let Γ be a congruence subgroup of SL(2, Z). A modular unit f (τ ) on Γ is a modular function on Γ whose poles and zeros are all at cusps. If {γ j } is a set of right coset representatives of Γ in SL(2, Z), then any symmetric sum of f (γ j τ ) is a modular function on SL(2, Z) having poles only at ∞, whence a polynomial of the elliptic j-function. Hence, modular units are contained in the integral closure of the ring C[j]. For arithmetic considerations, one may restrict his attention to the modular units that are in the integral closure of Q [j] or that of Z [j] .
When Γ = Γ 0 (N ), M. Newman [21, 22] determined sufficient conditions for a product d|N η(dτ ) r d of Dedekind eta functions to be modular on Γ 0 (N ). Because of the infinite product representation η(τ ) = q 1/24 ∞ n=1 (1 − q n ), q = e 2πiτ , such a modular function is a modular unit on Γ 0 (N ). In [27] , Takagi showed that for squarefree integers N , these functions generate the group of modular units on Γ 0 (N ).
When Γ = Γ(N ) is the principal congruence subgroup of level N , the group of modular units on Γ(N ) has been studied extensively by Kubert and Lang in a series of papers [11, 12, 13, 14, 16] . Their main result states that the group of modular units on Γ(N ) is generated by (products of) the Siegel functions, except for 2-cotorsions in the case when N is an even composite integer. (See [10] .) Note that here a 2-cotorsion of a subgroup H of a group G means an element g in G satisfying g ∈ H, but g 2 ∈ H. When Γ = Γ 1 (N ), N ≥ 3, Kubert and Lang [17, Chapter 3] consider a special subgroup F of modular units that have divisors supported at cusps lying over the cusp 0 of X 0 (N ). A set of representatives for such cusps is {1/a : 1 ≤ a ≤ N/2, (a, N ) = 1}. Because the homomorphism given by div : f → div f is injective modulo C × , the maximal possible rank for this subgroup modulo C × is φ(N )/2 − 1. In [17, Chapter 3] , Kubert and Lang showed that this special subgroup does attain the maximal rank allowed. Moreover, they proved that this subgroup is generated by a certain class of the Siegel functions. Unlike the case Γ(N ), non-trivial cotorsions do not exist in this case.
The set of modular units is a very important object in number theory because of its wide range of applications. For example, the ray class field K(f) of conductor f of an imaginary quadratic number field K can be obtained by adjoining the values, called the Siegel-Ramachandra-Robert invariants, of a suitable chosen modular unit on Γ(N (f)) at certain imaginary quadratic numbers, where N (f) denotes the smallest positive rational integer in f. (See Ramachandra [24] .) The same SiegelRamachandra-Robert invariants also appeared earlier in the Kronecker limit formula for the L-functions associated with characters of the ray class group, originally due to C. Meyer [20] . Furthermore, in [25] , Robert showed that suitable products of the Siegel-Ramachandra-Robert invariants are units, called elliptic units, in the ray class field K(f), and determined the index of the group of elliptic units in the full unit group of K(f) for the case f is a power of prime ideal. The elliptic units featured prominently in Coates and Wiles' proof of (the weak form of) the Birch and Swinnerton-Dyer conjecture for the cases where elliptic curves have complex multiplication by the ring of integers in an imaginary quadratic field of class number one [2] .
Another area in which modular units plays a fundamental role is the arithmetic of the Jacobian variety of a modular curve. Let Γ be a congruence subgroup of level N . Consider the cuspidal embedding i ∞ : P → [(P ) − (∞)], sending a point P to the divisor class of (P ) − (∞), of the modular curve X(Γ) into its Jacobian J(Γ). From the work of Manin and Drinfeld [18] , we know that if P is a cusp, then i ∞ (P ) is a torsion point on J(Γ). When the congruence subgroup Γ is Γ 0 (N ) for some squarefree integer N , these points are actually rational points in J 0 (N ) = J(Γ 0 (N )). For the case N = p is a prime, Ogg [23] conjectured and Mazur [19] proved that the full rational torsion subgroup of J 0 (p) is generated by i ∞ (0) = (0) − (∞). Later on, in light of the Manin-Mumford conjecture (theorem of Raynaud), Coleman, Kaskel, and Ribet [3] proposed a stronger conjecture asserting that with the exception of hyperelliptic cases (excluding p = 37), if a modular curve X 0 (p) has genus greater than 1, then the only points on X 0 (p) that are mapped into torsion subgroups of J 0 (p) under i ∞ are the two cusps. This conjecture was later established by Baker [1] .
For congruence subgroups of type Γ 1 (N ), the images of cusps under the cuspidal embedding i ∞ are rational over Q(e 2πi/N ). Moreover, when the cusps P are lying over ∞ of X 0 (N ), called the ∞-cusps, the images i ∞ (P ) are rational over Q. In particular, these points i ∞ (P ) generate a rational torsion subgroup of J 1 (N ). We shall denote this rational torsion subgroup by C number formula in full generality (given as Theorem A in the next section). Note that the divisor class number formulas in [17, Theorem 3.4] and [31] are stated as for the subgroup generated by the differences of the cusps lying over 0 of X 0 (N ). However, it is plain that the Atkin-Lehner involution 0 −1 N 0 gives rise to an isomorphism between the two divisor class groups.
It worths mentioning that the class number formula
for the prime power cases suggests that there exists an Iwasawa theory of Z pextensions for the p-parts of C ∞ 1 (p n ). The Z p -extension cannot be coming from the covering X 1 (p n+1 ) → X 1 (p n ) as the covering is not even Galois. However, it is still possible to define a Z p -action on the sets C ∞ 1 (p n ) of ∞-cusps. This in turn induces a Z p -action on the divisor class groups C ∞ 1 (p n ). We plan to address the Iwasawa properties of the p-parts of C ∞ 1 (p n ) in the future, cf. the conjecture below. With the order of C ∞ 1 (N ) determined, it is natural to ask the following questions: (1) Is C ∞ 1 (N ) the full rational torsion subgroup of J 1 (N ) when the ∞-cusps are the only cusps whose images in J 1 (N ) are rational over Q? (2) What is the group structure of C ∞ 1 (N )? In particular, what is the structure of the p-primary part in the case N = p n is a prime power?
For the case N = p is a prime, Conrad, Edixhoven, and Stein [4, Section 6.1] devised an algorithm to obtain an upperbound for the order of the rational torsion subgroup of J 1 (p). Comparing the upperbound with Kubert and Lang's divisor class number formula, they found that for p < 157 not equal to 29, 97, 101, 109, 113, the upperbound agrees with the divisor class number. In other words, in those cases C ∞ 1 (p) is the whole rational torsion subgroup. Based on this numerical evidence, Conrad, Edixhoven, and Stein [4, Page 392] conjectured that for a prime p ≥ 5, any rational torsion point on J 1 (p) is contained in the subgroup generated by the images of ∞-cusps under i ∞ .
For the second question about the structure of C ∞ 1 (N ), the problem eventually boils down to the problem of finding a basis for the group F ∞ 1 (N ) of modular units. In [5] Csirik determined the structure of C ∞ 1 (p) for the first few primes p. Presumably, he should have a method or an algorithm for finding a basis for F ∞ 1 (p). Beyond [5] , it appears that nothing is known in literature. In this article, for each integer N greater than 4, we will construct an explicit basis for the group F ∞ 1 (N ) in terms of the Siegel functions. We will use two different methods in obtaining our results, depending on whether N is a prime power. When N = p n is a prime power, we use Yu's class number formula (Theorem A below) and linear algebra arguments to show that our basis does generate the whole group of modular units. When N is not a prime power, we use Yu's characterization of F ∞ 1 (N ) (Theorem B below) to argue directly that every function in F ∞ 1 (N ) is a product of functions from our basis. In either case, the so-called distribution relations (Lemma 5) play an essential role.
We then carry out some numerical computation on the structure of C ∞ 1 (N ) for N in the range of a few hundreds. This amounts to computing the Smith normal form of the matrix representing the divisors of the modular units in the basis. We have also computed the structure of the p-primary part of C ∞ 1 (p n ) for p n < 800 with p = 2, 3, 5, 7. Based on our limited numerical data (see Section 5), we make the following conjecture about the structure of the p-primary part of C ∞ 1 (p n ) for a regular prime p.
Conjecture. Let p be a prime and n be a positive integer. Consider the endomor- 
for prime power p n ≥ 8 with n ≥ 2. More precisely, for a prime power p n ≥ 8 with a regular prime p, we conjecture that the the number of copies of Z/p 2k Z in the primary decomposition of C
and the number of copies of
For powers of irregular primes, since the first case N = 37 2 has already exceeded our computational capacity, we do not have any numerical data to make any informed conjecture. However, we expect that the structure of the p-primary part of C ∞ 1 (p n ) for such cases should still possess similar patterns. It would be very interesting to see if the same phenomenon also appears in the case of Z p -extension of number fields and function fields over finite fields.
The rest of the article is organized as follows. In Section 2, we explain our methods in details. In particular, we will review the basic properties of the Siegel functions, and then describe how we put Yu's theorems to use. In Sections 3 and 4, we consider the prime power cases and non-prime power cases, respectively. The prime cases, the odd prime power cases, and the power of 2 cases are dealt with separately in Theorems 1, 2, and 3. In Theorem 4 of Section 4, we consider the squarefree composite cases. Finally, in Theorem 5 we present bases for the remaining cases. Note that even though Theorem 4 is just a special case of Theorem 5, because the construction of bases in those cases is signicantly simpler and more transparent, those cases are handled separately to give the reader a clearer picture. Because of the complexity of our bases, many examples will be given. Finally, in Section 5, we give the results of our computation on the structures of of C ∞ 1 (N ) for N ≤ 100. The structures of the p-primary parts of C ∞ 1 (p n ) are also given for p n ≤ 800 with p = 2, 3, 5, 7, along with a few cases of C ∞ 1 (mp n ).
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Methodology

Notations and conventions.
In this section, we will collect all the notations and conventions that will be used throughout the paper.
Foremost, the letter N will be reserved exclusively for the level of the congruence subgroup Γ 1 (N ) that is under our consideration. For N ≥ 5, we let
Given a Dirichlet character χ modulo N , we let B k,χ denote the generalized Bernoulli numbers defined by the power series
In particular, if we let {x} be the fractional part of a real number x, then we have
where B 2 (x) = {x} 2 − {x} + 1 6 is the second Bernoulli function. Note that some authors define generalized Bernoulli numbers slightly differently. If an imprimitive Dirichlet character χ has conductor f and let χ f be the character modulo f that induces χ, then in [31] the Bernoulli number associated with χ is defined as
which is B 2,χ f /2 in our notation. The numbers B 2,χ and B 2,χ f are connected by the formula
proved in (9) below. We now introduce the Siegel functions. For a = (a 1 , a 2 ) ∈ Q 2 , a ∈ Z 2 , the Siegel functions g a (τ ) are usually defined in terms of the Klein forms and the Dedekind eta functions. For our purpose, we only need to know that they have the following infinite product representation. Setting z = a 1 τ + a 2 , q τ = e 2πiτ , and q z = e 2πiz , we have
where B(x) = x 2 − x + 1/6 is the second Bernoulli polynomial. These functions, without the exponential factor −e 2πia2(a1−1)/2 , are sometimes referred to as generalized Dedekind eta functions by some authors, notably [26, Chapter VIII] .
For a given integer N , we also define a class of functions
for integers a not congruent to 0 modulo N , where q = e 2πiτ . The basic properties of E (N ) a (τ ) will be introduced in the next section. They will be the building blocks of our bases. In a loose sense, we say these functions are functions of level N . (It does not mean that E 
From time to time, we will write E
a (τ ) to stress the point that such a function is really coming from a congruence subgroup of lower level. Also, the notation E a (τ ) without the superscript has the same meaning as E (N ) a (τ ). Note that it is easy to check that E g+N = E −g = −E g . Therefore, for a given N , there are only ⌈(N −1)/2⌉ essentially distinct E g , indexed over the set (Z/N Z)/±1− {0}. Thus, a product g E eg g is understood to be taken over g ∈ (Z/N Z)/±1−{0}. Finally, for a divisor K of N , the group Z/KZ acts on (Z/N Z)/ ± 1 naturally by a → a + kN/K for a ∈ (Z/N Z)/ ± 1 and k ∈ Z/KZ. We let
be the orbit of a under this group action.
Properties of Siegel functions.
In this section, we collect properties of the functions E (N ) g = E g relevant to our consideration. The proof of these properties can be found in [30] . Throughout the section, N is a fixed integer greater than 4.
The first property given is the transformation law for E g .
Proposition 1 ([30, Corollary 2]).
The functions E g satisfy
We have, for c = 0,
and, for c > 0,
Remark. The proof of this property given in [30] used the transformation formula for the Jacobi theta function ϑ 1 (z|τ ). An alternative approach will be to use the fact that the Siegel function is equal to the product of the Klein form and η(τ ) 2 . Then from the fact that the Klein form is a form of weight −1 on SL(2, Z) and the transformation formula for η(τ ) ( [29, pp. 125-127] ), one can deduce the above formula for E g . The advantage of the argument given in [30] is that it can be generalized to the case of Jacobi forms (see [6] for the definition and properties of Jacobi forms) and the Riemann theta functions of higher genus.
From the transformation law, we immediately obtain sufficient conditions for a product g E eg g to be modular on Γ 1 (N ).
eg , where g and e g are integers with g not divisible by N . Suppose that one has The following proposition gives the order of E g at cusps of X 1 (N ).
Proposition 3 ([30, Lemma 2]).
The order of the function E g at a cusp a/c of X 1 (N ) with (a, c) = 1 is (c, N )B 2 (ag/(c, N ))/2, where B 2 (x) = {x} 2 − {x} + 1/6 and {x} denotes the fractional part of a real number x.
From the above proposition, we can easily see that when N = p is a prime, any quotient E g1 /E g2 will have a divisor (with rational coefficients) supported on C ∞ 1 (p). For general N , after a moment of thought, we find the following condition for a product g E eg g to have a divisor supported on C for all a ∈ Z/N Z and all prime divisors p of N , then the poles and zeros of f (τ ) occur only at cusps lying over ∞ of X 0 (N ).
In fact, Yu [31] , cited as Theorem B below, showed that when N has at least two distinct prime factors, the orbit condition is the necessary and sufficient condition for g E eg g to be a modular unit contained in F ∞ 1 (N ). (For prime power cases N = p n , a function satisfying the orbit condition alone will still have a divisor supported on C ∞ 1 (p n ), but the orders at cusps may not be integers.) Finally, we need the following distribution relations among E g and among generalized Bernoulli numbers.
Lemma 5. Assume that N = nM for some positive integer n. Then we have for all integers a with 0 < a < M ,
and consequently
Proof. The proof of the first statement is a straightforward computation. Then the second statement follows immediately from (6) 2.3. Method for prime power cases. Let N = p n be a prime power. In this section we will explain how to use the following result of Yu to obtain a basis for F ∞ 1 (N ). Note that in the formula, if an imprimitive Dirichlet character χ modulo N has conductor f , we let χ f denote the character modulo f that induces χ.
Theorem A ([31, Theorem 5]). Let N ≥ 5 be a positive integer and ω(N ) be the number of distinct prime divisors of N . For a prime divisor p of N , let p n(p) be the highest power of p dividing N . We have the class number formula
if N = p n and p is odd,
and the product χ runs over all even non-principal Dirichlet characters modulo N .
Remark. Note that the definition of the generalized Bernoulli numbers used in [31] is different from ours. See Section 2.1 for details. In [31] , the number L(p) in the class number formula is given as
As pointed out in [8] , the minus sign in front of 2 is an obvious misprint. Also, the use of the term "composite" in [31] is somehow unconventional as it refers to an integer N with ω(N ) > 1 throughout [31] .
The discrepancy in the case N = 2 n is due to a slight oversight in the proof of Lemma 3.4 of [31] . Upon a close examination, one can see that when N = 2 n , Lemma 3.4 of [31] is valid only in the range 3 ≤ ℓ ≤ n, not 2 ≤ ℓ ≤ n. Note that when N = 2 3 , Yu's formula actually gives
as the class number, which clearly can not be the correct number.
Remark. In [8] , Hazama gave another class number formula for h ∞ 1 (N ) for N ≡ 0 mod 4 in terms of the so-called Demjanenko matrix. The new formula is more or less a result of manipulation of the generalized Bernoulli numbers. It does not give a new proof of Yu's formula. Nonetheless, Hazama's formula will be useful in verifying the correctness of our numerical computation. However, the reader should be mindful of several errors when applying Hazama's formula.
In the statement of Theorem 3.1 of [8] , f i should be defined as the multiplicative order of
The quantities f , e, A(m) should be defined analogously. Moreover, as already pointed out in [7] , there is a discrepancy in the definition of the generalized Bernoulli numbers. However, the author of [7] still missed the 1/2 factor in Yu's definition (1) of generalized Bernoulli numbers.
Yu's formula can be slightly simplified.
Theorem A'. Let all the notations be given as in Theorem A. For a prime divisor p of N , we let f p denote the multiplicative order of p in
where the last product is taken over all even non-principal Dirichlet characters modulo N .
Proof. We first determine the relation between B 2,χ and B 2,χ f for a character of conductor f . We have, by the exclusion-inclusion principle,
The inner sum is equal to
It follows that
and consequently,
Now for each prime factor p of N , there are precisely |(Z/(N/p n(p) )Z) × / ± 1| even Dirichlet characters modulo N whose conductors are relatively prime to p. As χ runs over such characters, the values of χ(p) go through the complete set of f p th roots of unity e p times. Therefore, for a = 1, 2,
and (8) follows.
We now describe our method for prime power cases. Let N = p n be a prime power greater than 4, and set n = φ(N )/2. The divisor group D ∞ 1 (N ) can be naturally embedded in the hyperplane x 1 + · · · + x n = 0 inside R n by sending a divisor c n (P n ) of degree 0 to (c 1 , . . . , c n ), where P i denote the cusps in C ∞ 1 (N ). It is obvious that the image of D ∞ 1 (N ) is the lattice Λ generated by V = {(0, . . . , 0, 1, −1, 0, . . . , 0)}. Now if f 1 , . . . , f n−1 are multiplicatively independent modular units contained in F ∞ 1 (N ), then the images of the divisors of f i will generate a sublattice Λ ′ of Λ of the same rank whose index in Λ can be determined using the following lemma.
Lemma 6. Let Λ ⊂ R n be the lattice of dimension n − 1 generated by the vectors of the form (0, . . . , 1, −1, 0, . . . , 0). Let Λ ′ be a sublattice of Λ of the same rank generated by v 1 , . . . , v n−1 ∈ Λ. Let v n = (c 1 , . . . , c n ) be any vector such that i c i = 0, and M be the n × n matrix whose ith row is v i . Then we have
Proof. In general, to determine the index of a sublattice Λ ′ in a lattice Λ of codimension 1 in R n , we pick a nonzero vector v in R n that is orthogonal to Λ, and form two matrices A and A ′ , where the rows of A are genenerators of Λ and v, while those of A ′ are generators of Λ ′ and v. Then the index of Λ ′ in Λ is equal to | det A ′ / det A|. Now for the lattice Λ generated by (0, . . . , 1, −1, 0, . . . , 0), we can choose the vector v to be (1/n, . . . , 1/n). Then the determinant of A is 1. On the other hand, for the matrix M in the lemma, by adding suitable multiples of the first n − 1 rows to the last row, we can bring the last row into (0, . . . , 0, c). Since the sum of entries in each of the first n−1 rows is 0, the number c is equal to the sum i c i . Note that this procedure does not change the determinant. By the same token, we can also transform the matrix A ′ corresponding to Λ ′ into a matrix whose first n − 1 rows are v i and whose last row is (0, . . . , 0, 1) without change the determinant. From this, we see that det M = c det A ′ , and therefore (Λ :
Now let us consider the prime case N = p for the moment. Assume that
. Let M be the square matrix of size (p − 1)/2 whose (j, k)-entry is the order of E j at k/p, and U = (u ij ) be the square matrix of the same size with
Then the product U M will have the orders of f i at k/p as its (i, k)-entry for the first (p − 3)/2 rows and the last row consists of the orders of
Thus, by Lemma 6, the subgroup generated by the divisors of f i will have index 
We now determine det M , which turns out to be essentially the product of generalized Bernoulli numbers appearing in Theorem A.
Lemma 7. Let N ≥ 4 be an integer, n = φ(N )/2, and
For an integer b relatively prime to N , denote by b −1 its multiplicative inverse modulo N . Let M be the n × n matrix whose
where χ runs over all even characters modulo N .
Proof. The proof is standard. We let V be the vector space over C of all C-valued
There are two standard bases for V . One is {δ a : a ∈ S}, where
and the other is { all even Dirichlet characters modulo N }.
We have
and hence
We find that the matrix of T with respect to the first basis is M .
On the other hand, we also have, for an even Dirichlet character χ modulo N ,
From this we see that the matrix of T with respect to the second basis is diagonal and its determinant is the product
of eigenvalues, which equals to the determinant of M . This proves the lemma.
In summary, in the case N = p is an odd prime, if e i,j , i = 1, . . . , (p − 3)/2, j = 1, . . . , (p − 1)/2, are integers such that
and the square matrix U = (u ij ) of size (p − 1)/2 defined by (10) has determinant p, then according to Theorem A,
For prime power cases N = p n , the basic idea is similar. We pick a generator a of (Z/p n Z) × / ± 1 and form a φ(N )/2 × φ(N )/2 matrix M with the (i, j)-entry being the order of E a i−1 at a j−1 /N . Then we try to find another φ(N )/2 × φ(N )/2 matrix U such that (1) the first φ(N )/2 − 1 rows of U M has the interpretation as the orders of some functions in F ∞ 1 (N ), (2) the last row of U is (0, . . . , 0, 1), (3) the determinant of U equals to p L(p) .
However, unlike the prime cases, the functions E g with (g, N ) = 1 will not be sufficient to generate the whole group F ∞ 1 (N ) and it is necessary to use functions from lower level, i.e., functions of the form
gp n−ℓ (τ ) for some ℓ < n. To record the orders of such a function at cusps, we will invoke the distribution relation (6) in Lemma 5. We leave the details to Section 3.2.
2.4.
Method for non-prime power cases. In this section, we explain our idea for non-prime power cases.
In theory, it is still possible to use the same method as the prime power cases, but the argument will become extremely tedious. Thus, instead of using Theorem A and the linear algebra argument, we use the following characterization of F Our idea is perhaps best explained by giving an example. (21) . Then the orbit condition (11) gives e 7 = 0, e 3 = −e 4 − e 10 , e 6 = −e 1 − e 8 , e 9 = −e 2 − e 5 , and e 1 + e 2 + e 4 + e 5 + e 8 + e 10 = 0.
Then we have
, subject to the condition e 1 + e 2 + e 4 + e 5 + e 8 + e 10 = 0. Thus, if we let F i , i = 1, 2, 4, 5, 8, 10, denote the 6 quotients in the last expression, then
. The above example shows that for a squarefree composite integer N , we may regard any φ(N )/2 − 1 exponents e g from the set {e g : 1 ≤ g ≤ N/2, (g, N ) = 1} as "free variables" and express the rest of e g in terms of these free variables. This gives a basis for F ∞ 1 (N ). When N is not squarefree, the situation is much more complicated as there are relations among {e g : 1 ≤ g ≤ N/2, (g, N ) = 1} other than (g,N )=1 e g = 0. For instance, when N = 63, the orbit conditions include e 1 +e 22 +e 20 = 0, e 2 +e 23 +e 19 = 0, and so on. (The situation is reminiscent of the case of cyclotomic units where non-trivial relations exist among the units 1− e 2πik/N .) Then, again, modular units from modular curves of lower levels are needed to obtain a basis for F ∞ 1 (N ). We leave the details to Section 4.
3. Prime power cases 3.1. Prime cases. In this section, we consider the simplest case when the level is a prime. Theorem 1. Let N = p be an odd prime greater than 3. Let a be a generator of the cyclic group (Z/pZ) × / ± 1 and b be its multiplicative inverse modulo p. Let n = (p − 1)/2. Then the functions
Proof. Let p, a, b, and n be given as in the statement. There are n essentially distinct E g , and there are n cusps k/p, k = 1, . . . , n, of X 1 (p) that are lying over ∞ of X 0 (p). By Proposition 3, the order of E g at k/p is pB 2 (gk/p)/2. We form an n × n matrix M = (M ij ) by setting
to be the order of
In other words, U 1 has −b 2 on the superdiagonal and 1 on the diagonal, except for the last one, which has 1 − b 2 . Note that for i = 1, . . . , n − 1, the ith row of the matrix U 1 M now records the orders of
The matrix U 2 has −1 on the superdiagonal and 1 on the diagonal, except for the (n − 1)-st row, which has −p and p, respectively. Then the first n − 2 rows of the matrix 
Thus, according to Lemma 6, the index of the subgroup generated by the divisors of f i in the group D ∞ 1 (p) is the absolute value of det(U 2 U 1 M ) divided by the sum of the entries in the last row of U 2 U 1 M . It remains to show that it has the correct value as given in (7) .
By Lemma 7, the determinant of M is, up to ±1 sign,
(Note that the matrix M here differs from the one in Lemma 7 by multiplication by permutation matrices on the two sides.) Also, the determinants of U 1 and U 2 are 1 − b 2 and p, respectively. Now the last row of U 2 U 1 is (0, . . . , 0, 1 − b 2 ). If follows that the sum of the entries in the last row of U 2 U 1 M is equal to
and the index is equal to the absolute value of
. In other words, the functions f i form a basis for
This completes the proof of the theorem.
We now give an example demonstrating our idea.
Example. Let N = 13. We choose the generator a of the group (Z/13Z) × to be a = 7. Then the multiplicative inverse of a modulo 13 is b = 2. The cusps of X 1 (13) lying over ∞ of X 0 (13) are i/13, i = 1, . . . , 6. We denote these cusps by With U 1 and U 2 given by (12) and (13), we find
2 at the cusps P j , respectively. Since the determinant of U 2 U 1 M is 57/2 and the sum of c i is 3/2, according to Lemma 6, we find the index of the subgroup generated by the divisors of f i in D ∞ 1 (13) is 19, which agrees with the divisor class number obtained from (7) . In other words, f i generate F ∞ 1 (13) . Now observe that the divisor class group D ∞ 1 (13)/ div F 1 (13) is cyclic. Thus, there is an integer m with 0 < m < 19 such that m(P 1 ) − m(P 2 ) and (P 2 ) − (P 3 ) are in the same class, i.e., m(P 1 ) − (m + 1)(P 2 ) + (P 3 ) is a principal divisor. This integer m has the property that the equation This integer m also satisfies m(
, and so on. This is because if f (τ ) is a modular function on Γ 1 (13) 
and so on. From these informations, we see that the divisor
and
are in the same divisor class. In particular, it is principal if and only if
3.2. Prime power cases. In this section we deal with the cases where N = p k is a prime power. For the ease of exposition, odd prime power cases and even prime power cases are stated as two theorems, even though the proofs are very similar.
We first describe two constructions of modular functions belonging to
Lemma 8. Let p be a prime, and k be an integer greater than 1. Suppose that g and e g are integers satisfying p ∤ g and
Proof. It is easy to see from Proposition 2 that the functions concerned are all modular on Γ 1 (p k ). These functions also satisfy the orbit condition in Lemma 4. Thus, they are contained in
The second method uses functions from lower levels.
Lemma 9. Assume that N = pM . If e g are integers such that g e g ≡ 0 mod 12, g ge g ≡ 0 mod 2,
eg is a modular function on Γ 1 (N ). Moreover, if M is odd, then the conditions can be relaxed to g e g ≡ 0 mod 12,
Then by (3) of Proposition 1,
ag (pτ ). Then the assumptions g e g ≡ 0 mod 12 and g ge g ≡ 0 mod 2 imply that
When p ∤ M , the condition g g 2 e g ≡ 0 mod 2M ensures that the exponential factor is equal to 1. When p|M , the condition g g 2 e g ≡ 0 mod 2M/p will suffice. In either case, we have
Finally, equality (2) in Proposition 1 and the assumption ge g ≡ 0 mod 2 show that
M−g , we may assume that all g are even so that ge g ≡ 0, g 2 e g ≡ 0 mod 2 are always satisfied. Also, g 2 ≡ (M − g) 2 mod M . Therefore, the conditions can be reduced to e g ≡ 0 mod 12 and g 2 e g ≡ 0 mod M when M is odd. This completes the proof. ∈ Γ 1 (N ), we have, by (14) ,
Since f (τ ) is assumed to be modular on Γ 1 (M ), we have f (pστ ) = f (pτ ). That is, f (pτ ) is modular on Γ 1 (N ). Now assume that p|M and f (τ ) ∈ F ∞ 1 (M ). The assumption that f (τ ) has no zeros nor poles in H implies that f (pτ ) has the same property. Now we check that the poles and zeros of f (pτ ) occurs only at cusps lying over ∞ of X 0 (N ).
In general, the cusps of X 1 (N ) takes the form a/c with c|N and (a, c) = 1. Choose integers b and d such that
Then the order of a modular function g(τ ) on X 1 (N ) at a/c is determined by the Fourier expansion of g(στ ). In particular, g(τ ) has no pole nor zero at a/c if and only if the Fourier expansion of g(στ ) starts from a non-vanishing constant term. Now a/c does not lie over ∞ of X 0 (N ) if and only c is a proper divisor of N . We will show that f (pτ ) has no poles nor zeros at such points. This amounts to proving the assertion that lim τ →∞ f (pστ ) is finite and non-vanishing for such a/c. We consider two cases p|c and p ∤ c separately.
When p|c, we have lim τ →∞ f (pστ ) = f (a/(c/p)). Since the denominator c/p is a proper divisor of M , by assumption that f (τ ) ∈ F ∞ 1 (M ), lim τ →∞ f (pστ ) is finite and non-vanishing.
When p ∤ c, we have lim τ →∞ pστ = pa/c. By the assumption that p|M , the denominator c is a proper divisor of M . Thus, we conclude again that f (pτ ) has no poles nor zeros at a/c. This completes the proof.
Combining the above two lemmas, we obtain a simple construction of modular functions that are in
Corollary 11. Let p be a prime and k ≥ 2 be a positive integer. Then
are all modular functions contained in F ∞ 1 (p k ) for all ℓ = 1, . . . , k − 1 and all g and m satisfying g, g + mp ℓ−1 ≡ 0 mod p ℓ .
Proof. First of all, Lemma 9 shows that
g+mp ℓ−1 (pτ ) is a modular function on Γ 1 (p ℓ+1 ). Then the first part of Lemma 10 implies that f (p k−ℓ−1 τ ) is modular on Γ 1 (p k ) for all k > ℓ. We now prove that it has poles and zeros only at cusps in C
Lemma 10 implies that f (p k−ℓ−1 τ ) p has poles and zeros only at cusps in C
, as claimed in the statement of the lemma.
With the above lemmas we can now determine a basis for F ∞ 1 (p k ) for odd primes p and integers k ≥ 2.
Theorem 2. Let k > 1 and N = p k be an odd prime power. For a positive integer ℓ, we set φ ℓ = φ(p ℓ )/2. Let a be a generator of the cyclic group (Z/p k Z) × / ± 1 and b be its multiplicative inverse modulo p. Then a basis for
. . . . . .
, where
In other words, M ij is the order of
Here the matrix consists of p 2 blocks, each of which is of φ ℓ−1 × φ ℓ−1 size, and I is the identity matrix, while 0 is the zero matrix. Define also φ k × φ k matrices U ℓ , ℓ = 1, . . . , k, by
In other words, U ℓ is obtained by replacing the lower right φ ℓ × φ ℓ block of an φ k × φ k identity matrix by V ℓ . Also, define U 1 to be
where the identity block in the upper left corner is of size φ k − φ 1 . Finally, let b be the multiplicative inverse of a modulo p and define
where the I in the lower right corner is the identity matrix of size φ k−1 , and the diagonals are all 1 except for the row just above I. Also, the (i, i + 1)-entries are −b 2 for i = 1, . . . , φ k − φ k−1 − 1. Now let us consider the effect of the multiplication of M by U 1 U 2 . . . U k−1 U ′ k U k on the left. We will show that the first φ k − 1 rows of the resulting matrix will be a basis for the lattice corresponding to div
The entries in the last few rows of U k M take the form
Now observe that as m runs through 0 to p − 1, a mφ k−1 modulo p k goes through exactly once elements of {1 + ℓp k−1 : ℓ = 0, . . . , p − 1} modulo ±1. (Note that since a is a generator of (Z/p k Z) × , a (p−1)/2 = −1 + ℓp for some ℓ not divisible by p.
Then by the relation between generalized Bernoulli numbers given in Lemma 5, the above sum is equal to
which we can interpret as the order of E
. Summarizing, we find that the rows of U ′ k U k M record the orders of the functions
The multiplication of U k−1 on the left leaves the first φ k − φ k−1 rows invariant. The next φ k−1 − φ k−2 rows now record the order of
which, by Corollary 11, are all modular functions contained in
as entries. By Lemma 5, the above sum is equal to
This number is precisely the order of E
Continuing in the same way, we find that the rows of
Except for the last one, the functions are all modular functions belonging to F ∞ 1 (p k ). We now prove that these functions form a basis for
In view of Lemma 6, we need to show that the absolute value of the determinant of U 1 . . 
, where there are (p − 3)/2 zeros between two p k−1 . Thus, the sum of the entries in the last row of U 1 . .
Now we have det U 1 = 1, det U ′ k = p, and det U ℓ = p 2φ ℓ−1 for ℓ = 2, . . . , k. Also, by Lemma 7, up to a ±1 sign,
Thus, the index is equal to the absolute value of
This is exactly the class number given in Yu's formula. In other words,
This completes the proof. 
The determinant of Q is −4252257/4. Thus, by Lemma 6, the index is 4252257/4 × 4/27 = 3 3 ·19·307, which is indeed what one would get from (7) . We now determine the structure of the divisor class group D 
From this we see that the divisor class group is isomorphic to C 52497 × C 3 , and generated by the classes of
Furthermore, for a divisor
The divisor is principal if and only 52497 and 3 divide the coefficients of v 1 and v 2 , respectively.
Theorem 3. Let k ≥ 3 and N = 2 k . Let a be a generator of the cyclic group
Proof. Let M be the matrix whose (i, j)-entry is 2 k−1 B 2 (a i+j−2 /2 k ). The proof follows exactly the same way as the odd prime power case, except for that the matrices V ℓ and U ℓ in (15) and (17) are defined only for 3 ≤ ℓ ≤ k. Then the first φ k −1 rows of U 3 . . . U k−1 U k M will be the orders of the functions f i , i = 1, . . . , φ k −1, at the cusps a j−1 /2 k , while the entries in the last row are all 2 k−4 B 2,χ0 . We then use the determinant argument to show that {f i } is a basis. We omit the details here. Then we have
where the first 7 rows correspond to the order of the functions
3 (4τ ) at cusps 3 j−1 /32, j = 1, . . . , 8. From this we deduce that the class number is 2 6 · 3 2 · 5 · 97 = 279360, as expected. Let P j , j = 1, . . . , 8, denote the cusps 3 j−1 /32. We now determine the structure of the divisor class group. Essentially, this amounts to computing the Hermite normal form for Q. Let Q ′ be the 7 × 8 matrix formed by deleting the last row of Q. Then there is a unimodular matrix U such that 
From this we see that the divisor class group D
where each component is generated by
respectively. Moreover, for a divisor
and it is principal if and only if the three coefficients are congruent to 0 modulo 11640, 12, and 2, respectively. 4. Non-prime power cases 4.1. Squarefree cases. Here we consider squarefree composite cases. Theorem 4. Let N be a composite squarefree integer, and set
For each integer g in S and each proper divisor k of N , define g(k) to be the unique integer satisfying
where µ(k) is the Mobius function. Then a basis for
Proof. We first show that any quotient F gi /F gj of two functions F g satisfies the orbit condition (11) , which by Theorem B implies that F gi /F gj is in F ∞ 1 (N ). Let p be a prime divisor of N and g be an integer relatively prime to N . Since N is squarefree, we may write F g as
For divisors k of N that are not divisible by p, the integers g(k) and g(pk) satisfy
Combining these congruences, we find
Therefore, F gi /F gj satisfies (11) . We now show that
up to a scalar, where e g satisfy g∈Oa,p e g = 0 for each prime divisor p of N and each integer a. Now let p be a prime divisor of N and g be an integer in the range 1 ≤ g ≤ N/2 satisfying (g, N ) = p. Consider the set
Except for g itself, all elements of T are relatively prime to N . It follows that for g with (g, N ) = p,
where h runs over all integers in the range 1 ≤ h ≤ N/2 satisfying the stated conditions. Likewise, if p 1 and p 2 are two distinct prime divisors of N , then for all g with 1 ≤ g ≤ N/2 and (g, N ) = p 1 p 2 , the set
can be partitioned into a union of 4 disjoint subsets
where
Then condition (11) yields
Now the set T p1p2 consists of g itself. Furthermore, by (21), we have for all h ∈ T pi , i = 1, 2,
e ℓ .
It follows that
h∈Tp i e h = − ℓ∈T1 e ℓ since for each ℓ ∈ T 1 there exists exactly one element h ∈ T pi such that h ≡ ±ℓ mod N/p i . Summarizing, we find, for all g with (g, N ) = p 1 p 2 .
In general, following the same argument, we can prove by induction that if p 1 , . . . , p k are distinct prime factors of N , then for all g with 1 ≤ g ≤ N/2, we have (22) e g = (−1)
where the summation runs over all integers h satisfying 1 ≤ h ≤ N/2 and the stated conditions. From this we see that
Example. Consider N = 42. Following Theorem 4, we set
According to Theorem 4, the group F ∞ 1 (42), up to scalars, is generated by
To check the correctness, we form a 6 × 6 matrix Set
Now let M be the 6 × 6 matrix whose (i, j)-entry is the order 21B 2 (2 i+j−2 /21)/2 of E 2 i−1 at the cusp 2 j−1 /21. Then the orders of F 1 , F 2 , F 4 , F 8 , F 5 , F 10 at the cusps 2 j−1 /21 will be (V 1 − V 3 − V 7 )M, where V 1 is the identity matrix of size 6,
27 3 9 9 27 3 3 9 27
and V 7 is the 6 × 6 matrix whose entries are all −7/6. Then the orders of the generators 
(Note that V 3 V 7 M has the same number 7/2 in every entry. Thus, the term V 3 V 7 M does not contribute anything to the first 5 rows of Q.) By a direct computation and Lemma 7, the determinant of Q is equal to
where χ runs over all even Dirichlet characters modulo 21. We then check that the sum of the entries in the last row of Q is
Thus, by Lemma 6, the class number h
which is (8) for N = 21. In general, if N = p 1 . . . p n is a squarefree integer with n ≥ 2, we may deduce Yu's formula using the same argument as above. Let a 1 , . . . , a φ(N )/2 be the integers in the range 1 ≤ a i ≤ N/2 that are relatively prime to N . Let M be the matrix whose (i, j)-entry is N B 2 (a i a j /N )/2 so that the ith row of M encodes the order of E ai at a j /N . Now for each divisor k of N , using the distribution relation (6), we can record the order of E ai(k) at a j /N in a matrix of the form V k M . Then the order of F ai at a j /N will be the (i, j)-entry of
We then show that the matrices V k satisfy
for divisors k 1 and k 2 of N that are relatively prime and
where f pi and e pi are defined as in Theorem A'. Then following the argument in the special case N = 21 above, one can deduce Theorem A' for composite squarefree integers N .
Remaining cases.
In this section we give a basis G for F (K = 1 if M is squarefull.) For an integer g relatively prime to M and a divisor k of K, we let g(k) be the unique integer satisfying
, and set
For each integer g in the range 1 ≤ g < M/(2 ℓ i=1 p i ) satisfying (g, M ) = 1 and each integer m i with 1 ≤ m i ≤ p i − 1, i = 1, . . . , ℓ, we set
Then we define the set G (M) to be the set of all such functions 
1,1,2 is defined as
, where 
The definition of G (M) stems from the following observations.
Lemma 12.
Let the notations K, L, M , p 1 , . . . , p ℓ , and p ℓ+1 , . . . , p k be given as above. For any g relatively prime to M and any j with 1 ≤ j ≤ ℓ, the elements in the orbit
can be uniquely represented by
Proof. Write P = p 1 . . . p j . We first show that |O g,P | = P , that is, all numbers g + kM/P are distinct under the identification Z/M Z → (Z/M Z)/ ± 1. Suppose that g ≡ −g − kM/P mod M for some k. Then we have 2g ≡ 0 mod M/P , which is impossible since M/P ≥ p 1 . . . p ℓ ≥ 6 and g is assumed to be relatively prime to M . Now it is obvious that every number in (26) is congruent to g modulo M/P , and the number of elements in (26) is the same as |O g,P | = P . Thus, we only need to show that two different elements in (26) can not be congruent to each other modulo M/P . This can be achieved by considering the reduction modulo p Proof. We start by considering the first equality in (27) . For the case j = 1, it is an immediate consequence of the orbit condition (11) . We then proceed by induction.
Assume that the first equality of (27) holds up to j with j < ℓ, that is,
Then we have, by the induction hypothesis,
The orbit O h,1 contains h itself. Also, by Lemma 12 above, we have h∈Og,P k∈O h,p j+1
This proves the first equality of (27) . We now prove the second equality.
Regardless of what P is, the elements h in O g,P always take the form
for some m i with 0 ≤ m i < p i − 1. In the other direction, such an element h can appear in O g,P if and only if for all i with m i = 0, p i divides P . Thus, let Q = i:mi =0 p i . Then the coefficient of e h in (27) is equal to
which is (−1) j if Q = p 1 . . . p j and 0 if Q = p 1 . . . p j . This gives the second equality of (27) .
We now verify that G Corollary 15. Let all the notations be given as above. Define
Then all the functions in G (M) (N/M ) are modular functions belonging to F ∞ 1 (N ).
Proof. This immediately follows from Lemmas 10 and 14.
Now we present our basis for F ∞ 1 (N ).
Theorem 5. Let all the notations be given as above. Then a basis for
Example. Consider the case N = p a q b , where p and q are distinct primes and a, b ≥ 1. Let us compute the number of elements in G
When 2 ≤ i ≤ a and 2 ≤ j ≤ b, the set
elements. When i = 1 and 2 ≤ j ≤ b, the set
2 /2 elements. Likewise, when 2 ≤ i ≤ a and j = 1, the set
elements. When i = 1 and j = 1, the set G (pq) has (p − 1)(q − 1)/2 − 1 elements. Thus, the set
which is the precisely the number of functions needed to generate
Proof of Theorem 5. By Corollary 15, the functions in
eg is a product of E g (τ ) with the exponents e g satisfying the orbit condition (11). We will prove that such a function can be expressed as a product of functions from
Let L = p|N p be the product of distinct prime divisors of N . We start out by observing that, for each divisor d of N/L, the set for all b satisfying gcd(b, N/(dL)) = 1. Therefore, from Theorem B we deduce
. Thus, the assertion that every function of the form
is equivalent to the assertion that every function of the form
Rehashing our problem, what we need to show now is the following. Let M be a non-squarefree, non-prime power integer. Let L = p|M p be the product of distinct prime divisors of M . Let p 1 , . . . , p ℓ be the prime divisors of M such that p eg ,
then it is a product of functions from
where G
g,m1,...,m ℓ (τ ) are defined by (24) and (25) .
First of all, following the deduction of (22) in the proof of Theorem 4, we find that the exponents e g satisfy e g = (−1) µ(gcd(g,K)) h≡±g mod M/(g,K), (h,M)=1 e h , where h runs over all integers in the range 1 ≤ h ≤ M/2 satisfying the stated congruence condition. Then the argument in (23) gives (29) f (τ ) = (g,M)=1
is defined by (24) . For convenience, we drop the superscript (M ) and write F Notice that the second equality in (27) shows that the coefficient of e k on the right-hand side of the above expression is nonzero if and only if the numbers n i in
are all nonzero. Thus, we may write f (τ ) as
where g runs over all integers satisfying 1 ≤ g ≤ M/(2p 1 . . . p ℓ ) and (g, M ) = 1 and k runs over all numbers of the form (31) with n i = 0 for all i. Now consider the product over h. An integer h of the form (30) satisfies P |Q(h) if and only if p i |P implies m i = 0. Also, h ∈ O k,P if and only if m j = n j for all j with p j ∤ P . Therefore, the only h that satisfies both P |Q(h) and h ∈ O k,P is h = g + This completes the proof of the theorem.
Example. Let N = 36. In the notations of Theorem 5, we have G (6) = ∅ since φ(6)/2 − 1 = 0. Also, when M = 12, we have ℓ = 1, p 1 = 2, and 
(2τ ) .
When M = 36, we have ℓ = 2, p 1 = 2, p 2 = 3, and 
17 (τ )E
11 (τ ) .
Computational results
In this section, we give a few tables of computational results. The first table contains the group structure of C ∞ 1 (N ) for N ≤ 100. (Note that for N = 1, . . . , 10 and N = 12, the Jacobian is trivial.) For the reader's convenience, we have also included the genus of the modular curve X 1 (N ) and the prime factorization of the group order of C ∞ 1 (N ) for N ≤ 50. We have used Hazama's formula (whenever applicable) and Yu's formula to check that the group orders are correct. Here the notation [n 1 , . . . , n k ] means that the group structure is (Z/n 1 Z) × · · · × (Z/n k Z).
In the second 
