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Abstract
本論文は自然現象である銀河形成と台風の渦の中心を求めるアルゴリズムを有する新しい
ヒューリスティック最適化手法の提案を行っている。有効性を検証するための様々な種類の
問題に適用し、実装可能なアルゴリズムを有していることを示している。
ここで簡単に本提案手法の概要を述べる。提案手法はヒューリスティックな法則によって
多探索点を移動させる手法であり、銀河の渦と台風の渦が似ていることからアナロジーの着
想を得たものである。手法の特徴となるポイントは大きく分けて 4つある。1. 多探索点の
局所集合アルゴリズムは重力の方程式を用いる。初期の天体の重力収縮による成長過程を模
擬している。2. 局所解脱出アルゴリズムも備えている。天体の質量が大きくなるとジェッ
トを噴出する天体現象を再現する。3. 台風の渦を再現するアルゴリズムもある。探索空間
を強制的に回転させ、探索点にコリオリ力を発生させる。探索点群を渦状に遠回りに移動さ
せることで大域的な最適解の発見確率を上げることが出来る。4. 探索空間の端を連結する。
地球が球状であることを再現したものであり、計算上はトーラス面を探索点が移動する。
提案手法をテスト問題に適用して有効性の検証を行っている。テスト問題として不静定ト
ラス問題、数学的多峰性関数問題、ポートフォリオ問題に適用している。提案手法の有効
性は、テスト問題への適用を通して示されている。次に応用問題として数値シミュレーショ
ンによる宇宙探査機の機体構成と軌道の複合領域における同時最適化問題に適用した。ミッ
ションは地球と火星を往復することを考え、推進装置は電気推進機を用いる。本章内では無
人探査機と有人探査機の 2つのパターンについて適用した結果を示している。宇宙機の機体
構成は簡易重量推算式を用いて各サブシステムの重量と電力を見積もる。最適化問題上の
設計変数は地球出発日時、火星でのランデブー時間、初期全電力、推力の方向角、スラスタ
のノズル形状がある。目的関数は機体重量とミッション期間の 2つあり、多目的最適化とし
た。問題設定を複雑にした場合および多目的最適化問題について提案手法を適用したときの
有効性を示し、他最適化手法と比較して本手法の優位性を述べている。また、最適化計算結
果から機体重量とミッション時間の相関関係を得ることが出来た。
以上から、本提案手法は多峰性を持つ解空間においても、コリオリ力による探索点の強制
回転によって大域的最適解に到達しやすいという知見を得られている。また、宇宙工学の複
合領域最適化問題にも応用可能であることを示しており、航空宇宙工学上に存在する最適化
問題の解決に貢献できると考えている。
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第1章 序論
1.1 本論文の構成
本論文の構成は以下のようになっている。
　第 1章は本章であり、序論を述べている。ヒューリスティック最適化手法について、過去
の研究と本研究の目的について述べている。
　第 2章では、本論文のメインテーマである、既存にはないヒューリスティック最適化手法
を提案する。提案手法の特徴を述べ、定式化する。比較するために既存のヒューリスティッ
ク手法について述べている。
　第 3章では、提案手法をテスト問題に適用した。テスト問題として不静定トラス問題、数
学的多峰性関数問題、ポートフォリオ問題に適用している。提案手法の有効性は、テスト問
題への適用を通して示されている。
　第 4章では、応用問題として宇宙探査機の機体構成と軌道の複合領域最適化問題に適用し
た。無人探査機と有人探査機の 2つのパターンについて適用した結果を示した。問題設定を
複雑にした場合および多目的最適化問題について提案手法を適用したときの有効性を示す。
　第 5章には、本論文で得られた結果についてまとめている。
1.2 ヒューリスティック最適化手法
最適化問題において目的関数が多峰性を有する場合や探索空間が連続ではなく離散空間で
あった場合には、感度解析を行う線形・非線形計画法は適用が難しい。設計変数が規格など
により特定の値の中からしか選択できない場合には最適化問題は有限の個数の要素からなる
実行可能領域内で、目的関数が最大もしくは最小になる解を探索する組み合わせ最適化問題
となる。計算量が爆発するような組み合わせ最適化問題での大域的最適解を探索する手法と
してヒューリスティック手法（発見的探索手法）が注目されている。特に最近では組合せ最
適化問題を対象とする場合が多かったヒューリスティクス手法でも連続かつ多峰性構造の非
線形最適化問題に対する手法としても有用性を検証されている [1][2]。ヒューリスティック手
法では必ずしも実行可能性や最適性が保障されている場合ばかりではないが、近年の研究に
よってより良い解が実用的な計算コストで探索可能であることが分かってきており、一部の
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ヒューリスティック手法は実用化されている。ヒューリスティック手法は多数の方法が存在
し、これらの手法が線形・非線形計画法と異なる点として以下のポイントがある。1.多点に
よる探索方法、2.過去の探索履歴から探索方法を学習する方法、3.改悪を許可する場合もあ
る方法、4.経験的に解探索を構築する方法がある。ヒューリスティック手法はこれらのポイ
ントを内包する場合が多い。また、ヒューリスティック手法の別の特徴として多くの手法が
何らかのアナロジーを持つことがあげられる。代表的な例として、焼きなまし法は金属の焼
きなまし現象から、遺伝的アルゴリズムは生物の遺伝学、粒子群最適化法は蜂や魚群の集団
知能、タブーサーチは人間の記憶過程にアナロジーを持つ。特に生物の遺伝と進化を模擬し
た遺伝的アルゴリズムや遺伝的プログラミング、粒子群最適化法は進化型計算手法と呼ばれ
現在も研究が進められている。次章から説明する本論文のメインテーマである新しく提案す
るヒューリスティック手法もこの進化型計算手法に属する。
　ヒューリスティック手法の中でも探索点が多数あり解空間の探索を行う多点探索に関して
は、工学問題によく設定される多目的最適化問題と相性が良い。現実世界の問題の多くは、
複数の評価基準を持つ多目的最適化問題である。このとき、複数の評価基準は、一方を良く
すれば他方が悪くなるようなトレードオフの関係にあることが多い。例えば、製造業におい
て、製品の機能や性能の最大化と生産コストの最小化はトレードオフの関係にある。また、
我々が日常的に購入する商品においても、商品の機能や性能と価格の間にトレードオフの関
係が存在する。さらに、交通機関やホテルなどのサービスについても、サービスの質と価格
の間にトレードオフの関係が存在する。我々はこのようなトレードオフの関係を総合的に考
慮し、自分自身の都合に応じた商品を選択することになる。たとえば、航空券を購入する場
合では目的地へのルートや航空会社の選択など代替案の数は多くても 100件程度あるので、
旅行者が個々の代替案を比較し意思決定を行うことも不可能ではない。この場合は価格と移
動時間の間、価格と快適性の間でトレードオフの関係が存在する。しかし製品設計や生産計
画などの問題では、すべての代替案を人間が比較することは不可能な場合が多い。例えば、
40個の機能から必要な機能だけを選択してシステムを構成するという単純なシステム設計
問題でも、システム構成の可能な組合せは 1兆程度になり、設計者が個々の代替案を比較す
ることは不可能である。そのため、複数の評価基準を考慮し、有望な代替案を効率的に探索
する多目的最適化手法が必要となる。システム設計問題から分かるように、実行可能な代替
案の総数が指数関数的に増加するような問題も多い。そのため、複数の良好な代替案を発見
するための効率的な探索手法が必要となる [2]。
　事前情報として意思決定者の選択候補決定に関する優先情報が必要であるが優先情報の獲
得は必ずしも容易ではない。そのため、最終的に獲得された候補解は意思決定者の真の決定
思考に対応していない可能性もある。事前情報として優先情報を明示的に与えることに比較
すると、複数の候補解から決定解を選択することは容易である。多目的最適化手法は、意思
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決定者の選択優先情報を事前情報として利用し、優先情報を最もよく満たす最適解を提示す
る。事前に選択優先情報を与えることが困難な場合でも、具体的な代替案が提示されれば自
分の都合に合わせて意思決定を行うことが可能な場合も多い。たとえば、東京とニューヨー
ク間の往復航空券を購入する場合は移動時間と価格に関する目標や制約条件を設定するより
も旅行代理店の担当者から提示された複数の候補解から最終的に購入する航空券を選択する
方が容易である。ヒューリスティックな最適化手法では後者のアプローチが用いられる。す
なわち、複数の候補解を意思決定者に提示するために、多目的最適化問題の多様なパレート
最適解を発見することのできるアルゴリズム開発が行われている。一般的な最適化手法と比
較した場合でのヒューリスティックな最適化手法の最大の特徴は、アルゴリズムの１回の実
行で多数の最適解候補を同時に獲得することを明確に意図していることである [22]。
　良好で多様な候補解を意思決定者に提示するために、ヒューリスティックな最適化手法で
は個体群の多様性とパレート最適解集合への収束性を同時に考慮する必要がある。個体群が
パレート最適解集合から離れていれば、良解方向への探索を進めることで個体群をパレー
ト最適解集合へ近づけることが重要であり、収束性の向上が重要である。一方、個体群がパ
レート最適解集合に近い状況では、多様性の向上が重要である。このように、多様性と収束
性を同時に考慮することが必要であるが、多様性と収束性は互いに競合するためにアルゴリ
ズムの設計では、両者のバランスを取ることが重要になる。なお、単一目的最適化問題に対
する進化型最適化アルゴリズムの設計においても多様性と収束性のバランスは重要である
が、単一目的最適化と多目的最適化では多様性の役割が大きく異ることに注意が必要であ
る。単一目的最適化では、局所解に収束することなく、大域的な最適解を発見するために、
決定変数空間の広い範囲を探索するという意味で多様性が重要である。一方、多目的最適化
では、多様なパレート最適解を発見するために、目的関数空間での多様性が重要になる。す
なわち、単一目的最適化では大域的最適解を発見するための手段として決定変数空間内での
多様性が重要であるが、多目的最適化では目的関数空間内で多様なパレート最適解を獲得す
ることが重要である [2]。
1.3 本研究の位置づけと過去の最適化手法に関する研究
近年のコンピュータを用いる進化的な自動最適化手法の理論および設計論の研究について
概説する。コンピュータＣＰＵの性能向上に伴い、進化論的最適化手法の実問題への応用が
盛んに行われている。進化論的最適化手法は膨大な繰り返し計算を必要とするが、大域的な
探索を行うことができ、対象とする問題に連続性や微分可能性を仮定する必要がないために
幅広い分野で応用されている。代表例としては、遺伝的アルゴリズム（ＧＡ）、遺伝的プロ
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グラミング（ＧＰ）、進化戦略（ＥＳ）、進化的プログラミング（ＥＰ）、粒子群最適化法（Ｐ
ＳＯ）、アントコロニー最適化法（ＡＣＯ）、免疫的アルゴリズム（ＩＡ）、など自然進化や
生物の振る舞いから発想を得た最適化手法では性能改善のための工夫にも中立進化の仕組み
の導入や二倍体型の解表現など、生物とのアナロジーに基づくものが多く提案されている。
また、タブーサーチ（ＴＳ）やＭｅｍｅｔｉｃアルゴリズム（ＭＡ）では、メタヒューリス
ティックスとしての有用性に特に重点が置かれ展開されている。シミュレーテッドアニーリ
ング（ＳＡ）を代表とする、統計物理学におけるサンプリングテクニックを応用した最適化
手法では、その最適化原理の理解に強い関心が置かれていた [6][7]。
この中において本研究では新しい最適化手法の提案を行う。本提案手法もこの進化論的
最適化手法に分類される。2つの自然現象である、銀河形成と台風の渦に着想を得た最適
化手法である。この提案手法の詳細は次章で述べるが、図 2.1が銀河系の渦で図 2.2が台風
の渦のイメージ図であり、この 2つの図のようにこの最適化手法は探索点を渦を巻くよう
に移動させながら計算進行させる。探索点が多数点あり、個体同士の情報共有により速度
を求めて移動先を決定するという観点から粒子群最適化法（PSO）に類似したヒューリス
ティックな手法であると考えられる。本提案手法の独自性を述べるために、既存手法の改良版
PSOについて述べる。PSOの代表的な改良版手法をいくつか挙げる。M.Clercらが行った、
Constriction Method[8]は事前の安定解析に基づき基礎式の係数パラメータを収束性の弱い
値に設定する方法である。さらにRandom Inertia Weight Method[9] やLinearly Decreasing
Inertia Weight Method[10]は最適化イタレーションによって PSOの基礎式の速度係数を変
化させる手法である。以上の 3つの改良版は係数パラメータ調整を行うことで良い計算解を
得ることが出来ると参考文献 [8][9][10]で述べられている。しかし、これらの改良版はPSOの
強い収束性を弱く遅くしているだけとも言え、根本的に大域的な探索アルゴリズムを有して
いないと考えることも出来る。上記以外にはActivity Feedback PSO[11][12]があり個体群の
密集度を計測フィードバックすることにより、移動速度の計算式内の係数を変化させる手法
である。密集度のスケジュール管理が難しいことが挙げられ、この手法も収束性を弱くして
いる方法といえる。
これらの問題点を解決するために探索点群の収束性の緩和と最適解の遠方での大域的探
索のアルゴリズムの導入を図った。提案する手法はそれらのデメリットを改善するものであ
り、広域的な大域的探索のアルゴリズムを有する。計算者は大域的最適解を発見するために
計算途中の個体収束過程において遠方の空間も探索したい。これを実現させるために移動
計算に重力の式を用い、さらにコリオリ力を再現するために変数空間自体を回転させると
いうアイディアを組み合わせた。これらは本手法独自のものであり、他手法にはない新規性
を有しているといえる。提案手法について詳しくは第２章で説明している。提案手法は多点
探索を行い PSOに類似すると述べたが、既存の PSO手法と異なるところは探索点の移動
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方法である。移動幅を計算する基礎式に重力の式を用いている。これにより、最適解付近で
は強い引力が働き、遠方では引力が弱くなる。急速に個体同士が収束せずに探索することが
出来る。さらに解探索をサポートするためにコリオリ力による渦状回転の概念を導入した。
台風の渦から着想を得ている。これにより計算過程の暫定最良解の遠方を大域的に探索する
事ができる。PSOでは個体群の最良解から遠い個体ほど強い力を受けるので、急速に最適
解に収束するメソッドであり、局所解に収束してしまう危険性を有している。提案手法の利
点は最適解付近は強い収束性を有し、遠方は広範囲探索を行うという 2つの優位性を兼ね備
えている。探索点移動の計算過程は他に類似するものがなく本提案手法は独自性があるとい
える。また、改良版 PSOの中では GAにおける突然変異の概念を取り入れた Vibrational
mutation PSO[13]も提案されており、乱数で個体を近傍に少し移動させて個体群がより評価
値の良い場所に移行するというものである。局所解に陥ってしまった場合の脱出アルゴリズ
ムと考えることが出来る。突然変異の概念は提案手法にも導入されていて第 2章で詳しく述
べている。
1.4 本論文の目的
本論文の目的は既存の手法にはない大域的最適化アルゴリズムを有する新手法を提案する
ことにある。提案手法の基幹となるアイディアとアルゴリズムを説明しテスト問題に適用す
る。第 3章のテスト問題での適用では単一目的最適化を行い、単純な工学的最適化問題と数
学的多峰性関数問題の複数の最適化問題に適用する。本提案手法が実装可能な最適化アルゴ
リズムであることを確認し、さらに本手法のテスト問題に関する有効性を示す。第 4章では
応用問題として宇宙探査機の機体構成と軌道計画の統合領域最適化を実行する。無人宇宙探
査機と有人宇宙探査機の 2つのパターンについて計算を行う。無人宇宙探査機では単一目的
最適化とし、設計変数は軌道計画要素のみとする。無人探査機の問題では有人探査機の最適
化問題の前段階と位置づけて、最適化対象の解析モデルが妥当であるかを検証する。次に宇
宙探査機の最適化問題を無人から有人に拡張し、設計変数要素も機体構成と軌道計画の複合
領域から決定する。有人宇宙探査機の最適化問題は多目的最適化問題と設定し、本提案手法
を多目的解法用のアルゴリズムに変更する。応用問題として多目的最適化における有人宇宙
探査機問題へ本提案手法を適用し、その結果から本手法の有用性を示す。
　以上が本論文の目的となる。
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第2章 提案手法
2.1 概要
この章では本論文のメインテーマであるメタヒューリスティックな最適化アルゴリズムを
提案する。提案手法のアルゴリズムと特徴を述べた後に定式化と最適化計算上で使用した計
算テクニックを説明している。本提案手法は銀河の形成と台風が渦を巻いている状態を模擬
し、それを定式化・アルゴリズム化したものである。最後に比較対象としている他のヒュー
リスティック手法について述べている。比較とした手法は粒子群最適化手法（ＰＳＯ）と遺
伝的アルゴリズム（ＧＡ）を用いた。　提案手法の着想は銀河と台風の渦の形が似ていると
いうところから出発している。図 2.1と図 2.2に渦の様子を示す。本提案手法は銀河や天体
の形成過程と台風の渦形成を模擬した最適化手法である。着想を最適化手法に変換する際
に、銀河形成は重力による一点への収束を考え、台風の渦形成はコリオリ力と地球のように
閉じた空間を考えている。手法特有のアルゴリズムは 4つあり、次節以降に詳細を述べてい
る。簡潔に提案手法を説明すると銀河や台風の渦の中心を求める最適化手法である。
図 2.1 銀河の渦形成 [3] 図 2.2 台風の渦 [4]
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2.2 銀河形成過程を模擬
この節では提案手法の 4つのポイントのうち 2つについて説明する。銀河や天体の形成過
程を模擬したものである。1つ目のポイントでは重力によって粒子が収束する現象を再現し
たものである。2つ目のポイントは巨大質量天体からジェットを噴出する現象を再現したも
のである。
2.2.1 重力収縮　ー局所収束アルゴリズムー
天体の原始状態では、分子や粒子がガス状態で空間に漂っている。この粒子たちが衝突を
繰り返し、次第に集合体として集まっていく。このときに重力の偏りが生じることでさらに
周囲の粒子を引き寄せる。実際の天体現象ではガス状態から長い年月を経て球体の状態へと
進化を遂げる。この現象は重力によって粒子同士が引き合うことで集合体を形成するといえ
る。この自然現象を最適化手法へと応用することを本研究では考える。重力の方程式によっ
て一点へと収束する様子を最適化手法で表す。着想を実現するために最適化手法においては
多点探索とする。この重力収束と提案する最適化手法のアナロジーを箇条書きすると、ガス
状態の粒子＝多点探索点、粒子の質量＝最適化問題設定上の評価値（目的関数値）となる。
最適化上での解空間に多点の探索点を散布する。探索点上の評価値を計算しその値を質量と
して考える。その質量値を用いて重力の方程式を各探索点間で計算することで、多点探索点
は重力の強いところへ集まっていく。つまり、最適化計算では評価値の高い点へ収束するこ
とになる。これが本研究で提案する最適化手法での局所収束ルーチンとなる。この重力収束
が提案手法の柱となる考え方である。以上の過程を別の表現にすると、評価値空間を自然現
象における重力ポテンシャル空間と捉えることでその重力場に多数の探索点を撒きその点の
質量を計測すると考えることも出来る。重力場に探索点のサンプルを複数個に限定して撒く
イメージである。
　図 2.3に重力ポテンシャル空間に探索点を分布させたイメージ図を載せる。この探索点同
士が重力によって引き合う。最小化問題とするとこの図における深さは評価値と同等とな
る。最適化計算上ではこの評価値を質量とみなすことで重力を計算することができる。つま
り、深い位置にいる探索点は強い重力で周りの探索点を引っ張ることになる。繰り返し計算
で時間を経過させると探索点は深い位置に集まり、最適化計算上では最良解に探索点群が収
束することになる。この重力アルゴリズムが最適化計算の局所解収束アルゴリズムとなり探
索点群を最良解へと収束させる。
ある探索点にかかる重力 F g を示す。
F g =
X
k

G
mMk
r2k

(2.1)
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図 2.3 重力場を模擬した解空間
　重力定数Gは設計者が決める定数である。問題設定により決める値は異なる。大まかな設
定指針は別節に述べている。mは重力を計算する中心探索点の評価値である。M は各探索
点の評価値である。rは中心探索点と各探索点との距離である。添え字 kは中心探索点との
重力を計算するある探索点を示す。中心探索点と周りにある各探索点との重力の総和を計算
することで統合した重力を表している。この式を用いて探索点の運動方程式を求めている。
詳細は別節の定式化において述べている。
2.2.2 宇宙ジェット　ー局所解脱出アルゴリズムー
天体現象における 2つ目の自然現象と最適化手法のアナロジーとして採用したルーチンが
宇宙ジェットの物理現象である。天体の成長過程において質量が巨大になると、内部の圧力
や磁場の影響により天体から粒子を噴出する物理現象が実際に存在する。図 2.4に宇宙ジェッ
トのイメージ図を載せる。赤黄色く渦を巻いている中心に黒い球体がある。そこから白い物
質が噴出している様子がわかる。これが宇宙ジェットの現象である。この自然現象を最適化
計算上で模擬する。この天体の物理現象を最適化手法で再現すると、多点探索点がある範囲
に収束した場合において、収束した探索点群から 2つを選択しランダム方向に探索点を噴出
させる。噴出に関しては探索点を問題設定によって決められた速度制限があり、その速度制
限限界の速度で乱数で決められたランダム方向に移動させることである。
具体的に計算方法を述べる。後述する宇宙機の複合領域最適化問題へ適用した場合は全探
索点の 1/3の個体数がある領域へ収束した場合にジェットアルゴリズムを発動させる。ある
領域とは最適化問題によって設計者が設定するものであり、その範囲をRcとすると以下の
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図 2.4 宇宙ジェット [5]
ようになる。
Rc =
X lim;max  X lim;min
Crc
(2.2)
分母のCrcは設計者が決めるものであり、解空間に対してどのくらい縮小した範囲を採用す
るかというものである。参考に第 4章の宇宙機問題での数値を述べると Rc = 100とした。
宇宙ジェットの噴出に関して述べると、宇宙機問題では個体数は 50個と設定しているので
17個以上が集まった時にジェットを噴出する。集合群から 2個体をランダムに選出する。そ
して、その個体に速度 V を強制的に与える。速度 V は乱数によって与えられるものであり、
局所的に収束してしまった個体群を真の大域的な最適解に移行する可能性を持っている。乱
数Ranは 0から 1の間を動く一様乱数である。
V 1 = (X lim;max  X lim;min)Ran1 +X lim;min
V 2 = (X lim;max  X lim;min)Ran2 +X lim;min
(2.3)
この速度 V を用いて現在の位置 xoldから新しい位置 xnewへ探索点を移動させる。
xnew;1 = xold;1 + V 1
xnew;2 = xold;2 + V 2
(2.4)
これによって新しい位置へ個体を移動させる事ができる。ただし、移動先が実行不可能領域
の場合は実行可能領域に移動するまで乱数を変化させて計算をする。
2.3 台風の回転を模擬
この節では提案手法の 4つのポイントのうち後半の 2つについて説明する。台風の渦を模
擬したもので、最適化計算上で再現するためのアルゴリズムを述べる。1つ目は地球が回転
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していることを再現したものであり、解空間を回転させてコリオリ力で多点探索点を強制的
に移動させることで渦を巻くように探索させる。2つ目は地球が球形で端がないことを模擬
したもので解空間をトーラス面とすることで探索点の移動の自由度を上げる。
2.3.1 コリオリ力　ー大域解発見アルゴリズムー
台風の渦を再現するためにコリオリ力を導入する。この節では 3番目のポイントであるコ
リオリ力の再現について述べる。解空間を回転させることで探索点が移動する際に回転半径
方向に力を受ける。このような座標空間を回転する方法で渦を実現する。探索点の移動のイ
メージを図 2.5に示す。地球が自転しているイメージを実現したものであり、設計変数空間
を評価値軸を基準に回転させることで最適化アルゴリズムとする。各探索点の重心に向かう
ように重力が働くので、重心を中心とした円を描くように探索点が移動する。中心に向かう
速度ベクトルを持つ探索点はコリオリ力を受けて渦を巻く。急速に中心に収束するのではな
く、わざと大回りする様に移動する。これによって解空間の大域的最適解に到達する可能性
を上げている。回転の量を表すパラメータである角速度パラメータ !を設定することで回
転量を調整することができる。パラメータ !は設計者が決定するものである。最適化問題
に依存するパラメータなので設定指針は別節において述べている。次に座標の回転方法につ
図 2.5 コリオリ力
いて詳細を述べる。まず、図 2.6に示すように設計変数空間を定義する。上に向かう軸が評
価値（目的関数値）軸である。横方向に設計変数軸を置く。この評価関数値軸と設計変数値
軸によって定義された空間内を探索点が移動することになる。探索点の位置が設計変数を表
し、評価値がその点の質量を表す。探索点は重力の影響によって移動する。この時の速度に
対してコリオリ力が掛かることになる。図 2.6では評価値軸を回転量 !で時計回りに回転さ
せた場合の図である。この回転空間の中を探索点が回転の半径方向に速度成分を持つと図の
方向にコリオリ力を受ける。設計変数が 3つ以上の場合でも軸を置く概念は同様である。図
示はできないが 4次元空間以上でも、評価値軸を中心に回転させる構図になる。どの軸を回
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転させるかによって探索点が受ける影響は異なるが本論文では評価値軸のみを回転させるこ
とにする。設計変数が 2つの場合、解空間の表現は評価値軸と変数軸 2つで合計 3次元表示
評価値軸 I
回転量 
変数軸 X1
変数軸 X2
原点 o
探索点
速度 V
コリオリ力
図 2.6 評価値軸と変数軸
になる。この最適化計算ではコリオリ力を求めるために外積計算を行う。解空間が 3次元の
ときは外積計算を行うことは容易であるが、4次元以上になると難しくなる。そこで変数の
数によって以下のように計算方法を変えている。
設計変数が 2つの場合
設計変数が 2つの場合はコリオリ力を以下のように定義する。
F c =  2m!  v (2.5)
3次元のベクトル成分表示をする。評価値軸を回転させるときの角速度 !と速度 vは
! = (0; 0; !)T ; v = (vx; vy; 0)
T (2.6)
となる。次にコリオリ力 F cの計算は以下の計算式によって行う。
F c = 2!  v
= 2 (0; 0; !)T  (vx; vy; 0)T
= ( 2!vy; !vx; 0)T
(2.7)
また、変数が１つの場合には外積計算を行うことができないので、コリオリ力を考慮しない
最適化計算を行う。
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設計変数が３つ以上の場合
設計変数が３つ以上の場合はコリオリ力を座標変換として次のように定義する。変数が３
つ以上になると解空間の次元が 4次元以上になるので外積計算が難しくなる。正確にはテン
ソルとして計算結果が出てくるので列ベクトルとの足し算が定義できなくなるので、この最
適化計算内では計算結果が意味を成さない。なのでコリオリ力を求めるのではなく、別の方
法で計算個体を移動させる。直交座標系から円柱座標系へ座標変換し、評価値軸を !だけ
回転させることを考える。これは速度がゼロの個体も移動してしまうためコリオリ力を受け
る結果とは異なる。しかし、この最適化計算のメインアルゴリズムである解空間を周りなが
ら探索するという意図には沿っている。また、4次元以上の回転座標を求めることも難しい
ため座標変換方式を採用した。以下に直交-円柱座標変換の式を示す。
直交座標系でのある個体の解空間内の座標は
　X = (I; x1; x2;    ; xn)T (2.8)
となる。I は評価値である。これを円柱座標系にすると26666666666664
I
x1
x2
...
xn 1
xn
37777777777775
=
26666666666664
I
r cos 1
r sin 1 cos 2
...
r sin 1    sin n 2 cos n 1
r sin 1    sin n 2 sin n 1
37777777777775
(2.9)
r =
p
x12 + x22 +   + xn2
となる。次に評価値軸に角速度 !で回転した後の座標Xは26666666666664
I
x1

x2

...
xn 1
xn

37777777777775
=
26666666666664
I
r cos (1 + !)
r sin (1 + !) cos 2
...
r sin (1 + !) sin 2    sin n 2 cos n 1
r sin (1 + !) sin 2    sin n 2 sin n 1
37777777777775
(2.10)
r =
p
x12 + x22 +   + xn2
となる。評価値軸の周りの回転を 1 ! 1 + !と表現した。
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2.3.2 トーラス面構造　ー探索点移動幅向上ー
地球が球体であることを再現するために解空間を閉じた空間とする。地球は端がなく地表
面上を移動する際は地球の裏側まで自由に移動することが出来る。地球が球形なイメージを
実現しており、設計変数空間を制約条件の上下限で単連結させることで最適化アルゴリズム
上で再現する。従来の解空間であると制約条件により空間に上限下限が存在していたのでそ
れが壁の役割を果たしていた。上述のコリオリ力を再現する場合にはこの壁が障壁となり探
索点が自由に移動できなくなる。通常の工学的な最適化問題では設計変数に制約がつくので
空間上では端が存在する。これを解消するために設計変数空間（解空間）を制約条件の上下
限で単純に連結させる。単純に端を連結するだけなので構造上は球面ではなくトーラス面と
なるが、探索点の移動とコリオリ力の再現には支障はない。図 2.7はトーラス面のイメージ
図 2.7 トーラス面
である。直交座標系で表された設計変数空間の端をつなぐことでドーナツ状の空間を再現す
る。計算プログラム上は探索点が制約上限に達した場合は下限に移動するというものであ
る。探索点が制約条件という壁にぶつかる事なく解空間を移動することができる。このこと
により、探索点の最適解の発見確率が上がることを期待できる。設計変数の上限下限の制約
条件のみならば単純に空間の端を連結するだけなので、最適化プログラム上のアルゴリズム
構築も容易である。空間を横断するような制約条件の時は工夫が必要である。実行不可能領
域にあたる部分の境界をつなげることで、実行不可能領域に侵入不可能な状態にすることが
考えられる。これが数値プログラム構築上で困難な場合は、予測される実行不可能領域を跳
躍可能な状態にするような各探索点の速度上限を設定することも考慮することもできる。
プログラム上の式を示す。設計変数の各構成要素について以下の式を実行する。変数 xが速
度 vによって、制約の上限Xlim;maxまたは下限Xlim;minを超えた場合についてのみ以下の
式を用いて変数位置を xoldから xnewへ移動させる。探索点は設計変数空間内をループする
様に移動探索するようになる。
xnew =
8><>:xold   (Xlim;max  Xlim;min) (xold > Xlim;max)xold + (Xlim;max  Xlim;min) (xold < Xlim;min) (2.11)
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2.4 定式化
上述の 4つのポイントを定式化する。まずは探索点の運動方程式を定義し、数値計算する
ために離散表現に変換する。そして、コリオリ力を再現する際の座標変換について述べる。
最適化の計算進行において重力とコリオリ力を考慮した運動方程式を解くことになる。以
下のセクションで使う物理現象と最適化計算のアナロジーから使用する文字を箇条書きで
示す。
 質量M ＝評価値 I
 空間位置 x＝設計変数 x
 移動速度 v
 重力定数G (任意の値)
 回転速度 ! （任意の値）
2.4.1 運動方程式と離散化
最適化計算をする上での個体の移動に関する運動方程式を示していく。個体にかかる力は
重力 Fg とコリオリ力 Fcの 2つである。
m
dv
dt
= Fg + Fc
=
X
G
Mm
r2

  2m!  v
(2.12)
各文字を説明すると、運動方程式を考えている個体の質量m、ある別の個体の質量M、重
力定数G、解空間の回転速度!、質点の速度 v、距離 rは基準とする個体とある別の個体と
の幾何学的な距離である。分母のベクトル表現を分子側に移動すると次のように書ける。
dv
dt
= G
X
k

Mk
jrkj3
r

  2!  v (2.13)
質量は個体の評価値と同一として扱う。
次にプログラムで計算するように微分を差分に置き換える。ただし、最適化計算上の計算時
間幅はt = 1として考える。
dv
dt
=
vn   vn 1
t
= vn   vn 1
(2.14)
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添字の nは計算ステップ数である。同様にして個体の位置座標 xは
vn =
dx
dt
= xn+1   xn (2.15)
となる。以上をまとめると以下の方程式を得る。
xn+1 = xn + vn
vn = vn 1 +G
X
k

Mk
jrkj3
r

  2!  vn 1
(2.16)
この方程式を用いて繰り返し計算を行う。
2.4.2 最適化手法としての利点
ここで最適化手法としてのメリットを述べる。以上までに手法の特徴を述べてきたが、本
手法は大域探索と近傍探索を同時にかつ効率的に行うことが出来る最適化手法である。近傍
探索については重力の方程式により各探索点が探索点群の質量中心（重心）に向かって探索
が進む。大域探索はコリオリ力を導入することで実現しており、探索点をわざと回り道させ
ることで広域探索を行う。これらから、大域的最適解から遠方の領域では重力の影響が薄い
ので収束が遅くなり、広くサーチすることになる。これは大域探索になる。ローカルな局所
解への収束を防ぐように、最適解から遠い場所にある探索点は重力の影響が薄くゆっくり探
索を進める。コリオリ力があるために大きく渦を作るのでローカルトラップに捕まっても脱
出できる可能性を持っている。解空間の回転量パラメータ !で回転させたほうが解空間を
広く探索するので、最適解を見つけやすい。そして大域的最適解から近傍の領域では重力の
影響が強いので収束が早くなる。最適解に急速に集まることになり、最適解付近では局所探
索をすることになる。重力の影響が強くなるためである。同一の空間において大域的探索と
局所的探索の良い点を同時に満足していると言える。
2.5 最適化計算上のテクニック
2.5.1 計算テクニック
提案手法で示した最適化計算を円滑に進めるために以下のような制限を加えている。計算
上のテクニックを箇条書きで示す。
 初期個体の計算状態
解空間での初期位置 xは乱数によるランダム配置とする。初期速度 vに関してもラン
ダム方向とした。
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 各計算回の最良値を保存
　ヒューリスティック手法でよく採用されている最良解保存のアルゴリズムを使う。最
適化計算を迅速に行うためである。
CG
Best
Best solution 
is not moving
図 2.8 重心位置と最良解保存
 全探索点の重心位置を計算
　計算の進行は重心位置に引き込まれるように探索が進む。最適解付近で渦を巻くよ
うに回転してしまう場合でも重心位置の履歴を見ることで渦の中心を知ることが出来
る。また、二連星のような状態になった場合も重心を知ることで回転の中心が分かる。
探索回の最良解と重心位置の解を比較することで真に良い解を算出することが出来る。
CG
図 2.9 二連星
 最大速度制限
　探索点同士が近づきすぎると重力が発散し最適化計算上は不都合になる。探索点の
移動が計算不可能になるので、これを解決するために探索点の速度に制限をつけるこ
とで安定した移動を行う。
 近傍衝突仮定
　ある範囲内に個体同士が近づくとその個体同士は衝突したと仮定して、同じ位置、
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同じ速度を取るものとする。ある範囲とは問題によって変更することが妥当であるが、
本論文中は式 2.2によって与えられた範囲とする。
2.5.2 計算パラメータの指標（オーダー値）
最適化手法の調整パラメーターは角速度 !と重力定数Gの 2つである。角速度について
は、1回の最適化計算で解空間を 1周するようなパラメーター調整をすることが多い。具体
的に式を使って表すと、
! =
2
Ncal
=
2
1000
(2.17)
ただし、Ncalは最適化計算内の解析ルーチン呼び出し回数である。遺伝的アルゴリズムにお
ける"個体数×世代数 =計算回数"といえる。ここではNcal = 1000としたので 1000回の計
算でちょうど回転軸を 1周することになる。
重力定数Gの大まかな決め方を以下に示す。
ある個体にかかる力 F は
F = mG
X
n
Mn
rn2
(2.18)
基準となる個体の質量m（評価値）、別の個体との距離 r、別の個体の質量M（評価値）で
ある。
運動方程式を考えると
dv
dt
= G
X
n
Mn
rn2
(2.19)
個体の移動速度を考えて右辺を１のオーダーにする。Gを規定化し、倍率係数 nをかけると
G =
rmax
2
Mmax
 n (2.20)
ここで、Mmaxは初期個体群の中の最大質量（評価値）である。rmaxは解空間距離の平均
をとって
rmax =
pP
(Xmax;n  Xmin;n)2
2
(2.21)
Xmax;n; Xmin;n は設計変数の最大値、最小値である。これは制約条件により与えられてい
る。次に倍率係数 nは
n =
rmax
nGrid
 1
NInd
(2.22)
と設定する。nGridは解空間の移動距離を何分の一に制限するかというものである。NIndは
個体数である。よってGは
G =
fP(Xmax;n  Xmin;n)2g 32
Mmax
 1
8
 1
nGrid
 1
NInd
(2.23)
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となる。具体的に計算すると、テスト問題での値を使い以下のように計算することが出来る。
G =
fP(Xmax;n  Xmin;n)2g 32
Mmax
 1
8
 1
nGrid
 1
NInd
=
f(10  1)2 + (10  1)2g 32
6191:5
 1
8
 1
100
 1
25
= 1:67 10 5
(2.24)
となる。最適化計算上の定数なので、単位はない。物理学上の万有引力定数はG = 6:67
10 11[m3s 2kg 1]である。
2.5.3 ペナルティ関数法
ペナルティ関数は目的関数、制約条件、設計変数を有する最適化問題のための解法の一
つである。制約条件 g(x)が存在する問題設定において、制約条件の許容領域外に設計変数
xが移動してしまう場合に非許容量(x; g(x))を算出する。非許容量(x; g(x))を目的関数
f(x)に足すことで評価を改悪し、制約最適化問題を無制約最適化問題に変換することが出
来る。たとえば評価値 I を最小化する問題設定のときは
I = f(x) + j(x; g(x))j (2.25)
のように目的関数値 f(x)を非許容量が評価を改悪し、最適化手法のアルゴリズムによっ
て制約条件内に設計変数が移動するように作用する [26]。
2.5.4 多目的最適化
ここでは、多目的最適化に関連した基本的な概念の説明を行う。一般の k個の目的をもつ
多目的最小化問題について考える。f(x)は目的ベクトル、xは設計変数ベクトルで構成さ
れる。最大化されるべき目的関数が存在する場合は、マイナスの符号を付けることで最小化
の形式に変換することができるので、多目的最小化問題について最適解の概念を考える。も
し、すべての目的関数を最小にする解が存在すれば、その解は多目的最小化問題の完全最適
解である。しかし、通常は複数の目的関数の間にトレードオフの関係が存在するために、完
全最適解が存在することは一般的ではない。そのため、多目的最適化の分野では、個々の解
の間での優越関係に基づく解の概念が定義される。多目的最小化問題の実行可能解を xと y
とき、どの目的関数に関しても解 xは解 yよりも大きくなく、少なくとも一つの目的関数に
関して解 xは解 yより厳密に小さい場合、解 xは解 yを優越するという。この定義は、我々
の直感に一致しており、この条件が満たされる場合は、明らかに解 xを選択する。したがっ
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て、解 xは解 yよりも良い解であるといえる。しかし、必ずしもすべての解が優越関係で比
較可能ではない。比較可能ではない多数の解が多目的最適化問題には存在する。多目的最適
化では、すべての目的関数を同時に最適化する完全最適解が一般には存在しないので、ほか
の解に優越されないという基準を用いて最適解が定義される。このような解はパレート最適
解と呼ばれ、最終的に意思決定者により選択される選択解の候補になる。多目的最適化では
互いに比較できない解が多数存在するので、多目的最適化問題は多数のパレート最適解を持
つことになる。意思決定者はパレート最適解から最終的な優良解を選択することになる。し
たがって、最終的な選択解の候補として、多様なパレート最適解を意思決定者に提示する事
が重要である。多目的のヒューリスティック最適化の分野では、確率的な多点探索という進
化計算の特徴を有効に活用することにより、1回の実行で多様なパレート最適解を発見する
事が重要となる。
パレートランキング法
第 4章の有人宇宙探査機の最適化問題では多目的最適化を行っている。この際に使用した
目的関数の評価方法の一つにパレートランキング法がある。多目的最適化におけるヒューリ
スティック手法では、個体の評価は優越関係に基づき行われる。しかし、優越関係を用いて
直接的に 2個体の比較を行うと、多くの場合で比較不可能となる。たとえば、解空間の点A
と点 Bを比較すると、明らかに点 Bのほうがパレート最適解集合に近い良好な解であると
すると、優越関係では比較不可能となる。そのため、優越関係を用いて個々の個体にランク
を割り当てるランキングという操作が行われることが多い。たとえば、多目的遺伝的アルゴ
リズムでは、現在の個体群の中で自分自身を優越する個体の数に１を加えたものがランク
となる。このランキング方法では、自分自身を優越する個体の数が多いほど悪いランクにな
る。ランキング操作を用いることで、パレート最適解集合に近い良好な個体に高いランクを
与えることができる。したがって、個々の探索点に割り当てられたランクに基づき最適化計
算進行を行うことで、良好な探索点を選択して次の探索点に移動するという進化型最適化の
基本的な枠組みの実装が可能になる。優越関係に基づくランキングは、多目的最適化におい
てはほとんどのヒューリスティックなアルゴリズムで用いられている。
エリート保存戦略
パレート最適解集合への収束性を向上させるためには、多目的進化の途中で発見された良
好な個体を保存しておくエリート保存戦略が重要である。1990年に ZitzlerとThieleで明確
19
2.5 最適化計算上のテクニック
に示されたように、エリート保存戦略により、ヒューリスティック手法の探索性能が大きく
向上する。これまでの最適化計算進行では、良い個体が存在したとしても計算過程で無条件
に置き換えられることがある。このとき新しい解が悪くなる可能性もあり、その場合には、
これ以降は良い個体が生成される見込みが少なくなる。これを防ぐために、これまでの計算
進行とともにエリート保存と呼ばれる操作が付加されることがある。そのため、最近の研究
では、エリート保存戦略が用いられることが多い。現在の探索点群の中から良好な個体を選
択することによりエリート保存戦略を実現する。本論文ではエリート保存は探索点群中の良
い解を１つエリートとして保存しておく。最適化計算進行でたまたまできの悪い解ばかりを
生成しても、エリート保存により良い個体が保存されているので、最終的に良い解を得るこ
とが期待できる。
シェアリング関数法
多様性の維持は、単一目的最適化の場合と同様に、密集している個体の適応度を相対的に
小さくし、密集していない個体の適応度を相対的に大きくすることで実現される。たとえ
ば、密集していない領域に存在する個体に対する適応度を相対的に大きくすることで多様性
の維持が行われる。多様性の維持機能は、優越関係に基づくランキングと同様に、1990年
代前半から現在までほとんどの多目的最適化アルゴリズムで用いられている。なお、多目的
最適化計算では単一目的最適化とは異なり、目的関数空間で個体の密集度が測られることが
多い。ニッチングカウントと呼ばれる値を求め評価関数値に加えることで評価を改悪する方
法をとる。ニッチカウントは解空間における個体群同士の混雑度を示すものである。以下に
ニッチカウントの式を示す。
　まずは、目的関数 f 上の空間の広さを定義する。以下の式内において、di;j は目的関数空
間での個体間の距離を表し、nは個体の番号、N は全個体数、i; jは目的関数 f の番号、J
は目的関数の総数である。
di;j =
vuut NX
n=1

fi;n   fj;n
fMAX;n   fMIN;n
2
(2.26)
i番目の目的関数のニッチカウントNciは
Nci = 1 +
JX
j=1

1  di;jN
J

(2.27)
ニッチカウント Nciを目的関数と足し合わせることで、個体間同士の混雑度を含めた評価
を行うことが出来る。
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2.6 フローチャートとアルゴリズム
この節では実際の数値計算上の実行手順について説明する。以下に手順を箇条書きで示
す。また、フローチャートも同時に示す。
初期探索点分布
重力計算
コリオリ力計算（座標回転）
速度制限を加えて移動
宇宙ジェットによる探索点強制移動
最良解保存or更新
探索点収束率50%？
制限計算回数？
計算終了
NO
NO
YES
YES
計算開始
重心位置計算
図 2.10 提案手法のフローチャート
　提案手法の計算手順を以下の様に行う。
1. 本手法は多点探索であり、初期探索点を解空間に分布させる。
2. 探索点は解空間の位置 xから評価値 I が計算される。
3. 最適化計算上で評価値 I を重力計算用の質量M とみなす。
4. 質量M と探索点同士の距離 rが分かるのでお互いにかかる重力を計算する。
5. 運動方程式から次の点へ移動するための速度 vを求める。
6. コリオリ力を発生させるために解空間内の評価値軸を中心に角速度 !で回す。
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7. 座標変換でコリオリ力を求めた後に増減速分を速度 vに合成し真速度 vを求める。
8. 真速度 vを使って新しい座標位置 xnewを求める。
9. ステップ２へ。ただし収束条件を満たしていれば計算終了とする。
2.7 他のヒューリスティック手法
2.7.1 Particle Swarm Optimization
Particle Swarm Optimization(PSO)は、単純化された社会モデルのシミュレーションを
通じて 1995年に J.KennedyとR.Eberhartにより開発された発見的最適化手法（メタヒュー
リスティクス）の一つである。「Particle Swarm」は、位置や速度の概念をもつ探索点を表
現した「Particle（微小粒子）」と、人工生命の研究における Swarm Intelligenceで用いられ
ている「Swarm(群れ)」とを合わせて作られた言葉である。PSOの基本的な概念は、鳥の群
れが餌を探す行動研究によって導かれた「情報を群れ全体で共有している」という仮定に基
づいている。すなわち、群れを構成する個体が独立に行動するのではなく、群れを構成する
個体の個別情報と、群全体の共通情報を組合せ、一定の規則に従って行動するという概念で
ある。最適化アルゴリズムとしての PSOの特徴は、探索点が複数個存在する多点探索アル
ゴリズムであることと多点間で互いに最良解に関する情報を共有し、それに基づいて解空間
を探索する、ことがあげられる。また非常に簡単なアルゴリズムで構成され、基本的な算術
演算しか用いてない点も特徴としてあげられる [14][15][16][23]。PSOは、もともとは二次元空
間上で群れの動きをシミュレーションする過程から開発された手法であるが、最適化手法と
してのPSOは多次元空間に拡張することができる。n次元空間における一つのParticle（探
索点）の位置は n次元ベクトルによってxi = (xi1; xi2;…; xij ;…; xin)T と表される。ここで
iは Particleの番号であり、xij は i番目の Particleの位置ベクトルのｊ次元成分を意味す
る。また、各 Particleは位置ベクトルの他に移動ベクトル vi = (vi1; vi2;…; vij ;…; vin)T を
持っている。
　さらに、各Particleはそれまでの探索で発見したそれぞれの最良解pbesti = (pbesti1; pbesti2;…
; pbestij ;…; pbestin)T と、その評価値 f(pbesti)を記憶している。群としては、すべてのPar-
ticleがこれまでの探索で発見した最良解 gbesti = (gbesti1; gbesti2;…; gbestij ;…; gbestin)T
と、その評価値 f(gbest)を記憶している。
　各Particleは現在の位置xki から、それぞれの最良解へ向かうベクトル (pbestki  xki )、群
全体の最良解へ向かうベクトル (gbestk   xki )、および前回の移動ベクトル vki の重み付き
線形結合として新たな移動ベクトル vk+1i を生成し、次の位置 xk+1i に移動する。k+ 1回目
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の移動における、j番目の直交座標に射影される、Particle iの移動ベクトル vk+1ij は次式で
与えられている。
vk+1ij = w  vkij + c1  rand1()ij 

pbestkij   xkij

+ c2  rand2()ij 

gbestkj   xkij

(2.28)
ただし、rand1()ij、rand2()ijは、0から 1の間に分布する一様乱数、w; c1; c2はそれぞれの
項に対する重みパラメータ、kは反復回数である。PSOにおいて移動ベクトル viは慣例的
に速度と呼ばれる。本節でもこれに従い、viを速度と呼ぶことにする。このときParticleの
移動は次式で与えられる。
xk+1ij = x
k
ij + v
k+1
ij (2.29)
また、PSOでは Particleの発散を防ぐために、Particleの速度上限（Vmax）を制約として
課すことがある。
　次節に一般的な PSOのアルゴリズムを示す。
2.7.2 ＰＳＯのアルゴリズム
 STEP1　初期化
各 Particleの初期位置 x0i と初期速度 v0i を与える。初期位置 x0i は実行可能領域内に
ランダムに、初期速度 v0i はランダムに与える。
pbest0i = x
0
i ; (i = 1; 2;    ;m)
gbest0 = pbest0ig
とおく。
 STEP2　 vi、xiの更新
vk+1ij = w  vkij + c1  rand1()ij 

pbestkij   xkij

+ c2  rand2()ij 

gbestkj   xkij

xk+1ij = x
k
ij + v
k+1
ij ; (i = 1; 2;    ;m; j = 1; 2;    ; n)
を計算する。
　
 STEP3　 pbestiと gbestの更新
　各探索点において f(xk+1i ) < f(pbestki )が成り立つとき
pbestk+1i = x
k+1
i
gbestk+1 = pbestk+1ig
とおく。
 STEP4　終了判定
k = Tmaxならば終了。さもなければ k = k + 1として STEP2へ行く。
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2.7.3 遺伝的アルゴリズム　Genetic algorithm
遺伝的アルゴリズムは 1960年代にHollandによって導入された生物の進化過程を模擬す
るアルゴリズムであり、その後 1980年代ごろから活発に研究される様になってきた。この
アルゴリズムは、発見的な最適化手法の中でも多くの研究者、実務家らに用いられているも
のの一つである。その特徴としては、複数の解候補を同時並行的に更新していく繰り返し計
算型の解法であること、複数の解候補を組み合わせて新しい解候補を生成する交叉と呼ばれ
る独特の演算子が用いられること、アルゴリズムに柔軟性があり、多種多様な問題に適応可
能であることなどがあげられる。
　遺伝的アルゴリズムは生物の進化過程を模擬したものである。遺伝子の組み換えが生じる
交叉や一部の遺伝子が変化する突然変異などによって、その生物個体の周りの環境に適する
ものが残り、より多くの子を残す可能性が高い。逆に周りの環境に適していないものは淘汰
されていく。進化過程はこのような選択、淘汰によって行われ、ある個体の生物としての繁
栄能力は適応度と呼ばれる。遺伝的アルゴリズムは、このような生物の進化過程において個
体を解候補に適応度を目的関数に対応させ、選択、交叉、突然変異に対応した演算子を実行
することにより、目的関数のより良い解候補に次々と進化させて最適解を求めようとする解
法である。このアルゴリズムは生物進化に端を発した解法であるが、実際の最適化の計算と
上記の生物進化の知見とは基本的に関係がない。
2.7.4 ＧＡのアルゴリズム
遺伝的アルゴリズムでは複数の個体が進化していく。一つの個体は複数の記号を用いて表
現され、最適化問題の一つの解候補に対応させる。最も単純な表現は最適化問題の設計変数
を 1列に並べる方法であるが、必ずしもそのようにする必要はなく、交叉および突然変異が
うまく働くように全く別の表現で個体を表し、その個体から解候補に変換できるようにして
おいてもよい。本論文で使用したＧＡアルゴリズムでは遺伝子を設計変数の実数値で表現し
た実数値ＧＡを用いた [17][18][19][20]。複数の個体からなる個体群に対して、以下の繰り返し
計算を用いるアルゴリズムで解を得る。なお、遺伝的アルゴリズムでは 1回の繰り返しを 1
世代と呼ぶ。一般には個体数と総世代数を大きくすると生成される個体数が増えるので、そ
れだけ良い解が得られやすいが、その一方で計算時間が多く掛かることになる。個体数は数
十から数百くらいの値がよく用いられる。総世代数は問題やアルゴリズムの構成に依存する
が、利用可能な計算時間に合うように総世代数を設定する。遺伝的アルゴリズムでは交叉則
を主に用いて大域的最適解を発見しようとする解法であるが、親個体に近い個体はなかなか
生成されず、近傍探索には不向きである。従来からの近傍探索を行う解法と組み合わせてア
ルゴリズムを構築することもある。
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 STEP1　初期個体群を生成する。世代を g← 1とする。
 STEP2　交叉則、突然変異則、選択則を現在の個体群に適応し、新しい個体群を生成
する。
 STEP3　終了条件を満たせば計算を終了し、それまでに得られた最もよい個体を解と
して出力する。そうでなければ g← g+1として [STEP2]へ戻る。
STEP3の終了条件は、あらかじめ定めておいた世代数に達した場合とすることが多い。
そのほかには、何世代か続けて現最良個体よりも良い個体が生成されない場合とすることな
どの方法がある。
　次に STEP2で用いられる交叉則、突然変異則、選択則を以下に説明する。これらの最適
化計算進行則は自由に設計できるのでき、この設定次第でアルゴリズムの性能が良くもなる
し悪くもなる。
１．交叉則
　複数の個体の遺伝子を組み換えて新しい個体を生成する操作である。生成に使用した個体
を親、生成された個体を子と呼ぶ。生成された子は親と似た個体になっているので、親が良
い個体であれば子もさらに良い個体であることが期待できる。また、一部の遺伝子がよい親
同士を交叉した場合に、両親のそれぞれの良い部分が継承されてより多くの遺伝子が良い個
体ができることも期待できる。交叉則は遺伝的アルゴリズム独特の演算子である。交叉が有
効に機能していれば遺伝的アルゴリズムはほかの解法より良い解が得られる可能性が高く、
逆に有効に機能していなければ他の解法より良い解が得られる可能性が低い。交叉則はすべ
ての個体に対して必ず実行されるのではなく、通常はあらかじめ定められた確率の従って実
行される。また、通常の交叉則では実行時に乱数が使用される。従って、同じ親に同じ交叉
則を適用しても、その時どきによって異なる子が生成される。本論文では、2個の親から 1
個の子を生成する場合の交叉則を使う。設計変数を 2個の親同士で足し合わせ、2で割る。
単純に 2個の親の中点を求める交叉方法となる。遺伝子型を実数値として表現しており最適
化アルゴリズムとしては簡単なものとなる。
２．突然変異則
　通常は 1個体の一部の遺伝子を変更して新しい個体を生成する操作である。なお、突然変
異はタブーサーチなどの他の解法で新しい解候補を生成する場合に用いられる手続きと同じ
であるので、そのような手続きを突然変異として利用する事もできる。あらかじめ定められ
た確率で実行され、実行時には乱数が使用される。本論文中では個体の設計変数値を完全に
新しいものへと生まれ変わらせる。親個体の性質は遺伝せずに、乱数により設計変数を決定
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し新個体を生成する。
３．選択則
　個体群中の個体、あるいは個体群中の個体と交叉則や突然変異則で生成されたこの中か
ら今後の世代に必要な個体を選択する操作である。あらかじめ、各個体に対応した解の目的
関数値や各個体の良さを示す適応度を計算しておき、それらの良い個体を選択する。交叉則
や突然変異則でよい個体を生成するには、親が良くなければならない。そこで、選択則を用
いて良い個体だけを選択するようにする。選択則は後々最適解を発見するのに適している個
体を選択するように設計する。一般的には目的関数値のよい個体を選択することになるが、
目的関数値が悪くても最適解に対応する個体の遺伝子の構成に近い個体であれば、そのよう
な個体なども選択しておいたほうがよい。しかし、どの個体がそれにあてはまるかは未知で
あるので、通常は乱数を用いて目的関数値の良い個体を高確率で選択し、悪い個体も低確率
で選択しておく手続きが用いられる。また、最も基本的な選択則では個体のよさを示す適応
度が計算され、適応度を用いて選択が行われる。本論文中では各個体の適応度を計算し、全
個体中の一番適応度の低い個体を淘汰させる。計算進行の 1世代で 1個体の子個体が生成さ
れ、1個体の最悪解が淘汰される。各世代において全個体数は変化しない。
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第3章 テスト関数へ適用
3.1 数学的テスト関数問題への適用
数学的なテスト関数問題として多峰性のある Schwefel関数を取り上げる。変数は 4つと
している。局所解にトラップされてしまう可能性が高い関数である。最適化手法として大域
探索のアルゴリズムを有していないと解くことは難しい。
3.1.1 問題設定（多峰性問題）[2][21]
解空間を表現する関数 F は以下の通りである。
F = 2048 +
4X
i=1
 xi sin
p
jxij

( 512  xi < 512)
(3.1)
最適解は以下になる。空間の端に最適解が存在するので発見するのが難しい問題である。
minF (x1; x2; x3; x4)
= F (420:97; 420:97; 420:97; 420:97)
= 372:07
(3.2)
Schwefel関数についての概形図を以下に示す。図 3.1は多峰性を有する関数であることを示
すための図である。実際の解空間は 5次元空間であるがここでは x1; x2のみの相関関係を
図示している。局所解が多数存在するのでローカルな局所解にトラップされてしまう可能性
が高い。大域的な探索アルゴリズムを有していないと真の解析解に到達することは難しい。
図 3.2は解析解の場所を示した図である。空間の端の方に存在しているのが分かる。解析解
を発見することは困難である。
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図 3.1 Schwefel関数 図 3.2 Schwefel関数の解析解位置
各最適化手法の計算条件は表 3.1の通りである。
表 3.1 各手法の設定パラメータ（数学関数）
探索点
（個体数）
計算回数
（世代数）
評価関数
呼び出し回数
各手法独自の
設定パラメータ
提案手法 40 150 6040 ! = 2=150; G = 108
PSO 40 400 16040
c1 = c2 = 2:0
w = 0:9! 0:4
GA 40 50000 50040 Pc = 0:2
3.1.2 適用結果（多峰性問題）
数値計算によって得られた最適解は以下である。
F  (x1; x

2; x

3; x

4)
= F  (421:82; 420:84; 421:39; 419:79)
= 372:36
(3.3)
計算による最良解と解析解の誤差は以下である。F   minFminF
 = F (0:2%; 0:0%; 0:1%; 0:3%)
= 0:08%
(3.4)
これをみると誤差が 0.08％となっており高い精度で最適解を見つけ出していることが分
かる。解空間をトーラス構造にすることで空間の端も探索することが出来るために効率良く
最適解を見つけ出せたと考えられる。これにより設計変数空間をトーラス構造にすることは
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最適化計算にとって有益であることが分かる。
　次に結果グラフの説明を行う。図 3.3に示したものは変数 x1と x2の空間である。問題に
使用した変数は 4つあるが、4次元空間は図示できないので代表として変数 x1、x2を用い
る。菱形が初期点、四角が重心位置、白い三角が各計算スッテプ時の最良解である。矢印で
示した箇所が解析解となる。図 3.3を見ると重心位置の履歴が最適解に一直線に到達する様
子がハッキリと分かる。これは探索点が全体的に解析解へ向かって収束しているということ
である。最適化計算が有効に働いているといえる。他の変数の x3,x4も同様の傾向を示して
おり。この提案した最適化アルゴリズムが有効に働いているといえる。解析解の値と数値計
算結果の値は、式 3.4をみると誤差は 0.08％と高い精度で解けていることが分かる。
各探索点の動きをグラフにしたものが図 3.4である。領域内を縦横無尽に動いている。こ
れは空間の端を繋いだトーラス構造にしたお陰で、探索点が制限を受けずに動けるように
なったためである。領域の隅に最適解があっても本手法にとっては関係なく、簡単に発見し
ている。
コリオリの影響について述べる。このグラフについては (x1,x2)=(0,0)を手前に向かって
通る Z軸を時計回りに回転させている。これによって、探索点は半径方向外側に移動すると
反時計方向に速度ベクトルを曲げられ、半径内側に移動すると時計回りの方向にコリオリ力
を受ける。このグラフにおいて、ゆるやかに曲がっているものはコリオリの影響を受けてい
ると推察される。急激に角度を変えたものは重力の影響が強いと考えられる。コリオリ力の
解探索への影響力についての検討は次節でも述べている。
図 3.3 初期解、重心と最良解の履歴 （提案手法、数学関数）
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図 3.4 各探索点の履歴 （提案手法、数学関数）
図 3.5 初期解、重心と最良解の履歴 （PSO、数学関数）
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図 3.6 初期解、重心と最良解の履歴 （GA、数学関数）
最後に他の手法との比較である。前節と同様に図 3.5は PSO、図 3.6は GAを用いて解
いたものである。PSOとGAは共に最適解に到達できている。大きく違うことは計算回数
である。本手法を基準とすると PSOは 2.7倍、GAは 333倍という計算回数を要している。
本手法は設計変数空間をトーラスとして空間の端を連結しているので、空間の隅にある最適
解に素早く到達することが出来た。他 2つの手法はトーラス構造としていないので、収束に
時間がかかったと推測できる。解析解と計算結果の誤差はPSOは 0.01% 、GAは 15.7% と
なった。PSOについては重心位置の分布が飛び飛びとなっている。速度制限を緩和して個
体の移動距離を空間幅の半分としたためである。個体をあちこちに飛び回るようにして初め
て最適解に到達させることができた。これと比べて本手法と GAの結果では重心位置は連
続的に変化している。この連続的な履歴は正常に最適化アルゴリズムが作動していると考え
られる。飛び飛びの分布では、たまたま局所解に辿り着いたと言える。また、PSOは手法
自体に局所解脱出のアルゴリズムを備えていないので、このような多峰性の関数では局所解
に収束してしまう危険性がある。GAの交叉方法は実数値中点交叉とし、突然変異率は 20%
とした。多峰性関数の探索において、突然変異に頼った探索をしているといえる。
3.1.3 コリオリ力を導入する場合としない場合の比較
本節の数学的テスト関数問題について提案手法のコリオリ力を導入した場合と導入しない
場合の結果について述べる。探索点群の初期分布について乱数を変化させた場合の解析解へ
の収束状況を比べる。探査点の初期位置を変更した場合でのコリオリ力の導入と不導入につ
いて比べる。乱数は一様乱数 [58]であり、この節では乱数を 100回変化させる。初期分布以
外の探索点数や重力定数などの最適化計算パラメータは固定している。解析解と計算解との
31
3.1 数学的テスト関数問題への適用
誤差が 10 3 未満になるものについて評価する。また、初期値依存性についても評価する。
下表における到達率とは初期分布を計算する乱数を 100回変更して最適化計算を行なった場
合に計算解の精度が 10 3未満になったものを解析解に到達したと評価し、到達数を計算実
行数 100回で割った値である。
表 3.2 コリオリ力を導入した場合としない場合の比較
コリオリ力を
導入した場合
コリオリ力を
導入しない場合
到達率 (到達数/100回) 10=100 1=100
最良解（目的関数値）
[解析解 f = 372:07] 372.09 372.38
誤差（目的関数値） 6:05 10 5 8:39 10 4
最良解（設計変数値）
[解析解 x1;2;3;4 = 420:97]
x1 421.28 420.37
x2 420.72 420.61
x3 420.79 419.81
x4 420.91 421.78
誤差（設計変数値）
x1 7:25 10 4 1:43 10 3
x2 5:95 10 4 8:55 10 4
x3 4:26 10 4 2:77 10 3
x4 1:34 10 4 1:91 10 3
図 3.7 コリオリ力の導入不導入の誤差比較
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到達率についてはコリオリ力を導入した場合は 1/10の割合で解析解に到達していること
が分かる。コリオリ力を導入していない場合は 1/100の割合でしか解析解に到達していな
い。
　図 3.7については、コリオリ力を導入した場合としない場合の計算結果について示してい
る。乱数を変えた 100回の計算結果について表示しており、縦軸が目的関数の計算結果と解
析解の誤差である。横軸は計算回としており、誤差の結果をもとに 100回の計算結果を誤差
値の昇順に並べ替えた結果を表示している。青いひし形のポイントがコリオリ力を導入しな
い場合、赤い丸のポイントがコリオリ力を導入した場合である。100回の計算結果において
すべての回でコリオリ力を導入した場合の方が誤差が少ない結果となった。平均で約 18%
の減少を結果から読み取れる。誤差減少によって計算上の解が解析解により近づくことがで
きたことを示している。このことから、コリオリ力を導入した方が解析解に近づく可能性が
高いといえる。理由としては、探索点群の位置の多様性を保つことが出来たためであると考
えられる。探索点が重力による引力で速度ベクトルを得るので、それにしたがって進行する
たびにコリオリ力の影響で速度ベクトルが方向を曲げられる。探索点群の初期位置分布の段
階で全個体の重心位置に収束する様に探索が進むのだが、探索点が進行方向の左右に強制的
に移動させられるので未探索の峰に到達することで最適解の候補を多数保有することができ
る。これによって解の多様性を確保することが出来るので、より評価の高い解に到達するこ
とが出来る。しかしながら、コリオリ力を導入した場合でも 1割の確率でしか解析解に到達
していない。重力定数や回転パラメータなどの設定によって探索点の移動履歴が異なる。こ
の節のテスト関数は多峰性を有する数学的関数であり 10 3程度の設計変数の微小な変化に
対しても目的関数値が数% 変化する。また、局所解が多数存在し解空間の対局に位置するな
ど多点探索を行う上で大域的最適解に到達することを妨げるトラップが存在する。ヒューリ
スティックな最適化手法は解析解に到達できるかは計算上のパラメータ設定に強く依存する。
3.1.4 Schwefel関数の係数を変更した場合の比較
次に Schwefel関数に係数を掛けて、その値を変化させた場合について本提案手法を適用
した結果について示す。本提案手法にはコリオリ力を導入した場合のみ計算を行い初期値を
生成する乱数を 100回変えて計算を実行した。解析解に到達できたかどうかをカウントし表
にまとめる。サイン関数の内部に係数 Aを加え、それ以外の問題設定は同一とする。係数
Aを 0:5  A  2:0の範囲で 0.1刻みで変動させて、それぞれに提案手法を適用した。各計
算について提案手法の設定パラメータは同一とした。設定パラメータの値は前節までの値を
採用するが、重力定数はG = 108、最大計算回数は 500回とした。図 3.8と図 3.9は係数A
を変更したときの山谷の図であり、図 3.8はA = 0:5のとき、図 3.8はA = 2:0のときを表
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示したものである。表 3.3の山幅とは解析解の谷底からすぐ隣の谷底までの距離を求めたも
のである。山幅（無次元）とは前述の山幅を解空間の上下限幅である 1024で割ったもので
ある。これにより解空間に対する山幅の占める割合が分かる。Schwefel関数の係数 Aを変
化せることで解析解の位置が移動するので表 3.3には各係数 Aのときの解析解の位置 xと
そのときの関数値 F を載せている。表 3.4では本提案手法の設定パラメータである回転量 !
による平均強制移動幅を示している。平均移動幅の計算は 256 sin!から求めている。回転
中心である原点から上限までの距離 512に sin!をかけて、さらに移動平均として 1=2をか
けたものである。表の値はさらに 1024で割って無次元化している。表 3.5に本提案手法を
100回適用した結果、解析解との誤差 10 3以下のときの回数である到達率を示す。数学的
関数の境界上および境界付近に解析解がある場合は左右対称の解空間となり特殊な状況なの
で結果から省き、山幅と設定パラメータである !との関係をみる。表 3.5をみると山幅が狭
くなる（係数 Aが大きくなる）につれて到達率が減少する傾向があることが分かる。局所
解が多数存在しローカルの局所解に探索点が捕らわれてしまうからである。一方、山幅が狭
くなるときに回転量 !を大きくとる傾向にすると到達率があがっていることが分かる。こ
れはコリオリ力によって強制回転することでローカルにトラップされた探索点が谷底から脱
出したことで大域的最適解に到達できたと考えられる。また、回転によって動かす幅を大き
くとることで解空間を探索点が走破し解群の多様性を保つことが出来るためである。具体的
な数値で述べると、解空間の山幅に対して 1=10以上の回転移動幅を持つことが出来れば解
析解への到達率が少なくとも１つは存在することができたと言える。必ずしも山幅を超える
ような回転移動幅を加える必要はないことが分かる。あくまでも局所収束は重力方程式によ
るもので、コリオリ力の強制回転はこの重力のサポート的な作用を行わせるものである。た
だし、事前に解空間の山幅が分かっていることは稀であり、通常は未知の解空間に最適化手
法を適用することが多い。解空間の山幅に対して 1=10という指標はトライアンドエラーを
行い設定パラメータを調整する際の調整法則の 1つとすることとする。
F = 2048 +
4X
i=1
 xi sin

A
p
jxij

( 512  xi < 512)
(3.5)
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表 3.3 係数A変更による各解析解の値
係数A 山幅 山幅（無次元） 変数 xの解析解値 関数 F の解析解値
0.5 380 0.371 -499.317 81.98122
0.6 340 0.332 512 313.6017
0.7 300 0.292 415.9475 400.3003
0.8 270 0.263 -472.695 169.5965
0.9 260 0.253 512 3.173501
1.0 220 0.214 420.9687 372.0685
1.1 200 0.195 -462.106 206.1511
1.2 200 0.195 497.9625 61.68257
1.3 185 0.181 -512 186.0014
1.4 180 0.175 -456.491 226.106
1.5 175 0.171 485.3846 110.0074
1.6 170 0.166 -511.425 5.417753
1.7 140 0.136 -453.027 238.6538
1.8 137 0.133 477.1974 141.6747
1.9 130 0.126 -499.371 52.72736
2 122 0.119 512 90.42043
図 3.8 係数A = 0:5のとき 図 3.9 係数A = 2:0のとき
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表 3.4 回転量 !と平均移動幅（無次元）
回転量 ! 2/10 2/50 2/100 2/250 2/500 2/750 2/1000
平均移動幅 0.14694 0.03133 0.01569 0.00628 0.00314 0.00209 0.00157
表 3.5 係数Aと回転量 !を変更した場合の到達率
回転量 !
2/10 2/50 2/100 2/250 2/500 2/750 2/1000
0.5 0 1 0 0 0 0 0
0.7 7 15 13 13 12 9 10
0.8 6 14 11 11 8 4 4
1.0 1 10 13 8 5 8 5
係数A 1.1 1 5 2 6 7 7 3
1.4 1 1 5 3 3 0 1
1.5 1 0 1 0 0 0 0
1.7 0 2 4 1 1 0 1
1.8 1 0 0 0 0 0 0
1.9 0 0 0 0 0 0 0
3.2 不静定トラス問題
3.2.1 問題概要
テスト問題として不静定トラス問題を解く。工学的最適化問題として解析解がある問題な
のでテスト問題として数値計算解と解析解が比較可能である。制約条件があるので今後の応
用問題に対する練習問題として有用である。
３つの部材から成るトラス構造を考える。最下点において角度 45 °で力 Pを加える。そ
の時に部材に掛かる荷重が制約条件を満たしつつ、三部材の体積を最小とする問題である。
この問題設定においては解析解を求めることが出来るので、数値計算の結果と比較し考察
する。
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N1,A1
N2,A2
N3,A1
45° L=1[m]
P
図 3.10 三部材不静定トラス
3.2.2 問題設定（トラス問題）
左右の部材断面積をA１、中央の部材断面積をA2とする。最小化する体積 V は
V =

2
p
2A1 +A2

l (3.6)
となる。設計変数である断面積はA１、A2の 2つとなる。この断面積を制約条件の下で動か
していき、体積を最小化する問題となる。各部材にかかる力N1,N2,N3は以下の通りである。
N1 =
2A1 +
p
2A2
2A1 + 2
p
2A2
P (3.7)
N2 =
A2
A1 +
p
2A2
P (3.8)
N3 =
p
2A2
2A1 + 2
p
2A2
P (3.9)
次に制約条件を示す。上述の部材力に引張限界 YA1,YA2、座屈限界 KA1の制約項が
加わる。
N1  YA1 (3.10)
N2  YA2 (3.11)
N3  KA1 (3.12)
部材力N1,N2は引張限界、部材力N3は座屈限界を制約条件として制限されている。
また、設計変数A1; A2の存在可能範囲は以下である。
0 < A1;2  2P
Y
(3.13)
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解析解はラグランジュの未定乗数法により求めている。最適解は以下である。
A1 =
P
Y + K
; A2 =
p
2Y P
2Y   2K
(3.14)
部材等に関する各定数は以下の通りとした。
P = 10[kN]; Y = 90[MPa]; K = 30[MPa] (3.15)
各パラメータを代入した解析解minV は以下になる。
minV (A1; A2) = minV
 
8:33 10 5; 5:89 10 5
= 2:95 10 4
(3.16)
次に最適化問題設定を以下に示す。各手法の計算パラメータは以下の表の通りである。3
つの手法について探索点数（個体数）、計算回数（世代数）、評価関数の呼び出し回数を示し
ている。
表 3.6 各手法の設定パラメータ（トラス問題）
探索点
（個体数）
計算回数
（世代数）
評価関数
呼び出し回数
各手法独自の
設定パラメータ
提案手法 10 100 1010 ! = 2=100; G = 10
PSO 10 150 1510
c1 = c2 = 2:0
w = 0:9! 0:4
GA 20 30000 66020 Pc = 0:1
3.2.3 適用結果（トラス問題）
以上の問題設定について、提案手法を適用した。以下の式 3.17は数値計算によって得ら
れた解である。
V  (A1; A

2) = V
  8:36 10 5; 5:80 10 5
= 2:95 10 4
(3.17)
計算による最良解と解析解の誤差は以下である。V   minVminV
 = V (0:4%; 1:5%) = 0:17% (3.18)
ほぼ誤差なく最適解を得られている。これによって提案した本手法は最適化問題に対して有
効なアルゴリズムを備えていることが分かる。
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図 3.11 初期分布、重心履歴、各最良解 （提案手法、トラス問題）
図 3.12 探索点の移動履歴 （提案手法、トラス問題）
次にグラフを用いて計算結果を示していく。図 3.11は探索点の初期分布と重心位置であ
る。菱形が初期点、四角が重心位置、三角が各計算ステップでの最良解である。矢印で示し
た箇所が解析解である。図の重心位置が左下方向から左中央に進んでいるので、探索点が解
析解に向かって動いているのが分かる。重心位置の移動は全体の探索点が収束しながら、あ
る一点に向かっていることを表している。この結果から本手法のアルゴリズムが効果的に解
空間を探索していると言える。解析解と数値計算結果の値は式 3.18で、誤差を取ると 0.17
％で解析解とほぼ一致した結果を得る事が出来た。
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　次に代表的な探索点をピックアップした移動履歴が図 3.12である。この問題では少ない
計算ステップで解析解付近に到達した。図面下部に密集しているが探索が左中央方向に進ん
でいる。また、解空間がトーラス構造になっているので、上方の探索点は上から進んで下か
ら出てきている。これは探索点の移動距離が少くて済むことを示している。コリオリ力のた
めの回転軸は (A1,A2)=(0,0)にあり、反時計回りに回転させている。各探索点は半径方向に
進むとコリオリ力を受ける。しかし、この問題では直ぐに収束してしまったので、コリオリ
力の影響はほとんど現れなかった。
　次に他の手法との比較を示す。本手法、PSO（粒子群最適化法）、GA（遺伝的アルゴリ
ズム）と比較する。計算コストである評価関数の呼び出し回数は表 3.6に示している。　図
3.13の PSOを見ると四角いポイントの重心位置が解析解に一直線に行っている。収束性が
早いので一気に探索が進んでいる。本手法と PSOの誤差を比較すると 0.17％と 0.60％な
ので本手法は PSOとほぼ同一の精度で解けている。
　図 3.14におけるGAについて述べる。この最適化計算に使ったGAアルゴリズムは実数
値GAにおいて交差のフェーズに実数値中点交叉アルゴリズムを採用した。表 3.6より計算
コストが本手法の 66倍となり、重いコストが掛かる結果となった。解析解との誤差は 0.34%
で他手法と同等の結果であった。
図 3.13 初期分布、重心履歴、各最良解 (PSO、トラス問題)
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図 3.14 初期分布、重心履歴、各最良解 (GA、トラス問題)
3.2.4 問題設定を制限した場合
設計変数の取り得る範囲を制限した場合についての結果を示す。上記に示した材料の物性
値を用いて、制約条件 1,2,3は加えないものとする。設計変数であるA1; A2の範囲は以下と
する。
0:00015  A1  0:00025
0:00015  A2  0:00025
(3.19)
制約条件が加わらない単純な解空間に対して本提案手法が有効なアルゴリズムを有してい
るかどうかを検証するためである。解析解はA1;2 = 0:00015となる。解空間の領域の端に解
析解が存在する。この問題設定にした場合でも提案手法によって解析解が得られることを示
す。図 3.15では初期探索点群が青いひし形のポイント、重心がピンクの四角いポイント、各
計算回の最良解が黄色い三角のポイントである。最終世代での最良解を提案手法では計算解
として採用する。計算解は有効数字 3ケタで四捨五入するとA1;2ともにA1;2 = 0:000150と
なり解析解を得ることが出来た。図 3.15の赤い円で囲まれている部分が解析解である。黄
色い三角のポイントがたどり着いているのが分かる。設計変数の上限下限の境界上に解析解
が存在する場合でも本提案手法が適用できるといえる。
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図 3.15 初期分布、重心履歴、各最良解 (提案手法、制限トラス問題)
3.3 ポートフォリオ問題へ適用
3.3.1 問題概要
経済学の中の簡単な問題としてポートフォリオ問題に適用した。最適化手法は工学だけで
なく金融系の分野でも使用されるものなので、テスト問題として広い分野から取り上げる。
問題概要は 100万円を初期費用として複数ある投資先にどのように資産を分配するかとい
う問題である。各投資先には固定された利率があり、12か月間資産を運用する。各投資先
における初期投資額は 12か月間変わらない。最初に分配した額で 12か月間各投資先で運用
することになる。各月で増額減額を計算し、翌月で利率を含めた複利計算を行う。最終月の
全額から初期投資額を引いた純利率を目的関数とし、これを最大化する問題とする。表 3.7
に各投資先と運用利率を示している。投資先は 4つあり、宝くじ、株式投資、信託投資、銀
行預金がある。毎月の利益は運用利率によって左右される。表 3.7の運用利率の列の数字は
投資額の利益率を表しており、括弧内のパーセント数はその事象が起こる確率である。問題
設定を簡易なものにするために運用利率の期待値をとり、今回の問題設定ではこの期待値を
用いて利益を算出する。
3.3.2 問題設定
最適化問題としての変数は 3つある。表 3.7に示している通りに、宝くじの初期投資額を
x、株式投資の初期投資額を y、信託投資の初期投資額 zとする。残りの初期資産はすべて
銀行預金にまわすものとする。本来の最適化問題としては運用利率は乱数によって決定され
るが、本節では最適化計算結果を最適化手法のアルゴリズムの性質によって比較したいので
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表 3.7 各投資先と運用利率
宝くじ 株式投資 信託投資 銀行預金
変数 x y z a
運用利率
100.000(1% )
0.000(99% )
1.150(10% )
1.010(40% )
0.990(40% )
0.950(10% )
1.010(10% )
1.005(80% )
1.000(10% ) 1.001(100% )
期待値 1.000 1.010 1.005 1.001
確率の要素を排除するためにこれらの運用利率の期待値をとる。この期待値を用いて毎月の
利益を計算する。問題設定としては簡素なものになる。
銀行預金の額を aとし、初期資産を S0とすると関係式は以下になる。
S0 = x+ y + z + a (3.20)
この問題設定での解析解は事前に求められており初期資産全額を株式投資に投入する場合で
ある。純利率を Sとすると
S = 12:07[万円] (3.21)
となる。解析解での各変数値は
(x; y; z) = (0:00; 100:00; 0:00) (3.22)
である。
次に最適化問題設定を以下に示す。各手法の計算パラメータは以下の表の通りである。3
つの手法について探索点数（個体数）、計算回数（世代数）、評価関数の呼び出し回数を示し
ている。
表 3.8 各手法の設定パラメータ（ポートフォリオ問題）
探索点
（個体数）
計算回数
（世代数）
評価関数
呼び出し回数
各手法独自の
設定パラメータ
提案手法 10 100 1010 ! = 2=300; G = 10
PSO 10 100 1010
c1 = c2 = 2:0
w = 0:9! 0:4
GA 50 1000 2050 Pc = 0:02
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3.3.3 適用結果（ポートフォリオ）
図 3.16 初期分布、重心履歴、各最良解 (提案手法、ポートフォリオ)
図 3.17 探索点群の移動履歴 (提案手法、ポートフォリオ)
適用結果としては図に示すような最適解に到達する結果となった。問題設定を簡単にした
ために容易に解析解に到達することが出来た。参考文献での問題設定では乱数を用いた確率
変動によって得られる報酬を計算するのだが、本節の目的は提案手法の有効性を示すことで
あり、また多手法との結果と比較をしなければならないので今回は期待値をとり報酬を計算
した。確率変動の要素が入らないために多手法との比較が容易になったが、問題設定自体も
平易になった。
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解析解は解空間における端に位置している。従来の多点探索手法では制約条件などの境界上
にある解析解の発見は難しかった。特に今回のような鋭角三角形の鋭い頂点に解析解が存在
する場合は大域探索法のみではなく狭い範囲を探索する局所探索法のアルゴリズムも有効に
働かなくては鋭角の頂点にある解析解に到達することはできない。
提案手法では解析解に到達している。重力による局所的な探索方法が有効に働いていること
が分かる。また、トーラス構造にすることで端に解析解が存在する場合でも対局側に位置し
ている探索点も端を飛び超えて最適解に移動することができる。本テスト問題では制約条件
を超越し解析解に探索点群が収束する様子が分かる。このことから、重力による局所探索ア
ルゴリズムが有効に稼働しているといえる。トーラス構造についても制約条件の壁を超える
ことで解析解に到達することが出来ているので有効なアルゴリズムであるといえる。
図 3.17は探索点群の移動履歴を表したものである。図 3.16の初期位置点から各探索点の位
置を計算回ごとに表示した図である。設計変数の上限下限で空間を連結している。そのため
に探索点の移動は縦横無尽に解空間を移動している様子が分かる。式 3.20の制約条件はペ
ナルティ法により処理しているので、図 3.17のように式 3.20による制約条件外にも移動す
ることが許容されている。ペナルティ法とは制約条件を満たしていない場合に満たしていな
い度合いに応じて重みをかけた量を評価関数値に加えて評価を改悪するという手法である。
解空間を広く移動することができるので端にある最適解にも到達することができている。図
の右から左に移動することで解析解に到達する探索点と左から右へ移動することで解析解に
到達する探索点が存在するので多方面から解析解にアプローチすることが出来る。上下に関
しても同様であり、さらに多次元になった場合も同様に多方面から解析解にアプローチする
ことができるので、トーラス構造が解空間探索に有効に働いている。
3.3.4 他手法との比較
この節では他手法によるポートフォリオ問題の最適化計算結果について示す。最適化問題
設定は提案手法の設定と同一とする。各々の手法独自の設定パラメータは表 3.8に示す。以
下に結果を示す。図 3.18はＰＳＯによる最適化結果、図 3.19がＧＡによる計算結果である。
PSOについては図 3.18をみると最良解の履歴、重心位置の履歴ともに解析解に到達してい
ることが分かる。ほぼ蛇行もなく直線的に収束している。本問題設定で使用しているＰＳＯ
のアルゴリズムは単純ＰＳＯであるが計算条件を考えると 10個体、100世代での収束性の高
さが分かる。大域的最適解を発見した後の収束性の早さはＰＳＯの優位点である。しかし、
大域的最適解が発見できない場合では局所解に収束しやすいというデメリットもある。この
節での最適化問題設定は初期個体群の生成を制約条件内で行い、解析解が条件領域内の端に
あるので単純ＰＳＯでは最適解に到達することは難しい。ＰＳＯは最良解に急速に収束する
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性質があるので初期個体群外に移動する状況では最適解に到達することが困難になる。だが
今回の問題設定でのＰＳＯパラメータの設定値では解空間内の個体群と解析解の位置関係や
速度ベクトルの向きがバランスよく調整され、大域的な最適解に到達することができた。た
だ、今回のような実行可能領域内で移動する制限が無く大域的最適解に到達することができ
る最適化問題ばかりではなく、実行不可能領域が存在している場合もある。このことからも
実行不可能領域を飛び越えるアルゴリズムや局所解にトラップされた場合の脱出アルゴリズ
ムが必要になる。本提案手法は宇宙ジェットのアルゴリズムがそれに対応する。
GAは図 3.19をみると最良解が初期世代群の領域から脱出できていない。重心位置の履歴
を追うと初期値の最良解を計算回数を重ねるごとに赤い四角のポイントが近づいていること
が分かる。初期解群の外にある大域的最適解が探索過程で発見されずに初期解群内で交叉が
進んだと考えられる。突然変異によって個体が移動したものがなく制約条件を満たす子個体
が生成されずに次の計算回に進んでいるからである。突然変異での子個体生成はランダムに
設計変数を決定し制約条件を満たさない場合はその子個体を破棄し次の計算回へと移行する
ように計算している。提案手法とＰＳＯによって得られているような大域的な最適解を得ら
れていないが世代数の繰り返し計算回数を増やすことで突然変異の回数を増やし大域的な最
適解に到達する可能性はある。ＧＡと提案手法の設計変数の関係図とを比較する。提案手法
の結果をもとに考えると最適解への計算方向は左上の方向に進むことが良い。ＧＡにおいて
は初期世代から脱出できておらず最終世代まで繰り返し計算が行われた。交叉の方法によっ
て初期領域外に移動する方法が突然変異にのみに依存することが原因である。個体群の移動
に速度の概念を導入することで局所探索においても初期個体群の外側に移動できる。本提案
手法とＰＳＯは速度の概念を有しており初期個体群の外側に移動できることが確認できた。
図 3.18 初期分布、重心履歴、各最良解 (PSO、ポートフォリオ)
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図 3.19 初期分布、重心履歴、各最良解 (GA、ポートフォリオ)
3.4 高次元数学的多峰性問題へ適用
3.4.1 問題概要
最後に高次元の数学関数における最適化問題に適用する。第一節に示したような数学的な
テスト関数に 3種類の最適化手法を用いる。複数のテスト関数に対して高い次元数の設計変
数を設定し問題を解く。乱数を変化させて 100回計算した平均値と最良値をとる。結果の比
較は目的関数値のみによって議論する。
3.4.2 問題設定（テスト関数）[13]
次はさらに設計変数空間を 20次元まで拡張する。8つのテスト関数を用意し、各手法で計
算条件を合わせて解いた結果を示す。前節と同様にGAと PSOの結果と比較する。表 3.11
のとおり各手法の最大計算回数は 10万回、探索個体数は 30個体とした。手法独自の設定パ
ラメータの値も表 3.11に示した。適用した 8つのテスト関数を表 3.9にまとめて示す。関数
f(x)を最小化する問題である。表 3.9において xは解析解、f(x)は解析解による最小値
である。各手法とも乱数値を変化させて 30回計算プログラムを実行した。その平均値と最
良値を表 3.12に示している。代表的な関数の概形を以下に 2つ図示する。多峰性を有して
おり最適化計算で解析解を得ることが難しい数学的関数である。
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図 3.20 f6 - Rastrigin関数 図 3.21 f7 - Rosenbrock関数
表 3.9 数学的多峰性関数式
f 関数名 f(x) x範囲
f1 Ackley
 20 exp
0@ 0:2
vuut 1
20
20X
i=1
x2i
1A
  exp
 
1
20
20X
i=1
cos (2xi)
!
+ 20 + e
 30  x  30
f2
Cosine
mixture
20X
i=1
x2i   0:1
20X
i=1
cos (5xi) + 2  1  x  1
f3 Ellipsoidal
20X
i=1
(xi   i)2  20  x  20
f4 Exponential 1  exp( 0:5
20X
i=1
x2i )  1  x  1
f5 Griewank 1 +
1
4000
20X
i=1
x2i  
20Y
i=1
cos

xip
i

 600  x  600
f6 Rastrigin 10n+
20X
i=1

x2i   10 cos (2xi)
  5:12  x  5:12
f7 Rosenbrock
19X
i=1
h
100
 
xi+1   x2i
2
+ (xi   1)2
i
 30  x  30
f8 Zakharov
20X
i=1
x2i + (
20X
i=1
i
2
xi)
2 + (
20X
i=1
i
2
xi)
4  5:12  x  5:12
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表 3.10 数学的多峰性関数（解析解）
f x f(x)
f1 [0; 0;    ; 0] 0
f2 [0; 0;    ; 0] 0
f3 [1; 2;    ; 20] 0
f4 [0; 0;    ; 0] 0
f5 [0; 0;    ; 0] 0
f6 [0; 0;    ; 0] 0
f7 [1; 1;    ; 1] 0
f8 [0; 0;    ; 0] 0
表 3.11 各手法の設定パラメータ（20次元テスト関数）
探索点
（個体数）
計算回数
（世代数）
各手法独自の
設定パラメータ
提案手法 30 100000 ! = 2=103; G = 104
PSO 30 100000
c1 = c2 = 2:0
w = 0:9! 0:4
GA 30 100000 Pc = 0:02
3.4.3 適用結果（テスト関数）
結果を表 3.12に示す。評価値であるテスト関数の値のみを示し、各手法との比較を行って
いく。各関数の平均値と最良値について、各手法の値と比べて最小のものを太字で示した。
提案手法は平均値と最良値ともに、8つの関数のうち 7つにおいて優位になる解を得ること
が出来た。これらの関数は前節で解いた Schwefel関数のように多峰性を持つ関数である。優
位に解探索を進めることが出来た理由はコリオリ力を模擬した座標回転によって、探索点が
大きな渦状に強制的に広範囲を移動することが出来たためである。急速に最適解に収束する
のではなく遠回りすることで大域的最適解の峰に到達する確率を上げているのである。ま
た、設計変数空間の端を連結することで座標面をトーラス面とすることで設計変数空間の端
をなくしている。これは探索点の移動可能範囲の壁を無くしたのと同じなので、コリオリ力
による探索点の強制移動において壁にぶつかる事が無い。この提案手法において、コリオリ
力の座標移動のアルゴリズムと変数空間をトーラスにすることは相性の良い組み合わせであ
る。また、その性能の相乗効果は結果にも反映されていて、表 3.12の優位な結果を見ても
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分かる。この節では表 3.12のように最終的な評価関数値しか示さないが、探索点の移動は
図 3.4のように縦横無尽に変数空間を移動する結果を得ている。宇宙ジェットを模擬した局
所解脱出アルゴリズムも作動した。特に提案手法における f3の平均値 102のオーダーと最
良値 10 4のオーダーとの差が大きいので、この局所解脱出アルゴリズムが有効に働いたと
推察される。
表 3.12 各手法の計算結果（20次元テスト関数）
GA PSO 提案手法
f1 Average 1:184 10+1 2:057 100 5:929 10 3
Best 9:864 100 7:848 10 1 7:510 10 4
f2 Average 1:774 100 3:048 10 2 2:363 10 7
Best 1:387 100 5:862 10 4 1:173 10 8
f3 Average 1:086 10+3 9:905 10 2 9:669 10+2
Best 8:145 10+2 1:556 10 1 6:667 10 4
f4 Average 1:400 10 1 1:019 10 3 8:810 10 9
Best 6:681 10 2 2:363 10 5 1:289 10 9
f5 Average 2:839 10+1 5:165 10 2 9:443 10 4
Best 1:345 10+1 1:303 10 4 2:427 10 4
f6 Average 1:280 10+2 2:162 100 8:431 10 5
Best 9:850 10+1 1:044 10 2 1:234 10 5
f7 Average 6:755 10+5 1:793 10+2 1:867 10+1
Best 2:952 10+5 2:381 10+1 1:858 10+1
f8 Average 2:147 10+1 4:598 10 6 8:769 10 7
Best 1:037 10+1 2:730 10 7 1:129 10e 7
PSOについては関数 f3の平均値と f5の最良値について優位に立っている。今回は単純
な PSOアルゴリズムで最適化計算を行ったが、f8では最大で 10 7のオーダーとなる解を
得ている。f3では平均値において提案手法よりPSOが良い結果を得ている。30回の計算試
行をしているので的確に解析解に近づいている探索履歴であったと考えられる。急速に最良
解に収束した方が良いのか、遠回りした方が良いのかは適用問題に依存するので、今回の結
果を踏まえて提案手法のパラメータ調整の指針の参考にしたい。GAについては今回は良い
結果を得られなかった。個体数の不足などが考えられる。このことからも提案手法が有効な
アルゴリズムを備えている事が分かる。しかし、f3では平均値の結果に大きさな差がある。
提案手法は 102のオーダーで、提案手法の結果は局所解に収束してしまっているといえる。
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重力定数Gと回転量 !のパラメータ調整のバランスや局所脱出アルゴリズムの改善などが
必要である。提案手法の得意な適用問題分野の調査や手法独自のパラメータである重力定数
G、回転量 !の最適化計算への感度解析などが必要である。
3.4.4 提案手法のみ 100次元と 1000次元に拡張
前節における問題設定をさらに高次元にする。設計変数を 100次元と 1000次元の場合に
ついて最適化計算する。本節では提案手法のみの結果を示す。この最適化計算結果から提案
手法の高次元空間への対応性をみる。この節でも目的関数のみの結果を示す。提案手法の設
定パラメータを表 3.13に示す。乱数を変化させて同一問題について 100回最適化計算を行
い、平均値と最良解について表に示した。前節の数学的多峰性関数の 8つの関数最適化問題
について設計変数を 100次元と 1000次元にした場合の結果を表 3.14に示す。
表 3.13 提案手法の設定パラメータ（高次元テスト関数）
探索点
（個体数）
計算回数
（世代数）
手法独自の
設定パラメータ
20 50000 ! = 2=100; G = 104
100次元についての結果をみると提案手法では最良値で 10 3以下の計算解を、8つの関数
のうち 6つにおいて最良解として得ている。前節での結果を踏まえた時に本提案手法が容易
に多次元に拡張できていることが分かる。平均値と最良解値を比較するとオーダー値は同一
か最良解が一桁低いという結果になっている。平均値が最良解に近いということは探索点群
の全体が最良解近郊に存在している。近傍探索である重力方程式のアルゴリズムが有効に実
装されているといえる。また、関数式 f5においては、平均値のオーダーが 1なのに対して
最良解は 10 4となっており最良解が飛びぬけて良い。他の関数式の結果では平均値と最良
解値の差倍率が 1/10なのを考慮すると、10 4のオーダー差は本提案手法の宇宙ジェットの
アルゴリズムによるものだと考えらえる。宇宙ジェトは局所解に収束してしまった探索点群
を脱出させるためのアルゴリズムであり、100次元空間の最適化進行でも有効に働いたとい
える。よって、宇宙ジェットによる脱出アルゴリズムは本提案手法に必要なアルゴリズムで
あるといえる。
次に 1000次元に拡張した場合についてみると、最良値で 10 3以下の計算解を 8つの関数
のうち 6つにおいて得ている。この 6つの関数において平均値と最良値のオーダー値を比較
すると 10 2から 10 4となっており差が開いている。1000次元の解空間において最適解に
近づくことは困難であるといえる。本計算において探索点が 20点であることを考えると大
域的探索において最良解が偶然的に発見され、その最良解に探索点群が局所探索過程で近づ
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く方向に速度ベクトルが発生するが、1000次元の変数の最適解との誤差が目的関数値に大
きく反映してしまうので探索点が空間の多峰に阻まれてしまったと考えられる。本提案手法
には大域的探索過程でのコリオリ力による移動アルゴリズムを有している。今回の計算では
8つの関数においてすべて同じ回転量パラメータ ! = 2=100を与えたが問題の次元数や解
空間の特徴が事前に分かれば、回転量パラメータ !と重力定数Gのパラメータ調整により
探索点群の収束性を高めることはできる。
表 3.14 提案手法における高次元テスト関数の計算結果
100次元 1000次元
f1 Average 1:76 10 3 6:52 10 4
Best 9:76 10 4 1:81 10 4
f2 Average 2:82 10 7 5:11 10 7
Best 8:01 10 8 9:14 10 9
f3 Average 1:79 10+4 3:33 10+8
Best 1:21 10+4 3:30 10+8
f4 Average 1:19 10 8 1:68 10 8
Best 1:69 10 9 9:74 10 11
f5 Average 7:47 100 9:91 10 3
Best 4:81 10 4 1:36 10 5
f6 Average 1:02 10 4 1:92 10 4
Best 1:31 10 5 8:94 10 6
f7 Average 9:92 10+1 9:99 10+2
Best 9:87 10+1 9:99 10+2
f8 Average 2:40 10 6 2:92 10 4
Best 3:67 10 7 2:32 10 8
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4.1 はじめに 概要および目的
宇宙機の機体構成と軌道計画は別に考えられることが一般的である。しかし、推力や打ち
上げ日時と軌道計画には密接な相関関係が存在する。バラバラに計画を立てる事はロスが生
じる。そこでミッション計画を円滑に進めるために計画初期段階での計画の方向性を与える
ためにはミッションの指針となるものが必要である。この研究では初期段階での指針を与え
るための材料となり得る統合的な複合領域最適化の手法を示す。複合領域最適化とは異なる
分野にまたがっているサブシステム同士を統合して最適化を行うことである。一連の設計過
程において、個別に実施されていた複数の領域の設計を初期の設計段階から統合して扱い、
従来専門の異なる設計担当間で往復していた設計プロセスの無駄を除き、全体としてよりバ
ランスのとれた設計を短時間に実現する上で極めて有用である。異分野を同時に扱うので問
題設定が複雑であり、また考慮するシステムが巨大になりやすいという特徴を持つ。システ
ム設計をさらに効率的に進めるために、構造だけではなく、制御、流体など他分野に関わる
領域をも考慮して最適化を進める複合領域の最適設計が、航空宇宙分野を中心に 1990年代
から盛んになってきた。従来の航空機設計では、空気力学、構造、制御の順に設計を行なっ
てきたが、これらの分野間のバランスが問題となり、旅客機全体として順に設計を行なった
場合が、必ずしも最適であるとはいえない。複合領域の最適設計は、これらの複数の領域を
同時に考えて最適設計を目指すものである。たとえば、図に示す超音速旅客機の設計におい
て、主翼の翼型および翼平面形の形状を決定する設計変数に対して、空力性能および構造強
度を考慮して最適設計を行なっている。その他にも、空気力学、熱力学、構造力学、制御工
学など多分野の領域を同時に最適化するモデル化など、多くの研究が行われている。並列計
算機の発展により、このように複数の分野を統合して最適設計を行う研究が広がっている。
大規模計算を伴う場合が多く、問題を解くことが非常に困難である。
宇宙観測や宇宙利用の技術が進歩し宇宙そのものが身近になりつつある現在、宇宙輸送シ
ステムの確立が求められている。しかし、宇宙機の設計は構造、推進、軌道、制御などのサ
ブシステムが存在し強い相関関係がある。そのために一つの機体を設計するためには多大な
労力を伴う。そのために、それらを統合したシステム全体を最適設計する必要が出てくる。
本研究では宇宙機の概念設計段階として、深宇宙探査機を考える。軌道計画として、地球か
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ら火星へフライ・バイする宇宙機システムを考える。機体構成要素としては総質量の中でペ
イロード、電源部、推進機部などへの質量分配や電力分配の割合を決める。機体構成からス
ラスタの推力や重量が決まり、軌道を計算する。これらの設計要素を用いて最適化を行う。
また目的関数を複数設定することにより多目的最適化問題とした。多目的最適化とは、複数
の目的関数を同時に最適化することである。一般に最適化とは一つの評価基準に対する最適
化を行うことがほとんどである。しかし、現実に存在する様々な最適化問題は多くの場合、
複数の評価基準を同時に考慮する必要がある。例えばある工業製品を設計する場合、これを
多目的最適化問題であると考えると、性能、価格、外観、重量といった複数の評価ポイント
が目的関数となり得る。そしてこれらの目的関数は多くの場合、トレードオフの関係にあ
り、多目的最適化によって得られる解は単一ではなく、パレート解集合と呼ばれる複数のパ
レート解の集合を得ることになる。設計者はパレート解集合の分布を見ることによって、そ
の目的関数間のトレードオフを把握することが出来るようになり、これが多目的最適化の重
要な役割となる。
最適化手法には本論文における提案手法を用いて、多目的最適化問題を効率的に解く。機
体構成と軌道計画の異なる分野にまたがって設計変数を動かしているので複合領域最適化に
もなっており、複雑な最適化問題に対しても有効であることを示す。以上のように最適化問
題を設定し、最適化計算を行うことで最適解集合を求める。また比較のために粒子群最適化
手法 (PSO)と遺伝的アルゴリズム（ＧＡ）でも同一の問題設定を解き結果を比較する。
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図 4.1 はやぶさ (無人宇宙探査機)[42]
ここでは単一目的の場合について最適化計算を行う。予想される最適解が得られるか検証
するためである。目的関数はミッション期間を最小化する最適化問題とした。以下に機体重
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量の計算方法と軌道計画について述べる。その後に最適化手法を適用した結果を示す。
4.2.1 宇宙機の機体構成モデル [44]
イオンスラスタを搭載する宇宙機モデル
ここで考える宇宙機モデルは電気推進機であるイオンスラスタを用いて動力航行をするこ
とを想定した機体構成である。宇宙機の機体構成は簡易推算式を用いて計算される。電力の
確保は太陽電池パドルによるものとする。電力は太陽からの距離に依存し、式 4.1に従うも
のとする。飛行中は常にMPDスラスタを稼働させている状態とし、推進機の寿命などは考
慮していない。また、宇宙機のペイロード質量は 35[kg]として固定している [27]。
P (r) = P0
r0
r
2
(4.1)
宇宙機と太陽との距離 r、初期全電力 P0、地球平均公転半径 r0である。次に宇宙機の質量
と電力の簡易推算モデル式を示す。以下の式では質量M、電力 P と表す。VEP は飛行時
間から計算される。
・共通系
MCOM = 116 [kg]; PCOM = 116 [W] (4.2)
・データレコーダ系 (設計値：VDR = 64[Mbit])
MDR = 0:01 VDR [kg]; PDR = 0:02 VDR [W] (4.3)
・通信系 (設計値：R = 2:5[AU],B = 8[kbps],D = 1:6[m])
MHGA = 4:0D2 [kg]
PTX = 5:4 10 3  BR
2
D2
[W]
(4.4)
・姿勢制御系 (設計値：VCR = 400[m/s], ICR = 290[s])
MFL =MTOT

1  exp
 VCR
gICR

[kg]
MRCS = 2:0M2FL [kg]
(4.5)
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・電気推進系 (設計値：ISP = 3000[s])
MPP =MTOT

1  exp
 VEP
gISP

[kg]
MEP = 0:05 F [kg]
(4.6)
・バッテリ系 (設計値： = 3[hours],VBUS = 50[V])
MBAT =
0:54 (PCOM + PDR + PTX) 
VBUS
[kg] (4.7)
・太陽電池系 (設計値：L = 1:3[AU])
MSCP =
L2P0
38:2
[kg] (4.8)
・構造系
MSTR = 0:094MTOT [kg] (4.9)
・全機質量
MTOT =MCOM +MDR +MHGA +MFL +MRCS
+MPP +MEP +MBAT +MSCP +MSTR +MPL [kg]
(4.10)
質量と電力の分配設計
電気推進を宇宙システム全体の一要素として捕らえ、他のサブシステムと比較しながら質
量・電力の観点から俯瞰してみる。電気推進を含めたサブシステムの質量や電力特性を用い
て軌道設計を行えば、より具体的な宇宙機概念設計が実施できる。また、電気推進と不可分
な電源システムの発生電力と質量の関係を導入すれば、式を用いて、具体的な最適比推力を
算定できる。
これまで主に科学観測や探査の分野で利用されてきた宇宙機の設計データから、構成要素の
分類とそれぞれの特性値を明らかにして簡便な数式として表す努力がなされている。特性値
は技術革新により年々向上するので、打ち上げ年次を関数に組み込んだ定量化モデルの要点
を表にまとめる [44][28][29][34]。
宇宙機の質量、電力を推算するには、まず以下に示すオプションを選択し、項目ごとの質量
と消費電力を合算する。
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1. 搭載ミッション機器の質量M、電力 Pを決定する。
2. 宇宙機方式を非スピン型深宇宙探査機とする。これによりセンサやリアクションホイー
ルを含む姿勢制御、電源、通信、コマンドデータ処理系、熱制御系の共通系質量M、
電力 P、が決まる。
3. データレコーダの質量M、電力 Pは書き込み容量Vの関数としている。
4. 通信のための消費電力 Pは、伝送距離 R、伝送レート B、HGAパラボラアンテナの
直径Dの関数として与える。DよりHGA質量Mも決定される。技術革新を想定し、
打ち上げ年次も独立変数としている。人工衛星の場合 HGAは不要であろう。この場
合 Pの算出にはD＝１ｍを代入する。
5. スピン型深宇宙機の場合はデスパン部を設ける場合がある。
6. リアクションホイールのアンローディング用のアクチュエータとして、小型人工衛星
の場合にはMTQが利用できる。それ以外ではRCSスラスタを用いる。制御量Vは 1
年当たり 10ｍ/ｓ、比推力 Iは 200秒が標準的である。軌道制御にも利用する場合に
は比推力 Iを 300秒とするオプションもある。制御量Vと比推力 Iから、燃料質量M
とRCS機構質量Mが決まる。
7. 電気推進を用いる場合には、制御量Vと比推力 Iから推進剤質量M、電気推進機構質
量M、消費電力 Pが決まる。定式化については後述する。
8. バッテリの質量Mは、供給電力P、作動電圧V、供給時間と打ち上げ年次の関数とし
た。一般的に電気推進をバッテリ駆動することはないので、本項の算出に電気推進の
電力は含めない。
9. 全消費電力Pと太陽距離Lの関数としてSCP質量Mが決まる。人工衛星の場合L=1AU
である。
10. 全質量Mから構造系質量Mが決まる。
打ち上げ年次の関数とした要素は、あまり後年を代入すると質量が負になり不条理となるの
で注意を要する。燃料や推進剤、構造系質量を得るのにMを必要とするために、初期値と
してMや Pを与えて計算を始め、繰り返し計算により収束値を得る。
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表 4.1 宇宙機の質量に関する簡易推算式
サブシステム系 入力 質量 [kg]
共通系 - MCOM = 116
データレコーダ VDR [Mbit]
KDRW = 0:01[kg=Mbit]
MDR = KDRWVDR
通信系 D[m]
KHGA = 4:0[kg=m
2]
MHGA = KHGAD
2
RCS
MTOT [kg]
VCR[m=s]
ICR[s]
MFL =MTOT [1  exp( VCR=gICR)]
MRCS = KRCS(MFL)
2=3
KRCS = 2:0[kg
1=3]
電気推進
MTOT [kg]
VEP [m=s]
IEP [s]
MPP =MTOT [1  exp( VEP =gIEP )]
MEP = KEPWF +MEPO
バッテリ
PTOT [W ]
PEP [W ]
VBUS [V ]
 [hour]
Y [year]
KBAT = 1:0  0:027(Y   1986)[kg=AH]
MBAT =
KBAT (PTOT PEP )
VBUS
太陽電池
PTOT [W ]
L[AU ]
Y [year]
KMT = 1:0
KSCP = 20:0 + 1:07(Y   1986)[W AU2=kg]
MSCP =
KMTL
2PTOT
KSCP
構造系 MTOT [kg]
KSTR = 0:295  0:0118(Y   1986)
MSTR = KSTRMTOT
ミッション系
(ペイロード) - MPL = 35:0
4.2.2 惑星間軌道計算モデル
軌道計画 [31][32][33][41]
ミッションは地球と火星の往復するものである。軌道計画は大きく分けて 3つのフェーズ
から成る。1つ目は地球から火星へ向けて電気推進機を用いて宇宙機を増速させるフェーズ、
2つ目は火星でのランデブーを行うフェーズ、3つ目は火星から地球へ帰還するために電気
推進機を用いて減速させるフェーズである。これら 3つについて以下で詳細を述べる。制約
条件としては 2014年 1月 1日から 20年以内に出発する条件を与える。地球を出発し火星を
ランデブーする期間は 5年以内とする。
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表 4.2 宇宙機の電力に関する簡易推算式
サブシステム系 入力 電力 [W]
共通系 - PCOM = 116
データレコーダ VDR [Mbit]
KDRP = 0:02[W=Mbit]
PDR = KDRPVDR
通信系
B[bps]
R[AU ]
D[m]
Y [year]
KTX = 7:7  0:207(Y   1986)
KLK = 0:0013[W m2=bps AU2]
PTX = KTXKLXBR
2=D2
RCS - -
電気推進 F [N] PEP = KEPPF
バッテリ - -
太陽電池 - -
構造系 - -
ミッション系
(ペイロード) - PPL = 0:0
地球から火星への軌道
地球を出発し火星まで電気推進機を用いて増速する軌道を考える。本研究では太陽と宇宙
機の 2体問題として最適化問題設定を行っていいるので、地球と火星の重力による影響は考
慮していない。
ランデブー軌道
火星へ到達した時に化学推進を噴射することで火星と宇宙機の相対速度をゼロとする。そ
の後、宇宙機は火星と同じ軌道をとるものとする。ランデブー時の宇宙機は火星の衛星軌道
をとっていると仮定しており、スラスタ―は停止状態とする。このランデブー期間を最適化
問題上の設計変数とする。このランデブー期間を変更することで宇宙機は帰還のタイミング
を計ることになる。
帰還軌道
帰還においては電気推進機を逆噴射して減速させる。火星軌道から徐々に減速させ、地球
に帰還させる。その際に地球での化学インパルスによる減速は行わず、地球との相対位置を
ゼロとする条件を加えるのみとする。帰還軌道については相対位置ゼロとする条件で最適化
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の数値計算を行う。地球上での再突入は空気による減速を考えて燃料を用いたインパルス噴
射は考慮しないものとする。
宇宙機の運動方程式
宇宙機と天体の運動は三次元とする。また、太陽と宇宙機の二体問題として取り扱う。推
力方向は常に速度ベクトル方向になるように推力方向角を設定する。運動方程式の数値計算
にはルンゲ・クッタ法を用いた。地球と火星の位置と速度はケプラー軌道要素から楕円軌道
として計算した。
d
dt
0BBBBBBBBBBBBBB@
x
y
z
u
v
w
m
1CCCCCCCCCCCCCCA
=
0BBBBBBBBBBBBBB@
u
v
w
 x
r3
+
KpP
m
 y
r3
 z
r3
 KpPgISP
1CCCCCCCCCCCCCCA
(4.11)
位置 x; y; z、速度 u; v; w、機体質量m、電力と推力の特性係数Kp = 0:03[mN/W]とした。
4.2.3 最適化問題設定
以上の条件においての問題設定をここでまとめる。
目的関数
単一目的最適化としており、目的関数はミッション期間 Tflightの最小化としている。評
価値の計算を行い最適化計算を行う。この際に飛行終了時点での宇宙機位置と目標天体位
置との相対距離をペナルティ法により評価値を改悪する手法を加えている。ペナルティ法
については第 2章で説明している。評価値 Iを以下に示す。ペナルティ法による改悪係数を
Cpenalty、宇宙機の火星到達時の火星との相対距離をRmars、宇宙機の地球到達時の地球と
の相対距離をRearthとする。
I = Tflight + Cpenalty  (Rmars +Rearth) (4.12)
今回の計算では Cpenalty = 10 5 とした。大まかな各項目のオーダー値は、Tflight が 103、
Cpenalty  (Rmars +Rearth)が 101となっている。
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設計変数
機体構成は固定しており設計変数はこの問題設定では存在していない。軌道計画変数に関
しては惑星間軌道の計画要素である出発日時 Tdateとランデブー期間 Trendez がある。
　以上をすべて足すと 2個の設計変数がある。
制約条件
問題設定時に定義した制約条件を以下に示す。
・出発日時 Tdateは 2014年 1月 1日から 20年以内に出発
Tdate  20[years] (4.13)
・ミッション期間 (飛行時間)Tflightは
Tflight  20[years] (4.14)
・ランデブー期間 Trendez は
Trendez  5[years] (4.15)
となる。これらは宇宙機の軌道計画に関する制約条件である。
最適化手法の設定パラメータ
最適化手法に関する設定パラメータと制約条件を表に示す。
表 4.3 最適化手法の設定パラメータ（無人宇宙探査機）
提案手法 PSO GA
探索点数
（個体数） 20 20 20
最大計算回数
（世代数） 1000 1000 20000
固有パラメータ 重力定数G = 104 収束係数 w = 0:9から 0:1 突然変異率 0:02
回転量! = 0:001 速度係数 c1 = c2 = 2:0
解空間に対する
速度制限 1=100 1=100 -
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4.2.4 最適化計算結果
目的関数の相関関係図と設計変数の解空間図を図示する。図 4.2は本節における無人宇宙
探査機の目的関数であるミッション期間と宇宙機全機重量との関係図を示したものである。
ミッション期間を最小化する問題であるので図中のポイントが下側に移動するほど評価値が
良いことになる。青い四角のポイントが提案手法における初期世代である。赤い三角のポイ
ントが最終世代における解集合である。黄色い丸型のポイントが全計算履歴においての最良
解である。初期世代から最終世代までの計算内での一番評価値が高い探索点ということであ
る。最良解の具体的な数値は設計変数である出発日時は 5132日、ランデブー期間は 62日、
目的関数であるミッション期間は 1336日となった。機体質量は 529[kg]であった。はやぶ
さの諸元 [38][39][40]を元に問題設定を行っており、得られた最良解もはやぶさの機体構成と
類似した解を得られている。最適化計算が良好に実行されたことを表している。さらにこの
節での最適化計算では初期個体群に制限を設けておりミッション期間が 3000日前後になる
ように初期探索点を生成している。初期探索点に制限を設けた理由は提案手法の探索能力の
有用性を示すためである。この宇宙機の最適化問題は実行不可能領域が広く飛び飛びに分
布している。実行可能領域の方が解空間に対して狭い領域をとっている。このような解空間
を持つ最適化問題設定においては局所解にトラップされてしまう可能性が高い。局所解を脱
出するアルゴリズムを備えている必要がある。提案手法は局所解脱出アルゴリズムとして
宇宙ジェットを模擬した脱出アルゴリズムを用意している。このために探索点群が同一の実
行可能領域内に存在した場合でもある探索点が計算不可能領域を飛び越えて新たな解候補
領域にたどり着くことが出来る。今回の計算アルゴリズムは、ある範囲内に全探索点の 1/4
が集まった場合にそのグループ内から 2個体をランダム方向に噴出するものである。ランダ
ム方向に噴出するので目的関数値が悪くなる方向に飛びだす可能性もある。改悪される領域
に移動した場合もその後の最適化計算ルーチンでの重力計算で改良される方向に移動する。
図 4.2においては青い四角の初期探索点群が中央にあり、ここから最適化計算ルーチンを実
行するたびに目的関数であるミッション期間値を最小する方向に探索点が図の下方に移動す
る。この計算条件では計算回が 100回くらいの早い段階である領域に探索点群が収束した
ので、そこから宇宙ジェットのアルゴリズムが発動し他の解候補群に移動した。事前の計算
で図の点線部分に解のグループが存在することが分かっているので、この計算回での最終に
は 2段階したの解グループに移動できたことが分かる。図 4.2と図 4.3における点線は初期
値を制限しない事前の計算において、かつ計算上の乱数の発生値を変化させた計算を数十回
行った結果によるものである。この実行可能領域を表した点線を飛び越えて移動している。
これによって提案手法が実行不可能領域が多数存在する問題でも有効に最適化計算を実行す
ることが出来る。また、多峰性を有する問題でも峰をジャンプすることで真の最適解に到達
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する可能性を有していることが分かる。
　図 4.3は無人宇宙探査機の最適化問題設定における設計変数の関係図を示したものである。
目的関数の関係図と同様に点線が事前計算で得られているパレート曲線である。今回の問題
設定では 3段階の解曲線が得られている。この中において提案手法は初期個体群からパレー
ト曲線をジャンプすることで最良解にたどり着いている。図の右下に行くほど目的関数が改
良される方向となっている。ミッション期間を最小化する単一目的関数が本節の問題設定な
のでランデブー期間を少なくする方向に移動することで目的関数値を下げている。初期個体
群はランデブー期間が 1000日程度の位置に存在しており、その下のパレート曲線では 350
日の位置にある。最適化ルーチンの繰り返し計算を行うとランデブー期間を短くするように
計算が進み、最終的には図の下方にあるパレート曲線上にあるランデブー期間を 50日程度
の解へと到達している。目的関数であるミッション期間は地球から火星への航行期間、火星
でのランデブー期間、地球への帰還期間を足したもので表している。機体の構成は固定して
いるので火星でのランデブー期間が直接的に目的関数に効いてくる。ここではランデブー期
間は設計変数として変更することで軌道計画を定めているのでこの設計変数がゼロになる
ように移動していると理解できる。出発日時は 2014年 1月 1日から何日後に出発するかを
示したもので設計変数である。ランデブー期間を最小化するために地球と火星の位置を調整
する様に変更されていることとなる。機体構成を固定しており推力が一定なので動力航行時
間は出発のタイミングにのみ依存することとなる。目的関数であるミッション期間はランデ
ブー期間の日数にほぼ決定されるので図 4.3をみると最良解が図の最下限近くのランデブー
期間 62日の領域にまで到達していることを考えると最適解を得ているといえる。これらの
結果から本解析モデルと最適化計算が正しく機能していると確認できた。
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図 4.2 目的関数　（無人宇宙探査機）
図 4.3 設計変数　（無人宇宙探査機）
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惑星間軌道
この節では図 4.2において示した最良解をピックアップして惑星間軌道などの計算結果を
以下に示す。地球から火星への軌道を青い線で示している。青い丸は地球の位置を示してい
る。青い線とつながている方が出発位置である。赤い三角のポイントが火星到達位置であ
る。灰色の点線がランデブー軌道を表している。赤い線が帰還軌道を表しており、赤い線と
つながっている赤い三角が火星出発位置である。黒い点線は内側が地球軌道、外側が火星軌
道である。小惑星探査機はやぶさは地球をスイングバイする特殊な軌道をとっているが本計
算結果は単純なスパイラル軌道としている。はやぶさの当初の計画ではトータルのミッショ
ン期間は 4年であり、本計算結果のミッション期間は 1336日で 3.7年となるので同等の結
果を得ている。本節の無人宇宙探査機の最適化計算は提案手法の有効性を示すためのもので
あるので、小惑星探査機はやぶさを参考とした問題設定をした上ではやぶさと同等の機体構
成と軌道を得ていることは最適化計算アルゴリズムが有効に働いているといえる。
図 4.4 無人宇宙探査機の軌道計画
次に推力値の時間履歴と機体重量の時間履歴である。図 4.5は探査機の推力値の変化を表
すものである。推力値は太陽電池パネルから得られる電力に比例するので、太陽からの距離
に依存する。宇宙機の機体構成は固定しており太陽電池パドルの大きさも最適化計算上の探
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索点群によって変化しない。多点探索点における太陽電池パドルの大きさはすべて同じであ
る。図 4.5の縦軸は推力値であり、プラス側は地球から火星への往路の推力値である。推力
方向は常に速度ベクトルと同一方向に向いているとする。地球から遠ざかるため推力値は減
少している。中央の推力ゼロの区間はランデブー期間である。後半の推力値も太陽間距離に
依存しており、速度ベクトル方向と逆向きに常に推力を発生させているのでマイナスの値と
している。
図 4.5 推力値　（無人宇宙探査機）
図 4.6 重量値の時間履歴　（無人宇宙探査機）
火星出発位置と太陽位置との距離の関係から推力値は減少してから増加しているが軌道を
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考えると正常な変化である。はやぶさの推力値は 30[mN]であり、本計算結果の推力の平均
値は 28.6[mN]となり同一のオーダーといえる。
　図 4.6は機体重量の変化を時間履歴で表示したものである。推進剤を徐々に使いながら航
行している。計算上は推進剤をピッタリ使い切る量を搭載しており地球に帰還することとし
ている。中央の機体質量の減少が無い区間はランデブー期間である。また、参考に最終世代
の最悪解を示す。最適化計算が有効に働いていることが分かる。最良解では太陽周りの周回
数が 2.5回転であったが、最悪解では約 6回転であった。図 4.7は最悪解の軌道である。軌
道が重なっているので分割したものを直下に示す。特にランデブー軌道が 1.7周回しており
帰還のタイミングを合わせるために無駄な待機時間をとられていることが分かる。提案手法
の最良解を得られたことは最適化計算の宇宙ジェットアルゴリズムによって実行不可能領域
を飛び越えて評価値の良い解群候補にジャンプすることが出来たためである。通常の最適化
手法では周回数を事前に指定することで最適解付近のの探索領域を制限することで計算を実
行可能とすることがあるが、本提案手法は実行不可能領域を飛び越えて新しい解候補にたど
り着くことが出来るので未知の解空間探索に適している手法であるといえる。
図 4.7 最悪解の軌道計画（無人宇宙探査機）
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図 4.8 地球→火星の軌道 図 4.9 ランデブー軌道 図 4.10 火星→地球の軌道
機体構成
提案手法によって得られた最良解の機体構成結果を表 4.4に示す。各サブシステムの質量
と電力の値を示している。ペイロードは 35[kg]で最適化計算上は固定している。電力値も
固定としているので変化しているのは電気推進の推進剤である。ミッション期間によって
使う推進剤量が変化するので全機重量も変化する。全機質量は 529[kg]となり、はやぶさは
502[kg]なので軌道計画が一致してはいないがはやぶさとの重量の誤差は 5% であった。
表 4.4 機体構成諸元（無人宇宙探査機）
質量 [kg] 電力 [W]
ペイロード 35.0 -
共通 116.0 116.0
データレコーダ 0.64 1.28
通信 10.2 106.2
姿勢制御（RCS） 32.3 -
姿勢制御（燃料） 65.0 -
電気推進（機器部） 71.6 1190.6
電気推進（推進剤） 82.1 -
バッテリ 7.25 -
太陽電池 62.6 -
構造系 46.7 -
合計 529.4 1414.0
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次に機体重量を基に面積や体積を逆算する。太陽電池パネルなどははやぶさの重量と面積
の関係を参考とした。太陽電池パドルの 1[kg]当たりの面積は 0:257[m2=kg]とし、中央のメ
インユニットの質量体積比は 0:00427[m3=kg]として計算した。この変換値をもとに各部の
長さを算出し三面図に作画した。
他手法との比較（無人宇宙探査機）
この節では他手法による無人宇宙探査機の最適化計算結果について示す。最適化問題設定
は前節の設定と同一とする。各々の手法独自の設定パラメータは表に示す。以下に結果を示
す。図列の左側がＰＳＯによる最適化結果、右側がＧＡによる計算結果である。
PSOについては図 4.12をみると最終世代が初期世代群の領域から脱出できていない。今回
使用したＰＳＯのアルゴリズムは基本的な単純ＰＳＯであり、脱出アルゴリズムを備えてい
ないＰＳＯを用いたために初期世代群から抜け出せなかった。この節での最適化問題設定は
初期個体群の生成を制限したので単純ＰＳＯでは最適解に到達することが出来なかった。Ｐ
ＳＯは最良解に急速に収束する性質があるので初期個体群を制限されている状態では最適解
に到達することが困難になる。もちろんＰＳＯも解空間と解析解の位置関係や速度ベクトル
の向きによって初期世代群を制限されている状態でも大域的な最適解に到達する可能性はあ
る。ただ、今回のような実行不可能領域が広く飛び飛びの領域を有しているときは大域的最
適解に到達することはできなかった。このことからも局所解にトラップされた場合の脱出ア
ルゴリズムを備えることは必須であるといえる。次に説明するＧＡは突然変異アルゴリズム
が脱出アルゴリズムとなり、本提案手法は宇宙ジェットのアルゴリズムがそれに対応する。
GAは図 4.13をみると初期世代群から脱出していることが分かる。赤い三角のポイントが下
方に 4つ移動していることが分かる。これは突然変異によって個体が移動したものである。
突然変異での移動はランダムに位置を移動させるものとして計算している。提案手法によっ
て得られているような大域的な最適解を得られていないが世代数の繰り返し計算回数を増
やすことで大域的な最適解に到達する可能性はある。しかしその方法はランダムサーチと変
わらないものとなる。ＰＳＯとＧＡの設計変数の関係図と提案手法とを比較する。提案手法
の結果をもとに考えると最適解への計算方向は右下の方向に進むことが良いと考えられる。
ＰＳＯにおいては初期世代から脱出できておらず最終世代まで繰り返し計算が行われた。Ｇ
Ａについては初期世代群から脱出できており特にランデブー期間 100日、出発日時 5000日
付近に解が移動している。最適解付近に移動してはいるが目的関数であるミッション期間に
変換すると図の黄色い丸のポイントが最良解になる。ＧＡの目的関数結果をみると最終世代
の 4つのポイントが横並びになっている。この 4つのミッション期間の最小差は 19日であ
り、この差が設計変数空間では出発日時の差が 3000日と解空間の 1/2の領域差として現れ
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ている。設計変数差と目的関数差との隔たりがあるために最適化計算の最良解への進行を
妨げている要因ともなっている。今回のＧＡの計算結果では図の右下の領域へは到達するこ
とが出来なかった。参考までにＰＳＯとＧＡの計算結果における最終世代の最良解をピック
アップして軌道などの結果を示す。どちらの解ともランデブー期間が長いために全機体質量
が 20[kg]前後重くなっている。
図 4.12 PSO目的関数結果（無人） 図 4.13 ＧＡ目的関数結果（無人）
図 4.14 PSO設計変数結果（無人） 図 4.15 ＧＡ設計変数結果（無人）
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図 4.16 PSO軌道結果（無人） 図 4.17 ＧＡ軌道結果（無人）
図 4.18 PSO推力値結果（無人） 図 4.19 ＧＡ推力値結果（無人）
図 4.20 PSO機体重量結果（無人） 図 4.21 ＧＡ機体重量結果（無人）
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表 4.5 PSO機体諸元結果（無人）
質量 [kg] 電力 [W]
ペイロード 35.0 -
共通 116.0 116.0
データレコーダ 0.64 1.28
通信 10.2 106.2
姿勢制御（RCS） 32.9 -
姿勢制御（燃料） 66.7 -
電気推進（機器部） 71.6 1190.6
電気推進（推進剤） 110.8 -
バッテリ 7.25 -
太陽電池 62.6 -
構造系 47.9 -
合計 542.0 1414.0
表 4.6 ＧＡ機体諸元結果（無人）
質量 [kg] 電力 [W]
ペイロード 35.0 -
共通 116.0 116.0
データレコーダ 0.64 1.28
通信 10.2 106.2
姿勢制御（RCS） 33.6 -
姿勢制御（燃料） 68.9 -
電気推進（機器部） 71.6 1190.6
電気推進（推進剤） 122.5 -
バッテリ 7.25 -
太陽電池 62.6 -
構造系 49.4 -
合計 558.7 1414.0
4.3 有人宇宙探査機の機体構成と惑星間軌道の複合領域最適化
前節の無人宇宙探査機をさらに発展させて有人探査機を考える。このときに無人探査機の
計算条件にいくつかの新しい条件を加えることで有人探査機の最適化計算に設定を発展させ
る。
図 4.22 有人宇宙探査機（スピン型）のイメージ図 [43]
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居住モジュールと食糧、水、空気を搭載することで有人化を再現する。簡易推算式に居住
モジュールの項目を加えることで有人探査機の重量推算を行う。
　搭乗員は 2人とする。宇宙飛行士を 2人の乗組員として搭乗することを仮定する。さらに
MPDスラスタを搭載した場合の宇宙機の最適化問題として考えていく。宇宙機の質量計算
モデルは簡易推算式を用いる。ここでは多目的の場合について最適化計算を行う。目的関数
はミッション期間と機体質量を最小化する最適化問題とした。以下に機体重量の計算方法と
軌道計画について述べる。その後に最適化手法を適用した結果を示す。
4.3.1 居住モジュール
居住モジュールはロシアのスベズェタという国際宇宙ステーションの実在の居住モジュー
ルの諸言を参考にしている [30]。本来はスベズェタは 6人で使用するものだが、ここでの最
適化問題設定は 2人としているのでスベズェタの重量と必要電力を単純に 1/3として最適化
計算の重量推算を行っている。簡易推算式へ加える項目は以下の式を使う。
食糧、水、空気に関しては人間が一日に使用する平均量を参考とした。探査機に搭載する量
は全ミッション期間分とする。一日に使用した量はその日のうちに探査機外に廃棄するもの
とする。人間が必要とする物質量は以下のとおりである。
食糧の必要量=日 = 2:53[kg=day]
水の必要量=日 = 1:97[kg=day]
空気の必要量=日 = 0:84[kg=day]
(4.16)
必要量の合計は 5:34[kg=day]となり、一日に廃棄する量も 5:34[kg=day]となる。
4.3.2 質量と電力の簡易推算式
ここでは最適化計算に用いた宇宙機の質量と電力に関する簡易方程式を表にまとめた [44]。
各項目詳細は前述の無人宇宙探査機の節で述べている。
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表 4.7 質量に関する簡易推算方程式（有人宇宙探査機）
サブシステム系 入力 質量 [kg]
共通系 - MCOM = 116
データレコーダ VDR [Mbit]
KDRW = 0:01[kg=Mbit]
MDR = KDRWVDR
通信系 D[m]
KHGA = 4:0[kg=m
2]
MHGA = KHGAD
2
RCS
MTOT [kg]
VCR[m=s]
ICR[s]
MFL =MTOT [1  exp( VCR=gICR)]
MRCS = KRCS(MFL)
2=3
KRCS = 2:0[kg
1=3]
電気推進
MTOT [kg]
VEP [m=s]
IEP [s]
MPP =MTOT [1  exp( VEP =gIEP )]
MEP = KEPWF +MEPO
化学推進 MTOT MCHE = 0:07MTOT
バッテリ
PTOT [W ]
PEP [W ]
VBUS [V ]
 [hour]
Y [year]
KBAT = 1:0  0:027(Y   1986)[kg=AH]
MBAT =
KBAT (PTOT PEP )
VBUS
太陽電池
PTOT [W ]
L[AU ]
Y [year]
KMT = 1:0
KSCP = 20:0 + 1:07(Y   1986)[W AU2=kg]
MSCP =
KMTL
2PTOT
KSCP
構造系 MTOT [kg]
KSTR = 0:295  0:0118(Y   1986)
MSTR = KSTRMTOT
居住モジュール
(有人生命維持) TMIS [Day] MSY S = 6120:0 + (1:0 + 0:5 + 0:01)TMIS
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表 4.8 電力に関する簡易推算方程式（有人宇宙探査機）
サブシステム系 入力 電力 [W]
共通系 - PCOM = 116
データレコーダ VDR [Mbit]
KDRP = 0:02[W=Mbit]
PDR = KDRPVDR
通信系
B[bps]
R[AU ]
D[m]
Y [year]
KTX = 7:7  0:207(Y   1986)
KLK = 0:0013[W m2=bps AU2]
PTX = KTXKLXBR
2=D2
RCS - -
電気推進 F [N] PEP = KEPPF
化学推進 - -
バッテリ - -
太陽電池 - -
構造系 - -
居住モジュール
(有人生命維持) TMIS [Day] PSY S = 10000:0
4.3.3 ＭＰＤスラスタ
この節では最適化計算に使用したＭＰＤスラスタのモデル化について述べる [46][48][49][50][51]。
図 4.23 ＭＰＤスラスタ [47]
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準一次元条件下でのモデリング
MPDスラスタのノズル内部では，電離や解離，ホール効果やシース等，様々な物理現象
が複雑に絡み合っているため，厳密な流れ場の解析は非常に難しい。そこで本研究では基本
的な電磁特性やおおまかな設計指針を得ることを目標とし，電離や粘性などによるエネル
ギー損失を考慮しない単純な完全電離のプラズマ流体モデルを用いる。計算を行う際に仮定
した主な条件を以下に示す [46][48]。
 　流速、磁場、電流はそれぞれ一方向のみに制限される（準一次元モデル）
 　完全電離を仮定する
 　粘性、熱伝導、シースの影響は無視する
 　電気伝導度は一定とする
方程式
準一次元条件下での流体・磁場の方程式を以下に示す。以下の方程式はすでに無次元化さ
れているものを示す。
@Q
@t
+
@F
@x
+H = 0
Q =
26666664
A
uA
eA
BA
37777775 ;F =
26666664
uA
u2A
(e+ p)uA
BuA
37777775 ;H =
26666664
0
A @p@x   jBA
 jEA
  1Rm @@x
 
A@B@x

37777775
(4.17)

8>>>>>><>>>>>>:
e =
1
2
u2 +
p
   1 (4.18a)
j =  @B
@x
(4.18b)
E =
j
Rm
  uB (4.18c)
となる。さらに，CIP法を適用するために保存系で書かれている方程式を、以下のように
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移流項を括りだした形に書き直す。
@Q
@t
+ u
@Q
@x
= S
Q =
26666664
A
uA
eA
BA
37777775 ;S =
26666664
 A@u@x
 uA@u@x  A @p@x + jBA
 eA@u@x   @puA@x + jEA
 BA@u@x + 1Rm @@x
 
A@B@x

37777775
(4.19)
第 2章に書かれている CIP法の解法に従って時間更新を重ねていき，物理値が変動しなく
なった状態を定常解として採用する。
無次元化式
磁気レイノルズ数は
Rm = 0umL (4.20)
磁気音速は
um =
B20A0
0 _m
(4.21)
全電流は
J =
wB0
0
(4.22)
である．無次元化に用いた式を以下に示す。便宜的に以下に示している式 (3-9)の無次元数
のみチルダで表記している。
ex = x=L; eA = A=A0; e = umA0= _m; eu = u=um; ep = pA0= _mum;eB = B=B0; eV = V w=A0umB0; ej = j0L=B0; eE = E=umB0 (4.23)
有次元での値を以下に示す。
J = 12:5[kA]; _m = 1:25[g=s]; p0 = 40[Pa]; L = 0:1[m];
A0 = 0:001[m
2]; w = 0:1[m]; um = 15:7[km=s];  = 5071[1=
m]
(4.24)
計算条件
モデルによる計算での境界条件と初期条件を以下に示す [46]。入口の境界条件を
uin = 0:5; in =
1
uinAin
; pin = 0:002; Bin = 1 (4.25)
と定める．無次元化されている状態での値である。
出口境界条件での磁場はBend = 0とする。CIP法では１次外挿により出口での物理値を外
挿する。入口と出口での磁場の値が固定されており、二点境界値問題となっている。
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計算開始の初期値条件について、CIP法を用いた場合の初期状態の値を示す。流速u(x) = um
，密度 (x) = 1=umA(x) ，圧力 p(x) = pm ，磁場 B(x) =  x + 1 とする。また，時間ス
テップは dt = 0:001とし，計算グリッド分割数はN = 30とする。
以上をまとめたものを表に示す。
表 4.9 MPDスラスタの準一次元モデルでの計算条件
入口流速 uin = 0:5
入口境界条件 入口密度 in = 1uinAin
入口圧力 pin = 0:002
入口磁場 Bin = 1
出口境界条件 出口磁場 Bend = 0
流速 u(x) = um
初期状態値 密度 (x) = 1=umA(x)
圧力 p(x) = pm
磁場 B(x) =  x+ 1
磁気レイノルズ数 Rm = 10
時間ステップ dt = 0:001
計算グリッド分割数 N = 30
推進効率 を評価の指針とする [45]。無次元化すると， _m = 1; J = 1である。
 =
F 2
2 _mP
=
( _muend   _muin)2
2 _mV J
=
(uend   uin)2
2V
(4.26)
ノズル形状（設計変数）
ノズル形状は以下により表現される。流れ場は円筒座標系の中心軸を通る平面で考え、さ
らに上下対称であるとすることで図のようにノズルを表現する。流体は一次元流れを考えて
いるが、ノズル形状は二次元としている（準一次元モデル流れ）[48]。
　x方向を4分割した等間隔の各点をノズル形状設計のコントロールポイントとする。よって、
設計変数は 5つとなる。コントロールポイントは上下のみに動くことができ、1:0  A  10:0
の範囲を移動するという制約条件を設ける。
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図 4.24 5つのコントロールポイントによるノズル形状表現
以上により、MPDスラスタのモデル化を行い事前に応答曲面を作成する。この作成した
応答曲面の関数式を用いて、宇宙機の機体設計モデルでの推力などを計算する。
CIP
数値流体計算について CIP法を用いる。MPDスラスタの準一次元モデルでの解析には
CIP法（Cubic-Interpolated Pseudo-Particle Scheme）を用いた [57]。これは、波の波形と
その微分量も伝播させることで、移流前の形を崩さずに伝播させられる。また、人工粘性を
加えることで数値的な振動を抑えた。
方程式
外力項が加わっている移流方程式は以下である。
@Q
@t
+ u
@Q
@x
= S (4.27)
この方程式を移流を計算する部分 (advection phase)とその他の部分 (non-advection phase)
に分けて考える。これは計算上のテクニックである。
non-advection phase
@Q
@t
= S (4.28)
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advection phase
@Q
@t
+ u
@Q
@x
= 0 (4.29)
まず，移流項以外の部分 (non-advection phase)を更新することで，予因子を求める．
Qn = Q
@Qn
@x
=
@ Q
@x
(4.30)
具体的な式は以下である．
Qi = Q
n
i + S
n
i t
@ Qi
@x
=
@Qni
@x
+
1
2x
 
Qi+1  Qni+1   Qi 1 +Qni 1
 (4.31)
次に予因子から移流項部分 (advection phase)を更新して，修正子を求める．
Q = Qn+1
@ Q
@x
=
@Qn+1
@x
(4.32)
詳細な式を以下に示す．
Qn+1i =

(aX + b)X + Qx;i
	
X + Qi
a =
 2   Qi   Qim sgn(ui) +   Qx;i   Qx;imx
(x)3
b =
 3   Qi   Qim+  2 Qx;i + Qx;imx  sgn(ui)
(x)2
(4.33)
傾きの時間更新の式は以下の通りである．
Q^x;i = 3aX
2 + 2bX + Qx;i
Qn+1x;i = Q^x;i  
ui+1   ui 1
2x
Q^x;it
(4.34)
ただし，X; imは以下で定義される．
X = ut
im = i  sgn(u)
(4.35)
sgn(u) =
(
1 (u  0) (4.36a)
 1 (u < 0) (4.36b)
以上より，時間更新QnQn+1が求まる．
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応答曲面法
応答曲面法とは実験データなどの値をもとに解空間を関数近似する方法である。実験や計
算負荷の高い数値計算では最適化するための十分なサンプル数が取れないことが困難点で
あったが、関数で近似することにより、少ないサンプリング数で最適化計算できる利点があ
る [59]。この応答曲面を宇宙機の機体構成モデルの計算フェーズに適応する。MPDスラス
タのノズル形状決定での最適化計算ルーチンに用いる。これによって、CIP法での流体計算
の計算負荷を軽減することが出来る。今回は二次モデルで近似された関数空間を PSOを用
いて最適化する。関数式自体は単純な多項式である。作成した関数式を以下に示す。Aは各
コントロールポイントのノズル断面積を表し、添字は各点の x方向位置を表す。評価関数と
して推進効率 の式を用いる。電力 P の式は宇宙機の機体構成モデルから要求される電力
を満たすための制約条件の式として使う。
実際に使用した関数を以下に示す。応答局面法により作成した局面を表す方程式である。式
が煩雑にならないように係数は有効数字を考えて四捨五入している。図 4.25は代表として
方程式におけるノズル入口A0とノズル出口A4での関係図を示したものである。
 = 0:81  0:002A0   0:011A1   0:017A2   0:009A3 + 0:042A4
+ 0:0001A20 + 0:001A0A1   0:00003A0A2   0:0004A0A3
  0:0002A0A4 + 0:0005A1A1 + 0:0001A1A2   0:001A1A3
+ 0:0001A1A4 + 0:0003A
2
2 + 0:0004A2A3 + 0:0006A2A4
+ 0:0003A23 + 0:001A3A4   0:003A24
(4.37)
図 4.25 ノズル入口と出口に関する応答局面図
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4.3.4 軌道計画 [35][36][37][41]
ミッションは地球と火星の往復するものである。軌道計画は大きく分けて 3つのフェーズ
から成る。1つ目は地球から火星へ向けて電気推進機を用いて宇宙機を増速させるフェーズ、
2つ目は火星でのランデブーを行うフェーズ、3つ目は火星から地球へ帰還するために電気
推進機を用いて減速させるフェーズである。これら 3つについて以下で詳細を述べる。制約
条件としては 2014年 1月 1日から 10年以内に出発する条件を与えて、宇宙機が火星に向か
う間の飛行時間は 5年以内にするという制約も加える。地球を出発し火星をランデブーする
期間は 5年以内とし、火星から地球への帰還は 5年以内に行うものとする。
地球から火星への軌道
地球を出発し火星まで電気推進機を用いて増速する軌道を考える。本研究では太陽と宇宙
機の 2体問題として最適化問題設定を行っていいるので、地球と火星の重力による影響は考
慮していない。
ランデブー軌道
火星へ到達した時に化学推進を噴射することで火星と宇宙機の相対速度をゼロとする。そ
の後、宇宙機は火星と同じ軌道をとるものとする。ランデブー時の宇宙機は火星の衛星軌道
をとっていると仮定しており、スラスタ―は停止状態とする。有人宇宙探査機においてはラ
ンデブー時においても、水食料空気の生活廃棄物は放出し続けるものとする。このランデ
ブー期間を最適化問題上の設計変数とする。このランデブー期間を変更することで宇宙機は
帰還のタイミングを計ることになる。
帰還軌道
帰還においては電気推進機を逆噴射して減速させる。火星軌道から徐々に減速させ、地球
に帰還させる。その際に地球での化学インパルスによる減速は行わず、地球との相対位置を
ゼロとする条件を加えるのみとする。帰還軌道については相対位置ゼロとする条件で最適化
の数値計算を行う。地球上での再突入は空気による減速を考えて燃料を用いたインパルス噴
射は考慮しないものとする。
推力方向角
推力方向角を設計変数とする。基本的に宇宙機の速度ベクトル方向に推力方向を向けるも
のとする。ここでの推力方向角は速度ベクトル方向からどのくらいの角度を傾けるかという
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ものである。図 4.26を用いて方向角の向きを示す。ただし、帰還フェーズにおいては速度
ベクトルと逆向きに推力方向角をとる。この場合も速度ベクトルの逆ベクトルからどのくら
い傾けるかという方向角のパラメータを導入する。同様に図 4.27に示す。
図 4.26 宇宙探査機の推力方向範囲
図 4.27 宇宙探査機の推力方向角コントロールポイント
推力方向角 th を表現するために図 4.27のような四角い灰色で示されたコントロールポ
イントを用いる。計算結果によるミッション期間の平均やコントロールポイントの総数を考
慮して、30日間隔でコントロールポイントを配置する。トータルのコントロールポイント
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数がおおよそ 180点となるようにした。コントロールポイント間は直線で結び、徐々に方向
角が変化する様にする。地球から火星間でのコントロールポイントの移動範囲は正として
0 < th < 45とする。火星でのランデブー期間は推力は停止している状態とするので推力
方向角もゼロとする。火星から地球への帰還では推力方向角は負として  45 < th < 0と
する。
宇宙機の運動方程式
宇宙機と天体の運動は三次元とする。また、太陽と宇宙機の二体問題として取り扱う。推
力方向は常に速度ベクトル方向になるように推力方向角を設定する。運動方程式の数値計算
にはルンゲ・クッタ法を用いた。地球と火星の位置と速度はケプラー軌道要素から楕円軌道
として計算した。
d
dt
0BBBBBBBBBBBBBB@
x
y
z
u
v
w
m
1CCCCCCCCCCCCCCA
=
0BBBBBBBBBBBBBB@
u
v
w
 x
r3
+
KpP
m sin 1 cos 2
 y
r3
+
KpP
m sin 1 sin 2
 z
r3
+
KpP
m cos 1
  P 2gFISP
1CCCCCCCCCCCCCCA
(4.38)
位置 x; y; z、速度 u; v; w、機体質量m、推力方向角 1; 2、電力 P、推力値 F とした。
4.3.5 最適化問題設定
以上の条件においての問題設定をここでまとめる。
目的関数
多目的最適化としており、目的関数は全機質量の最小化とミッション期間の最小化として
いる。これらの要素をパレートランキング法により順位をつけ評価値の計算を行い最適化計
算を行う。
加えてニッチング法により、探索点集合の個体間の混雑度を解消するように評価値の修正し
ている。また、飛行終了時点での宇宙機位置と目標天体位置との相対距離をペナルティ法に
より評価値を改悪する手法を加えている。パレートランキング法、ニッチング法、ペナルティ
法については第 2章で説明している。評価値 Iを以下に示す。パレートランクをRankpareto、
ニッチング法による修正値はNsh、ペナルティ法による改悪係数をCpenalty、宇宙機の火星
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到達時の火星との相対距離を Rmars、宇宙機の地球到達時の地球との相対距離を Rearthと
する。
I = Rankpareto +Nsh + Cpenalty  (Rmars +Rearth) (4.39)
今回の計算では Cpenalty = 10 7 とした。大まかな各項目のオーダー値は、Rankpareto が
100、Nshが 10 1、Cpenalty  (Rmars +Rearth)が 10 1となっている。
設計変数
機体設計変数に関しては宇宙機の機体構成要素である初期全電力 P0、推進効率に関係す
る項目にノズル形状を表すコントロールポイントが 5つある。軌道計画変数に関しては惑星
間軌道の計画要素である出発日時 Tdateとランデブー期間 Trendez、推力方向角を表すコント
ロールポイントが最大で 183個ある。
　以上をすべて足すと最大で 191個の設計変数がある。推力方向角を除くと 8つの変数が存
在する。
制約条件
問題設定時に定義した制約条件を以下に示す。
・宇宙機の初期全電力 P0
50:0  P0  220:0[kW] (4.40)
・ノズル形状を表す無次元化されたコントロールポイントA
0:0  A  10:0[ ] (4.41)
・出発日時 Tdateは 2014年 1月 1日から 20年以内に出発
Tdate  20[years] (4.42)
・ミッション期間 (飛行時間)Tflightは
Tflight  10[years] (4.43)
・ランデブー期間 Trendez は
Trendez  5[years] (4.44)
・推力方向角 thについては
 45  th  45[degree] (4.45)
となる。これらは宇宙機の機体構成と軌道に関する制約条件である。
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最適化手法の設定パラメータ
最適化手法に関する設定パラメータと制約条件を表に示す。
表 4.10 最適化手法の設定パラメータ（有人宇宙探査機）
提案手法 PSO GA
探索点数
（個体数） 10 10 10
最大計算回数
（世代数） 1000 1000 10000
固有パラメータ 重力定数G = 104 収束係数 w = 0:9から 0:1 突然変異率 0:02
回転量! = 0:01 速度係数 c1 = c2 = 2:0
解空間に対する
速度制限 1=300 1=300 -
4.3.6 最適化計算結果
この節では有人宇宙探査機の機体構成と軌道の最適化計算結果を示す。目的関数はミッ
ション期間と全機質量の 2つとしている。設計変数は前節で述べた通りである。図 4.28は
目的関数同士の関係図を示した図である。縦軸にミッション期間、横軸に全機体質量をとっ
ている。双方とも目的関数であり最小化する対象である。図において左下への方向が最適化
の進行方向となる。青い四角のポイントが探索点の初期世代群である。赤い三角のポイント
が繰り返し計算が終了した最終世代の探索点群の位置となる。探索点数は 10点となるが解
が重なっており見かけ上は 5つのように見えている。先節の無人宇宙探査機の最適化計算
では初期探索点群に制限をかけて位置を制約した生成を行っていたが今節の有人宇宙探査
機の最適化計算では初期探索点群に制約を設けておらず、制約条件に示した通りの設計変数
の上限下限での制約とした生成としている。最良解は黄色い丸のポイントとなり、ミッショ
ン期間は 1239日、全機質量は 144.4[ton]となった。参考としてヨーロッパ宇宙機構が計画
している有人宇宙探査船の概要値を示すと全体質量が 100[ton]程度、往復期間が 3年とし
ている。本計算結果と比較すると機体質量は 44% 増、ミッション期間は 20% 増となる結果
となった。化学推進と電気推進との推進機構の違いがあり単純比較は難しいが機体質量の増
加が実現的な最適化計算結果を得るための障害となっている。特に電気推進用の推進剤の質
量が全体質量の 42% を占めており、この推進剤の削減が現実的な解を得るための必須事項
となる。図 4.29は設計変数の解空間を図示する。設計変数は複数あり代表として縦軸にラ
ンデブー期間、横軸に初期全電力をとった。目的関数に直接的に関わる 2つをとった。ミッ
ション期間は設計変数であるランデブー期間に依存し、全機質量は初期全電力に依存する。
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ミッション期間を最小化するためにランデブー期間も制約下限値まで下がる傾向をみせるは
ずだが、結果は初期個体群から離れた上方向に移動した。これはランデブーによって宇宙機
が帰還のタイミングを図るために上方に移動したと考えられる。ヨーロッパ宇宙機構による
有人宇宙船の試算によると全機質量は 100[ton]程度まで軽減することが出来るので、問題
設定における宇宙機のシステム構成や重量推算式を変更することでさらなる良解を得ること
が出来ると考えられる。この図 4.29を最適化計算手法の観点からみると、最良解は 1つだ
けグループ内から離れており宇宙ジェットのアルゴリズムが発動して実行不可能領域を飛び
越えることで図の最良解の位置にたどり着いたと考えられる。重力とコリオリ力による移動
だけではローカルの解群の中を脱出し他のグループに移動するまではいかなかった。重力は
探索点群の重心に移動する方向に力が働くので、宇宙ジェットによってより良い解に 1つだ
け到達しても残りの 9つの探索点の重力による全体重心がグループ外まで移動しなければ重
力によって最良解にグループ全体が移動することは難しい。重力定数Gの値を大きくとる
などの対策をとる必要がある。しかし、重力によってグループがバラバラになるくらいの強
い力を受けると解探索が逆に難しくなり速度制限を設けることで最適化計算の進行をスムー
ズにする。今回の問題設定においては実行不可能領域が広く飛び飛びに分布しているので、
本計算の速度制限である設計変数の上限下限の 1/300とした制限では図 4.29の初期解群領
域から最良解付近に移動することはなかった。このような問題に対応するために本提案手法
はコリオリ力による重力移動の補助をするシステムが存在する。最良解を中心に解空間を回
転させることでコリオリ力が働き重力による移動をサポートすることになる。もちろんコリ
オリ力による速度ベクトル方向の方向修正は改良する方向にも改悪する方向にも動き得る。
今回の問題設定では実行不可能領域に探索点が移動した場合は元の位置に戻すというルー
チンをとっているので、重力またはコリオリ力によってランデブー期間が 100日以上の領域
に入っても計算をやり直すために本来のコリオリ力による移動の効果を得ることが難しかっ
た。問題設定を改変し実行不可能領域を無くすか手法のパラメータである重力定数Gと回
転量 !のバランス調整を精密に行う必要がある。
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図 4.28 目的関数　（有人宇宙探査機）
図 4.29 設計変数　（有人宇宙探査機）
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惑星間軌道
最適化計算によって得られた最良解から惑星間軌道を示す。図 4.30は最良解をピックアッ
プして地球と火星の往復軌道の計算結果を示す。先節の無人宇宙探査機とポイントやライン
の説明は同様であるが重ねて述べる。地球から火星への軌道を青い線で示している。青い丸
は地球の位置を示している。青い線とつながている方が出発位置である。赤い三角のポイン
トが火星到達位置である。灰色の点線がランデブー軌道を表している。赤い線が帰還軌道を
表しており、赤い線とつながっている赤い三角が火星出発位置である。黒い点線は内側が地
球軌道、外側が火星軌道である。本計算結果において宇宙探査機は単純なスパイラル軌道と
している。最適化計算結果のミッション期間は 1239日である。ヨーロッパ宇宙機構による
有人宇宙船の概要によるミッション期間設定は 1095日程度なので比較すると半年ほどの増
加分があるが電気推進を用いたスパイラル軌道をとっていることを考えると同等のオーダー
であるといえる。先節に引き続き有人宇宙探査機の最適化計算は提案手法の有効性を示すた
めのものであるので、今回の問題設定内で機体構成と軌道を得ていることは最適化計算アル
ゴリズムが有効に働いているといえる。
図 4.30 有人宇宙探査機の軌道計画
次に推力値、制御変数である推力方向角、機体重量の時間履歴を図示する。図 4.31は探
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査機の推力値の変化を表すものである。本計算で有人宇宙機はスピン型であり機体の側面に
太陽電池セルを張り付けることを想定している。推力値は太陽電池パネルから得られる電力
に比例し、太陽からの距離に依存する。図 4.31の縦軸は推力値であり、プラス側は地球か
ら火星への往路の推力値である。推力方向は常に速度ベクトルと同一方向に向いているとす
る。地球から遠ざかるため推力値は減少している。中央の推力ゼロの区間はランデブー期間
である。後半部分のマイナス値については、速度ベクトル方向と逆向きに常に推力を発生さ
せているので推力をマイナスの値と表現している。火星出発位置と太陽位置との距離の関係
から推力値は減少してから増加しているが軌道を考えると正常な変化である。平均推力値は
8.2[N]であり、電気推進としてはかなり大きい値であるが本問題設定での電気推進機に投入
する電力使用量が 177[kW]と大きいためにこのような平均推力値となっている。国際宇宙
ステーションの全電力量は 110[kW]であることを考えると、今回の計算結果を実現するよ
うな構造物を建築するためには将来の技術発展を望むことになる。図 4.32は推力方向角の
時間履歴である。制御変数であるコントロールポイントは 30日おきに設定してあり、30日
ごとに推力方向を変化させることになる。上下限は 45 °としており、プラス値は速度ベクト
ルの外側に推力方向を傾け、マイナス値は速度ベクトル方向の内側に推力を傾ける。特に帰
還部分の後半において推力方向角が上限値に近づいている値をとっており宇宙機が最終的な
位置調整を行うような軌道をとっていると理解できる。図 4.33は機体重量の変化を時間履
歴で表示したものである。推進剤を徐々に使いながら航行している。計算上は推進剤をピッ
タリ使い切る量を搭載しており地球に帰還することとしている。中央の機体質量の減少が無
い区間はランデブー期間である。また、中央区間の機体質量が不連続に降下している部分は
化学推進によるランデブー操作による質量使用量分である。
図 4.31 推力値　（有人宇宙探査機）
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図 4.32 推力方向角　（有人宇宙探査機）
図 4.33 重量値の時間履歴　（有人宇宙探査機）
機体構成
提案手法によって得られた有人宇宙探査機の最良解の機体構成結果を表 4.11に示す。各
サブシステムの質量と電力の値を示している。前節の無人宇宙探査機の簡易推算式に居住
モジュールと化学推進系を加えたものとなる。特徴として全体質量の約 4割を推進剤に割り
振られている。ミッション期間によって使う推進剤量が変化するので全機重量も変化する。
推進剤質量が 62[ton]あるためにそれを支える構造系と推力のための電力を生み出す太陽電
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池系が計 24[ton]あるので今回の問題設定の上では推進剤使用量を減らすことが全機質量の
減少につながることが分かる。推進剤の重さがネックとなっているので、実現可能性を考え
ると推進剤質量を軽減する方法を取り入れなくてはいけない。全機質量は 144[ton]となり、
ヨーロッパ宇宙機構が試算している有人宇宙探査機の 100[ton]と比べると質量の誤差は 44%
であった。
表 4.11 機体構成諸元（有人宇宙探査機）
質量 [kg] 電力 [W]
共通 106.0 109.0
データレコーダ 0.64 1.28
通信 10.2 106.2
姿勢制御（RCS） 1423.9 48.3
姿勢制御（燃料） 18995.8 -
電気推進（機器部） 479.5 177940.4
電気推進（推進剤） 62031.1 -
化学推進系 8186.4 -
バッテリ 148.8 -
太陽電池 19990.0 -
構造系 13632.4 -
居住モジュール 19341.8 10000.0
合計 144410.6 188104.0
次にＭＰＤスラスタのノズル形状最適化結果について述べる。図 4.34は有人宇宙探査機
の最適化問題設定における電気推進機のノズル形状最適化結果である。有人宇宙探査機での
推進装置はＭＰＤスラスタを使うものとする。事前に応答局面を作成し提案手法の最適化計
算ルーチン内部で形状の設計変数を変化させている。最終的な最適形状は図のような釣り鐘
型のノズル形状となった。入口付近は狭く、出口付近で大きく開くと推進効率が良いことが
応答局面を作成した段階で分かっているので、入口と出口の面積比が大きくなるような釣り
鐘型の形状が計算結果として出てきている。このような形状が最適形状と今回の問題設定に
おける計算結果では出ており、推進流体の圧力膨張を考慮したノズル形状では後部が大きく
開いているので妥当な形状であると考えられる。また、推進効率は  = 0:90[ ]、比推力は
Isp = 3399[s]となった。一次元流れの数値流体計算を行っているので、エネルギー損失が
無く高い推進効率となっている。
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図 4.34 MPDスラスタのノズル形状　（有人宇宙探査機）
次に機体重量を基に面積や体積を逆算する。太陽電池パネルなどははやぶさの重量と面積
の関係を参考とした。太陽電池パドルの 1[kg]当たりの面積は 0:257[m2=kg]とし、中央のメ
インユニットの質量体積比は 0:00427[m3=kg]として計算した。この変換値をもとに各部の
長さを算出し三面図に作画した。有人宇宙探査機はスピン型を想定しており、1分間に 10回
転するような角速度で宇宙機は回転するものとする。宇宙機の円形部分の外形部での遠心力
が地球上での重力加速度の 70% を生み出すような構造半径を持つものとして機体半径を決
定する。宇宙飛行士は外形部に滞在することで 7割の重力を得ることが出来る。
他手法との比較（有人宇宙探査機）
本節では他手法による有人宇宙探査機の最適化計算結果について示す。最適化問題設定は
提案手法の場合の設定と同一とする。各々の手法独自の設定パラメータは表に示す。以下に
最適化計算結果を示す。図列の左側がＰＳＯによる最適化結果、右側がＧＡによる計算結果
である。
PSOに関して図 4.36をみると最終世代が初期世代群の領域から脱出できていない。これ
は前述の無人宇宙探査機の最適化結果でも同様であった。有人宇宙探査機おける問題設定に
おいても単純ＰＳＯアルゴリズムでは脱出アルゴリズムを備えていないために初期世代群か
ら抜け出せていない。有人探査機での最適化問題設定は設計変数が 70個近くあり、初期個
体群の生成自体に計算時間がかかった。このことから実行可能領域が無人機問題に比べて格
段に狭くなったと予測できる。その狭い実行可能領域において単純ＰＳＯでは初期個体群を
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脱出することが出来なかった。今回のＰＳＯの計算アルゴリズムにおいて最良解を保存する
というルーチンを入れていないため最良解は全計算回における目的関数が一番良い解を選ん
でいる。ＰＳＯの性質として計算途中の最良解に集まりやすい傾向があるので初期個体群の
領域内を探索する状態となり初期個体群領域の外に最適解が存在する場合は発見すること
が困難になる。この節の有人探査機の問題設定では実行可能領域が狭いと考えられるのでＰ
ＳＯの解群の位置関係や初期速度ベクトルの向きによって領域の中心に移動する進行方向に
なった。図 4.38は最良解がランデブー期間 100日以上の位置にあり、全個体群の移動方向
が図の上昇方向になることはなかったが、初期全電力は 200[kW]付近に集まっている傾向が
ある。提案手法の結果と比較するとＰＳＯは一か所に集まろうとする傾向が見て取れるが、
提案手法はコリオリ力によって初期個体群の中でも速度ベクトルを修正されて移動するので
狭い実行領域内でも解の多様性を保っていると考えられる。大域的最適解に到達するために
は局所解にトラップされにくい必要性があるので、コリオリ力によってわざと遠回りする速
度ベクトル方向の修正ルーチンは必要であるといえる。
GAは図 4.37をみると初期世代群から脱出できていないことが分かる。最終世代の赤い三
角のポイントが 3箇所に移動して収束していることが分かる。ＧＡは突然変異アルゴリズム
が脱出アルゴリズムとなり、新たな領域に到達する可能性を有しているが本問題設定では初
期解群の領域を脱出することはなかった。ＧＡの交叉方法にもよるが今回使用したＧＡの交
叉方法は 2点間位置の中心をとるものであり初期解群の中心に移動する傾向がある。突然変
異でのランダム移動は実行可能解が生成されなければならず今回の計算回数では突然変異は
起こらなかった。提案手法における宇宙ジェットのアルゴリズムでも同様のことが起こり得
る。大域的な最適解を得るために世代数の繰り返し計算回数を増やすことで最適解に到達す
る可能性はある。
ＰＳＯとＧＡの設計変数の関係図と提案手法とを比較する。提案手法の結果をもとに考える
と最適解への計算方向は中央上部の方向に進むことが良いと考えられる。ＰＳＯにおいては
初期世代から脱出できておらず最終世代まで繰り返し計算が行われた。ＧＡについても初期
世代群から脱出はなかった。ＧＡの設計変数結果である図 4.39をみると提案手法の最良解
であるランデブー期間 150日、初期全電力 175[kW]付近に解が存在している。しかし、提案
手法の最適解付近に解が存在してはいるが目的関数に変換すると図の黄色い丸のポイントが
最良解になる。ランデブー期間と初期全電力以外にも設計変数は変化しているので一概に目
的関数への影響を言及出来ないが、無人宇宙探査機での結果と同様に設計変数差と目的関数
差との隔たりがあるために最適化計算の最良解への進行を妨げている要因ともなっている。
ＧＡの計算結果では図の中央上部の領域へは到達することが出来なかった。
本節でもＰＳＯとＧＡの計算結果における最終世代の最良解をピックアップして軌道など
の結果を示す。双方とも初期個体群から最良解が選ばれているので、特にミッション期間が
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1250日と似たような値となったために軌道に関しては似通った軌道経路となった。どちら
の解ともランデブー期間が提案手法より長いために全機体質量が 3から 7[ton]程度重くなっ
ている。
図 4.36 PSO目的関数結果（有人） 図 4.37 ＧＡ目的関数結果（有人）
図 4.38 PSO設計変数結果（有人） 図 4.39 ＧＡ設計変数結果（有人）
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図 4.40 PSO軌道結果（有人） 図 4.41 ＧＡ軌道結果（有人）
図 4.42 PSO推力値結果（有人） 図 4.43 ＧＡ推力値結果（有人）
図 4.44 PSO推力方向角結果（有人） 図 4.45 ＧＡ推力方向角結果（有人）
96
4.3 有人宇宙探査機の機体構成と惑星間軌道の複合領域最適化
図 4.46 PSO機体重量結果（有人） 図 4.47 ＧＡ機体重量結果（有人）
表 4.12 PSO機体諸元結果（有人）
質量 [kg] 電力 [W]
共通 106.0 109.0
データレコーダ 0.64 1.28
通信 10.2 106.2
姿勢制御（RCS） 1470.8 48.3
姿勢制御（燃料） 19941.8 -
電気推進（機器部） 498.8 201498.6
電気推進（推進剤） 64508.0 -
化学推進系 8493.8 -
バッテリ 148.8 -
太陽電池 22493.5 -
構造系 14311.3 -
居住モジュール 19630.2 10000.0
合計 151602.3 211662.2
表 4.13 ＧＡ機体諸元結果（有人）
質量 [kg] 電力 [W]
共通 106.0 109.0
データレコーダ 0.64 1.28
通信 10.2 106.2
姿勢制御（RCS） 1446.6 48.3
姿勢制御（燃料） 19452.2 -
電気推進（機器部） 477.1 182193.8
電気推進（推進剤） 64019.7 -
化学推進系 8264.6 -
バッテリ 148.8 -
太陽電池 20442.0 -
構造系 13959.9 -
居住モジュール 19608.8 10000.0
合計 147880.3 192357.4
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図 4.11 無人宇宙探査機の三面図
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図 4.35 有人宇宙探査機の三面図
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第5章 結論
5.1 本論文の結論
本論文では、ヒューリスティックな最適化計算手法について、従来の手法にはない計算ア
ルゴリズムを用いる最適化手法の提案を行った。
　提案した手法は銀河の渦と台風の渦の 2つからヒントを得ている手法である。本提案手法
は 4つの特徴となるポイントがある。簡潔にポイントを述べると 1. 局所探索は重力収束、
2. ローカル脱出は宇宙ジェット、3. コリオリ力での強制移動、4. トーラス面構造。これら
のアルゴリズムを実装し、テスト問題を通して提案手法の有効性を示した。
第 3章において、以上のアルゴリズムを用いた本提案手法をいくつかのテスト関数に適用
した。不静定トラス問題では解析解との誤差 0.17% で計算解を得ることができた。基本的
な最適化計算アルゴリズムは有効に実装されていることが確認された。数学的テスト関数問
題では最適化手法にコリオリ力を導入した場合としない場合について比較を行い、コリオリ
力を導入した方が最大で 0.3% の範囲で解析解との誤差を改善した。計算アルゴリズムに重
力方程式とコリオリ力を用いることで探索点群の移動に曲線的な移動をもたらすことで探索
点群に多様性を保持したまま計算を進行できることを確認した。
第 4章では、本提案手法を宇宙探査機の機体設計と軌道計画の同時最適化問題に適用し
た。無人宇宙探査機と有人宇宙探査機の 2つのパターンについて計算を行った。無人宇宙探
査機ではイオンスラスタを搭載した探査機を地球-火星間を往復する問題として解いた。初
期解群の生成領域に制限を設けており、提案手法のローカル解脱出方法である宇宙ジェット
のアルゴリムの有効性を検証した。初期解群から実行不可能領域を飛び越えて新しい実行可
能領域に移動することが出来たために、目的関数であるミッション期間を 1700日近く改善
した。最良解として得られた探査機重量に関する結果は小惑星探査機はやぶさと比較すると
重量誤差 5% という結果を得られており、宇宙ジェットのアルゴリズムが作用したおかげで
有効に最良解を得ることが出来た。有人宇宙探査機では、MPDスラスタを搭載した探査機
が地球-火星間を往復する問題とした。上述の無人探査機の設定と比べて有人機は設計変数
にスラスタのノズル形状と推力方向角の項目を追加し変数次元数は最大で 191次元とした。
また、目的関数をミッション期間と全機体質量の 2つとし多目的最適化問題とした。提案手
法を多目的最適化用に改良し現実的な応用問題にも適用可能であることを示した。
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以上の結果から本提案手法が実装可能なアルゴリズムを持ち、現実的な工学的最適化問題
に有効に働くことが確認された。本論文を要訳すると、自然現象である銀河形成と台風の渦
の中心を求めるアルゴリズムを有する新しいヒューリスティック最適化手法の提案を行った。
有効性を検証するための様々な種類の問題に適用し、実装可能なアルゴリズムを有している
ことを示した。また宇宙工学の複合領域最適化問題にも応用可能であることを示しており、
航空宇宙工学上に存在する最適化問題の解決に貢献できると考えている。
5.2 今後の課題
今後の課題として以下の 2つを挙げる。提案手法の設定パラメータに関する項目とコリオ
リ力での座標変換方法に関する項目である。1番目の設定パラメータに関する課題について
述べる。本論文では設定パラメータについての指標を提示しているが、実際の計算ではその
指標値をもとに数値を前後させて問題によってパラメータ調整を行っている。より的確なパ
ラメータ指標の提示が必要であると考えられる。また、重力定数 Gと回転量パラメータ !
のパラメータ値のバランスも重要項目である。問題設定によって設計変数幅は変わるので、
重力定数Gと回転量パラメータ !の値も変化させる必要がある。パラメータ値の指標を提
示する際に設計変数幅が変わる場合でも対応できるように設計変数空間を事前に無次元化す
ることで解決できると考える。無次元化された空間において重力定数Gと回転量パラメー
タ !のバランスを探ることで的確なパラメータ指標の提示が行えるようになる。2番目はコ
リオリ力での座標変換方法に関する課題について述べる。本論文ではコリオリ力を表現する
のに極座標変換を行っているが、本来のコリオリ力を再現しきれていない。回転空間におけ
る半径方向の速度によってコリオリ力の大きさは決定されるが、極座標変換のみでは半径方
向の速度に依存しない。よりコリオリ力の表現に近づけるために、座標変換方法もしくは数
学的に直接コリオリ力を計算する方法などを考える必要がある。
5.3 本提案手法の適用傾向
本論文により得られた提案手法の最適化問題に対する適用傾向を表 5.1と図 5.1に示す。
表 5.1では各手法の最適化問題の種類に対する得意不得意を表示した。○が得意とするもの、
△が普通もしくは適用できなくはない、は不得意であり適用するには工夫がいるもので
ある。
局所探索に関しては多点探索点同士で速度（移動幅）を求めて次の位置に移るので提案手
法とＰＳＯは局所探索に優れている。ＧＡは交叉によって新しい個体を生成するので局所探
索は不得意である。多峰性空間の性質を持つ問題に対してはコリオリ力によって多点探索点
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群を強制回転させることで解空間を走破させるアルゴリズムを有するので提案手法は多峰性
に有効であるといえる。ＧＡは交叉生成で個体が空間を広く移動するので多峰性問題は得意
である。ＰＳＯは個体群の収束性が早いことが特徴であるが逆に局所解にトラップされやす
い。実行不可能領域が広い、飛び飛びに存在する場合は、提案手法とＧＡは局所解脱出アル
ゴリズムを有するので適用できなくはない。ただし、問題によって工夫が必要となる。ＰＳ
Ｏは脱出アルゴリズムを有しないので適用することは難しい。提案手法、ＰＳＯ、ＧＡは共
に多点探索のヒューリスティック手法なので容易に多目的最適化と設計変数が多数の問題に
応用可能である。もちろん解析解を求めるには設定パラメータの調整や計算コストの問題が
ある。論文中には触れなかったが参考として数理計画法の 1つであるＳＱＰ（逐次二次計画
法）も示す。表の◎は数学的証明による最適化計算結果があるものである。数理計画法は目
的関数の傾きを使用するために局所探索に特に優れている。ただし、多峰性空間や実行不可
能領域が存在する問題には向かない。
図 5.1は図的に得意不得意を表示したものである。縦軸に大域的問題に強いか局所的問題
に強いかを示し、横軸に精度が良いか悪いかを示したものである。図の赤い丸にNewと表
示しているものが本提案手法である。本論文結果より、ＰＳＯの局所探索精度を持ちＧＡと
同等の大域的探索能力があるといえる。局所探索精度に関しては数理計画法が優れていると
いえる。図中のＳＡはシミュレーテッドアニーリングでありヒューリスティック手法の 1つ
である。内点法と変分法は数理計画法の種類である。
今回の論文では提案手法が大域的最適化問題に適用できるかを主眼に議論したが、本論文
の結果を基に将来的には設計変数同士が強い相関関係を持っている複合領域最適化問題に適
用していきたい。
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表 5.1 最適化問題の設定傾向による本手法と他手法の比較
局所的探索 多峰性空間 実行不可能領域　多 多目的最適化 設計変数　多
提案手法 ○ ○ △ ○ ○
ＰＳＯ ○ △  ○ ○
ＧＡ  ○ △ ○ ○
ＳＱＰ ◎    
図 5.1 本提案手法と他手法との適用傾向
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