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Un algorithme ecace de suivi d'objets dans des sequences d'images.
Tracking objects in image sequences : an ecient approach.
Frederic Jurie Michel Dhome
LASMEA - CNRS UMR 6602, Universite Blaise-Pascal, F-63177 Aubiere
email : fFrederic.Jurie,Michel.Dhomeg@lasmea.univ-bpclermont.fr
Resume
Nous proposons dans cet article une approche permet-
tant de suivre ecacement et rapidement le deplace-
ment d'un motif visuel dans une sequence d'images.
Cette technique consiste d'une part, en une etape hors
ligne dediee a l'apprentissage d'une matrice d'interac-
tion liant la deformation du motif a son deplacement
dans l'image, et d'autre part a l'exploitation en ligne
de cette matrice pour suivre l'evolution du motif choisi.
Cette seconde etape iterative consiste a predire la po-
sition dans l'image du motif (en position, echelle et
orientation), a calculer la dierence du motif observe
a l'endroit predit avec le motif de reference, puis a rea-
liser le produit entre la matrice d'interaction et cette
dierence pour obtenir un vecteur correctif sur la po-
sition predite. Nous montrons que cette etape de cor-
rection correspond a un cou^t algorithmique tres faible
permettant une mise en oeuvre en temps reel video.
Dans la partie experimentale, nous appliquons suc-
cessivement ce principe au suivi d'un motif texture
dans une sequence d'images, puis au suivi d'objets
volumiques (dans ce cas le motif de reference evo-
lue dans le temps en fonction de l'orientation relative
objet/camera). De nombreux resultats experimentaux
sont presentes et commentes.
Mots Clefs
Vision par Ordinateur, Suivi d'Objets.
Abstract
This article describes an approach allowing to track ef-
cently 2D patterns in image sequences. This approach
consists of 2 stages. An o line stage is devoted to the
computation of an interaction matrix linking the de-
formation of the shape with its displacement in the
image. In the second stage this matrix is used to track
the pattern : the position of the pattern is rst predic-
ted (the position, scale and orientation are predicted) ;
then, the dierence between the pattern observed at the
predicted position and the pattern to track is compu-
ted. This dierence multiplied by the interaction ma-
Fig. 1 { Exemple d'objets que l'on souhaite pouvoir
suivre dans une sequence d'images.
trix gives a correction to apply to the prediction. We
show that this correction stage has a very low algorith-
mic cost, allowing a real time implantation of the al-
gorithm. We successively apply this framework to two
applications : the tracking of 2D patterns and the tra-
cking of 3D objects (in this case, the pattern evolves as





Nous nous interessons, dans le cadre de cette etude, au
probleme du suivi d'objets mobiles dans des sequences
d'images. Les objets d'intere^t sont de formes et de tex-
ture complexes (voir Figure 1). Un des domaines ap-
plicatifs vises est celui de la robotique manufacturiere,
ou un bras manipulateur { muni d'une camera embar-
quee { doit naviguer autour de ces objets et optimiser
la trajectoire d'approche permettant de realiser leur
saisie.
Les algorithmes de suivi classiquement proposes dans
la litterature reposent sur les deux etapes distinctes :
1. une phase de prediction, durant laquelle une ou
plusieurs hypotheses sur la position de l'objet
dans l'image ou sur sa localisation par rapport
a la camera sont formulees,
2. une phase d'exploration d'un voisinage encadrant









Fig. 2 { Principe du suivi : le calcul de la dierence
entre le motif predit et le motif de reference permet de
corriger la position predite.
dans l'image ou l'attitude precise de l'objet est
optimisee.
Nous montrons dans cet article, et c'est la que reside
l'originalite principale de l'approche proposee, qu'il est
possible, pour un domaine applicatif donne, de suppri-
mer cette seconde phase. Cela est d'autant plus inte-
ressant qu'elle s'avere generalement la plus cou^teuse
en terme de cou^t algorithmique.
La methode que nous proposons consiste a mesurer
l'erreur entre le motif de reference a suivre et le motif
observe a l'endroit predit, et a exploiter cette die-
rence pour corriger les erreurs entachant la prediction.
Ce principe est illustre Figure 2. L'etape de correction
necessite une phase d'apprentissage hors ligne durant
laquelle on estime la relation liant d'une part la dif-
ference entre la position predite et la position reelle
et d'autre part les modications de l'aspect du motif.
En pratique, le resultat de cette phase d'apprentissage
est une matrice dite d'interaction qui, multipliee par
la dierence entre le motif courant et le motif de refe-
rence donne la correction a apporter sur les parametres
caracterisant la localisation predite.
Les methodes de suivi proposees dans la litterature
portent soit sur le suivi de l'objet dans l'image, soit
sur le suivi de l'attitude 2D ou 3D de l'objet.
Dans le premier cas le motif est suivi globalement,
la recherche se faisant par exemple en maximisant
un critere de correlation entre un vecteur de lumi-
nance caracterisant le motif de reference et le contenu
de l'image analysee [4, 2]. Les temps de traitement,
importants dans ce cas, peuvent e^tre reduits en tra-
vaillant dans des espaces de dimension plus faible que
celui de representation initiale de l'image [1, 10].
Dans l'autre cas, ce sont des primitives visuelles qui
sont detectees et suivies dans les images [7]. Il peut
s'agir de points d'intere^ts [5], de segments [3], de
contours [6], ou encore de regions [11]. Cela permet de
localiser l'objet [8] dans l'image courante et de predire
la position des indices dans l'image suivante, en accord
avec un modele de mouvement de l'objet [12, 13] et un
modele de l'incertitude [9].
Bien que le suivi global du motif soit recherche dans
Fig. 3 {

Echantillonnage a l'interieur d'une zone el-
liptique. Les points de la gure representent les points
ou sont memorises les valeurs des niveaux de gris de
l'image.
le cadre de cette etude, la methode proposee pourrait
s'adapter au suivi de primitives en l'appliquant sepa-
rement a chacune d'entre elles.
L'article se decompose en quatre parties. Dans un pre-
mier temps, nous voyons comment le motif a suivre
est caracterise de facon a rendre sa representation la
plus independante possible de la position, de l'orien-
tation et de l'echelle du motif dans l'image. Ensuite
nous introduisons la notion de matrice d'interaction,
nous montrons comment la calculer et l'exploiter; puis
nous evaluons les performances de l'approche propo-
see par le biais d'exemples concrets. Dans la troisieme
partie de cet article, nous nous attachons a montrer
comment les principes enonces peuvent s'appliquer au
suivi temps-reel de motifs visuels dans les images.
L'etude du suivi d'objets volumiques fait l'objet de la
derniere partie de cet article. Il s'agit alors de suivre
un motif dans l'image, mais egalement d'autoriser et
de gerer son evolution dans le temps en fonction de
l'orientation relative camera/objet.
2 Invariance de la representa-
tion du motif
Nous souhaitons representer le motif a suivre par un
vecteur de forme quasi-independant de sa position, de
son orientation et de son echelle dans l'image. Pour
cela nous proposons d'echantillonner l'image a l'in-
terieur d'une zone elliptique, comme represente Fi-
gure 3. Les points ou sont realises les echantillonnages
(niveaux de gris interpoles lineairement) sont repartis
sur un ensemble d'ellipses concentriques deduites par
homothetie de l'ellipse englobante. Ces ellipses sont
echantillonnees de la plus petite a la plus grande; le
nombre de points sur chacune d'elles etant predeni
pour representer un pas de parcours quasi constant.
L'echantillonnage debute a partir de l'orientation du
demi grand axe superieur de l'ellipse.
L'ensemble des valeurs echantillonnees est ainsi sto-
cke toujours dans le me^me ordre, dans ce que nous
appelons un vecteur de forme. Ainsi, quelque soit la





Fig. 4 { Representation des cinq parametres caracte-
risant l'ellipse.
sentation apres echantillonnage sera sensiblement la
me^me, puisque les valeurs enregistrees sont position-
nees dans un repere lie a l'ellipse et donc au motif.
De plus, pour garantir une certaine insensibilite aux
changements des conditions d'eclairement de la scene,
le vecteur, une fois echantillonne, est classiquement
centre et norme; ce qui permet de compenser des varia-
tions anes de la luminance entre l'image de reference
et l'image courante.
Le choix de prendre une ellipse comme base d'echan-
tillonnage est arbitraire. N'importe quelle autre forme
peut convenir, a partir du moment ou une proce-
dure d'echantillonnage, garantissant les invariances
aux changements de position, orientation et echelle,
est denie.
Pour notre part, la position et la forme de l'ellipse
sont, bien entendu, decrites par un vecteur a cinq para-
metres correspondant a la position du centre (Xc; Y c),
l'orientation () et la longueur du grand et du petit axe
(R1; R2). L'interpretation geometrique de ces cinq pa-
rametres est rappelee Figure 4.
3 Matrice d'interaction
3.1 Principes
Nous venons de voir que le motif que l'on desire
suivre est inscrit dans une ellipse dont la position dans
l'image est donnee par le vecteur de parametres E avec
E = (Xc; Y c;R1; R2; ).
Plus precisement, notons E
p
le vecteur de parametres
predit, E
r





la dierence entre ces deux vecteurs (les vecteurs et
matrices sont representes en caracteres gras).
D'un autre co^te, le motif visuel a l'interieur de l'ellipse
predite est echantillonne pour obtenir le vecteur de
forme courant I
c
. Le vecteur de forme representatif








Il est alors interessant de savoir si l'on peut determiner
E en connaissant I. Si c'est le cas, cela signie
qu'en mesurant la dierenceI entre le motif souhaite
et le motif contenu dans l'ellipse predite E
p
, on peut
determiner la correctionE a apporter a la prediction






3.2 Notion de matrice d'interaction
Nous pouvons raisonner comme si la variation de cha-
cun des parametres (ou erreur de prediction) de l'el-
lipse etait une fonction de la variation du motif visuel
echantillonne (dierence de motif observee).

















L'idee consiste alors a approximer chacune des fonc-
tions par leur developpement au premier ordre. Cela
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ou encore sous la notation :
A = (AXc;AYc;AR1;AR2;A)
t
Dans le cas general, si N est la taille des vecteurs de-
crivant l'image et P le nombre de parametres utilises
pour decrire la zone suivie dans l'image (ici P = 5),
La matrice A est de taille P  N .
Nous appelons par la suite cette matrice A matrice
d'interaction.
3.3 Estimation de la matrice d'interac-
tion
Nous proposons d'estimer la matrice d'interaction au
moyen d'une phase d'apprentissage. Au debut de cette
phase, une ellipse est placee manuellement par l'utili-
sateur sur le motif a suivre. L'ellipse est ensuite alea-
toirement deformee (modication de ses cinq para-
metres) au voisinage du vecteur de reference. Pour
chaque deformation, les variations du vecteur de pa-
rametres de l'ellipse ainsi que les variations du motif
echantillonne a l'interieur de l'ellipse sont memorisees.
Ainsi, si l'on prend M mesures de ce type, N etant la
taille du vecteur representant le motif, il est possible
d'estimer A si M > N . Cela revient a resoudre P
systemes d'equations a N inconnues. Nous estimons
A par une minimisation au sens des moindres carres,
en utilisant un algorithme base sur une decomposition
en valeurs singulieres.
En realite, la resolution d'un seul systeme lineaire,
ou plus exactement le calcul d'une seule matrice












) le vecteur de dierence entre le mo-




la variation d'orientation entre
les ellipses permettant de calculer ces deux vecteurs.
Pour obtenir la ligne A de la matrice d'interaction
relative a l'orientation de l'ellipse, nous arrivons au




























































































































est qualiee de pseudo inverse de la
matrice M
I
. Il est evident que le calcul des quatre
autres lignes de la matrice d'interaction A utilise le
produit de la me^me matrice avec des vecteurs de
perturbation dierents (Xc;Y c;R1;R2).
3.4 Utilisation de la matrice d'interac-
tion
Comme indique precedemment l'utilisation de la ma-
trice d'interaction est relativement simple. Son pro-
duit par le vecteur correspondant a la dierence entre
le motif de reference et le motif courant donne un vec-





Il faut toutefois noter que les parametres de correction
(ou de deformation durant la phase d'apprentissage)
doivent e^tre choisi sous une representation intrinse-
quement liee a l'ellipse pour que ces derniers soient
independant de la position de cette derniere. Si, de
ce point de vue, l'orientation et la longueur des axes
ne posent aucun probleme, il n'en est pas de me^me
pour les translations du centre de l'ellipse. Pour cette
raison, nous avons choisi de parametrer les variations
de ce dernier dans le repere deni par les deux axes
principaux de l'ellipse courante.
3.5 Resultats experimentaux
Fig. 5 { Image utilisee pour l'etude de la convergence
sur image statique. L'ellipse indique le motif de refe-
rence.
Avant d'utiliser cette matrice d'interaction dans une
application de suivi sur une sequence d'image, nous
allons chercher a caracteriser ses performances sur des
images statiques. Dans ce cas, l'objectif est d'observer
comment et dans quelles limites la matrice d'interac-
tion permet de revenir sur le motif selectionne lorsque
l'on ecarte l'ellipse de la position de reference.
L'image utilisee pour cet exemple est presentee Fi-
gure 5. L'ellipse tracee sur cette derniere englobe le
motif visuel de reference choisi. Ce dernier est echan-
tillonne sur 373 points a l'interieur de l'ellipse selon la
procedure decrite prealablement.
Une serie de 1000 deformations aleatoires de l'ellipse
de reference est realisee pour estimer la matrice d'in-
teraction. Les amplitudes des variations des para-
metres de l'ellipse sont de 15% de la longueur des axes
pour la position du centre (rappelons que les variations
de ce dernier sont realisees le long des axes principaux
de l'ellipse), de 10% sur la longueur des axes, et de 10
o
sur la rotation.
Nous presentons dans les sous sections suivantes des
courbes donnant la valeur de la correction estimee (par
le calcul de A I) en fonction de la variation E
reellement eectuee.
An de simplier la representation, nous avons die-
rencie deux cas : un cas ou les erreurs de translations
sont preponderantes sur les erreurs liee a la longueur
des axes et l'orientation de l'ellipse, et un cas inverse.
3.6 Translations
Fig. 6 { Tests de translations : dierentes ellipses sont
calculees en translatant essentiellement le centre de
l'ellipse de reference.
La Figure 6 presente dierentes ellipses, deduites de la
position de reference principalement par une transla-
tion du centre (Xc, Y c). An de ne pas surcharger la
gure, toutes les positions intermediaires ne sont pas
representees. Toutefois, pour chacune d'entre elles, la
matrice d'interaction est utilisee pour calculer la cor-










-25 -20 -15 -10 -5 0 5 10 15 20 25
Translation selon le grand axe de l’ellipse
Translation selon le petit axe de l’ellipse
Fig. 7 { Translation estimee en fonction de la trans-
lation reelle de l'ellipse (en pixels).
an de retomber sur l'ellipse de reference.
Ainsi, les courbes presentees Figure 7 indiquent la
translation estimee en fonction de la perturbation
reelle de l'ellipse.
3.7 Rotations et changement d'echelle
Fig. 8 {Tests de rotation/changement d'echelle : die-
rentes ellipses deformees majoritairement en tournant










-0.5 -0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4 0.5
Fig. 9 { Rotation estimee en fonction de la perturba-
tion en rotation de l'ellipse (en radians).
La Figure 8 presente dierentes ellipses, ecartees de la
position de reference principalement par une combi-
naison de rotations et changements d'echelles (les po-
sitions intermediaires ne sont pas toutes representees,
mais elles ont ete prises en compte pour les calculs).
Les courbes presentees Figure 9 et Figure 10 indiquent
les rotations et changements d'echelle estimes en fonc-
tion des variations reelles.
3.8 Analyse des courbes - Domaine de
convergence
Autour des petites variations, la variation predite cor-
respond bien a la variation eectuee. C'est la partie
lineaire centrale de la courbe. Dans ce domaine l'ap-
proximation du premier ordre est satisfaisante. Il suf-
ra d'une iteration pour passer de la position predite
du motif a sa position reelle dans l'image. Ce domaine
facteur d’echelle petit axe










-20 -15 -10 -5 0 5 10 15 20
Fig. 10 { Longueur des axes estimee en fonction de
la perturbation de la longueur des axes (en % de la
longueur).
correspond a des variations d'environ +/-10 pixels en
translation, +/-10% de la longueur des axes et de +/-
10 degres en rotation (Notons que ceci correspond ap-
proximativement a l'ordre de grandeur de l'ecart type
utilise pour perturber l'ellipse de reference lors de l'ap-
prentissage de la matrice d'interaction).
Il nous faut toutefois mentionner que le domaine de
convergence est plus vaste que cette partie lineaire de
la courbe. En eet, il sut que le signe soit correct
pour que la correction s'opere dans le bon sens. Il fau-
dra dans un tel cas, iterer quelques fois le processus
pour se ramener dans la zone lineaire, ou une derniere
iteration placera l'ellipse sur le motif de reference. Le
domaine de convergence observe est environ deux fois
plus grand que le domaine de linearite.
Bien entendu, a chaque iteration, il est necessaire de
calculer le I correspondant a la nouvelle position de
l'ellipse.
Ces tests ont ete eectues sur dierents types
d'images, avec dierents types de variations. Les
exemples que nous venons de presenter sont represen-
tatifs des resultats obtenus pour l'ensemble des expe-
riences realisees.
4 Suivi de motifs textures
4.1 Principes
Dans cette section, la technique preconisee est exploi-
tee pour realiser le suivi d'un motif texture dans une
sequence video.
A partir d'une image du motif fournie par l'utilisa-
teur, le systeme calcule hors ligne la matrice d'interac-
tion. La methode consiste tout d'abord a selectionner
manuellement et approximativement le motif a suivre
dans la premiere image de la sequence. Il nous faut
ensuite calculer la dierence entre ce motif et le motif
de reference, puis eectuer son produit par la matrice
d'interaction pour obtenir un vecteur correctif sur la
Fig. 11 { Le motif a suivre est inscrit dans l'ellipse.
position du motif; ces deux dernieres etapes etant ite-
rees sur chaque nouvelle image de la sequence.






E = EP + A*DI
FIN Procedure SUIVI
Du point de vue cou^t algorithmique, la methode
consiste donc principalement a soustraite deux vec-
teurs et a faire un produit de matrices. Cela repre-
sente, pour un vecteur a 373 elements, un temps de
calcul total de 9ms sur une station de travail Silicon
Graphics O
2
(station de base Silicon Graphics).
Compte tenu de son ecacite, l'implementation de
l'algorithme propose permet de suivre en temps reel
un motif quelconque sur une station de travail clas-
sique. La frequence des traitements etant importante
par rapport a la vitesse des objets dans les sequences
traitees, nous n'avons pas eu besoin d'utiliser d'algo-
rithme de prediction de mouvement. En eet, dans les
sequences traitees, l'ecart de position du motif entre
deux images successives reste compatible avec la zone
de convergence de l'algorithme. La position predite
est donc celle qu'occupait le motif dans l'image pre-
cedente. Pour des deplacements plus rapides, l'utilisa-
tion d'un algorithme d'estimation et de prediction du
mouvement serait bien entendu necessaire.
4.2 Resultats
Dans l'experience presentee, le motif a suivre est celui
donne Figure 11. Etant donne la nature des donnees
traitees (un ot d'image video), les resultats sont dif-
ciles a representer. Nous avons choisi de visualiser les
resultats de suivi correspondant a six instants die-
rents de l'experience (voir Figure 12)
1
1: Video disponible sur le web : http://wwwlasmea.univ-
bpclermont.fr/Personnel/Frederic.Jurie/ra2000.html
Fig. 12 { Illustration du suivi de motif : le motif suivi
est inscrit dans l'ellipse blanche.
Les images retenues ont ete selectionnees de maniere
a montrer la robustesse de l'algorithme face a des ro-
tations planaires, a de forts changements d'echelle, et
egalement aux deformations du motif du a la nature
volumique de l'objet suivi. En eet, dans les trois der-
nieres images ont peut constater que l'algorithme ar-
rive tres bien a suivre le motif, me^me si celui-ci est
fortement deforme par une orientation de l'objet par
rapport a la camera dierente de celle caracterisant
l'image de reference (voir Figure 11). Nous avons ob-
serve que l'algorithme pouvait tolerer des inclinaisons
allant jusqu'a 45 degres.
5 Suivi d'objets 3D
5.1 Principes
Nous proposons d'utiliser l'algorithme de suivi propose
dans une application de suivi d'objets 3D. La prin-
cipale diculte par rapport a la technique presentee
precedemment revient a gerer la variation du motif a
suivre en fonction de l'attitude relative objet/camera.
Deux possibilites se presentent pour traiter ce pro-
bleme :
{ estimer en permanence l'attitude 3D de l'objet de
facon a pouvoir prevoir a chaque instant l'aspect
du motif a suivre.
{ disposer d'une collection d'aspects potentiels de
l'objet, et selectionner en permanence l'aspect
Fig. 13 { Construction du modele : les vues de l'objet
sont obtenues en deplacant la camera sur une sphere
centree sur l'objet.
Fig. 14 { La sphere de vues est obtenue au moyen
d'une camera embarquee sur un bras robotique.
compatible avec l'image courante (et donc indi-
rectement avec l'attitude de l'objet).
Nous preconisons la seconde famille d'approche. En ef-
fet, bien que plus cou^teuse en terme de sauvegarde (il
est necessaire de stocker plusieurs centaines de vues de
chaque objet a suivre), elle evite le recours a un mo-
dele geometrique tridimensionnel et texture de l'ob-
jet. De plus cela dispense d'avoir a calculer, a chaque
image, une localisation 3D de l'objet ; une telle esti-
mation n'etant pas toujours facile dans le cas d'objets
volumiques textures de forme complexe.
5.2 Construction du modele de l'objet
Le modele de l'objet est donc constitue d'une collec-
tion d'aspects. Les vues correspondantes sont obte-
nues en deplacant la camera sur une sphere centree sur
l'objet (voir Figure 13); les points d'acquisition etant
approximativement equi-repartis. Nous appelons l'en-
semble de ces images :sphere de vues.
En pratique, cette serie d'acquisitions se fait a l'aide
d'un bras robotique equipe d'une camera embarquee
en bout d'eecteur (voir Figure 14).
5.3 Suivi de la vue dans l'image &
Suivi des vues sur la sphere de vues
Deux types de suivi dierents doivent e^tre menes si-
multanement :
{ un suivi de la vue actuelle de l'objet dans l'image,
permettant de compenser les trois translations de
l'objet (la translation selon l'axe optique revenant
a un changement d'echelle) ainsi que la rotation
de l'objet autour de l'axe optique de la camera
(rotation planaire du motif). Ce suivi correspond
a l'algorithme de suivi propose dans la section
precedente.
{ un suivi de la vue courante sur la sphere de vues,
pour compenser les deux autres degres de liberte
rotodes de l'objet.
Le premier point ayant deja ete developpe, il nous reste
a decrire le second, c'est a dire celui du suivi de l'aspect
de l'objet sur la sphere de vues.
Soit V
0
l'aspect de l'objet observe dans l'image pre-




; : : : ; V
n
g l'ensemble de
vues constitue de V
0
et de ses n vues voisines. La no-
tion de voisinage est etablie a partir d'une notion de
distance sur la sphere de vues. Suivre l'aspect de l'ob-
jet sur la sphere de vues revient donc a determiner
quelle est la vue de CV la plus proche de la vue ac-
tuellement observee dans l'image.
Pour atteindre cet objectif, nous utilisons les matrices
d'interaction calculees pour chacune des vues. Soit
A(V
i





le vecteur de forme correspondant a la vue V
i
. La re-
cherche de la vue la plus proche se fait au moyen de





POUR (i=0; i<n; i++)
Etest = E + A(Vi) * (I-I(Vi))
Itest = Echantillonner(Image,Eest)








Cela signie que pour chaque vue du voisinage, nous
recalons le motif de l'image courante sur son motif de
reference en utilisant sa propre matrice d'interaction,
puis une fois le motif recale nous le comparons au motif
de reference. La vue conduisant a l'erreur la plus faible
devient la nouvelle vue courante.


































Fig. 16 { Representation de la sphere de vues et des
250 points d'acquisition d'images pour modeliser la
sphere de vue (vue de dessus).
5.4 Experimentations
Nous presentons une serie d'experiences portant sur
le suivi de l'objet presente Figure 15. C'est un objet
dont le suivi 3D presente des dicultes car les rota-
tions selon son axe de revolution entrainent un faible
changement de son aspect.
Ce vase est modelise a partir de 250 vues prises sur la
demi-sphere superieure (l'objet n'est jamais vu par en
dessous).
Les positions des 250 vues acquises sur la sphere sont
representees par un point sur la Figure 16-a/ (la sphere
etant vue de dessus). La gure 16-b/ met en avant, a
titre d'exemple, 6 vues particulieres. Ces six aspects
de l'objet (vecteurs de forme de reference) sont repre-
sentes Figure 17.
5.5 Resultats
Nous ne presentons que des resultats concernant le
suivi sur la sphere de vue, des resultats concernant le
suivi dans l'image ayant deja ete presentes (voir sec-
tion 4).
Pour ce faire, nous avons fait eectuer a la camera une
trajectoire sur la me^me demi sphere centree sur l'objet
et note precisement la position de la camera a chaque
instant de prise de vue.
La gure 18 presente la trajectoire reellement eec-
tuee sur la demi sphere superieure(traits pleins) ainsi
que la trajectoire estimee par l'algorithme a partir des
Fig. 17 { Les six vues representees sur la Figure 16-b/
aspects stockes dans la sphere de vue (traits disconti-
nus). L'estimation correspond assez bien a la realite,
sauf en deux ou trois points ou l'erreur semble impor-
tante.
An de mieux analyser ces erreurs, nous allons nous
interesser a quatre positions particulieres, notees A,
B, C et D, representees la gure 18-b/. La gure 19
donne, pour chacune de ces quatre positions particu-
lieres, l'aspect de l'objet dans l'image ainsi que la vue
consideree comme la plus proche. Ainsi on s'apercoit
que me^me si pour la position B la position estimee sur
la sphere de vue semble relativement eloignee de la
realite, l'aspect de la vue selectionnee est tres proche
de la realite. Cela est du^ au fait que pour les vues voi-
sines du sommet de la sphere, une rotation de l'objet
autour de son axe de revolution n'entra^ne que de tres
faibles modications de son aspect, de par l'uniformite
de sa surface interne.
La gure 20 represente quatre images issues d'une ex-
perience pendant laquelle l'objet est deplace manuel-
lement devant la camera. Le suivi s'avere la encore
tres robuste, ce qui montre la tolerance, par rapport a
l'experience precedente, face au changement d'echelle
entre le motif courant et ceux stockes dans la sphere
de vue.
6 Conclusions
Nous avons presente dans cet article une technique ef-
cace de suivi d'objets planaires ou volumiques dans
des sequences d'images. L'originalite de cette derniere
reside dans l'idee d'estimer une correction a apporter
sur la position predite du motif recherche. Cette cor-






Fig. 18 { a/Trajectoire eectuee sur la demi sphere su-
perieure (traits pleins). Trajectoire estimee (traits dis-
continus).b/Mise en exergue de quatre positions parti-
culieres le long de la trajectoire.
Fig. 19 { Representation de l'aspect de l'objet dans
l'image (a gauche) et de la vue la plus proche sur la
sphere de vues (a droite), pour les position A,B,C et
D de la trajectoire. Ces quatres positions sont celles
representees sur la Figure 18.
Fig. 20 { Illustration du suvi d'objet. L'ellipse repre-
sente la position supposee de l'objet dans l'image a dif-
ferents instants de la sequence.
appelee matrice d'interaction, avec la dierence entre
le motif observe et celui de reference.
Cette technique nous a permis de mettre au point
un algorithme de suivi de motif 2D temps reel. Nous
l'avons egalement appliquee au suivi d'objet 3D, en la
combinant avec un algorithme permettant de gerer le
changement du motif a suivre. Des resultats experi-
mentaux nous ont permis de valider les dierentes ap-
proches preconisees et d'apprecier le grande robustesse
induite par l'utilisation des matrices d'interactions.
Nous travaillons actuellement sur des techniques per-
mettant de rendre cette approche resistante aux oc-
cultations partielles du motif recherche.
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