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Resumen
El sistema nervioso utiliza varios mecanismos para la codificacio´n de informacio´n. T´ıpi-
camente se habla de codificacio´n espacial, temporal o espacio-temporal. Para la codificacio´n
temporal se han descrito co´digos que utilizan la frecuencia instanta´nea de disparo o el
tiempo preciso de ocurrencia de los disparos. Aqu´ı vamos a estudiar un co´digo temporal
perteneciente a esta u´ltima categor´ıa descubierto recientemente en un Generador Central
de Patrones.
Los Generadores Centrales de Patrones (CPGs) son redes neuronales cuyas ce´lulas pro-
ducen un patro´n de actividad r´ıtmico de una forma robusta y flexible. Este ritmo consiste
en una secuencia de activacio´n o disparo caracter´ıstica de cada una de las ce´lulas que lo
forman. Estas neuronas presentan un comportamiento que se caracteriza por la generacio´n
de ra´fagas de potenciales de accio´n. El patro´n r´ıtmico generado sirve para controlar y co-
ordinar actividades motoras repetitivas. Los CPGs son sistemas muy especializados que
frecuentemente tienen elementos redundantes que les permiten actuar correctamente bajo
muy diversas circunstancias. Son sistemas multifuncionales que pueden generar diferentes
ritmos en funcio´n de su entrada sensorial y/o modulatoria. Experimentos recientes han
revelado la existencia de una firma identificativa en la actividad individual de cada neu-
rona del CPG pilo´rico de los crusta´ceos. Esta firma consiste en una distribucio´n temporal
caracter´ıstica en cada ce´lula de los potenciales de accio´n de las ra´fagas que generan. Las
firmas aparecen de forma simulta´nea con el ritmo producido por el sistema. No se sabe cua´l
es el papel que desempen˜an estas estructuras temporales de la sen˜al. Se ha comprobado
que algunos mu´sculos pueden reflejar pequen˜os cambios en la distribucio´n temporal de los
potenciales de accio´n de las motoneuronas que los controlan. Sin embargo, no esta´ claro si
las firmas neuronales pueden formar parte de los mensajes de control que reciben los mu´scu-
los. Tambie´n se desconoce si tienen algu´n significado para las neuronas que pertenecen al
mismo CPG o a otros CPG interconectados.
El punto de partida de nuestra investigacio´n es el descubrimiento de las firmas neu-
ronales. Aqu´ı presentamos los experimentos que hemos realizado para estudiar distintos
aspectos relacionadas con ellas. En estos experimentos simulamos el comportamiento del
CPG utilizando distintos modelos matema´ticos. Los resultados obtenidos en las simula-
ciones nos permiten discutir cua´l es el origen de las firmas y el posible papel que pueden
desempen˜ar para el correcto funcionamiento del circuito. De nuestros resultados se deduce
que el origen de las firmas depende de dos factores: la arquitectura de las conexiones entre
las ce´lulas del CPG y la dina´mica individual de cada una de ellas. En los modelos tambie´n
observamos que cuando se altera la firma de alguna de las ce´lulas del CPG, tambie´n cambia
el comportamiento colectivo del sistema. En algunos casos deja de producir su ritmo carac-
ter´ıstico y pasa a generar otro distinto. Sin embargo, los casos ma´s interesantes son aquellos
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en los que el sistema genera el mismo ritmo, con la misma secuencia de disparo, pero en el
que cambia la frecuencia de disparo o la relacio´n de fase entre las ra´fagas de potenciales de
accio´n de cada neurona. Estos casos indican que las firmas neuronales individuales pueden
codificar cierta informacio´n de control para el CPG ante la llegada de ciertos est´ımulos.
Por ejemplo, se sabe que el ritmo generado por el CPG pilo´rico es diferente dependiendo
de la temperatura o la textura de la comida, aunque se mantenga la secuencia de disparo.
Los resultados de las simulaciones que presentamos aqu´ı y las caracter´ısticas de la
actividad registrada en el CPG biolo´gico, apoyan la hipo´tesis de que las firmas forman parte
de un co´digo mu´ltiple para el intercambio de informacio´n neuronal. Las firmas permitir´ıan
al receptor identificar quie´n es el emisor del mensaje y procesar la informacio´n restante
en funcio´n de este reconocimiento. As´ı, una neurona podr´ıa reaccionar de forma altamente
selectiva a la sen˜al recibida de otras. Esta hipo´tesis debe validarse en el laboratorio. En
caso afirmativo, este mecanismo definir´ıa un nuevo paradigma de comunicacio´n neuronal
basado en el reconocimiento de firmas. Si el sistema nervioso dispone de mecanismos para
el reconocimiento de las firmas, supondr´ıa que tiene una capacidad de codificar informacio´n
muy superior a lo que se pensaba hasta el momento. Au´n basa´ndose en una codificacio´n
temporal, este co´digo ser´ıa distinto de los co´digos temporales estudiados hasta el momento,
ya que no se ha tenido en cuenta que una neurona pueda identificar el origen de su entrada
sina´ptica para utilizarla en el procesamiento de la informacio´n.
Este estudio tambie´n resulta de especial intere´s para el disen˜o de nuevos paradigmas
de redes neuronales artificiales. En el contexto de las redes neuronales artificiales, no se
ha explorado con detalle el potencial de la codificacio´n temporal de la informacio´n, ni la
utilizacio´n del reconocimiento del origen de una sen˜al. Nuestro estudio sugiere la aplicacio´n
de los mecanismos de generacio´n y reconocimiento de firmas para el disen˜o de nuevos
algoritmos de redes neuronales artificiales y algoritmos de aprendizaje.
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Cap´ıtulo 1
Introduccio´n
La Neurociencia estudia el sistema nervioso de los animales desde diversos puntos de
vista (anatomı´a, biolog´ıa, qu´ımica...) e intenta aplicar sus bases a otros campos. Este estudio
esta´ enmarcado en el campo de la Neurocomputacio´n. E´sta es una rama de la Inteligen-
cia Artificial ı´ntimamente relacionada con la Neurociencia. Surgio´ del intento de explicar
el funcionamiento del sistema nervioso animal y obtener de e´l ideas para disen˜ar nuevos
paradigmas de computacio´n. De esto se deriva que tiene una doble vertiente, que hace
que dentro de ella haya que distinguir dos campos de estudio: la Neurociencia Computa-
cional y la Computacio´n Neuronal Artificial. La primera de ellas estudia partes individuales
del sistema nervioso animal para comprender su funcionamiento desde la perspectiva del
procesamiento de informacio´n. La segunda utiliza el conocimiento obtenido para construir
sistemas artificiales capaces de resolver problemas en otros campos de la ciencia.
La unidad ba´sica para el procesamiento de informacio´n en el sistema nervioso de
cualquier animal es la neurona. Estas ce´lulas reciben informacio´n en forma de corrientes
ele´ctricas y producen una respuesta no lineal coherente con la entrada recibida en forma de
potenciales de accio´n (mecanismo que se explica en el cap´ıtulo 2). En Neurocomputacio´n
se construyen modelos matema´ticos que reproducen este comportamiento. Estos modelos
permiten estudiar el sistema nervioso desde un punto de vista teo´rico. Para construirlos
se debe reproducir (i) el comportamiento individual de los componentes (principalmente
neuronas) de la parte del sistema nervioso estudiado y (ii) las conexiones que se establecen
entre ellos (sinapsis). Normalmente se parte de datos experimentales obtenidos en laborato-
rios de neuroanatomı´a (arquitectura de las conexiones) y neurofisiolog´ıa (funcionamiento).
Con estos datos en mente, se define el conjunto de ecuaciones matema´ticas que aproximan
el comportamiento del modelo al observado en el laboratorio. Los modelos matema´ticos se
pueden simular en un ordenador mediante programas que calculan la evolucio´n temporal
de las variables dirigidas por sus ecuaciones. Las simulaciones de modelos complementan
las te´cnicas tradicionales de la Neurociencia, permitiendo postular nuevas hipo´tesis sobre el
comportamiento del sistema nervioso. Una simulacio´n permite analizar las caracter´ısticas
individuales del sistema estudiado de forma ra´pida y sencilla modificando los para´metros
del modelo. Estos para´metros representan algunos de los factores que influyen en que el
sistema muestre un comportamiento determinado. Muchos son muy dif´ıciles de aislar tanto
en preparaciones in vivo como en preparaciones in vitro, por lo que sin las simulaciones
ser´ıa muy complicado, y en algunos casos incluso imposible, analizar su posible significado.
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Un ejemplo de aplicacio´n de la Neurociencia a otros campos, lo constituyen las redes neu-
ronales artificiales [Fausett, 1994, Haykin, 1998]. El sistema nervioso de cualquier animal
es un sistema complejo cuya misio´n fundamental, en te´rminos muy generales, es procesar
y utilizar distinto tipo de informacio´n. En cierta medida funciona como un ordenador que
ha evolucionado con el tiempo para controlar toda la actividad del animal. Es un sistema
muy potente que realiza una gran cantidad de tareas de forma ra´pida y eficiente. Muchas
de estas tareas no son innatas. Los individuos las aprenden y perfeccionan a lo largo del
tiempo. Es de esperar que un sistema artificial construido con las mismas bases estruc-
turales y funcionales tambie´n presente estas caracter´ısticas. Las primeras redes neuronales
artificiales surgieron con esta idea, pero con el tiempo han aparecido nuevos modelos que
se alejan de las bases biolo´gicas. Dos de las caracter´ısticas ma´s significativas que las redes
neuronales artificiales han heredado de los sistemas biolo´gicos son: la capacidad de detectar
patrones de comportamiento y la de aprender a partir de ejemplos sin la necesidad de for-
malizar el conocimiento a tratar. Estas caracter´ısticas son la base de dos de sus principales
ventajas respecto a otros paradigmas de la Inteligencia Artificial : el aprendizaje adaptativo
y la autoorganizacio´n. El primero es la capacidad de aprender a realizar tareas basadas
en un entrenamiento o experiencia previa. El segundo es la capacidad de crear su propia
representacio´n de la informacio´n. Estas propiedades, entre otras, han permitido utilizarlas
con gran efectividad en aplicaciones muy diversas, tales como sistemas expertos, sistemas
de clasificacio´n, sistemas de control, etc. A la hora de utilizar una red neuronal artificial se
pasa por dos fases: la de entrenamiento y la de prueba. En la primera se usa un conjunto de
datos para que la red ”aprenda” sus caracter´ısticas. No necesitan un algoritmo espec´ıfico
para resolver un problema concreto, sino que el algoritmo de aprendizaje permite que se
autoorganicen para adaptarse a cada problema. Este aprendizaje es lo que se conoce como
reconocimiento de patrones. En la segunda fase, se utiliza el modelo obtenido en la fase
anterior para clasificar patrones reales y dar un resultado definitivo.
De todo lo anterior se puede deducir que los elementos fundamentales de la Neuro-
computacio´n son los modelos matema´ticos de redes neuronales. Por un lado, contribuyen
a la comprensio´n del funcionamiento del sistema nervioso y, por otro, a la elaboracio´n de
nuevos paradigmas de computacio´n basados en e´l, aplicables en el campo de la inteligencia
artificial, la robo´tica y la bioingenier´ıa entre otros.
En este trabajo se va a modelar unos sistemas neuronales pertenecientes al sistema
nervioso motor conocidos como Generadores Centrales de Patrones o CPGs, del ingle´s Cen-
tral Pattern Generators. Concretamente, se va a analizar el CPG pilo´rico de los crusta´ceos,
que es uno de los sistemas neuronales ma´s estudiados y mejor conocidos. El objetivo fun-
damental de este trabajo es postular hipo´tesis sobre el significado de la dina´mica ra´pida de
sus neuronas, centra´ndose en unas estructuras temporales, denominadas firmas neuronales,
que se han descubierto recientemente en su actividad. La misio´n fundamental de un CPG
es generar un patro´n de actividad para controlar ciertos mu´sculos que deben moverse de
forma r´ıtmica. Para otros campos de la ciencia, son sistemas interesantes ya que pueden
tener mu´ltiples aplicaciones. Una aplicacio´n inmediata es el control del movimiento en el
campo de la robo´tica (Figura 1.1). Parece evidente que si han sido los mecanismos elegi-
dos por la naturaleza para realizar esta funcio´n, puedan tambie´n ser u´tiles para controlar
el movimiento de un robot. Otra de sus posibles aplicaciones es la de controlar sistemas
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Figura 1.1: Izquierda, ejemplo de robot [Barnes, 1998, Fukuoka et al., 2003] en el que el movimiento de las
patas esta´ controlado por un CPG artificial inspirado en los que controlan el movimiento de las patas del
bicho palo (Phasmidia) (imagen derecha).
f´ısicos, normalmente denominados plantas, que (i) se deben optimizar para conseguir un
objetivo final, (ii) deben ser robustos ante posibles fallos y/o (iii) deben pasar ra´pidamente
de un estado a otro en funcio´n de ciertos para´metros [Huerta et al., 2000]. La planta se
modelara´ con un CPG y se realizara´ una bu´squeda en el espacio de posibles conexiones
entre sus neuronas para encontrar aquellas que maximicen las prestaciones deseadas. Este
tipo de modelos se denominan modelos neuromeca´nicos.
Pero adema´s de estas aplicaciones inmediatas, el estudio de la dina´mica ra´pida de
sus neuronas puede servir para descubrir un nuevo paradigma de codificacio´n temporal
de la informacio´n neuronal. En e´l, el procesamiento de la informacio´n se basar´ıa en el
reconocimiento del emisor del mensaje en funcio´n de su firma. Hasta el momento no se
hab´ıa tenido en cuenta este tipo de mecanismos en la comunicacio´n neuronal. Las neuronas
del CPG pilo´rico presentan un comportamiento muy comu´n en otros sistemas neuronales,
lo que permite que las conclusiones obtenidas aqu´ı se puedan extrapolar a estos sistemas.
En particular, es de especial intere´s el caso de las redes neuronales artificiales en las que
muy pocas aproximaciones se basan en una codificacio´n temporal de la informacio´n.
Sin contar esta breve introduccio´n, este documento se divide en tres cap´ıtulos:
En el cap´ıtulo 2 se hace una pequen˜a introduccio´n del sistema nervioso y de los
CPGs. En e´l se explican las bases biolo´gicas sobre las que se va a asentar nuestro
estudio posterior. Se describe cua´l es la misio´n del sistema nervioso de un animal,
explicando, el tipo de ce´lulas que lo forma (neuronas) y los mecanismos que utilizan
e´stas para comunicarse entre si y desempen˜ar correctamente su misio´n. Se presta
especial atencio´n a los mecanismo de codificacio´n neuronal. Adema´s, se explica que´ es
un CPG y la importancia que tienen para el control motor. Dado que pertenecen al
sistema nervioso motor, tambie´n se describen los tipos de movimiento que puede
controlar y coordinar.
El cap´ıtulo 3 describe el sistema estomatoga´strico de los crusta´ceos al que pertenece
el CPG pilo´rico. Al ser el sistema que vamos a modelar posteriormente, este CPG se
describe de forma detallada. Pero tambie´n se presta una especial atencio´n al CPG
ga´strico. E´ste es interesante porque su forma de comunicarse con el pilo´rico va a ser
significativa para nuestro estudio. Se describe detalladamente la arquitectura de estas
redes neuronales, identifica´ndose las neuronas que las forman y las conexiones, tanto
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intr´ınsecas como extr´ınsecas, que se establecen entre ellas. Adema´s, se describen los
ritmos generados por ambos CPGs y las acciones que controla cada uno de ellos.
Por u´ltimo, en el cap´ıtulo 4 se presenta nuestro estudio del CPG pilo´rico. Vamos a
estudiar las firmas neuronales individuales descubiertas en sus neuronas. Por ello,
lo primero que se va a hacer es explicar que´ son y las razones que hacen que sean
interesantes de estudiar. Nuestro estudio se va a basar en la realizacio´n de simulaciones
de diferentes modelos de CPG y en el ana´lisis de los datos obtenidos en ellas. En este
cap´ıtulo se van a presentar las ecuaciones matema´ticas que describen estos modelos,
tanto funcionales como morfolo´gicos, as´ı como los te´cnicas usadas en el ana´lisis de los
datos generados. Los resultados obtenidos nos van a permitir realizar algunas hipo´tesis
sobre el origen y significado de las firmas neuronales. Por u´ltimo, se va a indicar cua´les
van a ser nuestras l´ıneas de trabajo futuro en dos campos de investigacio´n. Por un
lado, continuando el estudio de las firmas neuronales en sistemas biolo´gicos. Por otro,
intentando aplicarlas en el disen˜o de redes neuronales artificiales.
Cap´ıtulo 2
Conceptos biolo´gicos
En este cap´ıtulo se van a explicar brevemente los conceptos biolo´gicos en los que se
basan los modelos neuronales. Se va a identificar los componentes fundamentales del sis-
tema nervioso, explicando cua´l es la funcio´n que desempen˜an. Adema´s, se describen los
mecanismos que permiten el flujo de informacio´n nerviosa. Estos mecanismos son los que,
formalizados matema´ticamente, se utilizan para establecer las conexiones entre neuronas a
la hora de construir un modelo.
2.1. Introduccio´n
Una de las grandes preguntas sin respuesta de la ciencia es co´mo funciona el cerebro o,
ma´s concretamente, co´mo lo hace el sistema nervioso al que pertenece. Hasta hace relati-
vamente poco tiempo no se pod´ıa realizar estudios detallados en este campo. Sin embargo,
gracias a las mejoras de las te´cnicas de investigacio´n, se ha identificado los elementos que
lo forman y los mecanismos que les permiten realizar eficientemente su misio´n. Al igual
que cualquier sistema biolo´gico, el sistema nervioso esta´ formado por ce´lulas. Estas ce´lulas
tienen la capacidad de comunicarse entre si mediante la transmisio´n de una sen˜al ele´ctrica
que contiene la informacio´n nerviosa. El sistema nervioso es capaz de generar informacio´n,
bien por si so´lo, bien identificando est´ımulos procedentes del exterior, procesarla y dar una
respuesta coherente a la entrada que ha recibido.
2.2. El sistema nervioso
2.2.1. Funcio´n del sistema nervioso
La misio´n fundamental del sistema nervioso es recibir, procesar y transmitir informa-
cio´n. El cuerpo de cualquier animal recibe una serie de est´ımulos, procedentes tanto de
su interior como de su exterior, a trave´s de los receptores sensoriales. Como consecuencia
de un est´ımulo puede producirse una respuesta, t´ıpicamente un movimiento, mediante los
o´rganos efectores (por ejemplo los mu´sculos). En los animales pluricelulares ma´s avanza-
dos, los receptores sensoriales suelen localizarse a cierta distancia de los correspondientes
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Figura 2.1: Fotograf´ıa de una neurona. En ella se ve el soma o cuerpo, el axo´n y las dendritas. Las
conexiones, sinapsis, normalmente se establecen entre el axo´n de una ce´lula y las dendritas de otra.
efectores. De ah´ı la necesidad de un sistema que transmita la informacio´n con eficacia y
rapidez. Este sistema es el sistema nervioso. Funcionalmente hablando, se divide en tres
partes fundamentales: el sistema nervioso sensorial, cuyos componentes (receptores sen-
soriales) reciben los est´ımulos, el sistema nervioso motor, cuyos componentes realizan los
movimientos respuesta a los est´ımulos recibidos, y el sistema nervioso central que organiza
y procesa toda la informacio´n.
2.2.2. La neurona
En el siglo XIX Santiago Ramo´n y Cajal propuso que el sistema nervioso animal estaba
constituido por ce´lulas. Estas ce´lulas se denominan neuronas y presentan un alto grado de
especializacio´n. Morfolo´gicamente hablando, constan de tres partes: el soma, el axo´n y las
dendritas (Figura 2.1). El soma es el cuerpo celular de la neurona. Presenta los mismos
orga´nulos que el centro metabo´lico de cualquier otra ce´lula (nu´cleo, mitocondrias, etc). Las
dendritas son pequen˜as ramificaciones que salen del soma formando los denominados a´rboles
dendr´ıticos. Su misio´n fundamental es recibir informacio´n de los receptores sensoriales o
de otras neuronas. Sin embargo, se ha descubierto que algunas tambie´n pueden transmitir
informacio´n hacia el exterior de la ce´lula. Por su parte, el axo´n es una larga prolongacio´n del
soma que, generalmente, ocupa la posicio´n contraria a las dendritas. Al contrario que e´stas,
so´lo presenta ramificaciones en su terminacio´n, cerca de otras neuronas. Estas ramificaciones
constituyen los terminales presina´pticos, estructuras especializadas en la transmisio´n de
informacio´n. La misio´n del axo´n es transmitir informacio´n a otras neuronas o a los o´rganos
efectores.
Existen muchos tipos diferentes de neurona que pueden clasificarse mediante distin-
tos criterios. La clasificacio´n ma´s frecuente es la que tiene en cuenta el esquema de fun-
cionamiento ba´sico descrito anteriormente. Siguiendo este criterio se pueden diferenciar
tres tipos de neurona: las sensoriales, las interneuronas y las motoneuronas. Las neuronas
sensoriales son las encargadas de recibir los est´ımulos y transformar la energ´ıa f´ısica de
e´stos en impulsos nerviosos (energ´ıa ele´ctrica). Las interneuronas propagan estos impulsos
nerviosos entre distintas neuronas. Los reciben de sus neuronas presina´pticas y despolarizan
o hiperpolarizan a sus neuronas postsina´pticas, tal y como se vera´ en el siguiente apartado.
Y, por u´ltimo, las motoneuronas reciben informacio´n de las neuronas sensoriales o de las
interneuronas e inervan de forma directa a los o´rganos efectores.
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2.2.3. Potencial de membrana
Los feno´menos relacionados con la generacio´n, almacenamiento y liberacio´n de energ´ıa
ele´ctrica en las neuronas se producen gracias a las caracter´ısticas de su membrana cito-
plasma´tica. E´sta separa la ce´lula de su ambiente extracelular. Debido a su permeabilidad
selectiva a ciertos iones y a la diferente movilidad de e´stos (hechos que se explican ma´s
adelante), cuando una neurona esta´ en reposo, existe una distribucio´n desigual de carga
ele´ctrica a un lado y a otro de la membrana. Por ejemplo, fuera predominan el cloro (Cl−)
y el sodio (Na+) y dentro el potasio (K+). Esta diferencia de carga hace que la mem-
brana sufra una diferencia de potencial que produce la energ´ıa ele´ctrica responsable de la
transmisio´n de la informacio´n nerviosa.
La membrana citopla´smatica esta´ dotada de una serie de ”poros”, denominados canales
io´nicos, que permiten el movimiento de iones a trave´s de ella. Este movimiento hace que se
produzca el impulso nervioso, ya que genera pequen˜as variaciones en la diferencia de poten-
cial entre el interior y el exterior de la ce´lula. Los canales io´nicos pueden ser de dos tipos:
activos, que siempre esta´n abiertos, y pasivos, que se abren o cierran en funcio´n del poten-
cial de membrana o de la concentracio´n de algunas especies io´nicas (por ejemplo, el calcio).
En una neurona en reposo, es decir, en ausencia de est´ımulos externos, so´lo esta´n abiertos
los pasivos. En este caso, las propiedades de la neurona dependen fundamentalmente del
flujo de iones de sodio (Na+) y de potasio (K+). Considerando su tendencia a entrar o
salir de la neurona segu´n sus gradientes de concentracio´n, las cargas se equilibrar´ıan en el
interior y exterior. Sin embargo, e´ste se mantiene constante por dos mecanismos, conocidos
como bomba de sodio y bomba de potasio. La primera toma iones Na+ del interior y los saca
al exterior en contra del gradiente de concentracio´n. La segunda actu´a de forma ana´loga
pero con los iones K+ del exterior. En esta situacio´n, la membrana de la ce´lula sufre una
diferencia de potencial negativa respecto al exterior, conocida como potencial de reposo
(fase 1 del panel izquierdo de la Figura 2.2). La membrana actu´a como un condensador
ele´ctrico, almacenando carga y suavizando la respuesta a cambios bruscos en la corriente.
2.2.4. Comunicacio´n entre neuronas, el impulso nervioso
Las neuronas realizan funciones muy complejas, pero no lo hacen por si solas, se agru-
pan en componentes de nivel superior, denominados redes neuronales. E´stas constituyen
el sistema nervioso animal. Las agrupaciones de neuronas se realizan mediante conexiones
ele´ctricas y/o qu´ımicas, denomidas sinapsis. T´ıpicamente se establecen entre la terminacio´n
axo´nica de una neurona origen (neurona presina´ptica) y el a´rbol dendr´ıtico de una neurona
destino (neurona postsina´ptica). Las sinapsis se dan entre neuronas que pertenecen o no a
la misma red. Su misio´n es transmitir informacio´n (impulso nervioso) de una neurona indi-
vidual o de una red a otra. El impulso nervioso es una sen˜al ele´ctrica que codifica la infor-
macio´n que viaja por el sistema nervioso. Los impulsos nerviosos que llegan a una neurona
pueden ser excitatorios o inhibitorios. Los primeros provocan un aumento del potencial de
membrana (despolarizacio´n), mientras que los segundos lo disminuyen (hiperpolarizacio´n).
En las sinapsis ele´ctricas la neurona presina´ptica y la po´stsina´ptica esta´n en contacto,
de forma que la corriente fluye directamente entre sus membranas. Esto hace que en este















Figura 2.2: Panel izquierdo. Mecanismo que provoca la generacio´n de un potencial de accio´n o spike en
una neurona al recibir un est´ımulo excitador. Inicialmente la neurona esta´ en reposo (fase 1). Cuando el
est´ımulo alcanza el potencial umbral, se abren los canales de sodio [Hodgkin and Huxley, 1952]. La entrada
de Na+ provoca que la membrana se despolarice, carga´ndose negativamente las zonas adyacentes. En este
punto se genera el potencial de accio´n. Despue´s de esto, los canales de sodio se cierran y se abren los de
potasio [Hodgkin and Huxley, 1952], lo que conlleva una hiperpolarizacio´n debida a la salida de K+ (fase 3).
Esto se produce hasta el momento en el que se reestablece la bomba sodio-potasio restaurando el potencial
de reposo (fase 4). Durante la hiperpolarizacio´n, la neurona no puede recibir ningu´n tipo de excitacio´n.
Panel derecho. En ocasiones para producir un potencial de accion se debe combinar el efecto de varios en
las neuronas presina´pticas. Individualmente, los cuatro spikes de la figura no alcanzan el potencial umbral.
Sin embargo, al llegar de manera consecutiva, el nivel en el que se encuentra la neurona receptora no es el
potencial de reposo. Con cada uno de ellos se encuentra en un nivel superior. En este caso, la combinacio´n
de los cuatro hace que se produzca la transmisio´n del impulso nervioso.
Las sinapsis ma´s abundantes en los sistemas naturales son las qu´ımicas. En este tipo de
sinapsis las neuronas no esta´n en contacto. La sen˜al ele´ctrica se transmite gracias a la accio´n
de unas sustancias qu´ımicas denominadas neurotransmisores (por ejemplo, la acetilcolina,
la adrenalina o la histamina) que se encuentran almacenadas en las ves´ıculas sina´pticas.
Cuando un impulso llega a la terminacio´n axo´nica de una neurona presina´ptica acarrea una
reaccio´n metabo´lica que hace que desaparezca la membrana de algunas de estas ves´ıculas.
Esto conlleva la liberacio´n de los neurotransmisores. La neurona postsina´ptica es permeable
a algunos de estos neurotransmisores. Al entrar en la ce´lula, se unen a unos receptores
espec´ıficos de cada neurotransmisor, lo que hace que se abran determinados canales io´nicos.
Esta reaccio´n es la que hace que el impulso nervioso se transmita. Existen neurotransmisores
excitadores e inhibidores. Los canales io´nicos que abren los primeros provocan una corriente
que despolariza la neurona. Mientras que los que abren los neurotransmisores inhibidores
provocan una corriente hiperpolarizadora. Cuando una neurona se despolariza, si el est´ımulo
tiene la suficiente intensidad y supera un valor de potencial, denominado potencial umbral,
se abren los canales activos. Esto puede producir un incremento muy ra´pido del potencial
de membrana en la neurona postsina´ptica durante un corto intervalo de tiempo (ver detalles
en la Figura 2.2). Este incremento se conoce como potencial de accio´n o spike y gracias
a e´l se transmite la informacio´n nerviosa. Con los est´ımulos inhibidores ocurre un proceso
ana´logo pero que, en lugar de despolarizar la neurona, la hiperpolariza.
El potencial umbral esta´ asociado a cada canal io´nico y determina la permeabilidad de
la neurona a cada io´n. Hasta hace poco tiempo se pensaba que era constante. Sin embargo,
hay evidencias experimentales que indican que no lo es, dependiendo de los potenciales de
accio´n anteriores [Azouz and Gray, 1999]. Muchas veces la llegada de un potencial de accio´n















Figura 2.3: Ejemplo de comportamiento spiking-bursting. En la figura aparecen tres bursts (trenes o ra´fa-
gas), identifica´ndose cada uno de los potenciales de accio´n o spikes que contienen
a una terminacio´n axo´nica no implica la generacio´n de uno en la neurona postsina´ptica. Sin
embargo, si varios llegan en una ventana de tiempo pequen˜a (panel derecho de la Figura 2.2)
puede ocurrir que su combinacio´n si lo produzca. De ah´ı la importancia de la distribucio´n
temporal de los potenciales de accio´n.
2.2.5. Comportamiento neuronal
La diferencia de potencial de la membrana citoplasma´tica se utiliza para caracterizar el
comportamiento neuronal. Si se representa gra´ficamente en el tiempo se obtiene el esquema
de comportamiento de la neurona. Si e´ste se caracteriza por la alternancia entre potenciales
de accio´n y periodos de relajacio´n se dice que presenta un comportamiento spiking. Sin
embargo, muchas veces los potenciales de accio´n no se presentan de forma aislada, sino que
se agrupan en trenes o ra´fagas, tambie´n denominados bursts (Figura 2.3). En este caso,
se produce la combinacio´n de una onda lenta (bursts) y una ra´pida (spikes). Cuando se
produce este feno´meno, se dice que la neurona tiene un comportamiento spiking-bursting.
De todos los tipos de comportamiento que puede presentar una neurona, las que vamos
a modelar en este estudio presentan variaciones del comportamiento spiking-bursting y el
comportamiento spiking. Dentro de estos tipos de comportamientos puede haber modifica-
ciones en la forma y fase en la que se presentan los potenciales de accio´n (regular, cao´tico,
etc).
2.3. Codificacio´n neuronal
El procesamiento de informacio´n en el sistema nervioso se debe realizar de forma ra´pida
y eficiente. Para ello se utiliza un conjunto de co´digos propios mediante los que se repre-
sentan los est´ımulos que se reciben del exterior, las neuronas se env´ıan informacio´n de unas
a otras y se optimizan las capacidades de memoria y aprendizaje. La informacio´n nerviosa
se transmite mediante sinapsis ele´ctricas y qu´ımicas, neuromoduladores, hormonas, etc, lo
que hace dif´ıcil identificar una u´nica unidad de informacio´n. En la gran mayor´ıa de sis-
temas se puede asumir que los co´digos neuronales se basan en la generacio´n de potenciales
de accio´n. Sin embargo, no esta´ tan claro la forma en que e´stos codifican la informacio´n.
La naturaleza de la codificacio´n neuronal ha sido motivo de debate durante mucho tiem-
po [Stevens and Zador, 1995, Ferster and Spruston, 1995, Na´dasdy, 2000]. T´ıpicamente, se
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han descrito co´digos neuronales basados en la codificacio´n espacial o en la codificacio´n tem-
poral de la informacio´n o en una combinacio´n de ambas (codificacio´n espacio-temporal).
Ambos tipos de co´dificacio´n esta´n muy relacionados y en ocasiones no se puede realizar
una distincio´n clara entre ellas [Theunissen and Miller, 1995].
Tradicionalmente [Adrian, 1926] se ha pensado que para comunicarse las neuronas indi-
viduales utilizan co´digos basados en el ratio o frecuencia de disparo (rate codes), es decir,
en el nu´mero de potenciales de accio´n que se producen por unidad de tiempo. En ellos el
instante preciso en el que se producen los spikes no tiene ninguna importancia. Toda la
informacio´n neuronal esta´ contenida en la frecuencia instanta´nea del impulso nervioso. Sin
embargo, estudios recientes han mostrado que las neuronas pueden usar otros mecanismos
de codificacio´n. Sus propiedades en muy raras ocasiones se mantienen constantes en el tiem-
po, tal y como asumen los paradigmas de codificacio´n espacial. Esto ha hecho que poco
a poco haya cobrado una mayor relevancia la codificacio´n temporal [Bialek et al., 1991,
Softky, 1995, Rieke et al., 1997, de Ruyter van Steveninck et al., 1997, Berry et al., 1997,
Buracas et al., 1998]. Muchas veces, los spikes generados por algunas neuronas ante un mis-
mo est´ımulo son muy precisos temporalmente, del orden de milisegundos [Berry et al., 1997,
de Ruyter van Steveninck et al., 1997]. Los co´digos temporales se basan en el instante pre-
ciso en el que se produce cada potencial de accio´n. Adema´s, la generacio´n de cada potencial
de accio´n no siempre es independiente de la del resto, sino que esta´ relacionada con la de los
producidos anteriormente [Shadlen and Movshon, 1999, Nirenberg and Latham, 2003]. De
esta forma, los patrones de disparo de las neuronas tambie´n podr´ıan contener informacio´n
para el receptor de la sen˜al. Teniendo en cuenta estos dos factores, para la codificacio´n tem-
poral se han descrito co´digos que utilizan la frecuencia instanta´nea de disparo o el tiempo
preciso de ocurrencia de los potenciales de accio´n. De esta forma, los co´digos temporales
se basan en la precisio´n o en la integracio´n de secuencia. En el primer caso, la informacio´n
se codifica en la distribucio´n temporal de los potenciales de accio´n. En el segundo, en el
instante en el que cada uno de ellos se produce con respecto al anterior. La codificacio´n tem-
poral es un mecanismo que incrementa de forma muy significativa la capacidad de codificar
informacio´n del sistema nervioso.
Se debe tener en cuenta que en el sistema nervioso las neuronas no trabajan de manera
individual. Un grupo de neuronas puede tener un esquema de codificacio´n diferente a la
suma de los mecanismos de codificacio´n individual. La integracio´n de las neuronas mediante
sus conexiones y la dina´mica colectiva permiten utilizar paradigmas de codificacio´n ma´s
complejos. Una gran cantidad de evidencias experimentales muestran la existencia de los
llamados co´digos de poblacio´n (population codes) en los que grupos neuronas codifican in-
formacio´n de forma colectiva [Georgopoulos et al., 1986, Fitzpatrick et al., 1997]. Este tipo
de co´digos pueden ser espaciales, temporales o espacio-temporales. En ellos los est´ımulos
complejos se representan mejor de lo que lo hacen las neuronas individuales.
2.4. Tipos de movimiento
Las partes que constituyen el cuerpo de cualquier animal esta´n en continuo movimien-
to. El encargado de controlar todos estos movimientos es el sistema motor, tanto si son
movimientos externos (por ejemplo desplazarse) como si son internos (por ejemplo los aso-
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ciados a los latidos del corazo´n). Cualquiera de los movimientos que realiza un animal se
produce gracias a la accio´n de uno o varios mu´sculos que interpretan y ejecutan las instruc-
ciones enviadas por el cerebro. Teniendo esto en cuenta, el sistema motor puede dividirse
en dos partes fundamentales que interactu´an entre s´ı: el sistema motor central y el sistema
motor perife´rico. Los componentes del sistema motor central pertenecen al sistema nervioso
central (corteza cerebral, espina dorsal, cerebelo...) y son los encargados de controlar los
movimientos. Los elementos del sistema motor perife´rico (mu´sculos y nervios motores) son
los encargados de realizar los movimientos indicados por el sistema motor central.
Los movimientos que puede realizar un animal se pueden agrupar en dos categor´ıas
en funcio´n de su voluntariedad: movimientos voluntarios y movimientos involuntarios. Los
movimientos voluntarios son los asociados a acciones que se realizan sin un est´ımulo sen-
sorial que las provoque. Un ejemplo de movimiento voluntario es coger un objeto. Estos
movimientos son los ma´s complejos de realizar. En la mayor´ıa de las ocasiones implican (i)
la realizacio´n de un plan de accio´n para alcanzar el objetivo, ya que e´ste se puede alcan-
zar de diversas formas, y (ii) la coordinacio´n entre diferentes movimientos individual. Los
movimientos voluntarios no son innatos. Por su parte, los movimientos involuntarios o ac-
tos reflejos pueden ser de dos tipos: innatos o condicionados. Los movimientos innatos son
un tipo de movimiento que se realiza de forma instintiva, ya que forman parte del co´digo
gene´tico de cada animal. Normalmente sirven para que el sistema nervioso central controle
otras partes del cuerpo, por ejemplo el corazo´n. Por su parte, los actos reflejos condiciona-
dos son movimientos simples y ra´pidos respuesta a una entrada sensorial (est´ımulo). Por
ejemplo, retirar la mano al tocar un objeto caliente.
2.5. Movimientos r´ıtmicos
Gran cantidad de movimientos innatos requieren ciclos de actividad que se repiten en
el tiempo. Este tipo de movimientos se denominan movimientos r´ıtmicos y pueden ser ex-
ternos (caminar) o internos (latidos del corazo´n). Para realizar un movimiento r´ıtmico, los
mu´sculos que intervienen en e´l se contraen y/o expanden siguiendo una secuencia r´ıtmica
continua y repetitiva. Es fundamental coordinar la accio´n de cada uno de estos mu´sculos
para que actu´en en el instante que les corresponde. El sistema nervioso realiza este control
mediante la generacio´n de ritmos. E´stos son patrones temporales, ba´sicos para la actividad
motora de cualquier animal, que se repiten durante el movimiento que coordinan. En la
mayor´ıa de los casos, las encargadas de generarlos son unas redes de interneuronas y mo-
toneuronas denominadas generadores centrales de patrones que se explican en detalle en el
siguiente apartado.
2.6. Generadores Centrales de Patrones, CPGs
Los Generadores Centrales de Patrones o CPGs (del ingle´s Central Pattern Generators)
son pequen˜os sistemas neuronales integrados en ciertos ganglios. Aparecen en la mayor´ıa
de los animales, tanto vertebrados como invertebrados. Por ejemplo, en la espina dorsal
humana hay una gran cantidad de CPGs que controlan y coordinan distintas actividades
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motoras. El esquema de funcionamiento de todos los CPGs, independientemente del animal
al que pertenecen, es el mismo. Son redes neuronales pertenecientes al sistema motor central,
pequen˜as y relativamente simples. Su principal misio´n es generar un patro´n de actividad
que controla un comportamiento motor r´ıtmico que se repite en el tiempo en acciones como
masticar, andar o nadar [Selverston, 1999]. Para generar este ritmo, las neuronas que los for-
man se comportan como osciladores dina´micos. Se trata de interneuronas y motoneuronas
heteroge´neas que trabajan conjuntamente para generar una sen˜al regular. Las motoneu-
ronas son las encargadas de producir la secuencia r´ıtmica. Que sean heteroge´neas significa
que cuando esta´n aisladas del resto presentan un comportamiento muy diferente unas de
otras y muy diferente al que muestran cuando esta´n conectadas. En este u´ltimo caso, pre-
sentan una actividad r´ıtmica y regular. Sin embargo, cuando esta´n aisladas sina´pticamente
del resto, en la mayor´ıa de los casos dejan de ser regulares, presentando algunas inclu-
so un comportamiento cao´tico [Aihara and Matsumoto, 1986, Hayashi and Ishizuka, 1992,
Elson et al., 1998, Varona et al., 2001]. Este cambio de comportamiento puede deberse a
dos factores fundamentales, que en la mayor´ıa de los casos se dan simulta´neamente. Por
un lado, suelen existir ciertas neuronas con un comportamiento regular, que actu´an como
marcapasos del sistema, a las que siguen el resto. Por otro, los CPGs suelen presentar
propiedades redundantes, principalmente la conectividad de la red, que hacen que el com-
portamiento individual se regularice.
Los CPGs presentan dos caracter´ısticas fundamentales que los hacen interesantes:
son auto´nomos y multifuncionales. Que sean auto´nomos quiere decir que pueden
comportarse correctamente sin est´ımulos sensoriales [Thoby-Brisson and Simmers, 1998,
Golowasch et al., 1999]. Esto no significa que no necesiten ninguna influencia modulatoria.
La mayor´ıa requiere la presencia de algu´n neuromodulador para comportarse correcta-
mente. Que sean sistemas auto´nomos es un factor muy importante para explicar el origen y
naturaleza de los ritmos que generan. Por su parte, que sean multifuncionales quiere decir
que son sistemas dina´micos flexibles que pueden generar diferentes patrones de actividad
estables. Los ritmos que generan las neuronas que los forman son capaces de controlar la
actividad muscular de una forma coordinada y robusta bajo muy diversas circunstancias.
El patro´n de actividad que genera un CPG en un instante concreto depende de su entrada
modulatoria, o lo que es lo mismo, de la actividad sensorial en ese instante.
Cap´ıtulo 3
El ganglio estomatoga´strico
En el cap´ıtulo 2 se ha explicado que´ es un CPG (Generador Central de Patrones),
indicando cua´l es su misio´n, su estructura y su importancia para el control motor. En este
cap´ıtulo se van a explicar en detalle dos de los existentes en el sistema estomatoga´strico de
los crusta´ceos. Adema´s de las caracter´ısticas de las neuronas que los forman y las conexiones
que se establecen entre ellas, tambie´n se explicara´n las de los ritmos que generan y la
misio´n de cada uno de ellos. El CPG pilo´rico va a ser el que se va a modelar en el estudio
presentado en el cap´ıtulo 4. El ga´strico se describe detalladamente porque las conexiones
que se establecen entre e´l y el pilo´rico van a ser significativa para las conclusiones de
nuestro ana´lisis. Antes de centrarse en los CPGs, se va a explicar cua´l es la misio´n del
sistema estomatoga´strico de los crusta´ceos y de los o´rganos que controla.
3.1. Introduccio´n
La estructura y el comportamiento de los CPGs se han estudiado en muchos ani-
males: el clione [Arshavsky et al., 1985a, Arshavsky et al., 1985b, Arshavsky et al., 1985c],
la sanguijuela [Brodfuehrer et al., 1995], el tritonia [Katz et al., 1994], etc. Pero los mejor
conocidos son los del ganglio estomatoga´strico (STG, del ingle´s STomatogastric Ganglion)
de los crusta´ceos deca´podos [Hartline and Maynard, 1975, Hartline and Gassier, 1979,
Selverston and Moulins, 1987, Harris-Warrick et al., 1992]. E´stos CPGs comenzaron a es-
tudiarse hace ma´s de 40 an˜os. Entre los crusta´ceos deca´podos se encuentran las langostas,
algunos cangrejos y las gambas y langostinos. Los ma´s usados en estudios neuronales son
la langosta californiana (Panulirus interruptus) y el cangrejo de mar (Cancer borealis).
El sistema estomatoga´strico de los crusta´ceos esta´ formado por distintos tipos de
o´rganos. Entre ellos se encuentran unos sistemas neuronales que se encargan de controlar
los mu´sculos que intervienen en los movimientos asociados a la ingestio´n y procesamien-
to de la comida durante parte del proceso alimenticio del animal (eso´fago y esto´mago).
Dentro de estos elementos neuronales esta´ el STG. Algunos de los mu´sculos del sistema
estomatoga´strico realizan movimientos que se deben coordinar y repetir de forma perio´di-
ca, lo que implica la generacio´n de distintos patrones r´ıtmicos de actividad. Estos ritmos
esta´n ı´ntimamente relacionados entre s´ı. Dos de ellos los generan dos CPGs cuyas neuronas
pertenecen al STG: el CPG ga´strico y el CPG pilo´rico.
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Figura 3.1: Esquema del sistema estomatoga´strico de una langosta. El esto´mago se divide en tres partes: el
saco cardiaco (cardiac sac), la muela ga´strica (gastric mill) y el p´ıloro (pylorus). Adema´s la figura muestra
los mu´sculos que realizan los movimientos del p´ıloro (derecha) y las neuronas (LP, PD y PY), pertenecientes
al STG, que los coordinan y controlan. Estas neuronas esta´n conectadas al cerebro a trave´s de los ganglios
comisurales y el ganglio esofa´gico.
Una de las principales razones por las que este sistema se conoce de una forma tan
detallada es que es relativamente sencillo aislarlo y alterarlo, tanto in vivo como in vit-
ro [Mulloney and Selverston, 1974, Bidaut, 1974, Marder and Eisen, 1984]. Estas prepara-
ciones contienen las neuronas y los mu´sculos que se quieren estudiar en cada caso. Adema´s,
toda su entrada modulatoria llega a trave´s de un u´nico nervio que, a lo sumo, contiene 130
axones, lo que es un nu´mero muy pequen˜o si se compara con los existentes en otras redes
neuronales.
3.2. El sistema estomatoga´strico
El tubo digestivo de los crusta´ceos se divide en tres partes: la anterior (foregut), la
media (midgut) y la posterior (hindgut). El sistema estomatoga´strico contiene los huesos, los
mu´sculos y las partes del sistema nervioso que intervienen en la ingestio´n y procesamiento
de comida en la parte anterior del tubo digestivo, formada por el eso´fago y el esto´mago. El
proceso controlado por este sistema comienza cuando la comida pasa de la boca al eso´fago.
E´ste es un conducto que la lleva desde el exterior del animal a su esto´mago. La comida
llega al esto´mago tal cual es ingerida, ya que la masticacio´n en los crusta´ceos es interna. La
comida no se mastica en la boca antes de ser tragada, se mastica en el esto´mago despue´s
de la ingestio´n.
El esto´mago de los crusta´ceos esta´ dividido en tres partes (Figura 3.1): el saco cardiaco
(cardiac sac), la muela ga´strica (gastric mill) y el p´ıloro (pylorus). El saco cardiaco es la
regio´n a la que llega la comida desde la boca. Aqu´ı se mezcla con los jugos ga´stricos mientras
espera a ser macerada. Del saco cardiaco, el bolo alimenticio pasa a la muela ga´strica, que es
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la regio´n en la que se produce la masticacio´n ga´strica. La muela ga´strica esta´ formado por
dos dientes laterales y un diente medio que, junto con las secreciones hepatopancrea´ticas,
reducen la comida a pequen˜as part´ıculas que pasan a trave´s de la va´lvula cardiopilo´rica a
la ca´mara pilo´rica. Aqu´ı, las part´ıculas son separadas mediante el filtro pilo´rico saliendo
definitivamente del esto´mago. Los mu´sculos que intervienen en todos estos procesos esta´n
inervados por neuronas del sistema nervioso estomatoga´strico.
Para que el sistema se comporte correctamente se deben producir diferentes patrones
r´ıtmicos de actividad. Estos ritmos dirigen y coordinan la contraccio´n de grupos de mu´scu-
los que en ocasiones deben contraerse simulta´neamente y otras en oposicio´n. Existe un
ritmo esofa´gico que permite al animal ingerir la comida, lleva´ndola, mediante movimientos
perista´lticos, desde la boca al esto´mago. Hay un ritmo, lento e irregular, en el saco cardiaco
que lleva la comida a la muela ga´strica. Pero los ritmos ma´s interesantes son el ga´strico y
el pilo´rico que se explican en detalle ma´s adelante. Cada uno de estos cuatro ritmos esta´n
controlados y generados por diferentes neuronas.
Todas las neuronas del sistema nervioso estomatoga´strico se localizan en cuatro ganglios
(Figura 3.1): dos ganglios comisurales (COGs, del ingle´s COmmissural Ganglion), el ganglio
esofa´gico (OG, del ingle´s Oesophageal Ganglion) y el ganglio estomatoga´strico (STG, del
ingle´s STomatogastric Ganglion). Aqu´ı nos vamos a centrar en este u´ltimo, estudiando
algunas de las propiedades de los ritmos que genera. Toda la informacio´n de control enviada
por el cerebro llega al sistema estomatoga´strico a trave´s del OG, ya que es la u´nica parte del
sistema conectada directamente al cerebro. En el OG existen motoneuronas e interneuronas.
Por su parte, los COGs so´lo contienen interneuronas que env´ıan la informacio´n proveniente
del OG al STG. Estos ganglios estan conectado a las interneuronas de los CPGs del STG
mediante el nervio estomatoga´strico.
3.3. Esquema neuronal del STG
3.3.1. Neuronas del STG
Todos los crusta´ceos presentan una arquitectura neuronal muy parecida en el STG. E´ste
controla aproximadamente 40 pares de mu´sculos y consta de 31 neuronas (ambos var´ıan
entre especies). Es probablemente el u´nico sistema neuronal en el que se han identificado
todas las neuronas que lo componen y se conocen todas sus conexiones (en la langosta
Panulirus interruptus). La mayor´ıa de estas neuronas son motoneuronas (25) y so´lo una
pequen˜a parte de ellas son interneuronas (2). Algunas de las neuronas del STG forman
dos grupos neuronales que trabajan de forma aislada pero que se comunican entre s´ı para
coordinarse en la generacio´n de dos patrones de actividad responsables de controlar distintos
movimientos r´ıtmicos. Cada una de estas subredes es un CPG: el CPG ga´strico y el CPG
pilo´rico.
Las motoneuronas del STG inervan mu´sculos del saco cardiaco, de los dientes ga´stricos,
de la va´lvula cardiopilo´rica y del p´ıloro. Para controlar correctamente estos mu´sculos, el
STG debe recibir informacio´n de otras componentes del sistema nervioso central. Toda esta
informacio´n le llega a trave´s de un u´nico nervio, denominado nervio estomatoga´strico (stn),
que le une con el resto del sistema nervioso central del animal. Todas las interneuronas del
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STG esta´n conectadas al stn para recibir la entrada central, ya que e´sta es la entrada
primaria del sistema. Si e´ste se bloquea cesa toda la actividad del ganglio. Sin embargo,
adema´s de la entrada primaria a trave´s del stn, el STG tambie´n recibe informacio´n a trave´s
de una serie de nervios perife´ricos que le devuelven feedback de la actividad generada en
ciclos r´ıtmicos anteriores.
3.3.2. Sinapsis graduales
Entre las neuronas de los CPGs pilo´rico y ga´strico del STG se pueden producir sinap-
sis qu´ımicas, tanto excitatorias como inhibitorias, y sinapsis ele´ctricas. En las qu´ımi-
cas se da una caracter´ıstica especial que se debe tener en cuenta a la hora de mod-
elarlas. Las conexiones qu´ımicas son conexiones graduales. Este tipo de conexio´n es
ma´s comu´n en sistemas con neuronas en las que no se producen potenciales de ac-
cio´n [Roberts and Bush, 1981, Pearson and Fourtner, 1975]. Lo que diferencia estas conex-
iones de las no graduales es que en ellas no so´lo se liberan neurotransmisores en el momento
en el que se produce un potencial de accio´n. Tambie´n existe transmisio´n nerviosa (aunque
de una menor intensidad) durante la oscilacio´n lenta.
3.4. El CPG ga´strico
La masticacio´n en los crusta´ceos es interna. Los encargados de realizarla son los
dientes laterales y el diente medio de la muela ga´strica. Para ello realizan una serie
de movimientos r´ıtmicos. El ritmo ga´strico, generado por el CPG ga´strico, es el en-
cargado de controlar los movimientos de los dientes estomacales. Este CPG es un sis-
tema neuronal muy estudiado, lo que hace que su estructura y funcionalidad se conoz-
can muy detalladamente [Mulloney and Selverston, 1974, Selverston and Mulloney, 1974,
Hartline and Maynard, 1975, Hartline and Gassier, 1979, Selverston and Moulins, 1987,
Harris-Warrick et al., 1992].
El CPG ga´strico consta de una interneurona (INT1) y 10 motoneuronas (LG, MG, DG,
AM, dos LPGs y cuatro neuronas GMs). Las dos LPGs esta´n acopladas ele´ctricamente,
por lo que su actividad esta´ sincronizada. Lo mismo ocurre con las cuatro neuronas GMs y
los pares LG-MG y DG-AM. No se va a describir la arquitectura de este circuito, ya que,
inicialmente, e´sta no va a ser relevante para nuestro estudio.
En ausencia de entrada modulatoria en el CPG, las neuronas LG, MG, DG y AM esta´n
en silencio. Sin embargo, bajo ciertas condiciones modulatorias se genera el ritmo ga´strico.
En la parte izquierda de la Figura 3.2 se muestra un esquema de este ritmo. Consiste en
la alternancia entre los bursts de actividad, por este orden, de las neuronas GMs, el par
LG-MG, el par DG-AM y las LPGs, estando en silencio cuando hay otro grupo activo.
El resultado de este patro´n es el movimiento r´ıtmico de los dientes ga´stricos. La comida
es triturada, en cada ciclo, mediante el acercamiento y separacio´n de los dientes laterales,
controlados por las neuronas LG, MG y LPGs, y el movimiento hacia arriba y hacia abajo
entre los dientes laterales del diente medio, controlado por las neuronas DG y GMs.











Figura 3.2: Patro´n r´ıtmico de impulsos generados por el CPG ga´strico (izquierda) y el CPG pilo´rico
(derecha). La duracio´n de la actividad de cada neurona esta´ representada por la duracio´n de cada bloque.
Esta duracio´n no coincide con la registrada en los CPGs biolo´gicos. El ritmo ga´strico es el que controla
el movimiento de los dientes de la muela ga´strica durante el proceso de masticacio´n. Consiste en la al-
ternancia de disparo de cuatro grupos de neuronas (LG-MG, DG-AM, LPGs y GMs, la neurona INT1 es
una interneurona de control). El ritmo pilo´rico es el controla los movimientos de los mu´sculos del p´ıloro.
Consite en la alternancia de disparo de tres grupos de neuronas (AB-PDs, LP-IC y PYs-VD). Las l´ıneas
discontinuas marcan el comienzo de un ciclo y el final del anterior.
Figura 3.3: Conectividad entre las neuronas del CPG pilo´rico de la langosta. Las dos neuronas PD y las
ocho PY se representan por simplicidad como una u´nica neurona.
3.5. El CPG pilo´rico
El p´ıloro actu´a como un filtro que regula la salida de la comida del esto´mago. Para ello
se abre y se cierra perio´dicamente, lo que requiere que los mu´sculos pilo´ricos se activen
r´ıtmicamente. Estos movimientos los coordina el CPG pilo´rico mediante el ritmo pilo´rico.
El CPG pilo´rico consta de 14 neuronas (Figura 3.3), trece motoneuronas (dos PDs, LP,
ocho PYs, VD e IC) y una sola interneurona (AB). Entre ellas se establecen dos tipos de
sinapsis: ele´ctricas y qu´ımicas. Las ele´ctricas acoplan las neuronas que conectan. Por su
parte, todas las sinapsis qu´ımicas son inhibitorias graduales, algunas de ellas lentas y otras
ra´pidas.
El ritmo pilo´rico se divide en tres fases de actividad por lo es conocido como ritmo
trifa´sico (Figura 3.2, derecha). Cada ciclo del ritmo pilo´rico comienza con el disparo de las
neuronas AB y PDs. Estas tres neuronas inhiben directamente al resto, lo que hace que
actu´en como un marcapasos. Por esta razo´n se denominan grupo marcapasos (pacemaker
group). Cuando el grupo marcapasos deja de disparar se pasa a la segunda fase, en la que se
excitan las neuronas LP e IC. Durante las ra´fagas de e´stas, el grupo PYs-VD esta´ inhibido.
Por u´ltimo, en la tercera fase, disparan las neuronas PYs y la neurona VD, silencia´ndose las
neuronas LP e IC. En la primera fase de cada ciclo se contraen simulta´neamente los mu´scu-
los dilatores dorsales (Figura 3.1). Esto hace que la ca´mara pilo´rica se dilate y se abra la
va´lvula cardiopilo´rica. En la segunda fase, se contraen los mu´sculos constrictores anteriores
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Figura 3.4: Mecanismos de comunicacio´n, tanto directos como indirectos, a trave´s de los ganglios
comisurales (COGs), entre las neuronas de los CPGs pilo´rico y ga´strico. Las conexiones que se establecen
entre las neuronas de los COGs y de los CPGs, en ambos sentidos, dependen de la especie. Por ello, en la
figura se muestran de forma gene´rica entre los sistemas neuronales entre los que se producen. En la figura
no se muestran las conexiones entre las neuronas de un mismo CPG.
que hacen que la regio´n anterior de la ca´mara se contraiga y la va´lvula cardiopilo´rica se
cierre. Finalmente, en la tercera fase se produce la contraccio´n de los mu´sculos constrictores
posteriores que hacen que se contraiga la regio´n posterior de la ca´mara.
3.6. Interaccio´n entre el CPG ga´strico y el pilo´rico
Los CPGs ga´strico y pilo´rico esta conectados entre s´ı debido a que los ritmos que
generan controlan mu´sculos que deben actuar de forma coordinada. De ah´ı que los rit-
mos que los dirigen tambie´n deban coordinarse. Las conexiones que se establecen en-
tre sus neuronas hacen que cada CPG reciba informacio´n del comportamiento del otro
y adapte el suyo a e´ste. Estas conexiones dependen de la especie, pero las principales
son [Selverston and Moulins, 1987]:
Conexio´n ele´ctrica entre las neurona pilo´rica VD y las ga´stricas LPGs.
Conexio´n qu´ımica inhibitoria entre la neurona ga´strica LG y la pilo´rica LP.
Conexio´n qu´ımica inhibitoria entre las neuronas pilo´ricas PDs y la ga´strica Int1.
Adema´s de estas conexiones directas entre neuronas de los dos CPGs existe un mecan-
ismo externo para que los dos ritmos se coordinen (Figura 3.4). Toda la entrada central de
los CPGs del STG llega a ellos a trave´s del nervio estomatoga´strico. Este nervio permite
que un conjunto de neuronas de los COGs (dependen del crusta´ceo) env´ıen una entrada
excitatoria a las motoneuronas del STG. Pero tambie´n sirve para que los COGs reciban
feedback inhibitorio de los CPGs a trave´s de las neuronas Int1 y AB. Esto supone un
mecanismo adicional de comunicacio´n e integracio´n de ambos CPGs.
Cap´ıtulo 4
Firmas neuronales individuales en el
CPG pilo´rico
4.1. Introduccio´n
Existe una gran cantidad de ejemplos de redes neuronales oscilatorias cuyo compor-
tamiento se caracteriza por la generacio´n de ra´fagas de potenciales de accio´n o bursts.
Muchas de ellas se han estudiado en detalle, pero los CPGs son los que han recibido una
mayor atencio´n. Las neuronas que los forman son neuronas oscilatorias, generalmente con
comportamiento spiking-bursting regular (Figura 2.3), al menos cuando esta´n interconec-
tadas. De todos ellos, el CPG pilo´rico del sistema estomatoga´strico de los crusta´ceos es uno
de los ma´s estudiados y mejor conocido (cap´ıtulo 3).
Hasta hace poco tiempo, se pensaba que la estructura temporal de los potenciales de
accio´n dentro de los bursts no era importante para caracterizar el comportamiento de
este CPG. Esto se deb´ıa principalmente a dos factores. Por un lado, sus neuronas son
capaces de generar un patro´n r´ıtmico formado so´lo por una onda lenta sin potenciales de
accio´n [Graubard, 1978, Raper, 1979, Elson et al., 2001]. Por otro, los mu´sculos que coordi-
na son mu´sculos lentos. Estos dos hechos han hecho pensar que en su control so´lo interven´ıa
la actividad bursting, tambie´n conocida como dina´mica u onda lenta. Por similitud entre
ellos, esta conclusio´n se ha extendido a otros sistemas con el mismo tipo de comportamiento.
La mayor´ıa de los estudios realizados con CPGs se centran en la onda lenta.
La estructura interna de los potenciales de accio´n dentro de las ra´fagas ha
recibido una menor atencio´n. Por ejemplo, en el CPG pilo´rico, se conoce de
manera muy detallada los tipos de conexio´n que se establecen entre sus neu-
ronas [Selverston and Moulins, 1987], los factores biof´ısicos y neuromodulatorios que deter-
minan el comportamiento de la red [Ayali and Harris-Warrick, 1999, Nadim et al., 1999,
Nusbaum et al., 2001, Swensen and Marder, 2001] y las relaciones de fase entre las neu-
ronas que la forman [Hooper, 1997]. Sin embargo, experimentos recientes han revelado la
existencia de unas estructuras temporales caracter´ısticas en la actividad spiking, tambie´n
conocida como dina´mica u onda ra´pida, de las neuronas del CPG pilo´rico de la langos-
ta [Szu¨cs et al., 2003]. Estas estructuras se conocen como firmas neuronales individuales, ya
que son espec´ıficas de cada ce´lula y permiten identificarlas de forma u´nica cada vez que dis-
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paran. Tambie´n se ha demostrado que la dina´mica ra´pida (estructura interna de las ra´fagas
de potenciales de accio´n) puede determinar la respuesta motora de los mu´sculos en determi-
nadas circunstancias [Hooper and Weaver, 2000, Brezina et al., 2000, Morris et al., 2000].
Estos u´ltimos descubrimientos sugieren que la estructura temporal de los potenciales de
accio´n en cada ra´faga podr´ıa ser ma´s importante de lo que se ha pensado hasta el momento.
Las corrientes io´nicas de las neuronas del CPG pilo´rico son espec´ıficas de cada neurona
(D.K. Hartline y K. Graubard: Cellular and synaptic properties in the crustacean stomato-
gastric nervous system [Harris-Warrick et al., 1992]). Estudia´ndolas en detalle, se pueden
identificar de forma un´ıvoca. Esto sugiere que en el comportamiento neuronal existe cierta
propiedad, caracter´ıstica de cada neurona, que indica cua´l es su modo de funcionamiento
en un instante dado. Esta propiedad podr´ıa ser la firma individual. Biolo´gicamente hablan-
do, existen muchas preguntas relativas a ellas que au´n no tienen respuesta. Se sabe que
existen, pero no si tienen algu´n significado funcional para el sistema. Se desconoce cua´l es
su origen. Tampoco se sabe cua´les son los mecanismos que hacen que aparezcan diferencias
en la firma de una misma neurona en distintos instantes de tiempo. Como se ha dicho
anteriormente, algunos mu´sculos pueden adaptar su nivel de contraccio´n a la estructura
temporal de las ra´fagas de potenciales de accio´n que reciben de las motoneuronas que los
controlan [Hooper and Weaver, 2000, Brezina et al., 2000, Morris et al., 2000]. Sin embar-
go, no esta´ claro si las firmas neuronales pueden formar parte de los mensajes de control que
reciben los mu´sculos. Tambie´n se desconoce si las neuronas con comportamiento spiking-
bursting presentan mecanismos que les permitan codificar informacio´n en la estructura
temporal de los spikes enviados a otras neuronas, tal y como ocurre en otros sistemas con
actividad spiking [Chacron et al., 2001].
Si las firmas neuronales son un mecanismo de codificacio´n temporal de informacio´n,
pueden tener importantes implicaciones en el origen de los ritmos, en su ra´pida respues-
ta a la actividad modulatoria y en las diferentes respuestas de los mu´sculos ante ritmos
aparentemente similares. Pero adema´s, de ser factible esta codificacio´n, tambie´n puede
plantearse su uso en el disen˜o de nuevos algoritmos de redes neuronales artificiales y al-
goritmos de aprendizaje. Sin embargo, antes de usarlas en este tipo de sistemas, hay que
comprender su significado en los circuitos biolo´gicos. E´ste es el objetivo de nuestro estu-
dio. Utilizando distintos modelos de CPG y de neurona individual, vamos a intentar dar
respuesta (respuestas que debera´n validarse posteriormente en el laboratorio) a algunas de
las preguntas referentes a las firmas neuronales. Aqu´ı nos vamos a centrar en las siguientes
preguntas:
¿Cua´l es el origen de las firmas neuronales individuales?
¿Que´ influencia tienen, tanto intr´ıseca como extr´ınsecamente, en el comportamiento
de los sistemas en los que aparecen?
4.2. Firmas neuronales individuales
Un intervalo entre spikes, conocido como ISI (del ingle´s InterSpike Interval), es el in-
tervalo de tiempo que transcurre desde que una neurona genera un potencial de accio´n
hasta que produce el siguiente. Utilizando preparaciones in vitro, se ha descubierto que,
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Figura 4.1: Panel izquierdo: Superposicio´n de diez ra´fagas consecutivas de la neurona LP en una preparacio´n
in vitro. Se ha hecho coincidir el primer potencial de accio´n de cada una de ellas para comprobar la precisio´n
de su distribucio´n temporal en diferentes bursts. La estructura temporal de los spikes es la misma (o muy
similar) en bursts diferentes. Panel derecho: Distribuciones temporales de los potenciales de accio´n (firmas)
de tres neuronas del CPG pilo´rico representadas como mapas de retorno de ISIs. Los superiores pertenecen a
la neurona PD, los centrales a la LP y los inferiores a la VD. Visualmente se puede distinguir las similitudes
de las firmas de una misma neurona y las diferencias en las de neuronas distintas. Datos registrados por
Attila Szu¨cs, INLS, San Diego [Szu¨cs et al., 2003].
simulta´neamente a la generacio´n del ritmo trifa´sico, los ISIs de las neuronas del CPG pilo´ri-
co de la langosta presentan una distribucio´n temporal caracter´ıstica [Szu¨cs et al., 2003].
De ah´ı que estas distribuciones temporales reciban el nombre de firmas neuronales. Cada
neurona tiene su propia firma, fa´cilmente reproducible y reconocible en diferentes prepara-
ciones, tal y como muestra la Figura 4.1.
Existen muchas formas de representar gra´ficamente la firma de una neurona. Dependien-
do de cada caso, aqu´ı vamos a usar dos de las ma´s utilizadas, los histogramas [Parzen, 1962,
Sanderson and Kobler, 1976] y los mapas de retorno de ISIs [Dekhuijzen and Bagust, 1996,
Segundo et al., 1998, Kepecs and Lisman, 2003, Izhikevich et al., 2003, Szu¨cs et al., 2003].
Los histogramas dividen el eje X en intervalos de tiempo discretos, representando en el
eje Y el porcentaje de ISIs cuya duracio´n esta´ dentro de cada uno de ellos. Este tipo de
representacio´n muestra la distribucio´n de probabilidad de los ISIs. Esto permite medir la
regularidad o dispersio´n de los potenciales de accio´n en funcio´n de la concentracio´n en cada
regio´n. Por su parte, en los mapas de retorno de ISIs se muestra el ISIn frente al ISIn+1 (las
firmas de la Figura 4.1 esta´n representadas con mapas de retorno de ISIs). Esto permite
visualizar la forma en que se generan los potenciales de accio´n en cada ra´faga.
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4.3. Origen de las firmas neuronales
La primera pregunta que nos planteamos con respecto a las firmas neuronales es saber
cua´l es su origen. Se ha descubierto su existencia, pero se desconocen los mecanismos que
hacen que aparezcan. Dos de los factores que ma´s influyen en el comportamiento de una red
neuronal son la arquitectura de sus conexiones y la dina´mica individual de las neuronas que
la forman. Por este motivo, vamos a estudiar la dependencia de las firmas neuronales con
ambos. Se van a construir dos modelos de CPG pilo´rico inspirados en el circuito real, en los
que el comportamiento de las ce´lulas que los forman se va a definir usando distintos modelos.
Todos los modelos neuronales utilizados tienen en comu´n un comportamiento dina´mico muy
rico y variado. Parte de este estudio se ha publicado en [Latorre et al., 2002].
4.3.1. Modelos de neurona y de red
Modelos neuronales individuales
Para modelar el comportamiento de las neuronas del CPG pilo´rico de forma re-
alista, se debe utilizar modelos neuronales que presenten un comportamiento spiking-
bursting parecido al de las neuronas del circuito real. Para comprobar la generali-
dad de los resultados obtenidos y para determinar la dependencia de las firmas de
la dina´mica individual de cada neurona, hemos utilizado tres modelos diferentes: el
de Komendantov-Kononenko (KK) [Komendantov and Kononenko, 1996], una modifi-
cacio´n del de Hindmarsh-Rose (HR) [Hindmarsh and Rose, 1984, Selverston et al., 2000,
Pinto et al., 2000, Szu¨cs et al., 2000] y el de Huerta et al. [Huerta et al., 2000]. Las ecua-
ciones que describen la dina´mica de cada uno de ellos se muestran en el Ape´ndice A.
Los modelos de Komendantov-Kononenko y de Hindmarsh-Rose tienen una dina´mica
individual muy rica, lo que les permite mostrar una gran variedad de comportamientos.
Ambos pueden generar una actividad muy similar a la de las neuronas del CPG pilo´rico
cuando esta´n aisladas [Elson et al., 1998, Varona et al., 2001]. Aunque el modelo de Huerta
et al. tambie´n puede generar este tipo de actividad, e´sta no ha sido la razo´n por la que
hemos decidido utilizarlo. Este modelo presenta dos caracter´ısticas interesantes para nuestro
estudio (al menos en el tipo de comportamiento usado en las simulaciones): la precisio´n y
la regularidad. La´s ra´fagas que genera son muy precisas y la dispersio´n de los potenciales
de accio´n dentro de ellas es muy pequen˜a. Esto significa que el instante en el que se van a
producir ambos es muy predecible. El uso de este modelo va a permitir estudiar si neuronas
que de forma individual tienen un comportamiento muy similar y preciso, son capaces de
generar una firma identificativa diferente cuando se unen para formar un CPG.
Los tres modelos pueden presentar diversos tipos de comportamiento en funcio´n de los
valores elegidos para sus constantes (ver Ape´ndice A). Aqu´ı so´lo se va utilizar algunos de
ellos. Con las neuronas KK, los comportamientos spiking-bursting regular, spiking-bursting
cao´tico y spiking cao´tico. Con HR, el spiking-bursting regular y el spiking-bursting cao´tico.
Y con Huerta et al. so´lo se usara´ el comportamiento spiking-bursting regular por las razones
expuestas en el pa´rrafo anterior. En la Figura 4.2 se muestra un serie temporal y la firma
neuronal de una neurona aislada con cada uno de los comportamientos indicados.
4.3. ORIGEN DE LAS FIRMAS NEURONALES 23
Neurona KK: spiking (E) Neurona Huerta et al.: regular (F)
20 sgNeurona KK: regular



































































Figura 4.2: Fragmento de simulaciones, con neuronas KK, HR y Huerta et al., con los distintos tipos de
comportamiento que se van a utilizar para modelar las neuronas del CPG pilo´rico. Las unidades son sg y
mV para KK y Huerta et al., y esta´n dimensionadas para HR. Las firmas de neuronas aisladas con estos
comportamientos se muestran como mapas de retorno de ISIs junto con la serie temporal. El taman˜o de
los ejes de estos mapas es 14 sg para KK, 160 unidades arbitrarias (u.a.) para HR y 700 msg para Huerta
et al. El cuadro que se muestra dentro de cada firma muestra en detalle la regio´n ma´s cercana al origen de
los ejes en el mapa de retorno. E´sta es la zona que, ma´s adelante, se comparara´ con la equivalente en las
firmas de las neuronas de los modelos de CPG. En este caso, el taman˜o de los ejes es de 4 sg, 50 u.a. y 40
msg para las neuronas KK, HR y Huerta et al. respectivamente. Los para´metros utilizados para obtener
estos datos son los que se muestran en la tabla 4.3 del Ape´ndice A.
Modelos de red del CPG pilo´rico
El CPG pilo´rico esta´ formado por 14 neuronas: una AB (anterior buster), dos PDs
(pyloric dilator), una LP (lateral pyloric), una IC (inferior cardiac), una VD (ventricular
dilator) y ocho PYs (pylorics). Para hacer el ana´lisis ma´s sencillo, en nuestros modelos de
red el circuito se va a simplificar (Figura 4.3). En ellos so´lo se van a incluir las neuronas
significativas para el estudio de las firmas. Para representar las ocho neuronas PYs se va a
utilizar una u´nica ce´lula, ya que todas ellas esta´n acopladas ele´ctricamente. Adema´s, se ha
omitido la accio´n de las neuronas IC y VD, ya que no inervan los mu´sculos del p´ıloro y no
forman parte del ritmo trifa´sico caracter´ıstico del CPG pilo´rico. De esta forma, nuestros
circuitos estan formados por cinco ce´lulas: una AB, dos PDs, una LP y una PY.
Los dos circuitos de la Figura 4.3 esta´n formados por dos subcircuitos. El primero es el
grupo marcapasos, formado por la neurona AB y las dos neuronas PD. El resto de ce´lulas
del CPG van a seguir a las de este grupo para generar el ritmo. El segundo subcircuito es
el encargado de producir el ritmo trifa´sico caracter´ıstico del CPG pilo´rico (ver cap´ıtulo 3).
El grupo marcapasos forma parte de esta red como una u´nica neurona, ya que las tres
neuronas que lo forman esta´n acopladas ele´ctricamente (ver ma´s abajo). A la neurona u´nica
que representa al grupo marcapasos en este subcircuito la llamaremos neurona AB/PD.
En la subred AB-PD1-PD2 todas las neuronas esta´n interconectadas mediante conexiones
ele´ctricas sime´tricas [Elson et al., 1998, Varona et al., 2001]. Como consecuencia de estas
conexiones, todas ellas esta´n acopladas ele´ctricamente y su actividad esta´ sincronizada. Por
su parte, en la red AB/PD-LP-PY so´lo hay conectividad qu´ımica.












Figura 4.3: Circuitos utilizados para modelar el CPG pilo´rico. Las resistencias representan conexiones
ele´ctricas, las l´ıneas de puntos conexiones qu´ımicas lentas y las so´lidas conexiones qu´ımicas graduales
ra´pidas. Los dos circuitos esta´n formados por dos subcircuitos: el grupo marcapasos (AB-PD1-PD2) y el
formado por el grupo marcapasos como una neurona u´nica y las neuronas LP y PY. En el texto, el circuito
(a) se va a denominar circuito reducido y el (b) circuito completo.
Para validar que los circuitos se comportan correctamente en las simulaciones, hay que
comprobar que todas las neuronas de la red AB-PD1-PD2 esta´n sincronizadas y que las de
la red AB/PD-LP-PY generan un ritmo trifa´sico va´lido: primero dispara la neurona AB
(que utilizaremos como representante del grupo marcapasos), despue´s la neurona LP y por
u´ltimo la neurona PY, volvie´ndose a repetir el ciclo.
La diferencia entre las dos topolog´ıas de red de la Figura 4.3 es la forma en la que se
conectan las dos subredes que las forman. En el caso del circuito de la Figura 4.3a existe
un u´nico punto de unio´n, la neurona AB. E´sta env´ıa y recibe sen˜ales de las dos subredes.
Aunque en el CPG biolo´gico no se da alguna de estas conexiones, esta simplificacio´n se suele
utilizar frecuentemente como consecuencia de la sincronizacio´n de las neuronas AB y PDs.
Por su parte, el circuito de la Figura 4.3b es un circuito ma´s realista. En este caso, (i) las
neuronas PD son la componente presina´ptica de las conexiones qu´ımicas lentas entre el
grupo marcapasos y las neuronas de la red AB/PD-LP-PY [Selverston and Moulins, 1987,
Golowasch et al., 1999] y (ii) la neurona LP esta´ conectada a las dos neuronas PD mediante
conexiones qu´ımicas ra´pidas. Al primer circuito le denominaremos circuito reducido y al
segundo circuito completo.
Para realizar nuestro estudio simularemos los dos modelos de red de la Figura 4.3 con los
tres modelos neuronales presentados en la seccio´n anterior. Adema´s, tambie´n utilizaremos
versiones dan˜adas de ambos circuitos en las que eliminaremos las conexiones qu´ımicas
lentas. De esta forma, podremos analizar la influencia (i) del modelo de comportamiento
de las neuronas individuales y (ii) de la arquitectura de la red en la firma de cada una de
las neuronas del CPG.
Modelos de sinapsis
Dado que en el CPG pilo´rico existen diferentes tipos de conexiones entre neuronas,
hemos utilizado distintos modelos de sinapsis para determinar la corriente sina´ptica total
que recibe una neurona en un instante dado (Isyn). En los dos circuitos de la Figura 4.3,
existen conexiones ele´ctricas y conexiones qu´ımicas. A su vez, estas u´ltimas pueden ser
conexiones ra´pidas o lentas. Por ello, en los modelos, la corriente sina´ptica tendra´ una
componente debida a cada uno de los tres posibles tipos de conexio´n, respectivamente, Ielec,
Ifast e Islow. Las ecuaciones que describen estas conexiones se muestran en el Ape´ndice B.
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4.3.2. Comportamiento de las neuronas individuales
Los fisio´logos han detectado que la neurona AB siempre muestra un comportamiento
regular, incluso cuando esta´ aislada del resto de neuronas. Por el contrario, las observa-
ciones experimentales muestran que las dema´s neuronas del CPG pilo´rico aisladamente son
irregulares. Su comportamiento lo regulariza la actividad conjunta de la red para producir
el ritmo. Para que los modelos sean realistas, las neuronas que los forman aisladamente
tambie´n deben cumplir estas propiedades. Teniendo esto en cuenta, en las simulaciones con
neuronas KK y HR se van a ajustar los para´metros de los modelos de tal forma que todas
las ce´lulas aisladamente van a tener una actividad no regular, a excepcio´n de la neurona AB
que la va a tener regular. Con el modelo KK se va utilizar (i) un comportamiento spiking
para la neurona PY y una de las neuronas PD y (ii) uno spiking-bursting cao´tico para
la otra neurona PD y la neurona LP. Por su parte, con el modelo HR en todas las ce´lu-
las, menos en la neurona AB, hemos usado un comportamiento spiking-bursting cao´tico.
Adema´s, en ambos casos, en la neurona AB se utilizan para´metros que hacen que tenga
una actividad regular. Estas restricciones no se tienen en cuenta con el modelo de Huerta
et al. porque, como se ha comentado anteriormente, el objetivo de utilizar este modelo es
determinar co´mo afecta la conectividad de la red a la firma de neuronas que aisladamente
presentan el mismo comportamiento individual. En este caso todas las neuronas van a tener
un comportamiento regular. La Figura 4.2 muestra fragmentos de series temporales con los
comportamientos indicados para cada modelo. Las para´metros para conseguir este tipo de
actividad se muestran en el Ape´ndice A.
4.3.3. Resultados
En todas las simulaciones presentadas, los circuitos de la Figura 4.3 se comportan de
forma regular aunque sus neuronas no tengan este comportamiento cuando esta´n aisladas.
En este contexto, esto quiere decir que el taman˜o de las ra´fagas generadas por las ce´lulas
que forman los circuitos es constante. Al establecer las conexiones entre ellas, los modelos
de red producen un ritmo trifa´sico con la misma relacio´n de fase entre la actividad de sus
neuronas (Figura 4.4) que la dada en el ritmo generado por el CPG biolo´gico. Al igual que
en este u´ltimo, las ra´fagas y los potenciales de accio´n son muy precisos (Tabla 4.1). Esto
ocurre con independencia de la topolog´ıa de la red y del modelo de neurona utilizado.
La Figura 4.5 muestra las firmas de las neuronas de los circuitos de la Figura 4.3 en
las simulaciones realizadas. Aqu´ı estamos interesados en el estudio de la regularidad de
la distribucio´n de los potenciales de accio´n dentro de una misma ra´faga y no en ra´fagas
consecutivas. Por este motivo, en la figura se han omitido las regiones que representan estos
eventos en los mapas de retorno de ISIs. En ellos so´lo se muestra la zona ma´s pro´xima al
origen de los ejes. Si se comparan los mapas de retorno de la Figura 4.5 con los equivalentes
de la Figura 4.2, se ve que al establecer las conexiones la firma de cada neurona individual
cambia (notar la diferencia en el taman˜o de los ejes). Esto indica que en los circuitos hay
algu´n mecanismo que hace que var´ıe la distribucio´n temporal de los potenciales de accio´n
en la ra´fagas. Adema´s, las nuevas firmas son espec´ıficas de cada neurona. Si se compara
la de las cinco ce´lulas de cada simulacio´n se puede ver que, en general, hay diferencias
entre ellas que permiten distinguirlas de forma u´nica. Se puede decir que al establecer las
conexiones, las neuronas de los modelos presentan un firma identificativa caracter´ıstica.
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(K) Circuito completo dañado (HR)
(H) Circuito completo no dañado (HR)
(E) Circuito reducido dañado (HR)
(B) Circuito reducido no dañado (KK)
(L) Circuito completo dañado (Huerta)
(F) Circuito reducido dañado (Huerta)
(C) Circuito reducido no dañado (Huerta)
(I) Circuito completo no dañado (Huerta)(G) Circuito completo no dañado (KK)
(D) Circuito reducido dañado (KK)
(A) Circuito reducido no dañado (KK)
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Figura 4.4: Series temporales con la evolucio´n del potencial de membrana de las neuronas de las redes de
la Figura 4.3 con los tres modelos neuronales usados en el estudio. En la figura se puede ver que, aunque
hay diferencias entre los ritmos generados, todos ellos son ritmos trifa´sicos va´lidos que podr´ıan controlar
correctamente los movimientos del p´ıloro. Las unidades son sg para KK, unidades arbitrarias para HR y
msg para Huerta et al.
Los resultados que se presentan en las Figuras 4.4 y 4.5 y la Tabla 4.1, indican que los
modelos se comportan de forma coherente con el CPG biolo´gico. Por un lado, generan un
ritmo (onda lenta) muy preciso que podr´ıa controlar correctamente los movimientos del
p´ıloro. Por otro, simulta´neamente, las sen˜ales producidas por sus neuronas presentan una
firma caracter´ıstica. De esta forma, analizando los resultados de las simulaciones podremos
encontrar alguna hipo´tesis sobre el origen de las firmas neuronales.
Para estudiar cua´les pueden ser los mecanismos que hacen que aparezcan diferencias
en la distribucio´n temporal de los potenciales de accio´n de cada ce´lula del CPG, vamos a
comenzar analizando las simulaciones con el modelo de Huerta et al. En ellas, individual-
mente la distribucio´n temporal de los spikes es exactamente la misma en todas las neuronas.
Sin embargo, al establecer las conexiones entre ellas, a pesar de la regularidad y precisio´n
del modelo, aparecen pequen˜as variaciones. Estas variaciones hacen que, en una misma
simulacio´n, la firma de cada ce´lula se diferencie ligeramente de las del resto (panel inferior
de la Figura 4.5). Representadas como mapas de retorno de ISIs, las nuevas firmas tienen
forma de cabeza de flecha en el interior del burst. Sin embargo, la forma de estas estructuras
y los puntos que las definen son distintos. Con este modelo neuronal, es importante destacar
la similitud de los mapas de retorno de una misma neurona en simulaciones diferentes. Por
ejemplo, comparar los de la neurona LP en todos los casos. Parece que con el modelo de
Huerta et al., la distribucio´n temporal de los potenciales de accio´n no so´lo es caracter´ıstica
de cada neurona en una misma simulacio´n, sino que, en simulaciones diferentes, tambie´n
lo es de cada ce´lula individual. Esto indica que, en este caso, las estructuras temporales
que hasta el momento hemos denominado firmas, realmente se comportan como tal. Que
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Figura 4.5: Firma de todas las neuronas en las topolog´ıas consideradas en este estudio. En los mapas de
retorno de ISIs so´lo se han representado los que pertenecen a spikes de una misma ra´faga. Las unidades
son sg para KK, unidades arbitrarias para HR y msg para Huerta et al.
aparezcan firmas en las simulaciones con el modelo de Huerta et al. sugiere una depen-
dencia de e´stas con la topolog´ıa de la red, ya que es el u´nico factor que se ha cambiado
de unas a otras. Las simulaciones con neuronas KK y HR tambie´n parecen soportar esta
hipo´tesis. En ellas, la presencia de conexiones qu´ımicas lentas hace que los potenciales de
accio´n dentro de cada ra´faga sean ma´s precisos que los de los circuitos dan˜ados (paneles
superior y medio de la Figura 4.5). Por ejemplo, el circuito dan˜ado de la topolog´ıa reducida
con neuronas KK es un caso extremo, en el que las neuronas del grupo marcapasos pierden
la regularidad de sus ISIs. Esto indica que, en nuestros modelos, las conexiones redundantes
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Tabla 4.1: Frecuencia media de la onda lenta generada por las neuronas de los circuitos de la Figura 4.3 en
los casos presentados. Las unidades son Hz para KK y Huerta et al. y unidades arbitrarias para HR. Con
el mismo modelo neuronal la frecuencia del ritmo es la misma o la diferencia es tan pequen˜a que puede
considerarse la misma. El error de esta media en KK, HR y Huerta et al. es del orden de 10−4, 10−5 y
10−8 respectivamente. Esto indica la precisio´n de la onda lenta en los ritmos.
del circuito influyen en las firmas de sus ce´lulas. Otro hecho interesante que parece reflejar
esta dependencia, se da en las neuronas LP y PY. En general, estas dos ce´lulas presentan
firmas muy similares y precisas. Se debe tener en cuenta que, en los modelos, e´stas son las
u´nicas neuronas que al menos reciben una doble inhibicio´n en todos los circuitos (ma´s de
cuatro en los circuitos ma´s realistas).
Sin embargo, en las simulaciones, no so´lo la arquitectura de las conexiones influye en
la distribucio´n temporal de los ISIs. Si esto fuera as´ı, la firma de una misma neurona en
simulaciones equivalentes con modelos distintos deber´ıa ser igual o muy similar. Pero esto
no es cierto. Fija´ndonos en la precisio´n de los mapas de retorno de ISIs, las firmas de las
neuronas KK y Huerta et al. son ma´s precisas que las de las HR. Atendiendo a su forma,
tambie´n hay diferencias en las firmas de las neuronas de cada modelo. En general, con KK
tienen forma de cola de cometa, con HR son globulares y con Huerta et al. en forma de
cabeza de flecha. Adema´s, de depender u´nicamente de la conectividad, con el modelo de
Huerta et al. la firma de una misma neurona deber´ıa ser distinta en circuitos diferentes, cosa
que ya hemos visto que no ocurre. Por u´ltimo, en las simulaciones con los circuitos dan˜ados,
donde hay una menor influencia de la conectividad, con el modelo KK las dos neuronas
PD tienen firmas diferentes. Sin embargo, con los otros dos modelos estas firmas son muy
similares. Esto se puede deber a que con KK las dos neuronas tienen comportamientos
individuales distintos, cosa que no se da con HR y Huerta et al. Todos estos datos parecen
indicar que en los modelos existe una influencia de la dina´mica indiviual de las neuronas
en su firma. Esta dependencia se manifiesta ma´s claramente cuando la influencia de la
conectividad es menor.
Los resultados presentados sugieren que la aparicio´n de diferentes patrones temporales
en los ISIs de las neuronas del CPG, puede deberse a la estructura de las conexiones entre
ellas y a la dina´mica individual que muestran en un instante dado (ver discusio´n).
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4.4. Efecto de la firma en el comportamiento del CPG
Hasta el momento, hemos estudiado cua´l puede ser el origen de las firmas neuronales sin
prestar atencio´n a si pueden o no tener algu´n significado para el CPG y los sistemas con los
que interactu´a. Nos hemos limitado a modificar alguno de los factores que determinan el
comportamiento del CPG para comprobar si la firma de sus neuronas var´ıa. Sin embargo,
observando las simulaciones utilizadas para hacer esto (ver Figura 4.4), podemos encontrar
modificaciones en la fase de los ritmos generados. Teniendo en cuenta que la frecuencia de
la onda lenta es la misma (Tabla 4.1), esto nos hace pensar que, adema´s de la informacio´n
codificada en e´sta, puede haber otro tipo de informacio´n adicional que las neuronas del
CPG se mandan unas a otras para coordinarse en la generacio´n del ritmo. Esta u´ltima
puede codificarse utilizando las firmas neuronales, lo que nos plantea hacer un estudio ma´s
detallado de cua´l puede ser su influencia en el comportamiento del sistema.
En este estudio se va a intentar comprobar si la dina´mica ra´pida no so´lo influye
en la respuesta motora de los mu´sculos [Hooper and Weaver, 2000, Brezina et al., 2000,
Morris et al., 2000], sino que tambie´n puede hacerlo en las caracter´ısticas de los ritmos
generados. Para ello se ha modelado el CPG con diversas topolog´ıas y modelos neuronales
individuales, lo que va a permitir generar distintas distribuciones temporales de spikes. De
esta forma podemos estudiar las caracter´ısticas de los ritmos generados en cada una de las
simulaciones realizadas y analizar co´mo afectan los cambios en la estructura interna de las
ra´fagas al comportamiento general del sistema. Si como se pensaba hasta el momento la
dina´mica ra´pida no influye en la actividad global, el CPG deber´ıa generar siempre el mismo
ritmo (o muy similar) independientemente de la firma que presenten sus neuronas.
Para intentar dar respuesta a la pregunta que nos planteamos, vamos a realizar dos
tipos de ana´lisis. Por un lado, sabiendo que el modelo de CPG siempre debe producir un
ritmo trifa´sico coherente (ver cap´ıtulo 3), vamos a comprobar si la existencia de diferentes
firmas puede producir cambios en e´ste que, sin destruir la relacio´n trifa´sica, puedan ser
significativos para la actividad del sistema [Rodr´ıguez et al., 2002]. Por otro lado, vamos a
estudiar el efecto que tiene la actividad spiking de las neuronas de la red, o lo que es lo
mismo, su firma, en la correcta generacio´n del ritmo [Latorre et al., 2004a].
4.4.1. Efecto de las firmas en el ritmo generado por el CPG
Los CPGs generan ritmos diferentes en funcio´n de los est´ımulos que reciben. Por ejem-
plo, el ritmo trifa´sico del CPG pilo´rico puede sufrir variaciones ma´s o menos significativas
en funcio´n de la temperatura o la textura de la comida. Despue´s de construir modelos para
el estudio del origen de las firmas neuronales, nos preguntamos si el sistema nervioso de la
langosta podr´ıa inducir estos cambios en el ritmo mediante mensajes de control codificados
en la firma de alguna de las neuronas del circuito. El objetivo es comprobar si las carac-
ter´ısticas del ritmo cambian cuando var´ıa la firma de las neuronas y, en caso de ser as´ı, si
los cambios pueden ser significativos para el propio CPG y/o para los sistemas con los que
interactu´a. Para medir cuantitativamente las caracter´ısticas de los ritmos generados, se va
a definir una medida de informacio´n mu´tua entre la actividad de las neuronas del modelo.
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Modelos de neurona y de red
Para esta parte del ana´lisis se han utilizado: (i) los modelos de Komendantov-
Kononenko (KK) [Komendantov and Kononenko, 1996] y de Hindmarsh-Rose
(HR) [Hindmarsh and Rose, 1984, Selverston et al., 2000, Pinto et al., 2000,
Szu¨cs et al., 2000] (descritos anteriormente y de los que se pueden encontrar ma´s
detalles en el Ape´ndice A) y (ii) las topolog´ıas de red de la Figura 4.3 (tanto intactas como
dan˜adas). El uso de dos modelos de neurona diferentes va a permitir validar la generalidad
de nuestros resultados.
Medida de informacio´n neuronal
Las caracter´ısticas del ritmo generados por un CPG vienen dadas por la fase entre la
actividad de las neuronas que intervienen en e´l. Para caracterizar los ritmos generados por
los modelos se va a medir la correlacio´n entre la actividad de las neuronas que los pro-
ducen. Para ello se va a calcular el intercambio de informacio´n entre pares de neuronas con
el concepto de informacio´n mu´tua de Shannon [Shannon, 1948]. Con esta medida quere-
mos caracterizar la cantidad de informacio´n que llega a una neurona receptora (R) en los
est´ımulos que recibe de una neurona emisora (S). En su ca´lculo se utiliza el concepto de
entrop´ıa (H). La entrop´ıa de la actividad de una neurona mide la variabilidad de su activi-
dad. Si la de las neuronas R y S viene dada por los conjuntos de valores R = ri y S = si,
la informacio´n mu´tua [Cover and Thomas, 1991, Rieke et al., 1997] entre estas actividades
se calcula con:







donde P (ri, si), P (ri) y P (si) son, respectivamente, la probabilidad de que se de ri y si
simulta´neamente, la probabilidad de ri y la probabilidad de si. H(R) es la entrop´ıa de la
actividad de la neurona receptora y H(R|S) es la entrop´ıa condicionada de la actividad de












P (ri|si)log2P (ri|si) (4.3)
El valor ma´ximo de informacio´n mu´tua se obtiene cuando H(R) es ma´xima y H(R|S) es
cero. Cuando e´sta u´ltima es nula, la actividad de la neurona receptora esta´ completamente
correlacionada con la de la neurona emisora. Si, por el contrario, la neurona receptora y la
emisora son completamente independientes, entonces el intercambio de informacio´n entre
ellas es cero.
A la hora de calcular la medida de informacio´n, se va a asumir que toda
la informacio´n transmitida en la red esta´ contenida completamente en la evolu-
cio´n temporal del potencial de membrana de las neuronas. Existen evidencias ex-
perimentales que muestran que en las redes neuronales reales, el procesamien-
to de la informacio´n esta´ dirigido por la ocurrencia de ciertos eventos discretos,
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∆ t
EVENTO
0 1 0 0 1 0 0 1 0 00
Mapeo del potencial de membrana
a una secuencia temporal de bits
Palabra de longitud L = 5
Figura 4.6: Mecanismo utilizado para mapear las series temporales con los potenciales de membrana a
una secuencia temporal binaria. Este mapeo va a permitir el tratamiento discreto de la sen˜al neuronal.
Para calcular la informacio´n mu´tua, dividiremos las series temporales en N ventanas de taman˜o ∆t que
agruparemos en N - L + 1 palabras de taman˜o L.
tales como la generacio´n de un potencial de accio´n [Rieke et al., 1997] o una ra´fa-
ga [Selverston and Moulins, 1987, Harris-Warrick et al., 1992]. Por ello, al igual que en
muchos otros estudios [Strong et al., 1998, Eguia et al., 2000, Rodr´ıguez et al., 2001], para
calcular la medida de informacio´n mu´tua se va a discretizar la evolucio´n temporal del po-
tencial de membrana de las neuronas en N ventanas de tiempo de taman˜o ∆t. En el sistema
estomatoga´strico de la langosta la frecuencia de movimiento de los mu´sculos del esto´mago
y del p´ıloro esta´ asociada a la frecuencia de las ra´fagas de las motoneuronas que los con-
trolan [Selverston and Moulins, 1987, Harris-Warrick et al., 1992]. Por ello, la generacio´n
de una ra´faga va a ser el principal evento de informacio´n. Para indicar la ocurrencia o no
de un evento en una ventana de tiempo se van a utilizar valores binarios. Un 1 indicara´ que
se ha producido un burst y un 0 que no se ha producido. Para determinar esta ocurrencia,
se busca en las series temporales las regiones en las que se produce una hiperpolarizacio´n.
De esta forma, el potencial de membrana se mapea (Figura 4.6) a una secuencia discreta
de bits, {et, t = 1...N} donde et puede ser 0 o´ 1. Por u´ltimo, antes de calcular la medida de
informacio´n mu´tua, se van a definir ”palabras de actividad” de taman˜o L y tiempo t (wLt )
como fragmentos de la secuencia de bits dados por wLt = {et, et+1, ..., et+L}.
Para calcular la informacio´n mu´tua entre dos neuronas, se va a considerar que en
cualquier conexio´n una neurona es la neurona de salida (emisora) y la otra la de entrada
(receptora). Fijando los valores de ∆t y L, se pueden calcular las probabilidades necesarias
para medir la informacio´n mu´tua media (MIRS) en funcio´n de las palabras de actividad
wri y wsi (P (wri , wsi), P (wri) y P (wsi)). E´stas palabras vienen dadas por los conjuntos
WRL∆t = {wri} y WS
L
∆t = {wsi} con todas las palabras de la neurona de entrada y de





La cantidad ERS medira´ la eficiencia de la transmisio´n de informacio´n desde la neurona
emisora a la receptora. Su valor estara´ dimensionado y siempre estara´ en el rango 0 ≤
ERS ≤ 1. Dado que H(S) es la ma´xima cantidad de informacio´n que se puede transmitir,
cuando ERS valga 0 significara´ que toda la informacio´n enviada se pierde en el canal,
mientras que si vale 1 habra´ una sincronizacio´n perfecta entre las dos neuronas.
















Figura 4.7: Representacio´n gra´fica de la evolucio´n de DAB−LP−PY en funcio´n de los valores de EABLP y
ELPPY . Cuando la actividad de los dos pares de neuronas esta´ completamente sincronizada, consecuente-
mente lo esta´ el de las tres neuronas. En este caso el valor de la distancia es 0. Si por el contrario no hay
ninguna relacio´n entre ellas vale 1.
En el caso de un ritmo trifa´sico, se requiere comparar la actividad de tres pares de
neuronas simulta´neamente. Esto hace que las medidas de informacio´n definidas no sean
suficientes. Para medir la informacio´n en este caso, se va a definir un valor de informa-
cio´n normalizado, al que denominaremos distancia. Este valor mide la correlacio´n entre la
actividad de tres neuronas. Dos de ellas se consideran neuronas receptoras (R y R’). La
tercera sera´ la emisora de informacio´n (S). El intercambio de informacio´n entre R y R’ viene
dado por el de R y S y el de R’ y S. Cuando haya una sincronizacio´n perfecta entre las
tres neuronas, ERS = ER′S = 1. En este caso, la distancia debe valer 0. Si no hay ninguna
correlacio´n entre su actividad, ERS = ER′S = 0. En este segundo caso la distancia debe ser
1. Finalmente, se debe penalizar los casos en los que ERS sea distinto de ER′S, aunque el






(|ERS − ER′S|+ (1− ERS) + (1− E
′
RS)) (4.5)
y normalizada al nu´mero de diferentes taman˜os de ventana utilizados en el ana´lisis, va a
satisfacer estas restricciones. La Figura 4.7 muestra la distribucio´n de esta distancia en
funcio´n de los valores de transferencia de informacio´n entre las actividades de las neuronas
que se esta´n comparando.
En los modelos de CPG tenemos tres pares de neuronas cuyos valores de informacio´n
mu´tua son EABLP , ELPPY y EPY AB. Tambie´n hay tres distancias parciales entre pares de
conexiones DAB−LP−PY , DLP−PY−AB y DPY−AB−LP . Como medida global de la precisio´n




(DAB−LP−PY +DLP−PY−AB +DPY−AB−LP ) (4.6)
Si D = 1 todas las neuronas del circuito sera´n independientes. Si, por el contrario, D = 0
la actividad de todas ellas estara´n perfectamente sincronizada. Esta distancia va a permitir
medir la precisio´n de los ritmos trifa´sicos generados ya que correlaciona la actividad bursting
de las tres neuronas (palabras de actividad discretas) desplazada en ventana de tiempo
(informacio´n entre palabras).
Resultados
Adema´s de las simulaciones presentadas en la figura 4.4 hemos analizado un gran nu´mero
de simulaciones en las que se generaba un ritmo trifa´sico correcto. En todas ellas hemos
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Figura 4.8: Transmisio´n de informacio´n entre las neuronas AB-LP, LP-PY y PY-AB en las simulaciones
de la figura 4.4. La cantidad ERS se muestra en funcio´n del taman˜o de la ventana de tiempo ∆t. En todos
los casos el taman˜o de palabra es L = 10. Cada serie temporal analizada tiene 625 bursts en el caso de
neuronas KK y 750 en el de neuronas HR.
encontrado que el valor de la entrop´ıa normalizada y, consecuentemente, el de la distancia
D, dependen en gran medida de los valores de las conductancias sina´pticas. Fija´ndolas a
los valores utilizados para determinar el origen de las firmas (tablas 4.5, 4.4, 4.6, y 4.7), se
puede estudiar cua´les son las caracter´ısticas de los ritmos generados con distintas firmas en
las neuronas del CPG.
Una vez fijados los valores de las conductancias, se puede calcular el intercambio de
informacio´n entre los tres posibles pares de neuronas de los circuitos de la Figura 4.3, AB-
LP, LP-PY y PY-AB, en funcio´n de la ventana de tiempo ∆t. Las dos neuronas PD se han
omitido dada su sincronizacio´n con la neurona AB. En todos los casos estudiados se va a
usar el taman˜o de ventana o´ptimo L = 10 [Rodr´ıguez et al., 2001]. La Figura 4.8 muestra
el intercambio de informacio´n normalizada para cada conexio´n y el valor de la precisio´n de
cada ritmo. La precisio´n de los ritmos generados con los circuitos KK (paneles A, C, E y
G) y con los HR (paneles B, D, F y H) son muy similares.
En todos los casos en los que se simulan los circuitos de la Figura 4.3 con el mismo
modelo de neurona, se genera un patro´n r´ıtmico muy preciso y con la misma frecuencia
(Tabla 4.1). Esto, junto con que la secuencia de disparo es la misma, puede hacer pensar
que el ritmo trifa´sico generado en estos casos es el mismo. Sin embargo, si se calcula la
distancia D de cada uno de ellos se ve que la precisio´n de los ritmos es distinta. Estas
diferencias indican que, aunque se mantiene la relacio´n trifa´sica, la fase entre las neuronas
que lo generan cambia. Con el modelo KK la precisio´n del ritmo puede llegar a variar un
13%, mientras que con HR el cambio puede ser del 7%. Estos cambios de fase en la onda
lenta son lo suficientemente significativos para considerar que el ritmo ha cambiado. Si en
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Figura 4.9: Arquitectura utilizada para modelar el CPG pilo´rico de la langosta. Este circuito es ana´logo al
completo de la Figura 4.3. La figura muestra esquema´ticamente parte de la conectividad entre las neuronas
del CPG pilo´rico y los mu´sculos y las neuronas del CPG ga´strico [Selverston and Moulins, 1987].
el sistema biolo´gico ocurre algo parecido a lo que pasa en los modelos, un cambio de fase de
este orden de magnitud puede reflejarse, entre otras cosas, en la respuesta de los mu´sculos
que coordina el CPG. Curiosamente, al igual que ocurr´ıa con las firmas neuronales, los
ritmos generados en las simulaciones con los circuitos ma´s redundantes, los completos e
intactos, son los ma´s precisos. Esto nos sugiere que, en los modelos, puede haber una
relacio´n entre las firmas neuronales y el ritmo que genera el circuito.
Un caso interesante es el del circuito reducido sin conexiones lentas (el de menor redun-
dancia en la conectividad) con neuronas KK. Dependiendo de los para´metros utilizados,
en algunas de sus simulaciones (no mostradas aqu´ı), el CPG genera correctamente el rit-
mo trifa´sico durante cierto intervalo de tiempo. Transcurrido este intervalo (no siempre el
mismo) el ritmo trifa´sico se invierte, disparando, por este orden, el grupo marcapasos, la
neurona PY y la neurona LP. Dado que la onda lenta no cambia (Tabla 4.1), estas simula-
ciones sugieren que las firmas pueden ser mensajes de control que se env´ıan unas neuronas
a otras o que se reciben del exterior para modificar el comportamiento global ante cierto
evento (ver discusio´n).
4.4.2. Importancia de la firma en la correcta generacio´n de ritmos
En esta seccio´n se va a estudiar cua´l es el efecto de que las neuronas de un modelo
de CPG pilo´rico presenten distintas distribuciones de potenciales de accio´n en las ra´fa-
gas que generan. El objetivo es determinar la importancia de los spikes para el correcto
funcionamiento del sistema. Para caracterizar la dina´mica ra´pida de cada neurona se va a
utilizar su firma neuronal. E´sta se va a modificar de una simulacio´n a otra. De esta forma,
podremos discutir la habilidad del CPG de generar ritmos trifa´sicos con diferentes firmas.
Los resultados de este estudio se han publicado en [Latorre et al., 2004a].
Modelos de redes y de neuronas
Para modelar el CPG pilo´rico se va a utilizar el circuito completo de la Figura 4.3
(tambie´n mostrado en la Figura 4.9 an˜adiendo algunos de los componentes externos
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con los que interactu´a el CPG biolo´gico). Se van a hacer simulaciones tanto con el
circuito intacto con todas las conexiones, como con el dan˜ado sin las conexiones qu´ımicas
lentas. Las ecuaciones que describen las sinapsis y los para´metros de las mismas, son
los utilizados en el estudio del origen de las firmas neuronales (ecuaciones 4.32, 4.34,
4.33 y 4.35 y tablas 4.5, 4.6 y 4.7). Por su parte, para describir el comportamiento
individual de las neuronas de estos circuitos, vamos a utilizar de nuevo los modelos de
Komendantov-Kononenko (KK) [Komendantov and Kononenko, 1996] y de Hindmarsh-
Rose (HR) [Hindmarsh and Rose, 1984, Selverston et al., 2000, Pinto et al., 2000,
Szu¨cs et al., 2000]. Las descripciones de los modelos y los para´metros usados en las
simulaciones se encuentran en el Ape´ndice A.
Dina´micas libres y forzadas
En algunas simulaciones (simulaciones forzadas) se va a variar la firma de alguna de las
neuronas del modelo para estudiar como afecta este cambio al comportamiento colectivo del
circuito. Esta variacio´n se va a hacer modificando la distribucio´n temporal de los potenciales
de accio´n dentro de las ra´fagas. La neurona LP es la mejor candidata para modificar su
firma y realizar el estudio, ya que tiene completa conectividad con el resto del sistema.
Adema´s, es la u´nica neurona, de las incluidas en nuestros modelos, que no pertenece al grupo
marcapasos (neuronas AB y PDs) y que en el CPG real esta´ conectada simulta´neamente a
los mu´sculos y al CPG ga´strico (ver Figura 4.9).
Las simulaciones libres son simulaciones en las que el comportamiento de todas las
neuronas del circuito viene dado en todo momento por las ecuaciones diferenciales del
modelo. Hasta el momento, todas las simulaciones presentadas han sido simulaciones libres.
Por su parte, llamaremos simulaciones forzadas de la neurona LP, a aquellas en las que en
esta neurona se modifica la dina´mica ra´pida definida por el modelo diferencial. En ellas se
usan los mismos para´metros que en las simulaciones libres para definir el comportamiento
individual de cada neurona y las conexiones que se establecen entre ellas. La onda lenta
sigue la dina´mica libre dada por las ecuaciones del modelo. Sin embargo, en el momento
en el que se detecta el primer potencial de accio´n de una ra´faga, dejan de utilizarse las
ecuaciones diferenciales para determinar la evolucio´n temporal del modelo y en su lugar se
genera una ra´faga modificada con el mecanismo que se describe a continuacio´n. En todos los
casos se mantiene el nu´mero de potenciales de accio´n y el taman˜o de la ra´faga con respecto
a la que se generar´ıa con la dina´mica libre. De esta forma, se modifica la firma de la neurona
LP pero se mantiene el resto de caracter´ısticas de la sen˜al. Esto nos permitira´ determinar
el papel de la firma en la generacio´n del ritmo en los modelos, ya es el u´nico factor que ha
cambiado con respecto a la simulacio´n libre.
Las ra´fagas modificadas se van a generar de forma que tengan una firma neuronal dada
por una de las siguientes distribuciones de probabilidad de ISIs:
Distribucio´n de probabilidad de los potenciales de accio´n de la neurona LP en los
circuitos intactos y dan˜ados. Se representan con histogramas de ISIs, ISIH (primera
fila de la Figura 4.10). Los datos se obtienen de las simulaciones libres.
Distribucio´n de probabilidad del intervalo al primer spike de la ra´faga de los poten-
ciales de accio´n generados por la neurona LP en los circuitos intactos y dan˜ados.
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bursts uniforme bursts bimodal A bursts bimodal B
Figura 4.10: Distribuciones de probabiliad utilizadas en las simulaciones forzadas de la neurona LP. Esta´n
agrupadas por modelo de neurona (KK y HR) y circuito (intacto y dan˜ado). Fila superior: Histograma de
ISIs (ISIH) de la neurona LP obtenidos de las simulaciones libres. Paneles centrales: Histogramas con la
distancia al primer spike (I2FSH) para tres spikes en las dina´micas libres. Panel inferior: Bursts uniformes
y bimodales generados artificialmente. Las unidades son sg para KK y esta´n dimensionadas para HR.
Habra´ una distribucio´n por cada spike de los bursts. Recogen la distribucio´n de las
distancias de un potencial de accio´n dado al primero de la ra´faga en la que aparecen.
Se representan con histogramas de intervalos al primer spike, I2FSH. Como ejemplo,
se muestra la distribucio´n de un spike al comienzo, a la mitad y al final de la ra´faga
(segunda, tercera y cuarta fila de la Figura 4.10). Una caracter´ıstica interesante de
estas distribuciones es el aumento de la dispersio´n en las distribuciones al final de la
ra´faga. Los datos se obtienen de las simulaciones libres.
Distribuciones de probabilidad uniformes y bimodales de ISIs generadas de forma
artificial (fila inferior de la Figura 4.10).
En los dos primeros casos, antes de realizar la simulacio´n forzada se debe registrar la
actividad de la neurona LP en una gran cantidad de simulaciones libres para calcular la
distribucio´n de probabilidad de ISIs correspondiente.
Para modificar fuera de la dina´mica definida por las ecuaciones del modelo la firma de
una neurona, el primer paso es generar todo el bursts que se va a cambiar. De esta manera se
conoce el taman˜o y el nu´mero de potenciales de accio´n que debe tener la ra´faga modificada.
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Uniforme Bimodal A Bimodal B ISIH int. ISIH dan˜. I2FSH int. I2FSH dan˜.
KK intacto no no no 0.4112 0.4303 0.3902 0.4054
KK dan˜ado no no no no no 0.4183 0.4201
HR intacto no no no 0.4527 no 0.4192 0.4258
HR dan˜ado no no no 0.4533 0.4782 0.4284 0.4421
Tabla 4.2: Capacidad de los distintos circuitos utilizados en este estudio de generar el ritmo trifa´sico
caracter´ıstico del CPG pilo´rico. Las filas indican el tipo de circuito y el modelo con el que se ha realizado
las simulaciones. Las columnas, el circuito y el modelo utilizado para modificar la firma de la neurona
LP usando el mecanismo para forzar la dina´mica de la neurona descrito en el texto. En los casos en los
que el ritmo se genera correctamente, se indica la precisio´n del ritmo calculada utilizando la medida de
informacio´n de la ecuacio´n 4.5.
Con estos datos se calcula, siguiendo la distribucio´n elegida, la posicio´n (tiempo) que va
a ocupar cada potencial de accio´n modificado. Una vez que la distribucio´n de los ISIs se
ajusta, dentro de un pequen˜o margen de error, a las caracter´ısticas de la ra´faga registrada,
se obtiene aleatoriamente la forma de cada potencial de accio´n de un ”pool”de spikes. Estos
spikes se han obtenido previamente de las simulaciones libres. Este proceso se realiza para
todos los potenciales de accio´n de la ra´faga menos para el primero. El instante en el que se
produce y su forma son los mismos que tendr´ıa en la simulacio´n libre. Por u´ltimo, se unen
los potenciales de accio´n para formar la ra´faga modificada. Las ra´fagas obtenidas de esta
forma interactu´an con el resto de neuronas del modelo incluye´ndose en el sistema diferencial.
El potencial de membrana de la neurona LP viene dado por la ra´faga modificada. El del
resto de neuronas se calcula con las ecuaciones diferenciales, tomando esta ra´faga para
calcular la corriente sina´ptica procedente de la neurona LP. Para validar este mecanismo,
en todos los casos hemos realizado simulaciones con dina´micas forzadas de la neurona LP
con exactamente los mismos ISIs que en las simulaciones libres. En todas ellas el ritmo
trifa´sico se genera correctamente.
4.4.3. Resultados
Hemos efectuado una gran cantidad de simulaciones forzando la generacio´n de poten-
ciales de accio´n de la neurona LP, tanto en circuitos intactos como dan˜ados. No en todas
ellas se consigue generar el ritmo trifa´sico caracter´ıstico del CPG pilo´rico, cosa que s´ı ocurre
en todas las simulaciones libres. Estas u´ltimas se pueden ver en el estudio del origen de
las firmas (Figura 4.4), ya que los para´metros de las simulaciones son los mismos en los
dos casos. La tabla 4.2 muestra la capacidad de los circuitos utilizados de generar un ritmo
trifa´sico correcto. Cuando el ritmo no se genera, casos marcados como ”no”en la tabla, en
algunas ocasiones la relacio´n de fase entre los bursts de las neuronas se invierte, en otras
e´stas disparan independientemente sin ningu´n tipo de relacio´n entre ellas.
El cambio en la firma de la neurona afecta al comportamiento del CPG de diferente
forma en funcio´n del tipo de distribucio´n de probabilidad de ISIs utilizada y de la topolog´ıa
de la red. De todas las posibles distribuciones de probabilidad, los histogramas al primer
spike son las que generan una firma ma´s parecida a la de las simulaciones libres. Con
estas distribuciones cada potencial de accio´n de la ra´faga, estad´ısticamente, ocurre en el
instante en el que deber´ıa ocurrir de forma independiente al instante en que se generan
los anteriores. Esto no ocurre ni con los histogramas de ISIs ni con las distribuciones
38 Firmas neuronales individuales en el CPG pilo´rico
artificiales. En el primer caso el error en el instante en que se produce cada potencial de
accio´n se acumula en el del resto de spikes de la ra´faga. En las distribuciones uniformes y
bimodales no existe ningu´n tipo de relacio´n con la distribucio´n de las ra´fagas de la dina´mica
libre. Las similitudes y diferencias entre las distribuciones forzadas y libres se reflejan en
la generacio´n o no del ritmo trifa´sico en el circuito de la Figura 4.9. Cuando usamos una
distribucio´n artificial el ritmo no se produce en ninguna ocasio´n. Cuando simulamos con
ra´fagas generadas utilizando los histogramas de ISIs de las simulaciones libres, el ritmo
so´lo se produce en ocasiones, principalmente en el circuito intacto. Sin embargo, cuando se
usan histogramas de intervalos al primer spike, el ritmo siempre se genera correctamente y
siempre con una mayor precisio´n que en cualquiera de los otros casos en los que se produce
en el circuito utilizado (Tabla 4.2). Por otro lado, en los casos en los que el ritmo trifa´sico se
genera, los cambios en la firma provocan variaciones en la fase de las neuronas (Tabla 4.2)
y en su frecuencia de disparo. El cambio de esta u´ltima depende que la topolog´ıa de la red
y de la distribucio´n de probabilidad utilizada en la simulacio´n forzada, pero pueden ser lo
suficientemente significativos (con las KK puede llegar a ser del 14%, ∼ 130 Hz, y con HR
del 34%, ∼ 25 u.a.) para que, de darse en el CPG real, afectaran a los sistemas con los que
interactu´a el sistema.
Teniendo en cuenta que las caracter´ısticas de la onda lenta en las simulaciones libres
y forzadas son las mismas, de no influir la firma neuronal en el comportamiento global de
los modelos, e´ste deber´ıa ser el mismo en ambos tipos de simulacio´n. Concretamente, por
una lado, en todas las simulaciones forzadas se deber´ıa generar un ritmo trifa´sico correcto,
tal y como ocurre en las libres. Por otro, con el mismo circuito este ritmo siempre deber´ıa
ser ide´ntico (fase y frecuencia de disparo de las neuronas), independientemente del tipo de
simulacio´n y, en el caso de las forzadas, de la distribucio´n con la que se genera el burst. Sin
embargo, hemos visto que ninguna de estas dos cosas se cumple. Estos resultados sugieren
que en los modelos utilizados la firma puede tener un significado funcional para el CPG.
Adema´s de los resultados de las simulaciones descritas anteriormente, tambie´n hemos
realizado simulaciones (no mostradas aqu´ı) con el circuito reducido de la Figura 4.3. Los
resultados de estas simulaciones ponen de manifiesto la importancia de las conexiones
redundantes para la generacio´n del ritmo en el CPG, ya que en estos casos el ritmo se
genera en menos ocasiones que en el circuito de la Figura 4.9. Pero adema´s, con este
circuito se da la misma dependencia para la correcta generacio´n del ritmo trifa´sico del tipo
de distribucio´n utilizada para forzar la dina´mica de la neurona LP.
4.5. Discusio´n
El papel de las ra´fagas de potenciales de accio´n en el comportamiento neuronal se ha
discutido en mu´ltiples sistemas. Dependiendo del caso particular que se este´ estudiando, se
han interpretado, por ejemplo, como estados patolo´gicos [McCormick and Contreras, 2001],
como un mecanismo fiable de transmisio´n de informacio´n [Lisman, 1997] o como medios
eficaces para inducir plasticidad [Pike et al., 1999]. Tradicionalmente se han considerado
eventos unitarios. Sin embargo, de un tiempo a esta parte, se esta´ prestando una mayor
atencio´n al papel que puede desempen˜ar dentro del sistema la actividad spiking generada
dentro de ellas. Entre otras cosas, por ejemplo se esta´ estudiando la cantidad de infor-
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macio´n que se puede transmitir en la estructura temporal (”timing”) de los spikes de un
bursts [Kepecs and Lisman, 2003] o la respuesta selectiva de ciertas neuronas a frecuencias
de interspikes espec´ıficas (resonacia) [Izhikevich et al., 2003, Krahe and Gabbiani, 2004].
En particular, hasta ahora, no se hab´ıa estudiado con demasiado detalle la distribucio´n
temporal de los potenciales de accio´n dentro de las ra´fagas generadas por las neuronas de
un CPG. Descubrimientos recientes han puesto de manifiesto que esta estructura temporal
puede ser significativa para estos sistemas. En particular, los primeros spikes en la ac-
tividad bursting de sus neuronas son muy precisos [Elson et al., 1999, Varona et al., 2001],
presentando cada una de ellas una firma identificativa en funcio´n de la distribucio´n de sus
ISIs [Szu¨cs et al., 2003].
El punto de partida de este estudio es el descubrimiento de las firmas neuronales. Nue-
stros modelos de CPG, al igual que los CPGs biolo´gicos, a pesar de estar formados por
elementos que intr´ınsicamente son irregulares, son capaces de generar ritmos trifa´sicos reg-
ulares, robustos y precisos. Este resultado se produce en multitud de configuraciones con
los tres modelos neuronales presentados. Sin embargo, aunque el ritmo trifa´sico es estable
y regular en todos los casos, en las simulaciones tambie´n aparece una estructura temporal
en los ISIs, espec´ıfica de cada neurona. Los datos obtenidos en las simulaciones sugieren
que esta estructura puede aparecer gracias (i) al patro´n de conectividad entre las neu-
ronas del circuito y (ii) a la dina´mica individual de cada una de ellas. Por una parte, la
topolog´ıa de la red aporta diferencias en las firmas (ver por ejemplo los resultados con el
modelo de Huerta et al. en el que la dina´mica individual de las neuronas es la misma). Por
otra, incrementa la precisio´n del ritmo y de las propias firmas en funcio´n de la redundan-
cia del circuito (circuitos completos y circuitos intactos vs. circuitos reducidos y circuitos
dan˜ados). En los modelos presentados, la topolog´ıa de las conexiones es el principal factor
que determina las caracter´ısticas de las firmas neuronales. La dependencia con la dina´mica
individual se manifiesta ma´s claramente cuando la influencia de la conectividad es menor.
E´sta determina la forma en que disparan las neuronas, definiendo la forma de la firma
(globular, triangular...) y produciendo pequen˜as variaciones en la distribucio´n temporal de
los potenciales de accio´n. Por ejemplo, ver las neuronas PD con el modelo KK.
Hemos analizado la capacidad de diferentes modelos de CPG pilo´rico para generar
ritmos trifa´sicos. Para caracterizar la precisio´n de estos ritmos se ha definido una medida
de informacio´n mu´tua que permite analizar las diferencias entre ellos. La presencia de
conexiones lentas en los modelos de circuitos intactos hace que se produzca un ritmo trifa´sico
estable y preciso. Sin embargo, en el caso de redes menos redundantes (circuitos reducidos
y dan˜ados), aunque son capaces de generar el ritmo, e´ste siempre es menos preciso. Pero los
datos obtenidos de nuestros modelos sugieren que la topolog´ıa de la red no es el u´nico factor
que determina el comportamiento del sistema. En ellos, la generacio´n de un ritmo particular
tambie´n depende de la dina´mica ra´pida de las neuronas individuales. Si no existiera esta
dependencia los circuitos de la Figura 4.3 generar´ıan ritmos muy similares en el caso de redes
equivalentes con modelos distintos y en las simulaciones forzadas de la neurona LP siempre
se generar´ıa un ritmo trifa´sico. Sin embargo, hemos encontrado un nu´mero significativo de
casos en los que esto no ocurre. En las simulaciones libres, la presencia de firmas distintas en
las neuronas del CPG hace que las caracter´ısticas del ritmo generado cambien (Figura 4.8).
Mientras que en las simulaciones forzadas, el CPG so´lo genera el ritmo trifa´sico cuando
la firma de la neurona LP se encuentra dentro de un rango de coherencia con su firma
en las simulaciones libres. En ambos casos, el ritmo trifa´sico incluso puede evolucionar a
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otro tipo de ritmo cuando se modifica la firma de una neurona del sistema. Observando
estos resultados parece que existe una correlacio´n entre las caracter´ısticas de las firmas
neuronales y de los ritmos generados por el CPG. Este hecho tambie´n parece producirse de
forma general en otros sistemas. Estudios recientes sugieren la existencia de una relacio´n
directa entre el nu´mero y la precisio´n de los spikes dentro de un bursts y las caracter´ısticas
de e´ste, por ejemplo su duracio´n [Kepecs and Lisman, 2003].
Los CPGs son sistemas multifuncionales que pueden generar diferentes ritmos con la
misma estructura ba´sica (relacio´n de fase entre los trenes de actividad de las neuronas que
intervienen en e´l). Un hecho bien conocido de la topolog´ıa de los CPGs es la existencias de
conexiones redundantes que hacen que el sistema se comporte correctamente y de forma
estable en caso de error. Esto hace que sean capaces de controlar la actividad muscular de
una forma coordinada y robusta bajo muy diversas circunstancias. En instantes de tiempo
diferentes, aunque se conserve la fase entre sus neuronas, la frecuencia de las actividades
ele´ctricas de e´stas puede ser distinta [Marder and Calabrese, 1996]. Hasta ahora los cambios
de frecuencia so´lo se hab´ıan estudiado en la dina´mica lenta. En el CPG pilo´rico estos
cambios inducen la generacio´n de diferentes ritmos [Selverston and Moulins, 1987]. Los
resultados presentados aqu´ı sugieren que la generacio´n de diferentes firmas depende de la
dina´mica individual de las neuronas y de la conectividad de la red. Recientemente se ha
demostrado que la entrada modulatoria puede modificar la dina´mica de las neuronas de un
CPG [Szu¨cs et al., 2003], as´ı como las conexiones que se establecen entre ellas. Adema´s, se
han descubierto neuronas que controlan la estructura temporal de los potenciales de accio´n
generados por otras [Hunter and Milton, 2003]. Teniendo esto en cuenta, se puede pensar
que no so´lo se pueden producir cambios de frecuencia en la onda lenta, sino que tambie´n
pueden darse en la dina´mica ra´pida. Si nuestra hipo´tesis es cierta, el sistema nervioso podr´ıa
utilizar los mecanismos descritos para generar mensajes de control codificados en las firmas
ante la llegada de ciertos est´ımulos. Aqu´ı hemos visto que en los modelos un cambio en la
firma puede inducir la generacio´n de un ritmo con la misma secuencia de activacio´n, pero
en el que cambia la frecuencia de disparo (en las simulaciones forzadas) o la relacio´n de fase
entre las ra´fagas de potenciales de accio´n de cada neurona (tanto en las simulaciones libres
como en las forzadas). Esto sugiere que la firma de una neurona puede tener un significado
funcional para el CPG. E´sta es una propiedad deseable para un circuito que actu´a como
controlador dina´mico. Adema´s, hay que tener en cuenta que la firma individual de alguna
de las neuronas del CPG pilo´rico tambie´n se ve desde fuera del CPG (Figura 4.9). Los
mu´sculos y las neuronas externas que las reciben pueden leerlas para realizar diferentes
tareas como respuesta a las sen˜ales multifuncionales generadas por el circuito.
4.6. Trabajo futuro
Hasta el momento hemos tratado de responder a dos de las preguntas que nos
plantea´bamos inicialmente sobre las firmas neuronales, formulando hipo´tesis sobre su posi-
ble origen y su significado para el correcto funcionamiento de los sistemas en los que apare-
cen. Sin embargo, au´n existen muchas preguntas sin respuesta sobre ellas.
La cantidad de informacio´n transmitida en una secuencia de potenciales de accio´n den-
tro de una ra´faga es mayor que la transmitida por spikes individuales. En estudios re-
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cientes se ha comprobado que el nu´mero de spikes en un bursts es muy robusto al rui-
do y que cuanto mayor es este nu´mero mayor es la precisio´n [Kepecs and Lisman, 2003].
Esto pone de manifiesto la potencia de la codificacio´n temporal de la informacio´n. Uno
de los posibles papeles que consideramos que pueden desempen˜ar las firmas neuronales
en los sistemas biolo´gicos es el de mecanismo de comunicacio´n adicional entre neuronas.
Adema´s de lo anterior, tambie´n apoya esta hipo´tesis el hecho de que la precisio´n de
los spikes dentro de un bursts ante un mismo est´ımulo es muy grande, no so´lo entre
una misma neurona, sino tambie´n entre neuronas distintas e incluso individuos difer-
entes [Reinagel and Reid, 2000, Chi and Margoliash, 2001, Reinagel and Reid, 2002]. Para
que las firmas sirvan de mecanismo de comunicacio´n, las neuronas (o los sistemas neuronales
en general) deben ser capaces de reconocer una firma espec´ıfica y adaptar su comportamien-
to a ella. De ah´ı que el siguiente paso en nuestro estudio sea comprobar si esto se puede
producir. Para ello, se va a construir un modelo, basado en los CPGs del ganglio estom-
atoga´strico, en el que exista un CPG emisor y otro receptor de firmas. El CPG emisor debe
ser capaz de emitir diferentes firmas. El receptor debe mostrar un compotamiento diferente
cuando recibe cada una de estas firmas. De esta forma se tendr´ıa un modelo en el que dos
CPGs se comunican mediante firmas [Latorre et al., 2004b].
Los bursts generados por las neuronas del STG tienen un nu´mero significativo de spikes
por bursts (aproximadamente 10). A pesar del ruido intr´ınseco de los canales io´nicos,
los primeros tienen una dispersio´n muy pequen˜a, siendo muy precisos en todas las ra´fa-
gas [Elson et al., 1999, Varona et al., 2001, Szu¨cs et al., 2003]. Por otro lado, la estructura
temporal de los u´ltimos es muy variable de una ra´faga a otra. Estos hechos sugieren que la
firma, como elemento identificador del origen de la sen˜al, puede aparecer so´lo en la primera
parte de los bursts, donde la distribucio´n de los potenciales de accio´n es muy precisa. El
resto de la ra´faga podr´ıa tambie´n contener informacio´n adicional. Entonces, si un sistema
neuronal fuera capaz de reconocer diferentes firmas y adaptar su comportamiento a ellas,
la actividad bursting podr´ıa ser parte de un co´digo multifuncional que har´ıa uso de alguno
de los siguientes mecanismos de codificacio´n: (i) la frecuencia y fase particular de la onda
lenta, (ii) la firma que identifica a la neurona emisora y (iii) la informacio´n contenida en
los potenciales de accio´n finales de cada ra´faga. Los sistemas neuronales podr´ıan leer esta
informacio´n de forma selectiva o global. Por ejemplo, en el CPG pilo´rico, los mu´sculos
inervados por las motoneuronas podr´ıan leer la informacio´n codificada en la onda lenta,
las neuronas del CPG (que requieren una respuesta ra´pida) la codificada en la estructura
temporal de los potenciales de accio´n y, por u´ltimo, otros elementos externos (por ejemplo
el CPG ga´strico) podr´ıan leer ambas para conseguir la coordinacio´n de los ritmos. Para
comprobar si esto puede ser factible, queremos construir un nuevo modelo que simule el
comportamiento del ganglio estomatoga´strico. Este modelo contendra´ los CPGs pilo´rico y
ga´strico y los mu´sculos que coordinan. En este modelo, los mu´sculos leer´ıan la informacio´n
codificada en la onda lenta (bursts), las neuronas de un mismo CPG (que necesitan una
respuesta ra´pida ante diferentes est´ımulos) se comunicar´ıan entre si mediante la dina´mica
ra´pida (spikes) y la comunicacio´n entre CPGs se podr´ıa realizar con una combinacio´n de
ambas. Si esto u´ltimo es posible, tendr´ıamos un nuevo paradigma de comunicacio´n basa-
do en el reconocimiento de firmas neuronales. Las neuronas no so´lo ser´ıan resonantes a
frecuencias de ISIs espec´ıficas [Izhikevich et al., 2003, Krahe and Gabbiani, 2004], sino que
tambie´n podr´ıan reaccionar de forma selectiva a la entrada recibida de ciertas neuronas
identificadas por su firma. Si el sistema nervioso dispone de mecanismos para realizar este
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reconocimiento, supondr´ıa que tiene una capacidad de codificar informacio´n muy superior
a lo que se pensaba hasta el momento. Au´n basa´ndose en una codificacio´n temporal, este
co´digo ser´ıa distinto de los co´digos temporales estudiados hasta el momento, ya que hasta
la fecha no se ha tenido en cuenta que una neurona pueda identificar el origen de su entrada
sina´ptica para utilizarla en el procesamiento de la informacio´n.
Por u´ltimo, una vez que conozcamos detalladamente el papel de las firmas en los sis-
temas biolo´gicos, aplicaremos estos conocimientos al disen˜o de nuevos paradigmas de redes
neuronales artificiales. En este campo existen pocas aproximaciones basadas en la codifi-
cacio´n temporal de la informacio´n. Todas ellas se suelen basar en la conectividad como
mecanismo de comunicacio´n entre neuronas. El aprendizaje consiste en modificar los pesos
de e´stas para adaptar el comportamiento de la red a los patrones con los que se entrena.
Por ejemplo, en las redes de Hopfield [Hopfield, 1982, Hopfield, 1984] todas las neuronas
esta´n conectadas entre si. En este tipo de redes, no hay forma de identificar la neurona o
neuronas de las que procede la informacio´n recibida. Si las neuronas pudieran distinguir
al emisor de la entrada que reciben, podr´ıan procesar esta entrada de forma selectiva, lo
que incrementar´ıa la capacidad de la red. Nuestro objetivo sera´ definir nuevos mecanismos
de aprendizaje y procesamiento de informacio´n basados en el reconocimiento de firmas.
Nuestra idea es definir un algoritmo de entrenamiento cuya regla de aprendizaje se base en
procesar de formas diferentes los mensajes recibidos en funcio´n de la neurona emisora de
los mismos.
4.7. Ape´ndice A: Modelos neuronales
En las simulaciones presentadas aqu´ı se han utilizado tres modelos neuronales: el
de Komendantov-Kononenko (KK) [Komendantov and Kononenko, 1996], una modifi-
cacio´n del de Hindmarsh-Rose (HR) [Hindmarsh and Rose, 1984, Selverston et al., 2000,
Pinto et al., 2000, Szu¨cs et al., 2000] y el de Huerta et al. (Huerta) [Huerta et al., 2000].
Los tres son modelos dina´micos diferenciales cuyo comportamiento viene dado por la elec-
cio´n de los para´metros del modelo. En las siguientes secciones se muestran las ecuaciones
que los definen y los para´metros elegidos para los distintos modos de comportamiento que
pueden presentar las neuronas de los modelos.
4.7.1. Modelo de Komendantov-Kononenko
El modelo de Komendantov-Kononenko [Komendantov and Kononenko, 1996] se basa
en datos experimentales [Kononenko, 1993] para modelar el comportamiento de ciertas neu-
ronas de caracol con actividad bursting. Consta de ocho ecuaciones diferenciales de primer
orden que definen cuatro componentes principales. (i) Un mecanismo que permite generar
la onda lenta en el que intervienen las corrientes INa(V ), IK , INa e IB. (ii) Dos corrientes
Hodgkin-Huxley [Hodgkin and Huxley, 1952], una de ellas sensible al sodio (INa(TTX)) y
la otra al potasio (IK(TEA)), que permiten generar la actividad spiking. (iii) Una corriente
de calcio dependiente del potencial. (iv) Un buffer intracelular de calcio. La ecuacio´n que
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= INa(TTX) + IK(TEA) + IK + INa + INa(V ) + IB + ICa + ICa−Ca (4.7)
donde Cm es la capacidad de la membrana y V el potencial de membrana (mV). Las
ecuaciones que definen cada una de las corrientes de la ecuacio´n 4.7 son:
INa(V ) = g
∗
Na(V )(1/(1 + exp(−0,2(V + 45))))(V − VNa) (4.8)
IK = g
∗
K(V − VK) (4.9)
INa = g
∗
Na(V − VNa) (4.10)
IB = g
∗
BmBhB(V − VB) (4.11)
dmB/dt = (1/(1 + exp(0,4(V + 34)))−mB)/0,05 (4.12)








4(V − VK) (4.15)
dm/dt = (1/(1 + exp(−0,4(V + 31)))−m)/0,0005 (4.16)
dh/dt = (1/(1 + exp(0,25(V + 45)))− h)/0,01 (4.17)





Ca(V − VCa) (4.19)





1 + exp(−0,06(V + 45))
1
1 + exp(kβ([Ca]− β))
(V − VCa) (4.21)
d[Ca]/dt = ρ{−ICa/2Fυ − ks[Ca]} (4.22)
donde [Ca] es la concentracio´n de calcio en el interior de la neurona (mM), F es la
constante de Faraday (96,485 C mol−1), υ es el volumen de la ce´lula (4piR3/3), ks es el
ratio de respuesta del calcio debido al almacenamiento intracelular y ρ es la capacidad del
buffer de calcio.

















Regular 0’25 0’02 0’11 0’11 400’0 10’0 1’5 0’02
Spiking 0’25 0’0231 0’11 0’1372 400’0 10’0 1’5 0’02
Spiking-bursting cao´tico 0’25 0’02 0’13 0’18 400’0 10’0 1’5 0’01
Modelo de Hindmarsh-Rose
µ ν I
Regular 0’0021 0’0011 2’624
Spiking-bursting cao´tico 0’0031 0’0003 3’128
Modelo de Huerta et al.
gNa gKd gLf gVf ,Vs gCa gLs gh gK(Ca) gVs,Vf
Regular 80’0 13’0 0’024 0’11 1’0 0’0024 2’1 0’25 0’11
Tabla 4.3: Valores de las conductancias ma´ximas de los canales io´nicos de los modelos KK y Huerta et al.
y de las constantes que definen el comportamiento de las neuronas HR utilizadas en nuestras simulaciones.
Los tres tipos de neurona muestran diferentes comportamientos en funcio´n de estos valores. Las unidades
son µS para KK y Huerta et al. y esta´n dimensionadas para HR.
En las simulaciones con el modelo KK se van a utilizar tres modos de comportamiento:
regular, spiking y spiking-bursting cao´tico. La Tabla 4.3 muestra los valores de las conduc-
tancias ma´ximas de cada uno de los canales io´nicos en estos modos de comportamiento.
Las constantes del modelo, comunes en todas ellos son: VNa = 40mV , VK = −70mV ,
VB = −58mV , VCa = 150mV , Cm = 0
′02µF , R = 0′1mm, ks = 50s
−1, ρ = 0′002,
kβ = 15000mM
−1 y β = 0′00004mM .
4.7.2. Modelo de Hindmarsh-Rose
El modelo de Hindmarsh-Rose que hemos utilizado en nuestras simulaciones es una
variacio´n del original. Se trata de un modelo cuatridimensional definido por las ecuaciones:
dx
dt
= ay(t) + bx2(t)− cx3(t)− dz(t) + I (4.23)
dy
dt
= e− fx2(t)− y(t)− gw(t) (4.24)
dz
dt
= µ(−z(t) + S(x(t) + h)) (4.25)
dw
dt
= ν(−kw(t) + r(y(t) + l)) (4.26)
donde x(t) representa el potencial de membrana de la neurona, y(t) es una corriente ra´pida,
z(t) una lenta (µ¿ 1) y w(t) representa un flujo de calcio muy lento (ν < µ¿ 1). Por su
parte, a, b, c, d, I, e, f, g, µ, S, h, ν, k, r y l son para´metros ajustables que determinan el
comportamiento del modelo. Las unidades en este modelo esta´n dimensionadas.
Las tres primeras ecuaciones definen el modelo de Hindmarsh-Rose origi-
nal [Hindmarsh and Rose, 1984]. Con estas tres ecuaciones se puede conseguir que el
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modelo produzca una gran variedad de actividades spiking-bursting, incluyendo un re´gi-
men cao´tico muy similar al observado en las neuronas biolo´gicas. Sin embargo, la activi-
dad cao´tica del modelo se ve incrementado de forma significativa incluyendo una cuarta
ecuacio´n [Selverston et al., 2000, Pinto et al., 2000, Szu¨cs et al., 2000].
En los dos modos de comportamiento que vamos a usar, regular y spiking-bursting
cao´tico, se mantienen constantes los valores a = 1, b = 3, c = 1, d = 1, e = 1, f = 5,
g = 0,0278, S = 3,966, h = 1,6, k = 0,96, r = 3 y l = 1,6. De forma que en nuestro caso,
los que realmente van a determinar el comportamiento del modelo son µ, ν e I (Tabla 4.3)
4.7.3. Modelo de Huerta et al.
El modelo de Huerta et al. [Huerta et al., 2000] se basa en datos experimentales de
neuronas del ganglio estomatoga´strico [Turrigiano et al., 1995]. Es un modelo bicomparti-
mental que, por un lado, modela el axo´n y, por otro, el soma. El axo´n es el generador de la
onda ra´pida gracias a una corriente de sodio (INa), una rectificadora de potasio retardada
(IKd) y una corriente de descarga (ILf ). Por su parte, el soma es una componente lenta
que recibe una corriente de calcio (ICa), una de descarga (ILs), una de potasio dependiente
del calcio (IK(Ca)) y una corriente inyectada (Idc). Matema´ticamente, la ecuaciones que
describe el comportamiento del axo´n y del soma son respectivamente:
Caxonm Vf = −INa − IKd − ILf + IVf ,Vs (4.27)
Csomam Vs = −ICa − ILs − Ih − IK(Ca) − IVf ,Vs + Idc (4.28)
donde Vf es el potencial de membrana del axo´n y Vs el del soma (mV ambos) y
Caxonm = 0,33nF y C
soma
m = 0,5nF son las capacidades de membrana de ambos. Cualquiera
de las corrientes recibidas por el soma o por el axo´n tiene una funcio´n de activacio´n (m) y




= m∞ −m y τh(V )
dn
dt
= h∞ − h (4.29)
Con estas funciones de activacio´n e inactivacio´n, las corrientes del axo´n se definen como:
INa = gNam
3h(t)(Vf − 50).
Siendo m = m∞ = Γ(−Vf , 4
′5, 5′29), h∞ = Γ(Vf ,−28







Siendo m∞ = Γ(−Vf ,−7
′7, 11′8), y τm = 7
′2− 6′4Γ(−Vf , 8
′3, 19′2).
ILf = gLf (Vf + 65)
IVf ,Vs = gfs(Vs − Vf )




Siendo m∞ = Γ(Vs, 21, 10) y τm = 37
′14− 25′86Γ(−Vs, 10
′1, 26′4).
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Esyn Vfast sfast sslow Vslow k1LP k2LP k1PY k2PY
KK -65’0 -44’7 0’31 1’0 -49’0 1’0 0’01 1’0 0’0275
HR -1’92 -1’66 0’44 1’0 -1’74 0’74 0’007 0’74 0’015
Huerta et al. -34’3 -26’2 0’33 0’92 -28’2 1’0 0’0233 1’0 0’0086
Tabla 4.4: Valores de los para´metros de las sinapsis qu´ımicas. Para el mismo tipo de neurona los valores
son los mismos en todas las simulaciones independientemente del modelo de red. Las unidades son mV y
msg para KK y Huerta et al. y esta´n dimensionadas para HR.
IK(Ca) = gK(Ca)(Vs+80)([Ca]
4/([Ca]4+K4Ca))(1/(1+ exp((−Vs− 36)/15)))(Vs+80).
Siendo KCa = 0
′4µM .
Ih = ghm(Vs + 15).
Siendo m∞ = Γ(Vs,−50
′3, 10′5) y τm = 7
′2− 6′4Γ(−Vs, 8
′3, 19′2).
IK(Ca) = gLs(Vs + 65)
En estas ecuaciones la funcio´n Γ(x, y, z) viene dada por:






La dina´mica del calcio, en µM , se describe con la ecuacio´n:
[Ca] = −αICa − β[Ca] + γ (4.31)
con α = 6′610−5µM/msg por nA, β = 1′2110−3msg−1 y γ = 4′8410−5µM/msg.
Por u´ltimo, las conductancias de los canales son: gNa = 80µS, gKd = 30µS, gLf = 0
′02µS,
gfs = 0
′11µS, gCa2 = 1µS, gK(Ca) = 0
′25µS, gh = 2
′1µS y gLs = 0
′0024µS.
Con el modelo de Huerta et al. so´lo se va a usar un modo de comportamiento, uno
regular que es capaz de generar una actividad, tanto lenta como ra´pida muy precisa. Los
para´metros para conseguir este tipo de comportamiento son los que se muestran en la
Tabla 4.3
4.8. Ape´ndice B: Modelos de sina´psis
En los modelos de red que se han presentado se pueden dar tres tipos de conexio´n
diferentes entre dos neuronas: conexiones ele´ctrica, qu´ımicas ra´pidas y qu´ımicas lentas.
Cada una de estas conexiones va a tener una componente en la corriente sina´ptica total
que recibe una neurona, respectivamente, Ielec, Ifast e Islow. La corriente sina´ptica total es
la suma de la cada una de estas componentes. Para calcular la corriente que recibe una




gElecY X(VX − VY ) (4.32)
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Tabla 4.5: Valores de las conductancias ma´ximas de las conexiones ele´ctricas en el grupo marcapasos. gXY
representa el peso de la conexio´n ele´ctrica entre la neurona X y la neurona Y. Las unidades son µS para
KK Y Huerta et al. y esta´n dimensionadas para HR. (r) y (c) denotan, respectivamente, los valores para
el circuito reducido y para el circuito completo.




















































Tabla 4.6: Valores de las conductancias ma´ximas de las conexiones qu´ımicas ra´pidas. gXY representa el
peso de la conexio´n entre la neurona X y la neurona Y. Las unidades son µS para KK y Huerta et al. y
esta´n dimensionadas para HR. (r) y (c) denotan, respectivamente, los valores para el circuito reducido y
para el circuito completo.














































Tabla 4.7: Valores de las conductancias ma´ximas de las conexiones qu´ımicas lentas. gXY representa el peso
de la conexio´n entre la neurona X y la neurona Y. Las unidades son µS para KK y Huerta et al. y esta´n





gFastY X(VX − Esyn)
1 + exp(sFast(VFast − VY ))




gSlowY X mSlowX (VX − Esyn) [Golowasch et al., 1999] (4.34)
IsynX = IelecX + IslowX + IfastX (4.35)






1 + exp(sSlow(VSlow − VAB))
− k2X mSlowX (4.36)
donde X es la neurona postsina´ptica e Y la presina´ptica de la conexio´n. La ecuacio´n 4.33
define una conexio´n gradual entre neuronas.
Los valores de los para´metros de las sina´psis (Tabla 4.4) y los de las conductancias
ma´ximas de los canales io´nicos (Tablas 4.5, 4.6 y 4.7) usados en las simulaciones para el
mismo tipo de neurona son los mismos en independientemente del modelo de red (circuitos
completos y reducidos e intactos y dan˜ados). Las conductancias ele´ctricas se eligen de tal
forma que definen conexiones bidireccionales sime´tricas.
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