Abstract. The definition and study of causal operators are based on the representation theory of group algebras. We study the structure of the spectra of causal operators, obtain conditions for causal invertibility and state criteria for a causal operator to belong to the radical. § 1. Introduction Causal (or Volterra) linear operators are used in system theory [1] and in the study of various classes of functional differential equations [2]- [5] . They are usually defined in terms of chains of invariant subspaces indexed by points of the set R of real numbers or the set Z of integers. It should be mentioned that there are papers dealing with Volterra operators on Hilbert spaces whose authors construct the chains of invariant subspaces rather than axiomatize their existence [6] .
Causal (or Volterra) linear operators are used in system theory [1] and in the study of various classes of functional differential equations [2] [3] [4] [5] . They are usually defined in terms of chains of invariant subspaces indexed by points of the set R of real numbers or the set Z of integers. It should be mentioned that there are papers dealing with Volterra operators on Hilbert spaces whose authors construct the chains of invariant subspaces rather than axiomatize their existence [6] .
In this paper we define and study causal operators using the representation theory of Abelian groups (Banach modules over group algebras) and, in particular, their spectral theory. The class of operators defined here contains not only many classes of causal operators studied earlier (see [1] [2] [3] [4] [5] and the references there), but also some new classes.
In this paper we make systematic use of the concept of the Beurling spectrum of vectors and operators in representation spaces (Banach modules) and thereby develop a technique for the investigation of linear operators In particular, the definition of causal operators is made in terms of the Beurling spectrum: causal operators are defined to be operators whose Beurling spectrum (with respect to some representation in the space of operators) is contained in a certain semigroup (of operators with a "lower-triangular matrix").
The main results of this paper deal with the problem of causal invertibility of operators (in particular, with the study of the structure of inverse operators), the structure of their spectra, and conditions under which they belong to the radical of the algebra of causal operators. § 2. Banach modules over group algebras Let X be a complex Banach space and let End X be the Banach algebra of bounded linear operators acting in X. Let G be a locally compact Abelian group and G its dual, the group of continuous unitary characters of G (see [7] [8] [9] ). Let us note that the binary operations on G and G are usually written in additive form. We denote by L 1 (G) the Banach algebra of (equivalence classes of) complex functions defined on G and integrable with respect to the Haar measure on G. The role of multiplication is played by the convolution of functions. We denote byf : G → C the Fourier transform of f ∈ L 1 (G).
We assume that the space X is a non-degenerate Banach L 1 (G)-module [8] , [10] whose structure is associated with some isometric representation T : G → End X. This means that conditions (i) and (ii) stated in the following assumption hold for X (in this paper we consider only L 1 (G)-modules for which this assumption holds).
Assumption 2.1. The following three conditions hold for the Banach L 1 (G)-module X:
(i) the equation fx = 0, f ∈ L 1 (G), implies that x ∈ X is equal to zero (that is, X is non-degenerate),
(ii) T (g)(fx) = S(g)f x = f T (g)x (2.1)
for all f ∈ L 1 (G), x ∈ X and g ∈ G, where S(g) is the shift operator by g ∈ G on L 1 (G), that is, S(g)f(s) = f(s + g), s, g ∈ G, f ∈ L 1 (G) (that is, the module structure on X is associated with the representation T : G → End X), (iii) fx f 1 x , f ∈ L 1 (G), x ∈ X, where f 1 is the norm of f in L 1 (G).
Let T : G → End X be a strongly continuous isometric representation. Then the formula
2) defines on X the structure of a Banach L 1 (G)-module for which Assumption 2.1 holds, and this structure is associated with T .
Lemma 2.2. Every (non-degenerate) Banach L 1 (G)-module has precisely one representation associated with it.
Proof. Let X be a (Banach) L 1 (G)-module and let T 1 , T 2 : G → End X be representations associated with it. Consider an arbitrary x ∈ X and g ∈ G. Let x k = T k (g)x, k = 1, 2. It follows from (2.1) that
Example 2.8. Let Σ be the σ-algebra of Borel subsets of G and E : Σ → End X a bounded countably additive projector-valued measure (see [11] ). Then the formula for all f ∈ L 1 (G) and x ∈ X.
The next example and Example 2.10 with G = Z are special cases of this.
Example 2.9. Let E = {E n , n ∈ Ω} be a family of projectors on the Banach space X, where Ω ⊆ Z is a non-empty (possibly finite) subset that is a resolution of the identity, which means that E i E j = 0 for i = j and for every x ∈ X the series k∈Ω E k x converges unconditionally to x. Hence, the quantity
is finite (the equivalent renormalization mentioned above enables us to assume that this quantity is equal to unity). Here the supremum is taken over the finite sets of complex numbers (γ k ) belonging to T = γ ∈ C : |γ| = 1 (the algebraic operation in this group is written in multiplicative form). The formula
defines a bounded (isometric after renormalization) strongly continuous representation U : T → End X of the compact group T (its dual group is identified with Z).
The structure of an L 1 (T)-module on X associated with U is defined by the formula
Example 2.10. Let X = F(Ω, Y ) be a Banach space of functions defined on the set Ω ⊆ G of positive Haar measure µ(Ω) that take values in a Banach space Y which is one of the following spaces. We denote by L p (Ω, Y ), p ∈ [1, ∞], the Banach space of functions measurable and integrable together with their pth powers (essentially bounded if p = ∞). The norms in these spaces are defined by the formulae
x ∞ = ess sup g∈Ω x(g) , p= ∞.
If G is a compact group, then L p (Ω, Y ) is the Banach space of sequences (finite sets, if Ω is finite) of vectors of Y and will be denoted by l p (Ω, Y ). We denote by C b (Ω, Y ) and C ub (Ω, Y ) the subspaces of L ∞ (Ω, Y ) formed by the continuous and uniformly continuous functions, respectively. We also consider the space C 0 ( G, Y ) ⊆ C ub ( G, Y ) of continuous functions decaying at infinity (that is, as small as desired outside some compact subset of G) and the space AP ( G, Y ) ⊆ C ub ( G, Y ) of almost periodic functions. We shall omit Y in the symbols denoting these spaces if Y = C.
In the Banach space X = F(Ω, Y ) we consider the isometric representation V : G → End X defined by the formula V (g)x (γ) = γ(g)x(γ), γ∈ G, x ∈ X. The canonical identification of G with G (by Pontryagin duality) enables us to define the structure of an L 1 (G)-module on the X associated with V by the formula
(2.9)
In particular, if G = T, Ω is an arbitrary non-empty subset of Z T and X = F(Ω, Y ) is one of the spaces defined above, then formula (2.9) has the form (fx)(k) =f (k)x(k),
k∈ Ω. (2.10)
Let us note that in the space of sequences X = l p (Ω, Y ) for any p ∈ [1, ∞) there is a resolution {E n , n ∈ Ω}, E n ∈ End X, of the identity defined by the formulae (E n x)(k) = 0, n = k, E n x(n) = x(n).
The construction in Example 2.9 shows that the module structures on X defined by formulae (2.7) and (2.10) coincide.
Example 2.11. Let X = F(G, Y ) be one of the Banach spaces introduced in Example 2.10. We consider the structure of a Banach L 1 (G)-module on X defined by the formula
(2.11)
Here S : G → End X is the isometric representation of G by shift operators acting on the functions belonging to X, that is,
Let us note that X c = X, that is, S is a strongly continuous representation in the spaces under consideration, with the exception of L ∞ (G, Y ) if G is a non-discrete group.
Example 2.12. Let F be a closed subspace of the Banach space X * (dual to X) of bounded linear functionals on X that has the following properties:
(1) x = sup ξ∈F , ξ =1 ξ(x) for all x ∈ X, (2) the convex hull of every relatively F-compact subset of X is relatively F-compact.
Let there also be given an isometric representation T : G → End X with the following properties:
(i) for the adjoint representation T * : G → End X * , defined by the formula T * (g)ξ (x) = ξ T (g)x , we have T * (g)F ⊆ F, g ∈ G, (ii) the function g → ξ T (g)x : G → C is continuous for all ξ ∈ F and x ∈ X. Then for every measure µ ∈ M (G) and any x ∈ X there is precisely one x µ ∈ X such that G ξ T (−g)x µ(dg) = ξ(x µ ) for all ξ ∈ F (see [12] , Ch. IV). We have a homomorphism T : M (G) → End X such that T (µ) µ and µ ∈ M (G). Hence, X is a Banach M (G)-module.
The structures of Banach modules in the Banach space Hom(X 1 , X 2 ) of bounded linear operators acting from the Banach space X 1 to the Banach space X 2 are of special interest. It is with these structures that we deal in § 5. § 3.
Spectral properties of vectors in Banach modules
We consider a Banach L 1 (G)-module (X, T ), where the representation T : G → End X is not assumed to be strongly continuous. We do assume, as always, that Assumption 2.1 holds.
Definition 3.1. The Beurling spectrum Λ(M ) = Λ(M, T ) of the subset M of X is defined to be the complement of the set γ ∈ G: ∃f ∈ L 1 (G) :f (γ) = 0 and fx = 0 ∀x ∈ M in G. If M consists of a single vector x, then Λ(M ) is denoted by Λ(x) (or Λ(x, T )) and has the form 
} is the set of common zeros of the Fourier transforms of functions belonging to Im(M ).
In the next lemma we state properties of the Beurling spectra of vectors. Some of these properties (for strongly continuous representations) were obtained in [13] . We shall prove the next lemma (see also [10] , [12] , [14] , [15] ) using Assumption 2.1 on the Banach L 1 (G)-modules under consideration.
Proof. (i) The set Λ(M ) is closed (see Remark 3.2). It is clear that Λ(0) = ∅. If Λ(M ) = ∅, then for any γ ∈ G there is an f ∈ L 1 (G) such thatf (γ) = 0 and fx = 0 for all x in M . Definition 3.1 and Remark 3.2 imply that Im(M ) is a closed ideal of the algebra L 1 (G) invariant under shifts of functions (here we use condition (ii) in Assumption 2.1). Since the hull Λ(M ) of Im(M ) is empty, Wiener's theorem [7] [8] [9] implies that Im(M ) coincides with the whole algebra L 1 (G). Therefore, fx = 0 for all f ∈ L 1 (G). Since X is a non-degenerate module, we have
Thenf (γ 0 ) = 0 and fx = fy = 0 for f = f 1 * f 2 , whence T (f)(Ax + By) = A(fx) + B(fy) = 0 (using the fact that T (f) commutes with A and B). Hence, γ 0 / ∈ Λ(Ax + By).
is such thatf (γ 0 ) = 0 and (suppf ) ∩ ∆ = ∅, then (iv) implies that fx = 0 for all x ∈ M , whence γ 0 / ∈ Λ(M ).
(vii) follows immediately from Definition 3.1.
The following definition was made independently in [16] [17] [18] . It plays an important role in various topics in the spectral analysis of representations of Abelian groups (see, for example, [10] , [12] ). Definition 3.4. Let σ be a closed subset of G. The submodule
Proof. The fact that X(σ) is a submodule follows from assertions (ii) and (iii) of Lemma 3.3. Consider an arbitrary convergent sequence (x n ) in X(σ). Let x 0 = lim n→∞ x n and γ 0 / ∈ σ. If f ∈ L 1 (G) is such thatf (γ 0 ) = 0 and (suppf) ∩ σ = ∅, then part (iv) of Lemma 3.3 implies that fx 0 = lim n→∞ fx n = 0. Therefore, γ 0 / ∈ Λ(x 0 ), whence Λ(x 0 ) ⊆ σ. The lemma is proved.
We denote by σ(A) and (A) the spectrum and the resolvent set of an operator A : D(A) ⊆ Z → Z, where Z is a Banach space.
Let (X, T ) be a Banach L 1 (R)-module. For any z ∈ C \ R we consider the function f z ∈ L 1 (R) whose Fourier transform is the function ϕ z : R → C defined by the formula ϕ z (λ) = (λ − iz) −1 , λ ∈ R. Hilbert's resolvent identity holds for the operator-valued function
Since the L 1 (R)-module X is non-degenerate, we have z∈C\R Ker R(z) = {0}. Therefore, R is the resolvent of some linear operator iB :
The operator B will be called a generator of the L 1 (R)-module (X, T ). If T : R → End X is a strongly continuous representation, then iB is a generator of the (bounded) strongly continuous group of operators T (t); t ∈ R .
for all f ∈ L 1 (G) and g ∈ G. If G = R, then the following equalities hold for the generator B of the module (X, T ):
Such equalities were first obtained in [16] and [17] for bounded strongly continuous representations and, in a more general case (for non-quasianalytic representations), in [19] . The second equality in (3.2) is called the weak spectral mapping theorem, and has been rediscovered by many authors (see, for example, [20] , [21] ).
The assertions in the following theorem were obtained in [19] .
Theorem 3.7. Let (X, T ) be a Banach L 1 (G)-module and σ a compact subset of G. Then
In particular, the restriction
of the representation T to X(σ) is continuous in the uniform operator topology. If G = R and Λ(X) is a compact subset of R, then the generator B of the Banach L 1 (R)-module (X, T ) belongs to End X and B = r(B) = max λ∈σ(B) |λ|.
Proof. We deduce the desired equality from formula (3.1) for the resolvent R of iB, defining the functions of operators by Cauchy's formula (the Riesz-Dunford formula). A more general result can be found in [22] . § 4. Approximate identities and γ γ γ-nets
In this section, (X, T ) stands for a Banach L 1 (G)-module and the results are closely connected with ergodic theorems in Banach modules (see [23] [24] [25] and the references there) and can be used in the study of causal operators.
Remark 4.2. The Banach algebra L 1 (G) has a b. a. i which can be constructed as follows. Consider the net Ω of symmetric neighbourhoods of zero in G having compact closures and measurable with respect to the Haar measure on G (ω 1 ≺ ω 2 for ω 1 , ω 2 ∈ Ω if ω 1 ⊂ ω 2 ) and such that every compact subset of G is contained in some ω ∈ Ω. Let χ ω : G → R be the characteristic function of the set ω ∈ Ω andχ ω : G → R the function whose Fourier transform is χ ω . We put
Let us note that this net has the following properties:
; h > 0 is the net of intervals (the net structure is induced by the increasing order of h), then the above b. a. i. is given by the formula
If G is a discrete group, then the algebra L 1 (G) contains the identity δ 0 ∈ L 1 (G), where δ 0 (0) = 1 and δ 0 (g) = 0 for all g ∈ G \ {0}.
It is easy to verify that the following family of functions is a b. a. i. in the algebra L 1 (R m ):
where β = (β 1 , β 2 , . . . , β m ) ∈ R m + \ {0}, and the net structure on R m + \ {0} is defined as follows:
We denote by X Comp the submodule of the L 1 (G)-module (X, T ) formed by the vectors with compact Beurling spectrum. We denote by X Φ the submodule fx; f ∈ L 1 (G), x ∈ X . Lemma 4.3.
Proof. The inclusion X Comp ⊆ X c follows from Lemma 3.7 since X c is closed. The submodule X Φ is closed by the Cohen-Hewitt factorization theorem (Theorem 32.22 in [8] ). Since lim e ω * f = f for every f ∈ L 1 (G), where (e ω ) is the approximate identity occurring in Remark 4.2, and suppê ω ⊂ ω − ω (see property (iii) in Remark 4.2), part (iii) of Lemma 3.3 implies that (e ω * f)x ∈ X Comp for every ω ∈ Ω. Hence, X Φ ⊆ X Comp ⊆ X c . Now let x be an arbitrary vector in X c , let ε > 0 and let V be a compact neighbourhood of zero in G such that
Consider an f ∈ L 1 (G) such that f 0,f (0) = 1 and suppf ⊂ V . Then
x ∈ X and lim f α x = x, then the above results imply that x ∈ X c . Let y be an arbitrary vector in X c = X Φ and let f ∈ L 1 (G) be such that fx = y. Then
The lemma is proved.
Remark 4.5. Consider the following example of a 0-net in L 1 (G):
This net has the following properties:
; h > 0 is the set of intervals arranged in decreasing order of h, then the above 0-net (f h ) in L 1 (R) is given by the formula
Here are two more examples of 0-nets in L 1 (R):
The first of these corresponds to increasing order of T and the second to decreasing order of ε. Let us also note that the family of functions (4.1) is a 0-net in L 1 (R m ) as β → ∞.
Since the set of common zeros of Fourier transforms of functions belonging to M 0 consists of a single (zero) element, Wiener's theorem [7] [8] [9] implies that M = {f ∈ L 1 (G);f (0) = 0}. Hence, (f α ) is a 0-net. The net (f ω ), ω ∈ Ω, constructed in Remark 4.5 and the family of functions (4.1) are examples of invariant integrals (in what follows, the symbol Ω will usually be omitted).
Remark 4.8. If (f α ) is a γ-net and f is any function belonging to L 1 (G) and such thatf (γ) = 1, then the net (f α * f) also is a γ-net. In this case (
by adjoining to it the identity δ 0 is an approximate identity in the maximal ideal
Since the net (f α ) is bounded, the submodule Erg γ X, (f α ) is closed in X.
The set of almost periodic vectors in X forms a closed submodule, which we denote by APX or AP(X, T ).
is a continuous almost periodic function (see Remark 2.5). Hence, it is the uniform limit of some sequence of trigonometric polynomials
and [26] ). We claim that γ i ∈ G, 1 i n. This will be proved if we can establish that γ ∈ G when x ∈ X is such that
there is an f ∈ L 1 (G) such that fx = 0. We have fx ∈ X c and T (f)T (g)x = T (g)(fx) = γ(g)(fx). Hence, γ ∈ G. The theorem is proved. Corollary 4.13. If x ∈ L ∞ (G, Y ) = X and the set of shifts S(g)x, g ∈ G is precompact in X, then x coincides almost everywhere with some function belonging to AP (G, Y ) ⊂ (X, S) c .
The following result was obtained in [25] . Theorem 4.14. A vector x 0 in X c is almost periodic if the set Λ(x 0 ) is completely imperfect (that is, contains no non-empty perfect subset ) and one of the following conditions holds:
(i) the Banach space X contains no subspace isomorphic to the Banach space c 0 of numerical sequences converging to zero,
(ii) the orbit of x 0 is weakly precompact in X.
Remark 4.16. It follows from Definition 4.15 that every eigenvector x 0 of (X, T ) has a one-point spectrum Λ(x 0 ) = {γ 0 } (the converse assertion also is true: see [25] ). Therefore, the eigenvectors belong to X Comp ⊆ X c .
We denote by X(γ) = X {γ} the set of vectors in X with the one-point spectrum {γ}. Hence, X(γ) = x ∈ X : T (g) x = γ(g) x . We denote by X γ the closed submodule X γ = x ∈ X; γ / ∈ Λ(x) .
We denote the set of ergodic points of x by Λ erg (x) or Λ erg (x, T ).
Theorem 4.19. Let γ be a character in G and (f α ) a γ-net. Then (i) Erg γ X, (f α ) = X(γ)⊕X γ , and the operator P (γ)x = lim f α x in the algebra End X(γ) ⊕ X γ is a projector to X(γ) parallel to X γ , P (γ) 1, and the limit lim f α x = x 0 ∈ X(γ) does not depend on the choice of the γ-net (f α ),
and only if the eigenvectors belonging to X(γ) separate the functionals belonging to the subspace
(vii) for any x ∈ X γ one can find y ∈ X γ and f ∈ L 1 (G) such that γ / ∈ suppf and x = fy.
Proof. By Remark 4.9, all these assertions follow from more general results of [24] .
By part (i) of Theorem 4.19, the projector P (γ) x = lim f α x, x ∈ Erg γ X, (f α ) , does not depend on the choice of the γ-net (f α ). This enables us to denote Erg γ X, (f α ) by Erg γ X or Erg γ (X, T ). We shall denote by ErgX or Erg(X, T ) the closed submodule
To every almost periodic vector x in AP(X, T ) we assign the Fourier series
where x γ = P (γ) x = 0 and x γ ∈ X(γ), whence
of the vector x is defined to be the set of γ ∈ G such that x ∈ Erg γ X and P (γ) x = x γ = 0. The Bohr spectrum of the module X is defined to be
, and the set Λ b (x) is at most countable. We deduce the last assertion from the fact that the absolutely convex
, c i ∈ C of the orbit of the almost periodic vector x is precompact using the invariant integral to define x γ , γ ∈ Λ b (x), which enables us to establish that x γ ∈ Co x for all γ ∈ Λ b (x). Since P (γ 1 ) P (γ 2 ) = 0 for γ 1 = γ 2 belonging to Λ b (x) and P (γ) = 1 for all γ ∈ Λ b (x), the set Λ b (x) is at most countable. § 5. Two module structures on the space of operators
In this section we consider two (non-degenerate) Banach L 1 (G)-modules (X i , T i ), i = 1, 2, where T i : G → End X i , i = 1, 2, are isometric representations that are not assumed to be strongly continuous.
A special role in this paper is played by two module structures on the space Hom(X 1 , X 2 ) introduced below and by relations between the Beurling spectra of the operators corresponding to these structures. The first of these (the structure of a Banach L 1 (G × G)-module) is associated with the representation
where A ∈ Hom(X 1 , X 2 ) and g 1 , g 2 ∈ G. Taking into account that the algebra
, we see that the formula
Lemma 5.1. The module structure on Hom(X 1 , X 2 ) associated with the representation T is well defined.
Proof. We have to establish that the definition of the operator fA in formula (5.4) does not depend on the representation (5.3) of f. First let us note that if the map (g 1 , g 2 ) → T (g 1 , g 2 )A is continuous in the uniform operator topology that is, A ∈ Hom(X 1 , X 2 ), T c and f ∈ L 1 (G×G), then fA can be determined from T in the standard way using formula (2.2). The subspace Hom(X 1 , X 2 ), T c contains, in particular, the operators
Assume that, along with the representation (5.
We claim that the operators
, T c , this will be proved (see formula (2.2) and the paragraph containing it) if we can establish that (ϕ ⊗ ψ)
If there is a non-zero operator in Hom(X 1 , X 2 ) that annihilates the subspace (X 1 , T 1 ) c of T 1 -continuous vectors, then the Banach module Hom(X 1 , X 2 ), T thus constructed will not be non-degenerate (in the sense of Assumption 2.1). For this reason we introduce some non-degenerate closed submodules of Hom(X 1 , X 2 ), T :
Here (f α ) is a b. a. i. of the algebra L 1 (G) and τ is the uniform (u) or strong (s) operator topology on the space Hom(X 1 , X 2 ). The symbol τ -lim stands for the limit in the topology τ . The modules U i,τ = U i,τ (X 1 , X 2 ), i = 1, 2, τ ∈ {u, s}, are non-degenerate since the module (X 2 , T 2 ) is non-degenerate (see Lemma 5.11).
Lemma 5.2. The definition of the space U 1,u does not depend on the choice of approximate identity (f α ). This space coincides with the space
,
for α α 0 . The lemma is proved.
We wish to consider another closed non-degenerate submodule U 3 of Hom(X 1 , X 2 ), T , for which we will need the following definition.
is said to be locally convergent to x 0 ∈ X (and we write x α loc → x 0 or loc-lim x α = x 0 ) if it is bounded and lim f(
By definition, the submodule
The operators belonging to U 3 are said to be locally continuous.
Remark 5.4. The above definitions imply that
The operators belonging to one of the submodules U 2,τ , τ ∈ {u, s}, are said to commute with (f α ) (in the uniform, strong operator topology, respectively).
Under the assumptions of the preceding remark, not all A ∈ Hom(X 1 , X 2 ) are locally continuous.
Example 5.6. Let X = X 1 = X 2 = C ub (R) and T 1 = T 2 = S (see Example 2.11). Consider the following linear operator A ∈ End X:
where C 0 (R) ⊆ Ker ξ and ξ(x 0 ) = 1, x 0 ≡ 1. The sequence of functions x n (t) = e − 1 n |t| , t ∈ R, n 1, belongs to C 0 (R) and converges locally to x 0 (it also converges locally in the sense of the module structure considered in Example 2.10). Since ξ(x n ) = 0, n 1, we have Ax n = 0, n 1. On the other hand, Ax 0 = y = 0, that is, the sequence (Ax n ) does not converge locally to Ax 0 . Hence, A is not locally continuous, although the assumptions of Remark 5.5 hold for C ub (R), S .
and let A ∈ End X be the operator defined by formula (5.5) using a function y ∈ C b (R) \ C ub (R) and a functional ξ of the form
where α ∈ L 1 (R). Then A is locally continuous but does not commute with any
Consider the representation
where g ∈ G and A ∈ Hom(X 1 , X 2 ). On the spaces U 0,τ , τ ∈ {u, s}, for which the
is continuous in the topology τ , the formula
defines the structure of the Banach L 1 (G)-module associated with T 0 .
Remark 5.9. If A ∈ U 0,s , then the boundedness of the representations T 1 and T 2 implies that lim
Multiplying this equality by an arbitrary b. a. i. (f α ) and integrating, we obtain that lim
In what follows (if not otherwise stated), the symbol U = U(X 1 , X 2 ) stands for one of the following closed subspaces of Hom(X 1 , X 2 ):
What has been said implies that U is a non-degenerate Banach L 1 (G × G)-and L 1 (G)-module with the structures associated with the representations T and T 0 , respectively (we retain this notation for the restrictions of T and T 0 to U, which are well defined).
Remark 5.10. The classes U(X 1 , X 2 ) have the following "physical" property. Their definitions imply that A = 0 if A ∈ U(X 1 , X 2 ) and Ax = 0 for all x ∈ (X 1 , T 1 ) c (we prove this assertion using Lemma 4.3). Hence, A = B whenever A, B ∈ U(X 1 , X 2 ) coincide on (X 1 , T 1 ) c .
Proof. It remains to prove that the module (U, T ) is non-degenerate. We shall do this only for
is non-degenerate, we have Ax = 0 for all x ∈ X 1 , whence A = 0. The lemma is proved.
Consider the homomorphism τ :
(5.8)
Let us note that the functions
Lemma 5.12.
Proof. Since the
(see the proof of Lemma 5.1). Therefore, we can assume that A ∈ (U, T ) c and T 1 , T 2 are strongly continuous representations. We have
(the integrals converge in the strong operator topology). The lemma is proved.
Theorem 5.13.
for all A ∈ U.
Remark 5.14. It is clear that a similar theorem can be stated for any bimodule with structures associated with representations for which (5.10) holds.
Proof of Theorem 5.13. We claim that Λ(A, T 0 ) ⊇ ∆. Take a γ 0 / ∈ Λ(A, T 0 ). There is an f ∈ L 1 (G) such thatf (γ 0 ) = 0 and T 0 (f)A = 0. Let σ 0 be a neighbourhood of γ 0 such thatf (γ) = 0 for all γ ∈ σ 0 . Assume that there is a character (
To prove the reverse inclusion we take a γ 0 / ∈ ∆ and an f ∈ L 1 (G) such that f (γ 0 ) = 0 and suppf ∩ ∆ = ∅. It follows from (5.9) that the function ψ = τ (f)ϕ is such that suppψ∩Λ(A, T ) = ∅ for all ϕ in L 1 (G×G). Lemma 3.3 and formula (5.10)
for all x ∈ X 1 and A ∈ U.
it is sufficient to verify this equality for vectors in (X 1 , T 1 ) Comp with compact Beurling spectra.
Let
, there is an h ∈ L 1 (G) such thatĥ = 1 in the neighbourhood of Λ(x, T 1 ) and γ 2 − γ 1 lies outside some neighbourhood of Λ(A, T 0 ) for every γ 1 ∈ suppĥ. Therefore, (γ 1 , γ 2 ) lies outside some neighbourhood of Λ(A, T ) for every γ 1 ∈ suppĥ. By Lemma 3.3, we have
as was to be shown.
Example 5.16. For the operator A ∈ U(X 1 , X 2 ) defined by the formula Ax = ξ(x)y, where ξ ∈ (X * 1 ) c and 0 = y ∈ X 2 , we have
where
for every A ∈ U 1,s with compact Beurling spectrum Λ(A, T 0 ), every ψ ∈ L 1 (G) whose Fourier transform has compact support, and every b.
This follows from formula (5.12). Indeed, let ϕ be a function belonging to L 1 (G) such that supp ϕ is a compact set and supp ϕ + Λ(A,
Remark 5.18. For strongly continuous representations T 1 and T 2 , Theorem 5.13 was proved in [28] by another method. We hope that Lemma 5.12 will make it possible to apply Theorem 5.13 to other classes of representations. § 6. Causal operators. Examples
Let A be a partially ordered set (poset) of indices and let X i = {X α i , α ∈ A}, i = 1, 2, be two families of closed linear subspaces of Banach spaces X i , i = 1, 2, respectively. Definition 6.1. An operator A ∈ Hom(X 1 , X 2 ) is said to be causal with respect to the families of subspaces
To the best of our knowledge, this is the most general definition of causal operator. However, it is difficult to construct a sufficiently rich theory from it. We shall thus impose certain restrictions on the families X i , i = 1, 2, which will enable us to construct such a theory. We shall give another two definitions of causal operators, which are consistent with familiar ones and equivalent under certain natural conditions.
We consider Banach L 1 (G)-modules (X i , T i ), i = 1, 2, and a closed semigroup S ⊂ G such that zero belongs to the closure of its interior Int S (see Remark 6.14). Sometimes we shall have to impose additional restrictions on S. As before, we assume that Assumption 2.1 holds.
Let the poset A be the group G with the following partial ordering: γ 1 γ 2 ⇔ γ 1 ∈ γ 2 + S. Consider the families of spectral subspaces
Definition 6.2. An operator A ∈ Hom(X 1 , X 2 ) is said to be causal with respect to the representations T i , i = 1, 2, and the semigroup S if AX γ 1 ⊆ X γ 2 for all γ ∈ G. For operators belonging to the Banach L 1 (G)-module U (that is, one of the modules defined by formula (5.7)) we make another definition. Definition 6.3. An operator A ∈ U is said to be causal with respect to the representation T 0 : G → End U and the semigroup S if Λ(A, T 0 ) ⊆ S.
Theorem 6.4. Let A ∈ U and let the representation T 0 be (as usual ) defined by formula (5.6). Then Definitions 6.2 and 6.3 are equivalent.
Proof. Let A ∈ U be causal in the sense of Definition 6.2. We claim that Λ(A, T 0 ) ⊆ S. By Theorem 5.13, it is sufficient to establish that by formula (5.1) ). Assume the opposite, that is, assume that there is an ordered pair (γ
The existence of such a γ * follows from the above assumption on the semigroup S. Since A is causal (in the sense of Definition 6.2), Lemma 3.3 implies that
. This is a contradiction. Now let A be causal in the sense of Definition 6.3. Formula 5.12 implies that for any γ ∈ G and x ∈ X γ 1 we have
The theorem is proved. We denote the set of causal operators in U ⊆ Hom(X 1 , X 2 ) by Caus(X 1 , X 2 ; T 0 , S), or Caus(X 1 , X 2 ) if the choice of the semigroup S and the representations T 1 , T 2 occurring in the construction of T 0 is clear. Definition 6.5. The set Λ(A, T 0 )\{0} ⊆ G will be called the memory of the linear operator A ∈ U. An operator A 0 ∈ U will be called an operator with no memory if Λ(A 0 , T 0 ) ⊆ {0}.
Hence, an operator A ∈ U = U(X 1 , X 2 ) is causal with respect to the semigroup S if and only if its memory is contained in S. In particular, any operator in U with no memory is causal. The set of operators with no memory is a closed linear subspace that coincides with the spectral submodule U {0}, T 0 . In what follows it will be denoted by one of the following symbols: Definition 4.10) , then A 0 = M(A) will stand for its part with no memory, that is,
Lemma 6.6. The space M(U) of operators with no memory has the following two representations:
Proof. The representation (6.1) follows immediately from Remark 4.16, since operators with no memory are, by definition, eigenvectors of the L 1 (G)-module (U, T 0 ) corresponding to the eigencharacter γ 0 = 0 ∈ G. The representation (6.2) follows from formula (5.12).
Remark 6.7. There are examples of operators A ∈ Hom(X 1 , X 2 ) satisfying the equality T 0 (g)A = A but lying outside U (and hence, outside M(U)). Such an example can be found in [3] , § 5.1.11 for X 1 = X 2 = l p and T = S.
Remark 6.8. Now (and up to Example 6.10) let X 1 = X 2 = X and
Then it may happen that U = U 1,s ∩ U 0,s is not an algebra, and we denote by U a or U a (X) one of the subspaces defined in (5.7), with the exception of U 1,s ∩ U 0,s , in the case when the spaces of representations and the representations themselves coincide.
Lemma 6.9. U a is a Banach algebra.
Proof. First we claim that
is an algebra (see Remark 5.17). Let A, B ∈ U a . Let us verify that AB ∈ U 1,u . Let
where c = sup f α . Then
for all x ∈ X. Therefore, there is an α 0 such that C α < ε for all α α 0 . We have
We shall prove the assertion of the lemma only for the submodule U a = U 3 ∩ U 0,s (for the others the proof is equally simple). Let A, B ∈ U a . If x α loc → x 0 for the net
The set Caus(X, X) of causal operators belonging to U a will be denoted by Caus(X).
Here are several examples of causal operators.
Example 6.10. Let X 1 and X 2 be Banach spaces with resolutions of the identity E i = {E i n , n ∈ Ω i ⊆ Z}, i = 1, 2, equipped with the structures of Banach L 1 (T)-modules (as in Example 2.9: see formulae (2.6) and (2.7)) associated with the representations U 1 and U 2 . We have
which implies that the spectral subspaces X i (σ i ), σ i ⊂ Z, i = 1, 2, have the following representations:
3)
The family
is causal with respect to the representations U 1 , U 2 and the semigroup Z + = N ∪ {0} = R + ∩ Z if and only if
(that is, its matrix is lower-triangular if A ∈ U a = End X and
Let us note that since the representation U 0 : T → End Hom(X 1 , X 2 ) given, as usual, by the formula
is defined on the compact group T, it has a Fourier series
A n γ n with A n ∈ Hom(X 1 , X 2 ), n ∈ Ω 2 − Ω 1 , that is, the Fourier coefficients of the function γ → U 0 (γ)A have the following form (see also formula (4.2) and [29] , [30] ):
where the sum is taken over the i ∈ Ω 2 and j ∈ Ω 1 such that i − j = n. This is why the A n will be called the diagonals of A. The operator A belongs to U 0,u if and only if
This follows from the theorem on the approximation of continuous periodic functions by Cesàro means. In particular, A ∈ U 0,u , if A has absolutely integrable diagonals, that is, n∈Ω2−Ω1 A n < ∞. Let us also note that Λ(A, U 0 ) = {n ∈ Ω 2 − Ω 1 : A n = 0}. Therefore, the nomemory part M(A) of A coincides with A 0 . Hence, M(U a ) = M(End X) is the subalgebra of operators with diagonal matrices.
, be the Banach spaces of functions considered in Example 2.10. They are the spaces of the representations V i : G → End X i defined by formula (2.8). The L 1 (G)-module structures on the X i are defined by formula (2.9), which implies that the spectrum Λ(x, V i ) of any x ∈ X i , i = 1, 2, coincides with its essential support vrai supp x ⊆ Ω ⊆ G. It should be noted that it is this module structure that is used in the conventional definition of causal operators (see [2] , [3] ) acting on function spaces.
Consider an operator B = A 0 + A ∈ Hom(X 1 , X 2 ) of the form
where g, g 1 , g 2 ∈ G, x ∈ X 1 and V 0 is continuous in the uniform operator topology. Hence,
G) and x ∈ X 1 . Formulae (6.7) and (6.8) imply that
Let us note that B belongs to each of the classes U (see (5.7)). If (f α ) is the 0-net in Remark 4.5, then formula (6.8) implies that V 0 (f α ) A f α a 1 → 0, whence lim V 0 (f α ) A = 0. Hence, A ∈ Erg 0 (U) and M(A) = 0. Since
Now let S be a semigroup in G satisfying our conditions. Then (6.8), (6.10) and (6.11) imply that Λ(B, V 0 ) ⊆ Λ(A, V 0 ) ∪ {0} ⊆ S if and only if the following equality for the kernel A of A holds almost everywhere:
Therefore, B is causal with respect to S if and only if (6.12) holds for the kernel of A. Such representations (formulae (6.5)-(6.8) and (6.9)-(6.12)) hold for various classes of singular integral operators. Y 1 ) , and so on. We equip the Banach spaces under consideration with the structure of a Banach L 1 (G)-module using formula (2.11) and the representation S (of the group of shifts of functions). Consider a bounded continuous function µ :
is the Banach space of bounded operator-valued measures on G (see [31] ). To this function we assign the operator A ∈ Hom(X 1 , X 2 ) defined by the formula
We have A sup g∈G µ(g) . For this definition to be valid, we must impose certain restrictions on µ. If F = L ∞ , then we assume that the values of µ are measures absolutely continuous with respect to the Haar measure on G (so that we can assume that
This class contains the integral operators
14)
where the kernel K : G × G → Hom(Y 1 , Y 2 ) has the following property: the function
If F = AP , then we assume that µ is almost periodic. In this case A : AP (G, Y 1 ) → AP (G, Y 2 ). For C b and C 0 no supplementary restrictions on µ are needed.
There is another special case of operators of the form (6.13):
The functions
The operator is well defined on the space of almost periodic functions (if and) only if the F k , k 1, are almost periodic functions. Formulae (6.13)-(6.15) and (5.6) imply that
17)
where g, u ∈ G and x ∈ X 1 . We deduce from (6.16)-(6.18) that A belongs to U 0,u ⊂ Hom(X 1 , X 2 ) = U if µ is uniformly continuous. In particular, A i ∈ U 0,u , i = 1, 2, if the functions K and F k , k 1, are uniformly continuous. For any f ∈ L 1 (G) the operator S 0 (f) A = fA ∈ Hom(X 1 , X 2 ) has the form
where For A 2 this condition can be written as
Finally, let us note that an A defined by (6.13) is an operator with no memory if and only if µ is constant, that is, A is the operator of convolution with a measure belonging to M G, Hom(Y 1 , Y 2 ) . A 1 has this property only if
Example 6.13. Let A : D(A) ⊂ X 2 → X 2 be a linear operator that is the generator of a strongly continuous isometric group of operators {T 2 (t); t ∈ R} ⊂ End X 2 , and let B : D(A) → X 2 be a linear operator subordinate to A. We denote by X 1 the Banach space D(A) equipped with the graph norm x A = x + Ax , x ∈ D(A). We denote by T 1 : R → End X 1 the restriction of T 2 to X, which is also a strongly continuous isometric representation. Assume that the function B : R → Hom(X 1 , X 2 ) defined by the formula B(t) = T 0 (t)B = T 2 (t)BT 1 (−t), t ∈ R, is continuous (in the uniform operator topology), that is, B ∈ U 0,u for U = Hom(X 1 , X 2 ). The operator A+B ∈ U is causal with respect to T 0 : R → End U and S = R + ⊂ R in the sense of Definition 6.3 if and only if Λ(A + B, T 0 ) ⊆ R + . Since T 0 (t)A = A, that is, A ∈ M(U), this condition is equivalent to the condition Λ(B, T 0 ) ⊆ R + , which (see Lemma 8.2 below) is in turn equivalent to the existence of a bounded holomorphic continuation of B to the half-plane C + = {z ∈ C : Re z > 0}.
In particular, if A = d/dt is defined on a Banach space X 2 coinciding with one of the Banach spaces
, and B ∈ End X 2 , then A+B is causal with respect to T 0 = S 0 : R → End(End X 2 ) if and only if B has a bounded holomorphic continuation to C + . If B is an almost periodic operator with respect to S 0 , B ∼ j 0 B j is its Fourier series and S 0 (t)B j = e iλjt B j , j 0, then it is causal if and only if λ j 0 for all j 0. In this case B = B 0 if λ 0 = 0.
Remark 6.14. The condition 0 ∈ Int S was used only in the proof of the equivalence of Definitions 6.2 and 6.3. In what follows it will be used only in Theorem 7.23. § 7. Causal invertibility. The algebra of causal operators and its radical
We consider Banach L 1 (G)-modules (X i , T i ), i = 1, 2, a semigroup S ⊂ G and the set Caus(X 1 , X 2 ) ⊂ U = U(X 1 , X 2 ) ⊂ Hom(X 1 , X 2 ) of operators causal with respect to T 0 and S. As before, U is one of subspaces (5.7) and U a = U a (X) is a closed subalgebra of End X that coincides with U(X, X), with the exception of the case when U = U 1,s ∩ U 0,s . To say that A ∈ Caus(X) means that X 1 = X 2 = X and T 1 = T 2 = T . Definition 7.1. An operator A ∈ Caus(X 1 , X 2 ) is said to be hypercausal if 0 / ∈ Λ(A, T 0 ). It is said to be uniformly (or strongly) causal if u-lim f α A = 0 (or s-lim f α A = 0) for some 0-net (f α ) in L 1 (G) (and then the same is true for all 0-nets (f α ) in L 1 (G)).
We denote the set of hypercausal operators belonging to Caus(X 1 , X 2 ) by HC(X 1 , X 2 ) (or HC(X), if X 1 = X 2 = X). The set of uniformly causal operators will be denoted by UC(X 1 , X 2 ) (or UC(X), if X 1 = X 2 = X).
The results of § § 3, 4 (see Theorem 4.19) imply the following theorem.
It has the following properties:
(i) any operator belonging to UC(X 1 , X 2 ) is the limit (in the operator norm) of a sequence (a net) of hypercausal operators,
, and the almost periodic operator A ∈ Caus(X 1 , X 2 ) belongs to UC(X 1 , X 2 ) if and only if 0 / ∈ Λ b (A, T 0 ), (v) UC(X) is a closed two-sided ideal of the Banach algebra Caus(X) of causal operators. Remark 7.3. A ∈ Caus(X 1 , X 2 ) is uniformly causal if and only if 0 is an ergodic point of Λ(A, T 0 ) that does not belong to the Bohr spectrum of A (regarded as an element of the L 1 (G)-module (U, T 0 )).
In the case when X 1 = X 2 = H is a Hilbert space, a definition similar to that of uniformly causal operators was made in [1] in a somewhat different way (in what follows we use the notation of Example 2.8). An operator A ∈ CausH is said to be strictly causal (see [1] ) if for any ε > 0 there is a partition R =
Remark 7.4. Let us return to the examples of causal operators considered in § 6. The integral operators in Example 6.12 (in this case A 0 = 0) are uniformly causal. For an operator A defined by formula (6.13) to be uniformly causal it is necessary (if dim E, dim F < ∞) and sufficient that µ ∈ Erg 0 C b G, M G, Hom(E, F ) , S 0 and 0 / ∈ Λ b (µ). This condition is equivalent to the following: 0 is an ergodic point of A and zero does not belong to the Bohr spectrum of µ. Hence, A is uniformly causal if lim f α * µ = 0 for at least one 0-net in L 1 (G).
If A ∈ U = Hom(X 1 , X 2 ) is the L 1 (T)-module considered in Example 6.10, then the inclusion Λ(A, T 0 ) ⊆ Ω 2 − Ω 1 ⊆ Z implies that zero (if it belongs to Ω 2 − Ω 1 ) can only be an isolated point of Λ(A), whence A ∈ M(U) ⊕ UC(X 1 , X 2 ).
The majority of the results stated below hold under the following assumption.
, where T 0 , as always, is defined by formula (5.6), and let
and BA ∈ UC(X 1 , X 3 ) if one of the operators A, B is uniformly causal and Assumption 7.5 holds.
Proof. First we make the following comment to the assumptions of the lemma: the three subspaces of operators occurring in the statement of the lemma are assumed to belong to the same class. For example, if U(
The assertion that BA belongs to U(X 1 , X 3 ) can be proved in the same way as in Lemma 6.9. Let σ be an arbitrary closed subset of G and let x belong to X 1 (σ, T 1 ). Corollary 5.13 implies that
(7.1) Since the semigroup S is closed, Definition 6.2 implies that BA is causal (with respect to T 0 and S). Now assume that one of the operators under investigation is uniformly causal. We can assume without loss of generality that A is uniformly causal, 0 / ∈ Λ(A, T 0 ) and Λ(A, T 0 ) is a compact set. The above inclusions imply that Λ(BA) ⊆ Λ(A) + S = Λ(A) + S. Since Λ(A, T 0 ) is compact, the assumptions on S imply that 0 / ∈ Λ(BA, T 0 ). The lemma is proved.
Corollary 7.7. CausX is a closed subalgebra of U a ⊆ End X, and UC(X) is a closed two-sided ideal of CausX if Assumption 7.5 holds.
In the proof of (7.1) we did not use the assumption that A and B are causal. Therefore, the following corollary holds.
for all A ∈ U(X 1 , X 2 ) and B ∈ U(X 2 , X 3 ).
Definition 7.9. An A ∈ Caus(X 1 , X 2 ) is said to be causally invertible if it is invertible and A −1 ∈ Hom(X 2 , X 1 ) is causal with respect to T
We denote by σ Caus (A) the spectrum of A ∈ CausX in the algebra CausX. Conditions for causal invertibility are of importance in the study of the stability of solutions of differential equations (see [2] , § 5.1 and [3] , Ch. III).
Lemma 7.10. Let Assumption 7.5 hold and let A ∈ UC(X 1 , X 2 ). Then A is not causally invertible.
The proof follows immediately from Lemma 7.6 and the fact that the identity operator is not uniformly causal.
We need the following definition.
Definition 7.11 [32] . A subalgebra A of a Banach algebra B is said to be full (in B) if every a ∈ A that is invertible in B is invertible in A.
The definitions imply that a subalgebra U a (X) is full in End X if it coincides with one of the subalgebras U 2,s ∩ U 0,s , U 2,u ∩ U 0,u .
if A is invertible. In particular, M(U a ) is a full subalgebra of End X.
, it is sufficient (see Remark 5.10) to prove that its restriction to (X 1 , T 1 ) c is the zero operator. If x ∈ (X 1 , T 1 ) c , then we have
(see Lemma 2.7). The other assertions of the theorem follow immediately from Lemma 6.6.
Taking into account Theorem 7.12, it is natural to call operators belonging to M(X) multipliers of the L 1 (G)-module X. Theorem 7.13. Let Assumption 7.5 hold, let A ∈ Caus(X 1 , X 2 ) be a causally invertible operator and let 0 ∈ Λ erg (A, T 0 ), that is, A ∈ M(X 1 , X 2 ) ⊕ UC(X 1 , X 2 ). 
Proof. Assertion (i) of Theorem 4.19 implies that A can be represented in the form
Therefore, there is an ω ∈ Ω such that T i 0 (f ω )B i < 1/2, i = 1, 2. By Theorem 7.12, inverse operator. Hence, A 0 is an invertible operator and we can pass to the limit in (7.3). Therefore, u-lim T
0 ). The assertion concerning the causal spectrum follows from these assertions.
We equip Hom(X 1 , X 2 ) with two further Banach L 1 (G)-module structures which will be needed later in the study of Caus(X). These structures are associated with the representations
where A ∈ Hom(X 1 , X 2 ) and g ∈ G. Hence,
It is clear that T 
Let us note that the module structures thus defined are non-degenerate.
We conclude this section with a study of the Banach algebra CausX of causal operators, which is a subalgebra of U a (X) under the conventional assumption concerning the coincidence of the latter algebra with one of the above classes of operators belonging to End X. We denote by Rad(CausX) the radical (see [33] ) of CausX.
It may happen that the radical of CausX does not contain the two-sided ideal UC(X) of uniformly causal operators. This is why we need some supplementary conditions describing the set Rad(CausX).
Definition 7.14. The operators belonging to the subspace
will be called radically causal.
Definition 7.14 implies that A ∈ UC(X) is radically causal if and only if one of the following conditions holds:
(iii) one of the functions g → T (g)A, g → AT (g) : G → End X is continuous (in the uniform operator topology).
Let us note that RC = UC if Λ(X, T ) is compact. Proof. Let A ∈ RC(X). Then A is the uniform limit of the sequence of hypercausal operators defined by the formula A n = A − T 0 (f n )A, n 1, where (f n ) is a 0-net in L 1 (G) such thatf n = 1 in some neighbourhood of zero. It is obvious that A n ∈ RC(X), n 1. Taking into account that the radical of CausX is closed, it is sufficient to consider the case when A ∈ HC(X), that is, 0 / ∈ Λ(A, T 0 ). Let f ∈ L 1 (G) be an arbitrary function with compact support suppf and B any operator in CausX. Corollaries 5.15 and 7.8 imply that
for all positive integers k. By Assumption 7.16, the right-hand side of this inclusion is empty if k ∈ N is sufficiently large. Therefore, T (f) AB k = 0, that is, T (f) AB is a nilpotent operator (which implies that BT (f) A is a nilpotent operator). This means that T (f) A belongs to Rad(CausX). We prove likewise that AT (f) ∈ Rad(CausX). By Definition 7.14, the closure of one of the sets
Corollary 7.18. σ Caus (A + B) = σ Caus (A) for all A ∈ CausX and B ∈ RC(X).
Theorem 7.19. Let A ∈ UC(X) be a compact operator, let T be a strongly continuous representation and let Assumption 7.16 hold for a semigroup S. Then A ∈ Rad(CausX).
Proof. Since A is compact and T is strongly continuous, the function g → T (g)A : G → End X is continuous in the strong operator topology, whence A ∈ RC(X). It remains to use Theorem 7.17.
We can state other conditions on compact operators under which they belong to the radical of CausX. Let us begin with compact operators with no memory. We shall reinforce the corresponding results obtained in [2] , [3] , [5] . The two-sided ideal of compact operators will be denoted by K(X). The ideal of compact causal operators will be denoted by KC(X).
Theorem 7.20. Let A ∈ K(X) ∩ M(U a ). Then its image Im A is contained in the closure of the linear span of the set of eigenvectors of the L 1 (G)-module (X, T ).
Proof. Since A ∈ K(X), the set {AT (g) x, g ∈ G} is precompact in X for every fixed x ∈ X. The equalities T (g)Ax = AT (g) x, g ∈ G, imply that Ax is an almost periodic vector in X c (see Definition 4.11 and Theorem 4.12). Therefore, Ax is the limit of a linear combination of eigenvectors of the L 1 (G)-module (X, T ).
Corollary 7.22. Let Λ b (X, T ) = ∅, X = X c , A ∈ KC(X), and let 0 be an ergodic point, that is, A ∈ Erg 0 (CausX, T 0 ). Then A ∈ Rad(CausX). Proof. Assume the opposite. Take an α such that 0 = α ∈ σ(A). The Riesz projector P corresponding to the one-point set {α} is defined by the formula
Proof. We can represent A in the form
where Γ is a closed Jordan contour encircling {α}, separating {α} from σ(A) \ {α} and positively oriented. Since the set σ(A) is at most countable, we have σ Caus (A) = σ(A) (see [3] , [32] ). Therefore, the (A − λI) −1 , λ ∈ Γ, are causal operators. Hence, P is a causal operator, that is, P ∈ CausX ⊆ U 0,s . Therefore, one can find a γ ∈ G such that P X γ = {0}. Moreover, the condition imposed on S and the fact that (the image of) P is finite-dimensional enable us to assume that P X γ+ε = {0} for all ε ∈ S \ {0}. Passing to the restrictions P γ and T γ 0 of P and T 0 to the spectral subspace X γ and using formula (5.11), we obtain that Λ(P γ , T γ 0 ) = {0}. Corollary 7.21 now implies that P γ = 0. This is a contradiction.
Remark 7.24. Consider the following properties of an A ∈ CausX:
The operators A − T 0 (f)A, f ∈ M 0 , are uniformly causal and, under certain conditions, belong to the radical Rad(CausX) of CausX, as was proved in a series of assertions in this section. For example, if (i ) holds and X = X c , then Theorem 7.19 implies that A ∈ Rad(CausX). Since the A − T 0 (f) A, f ∈ M 0 , belong to the radical, we have the estimate
for the spectral radius r(A) of A. It should be noted that A = A 0 + A 1 if A ∈ Erg 0 (CausX, T 0 ), where A 0 ∈ M(U a ) and A 1 ∈ UC(X). Moreover, σ Caus (A) = σ(A 0 ). In particular, r(A) = r(A 0 ).
This remark implies the following theorem. Other approaches to the estimation of the spectral radii of causal operators can be found in [5] , § 2.4, and [34] . Special attention should be paid to [2] and [3] , where one can find conditions sufficient for an operator to belong to the radical of the algebra of causal operators. These conditions are stated in other terms, and other approaches are used. For example, instead of the Bohr spectrum of a vector in a Banach L 1 (G)-module, continuous chains of subspaces indexed by points of R are used (that is, G = R and S = R + ). As a rule, these chains coincide with the spectral submodules X t = X (−∞, t], V , t ∈ R (see Example 2.10 with Ω = G = R). In this case, simple examples show that Theorem 7.23 has a wider scope of application.
Example 7.26. Let CausX be the algebra of causal operators considered in Example 6.10, where
We assume for definiteness that Ω = Z. A causal operator A ∈ CausX (whose matrix A ij is lower-triangular: A ij = 0 if i < j) belongs to UC(X) if its diagonal A 0 is zero. Such an operator is radically causal (which implies that A ∈ Rad(CausX)) if A ∈ U 0,u and
for all n ∈ Z + (see Theorem 7.23).
Example 7.27. Consider the operator B = A 0 + A defined by formula (6.4) in Example 6.11, where
We assume that condition (6.12) holds for the kernel A of the integral operator A, that is, B is a causal operator. It was mentioned in Example 6.11 that M(A) = 0 and M(A 0 ) = A 0 . Since the Bohr spectrum Λ b (ϕ) = Λ b (ϕ, V ) is empty for every ϕ ∈ X if G is a non-discrete group, every compact integral operator A (these conditions hold if Ω is a compact subset of G and dim Y < ∞) belongs to Rad(CausX). Therefore, σ Caus (B) = σ(A 0 ). If Ω is precompact, then Λ(A, V ) is contained in the compact set Ω − Ω. Hence, A is radically causal, and Theorem 7.23 implies that A ∈ Rad(CausX). § 8. Causal operators and methods of the theory of holomorphic functions. A theorem on the spectral components of causal operators
The fact that causal operators have their Beurling spectra in a semigroup S enables us to use the theory of holomorphic functions (for a certain class of semigroups in G). To avoid technical difficulties, which would considerably increase the length of this paper, we restrict ourselves to the study of the groups R, T and the corresponding semigroups R + ⊂ R R and Z + ⊂ Z T.
An important role in this section is played by the family of functions {f z ; z ∈ C + } in L 1 (R) of the form
where C + = {z ∈ C : z = α + iβ, β > 0}. These functions have Fourier transforms of the formf
In the following lemma we denote by R ↓ + the set R + \ {0} arranged in decreasing order. The symbol R ↑ + stands for the set R + \ {0} arranged in increasing order. Lemma 8.1. The following assertions hold for {f z ; z ∈ C + }:
from the open half-plane C + to the Banach algebra L 1 (R) is continuous, and
Proof. It is obvious that Φ is continuous.
Let us note that every f z , z = α + iβ ∈ C + , can be written as
whence f z = f iβ . The f iβ , β > 0, are positive functions, whence f z = f iβ = f iβ (0) = 1. Therefore, (8.4) holds. Assertion (ii) follows from (8.2) and the equalitieŝ
A simple verification shows that assertions (iii) and (iv) follow from the definitions of b. a. i. and γ-nets (see Definitions 4.1, 4.4 and 4.6).
Lemma 8.2. Let (X, T ) be a Banach L 1 (R)-module, and let X c = X and x ∈ X. The inclusion
holds if and only if the function 6) has precisely one bounded holomorphic continuationφ to the half-plane C + . If (8.5) holds, thenφ has the form
Proof. We denote by B the generator of the L 1 (R)-module (X, T ), that is, iB is the generator of the strongly continuous group of operators T (t); t ∈ R . If Λ(X) is compact, then B ∈ End X, and there is a holomorphic continuationφ defined by the formulaφ(z) = e izB , z ∈ C + (in fact, it is an entire function). Hence, the problem is reduced to that of finding conditions under whichφ is bounded.
Let Λ(x, T ) ∈ R + . First we assume that σ = Λ(x) is compact. We assume without loss of generality that σ = Λ(X) is a compact subset of G (otherwise we must consider the restriction of T to the spectral submodule X(σ)). Thenφ(z) = e izB x, z ∈ C, is a holomorphic extension of ϕ to C. We claim thatφ is bounded in C + . Let us fix a z ∈ C + and a sequence (ε n ) of positive numbers converging to zero. Consider a sequence of functions f z,n , n 1, belonging to L 1 (R) and defined by the formula f z,
We thus obtain formula (8.7) and the estimates
If x is an arbitrary vector in X c , then x = lim n→∞ x n , where the Λ(x n ), n 1, are compact sets. Combining these results with part (i) of Lemma 8.1, we obtain that the sequence of holomorphic functions
converges uniformly in C + to the holomorphic functionφ: C + → X given by (8.7). Hence, the desired continuation is unique, which completes the proof of necessity. Now assume that ϕ has a bounded holomorphic extensionφ: C + → X, and that Λ(x) ∩ R − = ∅, where R − = R \ R + = (−∞, 0). Then there is a non-zero function ψ ∈ L 1 (R) such that supp ψ is a compact set in R − and y = ψx is a non-zero vector. Hence, ∆ = Λ(y) ⊆ supp ψ ∩ Λ(x) is a compact set in R − .
We can again (as in the proof of necessity) assume (by passing to the restriction of T to X(∆)) that Λ(X) = ∆. The function ϕ 1 (t) = T (t)y, t ∈ R, (as well as ϕ) has a holomorphic extension to C + , which coincides withφ 1 (z) = T (ψ)φ(z), z ∈ C + . This extension in turn coincides with the function z → e izB y, z ∈ C + . Lemma 3.6 implies that σ(B) = Λ(X) = ∆ ⊂ (−∞, −ε] for some ε < 0. Hence, exp(βB) C exp(−εβ/2) for all β > 0, where C 1. Therefore,
These estimates imply that φ 1 (iβ) C exp(−εβ/2), β > 0, which contradicts the fact thatφ is bounded in C + . This contradiction completes the proof.
Combining the proof of sufficiency in the proof of Lemma 8.2 with theorems of Phragmén-Lindelöf type [35] , we obtain the following corollary. Corollary 8.3. If the function ϕ (see (8.6)) has (precisely) one holomorphic extension ϕ : C + → X such that
Corollary 8.4. If Λ(x) ⊆ R + , then T : R → End X has precisely one bounded holomorphic extension T : C + → End X, namely,
where B is the generator of the
Since B is sectorial (see [36] ), the operators exp(−βB), β > 0, are defined as usual in terms of integrals of Dunford-Riesz type [11] . We can prove that the extension of the function ϕ defined by (8.6) is holomorphic when (8.5) holds using the fact that the restriction of B is sectorial.
Remark 8.5. Assumption (8.9) can be replaced by the assumption that
for some sequence 0 < β n → ∞, n 1. However, in this case we must impose further conditions onφ to guarantee the uniqueness ofφ. For example, it is sufficient to assume that sup 0<Im z β φ(z) = Φ(β) < ∞ for all β > 0. Now let us return to the study of the Banach L 1 (R)-modules (X i , T i ), i = 1, 2, and the Banach L 1 (R)-module of operators (U, T 0 ) = U(X 1 , X 2 ), T 0 . Our assumptions imply that U ⊆ U 0,s . Hence, any A ∈ U is a strong limit of the sequence of operators A n = T 0 (f n ) A, n 1, where (f n ) is any b. a. i. of L 1 (R). If the suppf n , n 1, are compact sets, then so are the Λ(A n , T 0 ), n 1. This enables us to repeat almost verbatim the proof of Lemma 8.2 for the L 1 (R)-module (U, T 0 ). One need only observe that the operator-valued function holomorphic (on C + ) in the strong operator topology which was obtained in this proof is holomorphic in the uniform operator topology as well. In this way we obtain the following theorem. 
has precisely one bounded holomorphic continuationφ C : C + → U. If C ∈ Caus(X 1 , X 2 ), thenφ C is given by the formulā 11) and T 0 (f z )C ∈ Caus(X 1 , X 2 ) for all z ∈ C + .
Corollary 8.7. An operator C is causal if and only if ϕ C has a holomorphic continuation to C + such that one of the following conditions holds: given in Definition 7.9.
Consider the representations T 0 , T 0 and T 0 introduced in Lemma 7.6 and two causal operators A ∈ Caus(X 1 , X 2 ) and B ∈ Caus(X 2 , X 3 ). By Lemma 7.6, C = BA is also causal, that is, C ∈ Caus(X 1 , X 3 ). Theorem 8.6 implies that the functions ϕ A (t) = T 0 (t) A, ϕ B (t) = T 0 (t)B and ϕ C (t) = T 0 (t)C have holomorphic continuationsφ A ,φ B andφ C to the half-plane C + (see formula (8.11) ). Since ϕ C (t) = ϕ B (t) ϕ A (t) for all t ∈ R,φ C andφ BφA are two bounded holomorphic continuations of ϕ C to C + . Then uniqueness of continuation implies that
Lemma 8.10. Let A ∈ Caus(X 1 , X 2 ) be causally invertible. Then the T 0 (f z )(A) = ϕ A (z), z ∈ C + , are causally invertible, and
This follows from Remark 8.9. In this case
and T 0 (t)L = T 1 (t)LT 1 (−t), t ∈ R, L ∈ End X 1 . Formula (8.13) follows from (8.12).
for every T 0 (f z ), z ∈ C + , for all A, B ∈ CausX, that is, the T 0 (f z ), z ∈ C + , are homomorphisms of the algebra CausX that preserve the identity element.
In what follows we assume that X c = X. Hence, the functions
are continuous, and we can consider their Fourier series 14) where {P n , n ∈ Z} is a bounded sequence of projectors. We state below several assertions similar to 8.2, 8.6, 8.8 and 8.10 . We omit the proofs as they are simple and similar to those of the assertions cited (corresponding to the representations of the group G = R). It is possible to reduce these to results obtained above by considering the (periodic) representation T (t) = T (e it ), t ∈ R, T : R → End X (X is regarded as an L 1 (R)-module). In this case Λ(X, T ) = Λ(X, T ) ⊆ Z.
Lemma 8.12. Λ(x, T ) ⊆ Z + for x ∈ X if and only if the function ϕ x given by (8.14) has a holomorphic continuationφ x to the disc D = z ∈ C : |z| 1 . If Λ(x, T ) ⊆ Z + , then this holomorphic continuation is given bȳ
where g z ∈ L 1 (T) is defined by the formula
Consider the Banach L 1 (T)-modules (X i , T i ), i = 1, 2, and the Banach L 1 (T)-module (U, T 0 ) = U(X 1 , X 2 ), T 0 . We assume that the T i , i = 1, 2, are strongly continuous.
Theorem 8.13. C ∈ (U, T 0 ) is causal if and only if the function
where g z is defined by formula (8.15), and T 0 (g z ) C ∈ Caus(X 1 , X 2 ) for all z ∈ D.
Theorem 8.14. Let A ∈ Caus(X 1 , X 2 ). The following two conditions are equivalent:
Lemma 8.15. Let A ∈ Caus(X 1 , X 2 ) be causally invertible. Then the T 0 (g z ) A = ϕ A (z), z ∈ D, are invertible operators, and One of the main results stated in this section is the theorem on spectral components of causal operators stated below. We know of no close analogues of this theorem, even for the causal operators considered in [1] [2] [3] [4] [5] [6] .
In what follows we consider a Banach L 1 (G)-module (X, T ). We assume that T is strongly continuous and G ∈ {R, T}. A spectral component of an element a of the Banach algebra B is defined to be a non-empty closed subset σ 1 of the spectrum σ(a) of a such that σ 2 = σ(a) \ σ 1 is a non-empty closed set and σ 1 ∩ σ 2 = ∅, that is, σ 1 is both open and closed in the topology on σ(a) induced from C. Proof. Let σ 0 be a spectral component of σ Caus (A), that is, σ Caus (A) = σ 0 ∪ σ 1 , whereσ 1 = σ 1 and σ 0 ∩σ 1 = ∅. We denote by P 0 the Riesz projector corresponding to σ 0 (see formula (7.4) , where Γ is a contour that encircles σ 0 and separates σ 0 from σ 1 ).
Assuming for definiteness that G = R, we consider the family of homomorphisms T 0 (f iβ ) ∈ End(CausX) for β > 0 (see Corollary 8.11 ) and the family of operators A β = T 0 (f iβ ) A, β > 0. Since each of the T 0 (f iβ ) is a homomorphism of the Banach algebra, we have σ Caus (A β ) ⊆ σ Caus (A), which yields the corresponding partition of the causal spectrum of A β : 17) where σ i,β = σ i ∩ σ Caus (A β ), i = 0, 1. Hence, the contour Γ (see formula (7.4)) encircles σ 0,β and separates σ 0,β from σ 1,β . Making T 0 (f iβ ) act on both sides of formula (7.4), we obtain the formula
for the Riesz projector P β , β > 0, corresponding to the spectral component σ 0,β . Now let us use assertions (iii) and (iv) of Lemma 8.1. Since A ∈ U 0,u and (f iβ ), β ∈ R ↓ + , is a b. a. p. in L 1 (R), we have lim β→0 T 0 (f iβ ) A = A (in this proof all limits are understood in the sense of the uniform operator topology). Hence, P 0 = lim β→0 P β . Since A ∈ Erg 0 (U, T 0 ) and (f iβ ), β ∈ R ↑ + , is a 0-net, we have lim β→∞ T 0 (f iβ ) A = A 0 = M(A). Hence, the following limit exists:
Let us note that P ∞ is the Riesz projector corresponding to the spectral set σ 0,∞ occurring in the partition σ Caus
, as follows from the inclusion σ(A 0 ) ⊆ σ Caus (A) (see Theorem 7.13). Hence, {P β }, β ∈ [0, ∞] = R + , is a family of projectors defined on the Aleksandrov one-point compactification R + of R + and continuous in the operator norm. Since this family is continuous, P ∞ is different from the zero operator and from the identity operator. Hence, σ 0,∞ is the spectral component of σ(A 0 ) contained in σ 0 .
In the case when G = T we use the family of homomorphisms T 0 (g iα ), α ∈ (0, 1) (see formula (8.15) ) and Assertions 8.12-8.16.
Corollary 8.18. If σ 0 is a finite set and the Riesz projector P 0 is finitedimensional, then the spectral component σ 0 lies in the spectrum of A 0 and the dimensions of the images of the P β , β ∈ R + , coincide. Proof. This corollary is obvious under the assumptions of the theorem. However, it also holds under certain very weak restrictions imposed on the uniformly causal operator. The inclusion 0 ∈ σ Caus (A) follows immediately from Corollary 7.7. We prove by contradiction that the set under consideration is connected by applying Corollary 7.7 to the restriction of A to the image of the corresponding Riesz projector. In all these corollaries (with the exception of Corollary 8.19) it is assumed that the assumptions of Theorem 8.17 hold for A.
We now state several corollaries concerning the causal operators considered in the examples given in § 6. We keep to the notation used there.
Let X 1 = X 2 = X and E 1 = E 2 , and let Ω 1 = Ω 2 = Ω and
1 (see Examples 6.10 and 2.9). Let A = n 0 A n , n 0 A n < ∞, be a causal operator belonging to End X. Since its diagonals are absolutely integrable, A belongs to U 0,u . Since 0 is an isolated point of Λ(A, U 0 ) ⊆ Z + , we have A ∈ Erg 0 (U, U 0 ).
where A 0 i is the restriction of A ii to X i = Im E i = E i X. Moreover, every spectral component of σ Caus (A) contains a spectral component of A 0 and a spectral component of one of the A 0 i , i ∈ Ω. If the A 0 i , i ∈ Ω, are zero operators (that is, A 0 = 0), then 0 ∈ σ Caus (A) and σ Caus (A) is a connected set.
In the next corollary we use the notation of Examples 2.10 and 6.11, where
, be the operator defined by formula (6.4) and assume that it is causal with respect to the representation V 0 and the semigroup R + (that is, (6.12) holds). Then (i) σ Caus (B) is a connected set and σ(B) ⊇ ω∈Ω σ A 0 (ω) = ∆ 0 if Ω is a connected set and A 0 is a continuous function,
(ii) σ Caus (B) = ∆ 0 if Ω is a compact set, p = ∞ and A 0 has only finitely many discontinuities of the first kind. Now consider Example 6.12 with G ∈ {R, T} and Y 1 = Y 2 . Assume that the operator is causal with respect to the representation S 0 and the semigroup R + (Z + ), and assume that the function µ is almost periodic, that is, it has a Fourier series
. Under these assumptions we have B ∈ U 0,u ∩ Erg 0 (U, S 0 ). Hence, Theorem 8.17 is applicable to B. In this case M(B) = B 0 , where
Corollary 8.24. If µ 0 is the sum of two measures one of which is absolutely continuous and the other discrete, then
and σ Caus (B) is a connected set when G = R. § 9. Operators with two-point Bohr spectrum
Let us return to the study of the Banach L 1 (G)-modules (X i , T i ), i = 1, 2, and the Banach L 1 (G)-module U = U(X 1 , X 2 ) in Hom(X 1 , X 2 ). Definition 9.1. An A ∈ U is called an operator with two-point Bohr spectrum (with respect to the representation T 0 ) if Λ(A, T 0 ) = {γ 1 , γ 2 } is a two-point subset of G. If Λ(A, T 0 ) = {γ 0 } is a one-point set and γ 0 = 0, then A will be called a circular operator or an abstract weighted shift operator. Remark 9.2. Let A ∈ U be an operator with two-point spectrum Λ(A, T 0 ) = {γ 1 , γ 2 } ⊂ G. Consider functions f i , i = 1, 2, belonging to L 1 (G) and such that f i = 1 in some neighbourhood of γ i , i = 1, 2, γ 1 / ∈ suppf 2 and γ 2 / ∈ suppf 1 . Assertions (iii) and (v) of Lemma 3.3 imply that
where 
that is, each A i , i = 1, 2, has a one-point Beurling spectrum. Hence, the A i , i = 1, 2, are circular operators (if γ i = 0) that are eigenvectors of the L 1 (G)-module (U, T 0 ). The equalities
imply that A (regarded as an element of the L 1 (G)-module (U, T 0 ); see Definition 4.11) is almost periodic. We obtain from (9.2) that the Bohr spectrum Λ b (A, T 0 ) of A coincides with its Beurling spectrum Λ b (A, T 0 ) = {γ 1 , γ 2 }, which justifies the terminology in Definition 9.1.
Here are some examples of operators with two-point Bohr spectrum.
Example 9.3. Let X 1 and X 2 be the Banach spaces considered in Example 6.10. Any A ∈ Hom(X 1 , X 2 ) = U whose matrix is bidiagonal is an operator with a two-point Bohr spectrum contained in Ω 2 − Ω 1 ⊆ Z. The causal operators in U whose matrices are lower-triangular with only finitely many non-zero diagonals can be regarded as operators with two-point Bohr spectrum with respect to a slightly altered representation obtained by "lumping together" the partitions of the identities in X 1 and X 2 (this approach was described in detail in [29] ).
Example 9.4. Let X i , i = 1, 2, be the Banach spaces considered in Example 6.12.
The operator B ∈ U defined by the formula
, has the two-point Bohr spectrum Λ b (B, S 0 ) = {γ 1 , γ 2 } with respect to S 0 .
Example 9.5. Let X 1 and X 2 be the Banach spaces considered in Example 6.11 with Ω = G. The difference operator A ∈ Hom(X 1 , X 2 ) defined by the formula
where U ∈ l ∞ (Z, End Y ), has the two-point Bohr spectrum Λ b (D, V 0 ) = {0, 1} ⊂ Z T. A = I − D is a weighted shift operator (circular operator), whose spectral properties play an important role in the study of abstract parabolic operators (see [37] , [38] ).
Mlak [39] studied the properties of circular operators acting on a Hilbert space H: an A ∈ End H was said to be circular if
for some group of unitary operators U (t), t ∈ R, belonging to End H and some α ∈ R. It is clear that Λ(A, U 0 ) = {α}, that is, A is a circular operator in the sense of Definition 9.1 (if α = 0). If A is a circular operator belonging to U a = U a (X) and Λ(A, T 0 ) = {γ 0 } ⊂ G, then the A − λI, λ ∈ C \ {0}, are operators with the two-point Bohr spectrum Λ(A − λI, T 0 ) = {0, γ 0 } ⊂ G. Hence, we have to consider operators with two-point Bohr spectrum when using the resolvents of circular operators.
Let A ∈ U(X 1 , X 2 ), T 0 and Λ(A, T 0 ) = {γ 1 , γ 2 }. If γ 1 = 0, then A is causal (by Definition 6.3) with respect to every semigroup S containing γ 2 . In the results stated below we do not assume that A is a causal operator. However, these results can be of use in the study of causal operators with two-point Bohr spectrum.
We shall study operators with two-point Bohr spectrum using the spectral theory of ordered pairs of linear operators.
Consider an ordered pair (A 1 , A 2 ) of operators belonging to the Banach space Hom(X 1 , X 2 ), where X 1 and X 2 are complex Banach spaces. Let us recall some definitions and results in the spectral theory of ordered pairs of operators following [40] , § 6, where one can find many references concerning the problems considered in this paper. Definition 9.6. The resolvent set (A 1 , A 2 ) of the pair (A 1 , A 2 ) is defined to be the set of all λ ∈ C for which the operator A 1 − λA 2 ∈ Hom(X 1 , X 2 ) has a continuous inverse. The set σ(A 1 , A 2 ) = C \ (A 1 , A 2 ) is called the spectrum of this pair.
The operator-valued function R = R( · ; A 2 ) , and R r = R r ( · ; A 1 , A 2 ) : (A 1 , A 2 ) → End X 2 , R(λ) = A 2 (A 1 − λA 2 ) −1 , λ ∈ (A 1 , A 2 ), are pseudoresolvents (they satisfy Hilbert's resolvent identity). They are called the left and right pseudoresolvents of (A 1 , A 2 ). Definition 9.7. The subsetσ(A 1 , A 2 ) of the extended complex plane C = C∪{∞} which coincides with σ(A 1 , A 2 ) if the function R( · ; A 1 , A 2 ) has a holomorphic continuation to ∞ and lim |λ|→∞ R(λ; A 1 , A 2 ) = 0 (otherwiseσ(A 1 , A 2 ) = σ(A 1 , A 2 ) ∪ {∞}), will be called the extended spectrum of (A 1 , A 2 ). The set˜ (A 1 , A 2 ) = C \σ(A 1 , A 2 ) will be called the extended resolvent set of (A 1 , A 2 ). Theorem 9.8 [40] . The following formula holds for the extended spectra of (A 1 , A 2 ) and (A 2 , A 1 ):σ (A 2 , A 1 ) = 1/λ : λ ∈σ(A 1 , A 2 ) . Again consider an operator A ∈ U(X 1 , X 2 ) with two-point Bohr spectrum {γ 1 , γ 2 } ⊂ G. By Remark 9.2, formula (9.1) holds for A with Λ(A i , T 0 ) = {γ i }, i = 1, 2, and T 0 (g) A i = γ i (g) A i , i= 1, 2, g ∈ G.
(9.5)
From now on we shall assume that the following two assumptions hold. ∈ G the set {γ 0 (g); g ∈ G} is dense in T ⊂ C (here and below we use the multiplicative form for the binary operation in G). Let us note that Assumption 9.12 holds if G is a connected group (and γ 0 is a non-zero character).
Lemma 9.14. σ(A 1 , A 2 ) ∩ T = ∅.
Proof. It follows from (9.2) that T 0 (g) A = T 2 (g) AT 1 (−g) = γ 1 (g) A 1 − γ 0 (g) A 2 , g∈ G.
Since A is an invertible operator, the γ 0 (g), g ∈ G, are contained in the resolvent set (A 1 , A 2 ) of (A 1 , A 2 ) in U(X 1 , X 2 ). Since the set σ(A 1 , A 2 ) is closed, Assumption 9.12 implies that T ⊂ (A 1 , A 2 ). The lemma is proved. where σ 0 = {λ ∈ σ(A 1 , A 2 ); |λ| < 1} and σ 1 ⊆ {λ ∈ σ(A 1 , A 2 ); |λ| > 1} ∪ {∞}. This implies that the usual spectrum of every circular operator belonging to U a (X) is invariant under rotation.
Integrating over the circle T, regarded as a positively oriented closed contour encircling σ 0 , we obtain the formulae We have
(9.9) Formulae (9.7) and (9.8) imply that 
1 , A
2 ∈ Hom(X Proof. We have
where λ ∈ T and g ∈ G. Formula (9.7) implies that T 1 (g)P 0 T 1 (−g) = P 0 for all g ∈ G. We likewise establish that Q 0 commutes with the operators of the representation T 2 .
Lemma 9.17 implies that the X Theorem 9.18. Let Assumption 9.13 hold for A ∈ U(X 1 , X 2 ). Then (i) the operator A −1 ∈ U(X 2 , X 1 ) is almost periodic with respect to T Proof. The equalities in assertions (ii) and (iii) were established in [40] , Theorem 6.3. Using the inclusions σ 0 ∪ {1/λ; λ ∈ σ 1 } ⊂ λ ∈ C : |λ| < 1 , we obtain that A
2 and A
1 are invertible operators and the estimates (for spectral radii) in (iii) hold.
We deduce (v) from (ii) and (iii) using the decomposition A = A 1 ⊕ A 2 . Assertion (iv) follows using the definitions of T and formulae (9.12), (9.13) using the representations T 1 A 2 ) < 1. Theorem 9.18 can be used in the study of the structure of operators inverse to operators belonging to certain classes. For example, for difference operators of the form (9.3), this theorem implies that the family of evolutionary operators corresponding to U is exponentially dichotomous if the operator D is invertible (see [37] for more details).
