Self-generating lower bounds and continuation for the Boltzmann equation by Henderson, Christopher et al.
ar
X
iv
:2
00
5.
13
66
8v
1 
 [m
ath
.A
P]
  2
7 M
ay
 20
20
SELF-GENERATING LOWER BOUNDS AND CONTINUATION FOR THE
BOLTZMANN EQUATION
CHRISTOPHER HENDERSON, STANLEY SNELSON, AND ANDREI TARFULEA
Abstract. For the spatially inhomogeneous, non-cutoff Boltzmann equation posed in the whole
space R3
x
, we establish pointwise lower bounds that appear instantaneously even if the initial
data contains vacuum regions. Our lower bounds depend only on the initial data and upper
bounds for the mass and energy densities of the solution. As an application, we improve the
weakest known continuation criterion for large-data solutions, by removing the assumptions of
mass bounded below and entropy bounded above.
1. Introduction
The Boltzmann equation is a kinetic equation arising in statistical physics. Its solution f(t, x, v) ≥
0 models the density of particles of a diffuse gas at time t ∈ [0, T ], at location x ∈ R3, and with
velocity v ∈ R3. The equation reads
(1.1) ∂tf + v · ∇xf = Q(f, f) =
∫
R3
∫
S2
B(v − v∗, σ) (f(v′∗)f(v′)− f(v∗)f(v)) dσ dv∗,
where v and v∗ are post-collisional velocities, and v′ and v′∗ are pre-collisional velocities, given by
v′ =
v + v∗
2
+ σ
|v − v∗|
2
and v′∗ =
v + v∗
2
− σ |v − v∗|
2
.
In this article, we focus on the non-cutoff version of (1.1) that includes the physically realistic
singularity at grazing collisions. The collision kernel is given by
B(v − v∗, σ) = |v − v∗|γθ−2−2sb˜(cos θ), where cos θ = σ · v − v∗|v − v∗| , γ > −3, s ∈ (0, 1),
and b˜ a positive bounded function.
The main purpose of this article is to prove that pointwise lower bounds for f appear instanta-
neously, under rather weak assumptions on both the solution and the initial data. We make no a
priori assumption of positive mass, except at t = 0, where uniform positivity in some small ball
in (x, v) space is required (but otherwise vacuum regions may exist). The constants in our lower
bounds depend only on the initial data and zeroth-order norms of the solution (see (1.2) below).
On physical grounds, gases modeled by (1.1) should be expected to fill vacuum regions instan-
taneously, so it is important to establish this property under as few assumptions as possible. On
a mathematical level, lower bounds for f grant nice coercivity properties to the collision operator
Q(f, f), which are a key ingredient of the regularity and existence theory for (1.1) (see, e.g., [14]).
Two specific applications we have in mind are:
(a) Continuation. The recent result of Imbert-Silvestre [13] (which finished a long program of
the two authors and Mouhot, see [21, 12, 16, 11]) showed that solutions to (1.1) can be
continued for as long as the mass, energy, and entropy densities of f are bounded above,
and the mass density is bounded below, when γ + 2s ∈ [0, 2]. Our main theorem implies
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that the lower mass bound and upper entropy bound are not needed, reducing the number
of required conditions from four to two. See Corollary 1.3 below.
(b) Local existence. For the closely related Landau equation, we have shown [10] that classical
solutions can be constructed for very irregular initial data (bounded and measurable)
with pointwise polynomial decay in v of order 5. Pointwise lower bounds for the Landau
equation (proven in [8]) played an important role in the proof, and we expect Theorem 1.2
to play an analogous role in proving existence of solutions with low regularity initial data
for the Boltzmann equation. We plan to explore this question in a future article.
Let us state our results precisely. We work with classical solutions, i.e. functions f that are C1 in
(t, x), C2 in v, and satisfy (1.1) in a pointwise sense on [0, T ]×R3×R3, with f(0, x, v) = fin(x, v).
Our conditional assumptions on f are
sup
t∈[0,T ],x∈R3
∫
R3
(
1 + |v|max{2,γ+2s}
)
f(t, x, v) dv ≤ K0, and
sup
t∈[0,T ],x∈R3
‖f(t, x, ·)‖Lp(R3) ≤ P0 for some p >
3
3 + γ + 2s
(only if γ + 2s < 0).
(1.2)
For γ+2s ∈ [0, 2], condition (1.2) means the mass and energy densities of f are uniformly bounded.1
These conditional assumptions grant us some control of the collision operator (see Lemma 2.2).
We assume there are some δ, r > 0 and (x0, v0) ∈ R3 × R3 such that the initial data satisfies
(1.3) fin ≥ δ1Br(x0)×Br(v0).
Any continuous fin 6≡ 0 satisfies (1.3). A slightly stronger hypothesis, which always follows
from (1.3) in the spatially periodic case, is
Definition 1.1. A function g : R3 × R3 → [0,∞) is well-distributed with parameters R, δ, r > 0
if, for every x ∈ R3, there exists xm ∈ BR(x) and vm ∈ BR(0) such that g ≥ δ1Br(xm)×Br(vm).
Our main result is:
Theorem 1.2. Let γ ∈ (−3, 1) and s ∈ (0, 1). Suppose that f : [0, T ]×R3×R3 → R+ is a solution
of (1.1) satisfying (1.2) and whose initial data f(0, ·, ·) = fin satisfies (1.3). Then
f(t, x, v) ≥ µ(t, x)e−η(t,x)|v|2 (t, x, v) ∈ [0, T ]× R3 × R3,
where the functions µ(t, x), η(t, x) are uniformly positive and bounded on any compact subset of
(0, T ]× R3 and depend only on T , the constants K0 and P0 in (1.2), and v0, δ, and r in (1.3).
If fin is well-distributed with parameters R, δ, r > 0, then µ and η are independent of x and
are uniformly positive and bounded on any compact subset of (0, T ]. In this case, µ and η depend
only on T , the constants K0 and P0 in (1.2), and the constants R, δ, and r in Definition 1.1.
Two remarks on the theorem statement are in order. First, the Gaussian asymptotics in v
are optimal, as many short-time and close-to-equilibrium solutions are known to satisfy Gaussian
upper bounds. Second, it can be seen from the proof that the dependence of our lower bounds on
T is mild—in other words, µ cannot degenerate to 0 and η cannot tend to infinity for any finite T ,
provided the bounds (1.2) continue to hold. This is especially important in the following corollary.
As an application we improve the criteria of [13] for smoothing and continuation in the spatially
periodic case by removing the lower bound on the mass and the upper bound on the entropy.
Corollary 1.3. Let f be a solution of (1.1) on [0, T ] × T3 × R3 with initial data f(0, ·, ·) = fin
satisfying (1.3). Let γ + 2s ∈ [0, 2].
1In the case γ + 2s > 2, it is known that f enjoys a self-generating bound on
∫
R3
|v|γ+2sf dv in terms of the
mass, energy, and entropy densities [5], but this result requires qualitative assumptions on the solution f (pointwise
polynomial decay in v of high order) that we do not make in this article.
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(a) Suppose that fin is C
∞ in (t, x, v) and Schwartz class in v. If f satisfies the hydrodynamic
bounds (1.2), then, for any t0 ∈ (0, T ), q > 0, and any k-th order derivative Dk in (t, x, v),
‖(1 + |v|)qDkf‖L∞([t0,T ]×T3×R3) ≤ Cq,k,t0 .
The constant Cq,k,t0 depends only on T , q, k, t0, γ, s, K0, and the constants in (1.3).
(b) Assume γ ≤ 0 if s ∈ (0, 1/2) and γ < 0 if s ∈ [1/2, 1). Suppose that 〈v〉ℓ∂αx ∂βv fin ∈
L∞(T3,R3) for all ℓ ≥ 0 and all multi-indices α, β. If f cannot be extended to a solution
on [0, T + ε) for any ε > 0, then either
lim
t→T−
sup
x∈T3
∫
R3
f(t, x, v) dv =∞ or lim
t→T−
sup
x∈T3
∫
R3
|v|2f(t, x, v) dv =∞.
The extra restrictions on γ in part (b) above are inherited from [17, 9]; indeed, in its proof, it
is necessary to apply a short time existence theorem for initial data with polynomial (rather than
exponential or Gaussian) decay in v and, to our knowledge, [17, 9] are the only such results.
1.1. Prior lower bounds for the Boltzmann equation. This topic goes back to Carleman’s
proof of almost-Gaussian decay in v for a spatially homogeneous hard-spheres model [6]. Still
in the homogeneous setting, this was improved to Gaussian decay for cut-off collision kernels by
Pulvirenti-Wennberg [20]. Fournier [7] proved strict positivity for the homogeneous, non-cutoff
case, and Mouhot [18] derived the first quantitative lower bounds for the inhomogeneous equation
(with periodic boundary conditions), obtaining Gaussian decay in the cutoff case, and exponential
decay in the non-cutoff case. The more recent work of Imbert-Mouhot-Silvestre [11] is the first to
prove the optimal Gaussian asymptotics for the non-cutoff equation. The current article borrows
some techniques from [11].
All results mentioned in the previous paragraph require that the mass density is uniformly
bounded from below at every t and x (either as an explicit assumption or by working in the space
homogeneous case). The key feature of our result is that we do not assume any uniform-in-x lower
bounds hold, even at t = 0.
The two works of Briant [4, 3] are more similar to the present article because they show the
instant appearance of exponential lower bounds, despite vacuum regions in the initial data. Briant’s
work concerns bounded spatial domains, and his lower bounds depend on the W 2,∞v norm of f ;
in contrast, the present work applies to solutions in the whole space R3x, and our estimates do
not depend quantitatively on derivatives of f , which is important for the proof of Corollary 1.3.
We also note that our proof is substantially simpler than [4, 3], although it does not address the
setting of mild solutions on domains with boundary as Briant’s does.
For more on the history of the Boltzmann equation and its mathematical theory, see [23, 19].
1.2. Method of proof. Briefly, the proof of Theorem 1.2 consists of the following five steps: (1)
Propagate the lower bound (1.3) from t = 0 to small positive times. (2) Spread the lower bounds
from velocities near v0 to all velocities, for small t and x ≈ x0. (3) Propagate lower bounds to
(t1, x1) with x1 ∈ R3 arbitrary, and t1 sufficiently small, along trajectories with x ∼ x0+ tv1, using
the lower bounds for f near v1 = (x1 − x0)/t1. (4) Repeat Step 2 to spread lower bounds to all
velocities at (t1, x1). (5) Repeat the process to obtain lower bounds up to time t = T .
Steps 1 and 3 are achieved by a barrier argument that propagates lower bounds along charac-
teristics of the free transport equation (Lemma 3.1), and Step 2 is accomplished by adapting the
strategy of [11] to handle lower bounds that are not uniform in x (see Lemma 3.2).
1.3. Comparison with Landau equation. Lower bounds analogous to our Theorem 1.2 were
proven for the Landau equation in [8], using a probabilistic method. The argument followed the
same steps outlined in Subsection 1.2, but instead of barriers, the proof proceeded by analyzing the
expectation of a stochastic process, which was related to f by a formula of Feynmann-Kac type.
A probabilistic proof should be possible for the Boltzmann equation as well, but one would have
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to contend with jumps in the corresponding stochastic process as Q(f, ·) is a nonlocal operator
for fixed f , unlike the Landau collision operator QL(f, ·), which is local. The proof in the present
article is simpler, and handles different ranges of γ more easily than the probabilistic proof in [8],
which required γ < 0.
Interestingly, the Gaussian asymptotics of the lower bounds in Theorem 1.2 do not hold in
general for the Landau equation: in [8, Proposition 4.4], we showed that when γ < 0, for certain
initial data, f satisfies upper bounds proportional to exp{−c|v|2+|γ|} for positive times. The proof
of Lemma 3.2 below (or Lemma 3.4 in [11]) would fail for the Landau equation at the step of
bounding Q(f, f − ϕ) from below at a crossing point (where ϕ is a barrier). The nonlocality of
Q(·, ·) with respect to both of its arguments is used to obtain a good lower bound for this term.
Since QL(·, ·) is local in its second argument, the analogous lower bound fails for the Landau
equation.
1.4. Notation. We say a constant is universal if it depends only on γ, s, and K0 (if γ + 2s <
0, we additionally allow dependence on p and P0). We write C to be any positive, universal
constant changing line-by-line. Additional dependence is denoted with subscripts, e.g. Cr depends
on universal constants as well as r and may also change line-by-line.
We write 〈a〉 =
√
1 + |a|2 for any vector or scalar a.
1.5. Outline of the paper. In Section 2, we review some useful properties of the Carleman
decomposition. Section 3 contains the proof of Theorem 1.2, and Section 4 proves Corollary 1.3.
2. Preliminaries
2.1. Carleman decomposition of Q(f, g). By adding and subtracting g(v)f(v′∗) inside the in-
tegral, we can write
(2.1) Q(f, g) = Qs(f, g) +Qns(f, g)
where
Qs(f, g) =
∫
R3
∫
S2
(g(v′)− g(v))f(v′∗)B(|v − v∗|, σ) dσ dv∗ and
Qns(f, g) = g(v)
∫
R3
∫
S2
(f(v′∗)− f(v∗))B(|v − v∗|, σ) dσ dv∗.
(2.2)
Following [21] (see also [1]), Qs is an integro-differential operator with kernel Kf :
Lemma 2.1. [21, Section 4] The operator Qs(f, g) can be written
(2.3) Qs(f, g) =
∫
R3
(g(v′)− g(v))Kf (v, v′) dv′,
with kernel
(2.4) Kf (v, v
′) =
1
|v′ − v|3+2s
∫
{v′
∗
:(v−v′
∗
)·(v′−v)=0}
f(v′∗)|v − v′∗|γ+2s+1b˜(cos θ) dv′∗,
where b˜ is uniformly positive and bounded.
Technically, the integral
∫
R3
(g(v′) − g(v))Kf (v, v′) dv′ is understood in a principal value sense
when s ∈ [ 12 , 1), but we work with functions smooth enough that the integral is always well-defined.
Therefore, we abuse notation by omitting the “p.v.”
We also need the following pointwise upper bound on Qs(f, g):
Lemma 2.2. [11, Lemma 2.3] If g is bounded and C2, then
|Qs(f, g)(t, x, v)| ≤ C
(∫
R3
|w|γ+2sf(t, x, v − w) dw
)
‖g‖1−sL∞(R3)‖D2vg‖sL∞(R3).
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For f satisfying (1.2), Lemma 2.2 easily implies
(2.5) |Qs(f, g)(t, x, v)| ≤ Λ〈v〉(γ+2s)+‖g‖1−sL∞(R3)‖D2vg‖sL∞(R3),
with Λ > 0 depending only on K0 and P0.
The second term in this decomposition is a lower-order convolution term, thanks to the Can-
cellation Lemma (see [1, 2, 22]). We quote from [21] for convenience:
Lemma 2.3. [21, Lemmas 5.1 and 5.2] There is a constant C > 0 such that
Qns(f, g) = Cg(v)
∫
R3
|z|γf(v − z) dz.
Since Qns(f, g) ≥ 0 whenever g ≥ 0, this term has a good sign in barrier arguments used to
prove lower bounds.
3. Proof of the main result
3.1. Propagating lower bounds forward in time. The following key lemma is used both to
preserve a mass core near (x0, v0) for short times (which corresponds to τ = 1 in the statement of
the lemma), and to push lower bounds to different locations in x via free transport.
Lemma 3.1. Fix τ > 0 and f solving (1.1) on [0, T ]×R3×R3. If f(0, x, v) ≥ δ1{|x−x0|<r,|v−v0|<r/τ}
for some (x0, v0) ∈ R6 and δ, r > 0, then the lower bound
f(t, x, v) ≥ δ
2
holds whenever 0 ≤ t ≤ min{T, τ} and, for a universal constant C3.1,
(3.1)
|v − v0|2
r2/τ2
+
|x− x0 − tv|2
r2
<
1
4
and t <
C3.1r
2s
τ2s〈|v0|+ r/τ〉(γ+2s)+ .
Proof. Consider the function
(3.2) f(t, x, v) := −c1t+ c2ψ
(
1− |v − v0|
2
r2/τ2
− |x− x0 − tv|
2
r2
)
,
with c1, c2 > 0 chosen later. Here ψ is a smooth approximation of the “positive part” function;
that is, a smooth, increasing function such that
ψ(s) =
{
0, if s ≤ 0,
s, if s ≥ 1/2.
We wish to show that f is a subsolution to the linear Boltzmann equation, at least at points where
it is positive. Assume that (t, x, v) is such that f(t, x, v) > 0. We clearly have Qs(f, f) = Qs(f, f+
c1t), so that (2.5) and the nonnegativity of Qns(f, f)(t, x, v) (which holds because f(t, x, v) > 0)
imply
Q(f, f)(t, x, v) ≥ −Λ〈v〉(γ+2s)+‖f + c1t‖1−sL∞v (R3)‖D
2
vf‖sL∞v (R3),
with Λ universal. Clearly, ‖f + c1t‖L∞v (R3) = c2. Next, for any v ∈ R3, with the shorthand
hr = 1− τ2|v − v0|2/r2 − |x− x0 − tv|2/r2,
|D2vf(v)| = |4c2ψ′′(hr)r−4(τ2(v − v0)− t(x− x0 − tv)) ⊗ (τ2(v − v0)− t(x− x0 − tv))
+ 2c2ψ
′(hr)r−2δij(τ2 + t2)|
≤ Cc2
(|ψ′′(hr)|(t2 + τ2)r−2 + |ψ′(hr)|r−2τ2) ≤ Cc2r−2τ2.
We have used t ≤ τ , and that ψ′′(hr) = 0 if τ2|v − v0|2/r2 + |x− x0 − tv|2/r2 > 1. Therefore,
Q(f, f)(t, x, v) ≥ −Λ〈v〉(γ+2s)+c2τ2sr−2s.
6 CHRISTOPHER HENDERSON, STANLEY SNELSON, AND ANDREI TARFULEA
Let c1 = 2Λ〈|v0|+ r/τ〉(γ+2s)+c2τ2sr−2s. Thus,
(3.3) ∂tf + v · ∇xf = −c1 < Q(f, f) for all v ∈ Br/τ (v0).
Now, we claim f > f for all (t, x, v) such that f(t, x, v) > 0. By choosing c2 = 3δ/4, this claim is
true for t = 0. If the claim fails, then there is a first crossing point (t0, x0, v0) with f(t0, x0, v0) > 0,
such that f(t0, x0, v0) = f(t0, x0, v0) and f(t, x, v) > f(t, x, v) whenever f(t, x, v) > 0 and t < t0.
The strict positivity of t0 follows from the compact support of f(t, ·, ·) for each t. We also have
f(t0, x, v) ≥ f(t0, x, v) for all (x, v) ∈ R6.
Letting g = f − f , we have ∂tg(t0, x0, v0) ≤ 0 and ∇xg(t0, x0, v0) = 0, so that (3.3) implies
(3.4) 0 ≥ (∂t + v0 · ∇x)g(t0, x0, v0) > Q(f, g).
Next, since g(t0, x, v) ≥ 0 = g(t0, x0, v0) for all (x, v) ∈ R6, we have
Qs(f, g)(t0, x0, v0) =
∫
R3
Kf (t0, x0, v, v
′)(g(t0, x0, v′)− g(t0, x0, v0)) dv′ ≥ 0,
and Qns(f, g)(t0, x0, v0) ≥ 0 by Lemma 2.3. Thus, Q(f, g) ≥ 0, contradicting (3.4).
This contradiction implies f ≥ f whenever f(t, x, v) > 0. The claim then follows by choosing
C = Λ/24 and using the definition of f . 
3.2. Spreading lower bounds to all velocities. First, we require a lemma that spreads local
lower bounds to a larger domain in v, at the cost of shrinking the x-domain where the lower bounds
hold. The proof strategy and notation are similar to [11, Lemma 3.4]. The differences are: first,
that our initial lower bound is not uniform in x, so we need to include a cutoff in x in our barrier
function; and second, that our solution f is not yet known to be strictly positive everywhere, so
that we must make our barrier strictly negative for large v and x to control the location of the
first crossing point.
Lemma 3.2. Suppose that f is a solution of (1.1)on [0, T ]× R3 × R3 satisfying (1.2) as well as
f ≥ ℓ on [0, T ]×Bρ(0)×BR(0),
for some ℓ > 0, ρ > 0, and R ≥ 1, there is a universal constant c such that for any ξ ∈ (0, 1−2−1/2)
such that ξqR3+γℓ < 1/2 with q = 5 + 2(γ + 2s), there holds
f ≥ cξqR3+γℓ2min{t, R2s−(γ+2s)+ξ2s +R−1ρ} on [0, T ]×Bρ/2(0)×B√2(1−ξ)R.
Note that ξ < 1− 2−1/2 implies √2(1− ξ) > 1.
Proof. We may assume that T ≤ 1. Otherwise, we may shift f in time to establish the claim on
time intervals of the form [T0 − 1, T0] for T0 ∈ [1, T ].
First we construct suitable cutoff functions in v and in x. Let ϕξ(v) be a smooth function
such that ϕξ = 1 in B√2(1−ξ)(0), ϕξ = 0 outside B√2(1−ξ/2), and ‖D2ϕξ‖L∞ ≤ 10ξ−2. Define
ϕξ,R(v) = ϕξ(v/R). Next, let ψρ be a smooth, radially decreasing function with ψρ(x) = 1 in Bρ/2
and ψρ(x) = 0 outside Bρ(0) satisfying |∇xψρ| ≤ 4ρ−1.
Applying (2.5), we have, for some constant C1 > 0,
(3.5) |Qs(f, ϕξ,R)(t, x, v)| ≤ C1〈v〉(γ+2s)+(ξR)−2s.
Our barrier in the t variable is defined by
ℓ˜(t) := αξqR3+γℓ2
(
1− e−Kt
K
)
, where K := 4
√
2Rρ−1 + C1〈
√
2R〉(γ+2s)+(Rξ)−2s,
and where α ∈ (0, 1) is chosen later. Note that T ≤ 1 and the smallness condition on ξ together
imply ℓ˜(t) ≤ ℓ/2 for all t ∈ [0, T0].
For small ε > 0 (later we take ε→ 0), our goal is to prove
(3.6) f(t, x, v) > h(t, x, v) := ℓ˜(t)ϕξ,R(v)ψρ(x) − ε, 0 ≤ t ≤ T0, (x, v) ∈ R6.
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This inequality holds at t = 0 because f ≥ 0 and ℓ˜(0) = 0. If (3.6) is false, then there is a first
crossing point (t0, x0, v0) with t0 ∈ (0, T0], such that f(t0, x0, v0) = h(t0, x0, v0), and f(t, x, v) ≥
h(t, x, v) for all t ≤ t0 and (x, v) ∈ R6. Since f ≥ 0, the crossing point must satisfy x0 ∈ supp ψρ
and v0 ∈ supp ϕξ,R, i.e. |x0| ≤ ρ and |v0| ≤
√
2(1− ξ/2)R. The strict positivity of t0 follows from
the compactness of supp ψρ× supp ϕξ,R (recall that f is a classical solution and, hence, continuous
up to time t = 0).
Since (t0, x0, v0) is the first crossing point, we have ℓ˜
′(t0)ϕξ,R(v0)ψρ(x0) = ∂th(t0, x0, v0) ≥
∂tf(t0, x0, v0) and ∇xf(t0, x0, v0) = ∇xh(t0, x0, v0) = ℓ˜(t0)ϕξ,R(v0)∇xψρ(x0). From this, (1.1)
and the fact that Qns(f, f) ≥ 0, we conclude that
(3.7) ℓ˜′(t0)ϕξ,R(v0)ψρ(x0) + ℓ˜(t0)ϕ(v0)v0 · ∇xψρ(x0) ≥ Qs(f, f)(t0, x0, v0).
Using the linearity of Qs(f, ·), (3.5), and the fact that Qs(f, g + ε) = Qs(f, g), we find
Qs(f, f) = Qs(f, f − h) + ℓ˜(t)ψρ(x)Qs(f, ϕξ,R) ≥ Qs(f, f − h)− ℓ˜(t)ψρ(x)C1〈v〉(γ+2s)+(ξR)−2s.
On the other hand, using that ℓ˜′(t) = αξqR3+γℓ2−Kℓ˜(t), that φξ,R, ψρ ≤ 1, and that |∇xψρ| ≤
4ρ−1 in (3.7), we find
αξqR3+γℓ2 −Kℓ˜(t0) + ℓ˜(t0)C1〈v0〉(γ+2s)+(ξR)−2s + 4|v0|ρ−1ℓ˜(t0) ≥ Qs(f, f − h)(t0, x0, v0).
Now, from |v0| ≤
√
2R and the definition of K, we cancel terms and obtain
αξqR3+γℓ2 ≥ Qs(f, f − h)(t0, x0, v0)
=
∫
R3
∫
{v′
∗
:(v′
∗
−v0)·(v0−v′)=0}
(f(v′)− h(t0, x0, v′))f(v′∗)
|v′ − v′∗|γ+2s+1
|v0 − v′|3+2s b˜(cos θ) dv
′
∗ dv
′
≥
∫
BR
∫
{v′
∗
:(v′
∗
−v0)·(v0−v′)=0}
1BR(v
′
∗)(f(v
′)− h(t0, x0, v′))f(v′∗)
|v′ − v′∗|γ+2s+1
|v0 − v′|3+2s b˜(cos θ) dv
′
∗ dv
′.
In the last inequality, we used the nonnegativity of the integrand to discard the parts of the integral
with v′ 6∈ BR and v′∗ 6∈ BR.
For v′ ∈ BR, we have (f −h)(t0, x0, v′) ≥ f(t0, x0, v′)− ℓ˜(t0)ψρ(x0)ϕξ,R(v′). Furthermore, since
|x0| ≤ ρ, on the domain of integration, we have f(t0, x0, v′∗) ≥ ℓ, and f(t0, x0, v′)− h(t0, x0, v′) ≥
ℓ− ℓ˜(t0) ≥ ℓ/2, so our inequality becomes
(3.8) αξqR3+γℓ2 ≥ ℓ
2
CR3+2s
∫
BR
∫
{v′
∗
:(v′
∗
−v0)·(v0−v′)=0}
1BR(v
′
∗)|v′ − v′∗|γ+2s+1b˜(cos θ) dv′∗ dv′.
At this point, we may quote verbatim the calculations of [11, Lemma 3.4] to obtain
(3.9) ℓ2R−3−2s
∫
BR
∫
{v′
∗
:(v′
∗
−v0)·(v0−v′)=0}
1BR(v
′
∗)|v′ − v′∗|γ+2s+1b˜(cos θ) dv′∗ dv′ ≥ βξqR3+γℓ2,
for some β > 0 independent of the free parameter α ∈ (0, 1). Choosing α sufficiently small, (3.8)
and (3.9) yield a contradiction. We note that our choice of α is independent of ε.
This establishes f(t, x, v) > ℓ˜(t)ψρ(x)ϕξ,R(v)− ε. Taking ε→ 0, we conclude the proof; that is,
for t ∈ [0, T0], x ∈ Bρ/2(0), v ∈ B√2(1−ξ)R(0),
f(t, x, v) ≥ ℓ˜(t) ≥ αξqR3+γℓ2 1− e
−Kt/2
K
≥ cξqR3+γℓ2min{t,K−1}.

Proposition 3.3. Let f be a solution to (1.1) on [0, t0]× R6 satisfying
f ≥ ℓ on {0 ≤ t ≤ t0, |x− x0 − tv0| < r, |v − v0| < r}.
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Fix t ∈ (0, t0). Then there are constants c1, c2 > 0 depending only on universal constants, t, and
r, such that
f(t, x, v) ≥ c1ℓe−c2|v−v0|
2
if t ∈ [t, t0], v ∈ R3, |x− x0 − tv0| < r/2.
Proof. First, we recenter around the origin by defining
f˜(t, x, v) = r3+γf(t, x0 + rx + tv0, v0 + rv),
A direct calculation shows that f˜ is a solution of the Boltzmann equation with f˜ ≥ ℓr3+γ for
(t, x, v) ∈ [0, t0]×B1(0)×B1(0).
Let T0 ∈ (0, t0] be arbitrary, and define the following sequences for n ≥ 1:
Tn :=
(
1− 1
2n
)
T0, ξn :=
1
2n+1
, ρn :=
1
2n
, Rn :=
√
2(1− ξn)Rn−1, and R0 = 1.
Note that Rn ≈ 2n/2. Letting ℓ0 = ℓr3+γ , our initial lower bound is f˜ ≥ ℓ0 for t ∈ [T0/2, T0] =
[T1, T0], x ∈ Bρ0 = B1, and v ∈ BR0 = B1.
Applying Lemma 3.2 iteratively, we obtain a sequence of lower bounds ℓn > 0 such that f˜ ≥ ℓn
on [Tn, T0]×Bρn×BRn . The smallness condition on ξn in Lemma 3.2 holds at every stage because
ξqnR
3+γ
n ℓn ≤ (2−n)q−(3+γ)/2 < 1/2. (If necessary, we can replace ℓn with min{ℓn, 1}.) Notice that
ℓn+1 = cξ
q
nR
3+γ
n ℓ
2
nmin{Tn+1 − Tn, R−(γ+2s)++2sn ξ2sn +R−1n ρn}
= cξqnR
3+γ
n ℓ
2
nmin{2−n−1t0, R−(γ+2s)++2sn 2−2s(n+1) +R−1n 2−n} ≥ c2−CnT0ℓ2n,
for some constants c, C > 0. Iterating this inequality, we obtain ℓn ≥ u2n for some u ∈ (0, 1).
Since the lower bound ℓn holds for |v| ≤ C2n/2 and |x| ≤ 2−n, the Gaussian decay of f˜(T0, 0, v)
follows.
Since T0 ∈ (0, t0] was arbitrary, we translate from f˜ back to f and obtain f(t, x0 + tv0, v) ≥
c1e
−c2|v−v0|2 for all t ∈ (0, t0], with c1 and c2 as in the statement of the proposition.
Applying the above argument with r/2 replacing r and arbitrary x ∈ Br/2(x0) replacing x0, we
conclude f(t, x+ tv0, v) ≥ c1e−c2|v−v0|2 for t ∈ (0, t0], and the proof is complete. 
3.3. Proof of the main theorem.
Proof of Theorem 1.2. The proof proceeds in five steps.
Step 1: sustaining mass for a small time. By assumption, fin(x, v) ≥ δ1Br(x0)×Br(v0).
Lemma 3.1 with τ = 1 implies
f(t, x, v) ≥ δ
2
, if |v − v0| < r/4, |x− x0 − tv0| < r/4, 0 ≤ t ≤ t∗,
where
t∗ = min
{
1
2
,
C3.1r
2s
〈|v0|+ r〉(γ+2s)+ , T
}
.
In particular, t ≤ 1/2 implies |x− x0 − tv| < 3r/8 if |x− x0 − tv0| < r/4.
Step 2: spreading mass to all v (localized in x) for small times. Applying Proposition
3.3 with ℓ = δ/2 and r/2 replacing r, we obtain
(3.10) f(t, x, v) ≥ c1δe−c2|v−v0|
2
, 0 ≤ t ≤ t∗, |x− x0 − tv0| < r/8,
with c1, c2 depending on r.
Step 3: spreading mass in x for small times. Now, fix any x1 ∈ R3 and t1 satisfying
0 < t1 ≤ min
{
t∗,
r
16|v0|
}
.
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The triangle inequality implies that at time t1/2, the lower bound (3.10) holds for |x−x0| < r/16.
Let v1 = 2(x1 − x0)/t1, and let δ0 > 0 be such that
f(t1/2, x, v) ≥ δ0, if |x− x0| < r0, |v − v1| < r0/t1,
where r0 = r/16. We aim to use Lemma 3.1 with v0 = v1 and τ = t1/2, applied to f(t1/2+ t, x, v),
to propagate this lower bound along trajectories x ∼ x0+tv1, up to t = t1/2. Therefore, we require
(3.11) t1+2s1
〈 |x1 − x0|+ r0
t1
〉(γ+2s)+
< C3.1r
2s
0 (the last condition in Lemma 3.1).
If t1 satisfies this inequality, then Lemma 3.1 implies
f(t, x, v) ≥ δ0
2
, if
t1
2
< t < t1, |v − v1| < r0
4
, |x− x0 − tv1| < r0
4
.
Applying Proposition 3.3 to f(t1/2+ t, x, v), we conclude f(t1, x1, v) ≥ c1e−c2|v|2 , for some c1, c2 >
0 depending on r, |x1 − x0|, |v0|, and δ.
Step 4: Extending the lower bound for moderate times. On the other hand, if t1 does
not satisfy (3.11), choose t˜1 sufficiently small depending on r and |x1 − x0| so that the inequality
is satisfied. (This is always possible, since γ < 1.) Proceeding as above, with t˜1 replacing t1, we
obtain a lower bound at t = t˜1, x near x1, and (via Proposition 3.3) velocities near zero:
f(t˜1, x, v) ≥ δ1, if |x− x1| < r0
4
, |v| < r0
4
.
Next, we propagate this forward in time with v0 = 0 and τ = 1 in Lemma 3.1 to obtain
f(t, x, v) ≥ δ1
2
, if |x− x1| < r0
16
, |v| < r0
16
, and t ≤ min{t˜1 + T∗, T },
where, with C from the last condition in Lemma 3.1,
T∗ := C3.1(r0/4)
2s〈r0/4〉−(γ+2s)+ .
As long as t1 ≤ min{t˜1+T∗, T }, this lower bound extends up to time t1, and applying Proposition
3.3 to f(t˜1 + t, x, v), we obtain f(t1, x1, v) ≥ ce−c|v−v1|2 ≥ C−1ce−c|v|2 , with c depending on
δ, r, v0, t1, and |x1 − x0|. In particular, if the initial data is well-distributed, then c can be chosen
depending only on t1 and the well-distributed parameters δ, r, and R.
Step 5: extending the lower bound for any t. We have established a Gaussian lower
bound on f(t1, x1, v), where x1 ∈ R3 is arbitrary and t1 ≤ T0 := min{t∗, r/(16|v0|), T∗, T }. The
upper bound for t1 depends only on |v0| and r (not on x1). Therefore, we have shown
(3.12) f(t, x, v) ≥ µ(t, x)e−η(t,x)|v|2 , 0 ≤ t ≤ T0, x ∈ R3, v ∈ R3.
It is clear from our construction that µ and η are uniformly positive on compact subsets of (0, T0]×
R
3 and that T0 depends only on r and v0. Since f(T0/2, ·, ·) satisfies (1.3) with the same r and v0
(although a different δ), we can repeat steps one through four to obtain (3.12) on [T0/2, 3T0/2].
Iterating this finitely many times concludes the proof of the first statement in the theorem.
The second statement follows by noticing that the lower bound in Step 3 is uniform in x due to
the well-distributed condition, and, hence, all subsequent bounds are independent of x. 
4. Upper bounds and continuation
In this section, we apply the lower bounds of Theorem 1.2 to derive an improved continuation
criterion. First, we show that our pointwise lower bounds for f imply coercivity estimates for
the linear operator Qs(f, ·). The following lemma plays a similar role to [15, Lemma A.3] or [21,
Lemma 4.8], but the key difference is that here, no bound on the entropy density is used.
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Lemma 4.1. Let f : R3 → R be a nonnegative function with f(v) ≥ δ1Br(v0) for some δ, r > 0
and v0 ∈ R3. Then there exist constants λ, µ > 0 (depending on δ, r, and |v0|) such that for all
v ∈ R3, there is a symmetric subset of the unit sphere A(v) ⊂ S2 such that
• |A(v)| > µ(1 + |v|)−1, where | · | is the 2-dimensional Hausdorff measure.
• Kf(v, v′) ≥ λ(1 + |v|)1+γ+2s|v′ − v|−3−2s whenever (v − v′)/|v − v′| ∈ A(v).
Proof. From (2.4), letting w = v′∗ − v, we have
Kf (v, v
′) ≥ δ
C
(∫
{w·(v′−v)=0}
1Br(v0)(v + w)|w|γ+2s+1 dw
)
|v − v′|−3−2s.
For fixed v ∈ R3, the integral in parentheses is only nonzero if the plane P (v′) = v + (v − v′)⊥
intersects Br(v0) nontrivially. To get a uniform positive lower bound, we take A(v) to be the set
of directions (v − v′)/|v − v′| such that P (v′) intersects Br/2(v0). If (v − v′)/|v − v′| ∈ A(v), then∫
{w·(v′−v)=0}
1Br(v0)(v + w)|w|γ+2s+1 dw ≥ C−1|v0 − v|γ+2s+1|Br(v0) ∩ {w · (v′ − v) = 0}|
≥ C−1r2|v0 − v|γ+2s+1.
To estimate the size of A(v) ⊂ S2, note that ω ∈ A(v) if and only if there is a vector β ⊥ ω with
the angle ϕ between β and v0 − v satisfying | sinϕ| ≤ (r/2)/|v − v0|. This means ω lives in a strip
of width ≈ r|v − v0|−1 centered around the equator perpendicular to v0 − v (i.e. the intersection
of (v0 − v)⊥ with S2). This strip has surface area ≥ C−1r|v − v0|−1. 
Now we may follow the proof of [21, Theorem 1.2], with our Lemma 4.1 replacing [21, Lemma
4.8], to obtain:
Proposition 4.2. Let f be a solution of the Boltzmann equation (1.1) on [0, T ] × T3 × R3 that
satisfies (1.2). Assume that the initial data fin satisfies (1.3) for some δ, r > 0, x0 ∈ T3, and
v0 ∈ R3. Then f satisfies an L∞ bound that is uniform away from t = 0, i.e.
‖f(t, ·, ·)‖L∞(T3×R3) ≤ CT,δ,r,v0(1 + t−3/(2s)).
If γ + 2s < 0, CT,δ,r,v0 depends additionally on
sup
[0,T ]×T3
∫
R3
〈v〉qf(t, x, v)p dv,
where p > 3/(3 + γ + 2s) and q = max{0, 1− 3(γ + 2s)/(2s)}.
Note that [21] uses the entropy bound to obtain a cone of nondegeneracy, but does not use the
entropy bound anywhere else. Our Lemma 4.1 produces a cone of nondegeneracy without using
an entropy bound, which allows us to weaken the assumptions.
Combining this L∞ bound with the basic inequality s log s ≤ s2, we see that for t ≥ t0,
Hf (t, x) :=
∫
R3
f(t, x, v) log f(t, x, v) dv ≤ ‖f(t, x, ·)‖L∞v (R3)
∫
R3
f(t, x, v) dv ≤ C,
for some C depending only on t0, K0, and the initial data. (Recall that, for γ + 2s ∈ [0, 2], K0 is
an upper bound for the mass and energy densities.)
We have shown that, away from t = 0, the entropy density Hf (t.x) is bounded from above and
the mass density is bounded from below, in terms of only K0 and the initial data. Combining
this with [13, Theorem 1.2] immediately implies part (a) of Corollary 1.3. Part (b) follows from
combining these smoothing estimates with the local existence result of [9] (when γ < 0) or [17]
(when γ ≤ 0 and s ∈ (0, 1/2)).
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