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Abstract
An arithmetical system is presented with the property that from every proof a realizing term
can be extracted that is de/nable in a certain a0ne linear typed variant of G2odel’s T and
therefore de/nes a non-size-increasing polynomial time computable function.
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1. Introduction
There is an increasing interest in recent research in “implicit computational com-
plexity”, e.g. by means of global restrictions on simply typed term systems to ensure
computability in polynomial time [2,6,10,1]. One such approach has its roots in a care-
ful study by Caseiro [4] of many examples of natural algorithms, and her formulation
of (partially semantic) criteria ensuring computability in polynomial time. The third
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author identi/ed in [6] an important aspect of this analysis: the role played by non-
size-increasing functions. He designed a new (a0ne linear) term system which can
only de/ne non-size-increasing functions, but still allows nested recursion. One im-
portant restriction is that the step terms in recursion operators must be closed, since
when unfolding the recursion they will be duplicated and hence would violate linearity
otherwise. The /rst and fourth author gave in [1] a proof of the main result of [6]
by a diLerent (syntactical) method, which also provides an explicit construction of
the bounding polynomials. One motivation for this work was the expectation that the
simple approach chosen should make it easy to design a reasonably rich and Mexible
(higher type) arithmetical system, whose provably recursive functions can be computed
in polynomial time. It is the purpose of the present paper to carry this out.
The leading intuition is of course that one should use the Curry–Howard correspon-
dence between terms in lambda-calculus and derivations in arithmetic. However, care
is taken to arrive at a Mexible and easy to use arithmetical system, which can be
understood in its own right.
The paper is structured as follows. In Section 2 we present a variant of the linear term
system of [6,1] de/ning non-size-increasing polynomial time functions only. Tailored
for these terms is the arithmetic proof calculus introduced in Section 3. In order to ob-
tain a Mexible and expressive system we included some unusual features: there are two
forms of conjunction, A⊗ B and A ∧ B, to account for the linear aspects of our logic.
We also distinguish (as in [3]) between quanti/ers with and without computational
content. The former are obtained by relativizing to special “existence predicates” E.
So ∀x ·E(x)→ : : : and ∃x ·E(x)⊗ : : : indicate that x has computational meaning for
the extracted program. The possibility to make this distinction is crucial for obtaining
reasonable programs. We also split proof contexts into a “passive” and an “active” part
(as done by Reynolds in [13] and by Reddy in [12]), where the latter controls the vari-
ables free in the realizing terms. A number of examples shows how the system might
be used. In particular we sketch a proof that every list can be sorted. The extracted
program is the usual formulation of insertion sort in our term system. In Section 4 the
link between proofs and programs is made precise via a suitable variant of Kreisel’s
modi/ed realizability. As corollaries to the soundness theorem we obtain a proof that
the provably recursive functions of our system are non-size-increasing and polynomial
time computable, and some metamathematical results on our arithmetic system.
2. A term system for non-size-increasing polynomial time computation
We introduce a term system similar to the system in [6]. It will play the same role
for our arithmetical system as G2odel’s T [5] does for Heyting Arithmetic.
2.1. Types and terms
Denition 2.1 (Finite linear types). Linear types are de/ned inductively as
; 	 ::= U |  | L() | ( 	 | ⊗ 	 | × 	 | + 	:
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Denition 2.2 (Set model). In the (naive) set model every type  in the left column,
below, is interpreted by the set S given in the right column:
U a special singleton set
 an unspeci/ed nonempty set
L() the set of lists of elements of S
( 	 the set of total functions from S to S	
⊗ 	 and × 	 the cartesian product of S and S	
+ 	 the disjoint sum of S and S	
Remark 2.3. Common basic data types like the booleans, as well as unary and binary
natural numbers can be de/ned by B :=U +U, N :=L(U), Bin :=L(B).
The intuition for the special type  is a pointer to free memory, as in [7]. Since
there will be no closed terms of this type, it can be used to ensure that terms contain
free variables. For example the type (N(N of the successor function together with
the linear typing discipline will make sure that the length of (unary) natural numbers
and the more technical measure “number of free variables” will coincide.
Although in the naive set model above  ( 	 is interpreted as the full function
space, computationally it should be viewed as the type of functions from  to 	 that
are linear in the sense that an argument is used at most once. This aspect will become
visible in the typing discipline (De/nition 2.6).
Similarly, the denotationally equal types ⊗ 	 and × 	 have diLerent computational
interpretations: from a tensor product ⊗ 	 both components can be used once, whereas
in the case of an ordinary pair of type × 	, the pair itself can be used only once, i.e.
one has to choose one component of the pair. Conversely, when forming an element of
type ⊗ 	 from elements r and s	 we insist that r and s do not share common free
variables, whereas for the construction of elements of type × 	 no such restriction
applies.
Terms are built from variables x; y; z; : : : and constants c (De/nition 2.5). Each vari-
able has a type and it is assumed that there are in/nitely many variables of each type.
The notation x should express that the variable x has type .
Denition 2.4 (Terms). The set of terms is inductively de/ned by
r; s ::= x | c | x r | rs | r{s}
These terms should be seen as our “raw syntax”; only correctly typed terms
(De/nition 2.6) will be meaningful. The notation r{s} (for iteration; cf. the conver-
sion rules in De/nition 2.9, and Remark 3.10) is taken from Joachimski and Matthes
[9]. The set FV(r) of free variables of a term r is de/ned as usual. In particular
FV(r{s})=FV(r)∪FV(s). By r[s=x] we denote the usual substitution of every free
occurrence of x in r by s (renaming bound variables in r if necessary). Terms that
only diLer in the naming of bound variables are identi/ed.
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Denition 2.5 (Constants). The constants and their types are
 :U
nil :L()
cons : ( ( L()( L()
⊗+	 : ( 	 ( ⊗ 	
⊗−	 : ⊗ 	 ( (( 	 ( )( 
×+	 : (( )( (( 	)( ( × 	
fst	 : × 	 ( 
snd	 : × 	 ( 	
inl	 : ( + 	
inr	 : 	 ( + 	
+−	 : + 	 ( (( )× (	 ( )( 
Denition 2.6 (Typing). The relation r, which should be read ‘r has type ’ is in-
ductively de/ned as follows:
(x)
(Variable)
c : 
c
(Constant)
r	
(x r)(	
((+)
r(	 s FV(r) ∩ FV(s) = ∅
(rs)	
((−)
rL() s((( FV(s) = ∅
(r{s})( (L()
−)
Lemma 2.7. If r and s	 with (FV(r) \ {x	}) ∩ FV(s)= ∅, then r[s=x	].
Proof. Easy induction on r.
2.2. Reductions
We now de/ne reduction rules on terms. In order to be able to control the eLects of
iteration we allow conversion of a term r{s} only if the iteration argument is already
calculated, i.e. if r is a list.
Denition 2.8 (Lists). Terms of the form consd1r

1 (: : : (consd

nr

nnil)) will be called
lists (with n entries).
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Denition 2.9 (Conversions). → is de/ned as:
(xr)s → r[s=x] (-conversion)
⊗−	(⊗+	rs)t → trs
fst	(×+	rst) → rt
snd	(×+	rst) → st
+−	(inl	r)s → fst	sr
+−	(inr	r)s → snd	sr
nil{s}t → t
consdrl{s}t → sdr(l{s}t) provided l is a list:
Notice that the conversion rules are all correct, with respect to the obvious interpre-
tation of terms in the set model 2.2.
Denition 2.10 (Reduction). The relation r→ r′ is inductively de/ned by
r → r′
r → r′
r → r′
rs→ r′s
s→ s′
rs→ rs′
r → r′
r{s} → r′{s}
s→ s′
r{s} → r{s′}
This means, to reduce a term we may convert anywhere, except under . A term is
called normal, if it cannot be reduced. We will write →∗ for the reMexive transitive
closure of →.
Lemma 2.11 (Subject reduction). If r and r → s, then s and FV(s) ⊆ FV(r).
Proof. Induction on r shows that only conversions need to be considered. The only
non-trivial case is handled in Lemma 2.7.
Denition 2.12 (Almost closed terms). A term is almost closed if all its free variables
are of type .
Proposition 2.13. Every normal, almost closed term of a type as in the left column
is of the form given in the right column:
U 
 variable
L() list
⊗ 	 ⊗+rs
× 	 ×+;	;rst
+ 	 inl r or inr r
( 	 xr or cr˜ or r{s}
Proof. Induction on the typing.
Denition 2.14 (Projections). For terms r of type ⊗ 	 we will use the abbreviations
0(r) := ⊗−	 rx; y	 · x and 1(r) := ⊗−		 rx; y	 ·y. Clearly one has 0(⊗+	st)→∗ s
and 1(⊗+	st)→∗ t.
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Example 2.15 (Predecessor). Let us use the abbreviations 0 := nilU and Sdr := consUd
r for the zero and the successor operation on the type N :=L(U). By the letter  we
will denote numerals, i.e., terms of the form Sd1(: : : (Sdn0) : : :). Let
s0 := dzN⊗(N(N) · ⊗+(⊗−znf · fn)yN · Sdy;
t0 := ⊗+0id:
Then the conversion rules imply
0{s0}t0 → ⊗+0id; (1)
Sd {s0}t0 →∗ ⊗+ y · Sdy: (2)
The latter can be seen easily by induction on  . Now the predecessor P can be de/ned
by
P := xN · 0(x{s0}t0):
Denition 2.16 (Pairing). It is easy to de/ne closed terms
⊗+˜ : ˜( 1 ⊗ · · · ⊗ n;
⊗−˜: 1 ⊗ · · · ⊗ n ( (˜( )( 
that behave like the corresponding constant, i.e.
⊗−˜(⊗+˜ r1 : : : rn)t →∗ tr1 : : : rn:
Using these we de/ne a closed term
×+	˜: (˜( )( (˜( 	)( ˜( × 	
by, setting  := 1⊗ · · · ⊗ n,
×+	˜ := fgx˜ · ×+	(z · ⊗−˜zf)(z · ⊗−˜	zg)(⊗+˜ x˜)
such that fst	(×+	˜rs˜t)→∗ r˜t and snd	(×+	˜rs˜t)→∗ s˜t. Now we can de/ne a pairing
operation
〈r; s	〉×	 := ×+	˜(x˜ · r)(x˜ · s)x˜;
where x˜ is a list of the free variables common to r and s. Obviously
fst	〈r; s〉 →∗ r; snd	〈r; s〉 →∗ s:
Note that although the terms r and s may have variables in common, in the term 〈r; s〉
every free variable occurs only once.
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2.3. Lengths of reduction chains
Now we show that every almost closed term of appropriate type in the present
system denotes a non-size-increasing polynomial time computable function. We adapt
the proof in [6,1] by constructing to every such term a polynomial, whose degree is
the nesting of {:}, bounding the number of reduction steps necessary for computing
the result.
Denition 2.17. For every natural number n and every term r we de/ne natural num-
bers #n(r) and #n(r) by
#n(r) :=
{
k if r is a list with k entries and k 6 n;
n otherwise;
#n(x) := #n(c) := 1;
#n(rs) := #n(r) + #n(s);
#n(xr) := #n(r) + 1;
#n(r{s}) := #n(r) + (#n(r) + 1) · #n(s):
Clearly the function mapping n to #n(r) is bounded by a polynomial of degree p where
p is the nesting of {:} in r.
Lemma 2.18. (a) #n(r)¿#n(r[s=x]).
(b) If r→ r′ then #n(r)¿#n(r′).
Proof. Obvious from the de/nition of #n(r), using the fact that neither substitution nor
reduction change the number of entries of a list.
Lemma 2.19. If r then #n(r[s=x])6#n(r) + #n(s).
Proof. Induction on r using Lemma 2.18(a) and the fact that in a typed term a free
variable can have at most one occurrence.
Denition 2.20. We write r→n r′ if r→ r′ by converting a subterm s of r with
|FV(s)|6n, where |FV(s)| is the number of occurrences of free variables in s.
Lemma 2.21. If r and r→n r′, then #n(r)¿#n(r′).
Proof. Induction on r.
Case r→n r′ is a conversion (De/nition 2.9), i.e. r → r′ where |FV(r)|6n.
Only -conversion and recursion are critical. While the former is taken care of by
Lemma 2.19, in a conversion consdrl{s}t → sdr(l{s}t) the hypothesis
|FV(consdrl{s}t)|6n is used: Suppose the list l has k entries. Then k+16n because
due to the typing rules for terms (De/nition 2.6) a typed list with k + 1 entries must
have at least k + 1 occurrences of free variables. Consequently #n(consdrl)= k + 1
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and #n(l) = k. Therefore
#n(consdrl{s}t)
= 1 + #n(d) + #n(r) + #n(l) + (k + 2) · #n(s) + #n(t)
¿ #n(s) + #n(d) + #n(r) + #n(l) + (k + 1) · #n(s) + #n(t)
= #n(sdr(l{s}t)):
Case r→n r′, by converting a proper subterm of r: Easy by induction hypothesis,
referring in the case r{s}→ r′{s}, with r→ r′, to Lemma 2.18(b).
Corollary 2.22. If r then every reduction sequence starting with r has length 6#N (r)
where N := |FV(r)|.
Proof. Clearly if r→ r′ then r→n r′ for every n¿|FV(r)|. Therefore the corollary
follows from Lemma 2.21 and the subject reduction Lemma 2.11.
Proposition 2.23. Let r(	 be a typed term with p nestings of {:}. Then there is
a polynomial B of degree max{p; 1} such that for all terms s containing no {:}
the term rs reduces to normal form in 6B(length(s)) steps, where length(s) is the
ordinary (syntactical) length of s.
Proof. Let K := length(r) and L := length(s). Then |FV(rs)|6K + L. Therefore, by
Lemma 2.22, rs normalizes in 6#K+L(rs) steps. Because s does not contain {:} we
have #n(s)=L for all n. Consequently
#K+L(rs) = #K+L(r) + L
which is bounded by a polynomial in L of degree max{p; 1}.
Denition 2.24 (Data types, data objects, non-size-increasing functions). A type is
called data type if it is built from U, L(:), ⊗, and + only (examples: N, Bin, L(Bin)).
A data object of data type  is an almost closed term w in normal form. The size
of a data object w is the natural size of its denotation, which, by Proposition 2.13,
essentially, i.e. up to a constant depending only on , coincides with the syntactical
length, length(w), and also with the number of free variables, |FV(w)|.
A function f from S˜ to S, where ˜;  are data types, is called non-size-increasing
if there is a number k such that for all data objects a˜ of type ˜ the result f(a˜) has a
size less than or equal to the sum of the sizes of the ai plus k.
Theorem 2.25. Let ˜;  be data types and r˜( be an almost closed term with p
nestings of {:}. Then r de>nes a polynomial time algorithm for a non-size-increasing
function from S˜ to S with computation time bounded by a polynomial of degree
max{p; 1}.
Proof. By Proposition 2.13 r de/nes indeed a function from S˜ to S. The assertion
about the computation time is proved in Proposition 2.23. That r is non-size-increasing
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follows from the already mentioned facts that reduction does not increase the number
of free variables of a term, and that the size of a data object is essentially the number
of its free variables.
Remark 2.26. In [8] it is shown for a similar term calculus that the converse of
Theorem 2.25 also holds: Every non-size-increasing function from S˜ to S with com-
putation time bounded by a polynomial is de/nable by an almost closed term.
3. Linear arithmetic
We now set up a linear arithmetic tailored for the term system introduced in the
previous section.
3.1. Formulas
We assume a /xed set of predicate symbols of /xed arity.
When writing R(˜r), R a predicate symbol, we implicitly assume correct length and
types of r˜. However we only assume that the terms in r˜ are weakly typed, that is, all
restrictions on free variables (when typing terms of the form rs or {r}s) are dropped.
This relaxation of the typing rules is necessary because of unrestricted substitutions
into formulas allowed by the ∀-elimination rule (see De/nition 3.7).
For every type  we assume special predicate symbols E and =, called existence
and equality. We sometimes abbreviate =(r; s) by r= s or even r= s. The intended
interpretation of = is ordinary extensional equality between objects of type  and E
is to be interpreted as the set of all objects of type , that is, all objects do exist. Nev-
ertheless, we will refrain from simply stating the formula E(x) as an axiom, because
we want a proof of E(t) to provide a construction of the object denoted by t. We
will postulate the fact that E(x) always holds only in a context where the construction
of x does not matter. This can be expressed by the axiom scheme (E(x)→A)→A,
where A is an arbitrary computationally irrelevant formula (see De/nition 3.5).
In the following the letters P;Q range over predicate symbols diLerent from the
existence predicates E (but including equality =).
Denition 3.1 (Formulas). The set of formulas is de/ned inductively:
A; B; C ::= P(˜r) | E(r) | A→ B | A⊗ B | A ∧ B | A ∨ B | ∀xA | ∃xA:
Remark 3.2. We de/ne falsity ⊥ by tt= ff, where tt := inlU;U and ff := inrU;U. Nega-
tion ¬A is an abbreviation for A→⊥ and r = s is shorthand for ¬ (r= s).
The conjunction ∧ is the “weak” one corresponding to the ordinary product ×, i.e.
A∧B→A and A∧B→B will be provable, but (A→B→C)→ (A∧B→C) will not.
The quanti/ers correspond to the {∀} in [3] (or the “underlined quanti/cation” in
[11]) and mean “quanti/cation without computational content”, i.e. a proof of ∀xA is
of such a form that the realizing term does not depend on x. When we want compu-
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tational content, the quanti/ers have to be relativized to the existence predicate, i.e.
∀x ·E(x)→A or ∃x ·E(x)⊗A.
Ex falso quodlibet in the form ⊥→A will not be provable in general: we will not
have ⊥→∃pE(p), since there is no closed term of type . This is also the reason why
disjunction A∨B cannot be de/ned by ∃xB ·E(x)⊗ (x= tt→A)∧ (x= ff→B): from A
we could not conclude e.g. A∨∃pE(p).
Denition 3.3 (Computational content). For a formula A we de/ne the computational
content (A), i.e. the type of its potential realizers, by induction on A.
(E(r)) := 
(P(˜r)) := U
(A→ B) := (A)( (B)
(A⊗ B) := (A)⊗ (B)
(A ∧ B) := (A)× (B)
(A ∨ B) := (A) + (B)
(∀xA) := (A)
(∃xA) := (A)
Due to the presence of the type U types may contain some redundancies. For exam-
ple, (U denotes a singleton in the set model and could hence be simpli/ed to U.
Let us call a type clean if it does not contain redundant parts. Hence the base types
U and  are clean, the types ( 	, ⊗ 	, and × 	 are clean if their components 
and 	 are both clean and diLerent from U, and the types L() and  + 	 are clean
if their components  and 	 are both clean. To every type  we de/ne a canonically
isomorphic clean type c() as follows.
Denition 3.4 (Cleaning of types).
c(U) := U;
c() := ;
c(( 	) :=


U if c(	) = U;
c(	) if c() = U;
c()( c(	) otherwise;
c(⊗ 	) :=


c() if c(	) = U;
c(	) if c() = U;
c()⊗ c(	) otherwise;
c(× 	) :=


c() if c(	) = U;
c(	) if c() = U;
c()× c(	) otherwise;
c(+ 	) := c() + c(	);
c(L()) := L(c()):
We set c(A) := c((A)).
K. Aehlig et al. / Theoretical Computer Science 318 (2004) 3–27 13
Essentially we are interested in c(A) only. However, in order to keep cumbersome
case distinctions at bay it will be convenient to consider the uncleaned version (A)
as well.
Denition 3.5 (Harrop formulas). We say that a formula A has no computational con-
tent if c(A)=U. Formulas without computational content are also called Harrop for-
mulas, or computationally irrelevant (c.i.), non-Harrop formulas are also called com-
putationally relevant (c.r.).
So, a formula is c.i. iL it contains no existence predicate E with c() =U and no
disjunction in a strictly positive position.
3.2. Derivations
Proof terms are intended to denote proofs in natural deduction style. They are built up
from ordinary terms r, axioms c and assumption variables u; v; w; : : :. Each assumption
variables has a formula as type (in the sense of the Curry–Howard correspondence).
For each formula there are in/nitely many variables of this type. We write uA or u : A
to indicate that the variable u has type A.
Denition 3.6 (Raw proof terms).
M;N; L ::= uA | c | uAM | xM | MN | Mr | M{N}:
Proof contexts are sets of assumption variables. We denote proof contexts by 1;2; : : :,
and write 1;2 for the union 1∪2, expressing that 1 and 2 are disjoint. For contexts
consisting of one element we also write uA instead of {uA}. Let · denote the empty
proof context.
The term system was based on linearity constraints, hence linearity has to be reMected
by the arithmetic in order to achieve a realizability result. However, linearity itself
would be too a strong restriction since we will often need to instantiate universal
formulas to special terms in order to prove that a certain (c.i.) property holds without
actually using the variable (in a relevant way). Therefore we have to allow ourselves
to keep assumptions in the context that must not be used in a c.r. way. To achieve
this we split the context into two parts: one to control correctness and another one to
control linearity. This setup also allows (by the rule (Passi/cation) below) to easily
reMect the fact that Harrop formulas have no computational meaning and that therefore
the proof of a Harrop formula cannot use any assumption in a c.r. way.
A similar phenomenon appears in the area of syntactic control of interference (SCI),
cf. Reynolds [13] or Reddy [12]. There, in a function application rs the two phrases r
and s should be “independent”, i.e. r should not change something s is reading from
or writing to, and conversely. One way to guarantee this is to require that r and s do
not share common free variables. However, this requirement seems to be too stringent:
one e.g. could not write +xx. To relax it, Reynolds identi/ed a special class of values
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called “passive”, which never change the state. Free variables denoting passive values
can then be shared by r and s.
Following Reddy [12] we write our typing judgments in the form 1 | 2  M :A,
where the context is split into two parts 1 and 2, with 1 considered passive. This is to
be read as “M denotes a proof of A in the passive context 1 and the potentially active
or linear context 2”. The active context controls the variables free in the realizing
terms.
Denition 3.7. The relation 1 | 2  M :A is inductively de/ned as follows.
1 | 2; uA  uA:A (Assumption)
1 | 2  cA:A (Axiom)
1 | 2; uA  M :B
1 | 2  uAM :A→ B (→
+)
1 | 21  M :A→ B 1 | 22  N :A
1 | 21; 22  MN :B (→
−)
1 | 2  M :A VarCond
1 | 2  xM :∀xA (∀
+)
1 | 2  M :∀xA r weakly typed by 
1 | 2  Mr:A[r=x] (∀
−)
Here VarCond is the usual condition on free variables, i.e. that x must not be free in
the type of any element of 1∪2.
We add a rule (Passi/cation) describing the meaning of the active context: it is only
needed to prove non-Harrop formulas. Moreover we add a contraction rule, which can
be used to contract the passive part of the context.
1 | uB; 2  M :A A c.i.
1; uB | 2  M :A (Passi/cation)
uA;1 | vA; 2  M :B
1 | vA; 2  M [vA=uA]:B (Contraction)
We call these rules structural. The last rule concerns induction.
1 | 2  N :E(t) 1 | ·  M :∀p; x; l · E(p; x)→ A→ A[cons(p; x; l)=l]
1 | 2  N{M}:A[nil=l]→ A[t=l]
(L()-Ind)
Here E(p; x)→ · · · is short for E(p)→E(x)→ · · ·.
The axioms can be divided into four groups: logical axioms, equality axioms, axioms
for existence predicates, and axioms specifying the additional predicates P;Q; : : : : We
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will only give the axioms of the /rst three groups. They de/ne the core system. The
last group depends on particular applications of the system; examples will be given in
Section 3.4.
Denition 3.8 (Axioms for the core system). Logical axioms:
(C → A)→ (C → B)→ C → A ∧ B (3)
A0 ∧ A1 → Ai (4)
A→ B→ A⊗ B (5)
A⊗ B→ (A→ B→ C)→ C (6)
Ai → A0 ∨ A1 (7)
(A→ C) ∧ (B→ C)→ A ∨ B→ C (8)
∀x · A→ ∃xA (9)
∃xA→ (∀x · A→ B)→ B if x =∈ FV(B) (10)
⊥ → P(˜r) (11)
Equality axioms:
Transitivity; symmetry and reMexivity of = : (12)
Equations corresponding to the conversion rules 2:9; where in the
equation cons drl{s}t = sdr(l{s}t) the term l can be arbitrary: (13)
f =(	 g→ x = y → fx =	 gy (14)
x1 = y1 → : : :→ xn = yn → P(x1; : : : ; xn)→ P(y1; : : : ; yn) (15)
x = y → E(x)→ E(y) (16)
x =U  (17)
∀x fx =	 gx → f =(	 g (18)
fst z = fst z′ ∧ snd z =	 snd z′ → z =×	 z′ (19)
Axioms for existence predicates:
E(	(f)↔ ∀x · E(x)→ E	(fx) (20)
E×	(z)↔ E(fst z) ∧ E	(snd z) (21)
E(c) for each of the constructors ;⊗+; inl; inr; nil; cons (22)
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(∀x; y	 · E(x; y)→ A[⊗+xy=z])→ ∀z⊗	 · E(z)→ A (23)
(∀x · E(x)→ A[inl x=z]) ∧ (∀y	 · E(y)→ A[inr y=z])→ ∀z+	 · E(z)→ A (24)
(E(x)→ A)→ A for every c:i: formula A (25)
We write MA for M if there are 1 and 2 such that 1 | 2  M :A. Obviously, A
is uniquely determined by M . If we are not interested in the proof term we will also
write 1 | 2  A to mean that there exists a proof term M such that 1 | 2  M :A is
derivable.
3.3. Remarks
Remark 3.9. It is easy to see that the following rules are admissible:
1 | 2  A
1′; 1 | 2; 2′  A (Weakening)
1′; 1 | 2  A
1 | 2;1′  A (Activation)
Remark 3.10. Our induction rule (L()-Ind) corresponds to iteration rather than prim-
itive recursion, since for its premise we must prove A[cons(p; x; l)=l] from (E(p; x)
and) A alone, without having access to the previous induction argument l in the form
of an E(l)-resource. By mimicking the method in [6] one can see that a strengthened
induction rule corresponding to primitive recursion, in the form
1 | 2  E(t) 1 | ·  ∀p; x; l · E(p; x)→ A ∧ E(l)→ A[cons(p; x; l)=l]
1 | 2  A[nil=l]→ A[t=l]
(L()-Ind+)
is admissible, by invoking (L()-Ind) with goal formula A∧E(l). Its premise can
be proved from the given premise using E(p; x; l)→E(cons(p; x; l)), and from its
conclusion
1 | 2  N{M}:A[nil=l] ∧ E(nil)→ A[t=l] ∧ E(t)
we clearly obtain A[nil=l]→A[t=l], using E(nil).
Notice that due to the use of ∧ rather than ⊗ we can access either the induction
variable or else the previous result, but are not allowed to do both. It is not possible
to derive a strengthened induction rule with ⊗ instead of ∧.
Remark 3.11. We list some further useful facts about the system.
(1) A⊗B→A∧B is provable in general, but not A∧B→A⊗B. However, for c.i.
formulas A; B we can prove A∧B↔A⊗B.
(2) x= y→A(x)→A(y) is provable for all formulas A.
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(3) If c()=U then x= y is provable.
(4) The constructors, ⊗+, ×+, inl, inr, nil and cons are injective, and have mutually
disjoint ranges. ⊗+ and ×+ are also surjective. That is, the following formulas are
provable.
cx˜ = cy˜ → x˜ = y˜ for each constructor c
cx˜ = c′x˜ for each pair of diLerent constructor c; c′ of appropriate types:
∀z⊗	∃x; y · z = ⊗+xy
∀z×	∃x; y · z = ×+xy
(5) The following formulas are provable.
E⊗	(z)↔ ∃x∃y	 · E(x)⊗ E	(y)⊗ z = ⊗+xy
E+	(z)↔ (∃x · E(x)⊗ z = inl x) ∨ (∃y	 · E	(y)⊗ z = inr y)
EL()(z)↔ z = nil ∨ (∃d; x; xL() · E(d; x; y)⊗ z = consdxy)
(6) E(x˜)→E(t) is provable for every term t which is correctly typed according to
De/nition 2.6 and whose free variables are among x˜.
(7) ⊥→A is provable provided in (A) (or equivalently in c(A)) the type  does
not occur strictly positive.
Proof. 1. For the underivability statement see Corollary 4.8. The rest follows directly
from the inference rules in De/nition 3.7.
2. Easy induction on A.
3. Easy induction on .
4. Note that all formulas to be proven are c.i. Therefore axiom scheme (25) allows
us to prove them under the additional assumption that all objects involved exist. But
this is easy, using the other existence axioms and our conversion rules, that is, axioms
(13).
5. The implications from right to left follow from the axioms (22). The other im-
plications follow from the elimination schemes (23), (24) and induction (which can
be viewed as EL()-elimination). As an example let us assume E+	(z) and prove
(∃x ·E(x)⊗ z= inl x)∨ (∃y	 ·E	(y)⊗ z= inr y). By (24) it su0ces to prove this for
z of the form inl x′ where E(x′), and also for z of the form inly′ where E(y′). But
this is obvious.
6. It su0ces to prove that all constants exist and that existence is preserved under the
formation of t{s}. For the constructors this follows directly from the axioms concerning
the existence predicates. For the other constants and induction one uses the elimination
axioms, (23, 24) and induction, as well as the conversion rules (13).
7. First one proves the assertion for formulas A of the form E(t), by induction
on . The general case follows by induction on A, using axiom scheme (11).
3.4. Examples
The following examples are intended to demonstrate the Mexibility of the system.
Some of the system’s (inevitable) limitations are expressed by the underivability results
in Section 4 (e.g. Corollary 4.8).
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Example 3.12 (Addition). Assume Add(x; y; z) expresses x+y= z for natural numbers,
for example, via the computational irrelevant axioms
ax0: ∀x · Add(x; 0; x)
ax1: ∀x; y; z; p · Add(x; y; z)→ Add(x;S(p; y);S(p; z))
We prove
∀x · EN(x)→ ∀y · EN(y)→ ∃z · EN(z)⊗ Add(x; y; z)
(which will give us, via program extraction (Section 4) a polynomial time algorithm for
addition). We argue informally. Assume u0 : EN(x) and u1 : EN(y). We have to show
∃z ·EN(z)⊗Add(x; y; z). Because of the assumption u1 we can do this by induction on
y. We need to prove base and step, that is,
∃z · EN(z)⊗ Add(x; 0; z)
∀p; y · E(p)→ (∃z · EN(z)⊗ Add(x; y; z))→ ∃z′ · EN(z′)⊗ Add(x;S(p; y); z′)
For the base we take z := x and use assumption u0 and axiom ax0. For the step we
assume v : E(p) and also that we have z with ih1 : EN(z) and ih2 : Add(x; y; z). We
set z′ :=S(p; z) and prove EN(z′) using v and ih1, and Add(x;S(p; y); z′) using ax1
and ih2.
This is a valid proof in our system since every assumption is used only once and
the proof of the step is almost closed, that is, does not use any of the assumptions u0
or u1. The corresponding derivation term is (using variables with the same types and
formulas as in the informal proof)
x; u0; y; u1 · u1{STEP}BASE
where BASE :=∃+xu0(ax0x) and STEP :=
p; y; v; ih · ∃−ihz; ih′ · ⊗−ih1; ih2 · ∃+S(p; z)(⊗+(Mpzv ih1)(ax1xyzp ih2))
with ih : ∃z ·EN(z)⊗Add(x; y; z), ih′ : EN(z)⊗Add(x; y; z), and a trivial derivation M :
∀p; x ·E(p) → E(x) → E(S(p; x)) which is easily obtained from axioms about the
predicate E.
Notice that we cannot deduce ∀x ·EN(x)→∃z ·EN(z)⊗Add(x; x; z) (see Corollary
4.10), because we would lack one EN assumption.
Example 3.13 (Recycling of existence). By induction we can prove
∀x · EN(x)→ (x=0 ∨ x = 0)⊗ EN(x):
In the base case we use the axiom E(0) and prove the left branch of the disjunction,
which is an axiom. The step requires
∀p; x · E(p)→ EN(x)→ EN(S(p; x))⊗ S(p; x) = 0;
which follows from the axiom E(p)→EN(x)→EN(S(p; x)).
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Notice that since disjunction is computationally relevant, we cannot establish
∀x · x=0 ∨ x = 0;
i.e. decidability of equality without an existence assumption (see Corollary 4.10). No-
tice that the more natural statement
∀x · EN(x)→ x=0 ∨ x = 0
follows from the one we have shown, but is strictly weaker since it does not allow us
to “recycle” the information that x “exists”.
We can establish
 ∀x · EN(x)→ ∀y · EN(y)→ (x=y ∨ x = y)⊗ EN(x)⊗ EN(y):
Example 3.14 (Sorting). Assume that we are given a binary relation 6 of arity (; )
such that we can prove
∀x · E(x)→ ∀y · E(y)→ (x 6 y ∨ x 6 y)⊗ E(x)⊗ E(y):
Furthermore, we assume a ternary relation Ins axiomatized by c.i. axioms such that
Ins(x; l; l′) expresses that if l is a sorted list w.r.t. 6, then so is l′, and the members
of l′ are those of l together with x. From the strengthened induction rule (N-Ind+)
(cf. Remark 3.10) we can derive
∀l; x; p · E(l; x; p)→ ∃l′ · E(l′)⊗ Ins(x; l; l′); (26)
by induction on l. Base: Take l′= cons(p; x; nil) (using E(p; x)). Step: We have E(y; q)
and the (strengthened) IH
(∀x; p · E(x; p)→ ∃l′ · E(l′)⊗ Ins(x; l; l′)) ∧ E(l):
We need to show
∀x; p · E(x; p)→ ∃l′′ · E(l′′)⊗ Ins(x; cons(q; y; l); l′′):
So assume E(x; p). Compare x and y without destroying them, i.e. such that after
comparison we still have E(x; y). Case x6y. Take l′′= cons(p; x; cons(q; y; l)); here
we need the right-hand part E(l) of the IH, which together with E(y; q) gives us
E(cons(q; y; l)). Case y6x. Using the left-hand part of the IH for our x; p gives l′
such that E(l′)⊗ Ins(x; l; l′). Take l′′= cons(q; y; l′).
From this, we prove that every list can be sorted. Let Sort(l; l′) express that l′ is
an ordered permutation of l. We want to show
∀l · EL()(l)→ ∃l′ · EL()(l′)⊗ Sort(l; l′):
Induction on l. In the step case we argue as follows. We have E(p; x) and the IH
∃l′ · EL()(l′)⊗ Sort(l; l′):
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We need to show
∃l′′ · EL()(l′′)⊗ Sort(cons(p; x; l); l′′):
We have an l′ such that E(l′)⊗Sort(l; l′). Apply (26) to l′; x ·p. This gives an l′′
such that E(l′′)⊗ Ins(x; l′; l′′). The claim follows from the computationally irrelevant
axiom
Sort(l; l′)→ Ins(x; l′; l′′)→ Sort(cons(p; x; l); l′′):
For the base case we need the computationally irrelevant axiom Sort(nil; nil).
4. Realizability
4.1. De>nition of modi>ed realizability
We now de/ne what it means for a term r to realize a formula A. The intuition of
r being a program calculating examples for existential quanti/ers is formalized by the
(computationally irrelevant) formula rmrA.
Denition 4.1 (mr ). By induction on A we de/ne a formula rmrA for arbitrary r(A).
rmrE(s) := (r = s)
rmrP(˜s) := P(˜s)
rmr ∀xA := ∀x · rmrA
rmr ∃xA := ∃x · rmrA
rmr (A→ B) := ∀x · xmrA→ rxmrB
rmr (A⊗ B) := 0(r)mrA ∧ 1(r)mrB
rmr (A ∧ B) := fst rmrA ∧ snd rmrB
rmr (A ∨ B) := (∀x · r=inl(A);(B)x → xmrA)∧
(∀y · r=inr(A);(B)y → ymrB)
Note that rmrA contains neither E nor ⊗ nor ∨.
Proposition 4.2. (1) If A contains neither existence predicates nor disjunctions, then
rmrA is provably equivalent to A.
(2) rmr ∀x ·E(x)→A is provably equivalent to ∀x · rxmrA.
(3) rmr ∃x ·E(x)⊗A is provably equivalent to 1(r)mrA[0(r)=x].
Proof. Immediate form the de/nition and the equality axioms.
4.2. Extracted terms
For each variable uA we choose a unique variable xuA of type (A) that is su0ciently
diLerent to all variables used so far.
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Denition 4.3 (Extracted terms). For a proof MA we de/ne its extracted term <M = by
<uA= := x(A)u
<uAMB= := x(A)u <M =
<MA→BN = := <M = <N =
<xMA= := <M =
<M∀x
Ar= := <M =
<NEL()(t){M}= := <N = {<M =}
We now de/ne extracted terms for the axioms. We write <A= for <c:A=. If A is the
Efq-axiom (11), or the axiom (25), or one of the equality axioms except (16), then
we de/ne <A= := (A), where for any type  we let  be some closed term of type .
For the remaining axioms we de/ne
<(C → A)→ (C → B)→ C → A ∧ B= := ×+(A);(B);(C)
<A ∧ B→ A= := fst(A);(B)
<A ∧ B→ B= := snd(A);(B)
<A→ B→ A⊗ B= := ⊗+(A);(B)
<A⊗ B→ (A→ B→ C)→ C= := ⊗−(A);(B);(C)
<A→ A ∨ B= := inl(A);(B)
<B→ A ∨ B= := inr(A);(B)
<(A→ C) ∧ (B→ C)→ A ∨ B→ C= := z1z2 ·+−;	;(A)z2z1
<∀x · A→ ∃xA= := id(A)
<∃xA→ (∀x · A→ B)→ B= := x(A)f(A)((B) · fx
<x = y → E(x)→ E(y)= := id
<E(	(f)→ ∀x · E(x)→ E	(fx)= := id(	
<(∀x · E(x)→ E	(fx))→ E(	(f)= := id(	
<E×	(z)→ E(ztt) ∧ E	(zﬀ)= := id×	
<E(ztt) ∧ E	(zﬀ)→ E×	(z)= := id×	
<E(c)= := c for c = ;⊗+; inl; inr; nil; cons
<(∀x; y	 · E(x; y)→ A[⊗+xy=z])→ ∀z⊗	 · E(z)→ A=
:= fz · ⊗−zf
<(∀x · E(x)→ A[inl x=z]) ∧ (∀y	 · E(y)→ A[inr y=z])→ ∀z+	 · E(z)→ A=
:= z1z2 ·+−;	;(A)z2z1
Depending on applications there may be more axioms. For each such axiom ax:C one
has to chose a term <ax=(C) such that <ax=mrC is provable.
As for the extracted types, also the extracted terms may contain redundant parts
which can be removed by an obvious cleaning procedure for terms. Note that the
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extracted term of a derivation 1 | 2  M :A is weakly typed (cf. Section 3.1) with
type (A) (see Theorem 4.7).
Denition 4.4 (Cleaning of terms). For every variable x such that c() =U we
choose a su0ciently diLerent variable x˜c(). Relative to this choice we de/ne for every
weakly typed term r a cleaned term c(r):
c(r) :=  if c() = U
otherwise
c(x) := x˜c();
c(c) see below;
c(x r	) :=
{
c(r) if c() = U;
x˜c()c(r) otherwise;
c(r(	s) :=
{
c(r) if c() = U;
c(r)c(s) otherwise;
c(r{s}) := c(r){c(s)}:
We still have to de/ne c(c) for constants c such that c() =U. Obviously
c(nil) := nilc() and c(cons) :=
{
S if c() = U;
consc() otherwise:
For the remaining constants the de/nition of c(c) is also straightforward, but
requires a somewhat tedious case analysis on whether the corresponding type indices
are c.i. or not. For example, for ⊗−	, case c()=U = c(	), we have c(⊗−	) :=
xc(	)fc(	)(c() · fx.
Remark 4.5. It is easy to see that if r is weakly typed and r→ r′, then r′ is weakly
typed and c(r)→∗ c(r′). Hence for a weakly typed almost closed term r of type ˜( ,
where ˜;  are data types, the terms r and c(r) essentially de/ne the same function on
data types.
Example 4.6 (Addition, extracted program). Let us extract a program from the deriva-
tion
x; u0; y; u1 · u1{STEP}BASE
of ∀x ·EN(x)→∀y ·EN(y)→∃z ·EN(z)⊗Add(x; y; z) given in Example 3.12. We only
show cleaned and normalized programs. From the derivation BASE we extract the pro-
gram x0. The program extracted from the derivation STEP is the same as the program
extracted from M : ∀p; x ·E(p)→E(x)→E(S(p; x)), namely d; i ·S(d; i). Therefore
the program extracted from the complete derivation is x0; x1 · x1{d; i ·S(d; i)}x0.
K. Aehlig et al. / Theoretical Computer Science 318 (2004) 3–27 23
4.3. Soundness
For a derivation term M we set <M =c := c(<M =), and for a derivation context 1,
<1= := {x(A)u | uA ∈ 1} and <1=c := {x˜u
c(A) | uA ∈1; c(A) =U}.
Theorem 4.7 (Soundness of typing). Assume 1 | 2  M :A. Then <M = is weakly typed
with type (A) and FV(<M =)⊆ <1;2=. Moreover,
<2=c  (<M =c)c(A):
Proof. Inspection of the proof rules and the (cleanings of) extracted terms for the c.r.
axioms.
Since by Proposition 2.13 we have some knowledge of almost closed, normal terms
of the diLerent types, we can as a corollary obtain some underivability results.
Corollary 4.8. Let  :=∃pE(p). The following formulas and schemes are underiv-
able:
⊥ →
→⊗
(A→ B→ C)→ A ∧ B→ C
Proof. Case ⊥→: Recall that  :=∃pE(p), hence c(⊥→)= . So if ⊥→
were derivable, then by soundness of typing we would have a closed term of type ,
contradicting Proposition 2.13 and the fact that every term reduces to a normal form.
Case →⊗: If this formula were derivable, then by soundness of typing we
would have a closed term r of type ( ⊗. Let p be a variable of type . Then by
Proposition 2.13 the normal form of rp would be of the form ⊗+d0d1 , with normal
terms d0 ; d

1 . By Proposition 2.13 d

0 ; d

1 have to be variables, hence distinct. This is
the desired contradiction.
Case (A→B→C)→A∧B→C: Instantiate A; B by  and C by ⊗. Then
since the premise →→⊗ and also →∧ clearly are derivable, we
could also derive →⊗, which we have just shown to be impossible.
Theorem 4.9 (Soundness). Assume 1 | 2  M :A. Then there is a derivation of
<M = mrA from assumptions xumrB for uB ∈1∪2.
Proof. By induction on the de/nition of 1 | 2  M :A. Only the axioms and induction
are of interest. For the Efq-axioms (11) and the equality axioms except (16) the claim is
trivial, since they neither contain existence predicates nor disjunctions, and therefore,
by Proposition 4.2, part 1, their realization is equivalent to themselves. As for the
remaining axioms we restrict ourselves to some of the more interesting cases. Note
that because the formula <M = mrA is c.i. we may, using axiom (25), assume that all
objects involved exist. More precisely, if <M = mrA is of the form ∀z˜ ·B we may instead
prove ∀z˜ ·E(˜z)→B.
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Case A⊗B→ (A→B→C)→C: Assume zmr (A⊗B), i.e. that 0(z)mrA∧ 1(z)
mrB. As indicated above we may assume that z exists. We must show (f · zf)mr ((A
→B→C)→C). Assume fmr (A→B→C), i.e. ∀x; y · xmrA→ymrB→fxymrC.
We must show that zfmrC. Using axiom (23), we may also assume that z= ⊗+ xy
for some existing x; y	. Then 0(z)= x and 1(z)=y, so xmrA∧ymrB. Now from
zf= ⊗+ xyf →fxy the claim follows.
Case A→A∨B: Assume xmrA. We must show inl xmr (A∨B), i.e. ∀x1 · inl x= inl x1
→ x1mrA and ∀y · inl x= inr y→ymrA. The former follows from the injectivity of the
constructor inl, and the latter from the disjointness of the ranges of the constructors inl
and inr.
Case (A→C)∧ (B→C)→A∨B→C: Assume z1mr ((A→C)∧ (B→C)), i.e. fst z1
mr (A→C)∧ snd z1mr (B→C). Assume further z2mr (A∨B), i.e.
(∀x · z2=inl(A);(B) x → xmrA) ∧ (∀y · z2=inr(A);(B) y → ymrB):
We have to show +−z2z1mrC. Because we may assume that z2 exists we can use
axiom (24) to write z2, w.l.o.g., as z2 = inl x. It follows xmrA and subsequently
z1ttxmrC. Since +−z2z1 = +− (inl x)z1 → z1tt x we may conclude +−z2z1mrC.
Case (E(x)→A)→A where A is c.i: Assume fmrE(x)→A, i.e. ∀y ·y= x→fy
mrA(x). This is equivalent to fxmrA(x), and in turn, by Remark 3.11, part 3, equiv-
alent to 	fmrA(x), which is what we have to show.
Case L()-Ind: By IH <N = mrE(t), i.e. <N == t, and
<M =mr ∀p; x; l · E(p; x)→ A→ A[cons(p; x; l)=l];
i.e. by Proposition 4.2
∀p; x; l; z(A) · E(p; x)→ zmrA→ <M =pxz mrA[cons(p; x; l)=l]: (27)
We must show <N = {<M =}mr (A[nil=l]→A[t=l]). Thanks to axiom (25) we may assume
E(t). This allows us to use induction on t to prove
<N = {<M =}mr (A[nil=l]→ A[t=l]):
Since nil{<M =} → id and idmr (A[nil=l]→A[nil=l]) by Proposition 4.2, it su0ces to
prove
∀p; x; l · (l{<M =}mr (A[nil=l]→ A))→
cons(p; x; l){<M =}mr (A[nil=l]→ A[cons(p; x; l)=l]):
Let p; x; l be given and assume
∀z · zmrA[nil=l]→ l{<M =}zmrA; (28)
mrA[nil=l]: (29)
We must show
cons(p; x; l) {<M =}zmrA[cons(p; x; l)=l]
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i.e.
<M =px(l{<M =}z)mrA[cons(p; x; l)=l]:
This follows from (27) with l{<M =}z for z, using (28) and (29).
4.4. Applications
From the soundness Theorem 4.9 together with Proposition 2.13 we can obtain more
underivability results, making use of the set-theoretic model (cf. De/nition 2.2).
Corollary 4.10. The following formulas are underivable:
∃p;p′EN(S(p;S(p′; 0)));
∀x · EN(x)→ ∃z · EN(z)⊗ Add(x; x; z);
∀x · x = 0 ∨ x = 0:
Proof. Case ∃p;p′EN(S(p;S(p′; 0)))=:A: If A were derivable, then by the soundness
Theorem 4.9 we would have a closed term rN such that rmrA, i.e.
∃p;p′rmrEN(S(p;S(p′; 0)));
∃p;p′EN(S(p;S(p′; 0)))⊗ r = S(p;S(p′; 0)):
Because of soundness w.r.t. the set-theoretic interpretation, the value of the closed term
r in the model is 2. By Proposition 2.13 the normal form of r is a numeral, hence
of the form Sd0 (Sd

10). This implies that we would have a closed term of type ,
contradicting Proposition 2.13.
Case ∀x ·EN(x)→∃z ·EN(z)⊗Add(x; x; z): Instantiate this formula with Sd0. If the
result were derivable, then by the soundness theorem we would have a closed term r
of type N( N such that
rmrEN(Sd0)→ ∃z · EN(z)⊗ Add(Sd0;Sd0; z);
∀x · xmrEN(Sd0)→ rxmr ∃z · EN(z)⊗ Add(Sd0;Sd0; z):
Instantiate this formula with Sd0. Then in the set-theoretic model the premise is true,
hence also
∃z · r(Sd0)mrEN(z)⊗ Add(Sd0;Sd0; z):
Therefore the closed term r(Sd0) has value 2, which is impossible by the argument
of the previous case.
Case ∀x · x=0∨ x =0: If this formula were derivable, then by the soundness theorem
it would be realized by a closed term r of type U +U, i.e.
rmr ∀x · x = 0 ∨ x = 0;
∀x · rmr (x = 0 ∨ x = 0);
∀x · (r = inl ⊗ x = 0) ∨ (r = inr ⊗ x = 0):
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By Proposition 2.13 r reduces to either inl  or inr . Therefore in the set-theoretic
model we would have either ∀xx=0 or ∀xx =0, which is the desired contradiction.
Corollary 4.11. Let M be an almost closed derivation of
∀x˜˜ · E(x˜)→ ∃y · E(y)⊗ A(x˜; y)
(˜;  data types) where A contains neither existence predicates nor disjunctions. Then
<M =c de>nes a polynomial time algorithm for a non-size-increasing function from S˜
to S satisfying the speci>cation. That is, for every tuple w˜˜ of data objects, the
term <M =cw˜ normalizes in polynomial many steps (in the term length of l) to a data
object w of the same term length (plus a constant depending only on M) such that
A(w˜; w) is provable.
Proof. Proposition 4.2, Theorem 4.7, Theorem 2.25 and Corollary 4.5.
Corollary 4.12. Let ∀x ·E(x)→∃y	 ·E(y)⊗A(x; y), A as above, be provable (by an
almost closed proof). Then ∃f(	 ·E(f)⊗∀x · E(x)→A(x; fx) is also provable.
Remark 4.13. As for Theorem 2.25 also for Corollary 4.11 a converse holds: Every
polynomial time computable non-size-increasing function f from S˜ to S can be ex-
tracted from an almost closed derivation of a formula of the form ∀x˜ ˜·E(x˜)→∃y ·E(y)
⊗A(x˜; y). This follows from Remarks 2.26 and 3.11(6) according to which we can
prove ∀x˜ ˜ ·E(x˜)→∃y ·E(y)⊗y= tx˜ for some almost closed term t de/ning f.
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