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Abstract
In the present paper, we consider the semilocal convergence problems
of the two-step Newton method for solving nonlinear operator equation
in Banach spaces. Under the assumption that the first derivative of the
operator satisfies a generalized Lipschitz condition, a new semilocal con-
vergence analysis for the two-step Newton method is presented. The Q-
cubic convergence is obtained by an additional condition. This analysis
also allows us to obtain three important spacial cases about the conver-
gence results based on the premises of Kantorovich, Smale and Nesterov-
Nemirovskii types. An application of our convergence results is to the
approximation of minimal positive solution for a nonsymmetric algebraic
Riccati equation arising from transport theory.
Keywords: Two-step Newton method; generalized Lipschitz conditions;
semilocal convergence; algebraic Riccati equation
AMS Subject Classifications: 49M15, 47J25, 65J15
1 Introduction
In this paper, we aim to study the convergence of iterative methods for approx-
imating the solution of the nonlinear operator equation
F (x) = 0, (1.1)
where F is a given Fre´chet differentiable nonlinear operator which maps from
some open convex subset D in a Banach space X to another Banach space Y.
Newton’s method is probably the most important and efficient iterative method
∗This work was supported in part by the Fujian Province National Science Foundation of
China (Grant 2016J05015).
†Corresponding author.
E-mail address: yhling@mnnu.edu.cn (Y. Ling).
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known for solving such equation, which proceeds as follows: for a given initial
point x0 ∈ D, construct iteratively a sequence such that
xk+1 = xk − F ′(xk)−1F (xk), k = 0, 1, 2, . . . . (1.2)
An important convergence result for Newton’s method (1.2) is the well-
known Kantorovich theorem [38], which gives a simple and clear criterion guar-
anteeing the existence of a solution of equation (1.1), uniqueness of this solution
in a prescribed ball and the quadratic convergence of Newton’s method (1.2).
The assumptions used essentially focus on the nonsingularity of the first Fre´chet
derivative of F at initial point x0 and the behavior of the Fre´chet derivative of
F on an appropriate metric ball of the initial point x0 contained in D (such as
that the second Fre´chet derivative of F is bounded or the first Fre´chet derivative
of F is Lipschitz continuous). There are a lot of works on the weakness and/or
extension of the assumptions made on the operator F and its derivative, see
for example [4, 6, 18, 19, 23, 27, 30, 34]. For more studies and applications of the
Kantorovich like theorem, one can see the recent survey paper by Kelley in [39]
for more details.
Another important convergence result concerning Newton’s method (1.2)
is the famous Smale α-theory (with analytic F ), presented in the report [58]
(see also [57, 59]), where the notion of approximate zeros was proposed and
the rules were established to determine if an initial point x0 is an approximate
zero. Since then, this line of research has been extensively studied resulting
many significant improvements and extensions in several directions; see for ex-
ample [11, 14–17, 43, 56, 61, 63] and references therein. In particular, to drop
the analytic assumption, Wang and Han in [62] (see also [60]) introduced the
weak γ-condition for nonlinear twice continuously differentiable operator F be-
tween Banach spaces. The notion of the weak γ-condition was also used in [45]
and [42] to extend and improve the corresponding results in [15] and [13], re-
spectively. Recently, the main results obtained in [42] were improved further by
the corresponding ones in [44].
Wang in [60] introduced some generalized Lipschitz condition called Lipschitz
condition with L-average, under which Kantorovich like convergence criteria and
Smale’s α-theory can be investigated together. The generalized Lipschitz condi-
tion was also used to study the convergence for various iterative methods. For
example, Xu and Li in [64] investigated the semilocal convergence of Gauss-
Newton’s method for singular systems with constant rank derivatives under the
hypothesis that the derivatives satisfy the generalized Lipschitz condition. This
notion was extended to study the convergence of Gauss-Newton’s method for
one kind of special singular systems of equations in [40] and improved further
in [5]. Besides, Alvarez et al. in [1] extended this notion to a Riemannian
contest and established a unified convergence result for Newton’s method. Re-
cently, Ferreira and Svaiter in [25] presented a new convergence analysis for
Kantorovich’s theorem which makes clear, with respect to Newton’s method,
the relationship of the majorizing function and the nonlinear operator under
consideration. More extensions of this idea are referred to [8, 24, 26].
As is well known, there are several kinds of cubic generalization for Newton’s
method. The most important two are the Euler method and the Halley method;
see for example [9,10,20–22,32,48] and references therein. For the applications
in the field of matrix functions, the efficiency (when properly implemented) of
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these two methods have been shown in [35, 47] for computing matrix pth root
and in [52,53] for computing the polar decomposition of a matrix. Another more
general family of the cubic extensions is the family of Euler-Halley methods type
methods in Banach spaces, which includes the Euler and the Halley method as
its special cases and has been studied extensively in [29, 31].
For general nonlinear equation (1.1), however, the preceding classical third-
order methods need to evaluate the second Fre´chet derivative which is very
time consuming. The order of convergence of the classical two-step Newton
method has also three, but without evaluating any second Fre´chet derivative.
The two-step Newton method with initial point x0 is defined by{
yk = xk − F ′(xk)−1F (xk),
xk+1 = yk − F ′(xk)−1F (yk),
k = 0, 1, 2, . . . . (1.3)
The results concerning semilocal convergence (including existence, uniqueness
and convergence) of this iterative method have been studied under the assump-
tions of Newton-Kantorovich type. By applying the majorizing function tech-
nique used in the previous work of Zabrejko and Nguen [65] on Newtons method,
Appell et al. [3] established the semilocal convergence and error estimate under
the assumption that the first Fre´chet derivative satisfies the Lipschitz condition.
Amat et al. [2] investigated the convergence behavior based fundamentally on
a generalization required to the second Fre´chet derivative of F . Recently, to
weak the conditions used in [2], Magren˜a´n Ruiz and Argyros in [51] presented
new convergence analysis (including semilocal and local convergence) under the
hypotheses that the first Fre´chet derivative of F satisfies Lipschitz and Lipschitz-
like conditions.
The motivation of this paper is based on the following two aspects of appli-
cations for the two-step Newton method (1.3). The first one stems from [46,49]
for solving a nonsymmetric algebraic Riccati equation arising in transport the-
ory, where the monotone convergence guaranteeing the implementation of the
two-step Newton based algorithm was showed. The second one stems from [12]
for the inverse eigenvalue problems (IEP), where the two-step Newton method
(1.3) was used to present effective algorithms for solving the solution of the IEP.
The goal of this paper is to establish a general semilocal convergence result
for the two-step Newton method (1.3) under the assumption that the first deriva-
tive of F satisfies some generalized Lipschitz condition, which was introduced by
Wang in [60] for Newton’s method (1.2). When the unified convergence criterion
given in [60] is satisfied, we show that the existence and uniqueness of a solu-
tion, together with the Q-superquadratic convergence of the two-step Newton
method (1.3). In our convergence analysis, the relationships between the ma-
jorizing function and the nonlinear operator are made clear. Moreover, we show
also that the two-step Newton method (1.3) is Q-cubically convergent under a
slightly stronger condition. In particular, this convergence analysis allows us
to obtain some important special cases, which include Kantorovich-type conver-
gence result under the Lipschitz condition, Smale-type convergence results under
the γ-condition and the convergence result for self-concordant functions under
the Nesterov-Nemirovskii condition. We also adapt our convergence result to
compute the approximation of minimal positive solution of a nonsymmetric al-
gebraic Riccati equation arising from transport theory. Numerical experiments
confirm our convergence result.
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The rest of this paper is organized as follows. In Section 2, we introduce some
preliminary notions and properties of the majorizing function and majorizing
sequences. The main result about the semilocal convergence and error estimate
are stated in Section 3. In Section 4 we provide the convergence analysis for
the main result. We extend our convergence results in Section 5 to compute the
minimal positive solution of a nonsymmetric algebraic Riccati equation arising
from transport theory. We conclude with some final remarks in Section 6.
2 Preliminaries
Let X and Y be Banach spaces. For x ∈ X and a positive number r, through-
out the whole paper, we use B(x, r) to stand for the open ball with radius r
and center x, and B(x, r) denote its closure. Moreover, I denotes the identity
operator.
We assume that L(·) is a positive nondecreasing function on [0, R), where
R > 0 satisfies
1
R
∫ R
0
L(u)(R− u) du = 1. (2.1)
Let β > 0. The majorizing function h : [0, R]→ R is defined by
h(t) = β − t+
∫ t
0
L(u)(t− u) du, t ∈ [0, R]. (2.2)
This majorizing function was introduced by Wang in [60] to study the semilocal
convergence of Newton’s method (1.2). Clearly, we have
h′(t) = −1 +
∫ t
0
L(u) du, t ∈ [0, R)
and
h′′(t) = L(t) > 0 for a.e. t ∈ [0, R).
Then, we obtain that∫ t
s
L(u) du = h′(t)− h′(s) for any s, t ∈ [0, R) with s < t.
This simple equality will be frequently applied to our convergence analysis for
the two-step Newton method (1.3). Assume that r0 satisfies∫ r0
0
L(u) du = 1. (2.3)
It follows that h(t) is strictly convex, h′(t) increasing, convex and −1 ≤ h′(t) < 0
for any t ∈ [0, r0).
The following lemma gives some properties about elementary convex analysis
and will also be frequently used in our convergence analysis for the two-step
Newton method (1.3).
Lemma 2.1. Let R > 0. If f : (0, R) → R is continuously differentiable and
convex, then
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(i) (1−θ)f ′(θt) ≤ f(t)− f(θt)
t
≤ (1−θ)f ′(t) for all t ∈ (0, R) and 0 ≤ θ ≤ 1.
(ii)
f(u)− f(θu)
u
≤ f(v)− f(θv)
v
for all u, v ∈ (0, R), u < v and 0 ≤ θ ≤ 1.
In particular, if f is strictly convex, then the above inequalities are strict.
Proof. See Theorem 4.1.1 and Remark 4.1.2 in the book of Hiriart-Hrruty and
Lemare´chal [33, p.21].
Define
b :=
∫ r0
0
L(u)u du. (2.4)
The following lemma is taken from [60, Lemma 1.2] which gives some basic
properties for the majorizing function h.
Lemma 2.2 ( [60]). If 0 < β < b, then h is decreasing monotonically in [0, r0],
while it is increasing monotonically in [r0, R] and
h(β) > 0, h(r0) = β − b < 0, h(R) = β > 0. (2.5)
Moreover, h has a unique zero in each interval, denoted by t∗ and t∗∗. They
satisfy
β < t∗ <
r0
b
· β < r0 < t∗∗ < R. (2.6)
Let {sk} and {tk} denote the corresponding sequences generated by the two-
step Newton method for the majorizing function h with the initial point t0 = 0,
that is, 

sk = tk − h(tk)
h′(tk)
,
tk+1 = sk − h(sk)
h′(tk)
,
k = 0, 1, 2, . . . . (2.7)
The lemma below describes the convergence property of the sequences {sk}
and {tk}, which is crucial for the semilocal convergence analysis of the two-step
Newton method (1.3).
Lemma 2.3. Let {sk} and {tk} be the sequences generated by (2.7). Suppose
that 0 < β ≤ b. Then we have
0 ≤ tk < sk < tk+1 < t∗ for all k ≥ 0. (2.8)
Moreover, {sk} and {tk} converge increasingly to the same point t∗.
Proof. To show that (2.8) holds for the case k = 0, we note that 0 = t0 < s0 = β
and that
t1 = s0 − h(s0)
h′(t0)
= β + h(β).
By (2.5), we have t1 > β = s0. It remains to show that t1 < t
∗ for the case
k = 0. To this end, we define a real function Φ(t) in (0, r0) by
Φ(t) := t+ h(t), t ∈ (0, r0).
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Then
Φ′(t) = 1 + h′(t) =
∫ t
0
L(u) du > 0, t ∈ (0, r0).
That is, Φ(t) is increasing monotonically in (0, r0). It follows from (2.6) that
Φ(β) < Φ(t∗), which implies that t1 < t
∗. Hence (2.8) holds for the case k = 0.
Now, we assume that
0 ≤ tk−1 < sk−1 < tk < t∗ for some k ≥ 1.
By Lemma 2.2, we have h(t) ≥ 0 for each t ∈ [0, t∗] and h(tk)/h′(tk) < 0. The
later one means that sk > tk. Define
N(t) := t− h(t)
h′(t)
, t ∈ [0, t∗].
Then
N ′(t) =
h(t)h′′(t)
h′(t)2
> 0 for a.e. t ∈ [0, t∗],
which implies that N(t) is increasing monotonically on [0, t∗]. Hence, we have
sk = tk − h(tk)
h′(tk)
< t∗ − h(t
∗)
h′(t∗)
= t∗.
It follows that h(sk)/h
′(tk) < 0 and so tk+1 > sk.
Moreover, since h is strictly convex in [0, r0) and h
′ increasing monotonically
on [0, t∗], one has from Lemma 2.1 that
h′(tk) < h
′(sk) <
h(t∗)− h(sk)
t∗ − sk < 0,
which gives
h(t∗)− h(sk)
h′(tk)
< t∗ − sk.
Note that h′(tk) < h
′(t∗), we have
h(t∗)
h′(t∗)
− h(sk)
h′(tk)
<
h(t∗)
h′(tk)
− h(sk)
h′(tk)
< t∗ − sk.
This implies that
tk+1 = sk − h(sk)
h′(tk)
< t∗ − h(t
∗)
h′(t∗)
= t∗.
Therefore, (2.8) holds for all k ≥ 0 by mathematical induction. The inequalities
in (2.8) imply that {sk} and {tk} converge increasingly to some same point,
say ζ. Clearly, ζ ∈ [0, t∗] and ζ is a zero of h on [0, t∗]. Noting that t∗ is the
unique zero of h in [0, r0) by Lemma 2.2, one has that ζ = t
∗. The proof is
complete.
we conclude this section with the notions of generalized Lipschitz condition
and Q-order of convergence.
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Definition 2.1. Let x0 ∈ D be such that F ′(x0)−1 is nonsingular and r > 0
such that B(x0, r) ⊆ D. Then, F ′ is said to satisfy the L-average Lipschitz
condition on B(x0, r) if, for any x, y ∈ B(x0, r) with ‖x− x0‖+ ‖y − x‖ < r,
‖F ′(x0)−1[F ′(y)− F ′(x)]‖ ≤
∫ ‖x−x0‖+‖y−x‖
‖x−x0‖
L(u) du. (2.9)
The preceding generalized Lipschitz condition was first introduced by Wang
in [60] where the terminology of “the center Lipschitz condition in the inscribed
sphere with L-average” was used. Subsequently, to study the convergence be-
havior of Gauss-Newton, some modified versions were introduced by Li and
Ng in [41] for convex composite optimization and Li et al. in [40] for singular
systems of equations.
Definition 2.2. Let sequence {xk} ⊂ X. We say that {xk} converges to x∗
with Q-superquadratic if, for any c > 0, there exists a constant Nc ≥ 0 such
that ‖xk+1 − x∗‖ ≤ c‖xk − x∗‖2 holds for all k ≥ Nc, or equivalently
lim
k→∞
‖xk+1 − x∗‖
‖xk − x∗‖2 = 0.
In addition, we say that {xk} converges to x∗ with Q-cubic if there exist two
constants c ≥ 0 and Nc ≥ 0 such that ‖xk+1 − x∗‖ ≤ c‖xk − x∗‖3 holds for all
k ≥ Nc, or equivalently
lim sup
k→∞
‖xk+1 − x∗‖
‖xk − x∗‖3 <∞.
Q-order of convergence is well-known concept that measure the speed of
convergence of sequences. One can see [36,55] for more properties on this notion.
3 The main theorem and corollaries
In this section, we present the main semilocal convergence result of this paper
for the two-step Newton method (1.3) under L-average Lipschitz condition (2.9)
in Banach spaces. Then, we obtain three important special cases from this main
result. They include the Kantorovich-type convergence result under the Lips-
chitz condition, Smale-type convergence result for analytical operators and the
convergence result for self-concordant functions under the Nesterov-Nemirovskii
condition.
Let x0 ∈ D be the initial point such that the inverse F ′(x0)−1 exists and let
B(x0, r0) ⊂ D, where r0 satisfies (2.3). Set
β := ‖F ′(x0)−1F (x0)‖. (3.1)
Recall that b is given by (2.4), t∗ and t∗∗ are the unique zeros of the majorizing
function h (see (2.2)) in [0, r0] and [r0, R], respectively, where R satisfies (2.1).
Recall also that {tk} is the sequence generated by (2.7).
Theorem 3.1. Let F : D ⊂ X → Y be a continuously Fre´chet differentiable
nonlinear operator, D open and convex. Assume that there exists an initial point
x0 ∈ D such that F ′(x0)−1 exists and that F ′ satisfies the L-average Lipschitz
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condition (2.9) on B(x0, t
∗). Let {xk} be the sequence generated by the two-
step Newton method (1.3) with initial point x0. If 0 < β ≤ b, then {xk} is
well-defined and converges Q-superquadratically to a solution x∗ ∈ B(x0, t∗) of
(1.1), and this solution x∗ is unique in B(x0, r), where t
∗ ≤ r < t∗∗. Moreover,
if
2 +
t∗h′′(t∗)
h′(t∗)
> 0 ⇐⇒ 2− t
∗L(t∗)
1− ∫ t∗
0
L(u) du
> 0, (3.2)
then the order of convergence is cubic at least and we have the following error
bounds
‖x∗ − xk+1‖ ≤ 1
2
H2∗ ·
2− t∗H∗
2 + t∗H∗
· ‖x∗ − xk‖3, k ≥ 0, (3.3)
where H∗ , h
′′(t∗)/h′(t∗).
Remark 3.1. The convergence criterion 0 < β ≤ b given in Theorem 3.1 was
obtained by Wang in [60] for studying the quadratic convergence of Newton’s
method (1.2) under a unified framework. As is stated in Theorem 3.1, this
criterion guarantees only superquadratic convergence for the two-step Newton
method (1.3). To obtain cubic convergence, we also need the condition (3.2).
The proof of Theorem 3.1 will be presented in Section 4. In what follows,
based on Theorem 3.1, we will obtain some corollaries by taking various forms
of the positive function L.
Firstly, for the case when L is a positive constant function, then the L-
average Lipschitz condition (2.9) reduces to the following affine-invariant Lips-
chitz condition:
‖F ′(x0)−1[F ′(y)− F ′(x)]‖ ≤ L‖y − x‖, x, y ∈ B(x0, r0), (3.4)
where r0 = 1/L due to (2.3). The majorizing function h defined by (2.2) now
has the form below:
h(t) = β − t+ L
2
t2, t ∈ [0, R],
where R = 2/L by (2.1). The constant b defined in (2.4) reduces to b = 1/(2L).
Moreover, thanks to Lemma 2.2, if Lβ < 1/2, then the zeros of h in (0, 1/L)
and (1/L, 2/L) are
t∗ =
1−√1− 2Lβ
L
and t∗∗ =
1 +
√
1− 2Lβ
L
, (3.5)
respectively. Therefore, we have the following Kantorovich-type convergence
result from Theorem 3.1 for two-step Newton method (1.3) under Lipschitz
condition (3.4).
Corollary 3.1. Let F : D ⊂ X → Y be a continuously Fre´chet differentiable
nonlinear operator, D open and convex. Assume that there exists an initial point
x0 ∈ D such that F ′(x0)−1 exists and that F ′ satisfies the Lipschitz condition
(3.4). Let {xk} be the sequence generated by the two-step Newton method (1.3)
with initial point x0. If 0 < Lβ ≤ 1/2, then {xk} is well-defined and converges
Q-superquadratically to a solution x∗ ∈ B(x0, t∗) of (1.1), and this solution
x∗ is unique in B(x0, r), where t
∗ ≤ r < t∗∗, t∗ and t∗∗ are given in (3.5).
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Moreover, if 0 < Lβ < 4/9, then the order of convergence is cubic at least and
we have the following error bounds
‖x∗ − xk+1‖ ≤ L
2
2(1− 2Lβ) ·
√
1− 2Lβ + 1
3
√
1− 2Lβ − 1 · ‖x
∗ − xk‖3, k ≥ 0.
Remark 3.2. The convergence result in Corollary 3.1 is obtained under the
weaker assumption on the Lipschitz condition in comparison with the one pre-
sented in [2], where the assumption that the second derivative satisfies the Lip-
schitz condition is needed. To obtain the Q-cubic convergence, we need the
convergence criterion 0 < Lβ < 4/9, which has slightly stronger than the usual
one 0 < Lβ < 1/2 for ensuring the quadratic convergence of Newton’s method
(1.2).
Secondly, we suppose that γ > 0. Let L be the positive function defined by
L(u) :=
2γ
(1− γu)3 , u ∈ [0,
1
γ
).
Then, the L-average Lipschitz condition (2.9) reduces to
‖F ′(x0)−1[F ′(y)− F ′(x)]‖ ≤ 1
(1− γ‖x− x0‖ − ‖y − x‖)2 −
1
(1− γ‖x− x0‖)2 ,
(3.6)
The majorizing function h defined by (2.2) reduces to
h(t) = β − t+ γt
2
1− γt , t ∈ [0,
1
γ
). (3.7)
The constants r0 and b defined in (2.3) and (2.4) are given by
r0 =
(
1− 1√
2
)
1
γ
and b = (3 − 2
√
2)
1
γ
,
respectively. If α := βγ ≤ 3− 2√2, then the zeros of h are
t∗ =
1 + α−
√
(1 + α)2 − 8α
4γ
and t∗∗ =
1 + α+
√
(1 + α)2 − 8α
4γ
, (3.8)
respectively. Then, the constant H∗ := h
′′(t∗)/h′(t∗) given in Theorem 3.1 now
has the following concrete form:
H∗ = − 32γ√
(1 + α)2 − 8α · (3− α+
√
(1 + α)2 − 8α)2 . (3.9)
Consequently, we have the following Smale-type convergence result from Theo-
rem 3.1 for two-step Newton method (1.3) under the condition (3.6).
Corollary 3.2. Let F : D ⊂ X → Y be a continuously Fre´chet differentiable
nonlinear operator, D open and convex. Assume that there exists an initial point
x0 ∈ D such that F ′(x0)−1 exists and that F ′ satisfies the condition (3.6). Let
{xk} be the sequence generated by the two-step Newton method (1.3) with initial
point x0. If 0 < α ≤ 3 − 2
√
2, then {xk} is well-defined and converges Q-
superquadratically to a solution x∗ ∈ B(x0, t∗) of (1.1), and this solution x∗ is
9
unique in B(x0, r), where t
∗ ≤ r < t∗∗, t∗ and t∗∗ are given in (3.8). Moreover,
if 0 < α < 3− 3√2− 3√4, then the order of convergence is cubic at least and we
have the following error bounds
‖x∗ − xk+1‖ ≤ qH
2
∗
2
· ‖x∗ − xk‖3, k ≥ 0, (3.10)
where H∗ is given in (3.9) and
q :=
√
(1 + α)2 − 8α · (3 − α+
√
(1 + α)2 − 8α)2 + 4(1 + α−
√
(1 + α)2 − 8α)√
(1 + α)2 − 8α · (3 − α+
√
(1 + α)2 − 8α)2 − 4(1 + α−
√
(1 + α)2 − 8α) .
Remark 3.3. If F is twice continuously Fre´chet differentiable, then F ′ satisfies
the condition (3.6) if and only if F satisfies the following condition
‖F ′(x0)−1F ′′(x)‖ ≤ 2γ
(1− γ‖x− x0‖)3 , x ∈ B(x0, 1/γ). (3.11)
In fact, if F satisfies (3.6), then (3.11) holds trivially. Conversely, if F satisfies
(3.11), then by noting that h′(t) = −2 + 1/(1− γt)2 and h′′(t) = 2γ/(1− γt)3,
we have
‖F ′(x0)−1[F ′(y)− F ′(x)]‖ ≤
∫ 1
0
‖F ′(x0)−1F ′′(x+ τ(y − x))‖‖y − x‖ dτ
≤
∫ 1
0
h′′(‖x− x0‖+ τ‖y − x‖)‖y − x‖ dτ
= h′(‖x− x0‖+ ‖y − x‖)− h′(‖x− x0‖),
which means that F satisfies (3.6). The condition (3.11) is called the γ-condition
which was introduced by Wang and Han in [62] to study the Smale point esti-
mate theory. Based on the above observation, the convergence result stated in
Corollary 3.2 also hold when the condition (3.6) is replaced by the γ-condition
(3.11).
One important and typical class of examples satisfying the γ-condition is the
one of analytic operators. Smale [57] studied the convergence and error estimate
of Newton’s method (1.2) under the hypotheses that F is analytic and satisfies
‖F ′(x0)−1F (n)(x0)‖ ≤ n!γn−1, n ≥ 2,
where γ is given by
γ := sup
k>1
∥∥∥∥F ′(x0)−1F (k)(x0)k!
∥∥∥∥
1
k−1
. (3.12)
We then obtain from Theorem 3.1 that another Smale-type convergence result
of the two-step Newton method (1.2) for the analytic operator.
Corollary 3.3. Let F : D ⊂ X→ Y be an analytic operator, D open and convex.
Assume that there exists an initial point x0 ∈ D such that F ′(x0) is nonsingular.
Let {xk} be the sequence generated by the two-step Newton method (1.3) with
initial point x0. If 0 < α := βγ ≤ 3−2
√
2, where γ is given by (3.12), then {xk}
is well-defined and converges Q-superquadratically to a solution x∗ ∈ B(x0, t∗)
of (1.1), and this solution x∗ is unique in B(x0, r), where t
∗ ≤ r < t∗∗, t∗ and
t∗∗ are given in (3.8). Moreover, the order of convergence is cubic at least and
the error estimate (3.10) holds when 0 < α < 3− 3√2− 3√4.
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Lastly, we present a semilocal convergence result from Theorem 3.1 for the
two-step Newton method (1.3) under the condition introduced by Nesterov and
Nemirovskii in the seminal work [54].
Let f : D ⊂ Rn → R be a strictly convex and three times continuously
differentiable function, D open and convex. Let x0 ∈ D be an initial point such
that the inverse f ′′(x0)
−1 exists. For a given constant a > 0, if f satisfies the
inequality
|f ′′′(x)[u,u,u]| ≤ 2a−1/2 (f ′′(x)[u,u])3/2 , x ∈ D,u ∈ Rn,
then we say that f is a-self-concordant [54]. For x ∈ D, we set
〈u1,u2〉x := a−1 〈f ′′(x)u1,u2〉 , ∀u1,u2 ∈ Rn,
and define the norm
‖u‖x :=
√
〈u,u〉
x
, ∀u ∈ Rn.
Then (Rn, ‖ · ‖x) is a Banach space.
Choose L(u) = 2/(1 − u)3 in (2.2). We obtain the following majorizing
function
h(t) = β − t+ t
2
1− t , t ∈ [0, 1),
which is a special case of the one given in (3.7); i.e., γ ≡ 1. Then there exists
two zeros for this majorizing function when β ≤ 3 − 2√2. These two zeros are
as follows:
t∗ =
1 + β −
√
(1 + β)2 − 8β
4
and t∗∗ =
1 + β +
√
(1 + β)2 − 8β
4
. (3.13)
For a given vector x ∈ Rn and a positive number r, we set
Br(x) := {y ∈ Rn : ‖y − x‖x < r} and Br(x) := {y ∈ Rn : ‖y − x‖x ≤ r}.
They correspond to the open ball and its closure of center x and radius r when
R
n is endowed with the metric structure induced by the preceding inner product
〈·, ·〉
x
. If f is an a-self-concordant function, then we have (see [1, Lemma 5.1])
‖f ′′(x0)−1f ′′′(x)‖x0 ≤
2
(1− ‖x− x0‖x0)3
, x ∈ B1(x0).
This implies that f ′′ satisfies the L-average Lipschitz condition (2.9) with L(u) =
2/(1 − u)3. Let X = Y = (Rn, ‖ · ‖x). Then, by Theorem 3.1, we have the fol-
lowing semilocal convergence result about the minimization of a-self-concordant
function for two-step Newton method which defined by{
yk = xk − f ′′(xk)−1f ′(xk),
xk+1 = yk − f ′′(xk)−1f ′(yk),
k = 0, 1, 2, . . . . (3.14)
Corollary 3.4. Let f : D ⊂ Rn → R be an a-self-concordant function, D
open and convex. Assume that there exists an initial point x0 ∈ D such that
f ′′(x0) is nonsingluar. Let {xk} be the vector sequence generated by the two-
step Newton method (3.14) for solving f ′(x) = 0 with initial point x0. If
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β := ‖f ′′(x0)f ′(x0)‖x0 ≤ 3 − 2
√
2, then {xk} is well-defined and converges
Q-superquadratically to a point x∗ which is the minimizer of f in Bt∗(x0), and
this minimizer x∗ is unique in Br(x0), where t
∗ ≤ r < t∗∗, t∗ and t∗∗ are given
in (3.13). Moreover, if 0 < β < 3− 3√2− 3√4, then the order of convergence is
cubic at least and we have the following error bounds
‖x∗ − xk+1‖ ≤ qH
2
∗
2
· ‖x∗ − xk‖3, k ≥ 0,
where
H∗ = − 32√
(1 + β)2 − 8β · (3− β +
√
(1 + beta)2 − 8β)2
and
q =
√
(1 + β)2 − 8β · (3− β +
√
(1 + β)2 − 8β)2 + 4(1 + β −
√
(1 + β)2 − 8β)√
(1 + β)2 − 8β · (3− β +
√
(1 + β)2 − 8β)2 − 4(1 + β −
√
(1 + β)2 − 8β) .
Remark 3.4. Semilocal convergence result on the analysis of self-concordant
minimization for Newton’s method (1.2) has already been presented by Alvarez
et al. in [1]. In addition, Ferreira and Svaiter [26] provided another semilocal
convergence result on self-concordant minimization for Newton’s method with
a relative error tolerance.
4 The proof for Theorem 3.1
This section is devoted to the proof of Theorem 3.1. We begin with some tech-
nical lemmas about error estimates for the majorizing sequences {sk} and {tk}
defined by (2.7), and about the relationship between the majorizing function
h(t) defined by (2.2) and the nonlinear operator F . Then, we provide the con-
vergence analysis of the two-step Newton method (1.3) presented in Theorem
3.1.
4.1 Technical lemmas
Recall that the majorizing function h is defined by (2.2), the majorizing se-
quences {sk} and {tk} defined by (2.7), t∗ the zero of h on [0, r0], where r0
satisfies (2.3). By Lemma 2.3, {sk} and {tk} converge increasingly to t∗ when
0 < β ≤ b, where b is defined by (2.4).
Lemma 4.1. Let {sk} and {tk} be the sequences generated by (2.7). Suppose
that 0 < β ≤ b and 2 + t∗h′′(t∗)/h′(t∗) ≥ 0. Then we have
sk − tk ≥ (t∗ − tk) + h
′′(t∗)
2h′(t∗)
(t∗ − tk)2, k ≥ 0. (4.1)
Proof. Thanks to the definition of {sk} and {tk}, we can derive
sk − tk = (t∗ − tk) + 1
h′(tk)
[h(t∗)− h(tk)− h′(tk)(t∗ − tk)]
= (t∗ − tk) + 1
h′(tk)
∫ 1
0
[h′(tk + τ(t
∗ − tk))− h′(tk)](t∗ − tk) dτ.
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In view of h′ is increasing in [0, r0), one has h
′(tk) ≤ h′(tk + τ(t∗− tk)) ≤ h′(t∗)
for any τ ∈ [0, 1]. Since h′ is convex in [0, r0) and satisfies −1 ≤ h′(t) < 0 for
any t ∈ [0, r0), it follows from Lemma 2.1 that
sk − tk ≥ (t∗ − tk) + 1
h′(t∗)
∫ 1
0
h′(t∗)− h′(tk)
t∗ − tk τ dτ · (t
∗ − tk)2
≥ (t∗ − tk) + h
′′(t∗)
2h′(t∗)
(t∗ − tk)2,
which verifies the inequality in the lemma.
Lemma 4.2. Let {sk} and {tk} be the sequences generated by (2.7). Suppose
that 0 < β ≤ b. Then the sequence {tk} converges Q-cubic to t∗ as follows:
t∗ − tk+1 ≤ 1
2
(
h′′(t∗)
h′(t∗)
)2
(t∗ − tk)3, k ≥ 0. (4.2)
Proof. By (2.7), we may derive the following relation
t∗ − tk+1 = t∗ − sk + h(sk)
h′(tk)
= − 1
h′(tk)
· [h(t∗)− h(sk)− h′(tk)(t∗ − sk)]
= − 1
h′(tk)
∫ 1
0
[h′(sk + τ(t
∗ − sk))− h′(tk)](t∗ − sk) dτ.
We then will apply the preceding relation to obtain the estimate (4.2). Using
(2.7) again, we deduce that
t∗ − sk = − 1
h′(tk)
∫ 1
0
[h′(tk + τ(t
∗ − tk))− h′(tk)](t∗ − tk) dτ.
Taking into account the convexity of h′ in [0, r0), it follows from Lemma 2.1
that, for any τ ∈ (0, 1],
h′(tk + τ(t
∗ − tk))− h′(tk) = h
′(tk + τ(t
∗ − tk))− h′(tk)
τ(t∗ − tk) · τ(t
∗ − tk)
≤ h
′(t∗)− h′(tk)
t∗ − tk · τ(t
∗ − tk).
Then, in view of the positivity of −1/h′(t), one has from Lemma 2.1 again that
t∗−sk ≤ − 1
h′(tk)
∫ 1
0
h′(t∗)− h′(tk)
t∗ − tk τ dτ ·(t
∗−tk)2 ≤ −1
2
h′′(t∗)
h′(t∗)
·(t∗−tk)2. (4.3)
the last due to h′ is strictly increasing. On the other hand, thanks to Lemma
2.1 again and note that sk − tk + τ(t∗ − sk) ≤ t∗ − tk holds for any τ ∈ [0, 1],
we have
h′(sk + τ(t
∗ − sk))− h′(tk) ≤ h
′(t∗)− h′(tk)
t∗ − tk · [sk − tk + τ(t
∗ − sk)]
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≤ h′′(t∗)(t∗ − tk).
This together with (4.3) allows us to conclude that
t∗ − tk+1 ≤ −h
′′(t∗)
h′(t∗)
(t∗ − tk)(t∗ − sk) ≤ 1
2
(
h′′(t∗)
h′(t∗)
)2
(t∗ − tk)3,
and the bound claimed in the lemma follows.
The following lemmas, which provide clear relationships between the ma-
jorizing function and the nonlinear operator, will play key roles for the semilocal
convergence analysis of the two-step Newton method (1.3).
Lemma 4.3. Suppose ‖x−x0‖ ≤ t < t∗. If F ′ satisfies the L-average Lipschitz
condition (2.9) on B(x∗, t), then F ′(x) is nonsingular and
‖F ′(x)−1F ′(x0)‖ ≤ − 1
h′(‖x− x0‖) ≤ −
1
h′(t)
. (4.4)
In particular, F ′ is nonsingular in B(x0, t
∗).
Proof. Take x ∈ B(x0, t), 0 ≤ t < t∗. By using the L-average Lipschitz condition
(2.9), we have
‖F ′(x0)−1F ′(x)− I‖ ≤
∫ ‖x−x0‖
0
L(u) du = h′(‖x− x0‖)− h′(0).
Since h′(0) = −1 and h′ is strictly increasing in (0, t∗), we obtain
‖F ′(x0)−1F ′(x) − I‖ ≤ h′(t) + 1 < 1,
the last due to −1 < h′(t) < 0 for any t ∈ (0, t∗). Therefore, the Banach lemma
is applicable to conclude that F ′(x0)
−1F ′(x) is nonsingular and (4.4) holds. The
proof is complete.
Lemma 4.4. Let {sk} and {tk} be generated by (2.7). Assume that F ′ satisfies
the L-average Lipschitz condition (2.9) on B(x0, t
∗). If 0 < β ≤ b, then the
sequences {xk} and {yk} generated by the two-step Newton method (1.3) with
initial point x0 are well-defined and contained in B(x0, t
∗). Moreover, for all
k = 0, 1, 2, . . ., we have
(i) F ′(xk)
−1 exists and ‖F ′(xk)−1F ′(x0)‖ ≤ −1/h′(‖xk − x0‖) ≤ −1/h′(tk).
(ii) ‖F ′(x0)−1F (xk)‖ ≤ h(tk).
(iii) ‖yk − xk‖ ≤ sk − tk.
(iv) ‖xk+1 − yk‖ ≤ (tk+1 − sk) ·
(
‖yk − xk‖
sk − tk
)2
≤ tk+1 − sk.
(v) ‖xk+1 − xk‖ ≤ tk+1 − tk.
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Proof. We reason by induction. The case k = 0 is true obviously for (i)-(iii).
Thus y0 ∈ B(x0, t∗) owing to ‖y0−x0‖ ≤ s0− t0 = s0 < t∗. As for (iv) and (v),
by (1.3), we have
F (y0) = F (y0)− F (x0)− F ′(x0)(y0 − x0)
=
∫ 1
0
[F ′(x0 + τ(y0 − x0))− F ′(x0)](y0 − x0) dτ.
Then, the L-average Lipschitz condition (2.9) is applicable to deduce that
‖F ′(x0)−1F (y0)‖ ≤
∫ 1
0
‖F ′(x0)−1[F ′(x0 + τ(y0 − x0))− F ′(x0)]‖‖y0 − x0‖ dτ
≤
∫ 1
0
(∫ τ‖y0−x0‖
0
L(u) du
)
‖y0 − x0‖ dτ
=
∫ 1
0
[h′(τ‖y0 − x0‖)− h′(0)]‖y0 − x0‖ dτ.
In view of h′ is strictly convex in [0, r0) and noting that ‖y0 − x0‖ ≤ s0 − t0 by
(iii), it follows from Lemma 2.1 that
h′(τ‖y0 − x0‖)− h′(0) = h
′(τ‖y0 − x0‖)− h′(0)
‖y0 − x0‖ · ‖y0 − x0‖
≤ h
′(τ(s0 − t0))− h′(0)
s0 − t0 · ‖y0 − x0‖.
Then, combining the above inequality and (2.7), one has that
‖F ′(x0)−1F (y0)‖ ≤
∫ 1
0
[h′(τs0)− h′(0)]s0 dτ ·
(‖y0 − x0‖
s0 − t0
)2
= h(s0) ·
(‖y0 − x0‖
s0 − t0
)2
= (t1 − s0) ·
(‖y0 − x0‖
s0 − t0
)2
.
This leads to
‖x1 − y0‖ = ‖F ′(x0)−1F (y0)‖ ≤ (t1 − s0) ·
(‖y0 − x0‖
s0 − t0
)2
.
Hence, we have
‖x1 − x0‖ ≤ ‖x1 − y0‖+ ‖y0 − x0‖ ≤ (t1 − s0) + (s0 − t0) = t1 − t0.
That is to say, (iv) and (v) hold for the case k = 0, which implies that x1 ∈
B(x0, t
∗). Now we assume that xk, yk ∈ B(x0, t∗), ‖xk − x0‖ ≤ tk and (i)-(v)
hold for some k ≥ 0. Then, applying the inductive hypothesis (iii) and Lemma
2.3, we obtain that ‖yk − x0‖ ≤ ‖yk − xk‖ + ‖xk − x0‖ ≤ sk. In addition, we
use the inductive hypothesis (v) and Lemma 2.3 to yield
‖xk+1 − x0‖ ≤
k∑
i=0
‖xi+1 − xi‖ ≤
k∑
i=0
(ti+1 − ti) = tk+1 < t∗,
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which implies that xk+1 ∈ B(x0, t∗). This together with (4.4) gives that (i)
holds for the case k+1. For (ii), by (1.3) again, we have the following identity:
F (xk+1) = F (xk+1)− F (yk)− F ′(xk)(xk+1 − yk)
=
∫ 1
0
[F ′(yk + τ(xk+1 − yk))− F ′(xk)](xk+1 − yk) dτ.
It follows from the L-average Lipschitz condition (2.9) that
‖F ′(x0)−1F (xk+1)‖ ≤
∫ 1
0
‖F ′(x0)−1[F ′(yk + τ(xk+1 − yk))− F ′(xk)]‖‖xk+1 − yk‖ dτ
≤
∫ 1
0
(∫ ‖xk−x0‖+‖yk−xk+τ(xk+1−yk)‖
‖xk−x0‖
L(u) du
)
‖xk+1 − yk‖ dτ.
In view of h′ is increasing and convex in [0, r0), by applying Lemma 2.1 and the
inductive hypotheses (iii)-(iv), one has that
∫ ‖xk−x0‖+‖yk−xk+τ(xk+1−yk)‖
‖xk−x0‖
L(u) du
= h′(‖xk − x0‖+ ‖yk − xk + τ(xk+1 − yk)‖)− h′(‖xk − x0‖)
≤ h′(‖xk − x0‖+ ‖yk − xk‖+ τ‖xk+1 − yk‖)− h′(‖xk − x0‖)
≤ h
′(sk + τ(tk+1 − sk))− h′(tk)
sk − tk + τ(sk − tk) · (‖yk − xk‖+ τ‖xk+1 − yk‖)
≤ h′(sk + τ(tk+1 − sk))− h′(tk).
This allows us to get
‖F ′(x0)−1F (xk+1)‖ ≤
∫ 1
0
[h′(sk + τ(tk+1 − sk))− h′(tk)]‖xk+1 − yk‖ dτ
= [h(tk+1)− h(sk)− h′(tk)(tk+1 − sk)] · ‖xk+1 − yk‖
tk+1 − sk
= h(tk+1) · ‖xk+1 − yk‖
tk+1 − sk
≤ h(tk+1), (4.5)
which shows that (ii) holds for the case k + 1. Combining (4.4) and (4.5), we
further obtain that
‖yk+1 − xk+1‖ = ‖F ′(xk+1)−1F (xk+1)‖
≤ ‖F ′(xk+1)−1F ′(x0)‖‖F ′(x0)−1F (xk+1)‖
≤ − h(tk+1)
h′(tk+1)
= sk+1 − tk+1. (4.6)
This means that (iii) holds for the case k + 1. Then, we conclude that ‖yk+1 −
x0‖ ≤ ‖yk+1 − xk+1‖ + ‖xk+1 − x0‖ ≤ sk+1 < t∗ and so yk+1 ∈ B(x0, t∗). As
for (iv), noting that
xk+2 − yk+1 = −F ′(xk+1)−1F (yk+1)
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= −F ′(xk+1)−1[F (yk+1)− F (xk+1)− F ′(xk+1)(yk+1 − xk+1)]
= −F ′(xk+1)−1
∫ 1
0
[F ′(xτk+1)− F ′(xk+1)](yk+1 − xk+1) dτ,
where xτk+1 := xk+1 + τ(yk+1 − xk+1), by using (4.4), the L-average Lipschitz
condition (2.9), we have
‖xk+2 − yk+1‖ ≤ − 1
h′(tk+1)
∫ 1
0
[∫ ‖xk+1−x0‖+τ‖yk+1−xk+1‖
‖xk+1−x0‖
L(u) du
]
‖yk+1 − xk+1‖ dτ.
Taking into account that h′ is increasing and convex in [0, r0) again, by com-
bining (4.6) with Lemma 2.1, one gets that∫ ‖xk+1−x0‖+τ‖yk+1−xk+1‖
‖xk+1−x0‖
L(u) du
= h′(‖xk+1 − x0‖+ τ‖yk+1 − xk+1‖)− h′(‖xk+1 − x0‖)
=
h′(‖xk+1 − x0‖+ τ‖yk+1 − xk+1‖)− h′(‖xk+1 − x0‖)
‖yk+1 − xk+1‖ · ‖yk+1 − xk+1‖
≤ h
′(tk+1 + τ(sk+1 − tk+1))− h′(tk+1)
sk+1 − tk+1 · ‖yk+1 − xk+1‖.
This permits us to arrive at
‖xk+2 − yk+1‖
≤ − 1
h′(tk+1)
∫ 1
0
[h′(tk+1 + τ(sk+1 − tk+1))− h′(tk+1)] · ‖yk+1 − xk+1‖
2
sk+1 − tk+1 dτ
= − 1
h′(tk+1)
[h(sk+1)− h(tk+1)− h′(tk+1)(sk+1 − tk+1)] ·
(‖yk+1 − xk+1‖
sk+1 − tk+1
)2
= (tk+2 − sk+1) ·
(‖yk+1 − xk+1‖
sk+1 − tk+1
)2
.
Furthermore, we derive from this together with (4.6) that
‖xk+2 − xk+1‖ ≤ ‖xk+2 − yk+1‖+ ‖yk+1 − xk+1‖ ≤ tk+2 − tk+1.
Therefore, all the statements in the lemma hold by induction. This completes
the proof.
Lemma 4.5. Under the same assumptions of Lemma 4.4. Then, the sequence
{xk} converges to a point x∗ ∈ B(x0, t∗) with F (x∗) = 0. Moreover, we have
‖x∗ − xk‖ ≤ t∗ − tk, k ≥ 0, (4.7)
and
‖x∗ − yk‖ ≤ (t∗ − sk)
(‖x∗ − xk‖
t∗ − tk
)2
, k ≥ 0. (4.8)
Proof. We apply Lemma 4.4 (v) and Lemma 2.3 to obtain that
∞∑
k=N
‖xk+1 − xk‖ ≤
∞∑
k=N
(tk+1 − tk) = t∗ − tN < +∞ for any N ∈ N.
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Thus, {xk} is a Cauchy sequence in B(x0, t∗) and so converges to some x∗ ∈
B(x0, t∗). The above inequality also implies that ‖x∗ − xk‖ ≤ t∗ − tk for any
k ≥ 0. Next, we show that F (x∗) = 0. It follows from Lemma 4.3 that
{‖F ′(xk)‖} is bounded. By Lemma 4.4, we have
‖F (xk)‖ ≤ ‖F ′(xk)‖‖F ′(xk)−1F (xk)‖ ≤ ‖F ′(xk)‖(sk − tk).
Letting k →∞, by noting the fact that {sk} and {tk} are converge to the same
point t∗ (by Lemma 2.3), we get that lim
k→∞
F (xk) = 0. Since F is continuous in
B(x0, t∗), {xk} ⊂ B(x0, t∗) and {xk} converges to x∗, we also have lim
k→∞
F (xk) =
F (x∗), which verifies that F (x∗) = 0. It remains to show the estimate (4.8).
Due to Lemma 4.4, we have
‖yk − x0‖ ≤ ‖yk − xk‖+ ‖xk − x0‖ ≤ sk. (4.9)
On the other hand, we can derive the following identity:
x∗ − yk = −F ′(xk)−1
∫ 1
0
[F ′(xk + τ(x
∗ − xk)) − F ′(xk)](x∗ − xk) dτ.
Then, in view of h′ is increasing and convex in [0, r0), by combining (4.4), the
L-average Lipschitz condition (2.9) and Lemma 2.1, one gets that
‖x∗ − yk‖ ≤ − 1
h′(tk)
∫ 1
0
(∫ ‖xk−x0‖+τ‖x∗−xk‖
‖xk−x0‖
L(u) du
)
‖x∗ − xk‖ dτ
= − 1
h′(tk)
∫ 1
0
[h′(‖xk − x‖ + τ‖x∗ − xk‖)− h′(‖xk − x0‖)]‖x∗ − xk‖ dτ
≤ − 1
h′(tk)
∫ 1
0
h′(tk + τ(t
∗ − tk))− h′(tk)
t∗ − tk dτ · ‖x
∗ − xk‖2
= (t∗ − sk) ·
(‖x∗ − xk‖
t∗ − tk
)2
,
as claimed. The proof of this lemma is complete.
Lemma 4.6. Under the same assumptions of Lemma 4.4 and the assumption
that 2 + t∗h′′(t∗)/h′(t∗) > 0, we have
‖yk − xk‖
sk − tk ≤
1− h′′(t∗)2h′(t∗) (t∗ − tk)
1 + h
′′(t∗)
2h′(t∗) (t
∗ − tk)
· ‖x
∗ − xk‖
t∗ − tk , k ≥ 0. (4.10)
Proof. Since ‖yk − xk‖ ≤ ‖x∗ − yk‖+ ‖x∗ − xk‖, it follows from (4.7) and (4.8)
that
‖yk − xk‖ ≤ t
∗ − sk
(t∗ − tk)2 ‖x
∗ − xk‖2 + ‖x∗ − xk‖
≤
(
t∗ − sk
t∗ − tk + 1
)
‖x∗ − xk‖.
Then, by (4.3), we can get further that
‖yk − xk‖ ≤
(
1− h
′′(t∗)
2h′(t∗)
(t∗ − tk)
)
‖x∗ − xk‖.
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Thus, we conclude from (4.1) that
‖yk − xk‖
sk − tk ≤
1− h′′(t∗)2h′(t∗) (t∗ − tk)
sk − tk ‖x
∗ − xk‖
≤
1− h′′(t∗)2h′(t∗) (t∗ − tk)
1 + h
′′(t∗)
2h′(t∗) (t
∗ − tk)
· ‖x
∗ − xk‖
t∗ − tk ,
which yields the desired result.
4.2 Proof for Theorem 3.1
Based on the technical lemmas given in previous subsection, we are now ready
to prove the semilocal convergence result given in Theorem 3.1 for the two-step
Newton method (1.3).
Proof of Theorem 3.1. Thanks to Lemma 4.4, we conclude that the sequence
{xk} is well defined. By using Lemma 4.4 (v) and Lemma 2.3, one has that
‖xk − x0‖ ≤ tk < t∗ for any k ≥ 0, which means that {xk} is contained in
B(x0, t
∗). Moreover, it follows from Lemma 4.5 that {xk} converges to x∗, a
solution of (1.1) in B(x0, t∗). Next, we will verify the superquadratic and cubic
convergence of the iterate. To do this, we apply standard analytical techniques
to derive that
x∗ − xk+1 = x∗ − yk + F ′(xk)−1F (yk)
= −F ′(xk)−1[F (x∗)− F (yk)− F ′(yk)(x∗ − yk) + (F ′(yk)− F ′(xk))(x∗ − yk)]
= −F ′(xk)−1
[∫ 1
0
(F ′(yτk)− F ′(yk)) (x∗ − yk) dτ + (F ′(yk)− F ′(xk))(x∗ − yk)
]
,
where yτk := yk + τ(x
∗ − yk). By (4.4) and the L-average Lipschitz condition
(2.9), we have
‖x∗ − xk+1‖ ≤ − 1
h′(tk)
[∫ 1
0
(∫ ‖yk−x0‖+τ‖x∗−yk‖
‖yk−x0‖
L(u) du
)
‖x∗ − yk‖ dτ
+
∫ ‖xk−x0‖+‖yk−xk‖
‖xk−x0‖
L(u) du · ‖x∗ − yk‖
]
.
Taking into account h′ is increasing and convex in [0, r0), combining (4.8), (4.9),
Lemma 2.1 and Lemma 4.4 (iii), one can deduce that
‖x∗ − xk+1‖ ≤ − 1
h′(tk)
[∫ 1
0
h′(sk + τ(t
∗ − sk))− h′(sk)
t∗ − sk dτ · ‖x
∗ − yk‖2
+
h′(sk)− h′(tk)
sk − tk · ‖yk − xk‖‖x
∗ − yk‖
]
= − 1
h′(tk)
[
(h(t∗)− h(sk)− h′(sk)(t∗ − sk)) ·
(‖x∗ − yk‖
t∗ − sk
)2
+ (h′(sk)− h′(tk)) (t∗ − sk) · ‖yk − xk‖
sk − tk
‖x∗ − yk‖
t∗ − sk
]
. (4.11)
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By Lemma 4.4 (iii) and (4.8) again, the above inequality can be derive further
that
‖x∗ − xk+1‖ ≤ (t∗ − tk+1)
(‖x∗ − xk‖
t∗ − tk
)2
. (4.12)
Then, it follows from (4.2) that
‖x∗ − xk+1‖
‖x∗ − xk‖2 ≤
t∗ − tk+1
(t∗ − tk)2 ≤
1
2
(
h′′(t∗)
h′(t∗)
)2
(t∗ − tk).
Letting k → ∞ in the above inequalities, by noting that {tk} converges to t∗,
we have
lim
k→∞
‖x∗ − xk+1‖
‖x∗ − xk‖2 = 0,
which means that {xk} converges Q-superquadratically to x∗ (See Definition 2.2
for the definition). In addition, if the condition (3.2) is also satisfied, then the
estimates (4.8), (4.10) and (4.2) are applicable to conclude from (4.11) further
that
‖x∗ − xk+1‖ ≤ − 1
h′(tk)
[(h(t∗)− h(sk)− h′(sk)(t∗ − sk))
+ (h′(sk)− h′(tk))(t∗ − sk)] ·
1− h′′(t∗)2h′(t∗) (t∗ − tk)
1 + h
′′(t∗)
2h′(t∗) (t
∗ − tk)
·
(‖x∗ − xk‖
t∗ − tk
)3
= (t∗ − tk+1) ·
1− h′′(t∗)2h′(t∗) (t∗ − tk)
1 + h
′′(t∗)
2h′(t∗) (t
∗ − tk)
(‖x∗ − xk‖
t∗ − tk
)3
≤ 1
2
(
h′′(t∗)
h′(t∗)
)2
·
1− t∗h′′(t∗)2h′(t∗)
1 + t
∗h′′(t∗)
2h′(t∗)
· ‖x∗ − xk‖3.
This shows the estimate (3.3) in Theorem 3.1 and so the order of convergence
for the iterate is Q-cubic.
Finally, we show the uniqueness of the solution. We first to show the solution
x∗ of (1.1) is unique on B(x0, t∗). Assume that there exists another solution
x∗∗ on B(x0, t∗). Then ‖x∗∗ − x0‖ ≤ t∗. Now we prove by induction that
‖x∗∗ − xk‖ ≤ t∗ − tk, k = 0, 1, 2, . . . . (4.13)
It is clear that the case k = 0 holds because of t0 = 0. Assume that the above
inequality holds for some k ≥ 0. As the same process on the estimate ‖x∗− yk‖
in (4.8), we get
‖x∗∗ − yk‖ ≤ (t∗ − sk)
(‖x∗∗ − xk‖
t∗ − tk
)2
.
In addition, following the same process on the estimate ‖x∗ − xk+1‖ in (4.12),
we have
‖x∗∗ − xk+1‖ ≤ (t∗ − tk+1) ·
(‖x∗∗ − xk‖
t∗ − tk
)2
.
Then, by applying the inductive hypothesis (4.13) to the above inequality, one
has that (4.13) also holds for the case k+1. Since {xk} converges to x∗ and {tk}
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converges to t∗, we conclude from (4.13) that x∗∗ = x∗. Therefore, x∗ is the
unique zero of (1.1) on B(x0, t∗). It remains to prove that F does not have zeros
inB(x0, r)\B(x0, t∗). For proving this fact by contradiction, assume that F does
have a zero there, that is, there exists x∗∗ ∈ D ⊂ X such that t∗ < ‖x∗∗−x0‖ < r
and F (x∗∗) = 0. we will show that the preceding assumptions do not hold.
Firstly, we have the following observation
F (x∗∗) = F (x0)+F
′(x0)(x
∗∗−x0)+
∫ 1
0
[F ′(xτ0)−F ′(x0)](x∗∗−x0) dτ, (4.14)
where xτ0 := x0 + τ(x
∗∗ − x0). Note that,
‖F ′(x0)−1[F (x0) + F ′(x0)(x∗∗ − x0)]‖ ≥ ‖x∗∗ − x0‖ − ‖F ′(x0)−1F (x0)‖
= ‖x∗∗ − x0‖ − h(0).
In addition, we use the L-average Lipschitz condition (2.9) to yield∥∥∥∥F ′(x0)−1
∫ 1
0
[F ′(xτ0)− F ′(x0)](x∗∗ − x0) dτ
∥∥∥∥
≤
∫ 1
0
(∫ τ‖x∗∗−x0‖
0
L(u) du
)
‖x∗∗ − x0‖ du
=
∫ 1
0
[h′(τ‖x∗∗ − x0‖)− h′(0)]‖x∗∗ − x0‖ dτ
= h(‖x∗∗ − x0‖)− h(0)− h′(0) · ‖x∗∗ − x0‖.
In view of F (x∗∗) = 0 and h′(0) = −1, we obtain from (4.14) that
h(‖x∗∗ − x0‖)− h(0)− h′(0) · ‖x∗∗ − x0‖ ≥ ‖x∗∗ − x0‖ − h(0),
which is equivalent to h(‖x∗∗ − x0‖) ≥ 0. It follows from Lemma 2.2 that h is
strictly positive in the interval (‖x∗∗ − x0‖, R). Thus, we know r ≤ ‖x∗∗ − x0‖,
which is a contradiction to the preceding assumptions. Therefore, F does not
have zeros in B(x0, r)\B(x0, t∗) and x∗ is the unique zero of equation (1.1) in
B(x0, r). The proof is complete.
5 Application to algebraic Riccati equation
In this section, we apply the two step Newton method (1.3) to solve a special
nonlinear vector equation which is obtained by a nonsymmetric algebraic Ric-
cati equation (NSARE) arising from transport theory. Throughout this section,
we use the following definitions and notations. We call matrix A = (aij)m×n ∈
R
m×n a positive matrix (nonnegative matrix) if aij > 0 (aij ≥ 0) hold for all
i = 1, 2, . . . ,m, j = 1, 2 . . . , n. If all the components of a vector are positive
(negative), we call it a positive (negative) vector. For a given a vector a, we
denote by diag(a) the diagonal matrix whose diagonal elements are the compo-
nents of a. We denote the vectors of all zeros and ones with proper dimension
by 0 and e, respectively. The norm of a vector or a matrix used in this section
is ∞−norm.
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The form of the NSARE is as follows:
XCX −XD −AX +B = 0, (5.1)
where A,B,C,D ∈ Rn×n are known matrices given by
A = ∆− eqT, B = eeT, C = qqT, D = Γ− qeT, (5.2)
with 

∆ = diag(δ1, δ2, . . . , δn) with δi =
1
cωi(1 + α)
> 0,
Γ = diag(γ1, γ2, . . . , γn) with γi =
1
cωi(1 − α) > 0,
q = (q1, q2, . . . , qn)
T
with qi =
ci
2ωi
> 0.
Here c ∈ (0, 1] and α ∈ [0, 1). Moreover, {ωi}ni=1 and {ci}ni=1 are the sets of
the Gauss-Legendre nodes and weights, respectively, on the interval [0, 1], and
satisfy
0 < ωn < · · · < ω2 < ω1 < 1 and
n∑
i=1
ci = 1, ci > 0, i = 1, 2, . . . , n.
The NSARE (5.1) has positive solutions (that is, the solution is a positive
matrix), but only the minimal positive solution of it is physically meaningful [37].
Lu [50] first proved that the solution of (5.1) must have the following form:
X = T ◦ (uvT) = (uvT) ◦ T,
where ◦ denotes the Hadamard product, T = (tij)n×n =
(
1
δi+γj
)
n×n
, u and v
are vectors satisfying {
u = u ◦ (Pv) + e,
v = v ◦ (Pu) + e, (5.3)
with
P = (pij)n×n =
(
qj
δi + γj
)
n×n
, P˜ = (p˜ij)n×n =
(
qj
γi + δj
)
n×n
. (5.4)
Define nonlinear operator f : R2n → R2n by
f (u,v) =
[
u
v
]
−
[
u
v
]
◦
[
Pv
P˜u
]
−
[
e
e
]
. (5.5)
Then, one can rewrite (5.3) as f(u,v) = 0. Hence, the minimal positive solution
of NSARE (5.1) can be obtained via computing the minimal positive solution
of the nonlinear vector equation (5.5). There have been a lot of studies about
the monotone convergence of various iterative methods for solving the minimal
positive solution of (5.1), one can see [7, 49, 50] and references therein.
Clearly, f is a continuously Fre´chet differentiable nonlinear operator in R2n.
The Jacobian matrix of f at point (u,v) has the following form:
f ′(u,v) = I2n −G(u,v), (5.6)
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with
G(u,v) =
[
G1(v) H1(u)
H2(v) G2(u)
]
, (5.7)
where I2n is the identity matrix of order 2n,

G1(v) = diag(Pv),
G2(u) = diag(P˜u),
H1(u) = [u ◦ p1,u ◦ p2, . . . ,u ◦ pn],
H2(v) = [v ◦ p˜1,v ◦ p˜2, . . . ,v ◦ p˜n],
pi and p˜i are the ith column of P and P˜ for each i = 1, 2, . . . , n, respec-
tively. Choose initial point [uT0 ,v
T
0 ]
T
= 0T. Then we have f(u0,v0) = −e and
f
′(u0,v0) = I2n. Thus,
β := ‖f ′(u0,v0)−1f(u0,v0)‖∞ = ‖e‖∞ = 1.
Moreover, for any (u,v) and (u′,v′) ∈ R2n, it follows from (5.6) that
‖f ′(u0,v0)−1[f ′(u,v)− f ′(u′,v′)]‖∞ = ‖G(u,v)−G(u′,v′)‖∞
≤ 2 max
1≤i≤n


n∑
j=1
pij ,
n∑
j=1
p˜ij

 ·
∥∥∥∥
[
u− u′
v − v′
]∥∥∥∥
∞
.
In [50, Lemma 3], Lu derived that
n∑
j=1
pij <
c(1−α)
2 and
n∑
j=1
p˜ij <
c(1+α)
2 . By
making use of these two estimates, we can obtain that
‖f ′(u0,v0)−1[f ′(u,v)− f ′(u′,v′)]‖∞ < c(1 + α)
∥∥∥∥
[
u− u′
v − v′
]∥∥∥∥
∞
.
That is, the Fre´chet derivative of f satisfies the Lipschitz condition (3.4) with
the Lipschitz constant L = c(1 + α). Therefore, Corollary 3.1 is applicable to
conclude that the iterative sequence generated by the two step Newton method
(1.3) for nonlinear operator f defined by (5.5) starting from the zero vector 0
converges Q-superquadratically to the minimal positive solution if
Lβ = c(1 + α) ≤ 1
2
.
Moreover, the order of convergence is cubic at least if Lβ = c(1 + α) < 49 . In
particular, we can obtain that the minimal positive w∗ := [u
T
∗ ,v
T
∗ ]
T
belongs to
the open ball with center 0 and radius r, where
1−
√
1− 2c(1 + α)
c(1 + α)
≤ r < 1 +
√
1− 2c(1 + α)
c(1 + α)
.
That is, it satisfies 0 < ‖w∗‖∞ ≤ r, which coincides with the one given in [7,
Theorem 4.1].
We end this section with some numerical experiments illustrating the con-
vergence results. The algorithm for implementing the two step Newton method
is summarized by Algorithm 5.1 as follows.
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Algorithm 5.1 Two step Newton method for solving (5.5)
Given c ∈ (0, 1] and α ∈ [0, 1). Choose initial point [uT0 ,vT0 ]T = 0T. Form the
matrices P and P˜ by (5.4). For k = 0, 1, 2, . . . until convergence, do:
Step 1. Form the matrix G(uk,vk) by (5.7).
Step 2. Compute v˜k from the system of linear equations below:
[In −G2(uk)−H2(vk)(In −G1(vk))−1H1(uk)]v˜k
= H2(vk)(In −G1(vk))−1[e−H1(uk)vk] + e−H2(vk)uk.
Step 3. Compute u˜k from the following formula:
u˜k = (In −G1(vk))−1[H1(uk)(v˜k − vk) + e].
Step 4. Compute vk+1 from the system of linear equations below:
[In −G2(uk)−H2(vk)(In −G1(vk))−1H1(uk)]vk+1
= H2(vk)(In −G1(vk))−1[u˜k ◦ P (v˜k − vk)−H1(uk)v˜k + e]
+ v˜k ◦ P˜ (u˜k − uk)−H2(vk)u˜k + e.
Step 5. Compute uk+1 from the following formula:
uk+1 = (In −G1(vk))−1[u˜k ◦ P (v˜k − vk) + e+H1(uk)(vk+1 − v˜k)].
As Example 5.2 of [28], the constants ci and ωi are given by a numerical
quadrature formula on the interval [0, 1] which is obtained by dividing [0, 1] into
n/4 subintervals of equal length and applying Gauss-Legendre quadrature with
four nodes to each subinterval. Our numerical experiments were carried out in
MATLAB version R2014a running on a PC with Intel(R) Core(TM) i3-3110M
of 2.40 GHz CPU and 12GB memory. In our implementations, the iterations in
the algorithm are stopped when the following condition is satisfied:
Res := max
{‖uk+1 − uk‖∞
‖uk+1‖∞ ,
‖vk+1 − vk‖∞
‖vk+1‖∞
}
≤
√
n
2
· eps,
where n the size of matrix D given by (5.2) and eps = 2−52 ≈ 2.2204 ×
10−16. The CPU time (in seconds) is computed by using the MATLAB function
cputime. In each test, we run the same program 10 times and choose the average
time as the time spent by the algorithm. Moreover, we use “iter” to stand for
the number of the iterations needed.
Figure 5.1 depicts the convergence histories for the problem size n = 1024, 2048
and 4096 with six different pairs of (α, c), respectively, namely, (0.5, 1/3), (0.5, 2/9),
(0.5, 1/9), (0.25, 2/5), (0.25, 1/3) and (0.25, 1/10). As one can see in the figure,
for each case, the speedup is obtained as the value Lβ = c(1 + α) decreases.
More convergence results including the number of iterations, the relative resid-
ual and the CPU time for various problem size n are listed Tables 5.1, 5.2 and
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5.3, respectively. Obviously, we see from these tables that it requires less time
when the value Lβ = c(1 + α) is taken smaller.
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Figure 5.1: The convergence histories for various (α, c) when the problem size
n = 1024, 2048, 4096, respectively.
In conclusion, the above numerical experiments confirm our convergence
results stated in Corollary 3.1 for the two step Newton method (1.3).
6 Conclusions
In this paper, we have presented the semilocal convergence analysis for two-step
Newton method (1.3) under the assumption that the first derivative F ′ satisfies
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Table 5.1: The results for the problem size n = 1024
(α, c) Lβ iter Res CPU time (s)
(0.5, 1/3) 1/2 5 3.8969e-16 7.6050
(0.5, 2/9) 1/3 5 4.0858e-16 7.4600
(0.5, 1/9) 1/6 4 1.9201e-15 5.9390
(0.25, 2/5) 1/2 5 3.7210e-16 7.4178
(0.25, 1/3) 5/12 5 3.8521e-16 7.3523
(0.25, 1/10) 1/8 4 2.1370e-15 5.9062
Table 5.2: The results for the problem size n = 2048
(α, c) Lβ iter Res CPU time (s)
(0.5, 1/3) 1/2 5 3.8969e-16 50.6707
(0.5, 2/9) 1/3 5 4.0858e-16 49.3416
(0.5, 1/9) 1/6 4 2.3467e-15 40.7350
(0.25, 2/5) 1/2 5 5.5815e-16 52.0825
(0.25, 1/3) 5/12 5 3.9646e-16 51.6239
(0.25, 1/10) 1/8 4 2.7781e-15 40.7989
Table 5.3: The results for the problem size n = 4096
(α, c) Lβ iter Res CPU time (s)
(0.5, 1/3) 1/2 5 5.8453e-16 351.6434
(0.5, 2/9) 1/3 5 4.0858e-16 350.8556
(0.5, 1/9) 1/6 4 1.9200e-15 290.0932
(0.25, 2/5) 1/2 5 7.4419e-16 363.0767
(0.25, 1/3) 5/12 5 5.7781e-16 353.1909
(0.25, 1/10) 1/8 4 2.5644e-15 275.7286
the L-average Lipschitz conditions (2.9) in Banach spaces. The main results are
contained in Theorem 3.1. When the unified convergence criteria 0 < β ≤ b
given by Wang in [60] is satisfied, the existence and uniqueness of a solution
x∗ ∈ B(x0, r) of (1.1) are shown, and the superquadratic convergence of the
sequence {xk} is also proved. Moreover, we proved that the sequence {xk}
is Q-cubically convergent if the condition (3.2) is satisfied additionally. Three
special cases which include the Kantorovich type conditions, γ-conditions and
Nesterov-Nemirovskii conditions have been provided. We also have applied our
convergence result to solve the approximation of minimal positive solution for
a nonsymmetric algebraic Riccati equation arising from transport theory. One
goal of our future research is to exploit this general theory to develop more
practical and efficient two-step inexact Newton method for solving IEP that
can easily capture practical applications in large-scale settings.
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