Abstract: Advances in molecular biology may mean that almost any protein sequence can be synthesised, but perhaps this has served to highlight the inadequacy of theoretical work. For a given protein fold, it is probably not possible to reliably predict an "ideal" sequence. We identify and survey several aspects of the problem. Firstly, it is not clear what is the best way to score a sequence-structure pair. Secondly, there is no consensus as to what the score function should represent (free energy or some abstract measure of sequence-structure compatibility). Finally, the number of possible sequences is astronomical and searching this space poses a daunting optimisation problem. These problems are discussed in the light of recent experimental successes.
INTRODUCTION
One of the classic problems of computational chemistry has been the prediction of a protein's structure based only on its sequence [1] . Over the last few years, however, a different problem has arisen. Advances in molecular biology means that almost any protein sequence can be synthesised, but can the "best sequence" be predicted in advance [2] [3] [4] (Fig. (1) )? In more concrete terms, is it possible to predict a set of mutations or alterations to a protein sequence that will make it better in some way? More ambitiously, is it possible to take some protein structure and simply find the "best sequence" without it even being related to the native sequence?
In this context, "best sequence" can have several meanings. A protein which is useful across a range of temperatures may be desirable, but if considering industrial applications such as catalysts or biosensors, the "best" sequence may mean one that is tolerant of temperature range, unusual pH or salt concentration. If a protein is being used as part of an assay, it may be necessary Fig. (1) . Protein design. Given a set of coordinates for a desired structure, we want to find sequences that fold to that structure and meet any necessary sequence criteria.
to change some residues to bind to some ligand. In that case, it may be desirable to change most of the sequence in order to accommodate the chemical manipulation. If very ambitious, engineering a protein so as to improve solubility or control *Address correspondence to this author at Research School of Chemistry The Australian National University, Canberra ACT 0200, Australia; phone:
+61-2-6279 8017; fax: +61-2-6249 0750; E-mail: cootes@rsc.anu.edu.au binding to a membrane could be considered. If rationally engineering function is considered too difficult, it might be prudent to fix part of a protein sequence (an identified active site) and engineer the rest of the sequence to accommodate it.
between folded and unfolded states (e.g. see [17] [18] [19] ).
Cycles of mutagenesis, expression and stability measurement would appear to be a tremendously laborious approach to design, but in fact some rules for stability have been proposed on the basis of mutant studies [15, 20] . More generally, there has been much work directed toward rational computational methods to predict mutant energetics [17, 18, 19, [21] [22] [23] . Ultimately, however, this approach is always going to be limited. If theory were adequate, it should be far more interesting to aim for radical sequence changes and major changes in stability, rather than small incremental improvements.
Protein design must be possible since there are many different sequences that will adopt a certain fold. For example, there are more than 100 haemoglobin structures in the protein data bank (PDB) [5, 6] and in no sense are they all optimal. If general globin folds are considered, the number is even larger. In fact, protein sequences may share no detectable similarity, yet fold to the same general structure [7] [8] [9] .
It has long been thought that thermophilic organisms should provide clues as to how to make stable proteins [10, 11] and guidelines have been proposed for designing proteins to function in extreme environments [12, 13] . Here, we are more interested in fully automatic methods for optimising protein sequences for some goal and assessing whether or not the state of the art is really adequate for reliable protein sequence design.
Manual Design
There have been attempts to design a new sequence for a target structure by hand without trying to maintain any of the original sequence [24, 25] . This requires a method to predict the behaviour of radically different sequences. Clearly, redesigning a large portion of, or an entire, protein sequence is much more difficult than mutating a single or small number of residues. Apart from the much larger number of possible sequences that have to be evaluated, large changes to a sequence will generally result in a different structure than that intended. However, completely unrelated sequences have been found which do have similar folds [7, 8, 9] . So, in principle, large sequence changes should be possible. Finding and identifying sequences that fold to a target structure, but have no similarity to known sequences, remains a difficult task without a solution to the folding problem. Some simple rules for the design of proteins have been suggested from experiment, such as for the design of β proteins [26] and the cores of four-helix bundles [27] . However, such design efforts are heavily reliant on physical insight and biochemical knowledge and have been limited in their success, tending to produce ill-defined molten-globule like structures [28] .
Design by Mutagenesis
Finding a different sequence that preserves a protein's structure is not always difficult. If only a few residues are altered, the overall fold of a protein will probably not change. This can be seen from experimental studies. In one such study, it was demonstrated that 28 (~60%) of 46 native residues of a protein (a derivative of bovine pancreatic trypsin inhibitor) could be substituted with alanine with only a limited destabilization in structure [14] . To take a more extreme example from the PDB, there are more than 300 T4 lysozyme structures. Even allowing for duplication, this is a tremendous number of allowed mutations. While small changes in sequence might be likely to maintain the protein's structure, it might be thought that the ability of this approach to alter a protein's properties would also be small. However, the energy required to unfold a protein is often comparable to a few favourable interactions [12, 13, 15, 16] . This means that in some cases, just a few mutations can have a significant effect on the free energy difference
Rational Design
Ideally, we would like an automatic and rational design scheme that employs a single set of rules that can be applied generally to the prediction of folding sequences for any structure. Thus far there has only been one successful application of such a rational design scheme to the design of an entire protein sequence [29] . In that experiment, Dahiyat and Mayo designed a new sequence de novo for a small zinc finger protein and then experimentally verified that it adopted the correct structure. The designed sequence was obtained by minimising the sequence against a scoring function (discussed later) parameterised to fit experimentally determined energies.
stable at some temperature of interest. In order for the protein to be stable, the probability of occupation for the sequence in the target fold must be high. Under the thermodynamic hypothesis, the probability P(S, Γ φ ) that a protein with a sequence S will occupy a given fold Γ 0 is given by:
where k is Boltzmann's constant, T is the temperature, E(S, Γ 0 ) is the energy of sequence S aligned to the fold Γ 0 and Z(S) is the partition function for sequence given by:
How is it possible to have a rational and general design scheme when it is still not known how a protein sequence determines its structure in solution? It turns out that it may not be necessary to have specific knowledge about the mechanisms of protein folding if a few fundamental assumptions hold true. Firstly, it may be true that structure is determined from sequence alone. Secondly, the thermodynamic hypothesis [30] postulates that protein structures are in global free energy minima. Armed with these beliefs, it may not be necessary, or even useful, to know the path taken by a protein sequence as it folds to the native structure.
-(E(S,Γ)/kT) (2) where Γ represents conformations that sequence S can adopt. A consequence of eqn. 2 is that the energy of the target fold has to be much lower than all competing structures for stability (Fig. (2) ). This has been interpreted as the requirement of a large energy gap between the native structure and either the next best competing fold or the average of the competing folds [36] [37] [38] [39] .
Typically, a rational approach to sequence design requires a scoring function to represent the compatibility of a sequence for a given fold. This could be an energy function, or some empirical function with energy-like properties that incorporates some knowledge of sequencestructure compatibility. The scoring function is used to sift through possible sequences to find those that are compatible with the target structure. Hence it is possible to address the problem of developing a rational protein design scheme by asking two broad questions. Firstly, what is the best way of measuring the compatibility of a sequence for the target structure? A scoring function must be complex enough to capture all information necessary to correctly predict those sequences that are compatible with a target structure but simple enough to make such calculations computationally feasible. The second question is, what is the best way to search through sequence space to find compatible sequences? This problem is far from trivial because the number of possible sequences (20 N ) explodes exponentially with sequence length N and only a few sequences will fold to the target structure.
Of course, there may be debate about both of these assumptions. Firstly, chaperonins and other folding factors have to be assumed to act in a purely passive manner [31] [32] [33] [34] and not change the free energy minimum structure. This should hold true even for those structures that will not fold without these factors. Secondly, it is possible that some structures are not at all in the global free energy minimum. There may be other, lower energy conformations, but they are inaccessible on the folding timescale. There are some known examples of this (e.g. see [35] ). In this case, a protein structure is said to be kinetically rather than thermodynamically determined. For kinetically determined structures, it would seem that the folding pathway must be known. In practice, folding pathways are not really known, but as discussed below, even this may not be a problem to rational design.
Given these assumptions, any designed sequence that has the target fold as its most energetically favourable conformation might be expected to adopt that fold. However, this is not enough to ensure that a designed protein will be Fig. (2) . Protein stability. In order for a sequence to be stable in the target conformation, the energy of the sequence must be significantly lower in the target fold than in any competing structure (misfolded or unfolded state).
SCORING FUNCTIONS
forwards in time and simulate the behaviour of the system. This kind of force field is powerful, but has rarely been used for sequence optimisation [41] . There are several reasons for this. Firstly, atomistic force fields would be difficult to apply. It is necessary to know coordinates at atomistic accuracy, but it cannot be confidently predicted where a sidechain will go if placed on a backbone. The extent to which a backbone can move to accommodate a specific residue and how much neighbouring sidechains and even solvent will Classical atomistic force fields are the workhorse of molecular modelling [40] . By this, we mean a set of equations which model physical terms such as bond lengths and angles, torsional preferences, electrostatic and Lennard-Jones interactions. Since the equations are expressed in terms of atomic positions, the derivative with respect to coordinates can be taken and the force on each atom calculated. This is the basis of molecular dynamics simulations since numerical integration can be used to move the system adjust to host a new residue can only be guessed.
Whatever the details, use of a high resolution force field requires some dynamic adjustment of protein coordinates. Secondly, there is a fundamental problem with this approach. A molecular mechanics force field is a model for potential energy, but free energy is probably a more relevant quantity and this is only accessible via brutal approximations or simulation methods.
ensemble in which the probabilities are distributed with respect to energies via the Boltzmann distribution. It also assumes that free energy can be represented by independent pairwise interaction terms. Unfortunately, recent protein studies have cast doubt on the ability to recover real energies from the protein structure database using such methods [56] [57] [58] . However, database statistics would appear to be correlated to physical energies in some way. Statistical scoring functions have been used to predict experimental mutant energetics [17, 18, 19] , and a correlation between energetics and pairwise residue-residue type statistics has been demonstrated in β-sheet mutants [59] [60] [61] . Also, even if protein statistics cannot be used to recover physical energies, they still indicate which sequence structure properties are most prevalent in native proteins. If those properties that are representative of known sequencestructure matches can be built into a sequence for a given target fold then that sequence should adopt that fold. Sequence optimisation using a scoring function that gives favourable scores for representative properties would then give optimally compatible sequences, if not optimally stable ones. Such a function could be used to identify compatible sequences of varying properties for a given target fold.
These problems have led to some different approaches. Firstly, it may be useful to lower the resolution of the score function. Rather than consider individual atoms, it is possible to average over some degrees of freedom and use some kind of united atom approach. This could be as coarse as one interaction site per residue. Secondly, something like a potential of mean force may be used. This is a function which attempts to include entropic effects and model free energy. These methods have a long history in simulations in general, but in the protein world often travel under the name of "knowledge-based" methods [42] [43] [44] [45] [46] [47] [48] [49] . The name comes from taking the general knowledge (or average properties) of structures from the protein data bank (PDB). Within this field, it is useful to distinguish two broad approaches. On the one side, score functions can be built directly from database statistics (described below). Alternatively, functions can be built to recognise native sequence-structure matches. In the latter case, the functions have been specifically tuned to perform the task of fold recognition and threading [44] , although there has been one function specifically optimised for sequence design for a simple lattice system [50] . Statistical scoring functions [42, 51] have been applied to the problem of sequence design as well as fold recognition.
A potential advantage of using a statistical scoring function is that it may not be reliant on assumpions about the nature of protein folding. Whatever physical processes are involved in determining a protein's structure are implicit in this type of compatibility function. This may eliminate the need to consider whether protein structure is thermodynamically or kinetically determined and whether external agents assist in folding.
Statistical scoring functions are built on the premise that sequence-structure properties (say, amino acid types X and Y occurring at some distance R from each other) that are energetically favourable will be better represented in the PDB than those that are not favourable compared with some reference state [52, 53] . Thus, the probabilities of occurrence in the PDB can be used to measure the compatibility of a sequence for a structure. It has been argued that free energies can be recovered from the probability of occurrence in a representative set of native structures [54, 55] . This assumes that the set of native structures represents some sort of statistical mechanical Another approach that may eliminate assumptions about folding is to build and tune functions to match experimental design results through rounds of theoretical prediction and experiment [62] . Fitting a scoring function to experimental results should ensure that the function accounts for folding processes as a matter of course. Such functions have been developed specifically for protein design [63] and recently one such function has been used in the successful design of a small protein [29] . This methodology has also been employed to design a stable mutant [64] , in the design of a protein to fold without a previously necessary bound metal ion [65] and the design of sequences on the surface of alpha helices [66] .
sequence-structure matches for fold recognition [70] [71] [72] . It is also necessary to ensure that terms that do not contain significant information with regards to sequencestructure specificity are not included in a scoring function. Including unimportant or redun dant interactions is not only inefficient, but also detrimental in that noise is introduced into the scoring function. This is complicated by the fact that interactions may be important in some parts of the protein but not in others. Some scoring functions have been developed in which interactions are modified depending on whether they involve surface or core residues [4] .
Relative Importance of Interactions
An important issue to be addressed when developing a scoring function for sequence design is the selection of scoring terms. Usually, scoring functions are constructed using the types of interactions and terms that contain statistical information that should reflect those processes that are thought to be physically important in folding [15, [67] [68] [69] . For example, aspects of folding such as the hydrophobic effect, electrostatics and backbone torsion can be accounted for by terms based on amino acid preferences for solvent exposure, pairwise residue distance and secondary structure respectively. However, it is not always clear which types of interaction or scoring function terms are the most important.
Whatever the details, building a score function begins by deciding on some functional terms. The functions are usually written as linear combinations of independent pairwise interactions and one-body terms. Higher order effects such as three-body interactions are usually ignored, but this may not be valid in a densely packed system such as the core of a protein. One study [73] has demonstrated the significant improvement in fold recognition with the inclusion of three, and to a lesser extent, four-body interaction terms. However, higher order terms are computationally expensive and the amount of statistical data needed to derive them is enormous. Higher order interactions may be important, but because of Clearly, it is crucial that all interactions necessary to define a sequence's specificity for its native structure are included in a scoring function. Finding terms that make the most important contributions to defining such specificity might be achieved by searching through the large numbers of scoring functions already in the literature. Indeed, some scoring function terms have been tested with respect to their ability to recognise native Fig. (3) . Importance of interactions. Any given residue in a protein will interact with a number of other residues. Some types of interaction will have more bearing than others in determining which type of amino acid is the most favourable for a given site in a protein structure. Those types of interaction between residues that are close together in sequence are local (A). Interactions between residues that are far apart in the sequence, but are spatially close, are nonlocal (B). these practical problems, most scoring functions continue to neglect them.
In the other, it forms part of a β-sheet [84] . The inclusion of nonlocal tertiary information has also been shown to significantly improve secondary structure prediction [85] . Computational fold recognition experiments have also suggested that, in general, a large fraction of a protein sequence is required to define its corresponding structure within that of the whole protein [86] . This is not to say that local interactions play no role. Local propensities are certainly significant, but may not be dominant. Despite their significance, increasing local propensities by mutation has been shown to decrease stability [87] and analysis of mutation matrices has pointed to poor conservation of locally determined properties during evolution [88] . It would appear that a balance between local and non-local interactions is required with nonlocal interactions generally dominating. A balance of interactions with a stronger weighting of nonlocal interactions than local in a lattice model study has been shown to give distributions of structural properties, such as secondary structure, that are typical of biological proteins [89] . Other studies on lattice systems have shown that proteins that are dominated by non-local interactions have smoother folding energy landscapes and have suggested that such proteins should be more able to have their sequences optimised [90] . Proteins dominated by non-local interactions are also likely to have native states that are more stable and will fold more rapidly [91] . Another type of simple model has indicated that decreasing non-local interactions may actually increase the folding rate but will decrease the stability of the native state [92] . Experiments on a small set of real proteins have also indicated that those proteins with less non-local contacts tend to fold more rapidly [93] . It is also important to note that different types of interactions will dominate in different parts of a protein. β-sheet residues in particular seem more sensitive to their tertiary environment, largely defined by non-local interactions, than alpha helices [94] .
Even if only single and two-body terms are accepted, there is another issue to be considered. Many score functions treat interactions differently depending on whether residues are near (local) or far apart in sequence, but close in space (nonlocal) (Fig. (3) ).
According to one view, local interactions are thought to largely determine the native structure while non-local interactions simply provide nonspecific stability [74] . It has also been suggested that local interactions may dominate in some parts of a protein and determine folding [75] [76] [77] [78] and that local interactions may be particularly important with regard to nucleation in the early stages of folding [79] . Studies of a simple lattice model have also found that the stronger the local interactions, the more foldable a protein [80] . Work on the prediction of mutant energetics has also indicated that mutations at the protein surface are best described by local factors [17, 18] , although this is perhaps unsurprising given that there are few nonlocal interactions on the surface of a protein. These studies also indicated that nonlocal interactions dominate in parts of the protein that are completely buried and that the contributions of local and nonlocal interactions were found to be roughly equal for partially buried residues.
In contrast, it is argued that nonlocal interactions have to dominate over local interactions in order to stabilise the native state. If local interactions dominate then folding would not be cooperative and there would be many partially folded conformations that would significantly compete energetically with the native [81] . Many studies support this. Non-local interactions in simple lattice model proteins have been shown to give rise to the properties expected of proteins, such as structure, stability and folding kinetics [82] . There is also evidence from real proteins. Analysis of the PDB has revealed that identical pentapeptide fragments taken from different proteins can have very different structures, indicating that structure is dependent on tertiary context [83] . A striking demonstration of this was achieved by expressing an 11-residue peptide in two different parts of a protein sequence. In one part of the protein, the peptide forms an α-helix.
For the development of statistical scoring functions for protein design, we are not interested in the importance of different terms with respect to any physical aspect of folding, given that all the necessary information should be represented in the amino acid statistics from which the terms are derived. For statistical scoring functions, we are only interested in determining which terms give the greatest statistical contribution to the specificity of the sequence for the native structure. While scoring functions are usually constructed with preconceived ideas of which interactions will be important from physical principles, the most important terms for a statistical scoring function can be determined by identifying those with the greatest statistical significance. Therefore, it may be possible to determine the most important terms from statistical analysis of scoring function terms and protein statistics.
compensate for each other's deficiencies in recognising amino acids was shown to generally result in a scoring function that can discriminate between most types of amino acids.
Statistical analysis of pairwise interaction statistics in various secondary structure contexts has also been conducted [109] . The effect of secondary structure context on distributions of amino acid pair statistics was measured and those interactions that showed significant statistical dependence between amino acids were identified. It was revealed that generally, non-local interactions tended to show the greatest dependence between the interacting amino acids. Statistically, those non-local interactions between residues on opposite strands within β-sheets were most important.
Statistical Analysis of Scoring Function Terms
Statistical analysis of proteins has a long history. Structures have been studied extensively for residue propensities in various physical environments [95] [96] [97] and for significant factors in amino acid substitutions in structural homologues [98] [99] [100] [101] . However, there has been relatively little statistical analysis for significant factors in pairwise interactions [73, [102] [103] [104] [105] [106] [107] .
It should be noted that even including only those interaction terms that have statistical significance in a scoring function could introduce bias. This may occur if the interaction terms are not truly independent. That is, the statistics collected for two apparently independent interactions could indirectly reflect the same effect. For example, the partitioning of hydrophobic and polar residues to opposite sides of α-helices, reflected in α-helix i→i+ 2 and i+2→i+4 pair statistics, may be partly responsible for the statistical trends seen in the α−helix i→i+4 pairs. This could lead to overweighting of some contributions of sequence-specificity with respect to others. This is an endemic problem with statistical scoring functions. It might be possible to limit this problem by appropriately weighting interaction terms to fit design results.
In order for a scoring function to provide a reliable measure of sequence-structure specificity, it must meet two criteria. Firstly, the scoring function has to be able to distinguish between amino acids when determining which type will be preferred in a given structural environment. Secondly, it must be able to distinguish between structural environments for any given amino acid type.
The ability of many environment parameters to discriminate between different amino acid types was recently examined using rigorous statistical analysis [108] . This showed that many commonly used terms in scoring functions could only distinguish a very small number of residues from the others. The remaining residue types behave in an indistinguishable, "average" way. Terms based on the tendency of amino acids to have their sidechain surface buried were the most successful in discriminating between amino acids, while those based on the number of neighbours of an amino acid were the worst. The latter term is frequently used as a computationally cheap alternative to the former, however it would appear that this alternative would limit a scoring function in distinguishing between amino acids for a given protein site. Although most terms could only distinguish a small number of amino acids types, the selection of a combination of terms that
Sidechain Packing Terms
An interesting aspect of scoring function development is the need to account for sidechain interactions and excluded volume. These are of prime importance in the cores of proteins where sidechain packing may help determine the specificity of a sequence for that structure. Different amino acid sidechains can take one of a number of distinct conformations (rotamers). To accurately determine the packing interactions of a designed sequence in the core of the target structure, the rotamer space of all amino acid types in the core would need to be explored. However, while considering sidechain conformation in selecting an appropriate sequence may be accurate, it comes at a significant computational cost. If, say, 3 rotamers were allowed for each of 20 amino acid types, this would be equivalent to considering 60 candidate species at each position. Thus, considering each type of rotamer for each type of amino acid increases the search space enormously. Even without considering the computational cost, it could be argued that such accurate descriptions of amino acid sidechains might be unnecessary. It is often found that mutations of residues that might be expected to cause steric clashes in a protein, such as substituting a large amino acid for a small one in the core, will generally be compensated for by slight shifts in the backbone structure. For many applications, sequences that fold to a structure with small deviations from the target backbone structure would be perfectly acceptable. However, design with a fixed backbone target structure and strict criteria for sidechain packing would eliminate such sequence solutions from consideration. Of course, these sequences may still be found if flexibility in the target backbone structure is incorporated into design [110] [111] [112] , however this also adds considerably to the computation required. Relaxing the criteria for packing specificity for core rotamers may also allow consideration of sequences with structures very close to, but not identical to, the target structure. A study investigating the level of packing specificity required in such a model to successfully design a protein core has been conducted, suggesting that the level of specificity needs to be high [113] . Indeed, designing cores with a high level of packing specificity has recently been shown to be able to regenerate the native sequence and known thermally stable mutants for two proteins [114] . However, low resolution models that assign average sidechain properties to each type of amino acid that, while less accurate, account for the size and average position of a sidechain, have been commonly used in scoring functions. Such models do not increase the search space and may allow more viable sequences to be identified.
fold to that structure. This means that sequences not only need to be designed to be compatible with the target fold, but have to be designed so that they are not compatible with any other fold ( Fig.  (4) ). In order to design out all other folds, and ensure that the probability of a sequence occupying the target structure (eqn. 1) is high, each candidate sequence would have to be evaluated for compatibility for every possible conformation. Searching through all of conformation space while searching sequence space for good sequences is clearly not feasible. This problem has led to attempts to optimise a protein sequence for one fold while simultaneously preventing it from preferring other structures. This gives rise to the term, negative design.
It might be expected that the sequences that fold to a target structure would be amongst those that have the most favourable interactions in the target fold. Intuitively, it might be expected that any rearrangement of these interactions (in another conformation) would be less favourable. However, studies of hydrophobic/polar (HP) [115] and other simple models have shown that few, if any, of the sequences that fold to a target structure have the best possible energy for that structure [116] . That is, other sequences can be found that seem to have a lower energy. Also, studies of a simple HP model have suggested that folding sequences will frequently have less hydrophobic content than might be expected if one simply tried to optimise potential or free energy [117] . The reason is purely that this helps design out rival non-native structures. Considering all these results, it should not be possible to optimise a sequence using a simple pseudoenergy type score for a target structure. This would not ensure that the sequence did not prefer some other non-native conformation. Ultimately, some pairwise function may exist that implicitly penalises competing nonnative folds. It has been argued that a term that penalises the exposure of non-polar residues is already a sufficient step in this direction [118] .
In principle, to eliminate all competing structures, each sequence has to be evaluated for every possible structure to calculate the partition function given by eqn. 2 or simply to ensure that all competing structures have less favourable energies than the target. While the brute force evaluation of all structures is a correct approach, it is not computationally feasible. Subsequently,
Negative Design
Given that the thermodynamic hypothesis holds, a sequence needs to achieve its lowest energy when in the target conformation in order to Fig. (4) . Negative design. Optimising the sequence for its score when aligned to the target structure may result in a sequence that in fact folds to a different structure. Alternative structures need to be designed out when designing a sequence. efficient methods for the calculation of the partition function or the elimination of all competing structures have been sought.
given that the denatured states of a protein are generally thought to be noncompact and largely disordered structures. Given this assumption holds, the energy gap between the ensemble average of disordered competing folds and the target fold could be maximised by minimising the sequence's energy in the target fold while keeping the amino acid composition constant [36] [37] [38] . Of course, restricting the composition of the sequence means that the optimum sequence will probably not be found. Furthermore, the assumption that sequence order can be ignored is only valid at high Some efforts to design out alternative structures have avoided explicitly calculating partition function or the energies of alternative structures for each sequence. One such method assumes that the distribution of energies for a sequence in alternative folds only depends on the composition of that sequence and not on the order of amino acids. This model might be thought to be valid temperatures and does not account for competing compact structures [119] .
the SCOP structural classification database [122] , as of November 1, 1999) . In principle, a sequence may be encountered that is more favourable in the target fold than any other wellordered compact structure that might be found in the PDB, but still prefers to occupy either a compact fold not yet encountered or some disordered structures.
At reasonably low temperatures, low energy compact structures will generally be far more competitive with the compact target fold than noncompact disordered structures. Hence, it could be argued that designing out only compact protein structures is generally enough to ensure that a sequence adopts the target fold. If true, this would decrease the computation required for designing sequences. It has been demonstrated that optimising sequences for the gap in score between the target structure and the most favourable of a representative set of competing compact structures from the PDB gives more realistic sequences than those achieved by simply minimising the sequence score in the target structure [39] . The results in this study were shown to improve with the number of competing structures considered but design quickly becomes computationally unwieldy as this number increases. Competing structures might be designed out even more efficiently if the structures that tend to be the most competitive with the target fold can be identified [116, 120] Sequence candidates can be rejected as soon as one competing structure is found that is more favourable for that sequence than the target. If those competing structures that tend to be the most competitive with the target are evaluated first, then sequences that are more compatible with a competing structure can be eliminated after evaluation with only a few structures. Obviously, the difficulty with such an approach lies with determining which structures are most competitive with the target fold. A recent study has shown that, for a few simple protein models, sequences can be more efficiently designed by iteratively compiling a list of most favourable competing structures during the design process [116] . However, using libraries of compact competing structures, taken from the PDB, in the design of sequences of real protein structures does not guarantee that the sequence will adopt the target fold for two reasons. Firstly, this method tends not to account for disordered and partially disordered structures. Secondly, the PDB does not contain every possible compact structure that might compete with the target. It has been estimated that the total number of protein folds existing in biota is about 1000 [121] . However, there is only about 520 different folds that can currently be found within the PDB (according to Efforts to efficiently rule out all competing structures, misfolded and unfolded, have largely concentrated on finding good approximations to the partition function for each sequence (eqn. 2) and then maximising the probability of occupation that a sequence has in the target structure (eqn. 1). A different approach, demonstrated on a lattice model, employed a dual Monte Carlo minimisation of sequence free energy for a target structure while simultaneously including a sampling of conformation space [123] . Sequences were searched for using a Monte Carlo algorithm and, for each sequence candidate, a Monte Carlo sampling of conformation space was conducted to estimate the partition function. This method would tend to sample those conformations likely to be most competitive with the target, and hence make the largest contribution to the partition function. This method is also directly applicable to real proteins, although achieving a good sampling of both sequence and conformation space simultaneously would be challenging to say the least.
To avoid evaluating every sequence on every structure, approximations to the partition function expressed in terms of average sequence or structure properties have been developed and applied to lattice model protein systems [124] [125] [126] . Another approach has been to parameterise partition functions of composition dependent variables to match results from a library of known lattice sequence structure matches [127] . HP sequences have also been designed for lattice proteins assuming that the partition functions are sequence independent [128] . For this study, partition functions were shown to be dependent on sequence composition but not strongly dependent on sequence order for certain temperatures. That is, at these temperatures, partition functions need not be calculated for every sequence candidate that is considered during optimisation as partition functions do not vary greatly amongst sequences of similar composition. An approximation to the partition function for all sequences of a given composition might be achieved by sampling and averaging the values for just a few sequences of that composition. However, for real proteins (~100 residues, 20 amino acid types) even composition space is considerably larger than that of the small HP proteins used in this study (48 residues, 2 amino acid types) and may not be feasible without also grouping composition categories.
MF methods, each residue experiences the Boltzmann-weighted average field of each type of amino acid at every other position in the protein. This method is fast and efficient since the computational expense per iteration scales linearly with system size. It also allows the easy estimation of sequence entropy S i [138] at each sequence position i from the formula:
SEARCH PROBLEM
where P i,σ is the probability of amino acid type σ occurring at position i. From the formula it is clear that the quantity S i could be called sequence information and can be seen as a measure of how mutable the residue in each position i of a protein.
This quantity may act as a guide in mutation experiments.
Another major aspect of sequence design is the scheme by which a compatible sequence is found for a given structure. The number of possible sequences is enormous (20 N ) and the number of sequences that will fold to any given structure is very small. Given a simple enough protein model, the optimum sequence for a structure can be determined directly from theory [129, 130] . However, for more realistic models, algorithms that search for compatible sequences in a stochastic fashion must be employed. Many such search algorithms have been applied to the search of sequence space [131] . The best search algorithm for a particular design problem will depend on the scoring function, the computer time available, the protein system being studied and the type of answer desired. Monte Carlo (MC) [36, 37, 41] and Genetic Algorithms (GA) [132, 133] have been used for sequence design. These algorithms offer the advantage of giving a distribution of sequences, rather than a single sequence solution. MC algorithms are particularly useful in that they give a distribution (Boltzmann) of sequences with wellknown properties at a specified temperature. With enough computer time and slow enough cooling (simulated annealing), the MC algorithm is also guaranteed to find the global optimum sequence. However, sequence designers never have infinite computer time and may be presented with an energy, or score, surface that is rugged or with large energy barriers. These problems have led to efforts to find more efficient methods of searching sequence space.
A Biased Monte Carlo (BMC) algorithm [139] has been used to optimise sequences on a lattice system (Cootes A.P., Curmi P.M.G. and Torda A.E., J. Chem. Phys., in press). This algorithm introduces a bias in the selection of a new sequence and then corrects for that bias using a modified (Rosenbluth) selection criterion [140] . This ensures that a Boltzmann distribution and detailed balance are maintained. This algorithm has previously been used for the efficient generation of lattice structures in protein folding experiments [141] and for the sampling of conformation space in sequence design [123] . The BMC algorithm was more efficient than the MC algorithm. It also produced more favourable sequences than the MF methods, if not as rapidly.
Pruning algorithms have also been applied to the sequence design problem recently. The Dead End Elimination (DEE) algorithm has been applied to sidechain rotamer placement [142] but recently has also been adapted and used to successfully design a small protein [29] . This algorithm is an efficient method of ruling out and avoiding large parts of sequence space that do not contain the global optimum sequence. Pairs of amino acid types that are found to be incompatible with the global optimum sequence are eliminated from further consideration as "dead ends". This process is continued iteratively until no more amino acid types can be eliminated. The small number of sequences not eliminated can then easily be searched for the optimum. It may be difficult to use the method on large proteins, especially when Mean Field (MF) methods have been used for various problems in macromolecules [134] including the prediction of mutant energetics [23] . These methods have been used to assign rotamer positions [135] and recently have also been applied to protein sequence design [136] [137] [138] . In rotamers are explicitly considered. At the same time, shortcuts can be used such as preselecting subsets of allowed amino acids for each site, such as polar residues for surface and nonpolar for core positions. The method is not only promising as it stands, but work continues to make it more efficient [143] [144] [145] [146] .
The need for efficient search algorithms would be diminished if the space of candidate sequences itself could somehow be reduced. This could be achieved if fewer numbers of amino acid types were required to make a protein. There are 20 standard amino acid types to be found in natural proteins but sequences with fewer types may be able to fold to a given structure. Just how many Fig. (5) . Designability. Circles in sequence space represent those sequences that will fold to one of the target structures in solution. Black circles denote those sequences that will fold to structure A, white circles are those sequences that have structure B as their native fold. Structure A is adopted by many sequences in sequence space whereas structure B is adopted by few sequences. Because there are more sequence solutions to choose from when designing a protein to have structure A than structure B, structure A is said to be more designable than structure B.
types might be necessary to define all known protein folds is unknown. However, recent experiments have indicated that large parts of some proteins can be completely designed with as few as five residue types [147] [148] [149] .
classical methods such as Monte Carlo and genetic algorithms or whether mean field approaches will end up as the preferred approach.
Ultimately, it may be the improvements in molecular biology and the volume of experimental data that answer the computational questions and lead to sequence design becoming a routine, successful venture.
A less obvious aspect of sequence design is that some structures may be easier to treat than others. That is, some structures may be more "designable" than others [150] (Fig. (5) ). If there are many sequences that fold to some structure, it should be an easier computational target. Simple protein models have suggested that atypical geometric features help designability. This can be understood by seeing that if a sequence favours some unusual structural feature, it is less likely to fold into some competing structure [151] . If this is the case, then the energy gap to other competing structures should be large and the structure will even be more stable [152] . Another purely empirical finding from lattice studies may be relevant. Some structures are the ground state for many sequences, whatever the reason. This means that they are more likely to tolerate mutations and thus have an "evolutionary stability" [153] . There is one significant caveat that should be borne in mind. The designability results from simple lattice models are very dependent on the particular model and especially the number of amino acid types considered. The results may not be so clearcut with more realistic models [154] .
From experimental success, it is known that proteins can be made more stable. From the computational point of view, there has been some success [29] but many puzzles still remain. There is currently a glut of scoring functions in the literature which cannot all be equally effective. It is not clear whether score functions are closest to potential energies, free energies or whether it is even necessary to slavishly use terms such as energy. It is not universally agreed that non-local terms are the most important and whether approximations such as neighbour counting terms are a real limitation. Not all workers are using methods that explicitly consider competing, but non-native, folds.
