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Abstract
Let H be a /xed simple graph. The H -decomposition computational problem is de/ned as
follows: Given an input graph G, can its edge set be partitioned into isomorphic copies of H? The
complexity status of H -decomposition problems, where no parallel edges or loops are allowed in
G or in H , has been thoroughly studied during the last 20 years and is now completely settled.
The subject of this article is the complexity of multigraph decomposition, that is the case where
multiple edges are allowed. Apparently, the results obtained here are not always what one would
expect by observing the analogous results on simple graphs. For example, deciding whether
an input graph G, with /xed multiplicity  on all edges, can be decomposed into connected
subgraphs, each consisting of two distinct edges with multiplicities 1 on one edge and 2 on the
other, is NP-complete if  = 2 or 5 and it is solvable in polynomial time for any other values
of .
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1. Introduction
1.1. Background
Given two simple graphs H and G, an H -decomposition of G is a partition of the
edge set of G into disjoint isomorphic copies of H . The corresponding H -decomposition
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computational problem is to decide for a /xed H and an input G if such a partition
exists.
Holyer [10] conjectured that an H -decomposition is NP-complete if H contains a
connected component with at least 3 edges, and otherwise is polynomial. The com-
plexity aspects of H -decomposition problems have been thoroughly studied during the
last two decades; see for example [1–3,6,8–12]. The assertion of Holyer’s conjecture
was /nally proved in [4,7].
Multigraph decomposition is the subject of this research. Apparently, the results
obtained here are not always what one would expect by observing the analogues results
for simple graphs.
1.2. Notation
• A multigraph (V; E; w) consists of a simple underlying graph (V, E) and a multi-
plicity function w : E → N , where N is the set of natural numbers, 0 ∈ N .
• The multigraph on an underlying graph G with a constant multiplicity  is denoted
by  · G (not to be confused with G, denoting  disjoint copies of G).
• When referring to a simple graph G as a multigraph, we mean 1 · G.
• An isomorphism between multigraphs is an isomorphism between their underlying
simple graphs, which preserves edge multiplicity.
• A subgraph H of a multigraph G is a multigraph H whose underlying graph is a
subgraph of that of G and its multiplicity function is dominated by the multiplicity
function of G, i.e. the multiplicity of an edge in H does not exceed its multiplicity
in G.
• An H -subgraph of G is a subgraph of a multigraph G, isomorphic to a multigraph
H .
• Let G and H be two multigraphs. An H -decomposition of G is a set D of H -sub-
graphs of G, such that the sum of w(e) over all graphs in D which include an edge
e, equals the multiplicity of e in G, for all edges e in G.
• An H - decomposition of a simple graph G is an H -decomposition of the multigraph
 · G. If it exists we say that G is H - decomposable, or that G admits an H -
decomposition.
• Associated with a /xed multigraph H and a natural number  is the H - decompo-
sition computational problem: Does an input simple graph G admit an H - decom-
position?
• Let Sa;b denote the multigraph whose underlying graph is a simple path of two edges
K1;2, with multiplicities a on one edge and b on the other.
• When calling a graph even, or odd, we refer to the size of its edge set.
• Let G be a graph and H a subgraph of G. By G−H we refer to the graph obtained
from G by deletion of all edges of H and the vertices which thus become isolated.
2. Decomposing a multigraph into copies of S1;2
In this section, we study the complexity of S1;2- decomposition, and prove the
following:
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Theorem 2.1. S1;2- decomposition is NP-complete for  = 2 and for  = 5. It is
solvable in polynomial time for any other value of .
We prove Theorem 2.1 through several phases. It obviously suHces to consider
connected graphs for G. Among these, the major role is played by trees.
Lemma 2.1. Given a connected multigraph H and an integer m, if every tree with m
edges is H - decomposable, then any connected graph with m edges is H - decom-
posable.
Proof. Any connected graph can be turned into a tree by repetitive vertex splitting,
that is the replacement of a vertex v by two new vertices v′ and v′′ where every edge
(u; v) is replaced by either (u; v′) or by (u; v′′). Any H - decomposition of the tree so
obtained clearly induces an H - decomposition on the original graph.
• When dealing with a tree, we refer to a vertex of degree one as a leaf.
• A vertex of degree 2 or more is internal.
• When any vertex is selected to be the root of a tree, we see the paths from a leaf to
the root as leading upwards. A vertex on that path is the parent of its predecessor.
Our analysis of S1;2- decomposability is based on decomposing multigraphs whose
underlying simple graphs are stars.
• An n-star, K1; n is a simple graph, consisting of n edges which share one common
end vertex, called the center of the star.
• The multistar Sw1 ; :::;wn is the multigraph whose underlying graph is an n-star and the
multiplicities of its n edges are w1; : : : ; wn.
We /rst fully characterize S1;2 decomposable multistars:
Lemma 2.2. The multistar Sw1 ; :::;wn , n¿ 2 is S1;2 decomposable, if and only if
1.
∑n
i=1 wi ≡ 0 (mod 3).
2. The number of odd multiplicities among the wi is at most 13 (
∑n
i=1 wi).
3. The largest among the wi is at most twice the sum of all the others.
Proof. Necessity follows the fact that the multiplicities should be partitioned into k =
1
3(
∑n
i=1 wi) 1’s and k 2’s, where none of the wi provides more than k summands. We
show suHciency by induction on w=
∑n
i=1 wi. For w=3, the multistar is S
1;2 itself. If∑n
i=1 wi¿ 6, one copy of S
1;2 is deleted by subtracting 2 from the largest multiplicity
and 1 from one of the others. The second is selected from the odd multiplicities, unless
they are all even. One can easily verify that the remaining multistar still complies with
conditions 1, 2 and 3.
Lemma 2.2 is the basis for the following characterization of S1;2-decomposability.
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Theorem 2.2. For  = 4, or ¿ 6, a connected simple graph G with m¿ 2 edges
admits an S1;2- decomposition if and only if m ≡ 0 (mod 3), unless  is odd and
G = P4, where P4 is the simple path with three edges.
Proof. When m=2 the theorem is a simple instance of Lemma 2.2. We assume in the
sequel m¿ 3. The proof’s scheme is to construct a, possibly empty, multistar, centered
at every vertex of G, such that the sum of the two multiplicities assigned to an edge,
one with respect to the star centered at each of its endvertices, equals . The union of
S1;2 decompositions of these multistars provides one for G.
In order to meet the conditions of Lemma 2.2, we select the edge multiplicities for
the multistars, out of a set N ∪ {}, where N is de/ned as follows:
• N4 = {0; 2; 4} and for every n¿ 3 (corresponding to ¿ 6),
• N2n = {n− 1; n; n+ 1},
• N2n+1 = {n− 1; n; n+ 1; n+ 2}.
By Lemma 2.1 we assume that the graph G at hand is a tree. The decomposable
multistars centered at the leaves are clearly empty and every edge incident to a leaf is
assigned with multiplicity , in the multistar centered at its internal endvertex. We pro-
ceed, making the way up toward a selected internal root vertex, obeying the following
rules:
• For edges which are not incident to leaves the multiplicities are all taken from the
set N.
• Once an edge is assigned multiplicity a with respect to its lower endvertex,  − a
is assigned to that edge with respect to its upper endvertex. (Notice that for every
a∈N also − a∈N.)
• When all descendants of a vertex v are done with, the multiplicity of the edge
leading from v to its parent is selected to make the sum of all multiplicities of
the star centered at v divisible by 3. This can always be done since N includes a
representative for each mod 3 residue class. The sum of multiplicities of the star at
the root becomes also divisible by 3, due to the m ≡ 0 (mod 3) condition.
Following these rules, the multistars so obtained satisfy condition 1 of Lemma 2.2.
Notice that for =4 any multistar with multiplicities from {2; 4}, which satis/es con-
dition 1, also satis/es conditions 2 and 3. Since the smallest odd multiplicity involved
in our construction is 3, condition 2 is always satis/ed. It remains to consider condition
3 of Lemma 2.2, for ¿ 6. For such values of , the ratio between any two elements
of N∪{} is less than 4. This guarantees condition 3, whenever d(v)¿ 3. If d(v)=2
and v is not adjacent to a leaf then the multiplicities around v are two members of N,
whose sum is divisible by 3. Simple arithmetic shows that the ratio between two such
numbers is at most 2, as required by condition 3. Some extra care should be given
to the case where d(v) = 2 and v is adjacent to a leaf: The edge incident to the leaf
is assigned with multiplicity . If = 2n is even then the other edge is forced by the
0 (mod 3) rule to have multiplicity n. If  = 2n + 1 is odd, we select the multiplicity
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of the other edge to be n+ 2; however if the vertex v at hand is the root, there is no
freedom to select the multiplicity and it might happen to be n − 1 and thus violating
condition 3. Fortunately, the only tree with more than two edges, for which every
internal vertex is adjacent to a leaf and has degree 2, is the simple path P4. The only
graph which vertex splitting turns into P4 is the triangle K3, which is clearly S1;2-
decomposable for =2 and for =3 and hence for any  (represented as 2n1 + 3n2).
It remains to show that no S1;2- decomposition D of the path P4 on edges e1; e2; e3
exists, where  is odd. Let =0¿ 3 be a minimal counter-example. There must be at
least one member of D with multiplicity 2 on e1 and multiplicity 1 on e2, otherwise the
total multiplicity of e2 would be too large. Similarly, there is also one with multiplicities
2 on e3 and 1 on e2. Once these two copies are deleted from D we remain with an
S1;2-(0 − 2)-decomposition of the path, which contradicts the minimality of 0.
An input graph G can clearly be tested in polynomial time for the characterization
in Theorem 2.2. The following completes the ‘polynomial’ part of Theorem 2.1.
Theorem 2.3. A connected graph G = (V; E) is S1;2-3 decomposable if and only if G
is not a z-tree, which is recursively de:ned as follows:
A single edge is a z-tree and any graph obtained by identifying a vertex of degree
1, of an additional copy of K1;2, with any vertex of a z-tree, is also a z-tree.
Proof. If a graph G includes a vertex v of degree 2, adjacent to another vertex x, of
degree 1, we say that the K1;2-subgraph, centered at v, is loose. The edge incident to
x is referred to as the remote edge of that subgraph.
Using this notation, a z-tree is either a single edge, or it is obtained by appending
a new loose K1;2-subgraph to a smaller z-tree.
The proof of this theorem follows easily from the following lemma.
Lemma 2.3. The edge set of a connected odd graph with more than 3 edges, which
is neither a z-tree, nor a simple cycle nor a simple star, can be partitioned into two
connected subgraphs, neither of which is a z-tree.
Proof. Let G be a graph as stated above. We can assume that G admits no loose
K1;2-subgraph H , otherwise H and G −H would form the required partition (since G
is not a z-tree, neither is G − H).
If G is a tree we focus on a vertex v, which is adjacent to at least one vertex of
degree 1 and to exactly one vertex of degree greater than 1. No loose K1;2 exists and
hence, d(v)¿ 3. The partition is formed by splitting G into a 3-star S, centered at v,
and an even connected graph G − S (notice that a z-tree is always odd).
If G is not a tree, let C be a simple cycle in G. Consider a connected nonempty
component B of G−C; there exists one, since the entire graph G is not a cycle. If B
is not a z-tree, then B and G − B provide the required partition (G − B contains the
cycle C and hence it is not a z-tree).
If B is a z-tree with at least 3 edges, then, since no loose K1;2-subgraph of B is loose
in G (see above), there exists a loose K1;2-subgraph of B with a remote edge e, such
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that C ∪ {e} is connected. The partition, in that case, consists of the even connected
subgraph B′ =B−{e} and the odd connected subgraph G−B′ (which, again, contains
the cycle C and thus is not a z-tree).
If B is a single edge then it is contained in a 3-star S, where the other two edges
are from C, and G − S is an even connected graph.
Any cycle and any star of 2 edges at least are easily shown to be S1;2-3 decompos-
able. Furthermore K1;2-decomposability of even graphs [5] and S1;2-3 decomposability
of the graph K1;2, ensures S1;2-3 decomposability for even graphs G. Lemma 2.3 there-
fore implies S1;2-3 decomposability of every connected G which is not a z-tree.
On the other hand, the only way to cover the remote edge of a loose K1;2 subgraph
with multiplicity 3, is by S1;2-3 decomposing that loose subgraph. Since a single edge
is not S1;2-3 decomposable, neither is any other z-tree.
We turn now to these values of  for which S1;2- decomposition is NPC. We rely
here on the following observation.
Theorem 2.4. Deciding whether the edge set of a given connected input graph, can
be partitioned into connected subgraphs with k edges in each, is NP-complete, for
every :xed integer k¿ 3.
Proof. Let G be an input graph for K1; k -decomposition, which is known to be an
NP-complete problem for every /xed k¿ 3, see e.g. [6].
Let G′ be obtained from G by subdividing every edge (x; y) into two new edges,
(x; z) and (y; z) and appending a path with k − 1 edges, starting at z and otherwise
vertex disjoint from the rest of the graph.
If G admits a K1; k -decomposition D then every edge (x; y) in any k-star in D can be
replaced by the edge (x; z) of G′. The remaining edges of G form a union of disjoint
paths of length k.
On the other hand, these paths are the only connected subgraphs of G′ with k edges,
which include their farthest edges. When these paths are removed, the remaining graph
forms an arbitrary decomposition of G into stars. Hence, any partition of G′ into
subgraphs of size k induces a K1; k -decomposition of G.
Theorem 2.5. S1;2-2 decomposition is NPC.
Proof. A graph G admits an S1;2-2 decomposition if and only if its edge set can be par-
titioned into connected components with three edges, each formed by two S1;2-subgraphs
which share the edge of multiplicity 1. Deciding whether an input graph admits such
a partition is NPC by Theorem 2.4.
Theorem 2.6. S1;2-5 decomposition is NP-complete.
Although we do not explicitly rely here on Theorem 2.4, the proofs of the two
theorems go along similar lines.
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x x3 x2 x1 z y1 y2 y3 y4  1         2  3          3  2          1     4            2 3          3  2          1  4          5  0
0         0       0
5         5       5
4      4         4
1    1      1
mod 3mod 3 mod 3
Fig. 1. S1;2 5-decomposition of R(x;y).
Proof of Theorem 2.6. Let G be an input graph for K1;3-decomposition. Let G′ be ob-
tained from G by subdividing every edge (x; y) into an eight edges long path, on ver-
tices (x; x3; x2; x1; z; y1; y2; y3; y), in that order, and appending three paths of length two,
sharing z as an endvertex and otherwise vertex disjoint . Let Re denote the subgraph
of G′ thus replacing the edge e of G (see Fig. 1). We claim that S1;2 5-decomposition
of G′ is equivalent to K1;3-decomposition of G.
If G admits a K1;3-decomposition D, then for each 3-star S in D, centered at a vertex
x, we consider a 3-star S ′, in G′, where every edge (x; y) of S is replaced by the edge
(x; x3) of R(x;y). Each such 3-star S ′ is now S1;2-4 decomposed. An S1;2-5 decomposition
of G′, is obtained by S1;2 decomposing the rest of the subgraphs R(x;y), as indicated
by Fig. 1. The numbers around each vertex in the /gure are the multiplicities of each
edge in an S1;2-decomposable multistar centered at that vertex.
On the other hand, in any attempt to decompose G′, starting at the three vertices of
degree 1 in the subgraph R(x;y) (other than vertices x and y), the multiplicity partition
in the emphatic boxed part of Fig. 1 is uniquely determined by Lemma 2.2, and so is
the multiplicity partition of the simple path between x3 and y2 (except, of course, for
the symmetry of switching x and y). This way or the other, the modulo 3 values of
the partition are uniquely determined on the entire subgraph R(x;y). It turns out that the
multiplicities contributed to the edges (x; x3) and (y; y3) by S1;2-subgraphs centered at
x and y are 0 (mod 3) at one end and 1 (mod 3) at the other. We say that the edge
(x; y) of G is centered at x, respectively at y, if (x; x3), respectively (y; y3) is covered
with multiplicity 1 (mod 3) by S1;2-subgraphs centered at x, respectively, at y.
An S1;2 5-decomposition of G′ contains such covers of all subgraphs Re. The
sum of the multiplicities contributed by any set of S1;2-subgraphs is 0 (mod 3) and
hence the number of edges centered at each vertex x is 0 (mod 3), which implies a
K1;3-decomposition of G.
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