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1 Introduction
The theory of dynamical systems is used in many fields of study to model the evolution of systems
over time. However, most objects of real-world interest are too complicated to be modeled exactly by
a dynamical system. The random fluctuations that occur in nature are conventionally disregarded
when analysis is performed, a practice that may be dubious in some situations.
In [4], we have considered hybrid systems that consist of a set of continuous time dynamical
systems over a compact space, where the dynamical system acting at each time is determined by
Markov chain. We have taken {Zn} to be a randomly determined sequence of Markov states in
some finite state space, and we have used this construction to find invariant probability measures.
In this paper, we change gears and instead treat {Zn} as a preselected, deterministic sequence
of states. This approach to Markov chains has been studied in some detail in [1]. We will adapt
the results to our continuous time hybrid system, and we will see that under this new formulation,
the hybrid system can be treated as a dynamical system rather than a stochastic one. We begin by
trying to understand the space on which this dynamical system lives, showing that it is compact. As
a result, we can discuss limit sets and Morse decompositions of the hybrid dynamical system, but
we find that the limiting behavior of the system can be highly irregular. We explore three simple
examples, illustrating the variety that is possible in the limiting behavior of hybrid dynamical
systems.
2 Directed Graphs and Dynamical Systems on Graphs
The majority of the definitions, theorems, and notation in this section were borrowed from [1].
The proof of all of these theorems can be found there as well. We introduce basic definitions for
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directed graphs associated with symbolic dynamical systems that will be used in the remainder of
the paper.
2.1 Directed Graphs
Definition 1. A finite directed graph G = (V,E) is a pair of sets V = {1, ..., n} called vertices,
and E ⊆ V × V , called edges.
Definition 2. Any graph G = (V,E) has a set P = {(x1, ..., xk), |(xi, xi+1) ∈ E ; i, k ∈ N}. Any
element of P is called an admissible path of G.
Definition 3. The out-degree of any α ∈ V , denoted o(α), is the number of γ ∈ P with length 1
and γ1 = α.
Definition 4. The in-degree of any α ∈ V , denoted i(α), is the number of γ ∈ P with length 1 and
γF = α.
Definition 5. A finite directed graph G = (V,E) with o(α) ≥ 1, i(α) ≥ 1; for all α ∈ V is called
an N -graph.
Definition 6. A communicating class in an N -graph G = (V,E) is a subset C ⊆ V for which two
things are true:
1. For all α, β ∈ C there exists γ ∈ P such that γ1 = α and γF = β.
2. There exists no C ′ ⊃ C where for all α′, β′ ∈ C ′ there exists γ′ ∈ P such that γ′1 = α′ and
γ′F = β
′. This condition is called maximality.
Definition 7. Communicating classes can be classified further in two ways:
1. A communicating class C is variant if there exists γ ∈ P with γ1 ∈ C and γF 6∈ C.
2. A communicating class C is invariant if for all γ ∈ P with γ1 ∈ C, γF ∈ C.
Remark 8. Note that the empty set is not a communicating class because the empty set does not
meet the requirements for maximality.
Theorem 9. Every N -graph contains an invariant communicating class.
2.2 Dynamical Systems
Definition 10. A dynamical system (d.s.) on a metric space X is given by a map Φ : T×X → X
that satisfies Φ(0, x) = x and Φ(t + s, x) = Φ(t,Φ(s, x)) for all x ∈ X and all t, s ∈ T. Φ can be
expressed by two different but equivalent notations for x, x′ ∈ X and t ∈ T:
Φ(t, x) = x′ orΦt(x) = x′
[2].
Definition 11. A d.s. is 1-sided when T = N or T = R+. A d.s. is 2-sided when T = Z or T = R.
Lemma 12. Any 2-sided d.s. with mapping Φt has an inverse mapping Φ−t where
Φt ◦ Φ−t(x) = Φ−t ◦ Φt(x) = Id(x) = x
2
Definition 13. The ω-limit set of an element x ∈ X is
ω(x) = {y ∈ X|(∃ tk →∞, k ∈ N)(Φ(tk, x)→ y)}.
The α-limit set of an element x ∈ X is
α(x) = {y ∈ X|(∃ tk → −∞, k ∈ N)(Φ(tk, x)→ y)}.
Definition 14. The ω-limit set of a subset Y ⊆ X is given by
ω(Y ) = {y ∈ X|(∃ tk →∞, yk ∈ Y, k ∈ N)(Φ(tk, yk)→ y)}.
The α-limit set of a subset Y ⊆ X is given by
α(Y ) = {y ∈ X|(∃ tk → −∞, yk ∈ Y, k ∈ N)(Φ(tk, yk)→ y)}.
2.3 Shift Spaces
Definition 15. Given an N -graph G = (V,E), the bi-infinite product space Υ of the set V =
{1, ..., n} is the set of all bi-infinite sequences x = (...x−1, x0, x1, ...) where xi ∈ V for all i ∈ Z.
Definition 16. Given an N -graph G = (V,E) with A ⊂ V and α ∈ V , we define:
• Ω = { (..., x−2, x−1, x0, x1, x2, ...) | (xi, xi+1) ∈ E } to be the shift space of G.
• ΩA = { x ∈ Ω | xi ∈ A for all i ∈ Z } to be the lift of A.
The flow on this dynamical system is determined by the left shift mapping Φ, defined in [1]. It is
in this paper that a metric is defined, and it is shown that this shift operator is continuous, and
that Ω is compact.
3 Generalization of the Shift Space to Continuous Time
3.1 ∆¯ and ∆
Note that in [1], the flow on Ω is a discrete time dynamical system. However, to insert this behavior
into another dynamical systems to create a hybrid system, it requires that we extend this system
to a continuous time dynamical system. The obvious extension of a sequence into a function on R
is a piecewise constant function.
Definition 17. Let
Λ¯ =
{
x : R→ S
∣∣∣∣ {x(ih)}i∈Z ∈ Υx is piecewise constant on [nh, (n+ 1)h)∀n ∈ Z
}
and
Λ = {x(·+ t)|x ∈ Λ, t ∈ R}.
Definition 18. Let
∆¯ =
{
x : R→ S
∣∣∣∣ {x(ih)}i∈Z ∈ Ωx is piecewise constant on [nh, (n+ 1)h) ∀n ∈ Z
}
and
∆ = {x(·+ t)|x ∈ ∆, t ∈ R}.
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In other words, Λ and ∆ are the sets of functions that result from translating the functions in Λ¯
and ∆¯, respectively, by some t ∈ R. We allow for all horizontal translations of functions in Λ¯ and
∆¯ in order for the spaces to be closed under shifts by t for all t ∈ R.
The next definition adapts the shift operator to continuous time by taking functions in ∆¯ as a
generalization of bi-infinite sequences in Ω.
Definition 19. Let
ψ : R× ∆¯→ ∆¯
(t, x(·)) 7→ x(·+ t)
Note that ψ satisfies the flow property:
ψ(s+ t, x(k)) = x(k + s+ t) = x((k + t) + s) = ψ(s, x(k + t)) = ψ(s, ψ(t, x(k))).
We now impose a metric on the set of functions ∆¯.
Definition 20. Define the function
f : ∆¯× ∆¯× Z→ R
(x, y, i) 7→ 1h
∫ (i+1)h
ih
δ(x, y, t)dt
where
δ(x, y, t) =
{
1 if x(t) 6= y(t)
0 if x(t) = y(t)
Theorem 21. The function
d : ∆¯× ∆¯→ R
(x, y) 7→
∞∑
i=−∞
f(x, y, i)
4|i|
is a metric on ∆¯.
Proof.
1. (Non-negativity) f(x, x, i) = 0, for all i ∈ Z. Therefore, d(x, x) = 0. For x 6= y, f(x, y, i) 6= 0
for at least one i ∈ Z, and f(x, y, i) ≥ 0 for all i ∈ Z. Therefore, d(x, y) > 0 for all x 6= y.
2. (Symmetry) Clearly, δ(x, y, t) = δ(y, x, t) for all t ∈ R, x, y ∈ ∆¯. So, f(x, y, i) = f(y, x, i),
d(x, y) = d(y, x).
3. (Triangle inequality) Choose x, y, z ∈ ∆¯. If x = z, then as d(x, z) = 0 and d is nonnegative,
then clearly for all y ∈ ∆¯, d(x, z) ≤ d(x, y) + d(y, z).
If x 6= z, then there exists t ∈ R such that x(t) 6= z(t). If x(t) 6= z(t), then either x(t) 6= y(t)
or y(t) 6= z(t). Therefore, δ(x, z, t) = 1 implies that δ(x, y, t) = 1 and/or δ(y, z, t) = 1, so
f(x, z, i) ≤ f(x, y, i) + f(y, z, i). Since d is a linear combination of f ’s, d(x, z) ≤ d(x, y) +
d(y, z).
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Proposition 22. The mapping σ : Ω → ∆¯ where x 7→ x(t) where x(i) = xi for all i ∈ Z is an
isometric isomorphism.
Proof. By the construction of ∆¯, σ is clearly bijective.
To show that σ is an isometry, it suffices to show that f(x, y, i) = f¯(xi, yi), where
f¯(xi, yi) =
{
1 if x(i) 6= y(i)
0 if x(i) = y(i)
since the bi-infinite sums for d and d¯ are identical. Note that
f(x, y, i) =
1
h
∫ (i+1)h
ih
dt = 1 = f¯(xi, yi)
for x(i) 6= y(i).
f(x, y, i) =
1
h
∫ (i+1)h
ih
0 · dt = 0 = f¯(xi, yi)
for x(i) = y(i). So indeed, f(x, y, i) = f¯(xi, yi), and d(x, y) = d¯({xi}, {yi}).
Lemma 23. ψt is continuous for all t ∈ R.
Proof. Given x, y ∈ ∆¯, we need to show that for all  > 0, there exists δ > 0 such that
d(x, y) < δ ⇒ d(ψt(x), ψt(y)) < .
Given any  > 0, take δ = 4n , where n =
⌈| th |⌉, the least integer greater than the absolute value of
t
h . It is useful to rewrite d(x, y) in the form
d(x, y) =
1
h
∫ ∞
−∞
1
4
∣∣∣b t′h c∣∣∣ δ(x, y, t
′)dt′
where δ is as defined above. Given this, we can write
d(ψt(x), ψt(y)) =
1
h
∫ ∞
−∞
1
4
∣∣∣b (t+t′)h c∣∣∣ δ(x, y, t
′)dt′
And,
1
4
∣∣∣b (t+t′)h c∣∣∣ ≤ 4
d| th |e 1
4
∣∣∣b t′h c∣∣∣
So,
d(ψt(x), ψt(y)) =
1
h
∫ ∞
−∞
1
4
∣∣∣b (t+t′)h c∣∣∣ δ(x, y, t
′)dt′
≤ 4d| th |e 1
h
∫ ∞
−∞
1
4
∣∣∣b t′h c∣∣∣ δ(x, y, t
′)dt′
= 4d| th |ed(x, y)
< 4d| th |eδ
= 
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Lemma 24. ∆ is compact.
Proof. We will show that given any sequence {xn}, n ∈ N of functions xn ∈ ∆, there exists a
subseqence converging to some x ∈ ∆. To do this, we consider the space ∆ to be the product of
a circle of length h with the set of allowable bi-infinite sequences, S1 × Ω, where S1 ≡ R mod h.
An element xn of ∆ identifies with an element of S1 × Ω by taking yn ∈ Ω to be the sequence of
constant values of xn, with xn(0) ≡ yn0 , xn(h) ≡ yn1 , etc., and taking τ ∈ [0, h) to be the unique
offset so that xn(t− τ) ∈ ∆¯.
S1 is compact. Therefore, given the sequence {xn} ∈ S1 × Ω, there exists a subsequence
{xnk}, k ∈ N for which the offsets {τnk} converge to a value in [0, h). Therefore, there exists a
convergent subsequence {τnk} of {τn}.
For this subsequence {xnk}, we want to show that there exists a subsequence {xnkj }, j ∈ N
such that the bi-infinite sequences {ynkj } converge. We do this inductively, beginning with the
subsequence {ynkj0 }. We know that {ynk0 } is an infinite sequence of finitely many values, since the
state space S is finite. Therefore, by the pigeonhole principle, there is one value that is repeated
infinitely many times. Take {ynkj0 } to be this value, s0, so that xnkj (0) = s0 for all j ∈ N.
Now, we induct. Given a subsequence of {xnk} that converges at t = 0, h,−h, 2h,−2h, ...,
mh,−mh, we deduce that there must be a subsequence of this subsequence with one value xnk((m+
1)h) = s(m+1)h repeated infinitely many times, and likewise for x
nk(−(m + 1)h) = s−(m+1)h. In
this manner, we get an infinite subsequence {ynkj }, hence {xnkj }, converging to a function that is
piecewise constant on [τ + nh, τ + (n+ 1)h), n ∈ Z, τ ∈ [0, h], with values in S.
Finally, we have to show closure. That is, we need to show that transitions x(mh)→ x((m+1)h)
in our limit function are allowable. Otherwise, all we would have shown is compactness of Λ¯, rather
than compactness of ∆. Suppose that x /∈ ∆. Then, there exists some m ∈ Z such that the
transition x(mh) → x((m + 1)h) is not allowed. But, since {xnkj } converges to x, we can take N
large enough so that j > N ⇒ xnkj (mh) = x(mh), xnkj ((m+ 1)h) = x((m+ 1)h). And, xnkj ∈ ∆,
so the transition x
nkj (mh)→ xnkj ((m+1)h) must be allowable. This is a contradiction. Therefore,
{xnkj } → x ∈ ∆.
3.2 Morse Sets and Topological Chaos
For the following definitions and Proposition 28, taken from [2], let X be a compact metric space
with an associated flow Φ.
Definition 25. A set K ⊆ X is called invariant if Φ(t, x) ∈ K for all x ∈ K, t ∈ R.
Definition 26. A set K ⊆ X is called isolated if there exists a neighborhood N of K (i.e. a set N
with K ⊂ int N) such that Φ(t, x) ∈ N for all t ∈ R implies x ∈ K.
Definition 27. A Morse Decomposition on X is a finite collection {Mi, i = 1, ..., n} of non-void,
pairwise disjoint, invariant, isolated, compact sets such that
1. For all x ∈ X,ω(x), α(x) ⊆
n⋃
i=1
Mi.
2. If there exist M0,M1, ...,Ml and x1, ...xl ∈ X \
n⋃
i=1
Mi with α(xj) ⊆Mj−1 and ω(xj) ⊆Mj
for j = 1, ..., l, then M0 6= Ml. This condition is equivalent to to the statement that there
are no cycles between the sets of the Morse decomposition.
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The sets Mi above are called Morse sets.
Proposition 28. The relation  given by
Mi Mk if there are Mi,Mj1 , ...,Mjl =Mk and x1, ..., xl ∈ X
with α(xm) ⊆Mjm−1 and ω(xm) ⊆Mjm for m = 1, ..., l.
is an order (satisfying reflexivity, transitivity, and antisymmetry) on the Morse setsMj of a Morse
decomposition.
The proof of this proposition can be found in [2].
Definition 29. The lift ∆¯C ⊆ ∆¯ of a communicating class C is defined by
∆¯C ≡ {f ∈ ∆¯|f(t) ∈ C ∀ t ∈ R}
∆C is defined as
∆C ≡ ∆¯C ∩∆
Theorem 30. The lifts of the communicating classes ∆¯C are Morse sets for the dynamical system
ψ.
Proof. We check the seven conditions in turn.
1. Non-void Since the empty set is not a communicating class, the lift of any communicating
class must be non-empty.
2. Pairwise disjoint Suppose that there exists f ∈ ∆¯C , ∆¯C′ with C 6= C ′. Then, f(0) ∈ C,C ′.
But, by the maximality of communicating classes, f(0) ∈ C,C ′ implies C = C ′. So, ∆¯C =
∆¯C′ .
3. Invariant By construction of ∆¯, ψ(t, f) ∈ ∆¯ for all t ∈ R, f ∈ ∆¯. And, if f(s) ∈ C for all
s ∈ R, then ψ(t, f)(s) = f(t+ s) ∈ C. So, ψ(t, f) ∈ ∆¯C for all t ∈ R, f ∈ ∆¯C .
4. Isolated Pick  = 1/4. Suppose that there exists g /∈ ∆¯C such that for some f ∈ ∆¯C ,
d(g, f) < . Since g /∈ ∆¯C , there exists t0 such that g(t0) /∈ C. Let g′ = ψ(−t0, g), so
that g′(0) /∈ C. But then, g′ differs from any function in ∆¯C on at least some interval of
length h containing 0. The distance, therefore, between g′ and any function in ∆¯C must be
greater than 1/4. So, given any g /∈ ∆¯C but within 1/4 of ∆¯C , there exists t0 such that
d(ψ(t0, g), f
′) > 14 for any f
′ ∈ ∆¯C . Hence, ∆¯C is isolated.
5. Compact By an argument similar to that for compactness of ∆ and by compactness of ΩC ,
∆¯C is compact.
6. No cycles Again, this is similar to the corresponding proof in [1]. Suppose that there exist
f, g ∈ ∆¯ such that α(f) ⊆ ∆¯C , α(g) ⊆ ∆¯C′ and ω(g) ⊆ ∆¯C , ω(f) ⊆ ∆¯C′ . Then, since all
the transitions in f, g must be allowable, there must exist an admissible path from C to C ′
as well as one from C ′ to C. But, this contradicts maximality of communicating classes. So,
no such cycle exists.
Definition 31. A flow on a metric space X is called topologically transitive if there exists x ∈ X
such that ω(x) = X.
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Lemma 32. Given any communicating class C, there exists f∗ ∈ ∆¯C such that ω(f∗) = ∆¯C (i.e.
ψ is topologically transitive on lifts of communicating classes).
Proof. It has been shown in [1] that for the discrete system, there exists x∗ ∈ ΩC such that
ω(x∗) = ΩC . By the correspondence between sequences in Ω and functions in ∆, there exists
f∗ ∈ ∆C given by
f∗(nh) = x∗n, n ∈ Z
such that ∆C ⊆ ω(f∗). And, since ∆¯C is given by the shifts ψ(t,∆C), it is clear that ∆¯C ⊆ ω(f∗).
∆¯C is invariant by Theorem 30, so ω(f
∗) ⊆ ∆¯C , and ω(f∗) = ∆¯C .
Since the ω-limit sets of a point on a compact space are connected, we get the following corollary.
Corollary 33. ∆¯C is connected.
Proposition 34. The set of all functions f∗ satisfying ω(f∗) = ∆¯C is dense in ∆¯C
Proof. Given f ∈ ∆¯C , there exists f∗ such that f ∈ ω(f∗), by Lemma 32. Therefore, given  > 0,
there exists t ∈ R such that d(ψ(t, f∗), f) < . ω(f∗) = ∆¯C implies ω(ψ(t, f∗)) = ∆¯C . So, for
any f ∈ ∆¯C and any  > 0, there exists a function ψ(t, f∗) ∈ ∆¯C with d(ψ(t, f∗), f) <  and
ω(ψ(t, f∗)) = ∆¯C .
Definition 35. A Morse Decomposition {M1, ...,Mn} is called finer than a Morse Decomposi-
tion {M′1, ...,M′l} if for all j ∈ {1, ..., l} there exists i ∈ {1, ..., n} such that Mi ⊆ M′j, where
containment is proper for at least one j.
Theorem 36. The lifts of the communicating classes ∆¯C form a finest Morse decomposition on
∆¯.
Proof. Suppose there exists a finer Morse decomposition. Then, for some C, there exists a Morse
set K ( ∆¯C , a proper containment. Suppose first that there is only one such K. By the definition
of a Morse set, K must contain the ω-limit sets of ∆¯C .
But, by Lemma 32, there exists f∗ ∈ ∆¯C such that ω(f∗) = ∆¯C . Therefore, ∆¯C ⊆ K, so K is
not a proper subset of ∆¯C .
Now, suppose that for this finer Morse decomposition, there exist several Morse sets K1, ...,Kn
such that each Ki ( ∆¯C . By the definition of a Morse set, K1, ...Kn are pairwise disjoint and
compact. But, since ω(f∗) = ∆¯C , we must have
n⋃
i=1
Ki = ∆¯C . By Corollary 33, ∆¯C is connected.
And, the union of finitely many, pairwise disjoint compact sets cannot be connected. Thus, no finer
Morse decomposition exists.
Definition 37. A flow Φ on a metric space X has sensitive dependence on initial conditions if
there exists δ > 0 such that for every x ∈ X and every neighborhood B of x, there exists y ∈ B and
t > 0 such that d(Φt(x),Φt(y)) > δ.
Definition 38. A flow on a metric space X is chaotic if it has sensitive dependence on initial
conditions and is topologically transitive.
Lemma 39. Consider a graph G consisting of a single communicating class C for which the out-
degree of at least one vertex is at least two. Then, ψ on ∆¯ has sensitive dependence on initial
conditions.
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Proof. Take δ = 12 . Given x ∈ ∆¯, we construct a function y ∈ ∆¯ such that x and y are discontinuous
at the same times mod h. Given ε > 0, take N large enough so that
−N∑
i=−∞
1
4|i|
+
∞∑
i=N
1
4|i|
< ε.
Thus, taking x(t) = y(t) on t ∈ [−Nh,Nh] ensures that d(x, y) < ε. Now, we just need to show
that there exists m > N ∈ R so that y(t) 6= x(t) for all t ∈ [mh, (m + 1)h). This would imply
that d(ψ(mh, x), ψ(mh, y)) ≥ 1 > δ. To show that such an m exists, let γ1 denote the vertex with
out-degree greater than one. If there does not exist a t > Nh such that x(t) = γ1, then given
x(Nh) = γN , let y(t), t > Nh follow a path from γN to γ1. Such a path must exist since G consists
of a single communicating class, so there exists a path between any two vertices in G. Thus, we
would have x(t0 + t) 6= γ1, y(t0 + t) = γ1 for some t0 > Nh, t ∈ [0, h), so we can take m = t0h .
If there does exist a t > Nh such that x(t) = γ1, then define γ2 = x(t + h), and take t1 so that
x(t1 + t) = γ1 for t ∈ [0, h). Since the out-degree of γ1 is greater than one, there exists an edge
from γ1 to some other vertex, γ3 (note that it is possible that either γ1 = γ2 or γ1 = γ3, but not
that γ2 = γ3). Set y(t1 + h) = γ3, and take m =
t1+h
h .
Applying Lemmas 32 and 39 yields the following result.
Theorem 40. Consider a graph consisting of a single communicating class for which the out-degree
of at least one vertex is greater than one. Then, ψ is chaotic on ∆¯.
4 The Deterministic Hybrid System
Now that the behavior on ∆ has been determined given a natural number n and an N -graph on n
vertices, we consider the action of a function f ∈ ∆ on a set of n dynamical systems.
Consider an N -graph G with n vertices. Take a collection of n dynamical systems {φ1, ..., φn}
on a compact space M ⊂ Rd, where each vertex of G corresponds to one dynamical system φi.
Take f ∈ ∆¯. Define ϕ(t, x, f) : R×M × ∆¯→M by
ϕn(t, x, f) = ϕt(x, f) = φim(τm − τm−1, φim−1(τm−1 − τm−2, ...φi1(τ1, x)))
where the τk’s satisfy 0 = τ0 < τ1 < ... < τm = t and f(τ) = ij for τ ∈ [τj−1, τj).
Thus, ϕ(t, x, f) is given by the flow along the dynamical system φi during the period of time
for which f = i. With this, we can explicitly define our deterministic hybrid system. Consider
Φt(x0, f0) ≡
(
ϕt(x0, f0)
ψt(f0)
)
with initial conditions f0 ∈ ∆¯, and x0 ∈M . Let ψt(f0) = ft and notice that
Φ0(x0, f0) =
(
x0
f0
)
Then,
Φt+s(x0, f0) =
(
ϕt+s(x0, f0)
ft+s
)
=
(
ϕt(ϕs(x0, f0), fs)
ft ◦ fs
)
= Φt ◦ Φs(x0, f0).
Thus, Φt is in fact a flow, so the deterministic hybrid system is a dynamical system.
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4.1 Limit Sets on M × ∆¯
Part 6 of Theorem 30 yields the following corollary.
Corollary 41. Given y ∈ M × ∆¯, the ∆¯ component of α(y) is contained in ∆¯C for some some
communicating class C, and the ∆¯ component of ω(y) is contained in ∆¯C′ for some some commu-
nicating class C ′.
The implication of this corollary is that in order to find the α/ω-limit sets of M × ∆¯, we
only need study the α/ω-limit sets of trajectories whose states are contained entirely within one
particular communicating class.
Definition 42. Given a set X ⊆M × ∆¯, we define the projection of X onto M by
piM (X) ≡ {x ∈M |∃ fsuch that (x, f) ∈ X}
Define the projection of X onto ∆¯ by
pi∆¯(X) ≡ {f ∈ ∆¯|∃xsuch that (x, f) ∈ X}
.
Given a hybrid system whose graph G contains some vertex γ, with corresponding dynamical
system φγ on M , define ωγ(x), x ∈M to be the ω-limit set of x for the flow φγ . Define αγ(x) to be
the α-limit set of x for φγ .
Lemma 43. If, given a vertex γ ∈ V has an edge from and to itself, then there exists f ∈ ∆¯ such
that
ωγ(x) = piM (ω(x, f))
αγ(x) = piM (α(x, f))
for all x ∈M .
Proof. Since there is an edge from γ to itself, the function in f ∈ Λ¯ given by f ≡ γ is an element of
∆¯. This corresponds to running φγ for all of time. Clearly, the projection of the limit sets of this
system onto M are the precisely those of φγ .
Theorem 44. Consider a graph G consisting of a single communicating class C for which every
vertex has an edge starting and ending at itself and a corresponding finite set of dynamical systems
{φi}, each of which has a Morse decomposition {Mi1,Mi2, ...,Mini}. Then, for all x ∈ M , there
exists f ∈ ∆¯ such that
piM (ω(x, f)) ∩ (
⋃
j
Mij) 6= ∅ ∀ i.
Proof. Given any x00, any  > 0, and any φ1, there exists a time t10 such that φ1(t10, x00) is within
ε of an ω-limit set of φ1 by definition of ω-limit sets. Since the Morse sets of φ1 contain the ω-limit
sets of φ1, being within  of an ω-limit set implies being within ε of a Morse set. So, let f(t) = γ1
for t ∈ [0, t10), and let φ1(t10, x00) = x10. Now, consider a second dynamical system φ2, represented
in G by the vertex γ2. Since the graph consists of a single communicating class, it is possible to
transition from vertex γ1 to vertex γ2 in a finite time. Again, pick t20 so that φ2(t20, x10) ≡ x20
is within ε of an ω-limit set, hence Morse set, of φ2. Iterate this process for all n vertices in the
communicating class, yielding a point φn(tn0, x(n−1)0) ≡ xn0.
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Next, repeat the above procedure for 2 . That is, find t11 such that φ1(t11, xn0) ≡ x11 is within

2 of a Morse set of φ1, t21 such that φ2(t21, x11) is within

2 of a Morse set of φ2, etc. Repeat for

4 ,

8 , .... In the limit, for each vertex γi, we get a sequence of points {xij}, j = 0, 1, 2, ... such that
xij is within

2j
of a Morse set of φi. Since there are only finitely many Morse sets for each φi,
there exists a subsequence {xijk} of {xij} converging to one particular Morse set Mil of φi. Thus,
piM (ω(x00, f)) ∩Mil 6= ∅.
Clearly, the equivalent theorem applies to α-limit sets, going backwards in time. The example
of section 6.1 demonstrates that the existence of self loops is necessary for this theorem to hold.
4.2 Morse Sets on M × ∆¯
The following definitions and theorem come from [2]. Suppose X is a compact space with associated
flow Φ.
Definition 45. Given x, y ∈ X and , T > 0, an (, T )-chain from x to y is given by a natural
number n ∈ N together with points
x0 = x, x1, ..., xn = y ∈ X and times T0, ...Tn−1 ≥ T
such that d(Φ(Ti, xi), xi+1) <  for i = 0, 1, ..., n− 1.
Definition 46. A point x ∈ X is chain recurrent if for all , T > 0 there exists an (, T )-chain
from x to x. A subset Y ⊆ X is chain transitive if for all x, y ∈ Y and all , T > 0, there exists an
(, T )-chain from x to y.
Theorem 47. Suppose X has a finest Morse decomposition {M1, ...,Mn}. Then, x is chain
recurrent for all x ∈Mi, and each Mi is connected.
With this machinery, we are in a position to define a new term and state a theorem regarding
the hybrid system.
Definition 48. Given a compact set A ⊂ X, we call A an attracting region for a flow Φ if there
exists an open neighborhood N(A) of A such that ω(N(A)) ⊆ A. We call a compact set R a repelling
region for Φ if there exists an open neighborhood N(R) such that α(N(R)) ⊆ R.
Theorem 49. Suppose that A ( M is an attracting region for every individual dynamical system
φi, i ∈ {1, ..., n} of a hybrid system. Then, there exists a non-trivial Morse decomposition on M×∆.
Furthermore, if there exists a finest Morse decomposition on M ×∆, then it contains a Morse set
MA such that piM (MA) ⊆ A.
Proof. Let N(A) ≡
l⋂
i=1
Ni(A) ⊂ M be the intersection of the neighborhoods Ni(A) around A
admitted by each of the flows φi, and note that N(A) is also an open neighborhood of A. Clearly,
if A (M is an attracting region for each flow φi, then A×∆ is an attracting region for the hybrid
system flow Φ, as we can take N(A)×∆ to be the open neighborhood around A×∆.
Given x ∈ N(A), let B be some closed neighborhood containing A but contained in N(A) so
that x /∈ B. Let C be some closed neighborhood properly containing B but contained in N(A) so
that x ∈ C. Let ∂B and ∂C denotes the boundaries of B and C, respectively. Note that ∂B and
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∂C contain their boundaries and are bounded since M is bounded, so that ∂B and ∂C are both
compact.
We want to show that there exists a time T such that ϕT (y, f) ∈ B for all y ∈ ∂C, f ∈ ∆. Sup-
pose not. Then, for each n ∈ N, there exists tn > n, xn ∈ ∂C, fn ∈ ∆ such that ϕtn(xn, fn) ∈ ∂B.
This gives rise to sequences {tn}, {xn}, {fn}, and {ϕtn(xn, fn)} with {tn} → ∞. By compactness
of ∂C, ∆, and ∂B, the sequences {xn}, {fn}, and {ϕtn(xn, fn)} have convergent subsequences,
so that there exists {nj} with {tnj} → ∞, {xnj} → xˆ, {xnj} → xˆ ∈ ∂C, {fnj} → f ∈ ∆, and
{ϕtnj (xnj , fnj )} → x¯ ∈ ∂B. But then, x¯ ∈ piM (ω(N(A) × ∆)). Since x¯ ∈ ∂B ⊂ N(A) \ A, this
contradicts the definition of an attracting region.
So, such a T exists. Take  < min(d(x,B), d(C,B)). Since any trajectory starting in C \ B
will flow into B by time T , and since the distance from any point in B to x is greater than , no
(, T )-chain from x to itself exists. Therefore, (x, f) is not chain recurrent for any f ∈ ∆¯. But, if
the only Morse decomposition were trivial, then all of M × ∆¯ would be the only Morse set, hence
chain recurrent by Theorem 47. This is a contradiction. Thus, there exists a non-trivial Morse
decomposition.
If it is known that a finest Morse decomposition exists on M × ∆¯, then the fact that any
solution beginning in N(A) flows into A and remains there implies that the intersection of A with
the projection of some limit set onto M is nonempty. Since (N(A) \A)× ∆¯ is not chain recurrent,
as shown, (N(A) \ A) × ∆¯ cannot be contained in a Morse set. So, there exists a Morse set MA
such that piM (MA) ∩ A 6= ∅, piM (MA) ∩ (N(A) \ A) = ∅. Since the Morse sets of a finest Morse
decomposition are connected, this means that piM (MA) ⊆ A.
By the same argument, going backwards in time, we get the same result for repelling regions.
Corollary 50. Suppose that R ( M is a repelling region for every individual dynamical system
φi, i ∈ {1, ..., l} of a hybrid system. Then, there exists a non-trivial Morse decomposition on M×∆¯.
Furthermore, if there exists a finest Morse decomposition on M × ∆¯, then it contains a Morse set
MR such that piM (MR) ⊆ R.
Theorem 49 and Corollary 50 have important ramifications for hybrid systems that consist of
several, slightly-perturbed individual dynamical systems. If each of these systems has an attracting
or repelling fixed point in some neighborhood, then it is likely that some attracting or repelling
region will exist that contains all of them. We have shown that the existence of such a region
implies a non-trivial Morse decomposition of the space.
Suppose now that the graph G consists of a single communcating class, C, so that ∆¯ = ∆¯C .
Definition 51. A compact invariant set A is an attractor if it admits an open neighborhood N
such that ω(N) = A. A repeller is a compact invariant set R that has an open neighborhood N∗
such that α(N∗) = R.
Note that any attractor or repeller must be contained in a Morse set, since Morse sets contain
α- and ω-limit sets. Furthermore, it can be shown that for any Morse decomposition, at least one
Morse set is an attractor and at least one Morse set is a repeller [2].
Theorem 52. Suppose that an attractor A ⊆M×∆¯ is a Morse set for some Morse decomposition.
Then, pi∆¯(A) = ∆¯.
Proof. Take (x¯, f¯) ∈ A. Since A is an attractor, there exists  > 0 and a ball B of radius  around
(x¯, f¯) such that the ω limit set of any point in the ball is contained in A. By Lemma 32, there
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exists f∗ ∈ ∆¯ so that ω(f∗) = ∆¯. Therefore, there exists t such that d(ψ(t, f∗), f¯) < . Thus,
(x¯, ψ(t, f∗)) ∈ B, so ω(x¯, ψ(t, f∗)) ⊆ A. Since ω(f∗) = ∆¯ implies ω(ψ(t, f∗)) = ∆¯, we see that
pi∆¯(A) = ∆¯.
The same argument applies for a repeller, yielding the following corollary.
Corollary 53. Suppose that a repeller R ⊆M × ∆¯ is a Morse set for some Morse decomposition.
Then, pi∆¯(R) = ∆¯.
5 Behavior Under Small Perturbations
We now analyze the behavior of a dynamical system under “small” perturbations, i.e. we compare
the global behavior of
φ : R×M →M (1)
with that of
Φ : R×M ×∆→M ×∆ (2)
Φ(t, x, f) 7→ (ϕ(t, x, f), ψ(t, f))
by looking at their respective Morse decompositions. Since the Morse decompositions of (1) live
in M , and those of (2 ) live in M ×∆, we need to make the decompositions comparable. This is
accomplished by projecting chain recurrent sets from M ×∆ down to M in the following way.
Definition 54. A set E ⊂M is called a chain set of Φ, if
1. for all x ∈ E there exists f ∈ ∆ with ϕ(t, x, f) ∈ E for all t ∈ R,
2. for all x, y ∈ E and all , T > 0 there exists an (, T )−chain from x to y,
3. E is maximal with these two properties.
Here an (, T )− chain from x to y is defined by n ∈ N , x0, ..., xn ∈ M , f0, ..., fn−1 ∈ ∆¯, and
t0, ..., tn−1 ≥ T such that x0 = x, xn = y, and d(ϕ(ti, xi, fi), xi+1) ≤  for all i = 0, ..., n− 1.
Definition 55. The lift L(A) of a set A ⊆M onto M ×∆ is defined by
L(A) = {(x, f) ∈M ×∆|piM (Φ(t, x, f)) ∈ A∀ t ∈ R)}.
It turns out that chain sets in M correspond exactly to the chain recurrent components of
(Φ,M ×∆).
Theorem 56. Let E ⊂M be a chain set of Φ.
1. The lift of E to E ⊂M ×∆ is a maximal, invariant chain transitive set of (Φ,M ×∆).
2. If E ⊂M ×∆ is a maximal, invariant chain transitive set of (Φ,M ×∆) then its projection
piM (E) is a chain set.
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Proof. (ii) Let E be an invariant, chain transitive set in M × ∆¯. For x ∈ piM (E) there exists f ∈ ∆¯
such that ϕ(t, x, u) ∈ E for all t ∈ R by invariance. Now let x, y ∈ piM (E) and choose  > 0, T > 0.
Then by chain transitivity of E , we can choose xj , uj , tj such that the corresponding trajectories
satisfy the required condition. Note also that E is maximal if and only if E is maximal.
(i) Let (x, f), (y, g) ∈ E and pick  > 0. Choose T0 > 0 large enough such that∑
j /∈[−T0,T0]
4−|j| < 
and pick T > T0. Since ϕ(2T, x, f) ∈ E and ϕ(−T, y, g) ∈ E, the fact that E is a chain set yields the
existence of k ∈ N and x0, ..., xk ∈M, f0, ..., fk−1 ∈ ∆¯, t0, ..., tk−1 ≥ T with x0 = ϕ(2T, x, f), xk =
ϕ(−T, y, g), and
d(ϕ(tj , xj , fj), xj+1) <  for j = 0, ..., k − 1.
We now construct an (, T )-chain from (x, f) to (y, g) in the following way. Define
t−2 = T, x−2 = x, g−2 = f,
t−1 = T, x−1 = ϕ(T, x, f), g−1(t) =
{
f(t−2 + t) for t ≤ t−1
f0(t− t−1) for t > t−1
and let the times t0, ..., tk−1 and the points x0, ..., xk be as given earlier. Furthermore, set
tk = T, xk+1 = y, gk+1 = g,
and define for j = 0, ..., k − 2
gj(t) =

gj−1(tj−1 + t) for t ≤ 0
fj(t) for 0 < t < tj
fj+1(t− tj) for t > tj ,
gk−1(t) =

gk−2(tk−2 + t) for t ≤ 0
fk−1(t) for 0 < t ≤ tk−1
g(t− tk−1 − T ) for t > tk−1,
gk(t) =
{
gk−1(tk−1 + t) for t ≤ 0
g(t− T ) for t > 0.
We see that
(x−2, g−2), (x−1, g−1), ..., (xk+1, gk+1) and t−2, t−1, ..., tk ≥ T
yield an (, T )-chain from (x, f) to (y, g) provided that for j = −2, −1, ..., k
d(gj(tj + ·), gj+1) < .
By choice of T we have by the definition of the metric on ∆¯ for all h1, h2 ∈ ∆¯
d(h1, h2) =
∑
j∈Z
4−|j|f(h1, h2, j)
=
∑
j∈Z
4−|j|
1
h
(j+1)h∫
jh
δ(h1, h2, t)dt
≤
∑
j∈[−T0,T0]
4−|j|
1
h
(j+1)h∫
jh
δ(h1, h2, t)dt + .
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Note that for the gj , j = −2, −1, ..., k as defined above the integrands vanish, giving the desired
result.
With this result, we can look at families of dynamical systems over graphs in the following way:
Let α ∈ I, where I is some index set, and consider the family
Φα : R×M × ∆¯→M × ∆¯ (3)
such that Φ· depends continuously on α. We embed the systems of (3) into a larger base space by
defining:
Let U ⊂ Rm be compact, convex with 0 ∈ int(U), and set U = {u : R→ U , locally integrable}.
The space U with the weak∗−topology is a compact space. If G is a finite directed N -graph, then
∆¯(G) ⊂ U . For the family of systems
Φα : R×M × U →M × U
we have the following result.
Lemma 57. Let αk → α0 in I, and let Eαk ⊂M be chain sets of Φαk . If
lim sup
αk→α0
Eαk ≡ {x ∈M , there exist xαk ∈ Eαk with xαk → x} 6= ∅
then it is contained in a chain set Eα0 of Φα0.
For a proof of this result see Theorem 3.4.6 in [3].
In many applications the parameter α ∈ I refers to the size of the perturbation in the following
way: Let U ⊂ Rm as above and set Uρ ≡ ρ · U for ρ ≥ 0. Assume that the compact state space M
is a C∞−manifold and consider the family of differential equations
x˙ = X(x, ρf), ρ ≥ 0. (4)
where X is a C∞−vector field on M and the parameter ρ is the perturbation size. Each differential
equation (4) gives rise to a parametrized dynamical system on M ×Uρ and on M × ∆¯ρ. For ρ = 0
this is the unperturbed system given by x˙ = X(x, 0). In this set up, Lemma 57 reads:
Corollary 58. Let ρk → 0 and let Eρk ⊂ M be chain sets of Φρ : R ×M × Uρ → M × Uρ. If
lim sup
ρk→0
Eρk 6= ∅ then it is a chain recurrent set of Φ0.
For a proof of this result see Corollary 3.4.8 in [3]. This corollary then gives the following result
for “small” perturbations of dynamical systems in the context of the systems on M × Uρ:
Corollary 59. Consider the family Φρ : R ×M × Uρ → M × Uρ of dynamical systems given by
the differential equations (4). Assume that Φρ has a finest Morse decomposition in M × Uρ for
ρ ≥ 0. Then there exists  > 0 such that for all 0 ≤ ρ ≤  the finest Morse decomposition of Φρ
corresponds to the one of Φ0, i.e. the Morse sets are in 1-1 correspondence and the order induced
by the Morse decomposition of Φ0 is preserved.
To obtain a similar result for dynamical systems over graphs, we consider the systems Φρ :
R×M × ∆¯ρ →M × ∆¯ρ where the finite set Sρ ⊂ Uρ. Note that chain sets over ∆¯ρ are contained
in those over Uρ. To make the systems Φρ comparable we require that 0 ∈ Sρ for all ρ ≥ 0. The
examples in the next section show limit sets and Morse sets of Φρ : R ×M × ∆¯ρ → M × ∆¯ρ can
behave quite differently from those of Φ0. However, Corollary 59 implies the following result on
small perturbations via systems over graphs:
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Corollary 60. Consider the family Φρ : R ×M × ∆¯ρ → M × ∆¯ρ of dynamical systems given by
the differential equations (4). Assume that Φρ has a finest Morse decomposition in M × ∆¯ρ for
ρ ≥ 0. Assume furthermore that 0 ∈ Sρ for all ρ ≥ 0 and that the vertex of the underlying graph
corresponding to 0 ∈ Sρ has a self loop. Then there exists  > 0 such that for all 0 ≤ ρ ≤ 
the finest Morse decomposition of Φρ corresponds to the one of Φ0, i.e. the Morse sets are in 1-1
correspondence and the order induced by the Morse decomposition of Φ0 is preserved.
The proof follows directly from the fact that, under the conditions of the corollary, the Morse
sets of the finest Morse decomposition of Φ0 are contained in the chain sets over ∆¯
ρ for each ρ ≥ 0.
Hence we obtain the results of Corollary 58 for the systems Φρ : R ×M × ∆¯ρ → M × ∆¯ρ, which
implies Corollary 60.
6 Examples
The examples in this section show that even simple hybrid systems can admit complicated behavior.
Lemma 43 and Theorem 44 suggest that it may be possible to define some sort of relationship
between the ω-limit sets of the individual flows {φi} and those of the hybrid system ϕ. One might
suspect that the limit sets of the dynamical system should be contained in the projection of the
limit sets of the hybrid system onto M , or vice versa. However, the example of section 6.1 shows
that these results are not true for a hybrid system on a general graph.
Conversely, the example in section 6.1 indicates that it may be possible to find solutions of the
hybrid system that avoid the limit sets of each of the individual dynamical systems. The example
in section 6.2, however, shows that this need not be the case, even in the event that the graph is
complete.
Finally, Theorem 52 and Corollary 53 suggest that the projection of a Morse set of a hybrid
system onto ∆¯ might be itself a Morse set of the dynamical system ψ on ∆¯. Section 6.3 gives a
counterexample to this conjecture.
6.1 A Hybrid System that Introduces New Limit Sets
Consider the hybrid system given by two flows, A, and B on the compact space M = [−1, 1], with
φA(t, x) given by the solution to
x˙ = (1− x)(1 + x)(−1
2
− x)
and φB(t, x) given by the solution to
x˙ = (1− x)(1 + x)(1
2
− x)
and graph G given by Figure 1.
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Figure 1: Graph for the example hybrid system.
The fixed points for flow A are x = ±1,−12 , while the fixed points for flow B are x = ±1, 12 .
Therefore, the ω-limit sets for flows A and B are, respectively,
ωA(M) = {−1,−1
2
, 1}
ωB(M) = {−1, 1
2
, 1}
As usual, let h be the length of the intervals on which a function in ∆¯ is piecewise constant.
Proposition 61. There exists h so that given any x ∈ M and any f ∈ ∆¯, the projection
piM (ω(x, f)) contains neither −12 nor 12 .
Proof. From the graph in Figure 1, we see that any function f ∈ ∆¯ will flicker back and forth
between system A and B. During the intervals of time for which f(t) = A, solutions in (−1, 1) will
be drawn toward the point x = −12 . Likewise, during the intervals for which f(t) = B, solutions
in (−1, 1) will be drawn toward the point x = 12 . It is clear, therefore, that given any x ∈ (−1, 1)
and any f ∈ ∆¯, there exists a time at which the M component of the solution will enter the region
(−12 , 12).
Suppose, then, that x(0) ∈ (−12 , 12). Whenever f(t) = A, x will decrease, bounded below by
−12 . Whenever f(t) = B, x will increase, bounded above by 12 . Thus, no solution that enters the
interval (−12 , 12) will ever leave it.
The only way that an ω-limit set could contain either −12 or 12 , therefore, is if a solution
approached one of the points asymptotically. To eliminate this possibility, we need to show that
there exists an  > 0 such that the distance between the solution x and the points −12 and 12 remains
bounded below by  in the limit as t→∞. To do this, let h be such that
φA(h,
1
2
) < 0.
By symmetry, this also implies that φB(h,−12) > 0. Now, pick a point x ∈ (−12 , 12) and a f ∈ ∆¯,
and allow the hybrid system run for a time τ so that
f(τ + t) =
{
A if
⌊
t
h
⌋ ≡ 0 (mod 2)
B otherwise
}
This corresponds to shifting f by a time τ such that f(τ) = A and f is constant for the entire
interval of length h after τ . We know that at this time τ , x(τ) ∈ (−12 , 12). Thus, by our choice
of h, x(τ + h) ∈ (−12 , 0). Let  = 12 − φB(h, 0). Since x(τ + h) ∈ (−12 , 0), the distance between
x(τ + 2h) and 12 will be strictly greater than . But then, x(τ + 3h) ∈ (−12 , 0), so 12 −x(τ + 4h) > .
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More generally, 12 − x(τ + 2nh) >  for n ∈ N. And, since x reaches a local maximum at each
τ + 2nh before decreasing toward −12 , the distance between x and 12 never approaches 0 for t > τ .
By symmetry, the distance between x and −12 never approaches 0. So, the projection of ω((x, f))
onto M contains neither −12 nor 12 (c.f. Figure 2).
Figure 2: Three representative trajectories for the example hybrid system.
This example has important implications. Real-world systems are often modeled with dynamical
systems by averaging over all possible states, neglecting the ∆¯ part of the equation. This example
shows that the limiting behavior of a hybrid system need not be anything like the limiting behavior
of the individual dynamical systems comprising it. The practice of ignoring ∆¯ may not always be
valid.
6.2 A Hybrid System with Limit Sets Containing Morse Sets
Let M = S1, the circle. Suppose G is a complete graph consisting of two vertices, with correspond-
ing dynamical systems φ1 and φ2 shown in Figure 3.
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Figure 3: The dynamical systems in the second example hybrid system.
In this picture, the letter A denotes an attractor, while the letter R denotes a repeller. The
red, filled circles correspond to the fixed points (and Morse setsM1j ) of φ1, while the blue, unfilled
circles correspond to the fixed points (and Morse sets M2j ) of φ2. The Morse sets divide the circle
into four regions, which are marked I, II, III, and IV.
Proposition 62. There exists h such that piS1(ω(x, f)) ∩ (
2⋃
i,j=1
Mji ) 6= ∅ for all x ∈ S1, f ∈ ∆.
Proof. Consider x ∈ S1 and f ∈ ∆. Notice that the flow in region II will always be counterclockwise,
for both systems φ1 and φ2, and similarly the flow in region IV is always clockwise, for both systems
φ1 and φ2. Thus, trajectories in region II will precess toward region I and trajectories in region IV
will precess toward region III, independent of the reigning function f ∈ ∆. Thus, we need only
consider if the trajectory x enters regions I or III.
Assume there exists a time τ2 such that the projection of the trajectory of (x, f) onto S
1 enters
region III, and f(t) = 2 for all t > τ2. Thus, since in system φ2 solutions in region I converge to to
A2, piS1(ω(x, f)) = A2.
Similarly, if there exists a time τ1 such that the projection of the trajectory of (x, f) onto S
1
enters region I and f(t) = 1 for all t > τ1 then piS1(ω(x, f)) = A1.
Now assume that the projection of the trajectory of (x, f) enters region I at a time t2, but that
f(t) 6= 2 for all t > t1. Then there exists s > t2 such that f(s)=1; that is, the system will eventually
switch to the flow given by the system φ1, for a minimum of one time interval. Then take h2 large
enough such that φ1(A2, h2) is in region IV (which exists, since A2 is not a fixed point of φ1 and
there is no fixed point of φ1 between A2 and region IV). Then, even if f = 1 for only one time
interval, the trajectory of (x, f) will be swept out of region I and into region IV. Therefore, if any
solution stays in region I indefinitely, it must converge to A2.
Similarly, assume that the projection of the trajectory of (x, f) enters region III at a time t1
but that f(t) 6= 1 for all t > t1. Thus there exists s > t1 such that f(s) = 2; that is, the system
will eventually switch to the flow given by the system φ2, for a minimum of one time interval. Take
h1 large enough such that φ1(A1, h2) is in region II (which exists, since A1 is not a fixed point of
φ2 and there is no fixed point of φ2 between A1 and region II). Therefore, if any solution stays in
region I indefinitely, it must converge to A1.
Take h = max(h1, h2). In this case, no trajectory can remain in regions II or IV indefinitely,
and if a trajectory remains in region I or III indefinitely, it must converge to either A2 or A1
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respectively. Thus, the only options for ω-limit sets of (x, f) are {A1}, {A2} or all of S1. In every
case,
piS1(ω(x, f)) ∩ (
2⋃
i,j=1
Mji ) 6= ∅.
6.3 Complete Characterization of Morse Sets of a Hybrid System
Consider the 1-dimensional system on [−1, 1] given by
x˙ = (−x+ 1)(x+ 1)(x− (−1)n1/2)2
where n takes values from the set {1, 2}. Let G, the directed graph dictating the changes in the
values of n, be a complete graph on 2 vertices. Then the dynamical system corresponding to n = 1
has a repelling fixed point at x = −1, a saddle point at x = −12 , and an attracting fixed point at
x = 1. Meanwhile, the dynamical system corresponding to n = 2 still has a repelling fixed point at
x = −1 and an attracting fixed point at x = 1, but its saddle is located at x = 12 .
Proposition 63.
M1 = {−1} × ∆¯
M2 = {−1/2} × {f ≡ 1}
M3 = {1/2} × {f ≡ 2}
M4 = {1} × ∆¯
is a Morse Decomposition for this hybrid system.
Proof. We check the seven conditions in turn.
1. Non-void Clearly, each Morse set described above is non-empty.
2. Pairwise disjoint Since the projections piM (Mi) of the Morse sets onto [−1, 1] are pairwise
disjoint, the Morse sets are pairwise disjoint.
3. Invariant Consider a point (x, f) in M1 = {−1} × ∆¯. Since the point x = −1 is invariant
for both of the separate deterministic dynamical systems on [−1, 1], no matter what values
f takes, any trajectory will never leave x = −1. Thus, since any translation of f will always
be in ∆¯, the trajectory of (x, f) will always remain in M1 both forwards and backwards in
time, and thus M1 is invariant. By a similar argument, M4 is invariant.
Now consider the point (−1/2, f), where f ≡ 1. Since f takes the value of n = 1 for all time,
this trajectory is equivalent to the trajectory that starts at x = −1/2 in the system given by
x˙ = (−x+ 1)(x+ 1)(x+ 1/2)2.
Since x = −1/2 is invariant in this system, the trajectory in the pair system will never leave
x = −1/2. Also, any shift of the function f ≡ 1 is still f ≡ 1, so f is invariant in ∆¯. Thus,
(−1/2, f) is invariant, so M2 is invariant. By a similar argument for the system
x˙ = (−x+ 1)(x+ 1)(x− 1/2)2,
M3 is invariant.
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4. Isolated A neighborhood of Mi given by
N(Mi) =
⋃
(x,f)∈Mi
B((x, f), 1/4)
is an open region containing Mi that does not intersect any other Morse set. Consider a
point (x, f) ∈ N(Mi) such that α(x, f) ⊆ N(Mi) and ω(x, f) ⊆ N(Mi). Since by part 6
below every α, ω-limit set is contained in some Morse set, and sinceMi is the only Morse set
intersecting N(Mi), we have that α(x, f) ⊆ Mi and ω(x, f) ⊆ Mi. By part 7 below there
are no cycles, so (x, f) ∈Mi.
5. Compact The sets {−1}, {−1/2}, {1/2}, {1} are compact in M = [−1, 1], and the sets
∆¯, {f ≡ 1}, {f ≡ 2} are compact in ∆¯. By Tychonoff’s theorem, since each of the Morse sets
Mi is a product of two of these sets, each is compact in the product space M × ∆¯.
6. Contains α/ω-limit sets By invariance of each Morse set, (y, f) ∈ Mi for some i implies
α(y, f) ⊆Mi and ω(y, f) ⊆Mi. Take a point (y, f) with y ∈ (−1,−1/2) so that there exists
some z ∈ R such that f(t) = 1 for all t ≥ z. Backwards in time, no matter what value f
takes, any trajectory moving in (−1,−1/2) will converge towards x = −1, so α(y, z) ⊆ M1.
Forwards in time, the function f will converge to the function g ≡ 1. So, suppose f becomes
constant before the projection of the trajectory into [−1, 1] has passed the point x = −1/2.
Since all trajectories starting in (−1, 1/2) will converge to the fixed point at x = −1/2 when
n = 1, the projection of the trajectory into [−1, 1] will converge to x = −1/2 in forwards time.
Thus, the trajectory in M × ∆¯ will converge forwards to M2. Instead, suppose f becomes
constant after the projection of the trajectory into [−1, 1] has passed the point −1/2. Since
all trajectories starting in (−1/2, 1) will converge to x = −1/2 when n = 1, the projection of
the trajectory into [−1, 1] will converge to x = 1 in forwards time. Thus, the trajectory in
M × ∆¯ will converge forwards to M4.
Take a point (y, f) where y ∈ (1/2, 1) and there exists some z ∈ R such that f(x) = 2 for
all x ≤ z. Since, forwards in time, no matter what value f takes, any trajectory moving in
(1/2, 1) will converge towards 1, ω(y, z) ⊆M4. Backwards in time, clearly the function f will
converge to the function g = 2. Meanwhile, if f becomes constant after the projection of the
trajectory into [−1, 1] has passed the point 1/2, since all trajectories starting in (1/2, 1) will
converge backwards in time to the fixed point at 1/2 when n = 2, the projection of the trajec-
tory into [−1, 1] will converge to the point 1/2 in backwards time, and thus the trajectory in
[1, 1]× ∆¯ will converge backwards toM3. If f becomes constant before the projection of the
trajectory into [−1, 1] has passed the point 1/2, since all trajectories starting in (−1/2, 1) will
converge to the fixed point at −1/2 when n = 1, the projection of the trajectory into [−1, 1]
will converge to the point −1/2 in backwards time, and thus the trajectory in [1, 1]× ∆¯ will
converge forwards to M2.
Now consider a trajectory starting at (y, f) where y ∈ (−1, 1) and there does not exist a z
such that f(t) = 1 or f(t) = 2 for all t ≥ z or t ≤ z. Then both forwards and backwards in
time, the projection of this point’s trajectory into [−1, 1] will pass the fixed points at −1/2
and at 1/2, and thus will converge backwards to M1 and forwards to M4.
Consider a trajectory starting at (y, f), where y ∈ (−1/2, 1/2) where there exist z1 and z2,
z1 < z2 where f(t) = 1 for all t ≤ z1 and f(t) = 2 for all t ≥ z2. If f becomes constant
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at n = 1 while the trajectory is in (−1/2, 1/2), then backwards in time the trajectory will
converge towards −1/2 in [−1, 1], and the function f will converge backwards to g1 ≡ 1.
Thus α(y, f) = M2. However, if f becomes constant before the trajectory has entered
(−1/2, 1/2), then it will converge backwards in time to M1. Meanwhile, forwards in time, if
f becomes constant at n = 2 while the trajectory is in (−1/2, 1/2), then forwards in time the
trajectory will converge towards 1/2 in [−1, 1], and the function f will converge to g2 ≡ 2.
Thus ω(y, f) = M3. However, if f becomes constant at 2 after the trajectory has exited
(−1/2, 1/2), then forwards in time the trajectory will converge to M4. Thus, all α, ω-limit
sets are contained in some Mi.
7. No Cycles Note from the description above that given Mi and Mj where i 6= j there do
not exist points (x, f) and (y, g) in M × ∆¯ such that α(x, f) ⊆ Mi and ω(x, f) ⊆ Mj , and
α(y, g) ⊆ Mj and ω(y, g) ⊆ Mj . Since the possibilities mentioned in part 6 are exhaustive,
there are no cycles.
This example is important because pi∆¯(M2,3) 6= ∆¯. This implies that the projection of Morse
sets on M × ∆¯ onto ∆¯ do not need to be Morse sets on ∆¯.
7 Conclusion
We have seen that under the correct formulation, a hybrid system can be treated as a dynamical
system on a compact space. We have studied the Morse sets on ∆¯, showing that the lifts of invariant
communicating classes form a finest Morse decomposition. We have studied Morse decompositions
of hybrid systems, concentrating on attracting and repelling Morse sets. In the case that the random
perturbations are small, we have seen that a hybrid system can be expected to behave similarly to
the unperturbed dynamical system. Finally, we have examined three examples of hybrid systems,
which show that the limit sets of a hybrid dynamical system can be complicated objects, possibly
with little relation to the limit sets of the individual dynamical systems comprising the hybrid
system. Future research could further illuminate the characteristics of the limit sets and Morse sets
of these systems.
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