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I. INTRODUCTION 
A multivariate analysis of variance of data from a randomized com­
plete block design normally assumes the additivity of block and treatment 
effects. Methods for examining whether this assumption is met in a 
particular case are developed. The methods are extensions of procedures 
used in similar univariate situations. The most widely used are those 
outlined by Tukey (1949) and Mandel (1961). The tests suggested by Mandel 
are sensitive to more general types of nonadditivity than Tukey's test 
which is specific for a particular and common sort of nonadditive pattern. 
Milliken and Graybill (1970) described an expanded linear model from which 
both the Tukey and Mandel models of nonadditivity can be obtained. The 
expanded linear model uses theorems by Graybill and Milliken (1969) that 
give sufficient conditions for (a) Chi-square distributions of quadratic 
forms with random idempotent matrices and (b) the independence of such 
distributions. 
The objective of this study is a further development of multivariate 
tests for nonadditivity incorporating the ideas used in the Tukey (1949) 
and Mandel (1961) univariate tests. McDonald (1972) gave a multivariate 
extension of the Tukey test and McDonald and Milliken (1974) gave a 
general procedure for multivariate tests of nonadditivity which provide a 
basis for the extension of the Tukey and Mandel approaches. However, the 
distributions of the test statistics given by McDonald and Milliken 
(1974) are based on a theorem on the independence of Wishart distributions 
(Rao, 1965, p. 452) which requires constant idempotent matrices while the 
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matrices used in their papers are random. Further, the work of McDonald 
and Milliken (1974) does not accommodate all the features of the Mandel 
(1961) analysis. One way to extend the Mandel (1961) analysis to the 
multivariate case is to extend the theorems by Graybill and Milliken 
(1969) to give sufficient conditions for (a) the Wishart distribution of 
quadratic forms with matrix arguments and random idempotent matrices and 
(b) the independence of such distributions. These theorems can also be 
used to correct the problems in the McDonald and Milliken work. 
A further objective of this study is to investigate nonadditivity in 
composite variables, linear combinations of primary response variables. 
If there are many response variables it may be a helpful simplification to 
consider such a linear combination. Also composite variables lead to new 
tests which may give insights about the data structure. It should be 
mentioned here that the analysis presented for the nonadditivity of a 
composite variable is not identical to Mandel's univariate analysis unless 
there is only one response variable. The composite variable displaying 
the greatest additivity is determined and this leads to a test for non­
additivity in all response variables. Finally, the thesis investigates 
certain invariance properties of all composite variable and multivariate 
tests. 
A short outline of the dissertation will now be given to indicate the 
order of development. Chapter II reviews the literature of topics re­
lated to the dissertation. Chapter III presents the multivariate models 
and hypotheses to be researched. Composite variables are then introduced 
as univariate analogues of the multivariate models. The corresponding 
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composite variable hypotheses are given and an expanded linear model 
approach is used to motivate test statistics with a classical look. Work 
by Graybill and Milliken (1969) is used to show these test statistics have 
central F distributions. In Chapter IV the union-intersection principle 
of S. N. Roy (1953) is applied to the composite variable test statistics 
to obtain multivariate test statistics. Theorems are developed to extend 
the work by Graybill and Milliken (1969) and used to show the multivariate 
test statistics have the largest MANOVA root distribution. Wilks' cri­
terion is then introduced and finally the multivariate tests are shown to 
be invariant under scale and location transformations. In Chapter V the 
thesis returns to composite variables. Although their hypotheses and 
tests were developed earlier in the thesis for motivational purposes, 
composite variables are interesting in their own right. A procedure that 
is ascribed to Bonferroni is adapted to simultaneously test for nonaddi-
tivity in several composite variables. The composite variable with the 
greatest additivity is determined and the smallest root of a MANOVA matrix 
is shown to be a test criterion for the nonadditivity of all response 
variables. All composite variable tests are location invariant but not 
all are scale invariant. Chapter VI gives numerical examples of this work. 
Incidentally it may be noted that theorems, definitions and expres­
sions will be numbered consecutively within each chapter. Also it should 
be remarked that the techniques which are developed will apply to a two-
way layout with one multivariate observation per cell when the factors are 
considered to be fixed effects. 
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II. REVIEW OF LITERATURE 
As indicated by the introduction, our multivariate tests are exten­
sions of univariate work by Tukey (1949) and Mandel (1961). Thus the re­
view of literature is started with comments on these papers. Then the 
expanded linear model approach is explained and several nonlinear methods 
referenced. Next the multivariate extension by McDonald (1972) and 
McDonald and Milliken (1974) are reviewed. Finally the lack of work on 
composite variables and invariance is discussed. 
The work by Tukey (1949) appears to give the first test for nonaddi-
tivity in a two-way layout with qualitative factors and one observation 
per cell. His paper notes (a) the approximate nature of his test, (b) 
that the interaction term is obtained from the contrast coefficients 
(column mean-grand mean)(row mean-grand mean), and (c) that the test will 
show significance if nonadditivity or outliers are present. He also 
presents a graphical technique to detect outliers and/or nonadditivity. 
Finally he points out that the balance sum of squares should not be used 
to test for main effects in the presence of outliers or nonadditivity. 
Scheffé (1959) presents the method of Tukey using a more explicit alter­
nate model. 
y^ j  =  VI  +  +  g j  +  aT^g j  +  e . j ^WID(0,c2)  (2 .1)  
Scheffé motivates the test statistic by giving an approximate solution 
using linear models. This approach was later generalized by Milliken and 
Graybill (1970) and referred to as the expanded linear model. The exact 
distribution of the test statistic is unknown for the alternative 
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hypothesis but the power of the test has been studied by Ghosh and Sharma 
(1963) and Ward and Dick (1952). These studies indicate the power is 
quite good when the alternative model is given by Equation 2.1. 
Mandel (1961) also presents an analysis of nonadditivity. The inter­
action term of his alternate model contains the interaction term of 
Tukey's alternate model (as given by Scheffé (1959) and Ghosh and Sharma 
(1963)) as a special case. Thus Mandel's test is sensitive to more 
types of nonadditivity than Tukey's test. The geometric basis for the 
Mandel analysis comes from a graph of the expected observations (E(y..)) 
•J 
versus the block (or treatment) parameters. This graph is seen to contain 
a bundle of straight lines where the equation of line i is given by 
Mandel's alternate model as 
y^ j  =  M +  T^.  +  (Y j+1)6 j  +  j  ;  E. j~N(0,G2)  (2 .2)  
With additivity the lines are parallel with slope one but with nonaddi­
tivity the lines are not parallel although the average slope is one. 
Mandel uses the variance of the estimated slopes to obtain a test for 
nonadditivity. It may be the case that the lines concur, or intersect at 
a single point. Mandel partitions the nonadditivity sum of squares and 
gives two additional test statistics for examining concurrence and non-
concurrence. He also gives another graphical technique to help determine 
if outliers are causing an inflated concurrence sum of squares. It is 
important to point out that the graphs and test statistics should be used 
jointly in making decisions about concurrence and outliers. 
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As previously mentioned the analyses by Tukey (1949) and Mandel 
(1961) may be developed within the framework of expanded linear models 
(Milliken and Graybill, 1970). In this concept a linear null model is 
thought to be correct but the possibility of a nonlinear alternate model 
is examined. The alternate model is the null model plus nonlinear terms 
that consist of null model parameters and additional parameters. When 
least squares estimates of the null model are substituted into the alter­
nate model it becomes linear in the remaining parameters. This method of 
approximation is of value because the classical regression test statistics 
often retain central F distributions as proved in theorems by Graybill and 
Milliken (1969). These theorems appear to have a formidable list of 
sufficient conditions that are now commented on. One theorem gives nine 
sufficient conditions for the independence of quadratic forms with random 
idempotent matrices. Seven of the nine conditions merely insure that the 
random idempotent matrices, say A and B, mimic the most important proper­
ties of constant idempotent matrices. These conditions include idem-
potence, constant trace for constant degrees of freedom, constant 
E(y)'AE(y) and E(y)'BE(y) for constant noncentrality parameters and AB = 0. 
This theorem allows the use of familiar linear model notation in finding 
the distributions of test statistics generated by expanded linear models. 
Several exact solutions have been given to the nonlinear models 
occurring in the nonadditivity problem. Ward and Dick (1952) find an 
iterative solution of the normal equations resulting from the likelihood 
function of Equation 2.1. The sum of squares for the hypothesis a = 0 
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(addltivity) is, after one iteration, the same as the sum of squares asso­
ciated with Tukey's single degree of freedom. Johnson and Graybill (1972) 
propose the model 
^ij = w + ?! + + e^j ; Gjj~NID(0,G2) (2.3) 
where the interaction term is not a function of the two sets of treatment 
effects. They give likelihood ratio tests for two hypotheses: (1) 
additivity (a = 0) and (2) equality of treatments (ti = ta = ... = t^). 
They also find maximum likelihood estimates of all parameters when a f 0. 
Unfortunately their computational procedure is more difficult than the 
procedure of Tukey (1949) and Mandel (1961). Mandel (1969, 1971) presents 
a model that partitions the interaction term into a sum of factors that 
are estimated by a method involving the extraction of characteristic roots. 
Gollob (1968) independently introduced a model identical to Mandel's 
(1969, 1971) but gave differing degrees of freedom to the partitioned 
interaction sum of squares. The work by Johnson and Graybill (1972) 
supports Mandel's choice for degrees of freedom. Neither Mandel nor 
Gollob develop distributional properties for a test of nonadditivity. 
In reading the above approaches to univariate tests for nonadditivity 
it may have become apparent why the method of Mandel (1961) was chosen to 
extend. The computations for the nonlinear models are difficult and may 
become inaccessible in a multivariate extension. Also the method of 
Tukey (1949) is not appropriate for as many types of nonadditivity as the 
method by Mandel (1961). 
Several papers have appeared which extend tests of nonadditivity to 
multivariate data. McDonald (1972) extends the work by Tukey (1949) to 
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give a test that indicates if at least one response variable is nonaddi-
tive. He uses a linear combination of response variables as a univariate 
analogue of the multivariate model. A test statistic of the univariate 
analogue is found with the expanded linear model and then used to obtain a 
multivariate test statistic by applying S.N. Roy's (1953) union-intersec-
tion principle. The distribution of the test statistic is given but the 
proof is insufficient and in fact misuses a theorem by Rao (1965, p. 452). 
McDonald and Milliken (1974) use a similar approach to develop a general 
procedure for multivariate tests of nonadditivity. This procedure may be 
used to extend the test of nonadditivity by Tukey (1949) and Mandel 
(1961). It may also be used to extend Tukey's (1955) test for nonaddi­
tivity in a Latin square design as well as other tests for nonadditivity. 
However the paper does not show how to extend Mandel's test statistics for 
examining the nature of the nonadditivity. Also the distributions of the 
test statistics are again insufficiently justified. 
The test statistics given by McDonald and Milliken (1974) can be 
shown to be the largest root of a MANOVA matrix. Charts of the upper per­
centage points for this distribution are given by Heck (1960) and are 
available in Morrison (1967). Chapter IV of this thesis will use both the 
largest root criterion and Wilks' criterion (1932). Wilks' criterion is 
based on products of roots from a MANOVA matrix and has tabulated upper 
percentage points given by Schatzoff (1966) and Pillai and Gupta (1969). 
Two other test criteria are available for these hypotheses and could be 
used by referring to lemma 4.3 which gives the distributions of the par­
titioned sum of squares and cross products matrices. The criteria are 
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Hotelling-Lawley's trace (Lawley, 1938; Hotelling, 1947) and Pillai's 
trace (1960) and tables for both criteria are given by Pillai (1960). The 
smallest MANOVA root is used in Chapter V to determine if all response 
variables are nonadditive. The smallest root has tabulated upper per­
centage points given by Pillai and Dotson (1969) and Schuurman and Waikar 
(1974). 
The smallest root criterion is introduced in the chapter on composite 
variables. Although composite variables are not discussed in the non-
additivity literature there has been much work done on linear combinations 
of response variables. In both discriminant analysis (Wald, 1944) and 
principal component analysis (Hotelling, 1933), linear combinations of 
variables are determined that are optimal with regard to some criteria. 
In this thesis arbitrary linear combinations are considered and a linear 
combination with maximum additivity is determined. 
The nonadditivity literature also does not refer to the invariance 
properties of test statistics. The scale and location invariance of the 
univariate test statistics by Tukey (1949) and Mandel (1961) can be 
easily demonstrated. It would be expected that the multivariate extension 
of their tests would keep this invariance. One reason for the expectation 
is that the distribution of MANOVA roots depends on the dimensionality and 
degrees of freedom of independent Wishart matrices but not on their co-
variance matrix (Rao, 1965, p. 459). Another reason is that these test 
statistics are scale and location invariant in the general multivariate 
linear hypothesis (Anderson, 1958, P. 222). However since this thesis 
extends univariate tests and expands the multivariate linear model (in the 
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sense of Milliken and Graybill (1970) and McDonald and Milliken (1974)), 
it is important to verify these invariance properties are retained. 
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III. MULTIVARIATE MODELS AND UNIVARIATE ANALOGUES 
A. Introduction 
Chapter three gives multivariate extensions of models from an analy­
sis of nonadditivity by Mandel (1961). A point of possible confusion is 
that there are three models presented. An additive and two nonadditive 
models are given, with one of the nonadditive models being a special case 
of the other model. The more general nonadditive model is compared to the 
additive model and two comparisons are made between the nonadditive 
models. These comparisons are made in formulating the multivariate 
hypothesis. 
After the multivariate models and hypotheses have been given, a uni­
variate analogue of each model and hypothesis is presented. The test 
statistics of the univariate analogues are found so that they may later be 
used to motivate the development of multivariate test statistics. Finally 
the distributions of the univariate analogues are determined. The order 
of presentation used in this chapter allows the statement and application 
of a theorem by Graybill and Milliken (1969) that will later be extended. 
B. Multivariate Models 
A randomized complete block design with p-dimensional multivariate 
observations is typically given the linear model (Morrison, 1967, p. 171) 
^hij = ^h + ^hi ^hj * ^ hij (^.l) 
where h = 1, ...» p; i = 1, ..., t; j = 1, ..., b and = 0 = for 
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h = 1, ...» p. For convenience T^. will be called the treatment effect 
and the block effect. Both treatments and blocks are fixed effects 
and may represent qualitative classifications. Let 
Y = (yi, .... yp) 
where 
^h' ^ (^hii' ^hi2» •••' ^hib' ^hzi* ' ^ htb^ 
and assume the rows of the bt x p matrix Y are independently and normally 
distributed with the same positive definite covariance matrix I = 
(o^^). Let the residual matrix be denoted by 
e = (El, Ep) 
where 
^h' (^hii' Si2' * ^hib' Chzi' •••» Stb^ 
Then the rows of E  are also independently and normally distributed with 
common covariance matrix I. Further assume the expected value of each 
random error e^^j is zero. These variance assumptions imply the same 
correlation structure among variables for each observation and inde­
pendent observations. Lastly, to insure the existence of certain distri­
butions also assume t > 3 and (b - p - l)(t - 1) > p. 
The usual multivariate analysis for such an experiment is based on 
the above model which has no treatment by block interaction term. In 
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analogy to the univariate case the error sum of squares and cross products 
matrix is computed using the block by treatment sum of squares and cross 
products (Press, 1972, p. 249). If there is nonadditivity in some varia­
ble then the analysis will be misleading and thus it is desirable to make 
a preliminary investigation for nonadditivity in the data. 
In fact the investigation of nonadditivity is a major goal of the 
thesis and, as previously indicated, will be accomplished by extending the 
work by Mandel (1961). The extension of his most general nonadditive 
model is given by 
^hij = + ^hj ^ Yhi^hj * ^hij (3.2) 
For this model all the assumptions of Equation 3.1 are retained. It is 
also assumed that = 0 for h = 1, ..., p. Note that Equation 3.2 may 
be expressed as 
' "h ^ ^hi ^ (Thi * 1)*hj 
Thus for each response variable or dimension a graph of the expected re­
sponses versus the block parameters may be visualized to have t lines. 
Each line has an intercept of a slope of + 1 and corresponds 
to treatment i = 1, ..., t. 
It will become convenient to express Equation 3.2 in matrix form as 
the two part model 
E(Y) = XP + BD, where (3.3) 
u 
t-1 columns b-1 columns 
0 1 
0 1 
0 0 
1 -1 
1 -1 
1 0 0 0 1 
1 0 0 - -1 -1 
0 1 0 0 0 
0 
0 
0 0 1 0 0 1 
0 0 1 -1 -1 -1 
1 -1 -1 1 0 0 
0 
-1 
• 1 0  0  
-1 -1 -1 
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P - (Pu P2» • • • » Pp) 
^ ^hi* •••' ^h.t-l' Ghi' *h,b-l) 
B = (BI, •••» B ), D = (DI, ...I D ) 
and 
BD = 
3i 1 
t-1 columns 
0 
e.b " 
0 Bi 1 
0 
0 
0 0 
0 3I : 
0 3 i b  
-3II -3II -3I: 
"6ib -Gib "6ib 
t-1 columns 
pi 
3 P b  
0 3 
0 
pi 
0 
0 
0 
0 ^pb 0 
0 3 pi 
0 0 3pb 
"Gpi -Gpi -Gpi 
•^pb "®pb "Gpb 
v-J 
Yii 
T i , t - 1  
0 
uJ 
DI 
PI 
P , t - 1  
D" 
Si 
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It is clear that XP, the first portion of the two part model 3.3, gives 
E(y^^j) in the null hypothesis model 3.1. It will now be shown that BD 
gives the interaction portion of the alternate model 3.2. If row i cor­
responds to treatment m and block n, then it is clear when m < t that 
= Whn- If m = t the" 
t-1 
= -®hn Thi = = Yhnft 
The properties of the matrices in Equation 3.3 are now given. Matrix 
X is of dimension bt x (b+t-1), parameter matrix P is of dimension 
(b+t-1) x p, matrix B is of dimension bt x p(t-l), and the interaction 
matrix D is of dimension p(t-l) x p. It may be seen by inspection that 
X'B = 0 (3.4) 
Note that X is of full column rank. Each matrix B^ has b-1 columns and 
the rank of B will be investigated by considering columns in corresponding 
positions of Bi to Bp. Denote column k of B^ by and consider 
h=i *h^hk • ^ k 
which is a system of at most b-1 equations with p-1 unknown values of a^. 
When p b a solution will exist and B will have linear dependencies. It 
will be assumed that rank (B) = p(t-l), i.e., B is of full column rank. 
However by the above discussion it is necessary that b > p for this 
assumption to be satisfied. But the previous assumption (b-p-l)(t-l) > p 
implies b > p. Since X'B = 0 and X is of full column rank, then rank 
(X,B) = rank (X) + rank (B) = b + t + pt - p - 1. Previous assumptions 
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may also be used to show that bt > rank (X,B): 
(b - p -l)(t - 1) ^ p 
<=> bt ^ (b + t + pt - p - 1) + p 
=> bt > b + t + pt - p - 1 
where <=> denotes equivalence and => denotes implies. 
It is clear that if D = 0, then model 3.3 is additive and thus the 
hypothesis about nonadditivity will be denoted by 
HI:D = 0 
If Hi is not true it may be desirable to further investigate the and 
see if these values are linearly related to the treatment effects, i.e., 
^ '^hi ,...,p,i~*l,...t \3.5) 
Here the n^^ represent deviations of from linearity on If n^^ = 0 
for i=l, ..., t for some dimension h, then the t lines of the graph 
Efy^ij) versus will be concurrent. 
Now if there is nonadditivity in some dimension(s) then it is of 
interest to determine if there is concurrence in the same dimension(s), or 
equivalently (Mandel, 1961) if = Vhi* ^ith concurrence the inter­
action term of model 3.2 becomes o^^hi^hj the matrix formulation of 
the nonadditive model may be given as 
E(Y) = XP + CE (3.6) 
where 
C = {3I 8T I ,  . . . ,  BPSTP) 
^h' ^ ' ^ ht)'' ^h' " ^^hi' ^hb)' 
E is a diagonal matrix with a^» h = 1, ..., p for diagonal entries, X and 
B are unchanged from Equation 3.2 and A 8 B = ((Ab^j)). C is a matrix of 
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dimension bt x p and E is of dimension p x p. Since Z T^. = 0 = Z for 
h = 1, ...» p, it may be shown that 
X'C = 0 (3.7) 
Further it is assumed that rank (C) = p. Since Equation 3.6 is a simpli­
fication of Equation 3.3 the same variance assumptions are kept. McDonald 
(1972) used model 3.6 in a paper on the multivariate extension of Tukey's 
(1949) test of nonadditivity. In McDonald's paper Equation 3.1 is the 
null model and Equation 3.6 the only alternative model. In this thesis 
Equation 3.3 is the general alternative model and it is used in conjunc­
tion with Equation 3.6 to explore the nature of potential interaction. 
Also the design matrix X used by McDonald, has linear dependencies and so 
his X'X is not invertible. 
The hypothesis about the concurrence parameters will be denoted by 
HgzE = 0 
and rejection of Hz will be necessary for concurrence and a linear rela­
tion between the and TO gain further information about con­
currence we will reason similarly to the univariate case and investigate 
the sum of squares and cross products associated with n^.. Large values 
are indicative of nonconcurrence and will lead to the rejection of the 
hypothesis about nonconcurrence. As previously mentioned if the n^^ = 0 
then BD = CE and thus 
HazBD - CE = 0 
is denoted as the hypothesis whose rejection is necessary for nonconcur­
rence. 
19 
C. Univariate Analogues and their Test Statistics 
Let a* = (ai ap)' be an arbitrary column vector of constants. 
Then Ya is a bt x 1 column vector and referring to the nonadditive model 
of Equation 3.3 it is seen that 
Equation 3.8 is the univariate analogue of Equation 3.3. It is easy to 
verify that 
and therefore the Ya elements are uncorrelated with common variance a'2a. 
Since the rows of Y are normally distributed and the elements of Ya are 
linear combinations of corresponding rows it is the case that Ya is normal­
ly distributed. Corresponding statements may be made for ea, the random 
error vector. 
We temporarily assume that B is a matrix of known constants and de­
velop a test statistic for 
H_: Da = 0 
This is related to the hypothesis Hi:D = 0, the hypothesis of additivity 
in all dimensions. Expressing Equation 3.8 as 
and using standard theory (Draper and Smith, 1966, p. 74) one may obtain 
SSH,_, the sum of squares for the hypothesis H_, as 
E(Ya) = [E(Y)]a = (XP + BD)a = XPa + BDa (3.8) 
Var(Ya) = (a'Za)!^^ (3.9) 
E(Ya) = (X.B) 
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SSH„ = (Ya)'[(X,B)[(X,B)'(X.B)]-MX,B)' - X(X'X)-^X'](Ya) 
= (Ya)'[X(X'X)-iX' + B(B'B)"^B' - X(X'X)-^X'](Ya) 
= (Ya)'[B(B'B)-^B'](Ya) 
Similarly SSE,,, the error sum of squares for is 
l a  l a  
SSE^a = (Ya)'[I - (X,B)[(X,B)'(X,B)]-i(X,B)'](Ya) 
= (Ya)'[I - X(X'X)-iX' - B(B'B)-iB'](Ya) 
Then will be rejected at the a level of significance if 
SSHj /p(t-l) 
^xa = SSE, /(b-p-l)(t-l) ^ P(t-l). (b-p-l)(t-l) 
l a  
where F^;n,k is the upper a percentage point of an F statistic with 
n and k degrees of freedom. In practice B is unknown and cannot 
be computed. However following the example of Scheffé (1959, p. 132), 
Mandel (1961), Milliken and Graybill (1970), McDonald (1972), and McDonald 
and Milliken (1974) one may estimate B by B, where B contains the appro­
priate least squares estimates of block effects from the additive model 
3.1, and then substitute B into SSH^^ and SSE^^. Except for the case of 
iiiulti col linearity, which happens with probability zero, B is of full 
column rank and thus (B'B)~^ exists with probability one. We denote the 
estimate of by and will later prove that, with probability one, 
has an F distribution with the same degrees of freedom as under 
the assumption of the additive model. However before the distribution of 
Cjg is derived the test statistics for the univariate analogues of H2 and 
H3 will also be developed. 
Postmultiplying Equation 3.6 by the vector a of Equation 3.8 will 
reduce the multivariate nonadditive model with concurrence to 
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E(Ya) = XBa + CEa = (X,C) (3.10) 
where the variance of Ya is still (a'Za)!^^. 
The hypothesis H2:E=0 is related by the univariate analogue procedure to 
Essentially concurrence will be checked by exploring the relation 
^hi ~ Vhi ^ "hi* purpose of Hg is to investigate the values and 
they will be considered significant when the sum of squares and cross 
products matrix for E is large compared to the sum of squares and cross 
products matric for D. In the univariate case this corresponds to the 
sum of squares for (Ea) being large in comparison to the sum of squares 
for (Da). Let us assume B and C are known constant matrices, then from 
Equations 3.10 and 3.8 
(Ea) = (C'C)-iC'(Ya) = [(C'C)'^C'Y]a = Êa 
and 
(Da) = (B'B)-iB'(Ya) = [(B'B)-^B'Y]a = Da 
Thus will be rejected for the following equivalent conditions: 2a 
< k" <=> 1 < k' 
S.S. Ea S.S. Ea 
S.S. Ea/p 
^2a " (S.S Da - S.S Ëa)/p(t-2) 
From Equations 3.8 and 3.10 
S.S. Ea = (Ea)'C'(Ya) = (Ya)'[C(C'C)"^C'](ya) 
and 
S.S. Da = (Ya)'[B(B'B)-iB'](Ya) 
Now B and C are unknown and so C,. cannot be computed. However the 
least squares estimates of 3^j and may be found from Equation 3.1 and 
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substituted into B and C to form ê and C. With probability one rank 
(C) = p and so (C'C)"^ exists. Thus ê and the estimates and B and C, 
may be used in S.S. Da and S.S. Êa. The estimate of will be denoted 
by and it will be proved later that 
If p = 1 (the univariate case) and and are known, then 
is the usual test statistic for the hypothesis = 0 in the linear re­
gression problem = a^T^. + n^^. Also Mandel's test statistic for 
concurrence is identical to 6 _ when p = 1. 
If there is nonadditivity, + n^^, and some n^^ ^ 0, then 
the hypothesis HacBD - CE = 0 is not true and Equation 3.3 is the best 
descriptive model. However if n^^ = 0, then BD = CE and Equation 3.3 
reduces to Equation 3.6. Thus the univariate hypothesis 
H, :(BD - CE)a = 0 
is related to hypothesis H3, and the univariate analogue of H3 is tested 
by considering Equation 3.8 as the complete model and Equation 3.10 as the 
restricted model. Assuming B and C are known constant matrices, the 
hypothesis sum of squares for is 
SSH,a = (Ya)'[(X,B)[(X,B)'(X,B)]-i(X,B)' - (X,C)[(X,C)'(X,C)]-i(X,C)'](Ya) 
= (Ya'[X(X'X)"'X' + B(B'B)-'B' - X(X'X)"^X' - C{C'C)"^C'](Ya) 
= (Ya)'[B(B'B)-^B' - C(C'C)-^C'](ya) 
and the error sum of squares for is 
SSE33 = (Ya)'[I - (X,B)[(X,B)'(X,B)]-i(X,B)'](Ya) 
= (Ya)'[I - X(X'X)-iX - B(B'B)"^B ](Ya) 
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Thus H,, may be rejected in favor of nonconcurrence at the a level of 3a 
significance when 
SSH, /p(t-2) 
"=,3 = SSE, /(b-p-l)(t-l) ''<»• P(t-2). (b-p-l)(t-l) 
3 a 
Since C_ cannot be computed one may replace B and C by B and C and denote 3a 
the estimate of by It will be proved later that under the 
assumptions of model 3.1 
^3a ^p{t-2),(b-p-1)(t-1) 
D. Distributions of Univariate Test Statistics 
The main tool used in developing the distributions of the test sta­
tistics C,,, C,,, and C ^ comes from a paper by Milliken and Graybill 
la 2a 3a 
(1969). Two of their theorems are combined to make the following theorem. 
1. Theorem 3.1 (Graybill and Mi 11iken, 1969) 
Let the n X 1 random vector y be such that y ~ N(w,I). Let K be any 
nonzero r x n matrix of constants of rank k < n; let L be any nonzero n x n 
matrix of constants such that the rows of L are in the orthogonal comple­
ment of the row space of K. Let A and B be n x n matrices with elements 
a., and b.. where a.. = f. .(Ky) and b.. = g..(Ky) and where f..(*) and 
I J  I J  I J  I J  ' o  
g(') are Borel functions of the random vector Ky. Then the random varia­
ble Wi = y'Ay is distributed as a noncentral chi-square with noncentrality 
parameter and mi degrees of freedom when conditions one to four hold 
with probability one. Also tha random variable Wg = y'By is distributed 
as a noncentral chi-square with noncentrality parameter %X2 and mz de­
grees of freedom when conditions five to eight hold with probability one. 
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Further, Wi = y'Ay and Wg = y'By are independent if conditions one to nine 
hold with probability one. 
(1) A = L'AL 
(2) A is idempotent 
(3) Trace (A) = mi; mi is a constant positive integer 
(4) p'Ay = Xi; Xi is a constant 
(5) B = L'BL 
(6) B is idempotent 
(7) Trace (B) = mg; mz is a constant positive integer 
(8) p'Bu = \2'» Xz is a constant 
(9) AB = 0 
Before theorem 3.1 is applied to the test statistics some preliminary 
work is necessary. One starting point is the investigation of the 
matrices involved in the quadratic forms of the test statistics. Define 
the following: 
M = X(X'X)-iX' 
F = B(B'B)-iB' 
G = C(C'C)-iC' 
Since B and C are of full column rank with probability one, F and G exist 
with probability one. The rank of F equals the rank of B which is p(t-l) 
with probability one and the rank of G equals the rank of C which is p 
with probability one (Graybill, 1969, p. 356). The relations X'B = 0 and 
X'C = 0 depend only on the structure of B and C and the fact that I = 
i " ' 
0 = E 6. .. Since Z î. . = 0 = 2 g. ^ it is also true that X'B = 0 and 
j ^ i j ^ 
X'C = 0. Therefore when F and G exist 
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MF = 0 
and 
M6 = 0 
2. Lemma 3.1 
Let be Euclidean space of dimension bt and SF be the subspace 
determined by the origin and the p(t-l) columns of B. Let SG be the sub-
space determined by the origin and the p columns of C. Then SG is con­
tained in SF. 
a. Proof Let B = (Bi, ..., Bp) and be the jth column of B^. 
t-T 
If is the hth column of C, then Z ^hj^j ~ ^h 
h 
fhiBhi 
B, 
'hb 
t-l^hi 
"^h.t-l^hb 
^ht^hi 
^ht^hb 
'hi 
hb 
'hi 
L "^hb 
:hb 
^hi 
e 
t-l columns 
hb y 
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This equality is clear for rows 1 to b(t-l) of C^. For the row £ which 
corresponds to treatment t and block k, with 1 < k £ b, it follows that: 
jE, •'hj'Ak' ° Âk ^hj 
= (AkX-ht' ' 
The above shows that C^, an arbitrary column of C, is a linear combination 
of t-1 columns of B^. Therefore SG is contained in SF. 
Theory about projections is used in studying the matrices M, F, and 
G. Recall that the projection of a vector f into a subspace SP is a 
vector g that is an element of SP and is orthogonal to f-g. The following 
theorem may be found in Graybill (1969, p. 356). 
3. Theorem 3.2 (from Graybill, 1969) 
Suppose that g is the projection of a vector f in into a subspace 
SP of E^. If f is in SP then f = g (f is not changed by the projection). 
a. Lemma 3.2 With probability one, FG = GF = G. 
b. Proof With probability one F and G exist and when they exist 
they are symmetric idempotent matrices and thus projection matrices 
(Graybill, 1969, p. 358). The matrix F projects vectors into SF, the 
subspace formed by the origin and the p(t-l) columns of B (Graybill, 1969, 
p. 74). Similarly the matrix G projects vectors into SG, the subspace 
formed by the origin and the p columns of C. Let a f 0 be an arbitrary 
vector in E^^ and denote its projection into SF by the vector f and its 
projection into SG by the vector g. Thus, by the above it follows that 
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f = Fa 
and 
g = Ga 
Now g is an element of and also an element of SG. By lemma 3.1 g is 
also an element of SF and thus by theorem 3.2 
g = Fg 
Therefore 
Ga = FGa 
Letting a = e^ i=l, ..., bt, where e. is the column vector with all 
zeroes except a one in row i implies that 
G = FG 
And since F and G are symmetric, 
G = G' = (FG)' = G'F' = GF 
4. Theorem 3.3 
With probability one the statistic 
C - . .(Ya)'F(Ya;/p(t-l) 
^la " (Ya)'(I-M-F)(Ya)/(b-p-l)(t-l) 
has a central F distribution with p{t-l} and (b-p-l)(t-l) degrees of 
freedom under the assumptions of Equation 3.1. 
a. Proof B is of full column rank with probability one and so F 
exists with probability one. Theorem 3.1 will be used to find the distri­
bution of C,_. Since Z is positive definite, a'Za > 0 and we define 
y = Ya//a'Za 
From Equation 3.1, E(Y) = XP and thus 
E(y) = E(Ya/y^) = XPa/»^iPIi" = Xb 
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where the b + t - 1 x 1 vector b is defined by b = Pa//a'Za. Using Equa­
tion 3.9 it is seen that 
Var{y) = Var(Ya)/(a'2a) = 1^% 
Therefore since Y is normally distributed 
y -v Nbt(Xb,I) 
Let K = X', a (b+t-1) x bt matrix of constants with rank b + t - 1 < bt. 
Let L = I - M, a bt x bt matrix of constants. Now 
KL' = K(I-M) = X' - X'[X(X'X)-iX'] = X'-X' = 0 
and so the rows of L are in the orthogonal complement of the row space of 
K. Now let A = F and B = I - M - F and show that their elements are Borel 
functions of X'y. Recall that if c is a constant and f and g are Borel 
measurable functions then f + c, cf, f + g, and fg are also Borel measura­
ble (Royden, 1968, p. 66). Note that X'y forms linear combinations of Ya 
and that linear operations may be used on the elements of X'y to compute 
the elements of B. Thus the elements of B are Borel measurable and there­
fore the elements of Ê'Ê are also Borel measurable. Using appropriate 
elementary row operations (ê'ê,I) may be transformed to (I,(B'B)"M. Thus 
the elements of (D'B)"^ are Borel functions of X'y and consequently so are 
the elements of F. Since the elements of I and M are constants, the ele­
ments of I - M - F are Borel measurable functions of X'y. It is now shown 
that the nine conditions hold with probability one. 
(1) L'FL = (I-M)F(I-M) = {F-0)(I-M) = F 
(2) F is idempotent 
(3) Trace F = rank F = rank B = p(t-l) 
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(4) y'Fu = b'X'FXb = b'X'B(B'B)"^B'Xb = 0 
(5) L'(I-M-F)L = (I-M)(I-M-F)(I-M) = (I-M-F-M+M+0)(I-M) 
- (I-M-F)(I-M) - I"M-F-M+M+0 — I-M-F 
(6) (I-M-F)(I-M-F) = I-M-F-M+M+O-F+O+F = I-M-F 
(7) Trace (I-M-F) = trace I - trace M - trace F 
= rank I - rank M - rank F = bt - (b+t-1) - p(t-l) 
(8) p'(I-M-F)y = b'X'(I-M-F)Xb = b'(X'-X'-O)Xb = 0 
(9) F(I-M-F) = F-O-F = 0 
In conditions three and seven we use the fact that the trace and rank of 
an idempotent matrix are equal (Graybill, 1969, p. 224). Thus 
Wi = y'Fy = (Ya)'F(Ya)/(a'Za) 
is distributed X^(p(t-1 )) where X^(r) denotes a central chi-square distri­
bution with r degrees of freedom. Also wi is independent of 
W2 = y'(I-M-F)y = (Ya)'(I-M-F)(Ya)/a'Za 
where Wa ~ X^((b-p-l)(t-l)). If Wi and W: are divided by their degrees of 
freedom, their ratio formed, then a'Za cancels and C,, is obtained. Thus 1 a 
C_ is distributed as a central F variable with p(t-l) and (b-p-l)(t-l) 
degrees of freedom. 
5. Theorem 3.4 
With probability one the statistic 
' _ (Ya)'G(Ya)/p 
^2a " (Ya)^F-G)(Ya)/p(t-2) 
has a central F distribution with p and p(t-2) degrees of freedom under 
the assumptions of Equation 3.1. 
a. Proof Define y, K, and L as in the proof of theorem 3.3. It 
can be shown, with an approach similar to that used in the proof of 
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theorem 3.3, that the elements of A = G and B = F - G are Bore! measurable 
functions of X'y. With probability one F and G exist and when they exist 
the following nine conditions will hold. 
(1) L'GL = (I-M)G(I-M) = G 
(2) G is idempotent 
(3) Trace G = p 
(4) y'Gp = b'X'GXb = b'X'C(C'C)"^Ê'Xb = 0 
(5) L'(F-G)L = (I-M)(F-G)(I-M) = (F-6)(I-M) = F-G 
(6) (F-G)(F-G) = F-G-G+G = F-G 
(7) Trace (F-G) = trace F - trace G = rank F - rank G -
= p(t-l) - p = p(t-2) 
(8) y'(F-G)u = vi'Fy - y'Gy = 0 
(9) G(F-G) = G-G = 0 
Lenma 3.2, which states that FG = GF = G, is used in conditions six and 
nine. Thus 
wi = y'Gy = (Ya)'G(Ya)/a'Za -v X^{p) 
and is independent of 
W2 = y'(F-G)y = (Ya)'(F-G)(Ya)/a'Za 'b x2(p(t-2)) 
If Wi and W2 are divided by their degrees of freedom and their ratio 
formed then a'Za cancels and C,, is obtained. Thus C,, is distributed as 2a 
a central F variable with p and p(t-2) degrees of freedom. 
6. Theorem 3.5 
With probability one the statistic 
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has a central F distribution with p(t-2) and (b-p-l)(t-l) degrees of 
freedom under the assumptions of Equation 3.1. 
a. Proof Define y, K, and L as in the proof of theorem 3.3. 
From the proofs of theorems 3.4 and 3.3 it is known that the elements of 
A = F-G and B = I-M-F are Bore! measurable functions of X'y. Conditions 
one to four of this theorem are identical to conditions five to eight of 
theorem 3.4. Conditions five to eight of this theorem are identical to 
conditions five to eight of theorem 3.3. Therefore only condition nine 
must be shown to hold probability one. 
(9) (F-G)(I-M-F) = F-0-F-6+0+G = 0 
Then following the latter steps of the proofs of theorems 3.3 and 3.4, the 
desired result is obtained. 
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IV. MULTIVARIATE TESTS FOR NONADDITIVITY 
A. Introduction 
In Chapter IV the work of S. N. Roy (1953) is used to extend the 
previously developed univariate test statistics. The resulting multi­
variate test statistics are the largest roots of determinantal equations 
and have well tabulated distributions when appropriate conditions are met. 
Up to this point the development of the nonadditivity test statistic 
parallels many of the ideas given by McDonald and Milliken (1974). 
Now it is demonstrated that the paper by McDonald and Mil liken im­
properly proves certain distributional conditions. The distributional gap 
is filled by introducing a theorem that gives sufficient conditions for 
matrices to have independent Wishart distributions. This theorem is used 
to show that standard charts and tables may be used for the multivariate 
test statistics. Finally the test statistics are shown to possess some 
invariance properties. 
B. Multivariate Test Statistics 
To show the relationship between the multivariate and univariate 
hypotheses let the n x p matrix M = (Mi, M ) be introduced. It is 
P P 
seen that Ma = Z a.M. = 0 for all p x 1 vectors a if and only if M = 0. 
h=l " " 
Thus Hi:D = 0 is equivalent to 
0 H,=:Da = 0 
a la 
where/I H,, indicates the intersection of the hypothesis H,, over all 
a la Id 
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values of a. Similarly 
HgiE = 0 <=>OH,_:Ea = 0 
a  
and 
HazBC - DE = 0 <=>/3H,,:(BC - DE)a = 0 
a 
The union-intersection principle of Roy (1953) may be used to de­
velop the following size a tests. 
(1) Reject Hi for interaction when sup 0,^ > ki (4.1) 
(2) Reject Ha for concurrence when sup > ka â ® 
(3) Reject H3 for nonconcurrence when sup > ka 
a 3* 
Thus it is necessary to find X. = sup C.. for i = 1, 2, and 3 and the 
I  a  l a  
following result from Rao (1965, p. 59) will be used to do this. 
1. Lemma 4.1 (from Rao, 1965) 
Let A be a real symmetric p x p matrix and B a real positive definite 
p X p matrix. Denote by Xi ^ ... > Xp the roots of |A-XB| = 0. Then 
^3^ rll " Ap 
When A is also positive definite then >p > 0. 
To apply this result in finding sup it must be shown that 
Y'(I-M-F)Y and Y'(F-G)Y are positive definite matrices. 
2. Lemma 4.2 
The p X p real matrices Y'FY, Y'(I-M-F)Y, Y'GY, and Y'(F-G)Y are 
positive definite with probability one. 
a. Proof Y'FY is positive definite with probability one if and 
only if the probability is one that the realization of Y is such that 
a'Y'FYa > 0 for all p x 1 constant vectors a f 0. Now a'Y'FYa > 0 is 
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equivalent to 
wi = (Ya)'F(Ya)/p(t-l)(a'Za) > 0 
and in the proof of theorem 3.3 we show with probability one the realiza­
tion of Y is such that F exists, and when F exists wi is distributed as a 
central chi-square with p(t-l) = rank F > p > 0 degrees of freedom for any 
a f 0. Thus with probability one Wi > 0 and Y'FY is positive definite. 
It was established in the proofs of theorems 3.3 and 3.4 that (Ya)'(I-M-F) 
(Ya)/(b-p-l)(t-l)(a'Za), (Ya)'G(Ya)/p(a'Za), and (Ya)'(F-G)(Ya)/p(t-2) 
(a'Za) are distributed as central chi-square random variables with de­
grees of freedom equal to the ranks of I-M-F, G and F-G respectively. 
Now rank (I-M-F) = (b-p-l)(t-l) and this value is greater than or equal to 
p by assumption. Rank (G) = p and the rank (F-G) = p(t-2) > p by assump­
tion. Thus Y'(I-M-F)Y, Y'GY, and Y'(F-G)Y can be shown to be positive 
definite in a similar manner. 
Define to be the largest roots of the following determinantal 
equations: 
Xi, largest root of |Y'FY - X[Y'(I-M-F)Y]| = 0 
Xz, largest root of jY'GY - X[Y'(F-G)Y]| = 0 
X3, largest root of |Y'(F-6)Y - X[Y'(I-M-F)Y]| = 0 
Thus by lemmas 4.1 and 4.2 it is shown that: 
(1) Xi = sup C (4.2) 
a *0 
(2) X2 = sup C 
a 2a 
(3) X3 = sup Cjg 
To use standard tables and charts the thesis will use statistics that 
are monotonie functions of the X^. Assume A and B have independent 
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central Wishart distributions. Let c^ be the ith largest root of the 
determinantly equation |A - c(A+B)| = 0 and the ith largest root of 
IA - AB| = 0. Then it is shown in Anderson (1958, p. 309) that with 
probability one 
c. = X./(l+X.) (4.3) 
Thus Ci is a strictly monotonie function of Xi, is bounded between zero 
and one and also has well-tabulated upper percentage points. There exist 
several other test criterion which are functions of the c.. The next 
1 
section will show the necessary distributional conditions are met for the 
test statistics that have been developed here. 
C. Wishart Distributions of Quadratic Forms 
with Random Idempotent Matrices 
The multivariate test statistics have well-tabulated distributions 
when the appropriate sum of squares and cross products matrices have in­
dependent Wishart distributions. With this in mind a theorem will be 
developed that gives sufficient conditions for independent Wishart dis­
tributions. However before the theorem is stated and proved some other 
work on the Wishart distribution is given and related to an inadequate 
proof by McDonald (1972). 
Since the Wishart distribution is the major topic of this section a 
definition of the distribution is now given. 
1. Definition 4.1 
Let the n X p random matrix Y = (yi, ..., y^) have 1 x p row vectors 
U1 to U^. Assume the are independently normally distributed with 
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common positive definite covariance matrix I = (a.^) and E(Y) = Q. When S 
is defined by 
n 
S = Y'Y = 2 U.UÎ 
i=l ^ ^ 
s,j ' 
and n > p then S is said to have a noncentral Wishart distribution with n 
degrees of freedom and is denoted by 
S ~ Wp(n,Z,.) 
The noncentrality parameter is a function of Q and may be given as Q'Q. 
If Q = 0 then 
S -v Wp(n,E) 
is the appropriate notation. Note that the Wishart distribution is an 
extension of the chi-square distribution. 
The following theorem is taken from Rao (1965, p. 453) and is pre­
sented as a standard result for quadratic forms with matrix arguments and 
constant idempotent matrices. 
2. Theorem 4.1 (from Rao, 1965) 
Let Y be as in definition 4.1 and be a constant n x n symmetric 
matrix. Then Y'A^.Y % Wp(r^.,Z) if and only if a'Y'A^Ya -v (a'Za)X^(r^.) for 
all nonzero p x 1 vectors a, in which case r\ = rank A.. Further Y'A^Y 
and Y'A.Y are independently distributed if and only if a'Y'A.Ya and J ' 
a'Y 'A jY a  are independently distributed for all nonzero vectors a. 
This theorem is used in McDonald's (1972) extension of Tukey's (1949) 
test when he proves that some matrices, referred to as and S^, have 
independent central Wishart distributions. In this notation = Y'GY 
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and Sg = Y'(I-M-G)Y and both matrices are seen to be quadratic forms with 
matrix arguments and random idempotent matrices. McDonald properly 
justifies (with theorem 3.1) the fact that a'Y'GYa/a'Za and a'Y'(I-M-G) 
Ya/a'Sa have independent central chi-square distributions and then states 
that by invoking theorem 4.1 it follows immediately that and have 
independent central Wishart distributions. However theorem 4.1 uses con­
stant idempotent matrices and does not apply to this situation. McDonald 
and Milliken (1974) also fail to give sufficient justification for the 
distribution of their test statistic. Incidentally tneir procedure will 
give a test statistic that agrees with this thesis for the problem of 
testing the nonadditivity hypothesis Hi:D = 0. However their procedure 
cannot be used to test the concurrence and nonconcurrence hypotheses Hz 
and H3. 
Before theorems are presented to fill the distributional gap some 
background material will be given. The following theorem from Rao (1965, 
p. 36) will be referred to as the spectral decomposition theorem and will 
be used in theorem 4.3, theorem 4.4 and the succeeding chapter. 
3. Theorem 4.2 (from Rao, 1965) 
Let C be a p X p real symmetric matrix. Then there exists an orthog­
onal matrix P such that P'CP where _Ais a diagonal matrix. Further 
A = diag (X^.) where the A^'s can be arranged in descending order and P = 
(Pi, ..., Pp) where CP^ = X^P^ 
Also it is noted that if A is a constant idempotent matrix of rank 
s and Y meets the conditions of definition 4.1 then theorem 4.1 implies 
that 
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Y'AY ~ Wp(s,Z,.) (4.4) 
Now part of theorem 3.1 will be extended to show that if the random 
idempotent matrix A mimics certain properties of a constant matrix then 
Y'AY has a Wishart distribution. 
4. Theorem 4.3 
Let Y be distributed as in definition 4.1. Let K be any nonzero 
r X n constant matrix of rank k < n. Let L be any nonzero n x n constant 
matrix of rank I such that KL' =0. Let A be a random matrix with ele­
ments a.j = f.j(KY) where f^jf») is a Borel function of KY. The random 
matrix Y'AY has a noncentral Wishart distribution if the following four 
conditions hold with probability one. 
(1) A = L'AL. 
(2) A is a real symmetric idempotent matrix. 
(3) Trace (A) = s, s is a constant positive integer. 
(4) AE(Y) is a constant matrix. 
a. Proof Define the random matrix (UljUa)' as follows 
U i  K Y  U 11 
U z  L Y  UA 1  
" "'P. — 
where Uj. = and u^j = Lyj. If Y = (yi, ..., y^) and E(y^) = then 
Ujj ~ N(Ky.,a..KK') 
Ugj ~ NfLw^.CjjLL') 
and 
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COVfUii'Uzj) = E[Ky,-E(Ky.)][Lyj-E(Lyj)]' 
= K[COV(y.,yj)]L' 
= KIL' 
= 0 
Therefore Uj and U2 are independently distributed. Now ^ and have 
degenerate normal distributions and may be written (Anderson, 1958, p. 25) 
as linear transformations of nondegenerate normal variates. To find the 
transformation for U2 consider the spectral decomposition of LL', an n x n 
nonnegative symmetric matrix of rank 
LL' = (Pi,P2) 0 
p* * 
PI 
0 0 P2 
Now define H2 = PiA^ and note H2 is an n x & full column rank matrix such 
that 
H2H; = LL' 
It may be shown that Hi, the unique generalized inverse of H2, is given by 
H] =A1'^P[. Since P = (Pi,P2) is an orthogonal matrix it is seen that 
H2H2 -
The column space of Pi is equal to the column space of L and orthogonal to 
the column space of P2. Hence 0 = P2P2L = (I-PiPl)L and L = PiPiL. But 
PiPl = Pi^ili^i = H2H2 and thus 
H2H2L = L 
Therefore the following transformation may be used: 
U2 - H2X2 
where 
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Xa = (x2i» ...» Xjp) 
"zj ~ 
and 
COVCXj^-jXjj) = G.jl^ 
Now define 
W = Y'AY = Y'L'ALY = UIAU2 = XiHiAHzXz 
It may be shown that H2AH2 is a symmetric idempotent matrix of rank s. 
This is done by using the fact that a necessary and sufficient condition 
for a symmetric matrix to be idempotent is that all p ^ 1 eigenvalues are 
unity (Graybill, 1969, p. 340). Since A is symmetric idempotent there 
exist orthonormal eigenvectors qi to such that 
(L'AL-I)q. = 0 
=> (LL'ALL'-LL')ALq^. = 0 
=> HlfHzHiAHzHi-HzHiiALq. = 0 
(HIAHa"!jHjALq^ - 0 
Letting h. = HlALq^ it is seen that h\hj = q\qj and so H2AH2 has at least 
s orthonormal eigenvectors corresponding to the eigenvalue of +1. Also 
rank (H2AH2) ^ rank (A) = s and thus the symmetric matrix H2AH2 is of rank 
s and idempotent for all possible values of the matrix A. Since H2 is a 
fixed matrix, A a function of Ui, U2 independent of Ui and X2 a transfor­
mation of U2 it is permissible to fix A and consider W|A. By relation 4.4 
it is seen that W|A ~ Wp(s,Z,«) with a noncentrality parameter that is a 
function of AE(Y). However by conditions three and four W|A has the same 
distribution for all allowable values of A and thus the proof is complete. 
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Properties of matrix direct products are now presented and will be 
used in the proof of theorem 4.4. The (left) direct product of matrices 
has earlier been defined as 
A «  B =  ( (Ab . j ) )  
When A, B and C are any matrices and d is any scalar then (Graybill, 1969) 
(dA) B B = A fl (dB) = d(A fl B) 
(A 8 B) a C = A a (B 8 C) 
and 
(ABB)' = A' A B' 
If A and B and also C and D are conformable to matrix multiplication then 
(A a c)(B a D) = AB a CD 
If A and B are invertible then 
(A a B)-i = A-^ a B'l 
If A is any m x m matrix and B any n x n matrix then 
|A a B| = |A|" iBf 
If B and C have the same dimensions then 
(A a B) + (A 8 C) = A a (B + C) 
The following theorem culminates the theoretical work of this 
section. 
5. Theorem 4.4 
Let K, L, and Y be defined as in theorem 4.3. Let the n x n matrices 
A and B be Borel functions of KY. The two random matrices Wi = Y'AY and 
Wz = Y'BY have independent central Wishart distributions if the following 
nine conditions hold with probability one. 
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(1) L'AL = A 
(2) L'BL = B 
(3) A is a real symmetric idempotent matrix 
(4) 8 is a real symmetric idempotent matrix 
(5) Trace (A) = s, a positive constant integer 
(6) Trace (B) = t, a positive constant integer 
(7) AE(Y) = AQ = 0 
(8) BE(Y) = BQ = 0 
(9) AB = 0 
a. Proof Using the notation of the proof of theorem 4.2 let 
"ip Ui KY 
*  M 
Ky1 » •••> Ky^ Ull; ...» 
U2 LY Lyi, .... Lyp U2 1 » • • • » 2pJ 
Using conditions one and two it is seen that 
Wi = Y'AY = UlAUz 
and 
Wz = Y'BY = UiBUz 
In the proof of theorem 4.3 it was shown that there exists an n x & full 
column rank matrix Ha such that H2H2 = LL', H2H2 = Ij, and H2H2L = L. In a 
similar manner it may be that there exists an r x k full column rank 
matrix Hi such that 
HiH{ = KK' 
HlHi = 1% 
and 
HlHiK = K 
43 
Now Hi and Hz are used to make the following transformations, 
"li Hi(z.i+HlKwj) and u^j = Hztz^j+HâLuj) 
where 
Zjj and z^. ~ N%(0,OjjI%) 
If Z' = (Zl.Zl) = (zli,...,z|p,2li,...,z^p) then 
Z = 
Zi 
h 
~ N(0 P k B S  0  1  
'[o I, BzJ 
) 
By conditions one to eight, Wi and Wz have central Wishart distribu­
tions with s and t degrees of freedom respectively. Hence Wi and Wz have 
the following characteristic functions (Anderson, 1958, p. 160) 
•«.(T.) = (|E||r'-21T.|)-^ 
Here Ti = (t^^j) and Tz = (t^^j) are real symmetric matrices. It will be 
shown that Wi and Wz are independent by factoring their joint characteris­
tic function. 
Tz) (4.5) 
= S--C ^ trace(WiT,+W2T2)dF(Zi)]dF(Zi) 
where 
dFfZz) = K exp -%[Z;(l2 8 D-'Zz] 
and 
K = a 
Let tr denote trace and note that 
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TrWiTi = tr UIAU2T1 
= I 2 "liAUzjtiij 
=  S  Z  ( z ^ . + H 2 L y ^ ) ' H 2 A H 2 ( 2 2 • j  
1 J  
Let S' = (si, ... s^), y. = E(y^O and y' = (yj, ...» y^). 
Then S = (HiL B Ip)y and 
TRWITI =  (Z2+S) ' (H1AH2 B TJDZ+S) 
= Z;(HIAH2 B TI )Z2 +  2Z;(HIAH2 B Ti)S 
+ S'FHIAHZ B Ti)S 
Now 
(HIAHZ B Ti)S 
= (HLHZHIAHZ B TIIFHIL B IP)Y 
= (HILL'AHZHIL B Ti)y 
= (HÂLL'AL B Ti)y 
= {H2LA B Ti)y 
= 0 
since AE(Y) = 0 ,  L 'AL = A and H2H2L = L.  Therefore Z2(H2AH2 B TI)S = 
S'(H1AH2 B TI)S = 0 and tr WJI = ZKH^AHZ B TJZZ. Similarly, tr W2T2 = 
Z2(H2BH2 B T2)Z2 and the quantity inside the brackets of Equation 4.5 may 
be written as 
.£".R K exp -  %Z^R'  ZZDZZ (4 .6)  
where 
$-1 = I B 2-^ -2i(H;AH2 B TI  +  HiBHg B TG) 
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Before is evaluated note that H2H2 = LL' and = H2H2 imply 
Hi =  H2H2H2 =  H 2 L L ' .  Therefore 
( H i A H 2 ) ( H l B H 2 )  =  H l L L ' A L L ' B L L ' f H l ) '  
=  h ; l a b l ' ( h I ) '  
= 0 
since 1 = B Z||I& G 
|$-i| = |I;^ 8 Z|1(I^ fl Z'l): - 2i(I% a Z-M{H1AH2 fl T1+HIBH2 8 T2)| 
=  | Z | * | I %  a - 2 i ( i a  B z - ' ) ( H ; A H 2  a T j d ^  a z ) |  
X |i% a r' -2i(HiBH2 a TZ )! 
It is possible to factor the determinant as above since (H2AH2 8 Tj 
(I^ a Z)(H1BH2 8 T2) = (HlAHiH2BH2 8 T1ET2) = 0. Also 9 -2i 
(I^ a z-M(hiah2 a Ti)(i% a z)| = |i^ a r^i x |i^ a r' -2i(HiAH2 a tj] 
X 11^ a El = |I^ a Z-i -2i( H i A H 2  8  Tj. 
since H2AH2 is a symmetric idempotent matrix the spectral decomposition 
theorem states there exists an orthogonal matrix Q such that 
Therefore 
|$-i| = 111*11*8 Z-i -2i(HiAH2 8 Ti)l 
X 11*8  -2I (H^BH2 A TZ) !  
Q'H^AHzQ 
Now |Q' 8 IpllQ 8 Ipi = 1 and thus 
11* a Z-i -2i(H^AH2 a Ti)l 
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L fl 0 
^ -21 
L 0 
= lis 8 (Z'l -2iTi)||Ia_g a z-i| 
= |Z-1 -2iTi|S|z-i|&-s 
Similarly |I% 8 Z"' -2i(H^BH2 8 Tz)) = \r^ -2iT2|^|Z'M^'^ 
Hence Equation 4.6 reduces to 
(2w)-^P|$|-^ exp.%Z;*-'Z:dZ, 
= dilir' -2iTi|)-^{|s||r' -2iT2|)-%t 
which is not a function of h. Therefore = \i 
and Wi and Wz are independently distributed. Q.E.D. 
6. Lemma 4.3 
The following relations hold with probability one under the assump­
tion of model 3.1. 
(1) Y'FY -v Wp(p(t-l),Z) 
(2) Y'GY Wp(p,2) 
(3) Y'{F-6)Y Wp(p(t-2).Z) 
(4) Y'(I-M-F)Y % Wp((b-p-l)(t-l),E) 
Also Y'FY and Y'(F-G)Y are distributed independently from Y'(I-M-F)Y and 
Y'GY is distributed independently 
a. Proof In theorems 3.3, 3.4 and 3.5 it was established that 
the first three conditions of theorem 4.3 were met for all four quadratic 
forms with K = X' and L = I-X(X'X)X' = I-M. Since E(Y) = XP and B'X = 0, 
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C'X = 0 it is clear that FE(Y) = 0, GE(Y) = 0, (F-G)E(Y) = 0 and (I-M-F) 
E(Y) = (X-X-O)P = 0. Thus all four quadratic forms have the indicated 
distributions. Since F(I-M-F) = F-F = 0, (F-G)(I-M-F) = F-F-G+G = 0, and 
G(F-G) = G-G = 0 the corresponding quadratic forms are independent by 
theorem 4.4. 
D. Multivariate Tests for Nonadditivity 
Using Lemma 4.3 it is possible to find the distributions of the test 
statistics of section 4.1. When A and B are independently distributed 
p X p matrices with 
A Wp(Z,ni) and B ~ WpfZ.ng) 
then the density function of the roots of 
|A - c(A+B)l = 0 
involves only p, ni and nz and not the unknown Z (Rao, 1965, p. 459). The 
largest root of |A - c(A+B)| = 0 is then referred to as the largest root 
of a MANOVA matrix and is well-tabulated by Heck (1960), whose tables also 
appear in Morrison (1967, p. 313). 
Heck (1960) uses the notation 
Xa;s,m,n 
to represent the upper a percentage point of the largest MANOVA root. 
The relationship of the values of ni, nj and p to s, m, and n may 
be found by comparing the joint root density functions as given by Heck 
(1960) and Nanda (1948). Nanda's joint root distribution (1948) is given 
in terms of y and v which he relates to the p, ni and nz of above. 
Heck's joint root distribution (1960) is given in terms of s, m, and n and 
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thus the relation of these values to Z, y, and v can be determined as 
shown below: 
(2) m = (|p-nil - l)/2 
(3) n = (nz - p -1)/2 
In Heck's tables (1960), the minimum values are s = 2, m = -% and n = 5. 
7. Theorem 4.5 
The largest root Ci of the determinantal equation |Y'FY - c 
[Y'(I-M)Y]| = 0 exists with probability one and when Ci exists it has the 
largest MANOVA root distribution where 
s = p 
m = (pt - 2p - l)/2 
n = (bt - pt - b - t)/2 
Further, the rejection of Hi:D = 0 when 
Ci > Xa; s,m,n 
gives a size a test for Hi. 
a. Proof Lemma 4.3 states that Y'FY and Y'(I-M-F)Y have, with 
probability one, independent Wishart distributions with ni = p(t-l) and 
nz = (b-p-l)(t-l) degrees of freedom. The equations of 4.7 may be applied 
to find s, m, and n. Then from the equations of 4.1 and 4.2 we know that 
Nanda 
Z = min(p,ni) 
y = iP-Hil + 1 
V = n2 - p + 1 
Heck 
s = 2 
m = (y-2)/2 
n = (v-2)/2 
Therefore: 
(1) s = min(p,ni) (4.7) 
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a size a test may be constructed for Hi:D = 0 by rejecting Hi when 
Xi = sup C.- > ki 
a ** 
Here \i is the greatest root of the determinantal equation |Y'FY- [Y' 
(I-M-F)Y]| = 0 and ki depends on the distribution of Xi. Let Ci be the 
largest root of the equation |Y'FY-C[Y'FY+Y'(I-M-F)Y]| = |Y'FY-C 
[Y'(I-M)Y]| = 0. Then by utilizing equation 4.3 
C l  =  X i / ( 1  +  X x )  
Using this strictly monotonie function of Xi, we obtain the equivalent 
size a test for Hi by rejecting when 
Cl > Xa; s,m,n 
8. Theorem 4.6 
The largest root Cz of the determinantal equation |Y'GY - cY'FY| = 0 
exists with probability one and when it exists it has the largest MANOVA 
root distribution where 
s = p 
m = -% 
and 
n = [p(t-3)-l]/2 
Further, the rejection of HgzE = 0 when 
Cz > Xa; s,m,n 
gives a size a test for H2. 
a. Proof The proof is similar to the proof of theorem 4.5. 
9. Theorem 4.7 
The largest root C3 of the determinantal equation |Y'(F-G)Y -
c[Y'(I-M-G)Y]| = 0 exists with probability one and when it exists has the 
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largest MANOVA root distribution where 
s = p 
m = [p(t-3)-l]/2 
and 
n = (bt-pt-b-t)/2 
Further, the rejection of HszBD-CE = 0 when 
C3 > Xa; s,m,n 
gives a s ize  a  tes t  fo r  h3 .  
a. Proof The proof of this theorem is similar to the proof of 
theorem 4.5. 
The statistics given in the three preceding theorems to test Hi, Hz, 
and H3 use the largest MANOVA root distribution. Wilks' criterion may 
also be used to obtain test statistics for the same hypotheses. Assume A 
and B are independently distributed and 
A ^ Wp(S,ni) 
B ~ Wp(Z,n2) 
with 
"2 > P 
Then Wilks' criterion is given by Schatzoff (1966) as 
U = |B|/|A+B| = l/|AB-i+I| (4.8) 
or 
P 
U = 1/ n (1 + X.) (4.9) 
i=l 1 
where are the roots of the determinantal equation |A-XB| = 0 = 
|AB"i - XIp|. Schatzoff (1966) and Pillai and Gupta (1969) have compiled 
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tables that are based on the distribution of U and may be used to test Hi, 
Hz, and H3. The correspondence between the notation of the thesis and 
that of Schatzoff (1966) and of Pillai and Gupta (1969) is given below: 
Thesis Schatzoff Pillai and Gupta 
P P P 
ni q fl 
nz n fl 
Then, using the notation of Schatzoff, one rejects an hypothesis at 
the a level of significance when 
W > W* 
where 
W = -[n-(p-q+l)/2]loggU 
and 
W* = C X true a level for 
The tables by Schatzoff and by Pillai and Gupta give values of C for 
selected values of p, q, a, and M = n-p+1. When using these tables the 
fact that the distribution of Up,q,n is the same as the distribution of 
Uq,P,n+q-p (Anderson, 1958, p. 193) may be useful. If p and q are both 
odd then one must, in general, interpolate the table valuer. Approxima­
tions for the distribution of U were found by Rao in 1948 and 1952. If 
p = 1 or p = 2 then the F distribution may be used (Anderson, 1958, p. 
195). 
10. Theorem 4.8 
Let ni = p(t-l), nz = (b-p-l)(t-l) and U = |Y'(I-M-F)Y|/|Y'(I-M)Y| = 
52 
p 
îî (1-c.) where c. are the roots of |Y'FY - c[Y'(I-M)Y]| = 0. Let C be 
i=l ^ ^ 
the tabular value of Schatzoff or Pillai and Gupta. Then rejection of 
Hi:D = 0 when 
W = -[^2 - (p-ni+l)/2]loggU 
is greater than 
W* = C X true a level for X^pni 
gives a size o test for Hi with probability one. 
a. Proof Let A = Y'FY and B = Y'(I-M-F)Y and refer to lemma 4.3 
to check that A and B are, with probability one, independently distributed 
Wishart matrices with ni = p(t-l) and nz = (b-p-l)(t-l) > p degrees of 
freedom. Then A+B = Y'(I-M)Y and substitution into Equation 4.8 gives the 
P , 
first form of U. Referring to Equation 4.9 gives U = 1/ n (1+X.) where j=i ' 
are the roots of |A-XB| = 0. Now c., the roots of |A-c(A+B)| = 0 are 
related to by Equation 4.3. 
= X^/{l+X.) 
so 
1 - c. = 1/(1+X.) 
and 
p P P 
n (1-c.) = n [1/(1+A.)] = 1/ n (i+a.) 
i=l ^ i=l ^ i=l 1 
Then applying the above discussion finishes the proof. 
11. Theorem 4.9 
Let ni = p, n2 = p(t-2) > p and 
U = |Y'(F-G)Y|/iY'FY| - S (1-c.) 
i=l ^ 
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where are the roots of |Y'GY - cY'FYj = 0. Let C, W, and W* be defined 
as in theorem 4.8. Then rejection of H2:E = 0 when 
W > M* 
gives, with probability one, a size a test for Hz. 
a. Proof The proof of this theorem is similar to the proof of 
theorin 4.8. 
12. Theorem 4.10 
Let ni = p(t-2), nz = (b-p-l)(t-l) and 
P 
U = |Y'(I-M-F)Y|/|Y'(I-M-G)| = n (1-c.) 
i=l ^ 
where c^ are the roots of |Y'(F-G)Y - c[Y'(I-M-G)Y]| = 0. Let C, W, and 
W* be defined as in theorem 3.10. Then rejection of HszBD-CE = 0 when 
W > W* 
gives, with probability one, a size a test for H3. 
a. Proof The proof of this theorem is similar to the proof of 
theorem 4.8. 
E. Invariance of Multivariate Test Statistics 
Consider the values of the test statistics for Hi, Hg and H3 when the 
values of the p dimensions of Y undergo scale transformations. Let 
ai 0 0 " 
0 82 0  
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so A is a p X p full rank diagonal matrix. Throughout this section the 
notation of earlier sections is retained and the superscript * used to 
indicate transformed values. Thus let 
Y* = YA = (yi, ..., yp)A = (aiVi, .... a^y^) 
The test statistics for Hi, Hz, and H3 are said to be scale invariant if 
replacing the matrix Y by Y* = YA does not change the values of the 
statistics used to test these hypotheses. 
To compute these values when YA is used consider 
Y* = XP* + e* (4.10) 
which corresponds to Equation 3.1. The rows of Y* are independently and 
normally distributed with the covariance matrix of 
'•V'p". 
= AZA' 
aîoii 
àla, P PP 
Since y*hij = Vhlj = ^ 'h^h1 + 1t is seen that 
and 
P* = PA 
= eA 
Thus the expected value of e* is the zero matrix. Since the treatments 
and blocks are fixed effects it is clear that the rows of e* are inde­
pendently distributed as Np(0,A2A*). These properties of Equation 4.10 are 
given to indicate that it is proper to use the same development of the 
previous sections to obtain test statistics for the transformed problem. 
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Now consider the transformations of Equations 3.3 and 3.6 as follows: 
E(Y*) = XP* + B*D* 
E(Y*) = XP* + C*E* 
Equation 4.10 is used to find the least squares estimates of P* = PA. 
P* = (X'X)-iX'Y* = [(X'X)"^X'Y]A = PA (4.11) 
and 
PA = (Pi ,  . . .»  Pp)A = (a iPi ,  . . .»  apPp)  
Then, as before, the elements of B* and C* are replaced by their least 
squares estimates from Equation 4.11 and denoted as B* and C*. 
Thus 
B* = (B*. ..., B*) 
where 
since 
Therefore 
B* -  (ûiBi ,  . . .»  BpBp)  
= (§1, ..., Bp) 
= BR 
ail t-1 
't-1 
0 t-1 
where R is the full rank diagonal matrix indicated above. Define C* the 
bt X p matrix as 
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C* = (C* 1 » • • • • 
where 
cr ''h ' % ' (»h'h> • (»h«hi = • ®h' 
Thus 
Ô* = (aiCi, ...» BpCp) 
'a! 0 1 
" C • 
0 
= cs 
where S is the p x p full rank diagonal matrix indicated above. 
The test statistics for Hi, Hz, and H3 were based on F and G. Simi­
larly the statistics for H*:D* = 0, H*:E* = 0, and H*:B*D*-C*E* = 0 will 
be based on 
F* = 
and 
G* = C*(C*'C*)"^C*' 
If B* = BR is substituted in F*, then 
F* = (BR)[{BR)'(BR)rMBR)' 
= BR(RB'BR)-iRB 
= BR[R-i(B'B)-iR-i]RB 
= B(B'B)-iB' 
= F 
Also if C* - CS is substituted into G*, then 
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G* = CS(SC'CS)-i$6' 
= C(C'C)-1C' 
= G 
If is tested by using the greatest root distribution or Wilks' 
criterion, then it is seen by theorems 4.5 and 4.8 that the roots of the 
following determinantal equations are used: 
|Y*F*Y* - c[Y*(I-M)Y*]| = 0 
<=> lAY'FYA - c[AY'(I-M)YA]l = 0 
<=> |A|:|Y'FY - c[Y'(I-M)Y]| = 0 
<=> IY'FY - c[Y'(I-M)Y]| = 0 
In the relationships above, we use the facts that F* = F and A is a full 
rank matrix. So the test statistics for Hi:D = 0 are seen to be invariant 
under scale transformations. 
For testing H* the roots of the following determinantal equation are 
used: 
|Y*'G*Y - cY*'F*Y*| = 0 
<=> |A|:|Y'GY - cY'FYl = 0 
<=> |Y'GY - cY'FYj = 0 
Therefore by theorems 4.6 and 4.9 the test statistics for H2:E = 0 are 
invariant under scale transformations. 
For testing H* the roots of the following determinantal equation are 
used: 
|Y*'(F*-G*)Y* - c[Y*4l-M-G*)Y*]| = 0 
<=> |A|:|Y'(F-G)Y - c[Y'(I-M-G)Y]| = 0 
<=> )Y'(F-G)Y - c[Y'(I-M-G)Y]| = 0 
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Thus by theorems 4.7 and 4.10 the test statistics for HsiBD-CE = 0 are 
invariant under scale transformations. 
Thus it has been shown that the test statistics are all invariant 
under scale transformations. Now consider invariance of the test statis­
tics for Hi, Ha, and H3 when the p dimensions of Y undergo location 
transformations. Define k, the bt x p matrix, as 
K = 
ki 
ki 
ka 
kz 
ki PJ 
(4.12) 
So K is a constant matrix with each column consisting of bt repetitions of 
some constant. Again the superscript * will indicate transformed values 
and otherwise earlier notation will be retained. Thus 
Y* = Y - K 
and the test statistics are location invariant if replacing Y by Y* does 
not change their value. 
To compute these values when Y* = Y - K is used, consider 
Y* = XP* + e* (4.13) 
which corresponds to Equation 3.1. Since K is a constant matrix, Y - K 
has the same variance properties as Y. Thus the development of the 
previous sections may be used to obtain test statistics for the location 
transformation problem. Let 
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and 
P* = 
where Pi is the first row of P and P^ is the first row of P*. If k = 
(ki, k„) then it may be shown that 
Now consider the location transformation models corresponding to Equa­
tions 3.3 and 3.6 as follows: 
E(Y*) = XP* + B*D* 
E(Y*) = XP* + C*E* 
Estimates of B* and C* will come from the least squares fit for P* as de 
termined by Equation 4.13. 
P* = (X'X)-iX'Y* = (X'X)-'XY - (X'X)'^X'K 
Let X = (XijXa) where Xj is the first column of X and Xz the remainder of 
X. Then Xi and Xg are orthogonal and, since each column of K is a scalar 
multiple of Xi, K and Xz are also orthogonal. Now 
P 
= P - (X'X)'^X'K 
and 
(x;xi)-i = 1/bt 
Therefore 
(X'X)"^X'K= k 
0 
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and 
P* = 
Pf M M  M  
Since Pf = ^2 and the elements of B* and C* are estimated by values 
from P*, it is clear that B* = B and C* = C. Therefore 
F* = F 
and 
G* = G 
where F* = B*(B*'B*)"^B*' and G* = C*(C*'C*)"^C*'. The columns of K are 
multiples of Xi and X'B = 0 and X'C = 0. Therefore 
K'F = 0 
and 
K'G = 0 
If is^defined by = X^.(X!X^)"^X! for i=l, 2, then M = Mi + Mz and 
K'Mz = 0. Further 
Ml = (l/bt)XiX{ = 1/bt 1/bt 
and 
K'Mi = ki 
kz 
k_ 
Therefore 
K'M = K'Mi + K'Mz 
1/bt 
ki' 
kz 
k_ 
1/bt 
= K' 
= K' 
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If H*:D* = 0 is tested by theorems 4.5 or 4.8, then the roots of the 
following determinantal equations are used: 
|Y*'F*Y* - c[Y*'(I-M)Y*]| = 0 
<=> |(Y-K)'F(Y-K) - c[(Y-K)'(I-M)(Y-K)]| = 0 
<=> lY'FY - c[Y'(I-M)Y - K'(I-M)Y - Y'(I-M)K - K'(I-M)K]| = 0 
<=> |Y'FY - c[Y'(IOM)Y - K'Y+K'Y-Y'K+Y'K-K'K+K'K]| = 0 
<=> lY'FY - c[Y'(I-M)Y]| = 0 
The facts that F* = F, K'F = 0 and K'M = K' are used above. Thus the test 
statistics for Hi:D = 0 are seen to be location invariant. 
For testing H* the roots of the following determinantal equation are 
used: 
|Y*'G*Y* - cY*'F*Y*| = 0 
<=> 1(Y-K)'G(Y-K) - C(Y-K)'F(Y-K)| = 0 
<=> lY'GY - cY'FYl = 0 
Thus using theorems 4.6 and 4.9 it is seen that the test statistics for 
H2:E=0 are location invariant. 
For testing H* the roots of the following determinantal equation are 
used: 
|Y*'(F*-G*)Y* - c[Y*'(I-M-G*)Y*]| = 0 
<=> |Y'(F-G)Y - c[Y'(I-M-G)Y]| = 0 
Therefore using theorems 4.7 and 4.10 it is seen that the test statistics 
for HsiBD-CE = 0 are location invariant. 
1. Theorem 4.11 
If the matrix Y is replaced by 
Y* - YA + K 
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where A is a p x p full rank diagonal matrix and K is a bt x p constant 
matrix defined by Equation 4.12, then the test statistics for Hi, Hz, and 
H3 remain unchanged. 
a. Proof If Y? = YA replaces Y, then results of scale invariance 
from earlier in this section establish that the test statistics for Y^ and 
Y are identical. If Y* = Yf + K replaces Y*, then prior results of loca­
tion invariance establish that the test statistics of Y* and Y^ are 
identical. Thus the test statistics for Y* = YA + K and Y are identical. 
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V. NONADDITIVITY IN COMPOSITE VARIABLES 
A. Introduction 
If there are many response variables then it may be a helpful simpli­
fication to consider composite variables, linear combinations of response 
variables. One might choose a linear combination based or. subject knowl­
edge and then investigate the statistical properties of the composite 
variable. This chapter refers to such variables as arbitrary composite 
variables since there are no set guidelines for choosing the coefficients. 
Tests for the nonadditivity of arbitrary composite variables were given 
in chapter III under another name and are given again in this new context. 
One might also choose a linear combination that is optimal with re­
gard to some statistical criterion and then see if a logical subject 
matter interpretation exists for the coefficients. The statistical cri­
terion used in this chapter is maximum additivity and a technique is given 
to find such a linear combination. Of course the subject matter interpre­
tation of the coefficients is highly dependent on the specific situation 
and is therefore only discussed in a general approach. The development of 
the most additive composite variable also leads to a test for nonadditivi-
ty in all response variables. Finally the scale and location invariance 
of all composite variable tests are investigated. 
B. Preliminary Formulation 
If there is no interaction term in the multivariate model then by 
Equation 3.1, y^^j = + E^^j. If the vector a' = 
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(ai, ...» ap)' gives the coefficients of an arbitrary or optimal linear 
combination, then the corresponding composite variable is 
I Vhij ^ I ®h^h * ^ ^h^hi ^ ®h®hj ^ *h=hij 
or 
z^j = m + t. + bj + e.j (5.1) 
where = z «h^'hij' " = ^ 'h^h' *1 = ^ "h^hl' "j = ^ %®hj ®1j = 
I a^E^jj. Equation 5.1 may be written in matrix form as 
z = Xp + e (5.2) 
where, referring to Equations 3.1 and 3.2, z = Ya, p = Pa and e = sa. Now 
the vector z is normally distributed and by Equation 3.9 
var(z) = (a'Za)Ibt 
The vector e is also normally distributed with variance matrix (a'Za)!^^. 
Since e = sa, the expected value of e is the zero vector. If the model 
expressed by Equation 5.1 or 5.2 is valid, then it is proper to test for 
treatment differences in the variable z with the usual two way analysis. 
However it may be that interaction is present in some of the dimen­
sions and by Equation 3.2 the appropriate multivariate model is y^^j = 
"h * ^ hi ^ 8hj * Thi^hj ^ Ehij- •" this case 
^ *h/hij ° ^ Vh ^ ^ 'h^hj * ^ Vhl^hj * ^ 'h%ij 
or 
z.. = m + t. + b. + c.. + e. • (5.3) IJ I J IJ 'J 
where c^j = I ^h^hi^hj represents nonadditivity. In matrix form Equation 
5.3 may be written as 
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2 = Xp + Bd + e (5.4) 
where, referring to Equation 3.2, d = Da. Now if the particular vector a 
is such that Da = d = 0, then z = Xp + e and the usual analysis for test­
ing main effects may be used. 
C. Testing Arbitrary Composite Variables for Nonadditivity 
A size a test has already been developed to check if the vector a is 
such that Da = d = 0. This test rejects d = 0 when 
> F.; ("-P-lXt-D (5.5) 
where, as in Chapter III, F = §(B'B)-^B and M = X'(X'X)-^X. So relation 
5.5 is a test of nonadditivity in z and may be used to examine the validi­
ty of the usual analysis. If there is nonadditivity in the composite 
variable then theorems 3.4 and 3.5 may be used to test for concurrence and 
nonconcurrence. Of course if it is known that the multivariate model is 
additive then 0 = 0 and hence Da = 0 for all a and test statistic 5.5 is 
unnecessary. 
It may be of interest to simultaneously test for nonadditivity in two 
or more composite variables. If the composite variables are independently 
distributed then there are no difficulties since an a level test is yiven 
by using Equation 5.5 to make a level tests for each composite variable. 
However it may be shown that two composite variables, say Ya and Yb, are 
independent if and only if a'Zb = 0. Now E is unknown and thus it is not 
possible to determine if composite variables are independent. However a 
conservative procedure, similar to that ascribed to Bonferroni for 
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simultaneous confidence intervals, may be used to simultaneously test for 
nonadditivity in several composite variables. 
1. Lemma 5.1 
Let ai, ...» aj^ each be p x 1 vectors of arbitrary constants and Zi, 
...» Z|^ their corresponding composite variables. If the hypothesis 
H:Dai =0, ..., Da^ = 0 
is rejected when for some i=l, ...» k 
zlFz./p(t-l) 
•"i " z;(I-M-F) Z j /(b-p-l)(t-l) ^ Fa/k'P(t-T)' (b-p-l)(t-l) 
then the probability of a type I error under the assumptions of Equation 
3.1 is less than or equal to a. 
a. Proof Let A be the event we accept H and A^. be the event we 
accept H.:Da. = 0. Then 
Pr(A) = Pr(n A.) = 1 - Pr(UA9) 
i 1 il 
> 1 - 2  P r ( A j )  
i ^ 
= 1 - Z Pr(F. > FJ 
i ^ ^ 
= 1 - k(a/k) = 1 - a 
where Pr(*) indicates probability. Thus the proof is completed. 
It has already been mentioned that if all of the p variables are 
free of interaction (D = 0) then all of the composite variables z = Ya are 
also free of interaction (since Da = 0). If there is interaction in 
1 < q < p of the variables then the existence of composite variables with­
out interaction is easily demonstrated. If the vector a has zeroes in all 
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the dimensions corresponding to variables with nonadditivity and arbitrary 
values elsewhere then the variable z = Ya is additive. 
It is of more interest to investigate the situation where all varia­
bles have the interaction of Equation 3.2, where y^^j = + 
^hi^hj * Sij* Then the model for the composite variable z = Ya is given 
by Equation 5.3. Thus the variable z = Ya will be free of interaction if 
there exist a^ for h = 1, ...» p such that c^j = Z Bh^hi^hj ~ ^ 
I h 
i and j. In other words if 3^ = (6^^, ...» , does there exist a^ 
such that 
for i=l, ..., t. Since the matrix B, given in Equation 3.3 is assumed to 
be of full rank it is clear that Equation 5.6 cannot be satisfied for any 
values of a^y^^. The assumption that B is of full rank was made in 
Chapter III so that initial test criteria could be developed. Since B is 
unknown the initial criteria were only used to motivate other test cri­
teria. Thus, strictly speaking, the assumption that B is of full rank is 
not a necessary assumption. When the assumption is waived it will be 
possible in some cases to find an additive composite variable. 
D. A Composite Variable with Maximum Additivity 
Recall that even in the presence of multivariate nonadditivity there 
may exist additive response variables and iri this situation there will 
also exist additive composite variables. Thus it is of interest to de­
termine the vector a that minimizes the test statistic for nonadditivity. 
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When this is done the resulting composite variable Ya is said to have the 
maximum potential for additivity. If this variable is known to be addi­
tive (see Chapter V, Section E for a test of additivity) then one may per­
form the usual univariate analysis on it. Also it seems likely that 
small coefficients of the vector a would correspond to nonadditive re­
sponse variables. 
Now the matrices Y'FY and Y'(I-M-F)Y are positive definite and so by 
lemma 4.1 
inf a'Y'FYa/a'Y'(I-M-F)Ya = 
a P 
where Xp > 0 is the smallest root of |Y'FY - X[Y'(I-M-F)Y]| = 0. Some 
preliminary work is needed to find the vector a which will give the value 
of Xp to the above ratio. Let B be a p x p positive definite matrix with 
the spectral decomposition 
B = SOS' 
If D = diag(d.), = diag{d/^) and T = SD^ then T is a full rank matrix 
such that TT' = B. Let A be a real symmetric p x p matrix and define 
C = T-iA(T-i)' 
Denote the spectral decomposition of C to be C = PAP'» where-A = diaglX.)-
This notation is now used in the following result from Rao (1965, p. 37). 
1. Theorem 5.1 (from Rao, 1965) 
Let A be a p X p real symmetric matrix and B be a p x p positive 
definite matrix. Define C, D, P, and T as above and let R = (T"^)'P. 
Then R'AR =A and R'BR = I. 
Now 
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le - XII = 0 
<=> |T||C - XI||T'l =0 
<=> |A - XB] = 0 
and so the characteristic roots X. of C are also roots of the deter-
minantal equation |A - XB| = 0. Let a = Rx where x' = (xi, Xp)' is a 
vector of arbitrary constants. Then 
a'Aa _ x'R'ARx 
a'Ba x'R'BRx 
= xj/lx 
Xixi t — + X xj 
If X = (0, ...» 0, 1) then a'Aa/A'Ba = Xp. Thus when A is positive 
definite the choice of the p'th column of R for the vector a will give the 
infinum of a'Aa/a'Ba. If R = (Ri, ...» Rp) and k is any real constant 
then a = kRp will also give the infinum of a'Aa/a'Ba. 
a. Lemma 5.2 There exist real p x p matrices C, P, R, T and .A 
such that TT; = Y'(I-M-F)Y, C = T-^Y'FY(T-M', C = RAP' and R = (T-^)'P. 
The infinum of the statistic (for a f 0) 
a'Y'FYa/p(t-l) 
a'Y'(I-M-F)Ya/(b-p-l)(t-l) 
is attained when a = R_ and R_ is the p'th column of R. P P 
b. Proof If A = Y'FY and B = Y'(I-M-F)Y then the previous de­
velopment shows that RpARp/RpBRp = Xp where Xp > 0 is the smallest root of 
|A - XB| = 0. By lemma 4.1 the infinum of a'Aa/a'Ba is Xp and since 
(b-p-l){t-l)/p(t-l) is a constant the proof is finished. 
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E. Testing the Existence of an Additive Composite Variable 
It may be that no composite variable z = Ya is additive. If so then 
all the variables, considered one at a time, are nonadditive. This is 
seen by letting the vector a have zeroes in all but the one dimension 
under consideration. Thus if it is determined that no composite variable 
is additive, then a great deal has been learned about the data structure. 
The test statistic for the existence of an additive composite varia­
ble will be shown to have the distribution of the smallest root of a 
MANOVA matrix, which will now be defined. If A and B have independent 
distribution, A % Wp(Z, nj, B Wp(Z, nz) and n^ a p for i = 1, 2 then 
the characteristic roots c of A(A + B)"^ satisfy |A - c(A +B)| =0 and are 
called thé roots of the MANOVA matrix. In Chapter IV the largest roots of 
MANOVA matrices were used to test hypotheses about multivariate interac­
tion, concurrence and nonconcurrence. A reference was given to charts 
prepared by Heck (1960) that give the upper percentage points of the 
largest root. Wilks' statistics for hypotheses Hi through H3 were also 
given and each used all of the roots of MANOVA matrices. 
Let Cp be the smallest root of A(A + B)~^ and di the largest root of 
B(A + B)'^. Nanda (1948) proved that 
Pr(Cp 3 x) = 1 - Pr(di si - x), 0 < x < 1 
This shows that the upper percentage points of the smallest root of a 
MANOVA matrix are related to the lower percentage points of the largest 
root of a corresponding MANOVA matrix. 
Formulas for the cumulative distribution function of the extreme 
roots of a MANOVA matrix have been expressed in terms of reductions of 
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pseudodeterminants by Roy (1939) and with zonal polynomials by Pillai 
(1967). Krishnaiah and Chang (1971) express the cumulative distribution 
function of the extreme roots as linear combinations of easily evaluated 
double integrals. Pillai and Dotson (1969) give the upper five and one 
percentage points of the smallest root of the MANOVA matrix for p = 2, 3. 
They use the parameters m = (ni - p - l)/2 and n = (nz - p - l)/2 in their 
tables with values of m being 0(1)5, 7, 10, 15 and the values of n being 
5(5)30, 40(20)100, 130, 160, 200, 300, 500, 1000. Notice Pillai and 
Dotson (1969) use the same parameters as Heck (1960). Schuurmann and 
Waikar (1974) use the formulas of Krishnaiah and Chang (1971) to give 
tables of the upper ten, five, two and one-half, and one percentage points 
of the smallest MANOVA root for p = 4(1)10. Their charts use r = (ni -
p - l)/2 and n = (nz - p - l)/2 for r = 0(1)5, 7, 10, 15 and n = 5(1)10 
(2)20(5)50. With this background the next theorem is now stated. 
1. Theorem 5.2 
Let Cp be the smallest root of the determinantal equation |Y'FY - c 
[Y'(I-M)Y]| = 0. Following the notation of Pillai and Dotson (1969), 
denote Cp,m,n;a as the upper a percentage point of the smallest root of a 
MANOVA matrix where m = (pt - 2p - l)/2 and n = (bt - pt - b - t)/2. If 
the hypothesis of the existence of an additive composite variable is re­
jected when 
Cp > Cp,m,n;a 
then the probability of rejection is a under the assumptions of Equation 
3.1. The criterion Cp > Cp,m,n;a may also be used to give an a level test 
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for nonadditivity in the composite variable with the maximum potential for 
additivity. 
a. Proof It has been shown earlier that it is appropriate to 
reject Hga that z = Ya has no interaction when 
a'Y'FYa . ^  
a'Y'(I-M-F)Ya 
Now if Hoa is rejected for all vectors a then this shows no composite 
variable is free of interaction and this will occur when 
^p ^ a'Y'(I-M-F)Ya ^ ^ 
By lemma 4.1, is the smallest root of |Y'FY - X[Y'(I-M-F)Y]| = 0. By 
Equation 4.3 it is seen that Cp = Ap/(1 + and thus Cp is a strictly 
monotonie increasing function of Xp. Thus it is equivalent to reject the 
existence of an additive composite variable when Cp > c. By lemma 4.3 
Y'FY 'V/ Wp(Z, p(t-l)) and is independently distributed from Y'{I-M-F)Y "x, 
Wp(Z, (b-p-l)(t-l)). Thus Cp has the well-tabulated distribution of the 
smallest root of the MANOVA matrix with ni = p(t-l) and nz = (b-p-l)(t-l). 
Therefore when m = (p(t-l)-p-l)/2 and n = ((b-p-l)(t-l)-p-l/2, then Pr 
(Cp > Cp,m,n;a) = a by definition and the first part of the proof is 
completed. To facilitate the proof of the second part of the theorem 
define to be the composite variable with the maximum potential for 
additivity. Then the test statistic for the additivity of z^ is, by 
lemma 4.1 and test statistic 5.5, proportional to the following: 
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Therefore the evidence for having nonadditivity increases as c^ in­
creases and under the assumptions of Equation 3.1 it was just shown that 
Pr(Cp > Cp,m,n;a) = a. Thus the criterion Cp > Cp,m,n;a also applies when 
testing z^ = YRp for nonadditivity. 
F. Scale and Location Transformations 
The discussion about the effects of scale and location transforma­
tions has several facets. One facet is the strictly mathematical effects 
of transformations while another facet is the interpretive implications of 
such transformations. The mathematical effects are clear cut whereas the 
interpretive implications are based on intuitive ideas. 
To be more specific, the mathematical effects of scale and location 
transformations will be considered on (a) the coefficients of the com­
posite variable with maximum additivity potential, (b) the test for the 
existence of an additive composite variable, and (c) the test for non­
additivity of an arbitrary composite variable. One possible interpreta­
tion is given by computing a weight, say w^, for each response variable 
y^ that is the product of the coefficient a^ and the standard deviation of 
y^ (Tatsuoka, 1971, p. 191). The weights of the variables indicate rela­
tive importance and are compared by taking ratios or by letting Zw^ = 1. 
The weights of the composite variable will be shown to be scale and loca­
tion invariant. 
It is possible to study separately (without loss of generality) the 
mathematical result of scale and location transformations on the coeffi­
cients of the maximally additive composite variable. First consider the 
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transformation Y* = YB where 
'bi 0 0 
0 bz 0 
B = b. f 0 i=l, .. 
P J 
B is a p X p full rank diagonal matrix of constants that gives a scale 
transformation with a factor of b^ for each variable h=l, ...» p. The 
vector a* will be found that maximizes the additivity of the composite 
variable z* = Y*a*. Recall that by lemma 5.2, a = is one vector that 
maximizes the additivity of z = Ya. 
In Chapter IV it was shown that the random observation matrix Y* 
meets the distributional assumptions used in all the proofs. Thus if the 
superscript * is used to indicate values of the transformed problem, then 
by lemma 5.2 
a* = R* 
is one vector that gives z* = Y*a* the maximum additivity. Here (R*)' = 
{r*p, ..., r*p) is the p'th column of R* where R* = (T*~M*P*- T* is de­
termined by noting that 
T*(T*)' = (Y*)'(I-M-F*)Y* 
= B'Y'(I-M-F)YB 
= B'TT'B 
where F* = F by Section E of Chapter IV. Therefore T* = 3'T. Now the 
matrix C* has the spectral decomposition C* = PtA*P* (refer to theorem 
5.2) where 
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C* = (T*)-i(Y*)'F*Y*((T*)-i)' 
= T-iY'FY(T-i)' 
= C 
Since C has the spectral decomposition C = RAP', it is clear that P = P* 
and 
R* = ((T*)-i)'P* 
= (B-i)'(T-i)'P 
= B-iR 
So if r ; = (r,^, .... Tpp)' then 
% -
rip/bi' 
l'^pp^^p. 
(5.7) 
and a coefficient of the most additive composite variable for the scale 
transformed data is found by dividing the old coefficient by the appro­
priate scale factor. Thus the coefficients of the most additive composite 
variable are changed numerically by scale transformations. However the 
weights of the variables remain invariant under scale transformations. 
Scale changes multiply the standard deviation of variable y^, by a 
factor of b^. Therefore the ratio of the weights of variables h and i in 
the scale transformed most additive composite variable are unchanged. 
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1 lÊhl (r,h/bh)(bh*h) 
"i -pli (>-p,/b,Kb,ai) 
. Vh 
rpi'i 
Wl. 
Ratios of weights are considered since all nontrivial multiples of Rp and 
R* give composite variables with maximum additivity for Y and Y* respec­
tively. Incidentally it may be shown by a similar argument that all com­
posite variables of the form YR^ (where R = (Ri, Rp) is defined in 
theorem 5.2) have weights that are invariant under scale transformations. 
Location transformations do not change the numerical values of the 
coefficients of the composite variable with maximum additivity. To see 
this define the location transformation matrix to be K where 
ki kz k_ 
K = 
PJ 
K is a constant matrix with column h consisting of bt repetitions of the 
constant k^ for h=l, p. Let Y* = Y - K and the superscript * refer 
to values of the location transformed problem. By Chapter IV Y* meets the 
necessary distributional properties to apply previous results. It was 
also shown in Chapter IV that (Y*)'F*Y* = Y'FY and (Y*)'(I-M-F*)Y* = 
Y'(I-M-F)Y. Therefore by lemma 5.2 it is seen that R* = Rp and the 
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coefficients are numerically unchanged. The interpretation of weights is 
also invariant since location transformations do not change standard 
deviations. 
Now consider the scale and location invariance of the test statistic. 
for the existence of an additive composite variable. Theorem 5.2 states 
that a test statistic is the smallest root of the ueterminantal equation 
|Y'FY - c[Y'(I-M)Y]| = 0. The roots of this equation were shown to be 
scale and location invariant in Chapter IV, Section E. Therefore it is 
clear that the existence test is also scale and location invariant. 
The test statistic for the nonadditivity of an arbitrary composite 
variable is not scale invariant if the vector a remains fixed. That is, 
in general 
a'Y'FYa . a'(Y*)'F*Y*a 
a'Y'(I-M-F)Ya ^ a'Y*)'(I-M-F*)Y*a 
since 
F = F* 
Ya = aiyi + ...,+ a^y^ 
and 
Y*a = aibiyi + ... + apb^/p 
However it is rather naive to expect the same test statistic value when 
the variables of Y undergo scale changes and the coefficients of the 
linear combination remain unchanged. The coefficients may be adjusted in 
the obvious way by letting a* = B~*a. If this is done then the composite 
variable will retain the same interpretation and the test statistic will 
be scale invariant since 
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Y*a* = (YB)(B-^a) 
= Ya 
In contrast, no adjustments are needed for composite variables to 
retain the same interpretation under location transformations. In addi­
tion the test statistic values for the nonadditivity of the arbitrary 
composite variables Ya and (Y-K)a are equal. This is proved by recalling 
that Y'FY = (Y-K)'F*(Y-K) and Y'(I-M-F)Y = (Y-K)'(I-M-F*)(Y-K). 
In the preceding discussion the standard deviations of the response 
variables were frequently used. Since these values are unknown, it is 
desirable to find an estimate of the covariance matrix E. The estimate 
can be used to make scale changes so that the transformed response varia­
bles have equal estimated variances. If this is done then the coeffi­
cients of the composite variables give the estimated relative weights 
without any further computations. This is useful whether assigning 
weights based on subject knowledge or attempting to interpret the coeffi­
cients of a composite variable with the maximum additivity. 
It will be helpful to find the expectation of a matrix with the 
U'ishart distribution before choosing an estimate of the covariance matrix. 
n 
Let A 'V/ W (Z, n) where n>p and I  = (a..). Then by definition A = Z 
P a=l 
whp»e = Np(0,Z). So if z^^ is the i'th component of z^ then 
n 
E(A..) = E( Z z^.z^.) = no., and therefore IJ 
E(A) = nZ 
By lemma 4.3 Y'(I-M-F)Y Wp(Z,(b-p-l)(t-l)) under the assumptions of 
Equation 3.1 and thus 
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î = [Y'(I-M-F)Y]/(b-p-l)(t-l) (5.8) 
is an unbiased estimate of the covariance matrix Z. Now îi= [Y'(I-M)Y]/ 
(b-l)(t-l) is the usual estimate of Z when it is assumed a priori that the 
effects are additive. Note that Y'FY/p(t-l), Y'GY/p, and Y'(F-6)Y/p(t-2) 
are also unbiased estimates of Z under the null hypothesis. The estimate 
of Z given by Equation 5.8 is a reasonable choice since it is based on the 
error term of Equation 3.3, the model with the most general interaction 
term. 
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VI. MODEL SIMULATION AND EXAMPLE 
A. Model Simulation 
The results of a small scale investigation into the properties of the 
new statistics are summarized in this section. The data for this investi­
gation are created by designing a model to give the matrix E(Y) and then 
letting Y = E(Y) + e where the random matrix e is generated from a posi­
tive definite covariance matrix. 
The matrix Y is chosen to have four response variables and is de­
noted by (yi, ya, ys, y*). The model for E{yi) is additive, the model for 
ECya) is nonadditive and concurrent, and the models for Efys) and E(yi») 
are nonadditive and nonconcurrent. Tests are conducted on the matrix Y 
and, to aid in interpretation, are also made on the individual response 
variables y.. The matrix Y = (y2,y3,y4) is also tested and is of interest 
since all of its response variables are from nonadditive models. 
The details of the models E(y^) are now given. The parameters b = 10 
and t = 6 are chosen since they are large enough to allow partitioning of 
the error degrees of freedom and small enough to be numerically tractable. 
It is helpful, but not necessary, to think of t as the number of treat­
ments and b as the number of blocks. For convenience, define TJI^ = 
...» and 6^ - (3^^» ...» 6^^). Then 
E(yi) = Hi + + 6ij-
where 
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Wi = 57.0 
t1 = (10.7, -2.8, -4.0, 16.1, -18.8, -1.2) 
6i = (-13.9, 11.2, -12.7, -3.8, -7.5, 4.1, 17.9, -5.1, 9.0, 0.8) 
Also 
[(yz) = W2 + 
where 
]i2 ~ 282.0 
a = 2.5 
T ' = (6.1, -7.9, -2.8, -1.9, 9.4, -2.9) 
= (-2.3, 5.1, -3.1, -9.3, 5.2, -7.7, 5.1, 6.4, 3.6, -3.0) 
Define = (y^i* •••> 7%%)- Then 
E(y3) = U3 + T3. + 
where 
ys = 76.0 
Y3 = (-0.7, 2.0, -1.3, 1.3, -0.8, -0.5) 
= (-8.2, -2.8, 10.1, 6.6, -1.7, -4.0) 
83 = (7.1, 1.5, 6.1, -5.1, -9.1, -8.3, 6.4, 3.7, -1.6, -0.7) 
Finally, 
E(yO = 
where 
= 96.0 
Yi = (-0.8, 1.0, -1.2, 1.5, 1.9, -2.4) 
Ti = (7.5, -6.4, -8.2, 8.1, -3.9, 2.9) 
Bi = (0.2, 5.2, -0.1, -2.0, -3.9, -4.2, 4.4, 5.8, -1.1, -4.3) 
32 
The matrix E(yi, yz, Ya. Yf) is added to the matrix e to give the 
random matrix Y. A positive definite covariance matrix Z may be used to 
generate e. In this study 
Z = 
37.20 2. 75 -29.15 14.76* 
25. 10 8.98 19.63 
29.50 -7.51 
33.20 
R = 
and the correlation matrix, say R, based on Z is given by 
1 .09 -.88 .42' 
1 .33 .68 
1 -.24 
1 
The matrix e is formed by generating sixty 4x1 row vectors using the 
fortran subroutine 6GNRM frum the International Mathematical and Statisti­
cal Libraries, Inc. Four e matrices are generated, the first from matrix 
Z, the second from 2Z, the third from 3Z, and the fourth from 4Z. 
Tables on the following pages summarize the most important aspect of 
the four simulations. It should be noted that many of the tabular values 
given in the tables are from interpolations. Comparisons of the different 
test criteria would be easier if the critical levels of rejection were 
known. Unfortunately these values are unavailable and upper percentage 
points must be used. However more upper percentage points are available 
for some criterion than others. For instance the largest MANOVA root only 
has upper 5 and 1 percentage points whereas Wilks' criterion has upper 10, 
5, 2.5 and 1 percentage points. For the smallest MANOVA root there are 
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upper 5, 2.5 and 1 percentage points when p = 4 (recall p is the number of 
response variables) and upper 5 and 1 percentage points when p = 3. In 
these tables the symbol Ci represents the largest MANOVA root for hypothe­
ses Hi, Hz and H3 whether or not p = 3 or p = 4. The smallest root of the 
MANOVA matrix is designated as c^ when p = 4 and C3 when p = 3. The 
notation for the upper a percentage point is given by for the largest 
MANOVA root, W* for Wilks' criterion, and c^ for the smallest MANOVA root. 
Finally note that the SOURCE column gives labels for the meaning of 
statistical significance. For example if concurrence is significant then 
HzzE = 0 is rejected and a necessary condition for concurrence is met. 
The tables clearly indicate that for these data the largest MANOVA 
root criterion has more power to detect nonadditivity, concurrence, or 
nonconcurrence in at least one response variable. This is seen by com­
paring the number of hypothesis tests that are significant when p = 4. 
The model indicates that three of the four variables have nonadditivity, 
one of the four variables has concurrence, and two of the four variables 
have nonconcurrence. The univariate results generally confirm the sta­
tistical significance of these characteristics and yet Wilks' criterion 
indicates these characteristics (through rejection of the appropriate 
hypotheses) only five out of twelve possible times. In contrast the 
largest MANOVA root rejects all three hypotheses in each of the four 
simulations. 
A heuristic argument is now given for the largest root to have more 
power than Wilks' criterion to detect nonadditivity, concurrence, or non-
concurrence in at least one response variable. The largest root is a 
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Table 1. Simulation with COV(e) = S 
Univar. Test yi y2 ya y-» 
SOURCE D.F. M.S. SIG. M.S. SIG. M.S. SIG. M.S. SIG. 
error a 45 39 8724 80 97 
nonadd. 5 32 N.S. 74940 .005 440 .005 425 .005 
concur. 1 32 N.S. 364155 .005 2.6 N.S. 56 N.S. 
noncon. 4 32 N.S. 2636 .005 550 .005 517 .005 
error b 40 40 477 36 56 
Mult. Test Largest Root Test Wilks' Criterion 
SOURCE D.F. -<
 II yz, ya , yO 
nonadd. 20 Cl = .99 1 > X. 01 ~ .81 w = 152 > W*oo5 = = 121 
concur. 4 Ci = .96 > x. o i  = .77 W = 57 > M*oo5 = 35 
noncon. 16 Ci = .94 > x.oi = .78 W = 112 > W*oo5 = 100 
SOURCE D.F. Y = (yz, ya, yj 
nonadd. 15 Ci = .97 > x.oi = .68 W = 131 > W*oo5 = 75 
concur. 3 Ci = .97 > x. o i  = .78 W = 43 > Wfoos = 24 
noncon. 12 Ci = .79 > x.oi = .64 W = 66 > W*oo5 = 62 
Composite var. 
of matrix Y 
(yi. yz, ys, yJ 
(yz, ya, yJ 
Coefficients with 
maximum additivity 
(.94, -.02, -.28, .19) 
(.02, .64, -.77) 
Additive composite 
variable test 
C4 = .33 < C.05 = .35 
C3 - .41 > c 01 ~ .35 
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Table 2. Simulation with COV(e) = 2E 
Univar. Test 
SOURCE D.F. 
error a 45 
nonadd. 5 
concur. 1 
noncon. 4 
error b 40 
Mult. Test 
SOURCE D.F. 
nonadd. 20 
concur. 4 
noncur. 16 
SOURCE D.F. 
nonadd. 15 
concur. 3 
noncon. 12 
Composite var. 
of matrix Y 
(yi, yz, ya. yJ 
(yz, ya, yJ 
Yï 
M.S. SIG. 
69 
31 N.S. 
8 N.S. 
36 N.S. 
74 
yz 
M.S. SIG. 
8875 
55811 .005 
265345 .005 
3247 N.S. 
3009 
ys 
M.S. SIG. 
157 
759 .005 
13 N.S. 
958 .005 
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y* 
M.S. SIG. 
88 
148 .25 
5 N.S. 
183 .10 
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Largest Root Test 
Y = (yi, yz, 
Cl = .83 > x.oi = .81 
Cl ~ .94 > x,oi - .77 
Cl - .82 > x,oi ~ .78 
Y = (yi, y 
Cl = .80 > x.oi = .68 
Cl = .93 > x.oi = .78 
Cl - .78 > x.oi - .64 
Coefficients with 
maximum additivity 
(.60, .03, .29, -.75) 
(-.02, -.13, .99) 
Wilks' Criterion 
y a »  Y k )  
W = 76 < W*IO = 100 
W = 47 > W*oo5 = 35 
W = 61 < Wtio = 81 
ya) 
W = 78 > W*oo5 = 75 
W = 31 > W?oo5 = 24 
W = 54 > Wfoos = 52 
Additive composite 
variable test 
Cl, = .37 = c.ozs - .37 
C3 - .29 < c,05 ~ .30 
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Table 3. Simulation with COV(e) = 32 
Univar. Test yi yz ya yt 
SOURCE D.F. M.S. SIG. M.S. SIG. M.S. SIG. M.S. SIG. 
error a 45 135 8973 134 125 
nonadd. 5 87 N.S. 39597 .005 365 .025 16 N.S. 
concur. 1 3 N.S. 152562 .025 181 N.S. .3 N.S. 
noncon. 4 108 N.S. 11356 .10 412 .01 19 N.S. 
error b 40 140 5146 106 139 
Mult. Test 
SOURCE D.F. 
nonadd. 20 
concur. 4 
noncon. 
SOURCE 
16 
D.F. 
nonadd. 15 
concur. 3 
noncon. 12 
Largest Root Test Wilks' Criterion 
Y =  (y i ,  yz ,  ys ,  y* )  
Cl = .91 > x.oi = .81 W = 69 < W*io = 100 
Cl = .68 < X.05 = .68 W = 23 < W*io = 24 
Cl = .90 > x. o i  = .78 W = 64 < W*io = 81 
Y = (yi, y2, ys) 
Cl = .64 > X 05 = .62 W = 41 < W*io = 59 
Cl = .70 > x.05 = .68 W = 17 > W*o5 = 17 
Cl = .43 < x.05 = .64 W = 26 < W*io = 48 
Composite var. 
of matrix Y 
(y i .  yz ,  ys ,  y-»)  
( yz ,  ys .  yJ  
Coefficients with 
maximum additivity 
(-.38, .08, .25, -.89) 
(.05, .03, -.99) 
Additive composite 
variable test 
Cl» = .21 < c.os ~ .35 
c3 - .12 < C.0 5 - .30 
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Table 4. Simulation with COV(e) = 4Z 
Univar. Test Yi Y2 Y3 yi 
SOURCE D.F. M.S. SIG. M.S. SIG. M.S. SIG. M.S. SIG. 
error a 123 8524 148 202 
nonadd. 47 N.S. 62055 .005 423 .01 578 .01 
concur. .03 N.S. 226389 .05 21 N.S. 26 N.S. 
noncon. 58 N.S. 20972 .005 534 .005 716 .005 
error b 133 1833 114 156 
Mult. Test Largest Root Test Wilks' Criterion 
SOURCE D.F. •<
 II ya, Ys» y-) 
nonadd. 20 Cl = .84 > x.oi = .81 W = 72 < Wtio = 100 
concur. 4 Cl = .78 > X,01 ~ .77 W = 27 > W*o5 = 27 
noncon. 16 Cl = .72 < x,o5 ~ .73 W = 58 < Wtio = 81 
SOURCE D.F. -<
 
II t. ya. Ya) 
nonadd. 15 Cl = .83 > X.01 ~ .68 W = 72 > W*oi = 71 
concur. 3 Cl = .78 > X.05 = .68 W = 18 > Wtos = 17 
noncon. 12 Cl = .59 > X 05 = .58 W = 49 > W*io =48 
Composite var. Coefficients with Additive composite 
of matrix Y maximum additivity variable test 
(Yi* y2» ya» yi») (.58, .Ol, -.64, .51) Cl = .29 < c.os ~ -35 
(Y z* Yst Yu) (.00, -.77, .64) Ci = .25 < c.os ~ «30 
88 
monotonie increasing function of the maximum test statistic for the non-
additivity of an arbitrary composite variable. Thus if at least one re­
sponse variable is nonadditive then a nonadditive response variable exists 
and so the largest MANOVA root will have a large value. Similar arguments 
can be made if at least one response variable is concurrent or noncon-
current. In contrast, Wilks' criterion uses all MANOVA roots and the 
effect of the largest root is diluted. Wilks' criterion is significant if 
the largest root is very large or if several or most roots are large. 
This will be expected to happen if one response variable is very nonaddi­
tive (or concurrent, or nonconcurrent) or several or most variables are 
nonadditive (or concurrent, or nonconcurrent). Another intuitive view is 
that both Wilks' criterion and the largest root criterion measure the 
difference between a hypothesis matrix and an error matrix. However 
Wilks' criterion compares all of the hypothesis matrix to all of the error 
matrix, while the largest root chooses the largest difference between 
selected portions of the matrices. 
If this argument is correct then one would expect more agreement of 
Wilks' criterion and the largest root test for nonadditivity and noncon-
currence when p = 3. Note that the tables do indicate more agreement for 
this situation since Wilks' criterion rejects six out of eight times and 
the largest MANOVA root rejects seven out of eight times (a = .10). 
The appropriate smallest MANOVA root is shown in Chapter V to be a 
test criterion for nonadditivity in all response variables. When p = 4 
the data should provide a strong challenge to this criterion since three 
out of the four response variables in the model are designed to be non-
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additive. The tables indicate that in three out of four simulations the 
criterion does not indicate nonadditivity in all dimensions. However when 
COV(e) = 2S, the criterion indicates nonadditivity at the a = .025 level. 
When the number of response variables is reduced to p = 3 then the matrix 
E(Y) should become nonadditive in all variables. However the univariate 
results indicate the response variable y^ is additive in the simulation 
with COV(e) = 3Z. Thus if the univariate results give an accurate picture 
of the data structure then the work of this thesis would indicate that 
three of the simulations should have smallest root tests showing nonaddi­
tivity in all variables. In fact the results show one clear indication at 
a = .01, one indication at approximately a = .06 and one suspiciously 
large smallest root. Lastly, there are five cases where the univariate 
results indicate that at least one variable is nonadditive and the small­
est root test inference is in agreement in four cases. So in summary the 
simulation results do not appear to contradict the theoretical results. 
B. Example 
The example used in this section is a study of five varieties of 
barley that are grown in six locations over two years. The response 
variables are yields with variable one corresponding to year one and 
variable two corresponding to year two. The data for the barley study by 
Immer et al. (1934) is given in Table 5. 
A major reason for investigating this data is that Yates and Cochran 
(1938), Fisher (1947), Anderson (1958), and McDonald and Mil liken (1974) 
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Table 5. Study of barley yields 
Location Year M S 
Variety 
V T P Mean 
UF 1 81 105 120 110 98 103 
2 81 82 80 87 84 83 
W 1 147 142 151 192 146 156 
2 100 116 • 112 148 108 117 
M 1 82 77 78 131 90 92 
2 103 105 117 140 130 119 
C 1 120 121 124 141 125 126 
2 99 62 96 126 76 92 
CR 1 99 89 69 89 104 90 
2 66 50 97 62 80 71 
D 1 87 77 79 102 96 88 
2 68 67 67 92 94 78 
Mean 1 103 102 104 128 110 110 
2 86 80 95 109 95 93 
also use this data. Thus there are easy numerical checks available and it 
is of interest to see if the various analyses give the same interpretation. 
Before the multivariate analysis is conducted it is perhaps en­
lightening to temporarily ignore the covariance structure and perform 
univariate analyses on the two variables. At this point one has the 
option of letting b equal the number of locations or the number of 
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varieties. Unless there is a priori knowledge or theory it is perhaps 
best to try both univariate models and use the model suggested by the re­
sults of the data analysis. In this example four univariate analyses were 
conducted and those analyses with b equalling the number of van ties 
seemed to detect the greatest (though nonsignificant at a = .05) nonaddi-
tivity. Recall that choosing b to be the number of varieties means geo­
metrically that the bundle of lines of Mandel's model correspond to loca­
tions and the horizontal axis corresponds to varietal effects. The re­
sults of the univariate analyses are given in Table 6. 
Table 6. Univariate results of barley study 
SOURCE D.F. S.S. 
Yield year 1 
M.S. F S.S. 
Yield year 2 
M.S. F 
varieties 4 2788 697 2863 716 
locations 5 18011 3602 10345 2069 
var. X loc. 20 3279 164 4017 201 
nonadd. 5 1442 288 2.36® 841 168 0.79 
concur. 1 194 195 0.63 288 288 2.09 
noncon. 4 1248 312 2.55b 553 138 0.65 
error b 15 1837 122 3175 212 
®F.io;5,5 = 2.27 < 2.36 < F.oslS.lS = 2.90. 
bp.10;4,15 = 2.36 < 2.55 < F.o5;4,15 = 3.06. 
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The multivariate analysis also uses the model where b represents the 
number of varieties. The partitioned sum of squares and cross products 
matrices are presented in Table 7. 
Table 7. Multivariate nonadditivity analysis of barley study 
SOURCE D.F. 
var. X loc. 20 
(error a) 
nonadd. 10 
concur. 
noncon. 8 
error b 10 
S.S. & C.P. 
Y'(I-M)Y = p278.93 
Y'FY = 
Y'GY = 
Y'(F-6)Y = 
Y'(I-M-F)Y = 
1779.03 
"il73.24 
641.79 
1499.90 
802.33 
4016.6C 
528 
2458 
537. 
501 
-8 
1956 
il 
.251 
.sy 
.511 
'4  
273.55 
1558.OS 
If Aj is defined as the vector containing the eigenvalues of the 
MANOVA matrix corresponding to H. and A{ = then 
E6135-| 5327J 
LI048J 
Ai 
Az -
r.5692-t 
As = 
L2958J 
The largest MANOVA root uses the first row entry of A^ to test 
Unfortunately n = 5 is the smallest value given in the charts by Heck 
(1960) and this is larger than the values of n in Hi to H3 for this 
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example. However interpolation gives upper 5 percentage points of .86, 
.73 and .83 respectively for Hi, Hz and H3. If these values are approxi­
mately correct then there is no indication of nonadditivity, concurrence 
or nonconcurrence at a = .05. The concurrence largest root appears to be 
the closest to its respective critical tabular value. 
When p = 2 then Wilks' criterion is related to the F distribution as 
follows; 
1 " vU 2n - 2 p 
2m + 3 4m+6,4n+4 
where m and n are the same parameters given in the largest root criterion. 
For H^ the value of U is given by (1-a^^^(l-a.^ J as indicated by Chapter 
IV. Using these relationships it is seen that: F = 1.22 < F 25-20 18 ~ 
1.38 for Hi ; F = 2.82 < F 05.^4 4 = 3.11 for H2; and F = .92 < F 25-16,18' 
1.38 for H3. 
It is seen that there is no significant indication of nonadditivity 
(at a = .25) and much of the sums of squares and cross products for non­
additivity is apparently accounted for by the concurrence source. On the 
surface this large contribution from concurrence does not appear to agree 
with the univariate results although the variable y2 has a modestly large 
F ratio for concurrence. It is interesting to note in this context that 
the graph of versus (see Graph 1) could be thought of as linear 
except for one outlier. Previous discussion indicates such linearity 
would imply concurrence in yi. 
It should also be noted that in the McDonald and Mil liken work (1974) 
the concurrence source of this thesis is considered the nonadditive source. 
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Graph 1. Regression coefficients versus location means for year 1: 
COL 1 = estimates of YiiJ COL 2 = location means year 1. 
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Graph 2. Regression coefficients versus location means for year 2: 
COL 1 = estimates of Yaii COL 2 = location means year 2. 
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The error matrix is different (Y'(I-M-G)Y) and although their computations 
do not show significant nonadditivity at a = .05 it appears likely that 
their largest root statistic would be significant at a = .10. 
Thus it appears likely that if the univariate analysis of variance 
table for yi is taken alone then a misleading idea is obtained of the 
magnitude of concurrence and nonconcurrence. The discussion of concur­
rence in this example has been included to show the coherence of the 
theory and to illustrate some of the interplay of ideas necessary in this 
type of data analysis. However the discussion should not detract from the 
more important inference of multivariate additivity in this example as 
shown by both criteria for Hi:D = 0. 
Finally it should be mentioned that the computations for the simula­
tion and example were made using PROC MATRIX of the S.A.S. statistical 
software package (Barr et al., 1976). The Appendix lists the program for 
the example, which is similar to the program for the simulation study. 
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V I I .  S U M M A R Y  
In this chapter a review of the thesis is given. The review is brief 
and attempts to give some perspective to the thesis. Some ideas for 
further research are presented. 
The goal of the research in this thesis is to find methods to detect 
nonadditivity in multivariate randomized block designs and to investigate 
the nature of the nonadditivity when it is present. To do this, the 
thesis considers tests on the matrix Y = (yi, ...» y^) in Chapter IV and 
tests on linear combinations of the y^^ in Chapter V. 
In Chapter IV both the largest MANOVA root and Wilks' criterion are 
developed to test for nonadditivity, concurrence and nonconcurrence in at 
least one of the p variables. The distributions of the test statistics 
are found by applying theorems 4.3 and 4.4 which give sufficient condi­
tions for (a) the Wishart distribution of quadratic forms with matrix 
arguments and random idempotent matrices and (b) the independence of such 
distributions. Incidentally, these two theorems can also be applied to a 
large class of multivariate non'inear models that are not studied in the 
thesis (see Milliken and Graybill, 1970 or McDonald and Milliken, 1974). 
In Chapter V the focus changes to composite variables, linear com­
binations of response variables. A use of the coefficients in the inter­
pretation of composite variables is given in section F. Methods are pre­
sented for testing nonadditivity, concurrence and nonconcurrence in arbi­
trary composite variables. The smallest MANOVA root is shown to give a 
test for the existence of an additive composite variable. It is pointed 
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out that if no additive composite variable exists then all response varia­
bles must be nonadditive. However in special cases it may happen that all 
response variables are nonadditive and yet an additive composite variable 
exists. 
In Chapter VI a small simulation study is conducted. The most impor­
tant result is that the largest root test is more powerful in the study 
than Wilks' criterion. A heuristic argument is presented there to explain 
the difference in power. 
Further research could investigate the appropriate smallest roots for 
concurrence and nonconcurrence. These roots will give tests for the 
existence of a composite variable without concurrence or without noncon­
currence. If such composite variables do not exist then it is seen that 
all the variables of Y have concurrence or nonconcurrence. 
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X. APPENDIX: COMPUTER PROGRAM 
A listing of the program for the barley study example is given for 
completeness. Some comments about this S.A.S. program (Barr et al., 1976) 
may be helpful. If the number of variables changes then the statements 
forming Y, B and C would be modified in the obvious way. The matrix X 
clearly depends on the design of the experiment and would almost certainly 
change. Much of the remaining cards could remain unchanged including all 
cards after SSCPl = (Y')*(I(30)-M)*Y. The last column of the matrix R 
gives the coefficients of the composite variable with maximum additivity. 
Lastly the vectors Al, A2 and A3 give the eigenvalues corresponding to 
Hi, Hz and H3. The computer program follows. 
DATA BARLEY; 
INPUT LOG 1 VAR 2 VA 3-5 YD 6-8: 
CARDS: 
11 t i l  81 
12105 82 
13120 80 
14!10 87 
15 98 84 
21147100 
22142116 
23151112 
24192148 
25146108 
31 82103 
32 77105 
33 78117 
34131140 
35 90130 
41120 99 
42121 62 
43124 96 
44141126 
45125 76 
51 99 66 
52 69 50 
104 
53 69 97 
54 89 62 
55104 80 
61 87 68 
62 77 67 
63 79 67 
64102 92 
65 96 94 
PROC MATRIX FUZZ; 
FETCH Y 1 DATA=BARLEY (KEEPsYA): 
FETCH V2 DATAS BAR LEY (K£EP=Y8i: 
Y=Y1I|Y2; 
FREE Y1 Y2; 
X1=J(30,1);  
R2=( I ( 5 )  I  I  ( - 1*J(S, 1  )))': 
x2=R2aj(s,i*; 
R3=(I(4) I |(-1«J(4»1 } )l* ; 
x3sj(6« iians; 
X=(X1||X2*||X3; 
FREE XI X2 X3 R3Î 
P=(1NV((X*)*X))$((X'I*Y); 
PBi=P(7 : i o , i ) :  
P82=P( 7 : % o,2»: 
Bl=PBl//(-l*SUM(PBl) ); 
B2=PB2//(-l*SUM(P82) ): 
B=( R28B1) I  |(R2@B2): 
FREE PBl PB2 R2; 
F=(B*(INV((B')*B) 
PT1=P(2:6.1»: 
PT2=P<2:6,2): 
Tl=PTl//(-l*SUM(PTlI): 
T2=PT2//(-l*SUM(PT2* ) : 
C=(TiaBl)I I<T2«B2>: 
FREE PTl PT2 T1 T2 81 82: 
G«(C*(INVI<C*)«CI»I»<C* » ; 
FREE B C; 
MS(X*(ZNV(<X*>»X)))*(X*): 
SSCPl=(Y*)$(I(30)-M)*Y; 
SSCP2=(Y')$F$Y; 
SSCP3=( V)*G*Y; 
SSCP4sSSCP2-SSCP3: 
SSCP5=SSCP1-SSCP2; 
FREE M F G Y; 
PRINT SSCPl SSCP2 SSCP3 SSCP4 SSCPS: 
EIGEN HO EO SSCPS; 
T=EO*SQRT(DIAG(MO)); 
0=(INV(T))$SSCP2*(INVCT* )); 
FREE MO EO; 
EIGEN A 8 O: 
R*INV(T*1*8: 
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PRINT R; 
FREE A B 0 T R; 
EIGEN Ml El SSCPl; 
T1=E1*SQRT(DIAG(M1)); 
M1=*INV(T1))$SSCP2*<INVCTI')) 
FREE Ml El Tl SSCPl : 
EIGEN A1 81 Hi; 
PRINT HI A1 ; 
FREE A1 81 Hi: 
EIGEN M2 E2 SSCP2: 
T2=E2$SQRT(DIAG(M2)) : 
H2=(INV(T2))*SSCP3*(INV(T2* ) I 
FREE M2 E2 T2 SSCP2 SSCP3: 
EIGEN A2 82 H2 : 
PRINT H2 A2; 
FREE A2 82 H2; 
XSS=SSCP4 +SSCP5; 
EIGEN M3 E3 XSS: 
T3=E3$S0RT(DIAG(M3)): 
H3=(INV(T3))»SSCP4»{INV(T3')) 
FREE M3 E3 T3 SSCP4 SSCPS XSS 
EIGEN A3 83 H3: 
PRINT H3 A3; 
