We use the deep learning algorithm to learn the Reissner-Nordström(RN) black hole metric by building a deep neural network. Plenty of data is made in boundary of AdS and we propagate it to the black hole horizon through AdS metric and equation of motion(e.o.m)
I. INTRODUCTON
The holographic duality [1] [2] [3] , especially the so-called AdS/CFT correspondence, describes the equivalency between a (d + 1)-dimensional supergravitational system and a d-dimensional gauge quantum field. The holographic duality usually refers to the duality hypothesis proposed by Gerard 't Hooft [4] and soon was given a precise string-theory interpretation by Leonard Susskind [5] . A particular example of this hypothesis was found by Maldacena [3] , which proposed that a strongly coupled 4-dimensional Yang-Mills gauge theory would be dual to a weakly coupled 5-dimensional AdS supergravity. This implies that one can use the gravitational theory to deal with strongly coupled systems which perturbation theories cannot manage. On the contrary, we can learn about the information we care about on the gravitational field from the quantum field lived on the boundary of the gravitational system. The idea of the equivalence between gravity and quantum field provides an insight that the spacetime is possibly emerged from boundary theories. In other words, the gravitational system can be constructed if one know the information of the boundary, and figure out what equations it obeys.
On the other hand, deep learning [6] [7] [8] is a field of machine learning that uses a cascade of multiple layers of nonlinear processing units for feature extraction and transformation and each successive layer uses the output from the previous layer as input [9] . This algorithm abstracts multiple levels of representation, and forms a hierarchy of data. Hinton proposed an algorithm called back propagation [10] , which increases the process of error back propagation on the traditional algorithm. In this way, learning problems such as XOR, which were helpless in the perceptron model [11] in the past, can be solved. In 2006, Hinton adopted unsupervised learning to train the algorithm layer by layer, and used supervised back propagation algorithm for tuning, which solved the problem of vanishing gradient [6] , it makes deep learning algorithm improved and it is basic of our deep neural network.
At the same time, with the rapid improvement of computing power and the emergence of big data in metric [17] [18] [19] [20] , whose dual boundary theory should contain vector fields. For constructing a neural network the things we should know, as we said, are the input data(boundary value of fields and its derivative) and the equations they obey(equations of motion of these fields). To achieve it, one can obtain related equations of motion(e.o.m) from the gravitational action. After discretizing e.o.m in radial direction and map them into a neural network, the weights and active function will be determined and the network proceed availably after a coordinate transformation dη = dr/ √ f . And then we produce data set(see Fig.3 ) and construct specific neural network of scalar field in new coordinate system. After selecting the appropriate regularization term and activation function, we implemented the neural network on TyTorch, which is is an open-source machine learning library for
Python and succeed to learn the RN black hole metric through training the network, see Fig.7 . In addition, if we consider effects of different parameters on training, we find that the loss will converge to same value as the training goes on, Fig.5 . this means that the deficiencies of some parameter setting can be remedied by adding number of epoch.
II. METRIC REPRODUCE OF REISSNER-NORDSTRÖM-ADS BLACK HOLE BY DEEP NEURAL NETWORK
Let us start with the n-dimensional Reissner-Nordström-AdS(RNAdS) black hole
where L AdS is AdS radius, M and Q are the mass and charge of the RNAdS black hole, respectively.
The constant k has values k = 0, 1, −1 depending on the topology is planar, spherical, or hyperbolic.
The angular part dΩ k n−2 of the metric(1), for each k = 0, 1, −1, is of the form
Ω k n−2 denotes the area of the unit surface of each kind.
In this background, we consider a scalar field with Lagrangian density
which yields the following equation of motion
Substituting (1) we obtain
where π ≡ φ (r).
Our strategy is to provide a representation of scalar field equation in deep neural network. The emerged holographic direction(η) is discretized and regarded as the deep layers. Naively, to map the e.o.m to deep neural network, we can discretize the equations in radial direction by (8) φ(r + ∆r) = φ(r) + ∆rπ(r),
Where ∆r is distance of adjacent points in discrete coordinate system, and
N is total number of layers of deep neural network. In this black hole model the input data x i in each layer of the neural network are the scalar field φ and its derivative π. Between the adjacent layers there are a linear transformation x i → W ij x j and a nonlinear transformation
which is known as the activation function. A conventional deep feedforward neural network can be constructed
On r = ∞, take the φ and π in (9) as input data x
m put in neural network, and then propagate it to the output data on r = 0 (black hole horizon) in accordance with equation (9) in each layer.
The final layer f i is for summarizing all the component of ϕ and map to the output data y. From (9) it's obvious to find the linear part in neural network is
and the activation function at each layer is given by
Where n is the total number of layers, this process is called forward propagation.
However, in this coordinate system, we find the metric function f included in the weight function and the activation function if we use (11) and (12) to build a neural network. In that case, we will encounter some technical difficulties that we cannot overcome for the time being. To avoid that, we need a coordinate transformation to make coefficient of radial direction of metric in (1) not contain f . This transformation excluded f from coefficient of second-order derivative of scalar field(∂ r π) in (8), so we obtain a activation function without metric and build an effective neural network. Here is the transformation
function, we can turn above equations from coordinate r to η. It turns out in this new coordinate both weight function and activation function are independent of f . But for the specific f given in (2), we don't have an analytic expression of integration (13) . We have to appeal to numeric integrations.
To verify our numerical validity, we compare our numerical results with the ones obtained analytically for Schwarzschild case, as plotted in ( fig.1 ).
FIG. 1:
The real line is the numerical result and the dashed line is the analytical one.
Let us turn to the Reissner-Nordström-AdS black hole metric reproduced by getting the points from the numerical integration with different charge. Using numerical integration, each value of r reproduces a value of η and the corresponding metric. Therefor we construct a metric function of η, which called Reproduced Metric and is written as R(η). The metric constructed in this way is discrete by nature, this saves us much trouble in building neural network. Suppose we get infinite number of points from radius r, we will get a continuous reproduced metric, then we can get the e.o.m immediately:
Consider finite points case, we can get discrete e.o.m of scalar field:
Where ∆η is distance of adjacent points in discrete coordinate system, and η (n) ≡ (N − n + 1)∆η, N , as before, is total number of layers of deep neural network. At the same time, we regard the reproduced metric as the target that our neural network learn, and use (10) as the neural network structure.
Mapping the discrete e.o.m into deep neural network we have weights
and activation functions in each layer
With these elements, we have the structure of the entire network (see Fig.2 ). The output of network will generate a loss function E. The information of the loss function will be propagated back by back propagation algorithm to calculate the gradient. Replicating this process layer by layer we obtain the emergent black hole metric. 
A. Generating the data set
Training data is an indispensable part of deep learning. Following [16] , our data are generated by propagating the e.o.m for a given metric. These data are treated as the data set of the neural network, which can be used to training the network as will see below. More specifically, we first get data randomly from (φ ∈ [0, 1.5], π ∈ [−0.2, 0.2]) in the location of η = 1 (i.e. AdS boundary η ini ) as the initial response data. We then propagate data from η ini to η f in (i.e. black hole horizon) by 1 Actually, more generic φ n (n > 2 is an integer) has the similar results.
using the e.o.m (14) . As the last step, we use the boundary condition of the black hole horizon
to divide the data into two categories labeled by 0 and 1. The positive answer data characterized by |F | < 0.1 are labeled by 0, and the negative answer data characterized by |F | > 0.1 is labeled by 1. We take the combination of initial data (φ(η(ini)), π(η(ini))) and corresponding label as a data point. Taking 1000 positive and 1000 negative data points forms the data set. This 2000 data satisfy the distribution as shown in Fig.3 , which is comparable with the results of the Schwarzschild case in [16] . 
B. Training the Neural Network
We take the data obtained in the last subsection as a training set. The metric is expected to be obtained by training the network. Our training tool is PyTorch [21, 22] as the activation function is effective. Here F is one of final layer neuron(in the limit η f in → 0, equation (18) So far, we construct a deep feedforward neural network describe by (10) . The neural network transmits the data through whole network and generates the output data, which is the actual value.
As a contrast, the label is called the target value. The difference between actual value and target value is the loss, which is described by the loss function [16] 
Where E 1 is L 1 − norm , E reg is regularizer and (x (1) , y) are the training set. The smaller loss means the closer proximity between the value given by neural network and target value.
IV. DISPLAY OF PARAMETERS AND TRAINING RESULT
In order to reduce the loss, we optimize the neural network weights by Adam optimizer, that is a back propagation algorithm. Optimizer contains a parameter which controls convergence rate of the loss, which is called learning rate or stride. Generally, small learning rate leads to slow convergence.
However, Excessive learning rate has a negative impact on convergence as well. In that case loss may over the bottom and get a suboptimal result. Additionally, choosing suitable batch size is also very important to give an ideal accuracy of the network during training. A larger batch size makes better use of the GPU parallelism, but compare to a smaller one, it require training the network for more epochs to achieve the same level of accuracy. You can set batch size to 1 if you can tolerate the training time. Their impacts are plotted in FIG.5 . From these figures, we notice that by choosing appropriate learning rate and batch size, loss will converge to same value as long as the number of epoches is sufficient. And we find that too high value of learning rate in our neural network will make the loss cannot be convergent, like FIG.6 . It turns out that the optimal learning rate is around 0.001.
Consider the training time and effect, we set learning rate to 0.001 and make batch size equal to 10 to train the neural network. According to experience, we find the appropriate regularization term values of different black holes. In FIG.7 we see that RN metric can be learned by training our neural network for any given charge Q and topology k as shown in TABLE I . In order to demonstrate the results of neural network better, in appendix material, we give out a comparison between the discrete metric which is from the neural network and the standard one, we also give out the mean square error and its change in the program progresses. Table I .
V. CONCLUSION
In this paper we apply the deep learning algorithm to black hole holography. We build a neural black hole has some subtleties when build the neural network in terms of the equations of motion. We develop a numeric method to overcome this difficulty. As a last point, we also discuss the influence of different learning rate, batch size and epoch to the neural network. We find there is an optimal choice of these parameters.
As a direct comparison of result, TABEL II contrasts between the discrete metric which is from the neural network and the standard case. In the table, R is the reproduce metric, the em is the emergent metric, and the MSE is the mean square error. In more details, we plot the evolution of the MSE, see Fig.8 
