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In this paper we mainly study the necessary conditions for the ex-
istence of functionally independent generalized rational ﬁrst inte-
grals of ordinary differential systems via the resonances. The main
results extend some of the previous related ones, for instance the
classical Poincaré’s one (Poincaré, 1891, 1897 [16]), the Furta’s one
(Furta, 1996 [8]), part of Chen et al.’s ones (Chen et al., 2008 [4]),
and the Shi’s one (Shi, 2007 [18]). The key point in the proof of our
main results is that functionally independence of generalized ratio-
nal functions implies the functionally independence of their lowest
order rational homogeneous terms.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction and statement of the main results
The rational ﬁrst integrals in analytic differentiable systems and mainly in the particular case of
polynomial differentiable systems have been studied intensively, specially inside the Darboux theory
of integrability, see for instance [15,9,17,19]. In this paper we want to study the generalized rational
ﬁrst integrals of the analytic differential systems.
Consider analytic differential systems in (Cn,0)
x˙ = f (x), x ∈ (Cn,0). (1)
* Corresponding author.
E-mail addresses: wangcong86@sjtu.edu.cn (W. Cong), jllibre@mat.uab.cat (J. Llibre), xzhang@sjtu.edu.cn (X. Zhang).0022-0396/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2011.05.016
W. Cong et al. / J. Differential Equations 251 (2011) 2770–2788 2771A function F (x) of form G(x)/H(x) with G and H analytic functions in (Cn,0) is a generalized rational
ﬁrst integral if 〈
f (x), ∂x F (x)
〉≡ 0, x ∈ (Cn,0),
where 〈·,·〉 denotes the inner product of two vectors in Cn , and ∂x F = (∂x1 F , . . . , ∂xn F ) is the gradient
of F and ∂xi F = ∂ F/∂xi . As usually, if G and H are polynomial functions, then F (x) is a rational ﬁrst
integral. If H is a non-zero constant, then F (x) is an analytic ﬁrst integral. So generalized rational ﬁrst
integrals include rational ﬁrst integrals and analytic ﬁrst integrals as particular cases.
If f (0) = 0, it is well known from the Flow-Box Theorem that system (1) has an analytic ﬁrst
integral in a neighborhood of the origin. If f (0) = 0, i.e. x = 0 is a singularity of system (1), the
existence of ﬁrst integrals for system (1) in (Cn,0) is usually much involved.
Denote by A = Df (0) the Jacobian matrix of f (x) at x = 0. Let λ = (λ1, . . . , λn) be the n-tuple of
eigenvalues of A. We say that the eigenvalues λ satisfy a Z+-resonant condition if
〈λ,k〉 = 0, for some k ∈ (Z+)n, k = 0,
where Z+ = N ∪ {0} and N is the set of positive integers. The eigenvalues λ satisfy a Z-resonant
condition if
〈λ,k〉 = 0, for some k ∈ Zn, k = 0,
where Z is the set of integers.
Poincaré [16] was the ﬁrst one in studying the relation between the existence of analytic ﬁrst
integrals and resonance, he obtained the following classical result (for a proof, see for instance [8]).
Poincaré Theorem. If the eigenvalues λ of A do not satisfy any Z+-resonant conditions, then system (1) has
no analytic ﬁrst integrals in (Cn,0).
Recall that k (k < n) functions are functionally independent in an open subset U of Cn if their
gradients have rank k in a full Lebesgue measure subset of U . Obviously an n-dimensional nontrivial
autonomous system can have at most n − 1 functionally independent ﬁrst integrals, where nontrivial
means that the associated vector ﬁeld does not vanish identically.
In 2003 Li, Llibre and Zhang [14] extended the Poincaré’s result to the case that λ admit one zero
eigenvalue and the others are not Z+-resonant.
In 2008 Chen, Yi and Zhang [4] proved that the number of functionally independent analytic ﬁrst
integrals for system (1) does not exceed the maximal number of linearly independent elements of
{k ∈ (Z+)n: 〈k, λ〉 = 0, k = 0}.
In 2007 the Poincaré’s result was extended by Shi [18] to the Z-resonant case. He proved that if
system (1) has a rational ﬁrst integral, then the eigenvalues λ of A satisfy a Z-resonant condition.
In other words, if λ do not satisfy any Z-resonant condition, then system (1) has no rational ﬁrst
integrals in (Cn,0).
The aim of this paper is to improve the above results by studying the existence of more than one
functionally independent rational ﬁrst integrals. Our ﬁrst main result is the following.
Theorem 1. Assume that the differential system (1) satisﬁes f (0) = 0 and let λ = (λ1, . . . , λn) be the
eigenvalues of D f (0). Then the number of functionally independent generalized rational ﬁrst integrals of
system (1) in (Cn,0) is at most the dimension of the minimal vector subspace of Rn containing the set
{k ∈ Zn: 〈k, λ〉 = 0, k = 0}.
We remark that Theorem 1 extends all the results mentioned above, i.e. the one of Poincaré [16],
Theorem 1.1 of Chen, Yi and Zhang [4], and Theorem 1 of Shi [18]. We should mention that the
methods of the above mentioned papers are not enough to study the existence of more than one
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to prove Theorem 1. Our key technique will be Lemma 6 given in Section 2, which shows that the
functionally independence of generalized rational functions implies the functionally independence of
their lowest order rational homogeneous terms.
We should say that Theorem 1 has some relation with Propositions 3.5 and 5.4 of Goriely [10].
In the former the author established a relation between the weight degrees of independent algebraic
ﬁrst integrals of a weight homogeneous vector ﬁeld and its Kowalevskaya exponents. And in the latter
he provided a necessary condition for the existence of independent analytic ﬁrst integrals of a weight
homogeneous vector ﬁeld.
We note that if the linear part Df (0) of (1) has all its eigenvalues zero, then the result of
Theorem 1 is trivial. For studying these cases we consider semi-quasi-homogeneous systems. Let
f = ( f1, . . . , fn) be vector functions. Then system (1) is quasi-homogeneous of degree q ∈ N \ {1} with
exponents s1, . . . , sn ∈ Z \ {0} if for all ρ > 0
f i
(
ρs1x1, . . . , ρ
sn xn
)= ρq+si−1 f i(x1, . . . , xn), i = 1, . . . ,n.
The exponents s := (s1, . . . , sn) are called weight exponents, and the number q + si − 1 is called
the weight degree of f i , i.e., f i is a quasi-homogeneous function of weight degree q + si − 1. A vector
function f is quasi-homogeneous of weight degree q with weight exponent s if each component f i is
quasi-homogeneous of weight degree q, i.e. f i(ρs1x1, . . . , ρsn xn) = ρq f i(x1, . . . , xn) for i = 1, . . . ,n.
System (1) is semi-quasi-homogeneous of degree q with the weight exponent s if
f (x) = fq(x) + fh(x), (2)
where ρE−S fq is quasi-homogeneous of degree q with weight exponent s and ρE−S fh is the sum
of quasi-homogeneous of degree either all larger than q or all less than q with weight exponent s.
The former (resp. latter) is called positively (resp. negatively) semi-quasi-homogeneous. Here we have
used the notations: E is the n × n identity matrix, S is the n × n diagonal matrix diag(s1, . . . , sn), and
ρE−S = diag(ρ1−s1 , . . . , ρ1−sn ).
We note that for any give exponent s an analytic differential system (1) can be written as a posi-
tively semi-quasi-homogeneous system, and also as a negatively one if it is a polynomial.
Assume that ρE−S fq is quasi-homogeneous of weight degree q > 1 with weight exponent s. Set
W = S/(q − 1). Any solution c = (c1, . . . , cn) of
fq(c) +Wc = 0, (3)
is called a balance. Denote by B the set of balances. For each balance c, the Jacobian matrix K =
Dfq(c) + W is called the Kowalevskaya matrix at c and its eigenvalues are called the Kowalevskaya
exponents, denoted by λc . Let dc be the dimension of the minimal vector subspace of Rn containing
the set {
k ∈ Zn: 〈k, λc〉 = 0, k = 0
}
.
Theorem 2. Assume that system (1) is semi-quasi-homogeneous of weight degree q with weight exponent s,
and f (x) satisﬁes (2) with f (0) = 0. Then the number of functionally independent generalized rational ﬁrst
integrals of (1) is at most d = minc∈B dc .
Theorem 2 is an extension of Theorem 1 of Furta [8], of Corollary 3.7 of [10] and of Theorem 2 of
Shi [18]. In some sense it is also an extension of the main results of Yoshida [20,21], where he proved
that if a quasi-homogeneous differential system is algebraically integrable, then every Kowalevskaya
exponent should be a rational number.
Theorems 1 and 2 studied the existence of functionally independent generalized rational ﬁrst in-
tegrals of system (1) in a neighborhood of a singularity. Now we turn to investigate the existence of
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of a periodic orbit are the eigenvalues of the linear part of the Poincaré map at the ﬁxed point corre-
sponding to the periodic orbit. Recall that a Poincaré map associated to a periodic orbit is deﬁned on
a transversal section to the periodic orbit, and its linear part has the eigenvalue 1 along the direction
tangent to the periodic orbit.
Theorem 3. Assume that the analytic differential system (1) has a periodic orbit with multipliers μ =
(μ1, . . . ,μn−1). Then the number of functionally independent generalized rational ﬁrst integrals of system (1)
in a neighborhood of the periodic orbit is at most the maximum number of linearly independent vectors in Rn
of the set {
k ∈ Zn−1: μk = 1, k = 0}.
Here and after, for vectors x = (x1, . . . , xn) and k = (k1, . . . ,kn) we use xk to denote the product
xk11 · · · · · xknn .
Finally we consider the periodic differential systems
x˙ = f (t, x), (t, x) ∈ S1 × (Cn,0), (4)
where S1 = R/(2πN), and f (t, x) is analytic in its variables and periodic of period 2π in t . Assume
that x = 0 is a constant solution of (4), i.e. f (t,0) = 0.
A non-constant function F (t, x) is a generalized rational ﬁrst integral of system (4) if F (t, x) =
G(t, x)/H(t, x) with G(t, x) and H(t, x) analytic in their variables and 2π periodic in t , and it sat-
isﬁes
∂ F (t, x)
∂t
+ 〈∂x F (t, x), f (t, x)〉≡ 0 in S1 × (Cn,0).
If H(t, x) is constant and non-zero, then F (t, x) is an analytic ﬁrst integral. If G(t, x) and H(t, x) are
polynomials in x we say that F (t, x) is a rational ﬁrst integral. If G(t, x) and H(t, x) are both homoge-
neous polynomials in x of degrees l and m respectively, we say that G/H is a rational homogeneous
ﬁrst integral of degree l −m.
Since f (t,0) = 0, we can write system (4) as
x˙ = A(t)x+ g(t, x), (5)
where A(t) and g(t, x) = O (x2) are 2π periodic in t . Consider the linear equation
x˙ = A(t)x. (6)
Let x0(t) be the solution of (6) satisfying the initial condition x0(0) = x0 with x0 ∈ (Cn,0). The mon-
odromy operator associated to (6) is the map P : (Cn−1,0) → (Cn−1,0) deﬁned by P(x0) = x0(2π).
We say that functions F1(t, x), . . . , Fm(t, x) are functionally independent in S1 × (Cn,0) if ∂x F1(t, x),
. . . , ∂x Fm(t, x) have the rank m in a full Lebesgue measure subset of S1 × (Cn,0).
Theorem 4. Let μ = (μ1, . . . ,μn) be the eigenvalues of the monodromy operator (i.e. the characteristic mul-
tipliers of (6)). Then the number of functionally independent generalized rational ﬁrst integrals of system (4)
is at most the maximum number of linearly independent vectors in Rn of the set
Ξ := {k ∈ Zn: μk = 1, k = 0}⊂ Zn.
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analytic (formal) ﬁrst integrals to generalized rational ﬁrst integrals, and second our result is for more
than one ﬁrst integral.
If there exists a non-zero k ∈ Zn such that μk = 1, we say that μ is resonant. The set Ξ in
Theorem 4 is called the resonant lattice. For a k ∈ Ξ , we say that yk is a resonant monomial.
The rest of this paper is dedicated to prove our main results. The proofs of Theorems 1, 2, 3 and 4
are presented in Sections 2, 3, 4 and 5, respectively.
2. Proof of Theorem 1
Before proving Theorem 1 we need some preliminaries, which are the heart of the proof of Theo-
rem 1.
Let C(x) be the ﬁeld of rational functions in the variables of x, and C[x] be the ring of polyno-
mials in x. We say that the functions F1(x), . . . , Fk(x) ∈ C(x) are algebraically dependent if there exists
a complex polynomial P of k variables such that P (F1(x), . . . , Fk(x)) ≡ 0. For general deﬁnition on
algebraical dependence in a more general ﬁeld, see for instance [6, p. 152].
The ﬁrst result provides an equivalent condition on functional independence. The main idea of the
proof follows from that of Ito [12, Lemma 9.1].
Lemma 5. The functions F1(x), . . . , Fk(x) ∈ C(x) are algebraically independent if and only if they are func-
tionally independent.
Proof. Suﬃciency. By contradiction, if F1(x), . . . , Fk(x) are algebraically dependent, then there exists
a complex polynomial P (z1, . . . , zk) of minimal degree such that
P
(
F1(x), . . . , Fk(x)
)≡ 0. (7)
Here minimal degree means that for any polynomial Q (z1, . . . , zk) of degree less than deg P we have
that Q (F1(x), . . . , Fk(x)) ≡ 0.
From (7) it follows that ∂x j P (F1(x), . . . , Fk(x)) ≡ 0 for j = 1, . . . ,n. These are equivalent to⎛⎜⎝
∂ F1(x)
∂x1
· · · ∂ Fk(x)
∂x1
...
. . .
...
∂ F1(x)
∂xn
· · · ∂ Fk(x)
∂xn
⎞⎟⎠
⎛⎜⎝
∂ P
∂z1
(F1(x), . . . , Fk(x))
...
∂ P
∂zk
(F1(x), . . . , Fk(x))
⎞⎟⎠≡ 0. (8)
Since P (z1, . . . , zn) has the minimal degree and some of the derivatives ∂ P∂zl (z1, . . . , zn) = 0, it follows
that
∂ P
∂z1
(
F1(x), . . . , Fk(x)
)≡ 0, . . . , ∂ P
∂zk
(
F1(x), . . . , Fk(x)
)≡ 0,
cannot simultaneously hold. This shows that the rank of the n × k matrix in (8) is less than k. Con-
sequently F1(x), . . . , Fk(x) are functionally dependent, this is in contradiction with the assumption.
So we have proved that if F1(x), . . . , Fn(x) are functionally independent, then they are algebraically
independent.
Necessity. For proving this part, we will use the theory of ﬁeld extension. For any v1, . . . , vr which
are elements of some ﬁnitely generated ﬁeld extension of C, we denote by C(v1, . . . , vr) the min-
imal ﬁeld containing v1, . . . , vr (for more information on ﬁnitely generated ﬁeld extensions, see for
instance [6, Chapter one, §8]).
Recall that for a ﬁnitely generated ﬁeld extension K of the ﬁeld C, denoted by K/C, the transcen-
dence degree of K over C is deﬁned to be the smallest integer m such that for some y1, . . . , ym ∈ K ,
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for instance [6, p. 149]). We say that K is algebraic over C(y1, . . . , yn) if every element, saying k, of K
is algebraic over C(y1, . . . , ym), i.e. there exists a monic polynomial p(X) = Xl + p1Xl−1 + · · · + pl ∈
C(y1, . . . , ym)[X] such that p(k) = 0, where by deﬁnition p j ∈ C(y1, . . . , ym) for j = 1, . . . , l (see
for instance [6, p. 29]). The elements {y1, . . . , ym} are called a transcendence base of K over C (see
for instance [6, p. 152]). A ﬁnitely generated ﬁeld extension K of C is separably generated if there
is a transcendence base {z1, . . . , zm} of K over C such that K is a separable algebraic extension of
C(z1, . . . , zm) (see for instance [11, p. 27]). Let K be a ﬁeld extension of a ﬁeld L. The ﬁeld extension
K/L is called algebraic if K is algebraic over L. An algebraic extension K/L is separable if for every
α ∈ K , the minimal polynomial of α over L is separable. A polynomial is separable over a ﬁeld L if all
of its irreducible factors have distinct roots in an algebraic closure of L.
Since F1, . . . , Fk are algebraically independent, C(F1, . . . , Fk) is a separably generated and ﬁnitely
generated ﬁeld extension of C of transcendence degree k. Here separability follows from the fact that
C is of characteristic 0, and so is C(F1, . . . , Fk). This last claim follows from [11, Theorem 4.8A], which
states that if k is an algebraically closed ﬁeld, then any ﬁnitely generated ﬁeld extension K of k is
separably generated.
From the theory of derivations over a ﬁeld (see for instance [13, Chapter X, Theorem 10]), there
exist k derivations Dr (r = 1, . . . ,k) on C(F1, . . . , Fk) satisfying
Dr Fs = δrs, (9)
where δrs = 0 if r = s, or δrs = 1 if r = s.
Since F1, . . . , Fk are algebraically independent, it follows that C(x) is a ﬁnitely generated ﬁeld
extension of C(F1, . . . , Fk) of transcendence degree n − k. Hence there exist n derivations D˜1, . . . , D˜n
on C(x) satisfying D˜ j = D j on C(F1, . . . , Fk) for j = 1, . . . ,k. In addition, all derivations on C(x) form
an n-dimensional vector space over C(x) with base { ∂
∂x j
: j = 1, . . . ,n}. So we have
D˜s =
n∑
j=1
dsj
∂
∂x j
,
where dsj ∈ C(x). The derivations D˜s acting on C(F1, . . . , Fk) satisfy
δsr = Ds Fr = D˜s Fr =
n∑
j=1
dsj
∂ Fr
∂x j
, r, s ∈ {1, . . . ,k}.
This shows that the gradients ∇x F1, . . . ,∇x Fk have the rank k, and consequently F1, . . . , Fk are func-
tionally independent. 
We remark that Lemma 5 has a relation in some sense with the result of Bruns in 1887 (see [7]),
which stated that if a polynomial differential system of dimension n has l (1 l n− 1) independent
algebraic ﬁrst integrals, then it has l independent rational ﬁrst integrals. For a short proof of this
result, see Lemma 2.4 of Goriely [10].
For an analytic or a polynomial function F (x) in (Cn,0), in what follows we denote by F 0(x) its
lowest degree homogeneous term. For a rational or a generalized rational function F (x) = G(x)/H(x)
in (Cn,0), we denote by F 0(x) the rational function G0(x)/H0(x). We expand the analytic functions
G(x) and H(x) as
G0(x) +
∞∑
Gi(x) and H0(x) +
∞∑
Hi(x),
i=1 i=1
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respectively. Then we have
F (x) = G(x)
H(x)
=
(
G0(x)
H0(x)
+
∞∑
i=1
Gi(x)
H0(x)
)(
1+
∞∑
i=1
Hi(x)
H0(x)
)−1
= G
0(x)
H0(x)
+
∞∑
i=1
Ai(x)
Bi(x)
, (10)
where Ai(x) and Bi(x) are homogeneous polynomials. Clearly
degG0(x) − deg H0(x) < deg Ai(x) − deg Bi(x) for all i  1.
In what follows we will say that deg Ai(x) − deg Bi(x) is the degree of Ai(x)/Bi(x), and G0(x)/H0(x)
is the lowest degree term of F (x) in the expansion (10). For simplicity we denote
d(G) = degG0(x), d(F ) = d(G) − d(H) = degG0(x) − deg H0(x),
and call d(F ) the lowest degree of F .
Lemma 6. Let
F1(x) = G1(x)
H1(x)
, . . . , Fm(x) = Gm(x)
Hm(x)
,
be functionally independent generalized rational functions in (Cn,0). Then there exist polynomials P i(z1, . . . ,
zm) for i = 2, . . . ,m such that F1(x), F˜2(x) = P2(F1(x), . . . , Fm(x)), . . . , F˜m(x) = Pm(F1(x), . . . , Fm(x)) are
functionally independent generalized rational functions, and that F 01(x), F˜
0
2 (x), . . . , F˜
0
m(x) are functionally in-
dependent rational functions.
Proof. This result was ﬁrst proved by Ziglin [22] in 1983, and then proved by Baider et al. [1] in 1996.
In order that this paper is self-contained, we provide a proof here (see also the idea of the proof of
Lemma 2.1 of [12]).
If F 01(x), . . . , F
0
m(x) are functionally independent, the proof is done.
Without loss of generality we assume that F 01(x), . . . , F
0
k (x) (1 k <m) are functionally indepen-
dent, and F 01(x), . . . , F
0
k+1(x) are functionally dependent. By Lemma 5 it follows that F
0
1(x), . . . , F
0
k+1(x)
are algebraically dependent. So there exists a polynomial P (z) of minimal degree with z =
(z1, . . . , zk+1) such that
P
(
F 01(x), . . . , F
0
k+1(x)
)≡ 0.
The fact that F 01(x), . . . , F
0
k (x) are algebraically independent implies
∂ P
∂zk+1
(z) ≡ 0.
Since F1(x), . . . , Fm(x) are functionally independent, and so also F1(x), . . . , Fk+1(x) are function-
ally independent. Hence there exists a (k + 1) × (k + 1) minor M = ∂(F1(x),...,Fk+1(x))
∂(xi ,...,xi )
of the matrix1 k+1
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∂(x1,...,xn)
such that its determinant does not vanish. We denote by D this last determinant,
and denote by D0 the determinant of the square matrix M0 := ∂(F
0
1 (x),...,F
0
k+1(x))
∂(xi1 ,...,xik+1 )
. We note that D0 is
the lowest degree rational homogeneous term of D.
Deﬁne
μ(F1, . . . , Fk+1) = d(D) + k + 1−
k+1∑
j=1
d(F j),
where d(D) is well deﬁned, because D is also a generalized rational function. Since ∂ Fi/∂x j =
(Hi
∂Gi
∂x j
− Gi ∂Hi∂x j )/(Hi)2 has the lowest degree larger than or equal to d(Fi)− 1 (the former happens if
H0i
∂G0i
∂x j
− G0i
∂H0i
∂x j
≡ 0), it follows from the deﬁnition of D that
μ(F1, . . . , Fk+1) 0.
Furthermore μ(F1, . . . , Fk+1) = 0 if and only if d(D0) = d(D), because D0 is the lowest degree ra-
tional homogeneous part of D. We note that d(D0) = d(D) if and only if det(D0) = 0, and this
is equivalent to the functional independence of F 01(x), . . . , F
0
k+1(x). So by the assumption we have
μ(F1, . . . , Fk+1) > 0. Set
F̂k+1(x) = P
(
F1(x), . . . , Fk+1(x)
)
.
First we claim that the functions F1(x), . . . , Fk(x), F̂k+1(x) are functionally independent. Indeed,
deﬁne
D̂ := det(∂(F1(x), . . . , Fk(x), F̂k+1(x))/∂(xi1 , . . . , xik , xik+1)).
Then it follows from the functional independence of F1(x), . . . , Fk+1(x) that
D̂ = det
(
∂(F1(x), . . . , Fk(x), F̂k+1(x))
∂(F1, . . . , Fk, Fk+1)
∂(F1, . . . , Fk, Fk+1)
∂(xi1 , . . . , xik , xik+1)
)
= D ∂ P
∂zk+1
(F1, . . . , Fk+1). (11)
The ﬁrst equality is obtained by using the derivative of composite functions, and the second equality
follows from the fact that
det
(
∂(F1(x), . . . , Fk(x), F̂k+1(x))
∂(F1, . . . , Fk, Fk+1)
)
= ∂ P
∂zk+1
(F1, . . . , Fk+1).
Since (∂ P/∂zk+1)(z1, . . . , zk+1) ≡ 0 and P has the minimal degree such that P (F 01(x), . . . , F 0k+1(x)) ≡ 0,
we have (∂ P/∂zk+1)(F 01(x), . . . , F
0
k+1(x)) ≡ 0, and so D̂ ≡ 0. This proves that F1(x), . . . , Fk(x), F̂k+1(x)
are functionally independent. The claim follows.
Second we claim that
μ(F1, . . . , Fk, F̂k+1) < μ(F1, . . . , Fk+1).
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P (z) =
∑
α
pαz
α, zα = zα11 · · · · · zαk+1k+1 , α = (α1, . . . ,αk+1) ∈
(
Z
+)k+1.
Deﬁne
ν = min{〈α, (d(F1), . . . ,d(Fk+1))〉: pα = 0, αk+1 = 0}.
We have ν < d( F̂k+1), because F̂k+1(x) = P (F1(x), . . . , Fk+1(x)) contains Fk+1 and P (F 01(x), . . . ,
F 0k+1(x)) ≡ 0, so the lowest degree part in the expansion of P (z) must contain Fk+1(x). This implies
the lowest degree of F̂ (x) is larger than that of P (z). Moreover we get from (11) and the deﬁnition
of ν that
d(D̂) = d(D) + d
(
∂ P
∂zk+1
(F1, . . . , Fk+1)
)
= d(D) + ν − d(Fk+1),
where the last equality holds because the partial derivative of P with respect to zk+1 is such that P
loses one Fk+1, and so the total degree loses the degree of Fk+1. Hence from the deﬁnition of the
quantity μ it follows that
μ(F1, . . . , Fk, F̂k+1) = d(D̂) + k + 1−
k∑
j=1
d(F j) − d( F̂k+1)
= μ(F1, . . . , Fk+1) + ν − d( F̂k+1)
< μ(F1, . . . , Fk+1).
This proves the claim.
By the two claims, from the functionally independent generalized rational functions F1(x), . . . ,
Fk(x), Fk+1(x) with F 01(x), . . . , F
0
k (x), F
0
k+1(x) being functionally dependent, we get functionally inde-
pendent generalized rational functions F1(x), . . . , Fk(x), F̂k+1(x), which satisfy μ(F1, . . . , Fk, F̂k+1) <
μ(F1, . . . , Fk+1).
If μ(F1, . . . , Fk, F̂k+1) = 0, then F 01(x), . . . , F 0k (x), F̂ 0k+1(x) are functionally independent. The proof
is done.
If μ(F1, . . . , Fk, F̂k+1) > 0, then F 01(x), . . . , F
0
k (x), F̂
0
k+1 are also functionally dependent. Continuing
the above the procedure, ﬁnally we can get a polynomial P˜ (z) with z = (z1, . . . , zk+1) such that
F1(x), . . . , Fk(x), F˜k+1(x) = P˜
(
F1(x), . . . , Fk+1(x)
)
,
are functionally independent and μ(F1, . . . , Fk, F˜k+1) = 0. The last equality implies that the rational
functions F 01 , . . . , F
0
k , F˜
0
k+1 are functionally independent. Furthermore, the generalized rational func-
tions
F1(x), . . . , Fk(x), F˜k+1(x), Fk+2(x), . . . , Fm(x),
are functionally independent, because F˜k+1(x) involves only F1, . . . , Fk+1, and F1, . . . , Fk, F˜k+1 are
functionally independent, and also F1, . . . , Fm are functionally independent. This can also be obtained
by direct calculations as follows
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(
∂(F1(x), . . . , Fk(x), F˜k+1(x), Fk+2(x), . . . , Fm(x))
∂(x1, . . . , xn)
)
= det
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂ F1
∂x1
· · · ∂ F1
∂xn
...
...
...
∂ Fk
∂x1
· · · ∂ Fk
∂xn
∂ P˜
∂z1
∂ F1
∂x1
+ · · · + ∂ P˜
∂zk+1
∂ Fk+1
∂x1
· · · ∂ P˜
∂z1
∂ F1
∂xn
+ · · · + ∂ P˜
∂zk+1
∂ Fk+1
∂xn
∂ Fk+1
∂x1
· · · ∂ Fk+2
∂xn
...
...
...
∂ Fm
∂x1
· · · ∂ Fm
∂xn
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= ∂ P˜
∂zk+1
(x)det
(
∂(F1(x), . . . , Fm(x))
∂(x1, . . . , xn)
)
= 0.
If k + 1 = m, the proof is completed. Otherwise we can continue the above procedure, and ﬁ-
nally we get the functionally independent generalized rational functions F1(x), . . . , Fk(x), F˜k+1(x) =
P˜k+1(F1(x), . . . , Fk+1(x)), . . . , F˜m(x) = P˜m(F1(x), . . . , Fm(x)) such that their lowest order rational func-
tions F 01(x), F
0
k (x), F˜
0
k+1(x), . . . , F˜
0
m(x) are functionally independent, where P˜ j for j = k + 1, . . . ,m are
polynomials in F1, . . . , F j .
The proof of the lemma is completed. 
The next result characterizes rational ﬁrst integrals of system (1). A rational monomial is by deﬁni-
tion the ratio of two monomials, i.e. of the form xk/xl with k, l ∈ (Z+)n . The rational monomial xk/xl
is resonant if 〈λ,k − l〉 = 0. A rational function is homogeneous if its denominator and numerator are
both homogeneous polynomials. A rational homogeneous function is resonant if the ratio of any two
elements in the set of all its monomials in both denominator and numerator is a resonant rational
monomial.
In system (1) we assume without loss of generality that A is in its Jordan normal form and is
a lower triangular matrix. Set f (x) = Ax + g(x) with g(x) = O (x2). The vector ﬁeld associated to (1)
is written in
X = X1 + Xh := 〈Ax, ∂x〉 +
〈
g(x), ∂x
〉
.
Lemma 7. If F (x) = G(x)/H(x) is a generalized rational ﬁrst integral of the vector ﬁeld X deﬁned by (1), then
F 0(x) = G0(x)/H0(x) is a resonant rational homogeneous ﬁrst integral of the linear vector ﬁeld X1 , where we
assume that F 0 is non-constant, otherwise if F 0(x) ≡ a ∈ C, then we consider (F −a)0 , which is not a constant.
For proving this last lemma we will use the following result (see Lemma 1.1 of [2], for a different
proof see, for example, [14]).
Lemma 8. Let Hmn be the linear space of complex coeﬃcient homogeneous polynomials of degree m in n vari-
ables. For any constant c ∈ C, deﬁne a linear operator on Hmn by
Lc(h)(x) =
〈
∂xh(x), Ax
〉− ch(x), h(x) ∈ Hmn .
Then the spectrum of Lc is {〈k, λ〉 − c: k ∈ (Z+)n, |k| = k1 + · · · + kn =m},
where λ are the eigenvalues of A.
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F (x) = F 0(x) +
∞∑
i=1
F i(x),
where F 0(x) is the lowest order rational homogeneous function and F i(x) for i ∈ N are rational ho-
mogeneous functions of order larger than F 0(x). That F (x) is a ﬁrst integral in a neighborhood of
0 ∈ Cn is equivalent to 〈
∂x F (x), f (x)
〉≡ 0, x ∈ (Cn,0).
Equating the lowest order rational homogeneous functions gives
〈
∂x F
0(x), Ax
〉≡ 0, i.e. 〈∂x( G0(x)
H0(x)
)
, Ax
〉
≡ 0. (12)
This shows that F 0(x) is a rational homogeneous ﬁrst integral of the linear system associated with (1).
Next we shall prove that F 0(x) is resonant. From the equality (12) we can assume without loss of
generality that G0(x) and H0(x) are relative prime. Now Eq. (12) can be written as
H0(x)
〈
∂xG
0(x), Ax
〉− G0(x)〈∂xH0(x), Ax〉≡ 0.
So there exists a constant c such that〈
∂xG
0(x), Ax
〉− cG0(x) ≡ 0, 〈∂xH0(x), Ax〉− cH0(x) ≡ 0.
Set degG0(x) = l, deg H0(x) = m and Lc be the linear operator deﬁned in Lemma 8. Recall from
Lemma 8 that Lc has respectively the spectrums on Hln
Sl :=
{〈l, λ〉 − c: l ∈ (Z+)n, |l| = l},
and on Hmn
Sm :=
{〈m, λ〉 − c: m ∈ (Z+)n, |m| =m}.
Separate Hln = Hln1 + Hln2 in such a way that for any p(x) ∈ Hln1 its monomial xl satisﬁes 〈l, λ〉 −
c = 0, and for any q(x) ∈ Hln2 its monomial xl satisﬁes 〈l, λ〉 − c = 0. Separate G0(x) in two parts
G0(x) = G01(x)+G02(x) with G01 ∈ Hln1 and G02 ∈ Hln2. Since A is in its Jordan normal form and is lower
triangular, it follows that
LcHln1 ⊂ Hln1, and LcHln2 ⊂ Hln2.
Hence LcG0(x) ≡ 0 is equivalent to
LcG
0
1(x) ≡ 0 and LcG02(x) ≡ 0.
Since Lc has the spectrum without zero element on Hln2 and so it is invertible Hln2, the equation
LcG02(x) ≡ 0 has only the trivial solution, i.e. G02(x) ≡ 0. This proves that G0(x) = G01(x), i.e. each
monomial, say xl , of G0(x) satisﬁes 〈l, λ〉 − c = 0.
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that 〈l−m, λ〉 = 0. The above proofs show that F 0(x) = G0(x)/H0(x) is a resonant rational homoge-
neous ﬁrst integral of X1. 
Having the above lemmas we can prove Theorem 1.
Proof of Theorem 1. Let
F1(x) = G1(x)
H1(x)
, . . . , Fm(x) = Gm(x)
Hm(x)
,
be the m functionally independent generalized rational ﬁrst integrals of X . Since the polynomial
functions of Fi(x) for i = 1, . . . ,m are also generalized rational ﬁrst integrals of X , so by Lemma 6 we
can assume without loss of generality that
F 01(x) =
G01(x)
H01(x)
, . . . , F 0m(x) =
G0m(x)
H0m(x)
,
are functionally independent.
Lemma 7 shows that F 01(x), . . . , F
0
m(x) are resonant rational homogeneous ﬁrst integrals of the
linear vector ﬁeld X1, that is, these ﬁrst integrals are rational functions in the variables given by
resonant rational monomials. According to the linear algebra (see for instance [3]), the square ma-
trix A in C has a unique representation in the form A = As + An with As semi-simple and An
nilpotent and As An = An As . The semi-simple matrix As is similar to a diagonal matrix. Without loss
of generality we assume that As is diagonal, i.e. As = diag(λ1, . . . , λn). Deﬁne Xs = 〈Asx, ∂x〉 and
Xn = 〈Anx, ∂x〉. Separate X1 = Xs + Xn . Direct calculations show that any resonant rational mono-
mial is a ﬁrst integral of Xs . (For example, let xm be a resonant rational monomial, i.e. it satisﬁes
〈λ,m〉 = 0. Then Xs(xm) = 〈λ,m〉xm = 0.) So F 01(x), . . . , F 0m(x) are also ﬁrst integrals of Xs . This means
that m is less than or equal to the number of functionally independent resonant rational monomials.
In addition, we can show that the number of functionally independent resonant rational monomi-
als is equal to the maximum number of linearly independent vectors in Rn of the set {k ∈ Zn:
〈k, λ〉 = 0}.
This completes the proof of the theorem. 
3. Proof of Theorem 2
We only consider system (1) to be positively semi-quasi-homogeneous. The negative case can be
studied similarly, and its details are omitted. An analytic function w(x) is semi-quasi-homogeneous
of degree k with weight exponent s if w(x) = wk(x) + wh(x), where wk is quasi-homogeneous of
degree k and wh is the sum of quasi-homogeneous polynomials of degree larger than k. A ratio-
nal function G(x)/H(x) is rational quasi-homogeneous with weight exponent s if G(x) and H(x) are
both quasi-homogeneous with weight exponent s. In this section, for an analytic function w(x) we
denote by w(q)(x) its lowest degree quasi-homogeneous part. For a generalized rational function
F (x) = G(x)/H(x) we denote by F (q)(x) the rational quasi-homogeneous function G(q)(x)/H(q)(x).
The following result is the key point for proving Theorem 2, which is a generalization of Lemma 6
to rational quasi-homogeneous functions. Its proof can be obtained in the same way as that of
Lemma 6, where we replace the usual degree by the weight degree. The details are omitted.
Lemma 9. Let
F1(x) = G1(x) , . . . , Fm(x) = Gm(x) ,
H1(x) Hm(x)
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for i = 1, . . . ,m. Then there exist polynomials P i(z1, . . . , zm) for i = 2, . . . ,m such that F1(x), F˜2(x) =
P2(F1(x), . . . , Fm(x)), . . . , F˜m(x) = Pm(F1(x), . . . , Fm(x)) are functionally independent generalized ratio-
nal functions, and that F (q)1 (x), F˜
(q)
2 (x), . . . , F˜
(q)
m (x) are functionally independent rational quasi-homogeneous
functions.
Now we shall prove Theorem 2. Since system (1) is semi-quasi-homogeneous of degree q > 1, we
take the change of variables
x → ρSx, t → ρ−(q−1)t,
where ρS = diag(ρs1 , . . . , ρsn ). System (1) is transformed into
x˙ = fq(x) + f˜h(x,ρ), (13)
where f˜h(x,ρ) =∑i1 ρ i f˜q+i(x) and ρE−S f˜q+i(x) is quasi-homogeneous of weight degree q + i.
If F (x) = G(x)/H(x) is a generalized rational ﬁrst integral of system (1) with G(x) and H(x) semi-
quasi-homogeneous of weight degrees l and m with weight exponent s respectively, then
F (x,ρ) := ρ
mG(ρSx)
ρl H(ρSx)
= F (q)(x) + · · · ,
is a generalized rational ﬁrst integral of the semi-quasi-homogeneous system (13), where the dots
denote the sum of the higher order rational quasi-homogeneous functions. Some easy calculations
show that F (q)(x) is a rational quasi-homogeneous ﬁrst integral of the quasi-homogeneous system
x˙ = fq(x). (14)
Let c0 be a balance. Taking the change of variable x = t−W(c0 + u), then
F (q)(x) = t
− lq−1 G(q)(c0 + u)
t−
m
q−1 H (q)(c0 + u)
= ul−m0 F (q)(c0 + u),
where u0 = t−1/(q−1) will be chosen as a new auxiliary variable. Deﬁne Fq0(u0,u) = ul−m0 F (q)(c0 + u).
System (14) is transformed into
u′ = Ku + f q(u), (15)
where the prime denotes the derivative with respect to τ = ln t and
f q(u) = Wc0 + fq(c0 + u) − ∂x fq(c0)u.
We claim that Fq0(u0,u) is a ﬁrst integral of
u′0 = −
1
u0, u
′ = Ku + f q(u). (16)q − 1
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Fq0(u0,u)
dτ
∣∣∣∣
(16)
= − l −m
q − 1u
l−m
0 F
(q)(c0 + u) + ul−m0
〈
∂u F
(q)(c0 + u), Ku + f q(u)
〉
= − u
l−m
0
q − 1
(
(l −m)F (q)(c0 + u) −
〈
∂u F
(q)(c0 + u),S(c0 + u)
〉)
= 0,
where we have used the facts that F (q)(c0 +u) = G(q)(c0 +u)/H(q)(c0 +u), and the generalized Euler’s
formula:
〈
∂xG
(q)(x),Sx
〉= lG(q)(x) and 〈∂xH (q)(x),Sx〉=mH (q)(x),
because G(q)(x) and H(q)(x) are quasi-homogeneous polynomials of weight degrees l and m with
weight exponents s, respectively. The claim follows.
Assume that system (1) has the maximal number, say r, of functionally independent generalized
rational ﬁrst integrals
F1(x) = G1(x)
H1(x)
, . . . , Fr(x) = Gr(x)
Hr(x)
.
By Lemma 9 we can assume that
F (q)1 (x) =
G(q)1 (x)
H (q)1 (x)
, . . . , F (q)r (x) = G
(q)
r (x)
H (q)r (x)
,
are functionally independent, and they are rational quasi-homogeneous ﬁrst integrals of (14).
Assume that G(q)i (x) and H
(q)
i (x), i = 1, . . . , r, have weight degrees li and mi , respectively. Then it
follows from the last claim that
Fq01 (u0,u) = ul1−m10 F (q)1 (c0 + u), . . . , Fq0r (u0,u) = ulr−mr0 F (q)r (c0 + u),
are functionally independent rational quasi-homogeneous ﬁrst integrals of (16).
The linear part of (16) has the eigenvalues −1/(q − 1), λc0 = (λ01, . . . , λ0n). Since the Kowalevskaya
matrix has always the eigenvalue −1 (see for instance [22]), we set λ01 = −1. Then for k =
(k1, . . . ,kn) ∈ Zn we have
−k0 + (q − 1)〈λc0 ,k〉 =
〈
λc0 ,
(
k0 + (q − 1)k1, (q − 1)k2, . . . , (q − 1)kn
)〉
.
Recall that dc0 is the dimension of the minimum linear subspace of R
n containing the set {k ∈ Zn:
〈λc0 ,k〉 = 0}. Hence we get from Theorem 1 that Eq. (16) has at most dc0 functionally independent
ﬁrst integrals. These proofs imply that r  dc0 , and consequently r  d = minc∈B dc .
This completes the proof of the theorem.
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Assume that system (1) has the maximal number, say r, of functionally independent generalized
rational ﬁrst integrals in a neighborhood U of the given periodic orbit, denoted by
F1(x) = G1(x)
H1(x)
, . . . , Fr(x) = Gr(x)
Hr(x)
,
where Gi and Hi are analytic functions. Let P (x) be the Poincaré map deﬁned in a neighborhood of
the periodic orbit. Then Fi(x) for i = 1, . . . , r are also ﬁrst integrals of P (x). Recall that a continuous
function C(x) is a ﬁrst integral of a homeomorphism M(x) deﬁned in an open subset U of Cn if
C(Mm(x)) = C(x) for all m ∈ Z and x ∈ U .
We now turn to study the maximal number of functionally independent generalized rational ﬁrst
integrals of the Poincaré map. Since a polynomial function of generalized rational ﬁrst integrals of
a map is also a generalized rational ﬁrst integral of the map, so by Lemma 6 we can assume without
loss of generality that F 01(x), . . . , F
0
r (x) are functionally independent.
Since system (1) is analytic, the Poincaré map P (x) is analytic (see for instance, [5]). Set
P (x) = Bx+ Ph(x), (17)
where Ph(x) is the higher order terms of P (x). We can assume without loss of generality that B
is in its lower triangular Jordan normal form. Let Bs be the semi-simple part of B . Since Fi(x) for
i = 1, . . . , r, are ﬁrst integrals of P (x), we have
Gi(P (x))
Hi(P (x))
≡ Gi(x)
Hi(x)
, x ∈ U . (18)
As in (10) we expand Gi(P (x))/Hi(P (x)) via (17) as the sum of rational homogeneous functions, and
equating the lowest order rational homogeneous terms of (18), we get that
G0i (Bx)
H0i (Bx)
≡ G
0
i (x)
H0i (x)
, x ∈ U . (19)
From the last equality, we can assume without loss of generality that G0i (x) and H
0
i (x) are relatively
prime. Recall that A0(x) is the lowest order homogeneous polynomial of a series A(x). Eq. (19) can
be written as
G0i (Bx)
G0i (x)
≡ H
0
i (Bx)
H0i (x)
, x ∈ U . (20)
Since G0i (Bx) is either identically zero or a homogeneous polynomial of the same degree than G
0
i (x),
and G0i (x) and H
0
i (x) are relative prime, there exists a constant ci such that
G0i (Bx) ≡ ciG0i (x) and H0i (Bx) = ci H0i (x), x ∈ U . (21)
For completing the proof of Theorem 3 we need the following result (see for instance, Lemma 11
of [14]).
Lemma 10. Let Hmn be the complex linear space of homogeneous polynomials of degree m in n variables, and
let μ be the n-tuple of eigenvalues of B. Deﬁne the linear operator from Hmn into itself by
Lc(h)(x) = h(Bx) − ch(x), h(x) ∈ Hmn .
Then the set of eigenvalues of Lc is {μk − c: k ∈ (Z+)n, |k| =m}.
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0
i (x) have respectively degrees li and mi . Using the notations given in
Lemma 10 we write Eqs. (21) as
Lci
(
G0i
)
(x) ≡ 0 and Lci
(
H0i
)
(x) ≡ 0.
Working in a similar way as in the proof of Theorem 1 we obtain from Lemma 10 that each monomial,
say xl , of G0i (x) satisﬁes μ
l − ci = 0, where l ∈ (Z+)n and |l| = li , and that each monomial, say xm ,
of H0i (x) satisﬁes μ
m − ci = 0, where m ∈ (Z+)n and |m| =mi .
The above proof shows that the ratio of any two monomials in the numerator and denominator of
F 0i (x), i ∈ {1, . . . , r}, is a resonant monomial. Hence each of the ratios is a ﬁrst integral of the vector
ﬁeld Bsx, and consequently F 0i (x), i = 1, . . . , r, are ﬁrst integrals of Bsx. In addition, we can check
easily that the maximal number of functionally independent elements of {xk: μk = 1, k ∈ Zn, k = 0}
is equal to the dimension of the minimal linear subspace in Rn containing the set {k ∈ Zn: μk = 1}.
This proves the theorem.
5. Proof of Theorem 4
For proving Theorem 4 we need the following result, which is a modiﬁcation of Lemma 6. Its proof
can be got in the same way as the proof of Lemma 6, where we replace the ﬁeld C by C˜(t) the ﬁeld
of complex coeﬃcient generalized rational functions in t . The details are omitted.
Lemma 11. Let
F1(t, x) = G1(t, x)
H1(t, x)
, . . . , Fm(t, x) = Gm(t, x)
Hm(t, x)
, (t, x) ∈ S1 × (Cn,0),
be functionally independent generalized rational functions and 2π periodic in t. Then there exist polynomi-
als P i(z1, . . . , zm) for i = 2, . . . ,m such that F1(t, x), F˜2(t, x) = P2(F1(t, x), . . . , Fm(t, x)), . . . , F˜m(t, x) =
Pm(F1(t, x), . . . , Fm(t, x)) are functionally independent generalized rational functions, and that F 01(t, x),
F˜ 02(t, x), . . . , F˜
0
m(t, x) are functionally independent rational homogeneous functions.
In the proof of Theorem 4 we also need the Floquet’s Theorem. For readers’ convenience we state
it here.
Floquet’s Theorem. There exists a change of variables x = B(t)y periodic of period 2π in t, which transforms
the linear periodic differential system (6) into the linear autonomous one
y˙ = Λy, Λ is a constant matrix.
Furthermore the characteristic multipliers μ of (6) satisfy μi = exp(2πλi) for i = 1, . . . ,n, where λ =
(λ1, . . . , λn) are the eigenvalues of Λ.
Now we can prove Theorem 4. Assume that system (5) has the maximal number, say m, of func-
tionally independent generalized rational ﬁrst integrals, denoted by
F1(t, x) = G1(t, x)
H1(t, x)
, . . . , Fm(t, x) = Gm(t, x)
Hm(t, x)
.
By Lemma 11 we can assume without loss of generality that the rational homogeneous functions
F 01(t, x) =
G01(t, x)
H01(t, x)
, . . . , F 0m(t, x) =
G0m(t, x)
H0m(t, x)
,
are functionally independent.
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y˙ = Λy + h(t, y), (22)
where h(t, y) = O (y2) is 2π periodic in t . Therefore system (22) has the functionally independent
generalized rational ﬁrst integrals
F˜1(t, y) = G˜1(t, y)
H˜1(t, x)
= G1(t, B(t)y)
H1(t, B(t)y)
, . . . , F˜m(t, y) = G˜m(t, y)
H˜m(t, x)
= Gm(t, B(t)y)
Hm(t, B(t)y)
and
F˜ 01(t, y) =
G˜01(t, y)
H˜01(t, x)
, . . . , F˜ 0m(t, y) =
G˜0m(t, y)
H˜0m(t, x)
,
are also functionally independent. We can assume without loss of generality that G˜0i (t, y) and H˜
0
i (t, x)
have respectively degrees li and mi , and are relatively prime for i = 1, . . . ,m.
We expand F˜ i(t, y), i = 1, . . . ,m, in the way done in (10), and since F˜ i(t, y) are ﬁrst integrals
of (22), we get that
∂t F˜
0
i (t, y) +
〈
∂y F˜
0
i (t, y),Λy
〉≡ 0, i = 1, . . . ,m, (23)
i.e., F˜ 0i (t, y), i = 1, . . . ,m, are functionally independent ﬁrst integrals of the linear differential system
y˙ = Λy. (24)
Eqs. (23) are equivalent to
H˜0i (t, y)
(
∂t G˜
0
i (t, y) +
〈
∂y G˜
0
i (t, y),Λy
〉)
≡ G˜0i (t, y)
(
∂t H˜
0
i (t, y) +
〈
∂y H˜
0
i (t, y),Λy
〉)
, i = 1, . . . ,m. (25)
So there exist constants, say ci , such that
∂t G˜
0
i (t, y) +
〈
∂y G˜
0
i (t, y),Λy
〉− ci G˜0i (t, y) ≡ 0, (26)
and
∂t H˜
0
i (t, y) +
〈
∂y H˜
0
i (t, y),Λy
〉− ci H˜0i (t, y) ≡ 0. (27)
For the set of monomials of degree k, Υk := {yk: k ∈ (Z+)n, |k| = k}, we deﬁne their order as
follows: yp is before yq if p − q  0, i.e., there exists an i0 ∈ {1, . . . ,n} such that pi = qi for i =
1, . . . , i0 − 1 and pi0 > qi0 . Then Υk is a base of the set of homogeneous polynomials of degree k with
the given order. According to the given base and order, each homogeneous polynomial of degree k is
uniquely determined by its coeﬃcients.
We denote by G˜0i (t) the vector of dimension
( li+n−1
n−1
)
formed by the coeﬃcients of G˜0i (t, y). Let
Lk be the linear operator on Hkn(t), the linear space of homogeneous polynomials of degree k in y
with coeﬃcients 2π periodic in t , deﬁned by
Lk
(
h(t, y)
)= 〈∂yh(t, y),Λy〉, h(t, y) ∈ Hkn(t).
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∂t G˜
0
i (t) + (Lli − ci)G˜0i (t) ≡ 0, ∂t H˜0i (t) + (Lmi − ci)H˜0i (t) ≡ 0.
They have solutions
G˜0i (t) = exp
(
(ciE1i − Lli )t
)
G˜0i (0), H˜
0
i (t) = exp
(
(ciE2i − Lmi )t
)
H˜0i (0),
where E1i and E2i are two identity matrices of suitable orders. In order that G˜0i (t) and H˜
0
i (t) be 2π
periodic, we should have (
exp
(
(ciE1i − Lli )2π
)− E1i)G˜0i (0) = 0, (28)
and (
exp
(
(ciE2i − Lmi )2π
)− E2i)H˜0i (0) = 0. (29)
Recall that λ = (λ1, . . . , λn) be the eigenvalues of Λ. Then it follows from Lemma 8 that
exp((ciE2i − Lli )2π) and exp((ciE2i − Lmi )2π) have respectively the eigenvalues{
exp
((
ci − 〈l, λ〉
)
2π
)
: l ∈ (Z+)n, |l| = li},
and {
exp
((
ci − 〈m, λ〉
)
2π
)
: m ∈ (Z+)n, |m| =mi}.
In order that Eqs. (28) and (29) have nontrivial solutions we must have
exp
(〈l, λ〉2π)= exp(ci2π) for all l ∈ (Z+)n, |l| = li,
and
exp
(〈m, λ〉2π)= exp(ci2π) for allm ∈ (Z+)n, |m| =mi .
It follows that
exp
(〈l−m, λ〉2π)= 1 for all l,m ∈ (Z+)n, |l| = li, |m| =mi,
i.e.,
μl−m = 1 for l,m ∈ (Z+)n, |l| = li, |m| =mi .
The above proof shows that the ratio of any two monomials in the denominator and numerator of
each F˜ 0i (t, y) for i ∈ {1, . . . ,m} is resonant. Hence working in a similar way to the proof of Theorem 1
we get that m is at most the dimension of Ξ .
This completes the proof of the theorem.
Acknowledgments
We sincerely thank the referee for his/her valuable suggestions and comments in which who men-
tioned the existence of a proof on Lemma 6 given in [22] and [1].
The second author is partially supported by a MCYT/FEDER grant number MTM 2008-03437, by
a CICYT grant number 2009SGR 410 and by ICREA Academia. The third author is partially supported
by NNSF of China grant 10831003 and Shanghai Pujiang Programm 09PJD013.
2788 W. Cong et al. / J. Differential Equations 251 (2011) 2770–2788References
[1] A. Baider, R.C. Churchill, D.L. Rod, M.F. Singer, On the Inﬁnitesimal Geometry of Integrable Systems, Fields Inst. Commun.,
vol. 7, American Mathematical Society, Providence, RI, 1996.
[2] Y.N. Bibikow, Local Theory of Nonlinear Analytic Ordinary Differential Equations, Lecture Notes in Math., Springer-Verlag,
Berlin, 1979.
[3] N. Bourbaki, Algèbre, Eléments de Mathématiques, vol. 2, Hermann, 1959.
[4] Jian Chen, Yingfei Yi, Xiang Zhang, First integrals and normal forms for germs of analytic vector ﬁelds, J. Differential
Equations 245 (2008) 1167–1184.
[5] C. Chicone, Ordinary Differential Equations with Applications, Texts Appl. Math., vol. 34, Springer, New York, 2006.
[6] W. Fulton, Algebraic Curves: An Introduction to Algebraic Geometry, The Benjamin/Cummings Publishing Com. Inc., London,
1978.
[7] A.R. Forsyth, Theory of Differential Equations, Cambridge Univ. Press, Cambridge, 1900.
[8] S.D. Furta, On non-integrability of general systems of differential equations, Z. Angew. Math. Phys. 47 (1996) 112–131.
[9] I. García, H. Giacomini, M. Grau, The inverse integrating factor and the Poincaré map, Trans. Amer. Math. Soc. 362 (2010)
3591–3612.
[10] A. Goriely, Integrability, partial integrability, and nonintegrability for systems of ordinary differential equations, J. Math.
Phys. 37 (1996) 1871–1893.
[11] R. Hartshorne, Algebraic Geometry, Springer-Verlag, New York, 1997.
[12] H. Ito, Convergence of Birkhoff normal forms for integrable systems, Comment. Math. Helv. 64 (1989) 412–465.
[13] S. Lang, Algebra, Addison–Wesley, London, 1971.
[14] Weigu Li, J. Llibre, Xiang Zhang, Local ﬁrst integrals of differential systems and diffeomorphisms, Z. Angew. Math. Phys. 54
(2003) 235–255.
[15] J. Llibre, Integrability of polynomial differential systems, in: A. Cañada, P. Drabek, A. Fonda (Eds.), Handbook of Differential
Equations, Ordinary Differential Equations, Elsevier, 2004, pp. 437–533.
[16] H. Poincaré, Sur l’intégration des équations différentielles du premier order et du premier degré I and II, Rend. Circ. Mat.
Palermo 5 (1891) 161–191, Rend. Circ. Mat. Palermo 11 (1897) 193–239.
[17] M.J. Prelle, M.F. Singer, Elementary ﬁrst integrals of differential equations, Trans. Amer. Math. Soc. 279 (1983) 215–229.
[18] Shaoyun Shi, On the nonexistence of rational ﬁrst integrals for nonlinear systems and semiquasihomogeneous systems,
J. Math. Anal. Appl. 335 (2007) 125–134.
[19] M.F. Singer, Liouvillian ﬁrst integrals of differential equations, Trans. Amer. Math. Soc. 333 (1992) 673–688.
[20] H. Yoshida, Necessary condition for the existence of algebraic ﬁrst integrals. I. Kowalevski’s exponents, Celestial Mech. 31
(1983) 363–379.
[21] H. Yoshida, Necessary condition for the existence of algebraic ﬁrst integrals. II: Condition for algebraic integrability, Celestial
Mech. 31 (1983) 381–399.
[22] S.L. Ziglin, Branching of solutions and nonexistence of ﬁrst integrals in Hamiltonian mechanics I, Funct. Anal. Appl. 16
(1983) 181–189.
