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Un algorithme de controle d'erreurs, utilisant les statistiques des valeurs a la sortie d'un canal 
de communication par fibre optique pour minimiser les erreurs induites par la dispersion 
chromatique, est presente. Utilise conjointement avec un code correcteur d'erreurs, 
ralgorithme permet d'ameliorer considerablement les performances du decodeur. En obtenant 
la distribution de la puissance moyenne a la sortie du canal en fonction de la sequence de bits 
a I'entree, il est possible de calculer la probability d'appartenance de chaque bit a chacune des 
sequences possibles et ainsi determiner quel bit est le plus probable d'avoir ete emis. Cet 
algorithme produit de tres bons resultats lorsque la dispersion chromatique accumulee est 
elevee. En cela, il est complementaire aux codes correcteurs d'erreurs, car ces demiers sont 
efficaces uniquement si le taux d'erreur initial est en dega d'un certain seuil, seuil qui est 
generalement excede lorsque la dispersion chromatique accumulee est elevee. 
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C H A P I T R E 1 
INTRODUCTION 
1.1 Mise en situation 
Depuis quelques annees deja, nous entrons de plein pied dans la societe de 
I'information. Liberalisation des telecommunications, developpement spectaculaire de I'lnternet, 
mise en reseau des entreprises et de la societe : I'information et I'acces a celle-ci sont devenus 
des produits a vendre, des moteurs de I'economie. Pour transmettre toutes ces informations, il 
faut necessairement de plus en plus de bande passante, et cette bande passante doit bien sur 
etre de haute qualite (peu d'erreurs de transmission), fiable (peu de pannes) et disponible a 
faible cout. 
Les reseaux de communication par fibre optique semblent les candidats ideaux pour satisfaire 
ces exigences, notamment a cause de leur grande capacite de transmission qui continue 
d'evoluer. Desireux d'augmenter la capacite de leurs reseaux, plusieurs operateurs remplacent 
actuellement leurs equipements a 2,5 Gb/s par des equipements a 10 Gb/s, et a 40 Gb/s dans 
un futur rapproche. Malheureusement, plusieurs phenomenes physiques compliquent cette 
migration, le principal etant la dispersion chromatique. A 2,5 Gb/s, dans des conditions de 
modulation ideales, la dispersion chromatique devient problematique apres 1000 km de fibre, 
tandis qu'a 10 Gb/s, cette distance descend a 80 km seulement et elle degringole a 5 km a 40 
Gb/s [HOULE 2006]. Pour les reseaux longue distance (entre = 2 000 km et ~ 10 000 km par 
lien), la dispersion chromatique etait deja un probleme a 2,5 Gb/s, alors les equipements 
necessaires pour la compensation sont deja integres dans les reseaux. Toutefois, pour les 
reseaux metropolitains et regionaux (entre ~ 20 km et ~ 600 km par lien), le probleme de la 
dispersion chromatique apparait seulement a partir de 10 Gb/s. 
Les solutions traditionnelles pour la compensation de la dispersion chromatique agissent au 
niveau optique. Elles necessitent done de modifier I'ingenierie de la couche physique du 
reseau, ce qui engendre des couts substantiels. Pour eviter ces couts, il faudrait corriger 
electroniquement les erreurs et les problemes de transmission, comme e'est le cas 
actuellement dans la plupart des systemes de telecommunications modernes. Quelques 
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solutions electroniques commencent a apparaTtre sur le marche, mais plusieurs recherches 
sont en cours pour ameliorer les algorithmes utilises ou en inventer de nouveau. 
Toutes ces considerations menent a I'objectif du present projet: la conception d'un 
compensateur de dispersion electronique performant et a faible cout pour un canal a 10Gb/s 
dans le contexte d'un reseau metropolitan. Mais avant d'elaborer sur cet objectif, il est 
preferable de mieux comprendre le phenomene de la dispersion chromatique et d'explorer les 
solutions deja existantes a ce probleme. 
1.2 Explication de la dispersion chromatique 
A 10 Gb/s, outre I'attenuation lineique, la principale limite quant a la distance maximale de 
transmission provient de la dispersion chromatique. Pourquoi ? Parce que les caracteristiques 
de la fibre font en sorte que la vitesse de propagation de la lumiere depend de sa longueur 
d'onde. Or, un signal module par une information n'a pas une largeur spectrale nulle. Pour un 
signal a 10 Gb/s, la largeur du spectre est typiquement d'environ 25 GHz. Cela signifie que 
I'information n'est pas transmise sur une seule longueur d'onde, mais bien sur un continuum de 
longueurs d'onde differentes. Ces longueurs d'onde voyageant a des vitesses differentes, elles 
ne prennent pas le meme temps pour parcourir la meme distance. Cela cause done un 
elargissement des impulsions et eventuellement de I'interference inter-symbole. 
Quelles sont les causes physiques de ce phenomene ? Comment mesurer et visualiser 
I'impact sur le signal ? Existe-t-il d'autres phenomenes, d'autres caracteristiques propres a la 
fibre optique qui peuvent egalement poser probleme ? Les sections qui suivent tenteront de 
repondre a ces questions. 
1.2.1 Causes physiques 
Dans la fibre optique, il existe deux causes a la dispersion chromatique [PUREUR et coll., 
2004]. D'une part, I'indice de refraction de la silice, le materiau dont on se sert pour fabriquer la 
fibre optique, varie en fonction de la longueur d'onde. Or, I'indice de refraction determine la 
vitesse de propagation de I'onde dans le materiau. Par consequent, a cause de la silice, la 
vitesse de propagation dans la fibre optique depend de la longueur d'onde. C'est ce qu'on 
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appelle la dispersion du materiau. D'autre part, I'indice de refraction effectif du mode de 
polarisation fondamental depend des dimensions du guide par rapport a la longueur d'onde. La 
forme de la fibre optique fait done elle aussi en sorte que la vitesse de propagation depend de 
la longueur d'onde. C'est ce qu'on appelle la dispersion de forme. Le terme dispersion 
chromatique represente done le resultat de la dispersion du materiau et de la dispersion de 
forme. 
1.2.2 Impact sur le signal 
Une facon pratique de visualiser I'effet de la dispersion chromatique est le diagramme d'oeil. 
Celui-ci est une superposition des signaux recus sur une periode d'un bit. La figure 1.1, tiree de 
[WINZER et coll., 2005], presente deux diagrammes d'oeil, I'un sans et I'autre avec dispersion 
chromatique. On remarque que le diagramme d'oeil avec dispersion chromatique est plus 
ferme et qu'il est done plus difficile de distinguer les T des '0'. 
a) b) 
Figure 1.1 - Diagramme d'ceil a) sain b) avec dispersion chromatique 
Une metrique importante a connaTtre est le taux de dispersion chromatique qui caracterise la 
fibre transportant la lumiere. Exprimee en ps/(nmkm), cette metrique indique le retard de 
propagation entre deux ondes selon la difference entre leur longueur d'onde et selon la 
distance parcourue. Cela permet d'estimer I'elargissement temporel d'un signal en connaissant 
sa largeur de bande et la longueur totale du lien. Pour limiter le taux d'erreur, il ne faut pas que 
cet elargissement temporel depasse une certaine fraction de la periode d'un bit, sinon 
I'impulsion d'un bit deborde sur le bit suivant et il y a interference. 
Dans un systeme de communication par fibre optique sans compensation de la dispersion 
chromatique, il est possible, jusqu'a une certaine limite, d'augmenter la puissance du signal 
pour contrer I'impact de la dispersion chromatique. Cela correspond a une penalite de 
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puissance dans le budget de puissance du lien de communication concerne, puisqu'il faut 
reserver dans ce but une partie de la puissance disponible, puissance qui pourrait plutot, par 
exemple, permettre d'augmenter la longueur du lien ou de reduire le besoin d'amplification. 
Pour determiner la penalite de puissance causee par la dispersion chromatique, I'equation de 
base est la suivante [RAMASWAMI et coll., 2001]: 
\D(X\LB(AA) < s (1.1) 
ou \D(/lJ : taux de dispersion chromatique de la fibre (en s/(nm.km)) 
L : longueur de la fibre (en km) 
B : debit de I'information transportee (en b/s) 
Al : largeur spectrale du signal transports (en nm) 
s : fraction de la periode d'un bit sur laquelle I'energie est dispersee par la 
dispersion chromatique 
Selon la norme europeenne ITU G.957, s < 0,306 correspond a une penalite de puissance de 
1 dB, tandis que selon la norme nord-americaine Telcordia GR-253, s< 0,491 correspond a 
une penalite de puissance de 2 dB. Ainsi, pour une transmission a 10 Gb/s avec une fibre de 
transport typique, la distance limite de propagation pour une penalite de puissance d'au plus 2 
dB est de: 
s 0 491 
L<T-P— = ^ = 14,4 (1.2) 
\D\BAA 17£-12-10£9-0,2 
Cela signifie qu'a 10 Gb/s, pour aller plus loin que 14,4 km et maintenir la penalite de 
puissance a au plus 2 dB, il faut compenser la dispersion chromatique. 
1.2.3 Variation du taux de dispersion chromatique 
Le taux de dispersion chromatique D{X) varie en fonction de la longueur d'onde A. Pour le 
representee on utilise souvent I'equation empirique du modele de Sellmeier [HOULE 2006]: 
(1.3) D(A) = ^ -
(
 (2 ^ 
1 - — 
V ^ J 
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ou A0: longueur d'onde de reference 
S0: pente de la dispersion chromatique a la longueur d'onde A0 
Pour une fibre de transport typique, on a : 
A0 =\3\0nm 
SQ = 0,092psInm2 -km 
La figure 1.2 presente le taux de dispersion chromatique resultant. 
Taux de dispersion chromatique en fonction de X 
3D | i 1 1 1 1 1 1 1— 
15 I i i i i i i i i i I 
1200 1250 1300 1350 1400 1450 15DQ 1550 1600 1650 1700 
Longueur d'onde [en nm) 
Figure 1.2 - Taux de dispersion chromatique 
1.2.4 Autres caracteristiques de la fibre 
En plus de faire subir aux signaux I'effet nefaste de la dispersion chromatique, la fibre optique 
attenue la lumiere qui la traverse, c'est-a-dire que la puissance optique du signal diminue avec 
la distance parcourue. L'attenuation est autour de 0,2 dB/km pour les longueurs d'onde dans la 
bande C (entre 1530 nm et 1565 nm), la principale bande de longueurs d'onde utilisee pour les 
telecommunications par fibre optique. Puisque le taux d'erreur de transmission depend de la 
puissance recue au recepteur, l'attenuation limite la longueur maximale d'un lien optique pour 
un taux d'erreur maximal donne. Pour contrer ce probleme, il existe des amplificateurs 
optiques, qui permettent d'augmenter la puissance d'un signal optique sans avoir a le 
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regenerer. Dans les amplificateurs optiques dopes a I'erbium (EDFA - Erbium Doped Fiber 
Amplifier), ('amplification optique survient lorsque des ions Er3+ excites sont stimules par un 
photon incident et retombent a leur etat initial en emettant un nouveau photon ayant les memes 
caracteristiques que le photon incident. C'est remission stimulee. Un ion Er3+ peut demeurer 
excite pendant une periode d'environ 10 ms. Au-dela de 10 ms, s'il n'a pas ete excite par un 
photon incident, il retombe naturellement a son etat initial, emettant tout de meme un photon. 
C'est remission spontanee. Ce phenomene d'emission spontanee ajoute un bruit aleatoire au 
signal, ce qui peut eventuellement causer des erreurs a la reception. 
D'autre part, la fibre optique utilisee dans les reseaux optiques metropolitains est generalement 
une fibre monomode. Par definition, une fibre monomode ne supporte qu'un seul mode de 
propagation, lequel se decompose en deux modes de polarisation. Dans une fibre monomode 
ideale, la parfaite symetrie du guide d'onde fait en sorte que ces deux modes ont les memes 
proprietes de propagation et apparaissent done comme un seul. En pratique cependant, 
plusieurs causes viennent modifier ce comportement ideal. 
Ces perturbations possibles peuvent etre soit intrinseques, comme par exemple le cceur de la 
fibre qui n'est pas parfaitement circulaire, soit extrinseques, par exemple un pincement, une 
courbure ou une torsion de la fibre [AGRAWAL 1997]. Dans tous les cas, ces perturbations 
causent de la birefringence, e'est-a-dire que chacun des modes de polarisation ne voit pas le 
meme indice de refraction effectif. En consequence, les constantes de propagation des deux 
modes different et done, il y a un delai entre la reception de la puissance contenue dans 
chacun des modes. Temporellement, I'effet cumulatif est un elargissement des impulsions. Ce 
phenomene est appele la dispersion des modes de polarisation (PMD) et est caracterise par le 
delai differentiel de groupe moyen ( A T ) , avec : 
(Lr) = DmD4i (1.4) 
ou DPMD : taux de dispersion des modes de polarisation de la fibre (en ps/Vkm) 
L : longueur de la fibre (en km) 
La PMD peut etre negligee pour autant que le delai differentiel de groupe moyen 
(Ar)demeure sous 0,1 7, Tetant la periode d'un bit [RAMASWANI et coll., 2001], 
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Pour un reseau metropolitain a 10 Gb/s, la PMD etait jusqu'a recemment un objet de 
preoccupation au meme titre que la dispersion chromatique. La plupart sinon toutes les fibres 
installees avant 1995 ont des problemes a transmettre a 40 Gb/s et parfois meme a 10 Gb/s 
[NOE et coll., 2004]. En effet, pour 30% de ces fibres, I'accumulation de PMD depasse la limite 
etablie pour maintenir une faible probability d'erreur apres 80 km [BULOW 2000]. 
Pour une fibre ayant plusieurs annees d'existence, le taux DPMD peut valoir autour de 
2ps/Vkm . Dans un tel cas, la distance limite de propagation vaut: 
AT) = DPA4ny[L<0,lT->L< 0,lT 0,1-lOOps 
2ps/vkm 
25 km (1.5) 
Toutefois, la technologie s'est amelioree depuis et les fibres optiques deployees actuellement, 
de meilleure qualite, ont un taux DPMD autour de 0,lps/Vkm. La distance limite de 




 0,l-100ps ^ 
>MD J 0,lps/vkm 
= 10000 km (1.6) 
A 10 Gb/s, sur une fibre contemporaine et a distance regionale/metropolitaine (jusqu'a 600 km 
environ), la PMD n'est done pas un phenomene dont il faut absolument tenir compte. Par 
consequent, le present projet considere le cas ou la PMD n'est pas un probleme. Neanmoins, il 
est important de connaitre I'existence de ce phenomene, car il est limitatif dans les systemes 
de communication avec fibres degradees. De plus, un jour les reseaux metropolitains voudront 
certainement migrer vers 40 Gb/s et a ce moment, la PMD devra imperativement etre 
consideree. 
En plus de la dispersion chromatique et de la dispersion des modes de polarisation, plusieurs 
autres phenomenes physiques peuvent affecter la transmission. C'est le cas de I'effet Brillouin, 
de I'effet Raman, de la « Self-Phase Modulation » , de la « Cross-Phase Modulation » et du 
« Four-Wave Mixing ». Ces effets non-lineaires ne se manifestent pas si chaque longueur 
d'onde est exploitee a une puissance moyenne de 5 dBm ou moins dans une fibre dont le 
cceur a typiquement 80 |am2 de surface (ce qui est le cas pour une SMF-28, une fibre de 
transport typique) [KAMINOW et coll., 1997]. A cette puissance dans un tel cceur, la densite de 
puissance atteint 40 MW/m2. II est d'usage d'exploiter les reseaux metropolitains/regionaux a 5 
dBm ou moins par longueur d'onde, de maniere a eviter les effets non-lineaires. Par 
consequent, dans le cadre de cette recherche, il n'est pas necessaire de tenir compte de ces 
phenomenes non lineaires, puisqu'une operation dans le domaine lineaire seulement est 
consideree. 
1.2.5 Piaillement 
Les phenomenes physiques decrits precedemment sont tous relies a la fibre optique. II existe 
un dernier phenomene physique qui affecte le signal mais qui provient de la modulation plutot 
que de la fibre elle-meme : le piaillement. Un signal qui subit du piaillement voit sa frequence 
augmenter ou diminuer avec le temps. La figure 1.3 montre un tel signal. Le piaillement cause 
un etalement du spectre frequentiel du signal et augmente done I'impact de la dispersion 
chromatique. 
i « 
' i ! ! I I ! i I 
Figure 1.3- Signal ayant subi du piaillement [ISSA 2007] 
Quelle est la cause physique du piaillement ? D'abord, il faut savoir qu'il existe plusieurs 
methodes de modulation. La modulation directe consiste a faire varier le courant qui alimente 
le laser. En fonction du courant, il y a ou non emission de lumiere par le laser. Or, la variation 
de I'intensite du courant induit une variation de I'indice de refraction du laser. Par consequent, 
la phase du signal varie, d'ou le piaillement. La modulation directe n'est done pas 
habituellement utilisee pour les transmissions a des debits superieurs a 2,5 Gb/s a cause de 
I'importance du piaillement. 
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Pour la telecommunication a haut debit (superieur a 2,5 Gb/s), ce sont generalement des 
modulateurs externes qui sont utilises. Ceux-ci modulent le faisceau emis par le laser. Le laser 
emet continuellement de la lumiere et le modulateur externe, selon le bit a transmettre, laisse 
passer ou non cette lumiere. II existe deux types de modulateurs externes : les modulateurs a 
electro-absorption et les modulateurs Mach-Zender [HOULE 2006]. Les modulateurs a electro-
absorption utilisent le phosphure d'indium, un materiau qui devient opaque lorsqu'un courant 
electrique le traverse. Toutefois, I'indice de refraction est module en meme temps que la 
transmittivite, ce qui cause du piaillement. 
Les modulateurs Mach-Zender misent plutot sur I'alternance entre interference constructive et 
destructive. Un guide optique comportant deux branches est construit sur substrat de LiNb03. 
L'indice de refraction de ce materiau change en fonction du champ electrique auquel il est 
soumis. Ainsi, pour transmettre un '0', un champ electrique est applique sur I'une des branches 
afin de provoquer une difference de phase de 180°, provoquant de ('interference destructive. 
S'il est con?u avec soin, un modulateur Mach-Zender ne cause pas de piaillement. 
Du point de vue du cout, la modulation directe est la methode la moins chere. Un modulateur a 
electro-absorption est beaucoup plus couteux qu'une diode laser, mais le modulateur Mach-
Zender est de loin la solution la plus onereuse. 
Maintenant que les probiemes potentiels lies a la transmission d'informations par fibre optique 
sont connus, il est temps de regarder les solutions possibles, principalement pour le 
phenomene de la dispersion chromatique. II existe typiquement trois families de methodes : la 
pre-compensation, la compensation optique et la compensation electronique. La prochaine 
section s'attarde a la premiere famille, la pre-compensation. 
1.3 Solution 1 : Pre-compensation 
La pre-compensation, comme son nom I'indique, est effectuee avant que le signal ne soit 
transmis par la fibre optique. Les premieres recherches en ce sens ont porte sur le pre-
piaillement. Plus recemment, I'impact du format de modulation a ete etudie. 
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1.3.1 Pre-piaillement 
La technique du pre-piaillement tire profit du fait que dans la fibre optique standard, les hautes 
frequences se propagent plus rapidement que ies basses frequences. Ainsi, en transmettant 
les composantes de basse frequence au debut de I'impulsion et celles de haute frequence a la 
fin, la distance maximale de propagation est augmentee. La figure 1.4, tiree de [HENMI et 
coll., 1994], presente ce principe. 
Without Prechif p 
(a) (b) 
(«> <d> (e) (t) 
Fig. I. Principle of preehirp. (a) Ideal intensity modulated waveform, (b) Received optical waveform, (c) Pcechirped optical waveform. <d> and (e) Middle 
of a transmission liber, (f) Received optical waveform. 
Figure 1.4 - Principe du pre-piaillement 
Le pre-piaillement permet en theorie de doubler la distance de propagation [HENMI et coll., 
1994]. Toutefois, puisque le signal se comprime dans la premiere partie de la transmission, la 
densite de puissance dans la fibre augmente et peut depasser le seuil d'apparition des effets 
non-lineaires. Les phenomenes non-lineaires viennent done limiter les performances du pre-
piaillement. 
1.3.2 Format de modulation 
Le format de modulation le plus frequent est le NRZ-OOK, e'est-a-dire le « non return to zero », 
« on-off keying ». Le « on-off keying » (OOK) signifie que les T et les '0' de la suite de bits 
correspondent a la presence ou a I'absence de lumiere emise dans la fibre. Quant au NRZ, il 
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faut le presenter en opposition au format RZ, «return to zero », pour lequel la lumiere est 
emise durant seulement une fraction de la duree d'un bit lors de la transmission d'un T . A 
I'oppose, pour la modulation NRZ, la lumiere est emise durant toute la duree du bit. 
Or, certains formats de modulation sont moins sensibles a la dispersion chromatique que 
d'autres. Une etude a demontre que les formats DPSK (« differential phase-shift keying ») et 
DB (« duobinary ») peuvent etre demodules avec un faible taux d'erreur pour une plus grande 
dispersion accumulee que le NRZ-OOK [CURRI et coll., 2004], Une autre etude montre 
egalement la superiorite de ces formats de modulation face a la dispersion chromatique 
[GNAUCKet coll., 2004]. 
Malgre ces avantages, la pre-distorsion du signal augmenterait la susceptibilite aux effets non 
lineaires [ESSIAMBRE et coll., 2006]. De plus, les formats de modulation avances demandent 
I'utilisation d'un modulateur Mach-Zehnder, d'ou un emetteur plus complexe et plus 
dispendieux. 
1.4 Solution 2 : Compensation optique 
Une deuxieme approche pour compenser la dispersion chromatique est de le faire dans le 
domaine optique. La premiere methode presentee est la solution traditionnelle : I'utilisation de 
fibres compensatrices (DCF - « Dispersion Compensating Fiber»). La deuxieme methode, les 
reseaux de Bragg, est en developpement. 
1.4.1 Fibre DCF 
Le principe de la fibre compensatrice est simple : le profil d'indice de la fibre est modifie pour 
obtenir une fibre a dispersion inversee par rapport a la fibre de transmission. En placant un 
troncon d'une longueur appropriee de cette fibre a la suite du trongon de fibre standard, les 
effets de la dispersion chromatique s'opposent et s'annulent pour certaines longueurs d'onde. 
En effet, la valeur de la dispersion chromatique depend de la longueur d'onde. Pour que la 
compensation soit totale pour toutes les longueurs d'onde, il faudrait produire une fibre avec 
une dispersion de pente et de courbure parfaitement inverse a celle de ia fibre de transmission, 
ce qui est difficilement realisable en pratique. Selon I'application, on peut soit s'interesser a la 
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dispersion residuelle a une longueur d'onde specifique, soit a la largeur de bande utilisable, 
done la largeur de bande pour laquelle la dispersion residuelle est en dega d'une certaine 
valeur. 
En plus de la dispersion residuelle, il faut s'interesser a I'attenuation produite par la fibre 
compensatrice, puisque cela a un impact sur le budget de puissance du systeme. En effet, 
pour que la meme puissance soit recue, il faut soit reduire la longueur du lien, soit ajouter de 
('amplification, ce qui reduit le rapport signal sur bruit. Pour comparer I'efficacite des DCF entre 
elles, on utilise frequemment la figure de merite (FOM), definie comme suit: 
FOM = - J ^ - (1.7) 
aDCF 
ou DDCF : dispersion de la fibre de compensation 
aDCI, : attenuation de la fibre de compensation 
La figure de merite doit etre aussi elevee que possible, puisque Ton desire compenser le plus 
de dispersion possible pour la plus faible attenuation possible. On retrouve sur le marche des 
fibres ayant une figure de merite entre 220 et 420 ps/(nmdB) [GRUNER-NIELSEN et coll., 
2005]. Finalement, la DCF a un cceur plus petit qu'une fibre de transport typique, occasionnant 
ainsi une plus grande densite de puissance. De ce fait, elle est plus sensible aux effets non-
lineaires. 
1.4.2 Reseau de Bragg 
Un reseau de Bragg est une fibre dont I'indice de refraction change par pas dans le sens de la 
propagation. Cela cree une cavite resonante et cause la reflexion d'une longueur d'onde 
particuliere. Cette longueur d'onde est determinee par la condition de Bragg [HOULE 2006]: 
A0=2neffA (1.8) 
longueur d'onde reflechie 
indice de refraction effectif de la fibre 





Dans la bande C de la fibre optique, les longueurs d'onde plus courtes se propagent plus 
rapidement dans la fibre que les longueurs d'onde plus longues. Pour compenser cette 
dispersion chromatique, I'idee est de faire varier le pas afin que les differentes longueurs 
d'onde ne parcourent pas la meme distance dans le reseau avant d'etre reflechies. Ainsi, on 
peut parvenir a compenser le retard des basses frequences (longueurs d'onde plus longues) 
en leur faisant parcourir une distance plus courte dans le reseau. Ce principe est illustre a la 
figure 1.5. 
Figure 1.5 - Reseau de Bragg a pas variable 
A un debit de 10 Gb/s, la compensation maximale est de I'ordre de -2000 ps/nm pour une 
compensation fixe pour un canal de transmission [PUREUR et coll., 2004]. Pour une longueur 
d'onde de 1550 nm dans une fibre de transport typique, D(X)= 17,5 ps/(nm.km). Un reseau de 
Bragg pourrait done compenser la dispersion chromatique accumulee de 114 km de fibre. 
1.5 Solution 3 : Egalisation 
Les techniques dans le domaine optique doivent etre mises en place physiquement avant le 
recepteur. Une approche a priori moins couteuse et demandant moins de modifications a la 
couche physique est de compenser la dispersion chromatique electroniquement, e'est-a-dire 
une fois la conversion optique-electrique faite. Tout I'equipement necessaire peut ainsi etre 
inclus au recepteur, ce qui facilite la transition d'une technologie a une autre. 
II existe deux principales approches pour la compensation dans le domaine electrique : 
legalisation et la correction d'erreurs. Legalisation est I'objet de la presente section, tandis que 
la correction d'erreurs est abordee a la prochaine section. 
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Le but de legalisation est de se servir des informations connues concemant ia fibre de 
transport pour approximer avec le moins d'erreur possible la sequence de bits transmise a 
partir de la sequence regue. C'est le principe a ia base des quatre methodes presentees dans 
cette section, soit le seuil de decision adaptatif, le Feed-Forward Equalizer (FFE), le Decision-
Feedback Equalizer (DFE) et le Maximum Likelihood Sequence Estimation (MLSE). 
1.5.1 Seuil de decision adaptatif 
Les caracteristiques du bruit et des perturbations changent avec le temps et selon la sequence 
de bits transmise. Par consequent, le seuil de decision optimal permettant de minimiser le taux 
d'erreur varie dans le temps. L'idee est done d'ajuster le seuil de decision en fonction de la 
sequence de bits regue pour minimiser le taux d'erreur. La figure 1.6, tiree de [MATSUMOTO 
et coll., 2001], presente le fonctionnement general d'un tel systeme. 
horizontal decision point 
Figure 1.6 - Systeme avec seuil de decision adaptatif 
Initialement, les seuils Vthm, Vth et Vths sont fixes a la valeur moyenne du signal. Puis, lors de 
la phase d'entratnement, Vthm est augmente et Vths est diminue jusqu'a ce qu'ils atteignent 
les limites de I'oeil. Le seuil de decision Vth est fixe au milieu des deux. 
Le systeme permet d'atteindre un taux d'erreur inferieur a 10"12 apres 600 km de fibre optique 
monomode a 2,5 Gb/s [MATSUMOTO et coll., 2001]. 
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1.5.2 Feed-Forward Equalizer (FFE) 
L'idee derriere le FFE est de concevoir un filtre dont la fonction de transfert est I'inverse de la 
fonction de transfert de la fibre de transport. En combinant en cascade la fibre de transport et 
sa fonction de transfert inverse, alors I'effet de la fibre est en theorie annule. 
Soit x(t) le signal recu, alors la sortie du filtre vaut [CURRI et coll., 2004]: 
y(t)= £c,-x(f-/Ar) (1.9) 
(=0 
oCi Ntaps : nombre de valeurs gardees en memoire 
AT : delai entre les lectures 
d : coefficients du filtre 
La figure 1.7, tiree de [CURRI et coll., 2004], presente le rapport signal sur bruit (OSNR) en 
fonction de la dispersion chromatique accumulee pour un taux d'erreur de 10"12, lorsque Ntaps, 
AT et C, sont optimises. Les resultats montrent que ['amelioration apportee par legalisation 
depend fortement du format de modulation. 
cfiuxJL— 1 .. _ 1.— ; ,— 
o mm aooo 3.300 «oo 
wommlc aispetstef!. p^s/nm] 
Figure 1.7 - Performances d'un egalisateur FFE 
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1.5.3 Decision-Feedback Equalizer (DFE) 
Supposons qu'au recepteur, on regoive la sequence '10'. Puisqu'il y a de I'interference inter-
symbole, le niveau de tension pour le '0' sera superieur a ce qu'il devrait etre a cause du '1 ' qui 
le precede. L'idee est ici de soustraire au signal recu une certaine portion du niveau de tension 
associe au bit precedent. Ainsi, dans I'exemple precedent, on soustrairait a la tension regue 
pour le '0' une partie de la tension d'un '1 ' . Par consequent, le circuit de decision pourrait plus 
facilement detecter un '0', sans avoir a etre modifie. 
Le DFE est la plupart du temps utilise conjointement avec le FFE pour ameliorer ses 
performances. La figure 1.8, tiree de [WANG et coll., 2004], presente le schema d'un tel 
systeme d'egalisation, ou les coefficients des deux filtres sont adaptes en temps reel par 
I'algorithme du moindre carre. 
Figure 1.8- Schema d'un egalisateur FFE + DFE 
La figure 1.9, egalement tiree de [WANG et coll., 2004], montre que I'ajout du DFE ameliore 



















Figure 1.9 - Performances d'un egalisateur FFE + DFE 
1.5.4 Maximum Likelihood Sequence Estimation (MLSE) 
Cette methode a recours a un traitement probabiliste des niveaux de tension re?us. La decision 
entre ' 1 ' et '0' n'est pas prise au moment de la reception du signal, mais plutot apres la 
reception d'une sequence de bits d'une longueur determinee. La figure 1.10, tiree de [AGAZZI 
et coll., 2005], montre le schema general d'un tel systeme. Un premier systeme tient compte 
des caracteristiques estimees du canal pour produire les statistiques utiles au decodeur Viterbi. 
Celui-ci determine alors, pour un nombre de bit preetabli, la sequence de bits qui est la plus 
probable d'avoir ete emise parmi toutes les sequences de bits possibles. Une fois la decision 
prise, I'information est transmise a I'estimateur des caracteristiques du canal, pour que ces 






Figure 1.10 - Systeme de compensation MLSE 
17 
Cette methode fournit les meilleures performances parmi toutes les techniques d'egalisation 
[SPINNLET et coll., 2006]. Par contre, la plus grande complexite algorithmique implique un 
circuit electronique plus complexe et de plus grande dimension, d'ou une consommation de 
puissance plus elevee. 
1.6 Solution 4 : Correction d'erreurs 
Legalisation n'est pas le seui type de compensation electronique. II existe egalement la 
correction d'erreurs, qui est decrite dans la presente section. Une bonne source d'information 
est le livre Error Control Coding: Fundamentals and Applications [LIN et coll., 1983], d'ou est 
tiree la majeure partie de I'information presentee ici. 
Le but de la correction d'erreurs est de detecter quels bits regus sont errones et de les corriger 
dans la mesure du possible. Cela se fait en ajoutant de la redondance aux bits transmis. En 
fait, on pourrait diviser cette approche en deux methodes : FEC (forward error correction) et 
ARQ (automatic repeat request). La FEC corrige automatiquement les erreurs detectees au 
recepteur tandis que I'ARQ envoie une requete de retransmission au transmetteur lorsqu'une 
erreur de transmission est detectee. Toutefois, pour des raisons pratiques, I'ARQ n'est pas 
envisage pour les systemes de communication par fibre optique. 
1.6.1 Codes correcteurs d'erreurs 
II y a principalement deux types de codes correcteurs : les codes en bloc et les codes 
convolutifs. Pour les codes en bloc, la sequence d'information est segmentee en blocs 
messages de k bits. L'encodeur transforme, selon certaines regies, chaque message de k bits 
en un mot code de n bits, avec n > k. II existe une grande quantite de sous-categories et de 
families de codes en bloc, qui ne seront pas presentees ici. Mentionnons toutefois les codes 
BCH (Bose-Chaudhuri-Hocquenghem) et les codes RS (Reed-Solomon), qui sont 
frequemment employes en pratique. La figure 1.11 presente un exemple de code en bloc, 
utilisant le code BCH(7,4). 
0 1 0 1 »- 0 1 0 1 1 0 0 
Figure 1.11- Exemple d'un code en bloc BCH(7,4) 
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Les codes convolutifs ne separent pas la sequence conformation en blocs mais codent plutot 
celle-ci au fur et a mesure que les bits arrivent, de facon continue. Pour chaque groupe de k 
bits recu, on emet n bits qui sont une combinaison lineaire des m derniers groupes de k bits 
regus (incluant le groupe en cours). D'un point de vue pratique, on peut implementer un 
encodeur bloc avec une multiplication matricielle, tandis qu'un encodeur convolutif 
s'implemente grace a une machine a etats finis. La figure 1.12 presente un exemple 
d'encodeur convolutif avec k = 1 , n = 3etm = 3. 
Figure 1.12 - Exemple d'encodeur convolutif 
Pour comparer les performances des differents codes, la caracteristique la plus souvent 
employee est le gain de codage (CG, « coding gain » en anglais). Le CG est la diminution de 
puissance requise du signal code par rapport au signal non code pour obtenir le meme taux 
d'erreur a la reception. Par exemple, si le gain de codage est de 3 dB, cela signifie que grace 
au codage, on peut emettre un signal deux fois moins puissant pour obtenir le meme taux 
d'erreur. II ne faut pas oublier de tenir compte de I'augmentation de debit necessaire pour 
transporter la meme quantite d'information. En effet, a cause de I'ajout de bits de redondance, 
le debit binaire doit etre augmente pour transmettre le meme debit d'information. Le gain de 
codage net (NCG, « net coding gain » en anglais) est done la diminution de puissance requise 
pour le signal code avec un debit binaire augmente, par rapport au signal non code au debit 
binaire initial. La figure 1.13, tiree de [BARLOW 2003], montre comment mesurer le gain de 
codage a partir du taux d'erreur en fonction de la puissance regue. 
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Figure 1.13- Determination du gain de codage 
Actuellement, dans ies reseaux de communication par fibre optique, ce sont principalement les 
codes en blocs qui sont utilises. Un code FEC est integre dans le protocole OTN, defini dans 
les normes ITU-T G.709 et G.975. Le code employe est un Reed-Solomon RS(255,239), qui 
peut corriger jusqu'a 8 erreurs par 255 bits transmis [BARLOW 2003] et qui a un NCG de 5,8 
dB[OUCHIet coll., 2006]. 
1.6.2 Turbo codes 
Selon le theoreme de Shannon, si le debit d'information transmis par la source est inferieur a la 
capacite du canal, alors il est theoriquement pensable de concevoir un traitement du signal qui 
permette de transmettre le contenu de la source sur le canal avec une probability d'erreur 
aussi petite que voulue [BOUTIN 2005]. De ce theoreme decoule la limite de Shannon, une 
limite theorique souvent exprimee comme le rapport signal sur bruit minimum requis pour qu'un 
debit d'information donne soit transmis avec une probability d'erreur aussi faible que souhaitee. 
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Une facon simple de s'approcher de la limite de Shannon est d'allonger le code. Or, pour un 
code FEC standard, la complexity du decodeur s'accroit avec la longueur du code. Et plus un 
decodeur est complexe, plus il est difficile a realiser en pratique. Les turbo codes permettent 
de contourner ce probleme. L'idee : decomposer un probleme complexe en sous-problemes 
plus simples qu'on traite successivement avec un processus iteratif. 
Un encodeur turbo est done construit comme I'association de deux encodeurs FEC standards 
(blocs ou convolutifs) lies par une fonction de permutation. Chacun des deux encodeurs recoit 
done a son entree les memes bits, mais dans une sequence differente. 














Figure 1.14 - Schema bloc general d'un encodeur turbo code 
Pour le decodage, la maniere la plus simple de procederest illustree a la figure 1.15. 
entree 
Decodage 
des lignes Decodage 
des colonnes 
sortie 
Figure 1.15- Schema bloc general d'un decodeur turbo code 
Pour expliquer le fonctionnement des turbo codes, on utilise souvent I'analogie avec une grille 
de mots croises. Dans une grille de mots croises, un premier decodage horizontal permet de 
remplir certaines cases, puis le decodage vertical confirme ou remet en cause les cases 
remplies et permet aussi de remplir d'autres cases. On recommence la suite decodage 
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horizontal - decodage vertical jusqu'a ce que la solution cesse d'evoluer. Vu autrement, on 
peut dire qu'on utilise le resultat du decodage vertical pour ameliorer le traitement horizontal et 
vice versa. Le principe de base est le meme pour le decodeur de turbo code. 
Bien sur, I'analogie n'est pas parfaite. Elle laisse croire qu'a chaque etape, le decodeur prend 
une decision stricte quant a la valeur T ou '0' de chaque bit d'information. En realite, les turbo 
codes utilisent plutot un traitement probabiliste, c'est-a-dire qu'ils associent aux valeurs 
binaires '0' et ' 1 ' des poids de vraisemblance qui sont mis a jour tout au long des differents 
traitements dans le recepteur, jusqu'a la decision finale. Pour etablir les poids de 
vraisemblance, I'algorithme de decodage utilise un modeie du bruit en presence. 
Recemment, Mitsubishi Electric a realise un circuit avec turbo code qui s'approche a 2,2dB de 
la limite de Shannon avec un NCG de 10,1dB. La redondance est de 21% et le code utilise est 
la concatenation d'un BCH(144,128) avec un BCH(256,239) [OUCHI et coll., 2006]. 
Comparativement, le RS(255,239) des normes ITU-T G.709 et G.975 a un NCG de 5.8 dB 
avec 7% de redondance. Une autre etude demontre que I'utilisation d'un modeie de bruit blanc 
gaussien dans I'algorithme de decodage degrade de facon significative les performances des 
turbo codes en presence d'un bruit non gaussien [CAI et coll., 2003]. Les turbo codes sont 
done des codes de correction d'erreur aux resultats interessants qui peuvent probablement 
encore etre ameliores. 
1.7 Bilan 
La compensation electronique semble etre la solution retenue par I'industrie en remplacement 
de la compensation optique. Piusieurs compagnies se sont recemment associees pour tester 
experimentalement leurs produits, dans le but de creer un standard [GHIASI et coll., 2006]. 
Toutes les puces soumises au test, qui alliaient FFE, DFE et MLSE, obtenaient apres 140 km 
un taux d'erreur de 10"12. Toutefois, parmi I'ensemble des methodes de compensation 
electronique, les turbo codes est celle qui presente le plus de potentiel. Les premiers resultats 
obtenus sont excellents et il semble etre possible de les ameliorer davantage. 
La pre-compensation permet d'obtenir de bons resultats, mais ce n'est pas la meilleure solution 
lorsque le but est d'obtenir un compensateur a faible cout. En effet, la pre-compensation 
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necessite I'utilisation d'un modulateur Mach-Zender, le modulateur le plus cher. De plus, 
I'utilisation de cette technique necessite de remplacer a la fois I'emetteur et le recepteur, ce qui 
engendre des couts supplementaires, C'est pourquoi la pre-compensation n'est pas retenue 
pour ce projet. 
1.8 Projet de recherche 
1.8.1 Interet d'une nouvelle enquete 
La compensation electronique de la dispersion chromatique est une technologie en pleine 
emergence. Le but d'un systeme de communication est a la base de transporter des bits 
d'informations de la source a la destination de maniere fiable, c'est-a-dire avec le moins 
d'erreurs possibles. Mais les imperatifs economiques ajoutent une contrainte supplemental, 
le meilleur cout possible, et a cet egard, I'approche electronique semble en effet la plus 
prometteuse. C'est pourquoi plusieurs recherches sont en cours pour tenter d'ameliorer les 
algorithmes existants ou pour identifier de nouvelles techniques plus performantes. La 
presente recherche s'inscrit dans cette mouvance. 
En examinant les solutions actuellement exploitees pour corriger la dispersion chromatique, 
I'auteure s'est rendue compte que I'une d'elle pourrait potentiellement etre amelioree. En effet, 
les codes de correction d'erreurs sont tous congus pour corriger du bruit blanc gaussien. Or, la 
dispersion chromatique ne cause pas du bruit blanc gaussien, mais plutot de Interference 
inter-symbole, un phenomene deterministe. De plus, son impact sur la distribution statistique 
du bruit ne semble pas avoir encore fait I'objet d'etudes. Cela mene a I'hypothese de travail 
suivante : tenir compte de I'effet de la dispersion chromatique sur la distribution statistique du 
bruit augmente I'efficacite du FEC en presence de dispersion chromatique. 
Pour tenter de valider cette hypothese, il faut comparer les taux d'erreur obtenus grace a un 
FEC modifie avec ceux obtenus par un code correcteur d'erreur standard. Faute de moyens, 
un test experimental n'est pas possible dans le cadre de la presente recherche. Une simulation 
Matlab est la solution retenue. Le code de Vivian Issa [ISSA 2007] est utilise pour recreer 
virtuellement I'impact de la dispersion chromatique. 
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1.8.2 Contributions 
• Etablissement d'une metrique pour evaluer Interference inter-symbole : le pourcentage 
d'energie dans les bits adjacents. 
• Proposition d'une methode alternative pour la simulation du canal, afin de reduire le temps 
requis pour les simulations. 
• Etude de influence de la sequence de bits sur la distribution statistique du bruit. 
• Proposition d'un ajout a un code correcteur d'erreurs pour tenir compte du caractere 
deterministe de la dispersion chromatique. 
1.8.3 Organisation du memoire 
Le deuxieme chapitre presente la simulation du canal. L'algorithme utilise pour creer la 
dispersion chromatique est explique, ainsi que les calculs pour determiner le pourcentage 
d'energie dans les bits adjacents. La presentation d'une methode alternative pour obtenir une 
simulation acceptable en un temps raisonnable termine le chapitre. 
Le troisieme chapitre s'attaque a une etape importante dans I'obtention de resultats : le calcul 
du taux d'erreur en fonction du rapport signal sur bruit et en fonction de la dispersion 
chromatique accumulee. II faut done ajouter le bruit au modele de simulation et prendre une 
decision quant au bit regu a la sortie du canal, sujets qui seront traites lors de ce chapitre. 
Le quatrieme chapitre touche quant a lui au decodeur a decision ponderee (SISO, « soft input 
- soft output) que la presente recherche tente d'ameliorer. Le code choisi ainsi que les 
algorithmes de base seront expliques. Suivent les resultats de simulation montrant les 
performances de cet algorithme. 
Le cinquieme et dernier chapitre porte sur les modifications proposees pour combler les 
lacunes de l'algorithme de base. Dans un premier temps, une etude permet de constater 
I'influence de la sequence de bits sur les valeurs a la sortie du canal. Puis, ces resultats sont 
utilises pour concevoir un pretraitement ameliorant I'efficacite du decodeur. 
L'ensemble de ces resultats permettra de conclure quant a la possibility d'ameliorer les codes 
correcteurs d'erreur en tenant compte du caractere deterministe de la dispersion chromatique 
et permettra aussi d'enoncer de nouvelles perspectives de recherche. 
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C H A P I T R E 2 
MODELISATION DU CANAL 
Le but de ce projet de maTtrise est de proposer une amelioration a un algorithme deja existant 
permettant de combattre I'effet de la dispersion chromatique. Pour valider la proposition emise, 
il faut bien entendu proceder a des simulations. Pour ce faire, il faut d'abord etre en mesure de 
simuler I'effet de la dispersion chromatique sur un signal a transmettre. Le present chapitre 
porte done sur la modelisation du canal qu'est la fibre optique. 
2.1 Construction du signal 
2.1.1 Format de signalisation 
Pour tester I'algorithme propose, il est d'abord necessaire d'etablir un modele du signal a 
I'emetteur. Les systemes de communication par fibre optique servent generalement a 
transmettre des signaux numeriques binaires, e'est-a-dire des suites de '1 ' et de '0'. Pour 
atteindre un certain debit binaire, il faut emettre les bits a intervalle regulier, chacun pendant 
une periode de temps T. A un debit de 10 Gb/s, la periode T est de 100 ps. 
Dans les reseaux de communication par fibre optique, ce sont les formats de modulation RZ 
(Retour a Zero) ou NRZ (Non Retour a Zero) qui sont generalement employes [RAMASWAMI 
et coll., 2001]. Dans le cas particulier des reseaux de communication regionaux/metropolitains 
ou Ton desire faire migrer le debit de transmission de 2,5 Gb/s a 10 Gb/s, e'est le format de 
modulation NRZ qui est employe en raison de sa moindre complexity d'implementation. Dans 
ce format, les « 1 » sont representes par un signal de niveau haut constant durant toute la 
duree du bit alors que les « 0 » sont representes par un signal de niveau bas durant toute la 
duree du bit. 
Un ajustement est toutefois fait au modele pour tenir compte d'un aspect pratique : le signal 
emis par le transmetteur ne peut pas changer instantanement. Le temps de reponse d'un 
circuit est limite par son inertie due a la mobilite finie des electrons. II y a une vitesse finie pour 
la propagation d'un signal. Dans le domaine frequentiel, cela se caracterise par une frequence 
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de coupure plus ou moins haute. Une approximation valable est de representer I'effet de 
I'electronique par un filtre passe-bas d'ordre 1. D'apres I'experience pratique d'Alain Houle, 
directeur de recherche, le temps de montee entre 10% et 90% de la valeur finale correspond a 
25% de la periode d'un bit, soit 25 ps. Cela correspond a une frequence de coupure fc de 14 
GHz. Les calculs necessaires pour obtenir ce resultat sont presentes a I'annexe I. 
La figure 2.1 montre la difference entre la reponse a I'echelon d'un passe-bas d'ordre 1 ayant 
une frequence de coupure de 14 GHz et une approximation lineaire ou la reponse varie de 0 a 
1 en 25 ps. Compte tenu de I'ecart relativement faible entre les deux courbes, I'approximation 
lineaire est retenue par souci de simplicity du modele. 










"0 0.2 0.4 0.6 0.8 1 
Temps (ens)
 x10-m 
Figure 2.1 -Approximation d'un systeme d'ordre 1 
Ainsi, la periode d'un bit est divisee en deux parties. La premiere partie, etablie a 25% de la 
periode totale, est la periode de transition. Parexemple, si le bit en transmission est un 'V mais 
que le bit precedent est un '0', c'est dans la periode de changement que la valeur du signal 
passe graduellement de '0' a '1 ' . La seconde partie du bit, qui represente 75% du temps total, 
est la periode de stabilite. Dans cette partie, le signal est constant, au niveau du bit a emettre. 
La figure 2.2 permet de visualiser Failure temporelle d'un tel signal. 
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Systems d'ordre 1 
Approximation proposee 
0 1 1 0 1 tti/ 
Figure 2.2 -Allure temporelle d'un signal binaire formate en NRZ 
2.1.2 Modulation 
Une fois le message construit, il faut se demander comment le transmettre. Or, pour pouvoir se 
propager a I'interieur de la fibre optique, un signal doit etre sous la forme d'une onde 
lumineuse, preferablement dans la bande C, c'est-a-dire avec une longueur d'onde se situant 
entre 1530 et 1565 nm. La facon la plus simple est d'utiliser le format de modulation « On-Off 
Keying » (OOK). Comme le nom I'indique, soit il y a emission de lumiere (« On »), soit il n'y en 
a pas (« Off»). Jumele avec le format de signalisation NRZ, on obtient le format NRZ-OOK : 
pour un « 1 », la lumiere est injectee dans la fibre et pour un « 0 », aucune lumiere n'est 
injectee dans la fibre. 
D'un point de vue mathematique, la lumiere emise par le laser est une onde sinusoTdale de 
frequence fp et d'amplitude A. Conventionnellement, I'equation c = Af est utilisee pour etablir 
la relation entre la longueur d'onde et la frequence dans la fibre. On obtient done que fp varie 
entre 191,7 THz et 196,1 THz dans la bande C. Toutefois, en realite, la longueur d'onde A 
n'est pas la meme dans le vide que dans la fibre, puisque la vitesse de propagation dans la 
fibre est d'environ 2/3 c. L'emploi de c-Af est done une convention. 
La modulation OOK est une modulation d'amplitude, une modulation AM. Soit m(t) le message 
a transmettre et s(t) le signal resultant de la modulation, on a : 
s(t)=m(t)-Acos{?.nfpt + t) (2.1) 
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L'allure temporelle d'un tel signal est reproduite a la figure 2.3, considerant la sequence de bits 
de la figure 2.2. La sinusoidale porteuse est confinee a I'interieur d'une enveloppe formee par 
le message et son negatif. II est a noter qu'a la figure 2.3, fp vaut 50 GHz, comparativement a 
193,5 THz pour une longueur d'onde typique de 1550 nm. Cela souleve un probleme pratique 
pour les simulations. A 193,5 THz, le cycle de I'onde porteuse se repete 19350 fois a I'interieur 
de la periode d'un bit. Puisque les simulations se font dans un univers numerique et non 
analogique, chaque periode doit etre divisee en un certain nombre L d'echantillons. Pour que 
les resultats soient significatifs, il faudrait done avoir L beaucoup plus grand que 19350. Une 
alternative est necessaire afin d'amener le temps de simulation a une valeur raisonnable. 
T 1 1 1 1 1 r 
Figure 2.3 - Allure temporelle d'un signal module AM 
2.1.3 Probleme pratique : la porteuse 
II faut d'abord se demander s'il est vraiment necessaire d'inclure la porteuse dans les 
simulations. En effet, au detecteur a la fin de la fibre optique, e'est I'enveloppe qui est 
importante, car e'est le message m(t) qui doit etre retrouve pour ensuite determiner quelle suite 
de bits I'a produit. Si la porteuse est supprimee au detecteur, peut-on I'ignorer avant, lors de la 
simulation du canal ? 
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Le theoreme de la modulation [CORINTHIOS 2001] permet de comprendre I'impact sur ie 
contenu frequentiel du signal. 
Soit g(t) = f(t)cosa)t avec o)p - 27rfp la porteuse 
alors G(cu) = ^[F(0 + cOp)+F(ca-cop)} (2.2) 
La figure 2.4 presente visuellement ce resultat. 
AF(u) 
B A/2 ' B/2 
U) -co„ 
AG(W) 
B/2 L A/2--1—• 
+ &> 
Figure 2.4 - Representation dans le domaine frequentiel de I'impact de la modulation AM 
Le but est de simuler I'effet de la dispersion chromatique, qui induit un dephasage different 
pour chaque composante frequentielle. II est done possible d'utiliser le message m(t) plutot que 
le signal module s(t) si Ton tient compte du decalage en frequence lors du calcul de I'effet de la 
dispersion chromatique. Cette possibility a d'ailleurs deja ete testee et les resultats obtenus 
sont identiques, que les simulations s'effectuent avec la porteuse ou avec I'enveloppe 
seulement [ISSA 2007]. 
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2.2 Modelisation du canal 
2.2.1 Idee generate 
L'algorithme presente ci-apres permettant de simuler I'effet de la dispersion chromatique est 
tire d'un projet de maTtrise realise au sein de notre groupe de recherche [ISSA 2007]. L'idee est 
de modifier le signal transmis dans le domaine frequentiel, pour rendre compte du fait que les 
differentes longueurs d'onde ne se propagent pas toutes a la meme vitesse dans la fibre 
optique. La transformee de Fourier et la transformee de Fourier inverse permettent de passer 
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du domaine tempore! au domaine frequentiel et vice-versa. La figure 2.5 presente un schema 
du systeme. 
— H Fibre optique |- • 
Entree du canal L ' Sortie du canal 
Figure 2.5 - Schema du systeme de transmission 
Pour un tel systeme, on a : Y(a>) = X(CO)H(CO) <=> y(t) = x(t) * h(t) (2.3) 
ou H(w) exprime le dephasage a appliquer a chaque composante frequentielle de I'entree X(a>) 
en fonction de I'effet de la dispersion chromatique de la fibre optique. Pour obteniryffj, le signal 
a la sortie du canal, il faut done faire la transformee de Fourier de x(t), multiplier par la fonction 
de transfert de la fibre optique, puis effectuer la transformee de Fourier inverse du resultat. 
2.2.2 Numerisation 
Or, comme il I'a ete mentionne precedemment, les simulations se font dans un univers 
numerique et non analogique. Chaque periode T est divisee en un certain nombre L 
d'echantillons. La fonction x(t) est done echantillonnee a toutes les T/L secondes. Soit xe(n) la 
sequence obtenue suite a I'echantillonnage, alors on a : 
xe{n) = x n— we[l,JV] (2.4) 
V L) 
ou N : nombre total d'echantillons, ici L x nombre de bits transmis simules 
Au lieu de la transformee de Fourier, on utilise la transformee discrete de Fourier, qui se 





X(k)=YJxe(n)e N 0<k<N-l (2.5) 
«=o 
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La figure 2.6 reprend le schema du systeme de transmission, mais tel que simule plutot que 
reel. Ainsi, on y retrouve les sequences echantillonnees et les transformees discretes de 
Fourier, plutot que les signaux continus analogiques et les transformees de Fourier. 
h.(n)<*H(k) 
xe(n)^X(k) r yXn)^Y{k) 
- ^ Fibre optique • 
Entree du canal Sortie du canal 
Figure 2.6 - Schema du systeme de transmission pour les simulations 
2.2.3 Theoreme d'echantillonnage 
II faut savoir s'il est possible de recuperer de fagon intacte le message analogique en utilisant 
sa version echantillonnee. En d'autres mots, est-ce qu'en remplagant I'equation 
Y{co) = X{co)H{co) par Y(k) = X{k)H{k), la sequence ye(n) sera equivalente a y(t) ? Le 
theoreme d'echantillonnage permet de repondre a cette question. Selon ce theoreme, pour un 
signal f(t) analogique occupant une bande de frequence comprise dans I'intervalle [-u)max , 
+Wmax ], il est possible de le recuperer de facon intacte en partant de sa version echantillonnee 
fs(t) a la condition que la frequence d'echantillonnage 6L)S soit superieure ou egale a deux fois 
a w [CORINTHIOS2001]. 
Que vaut ce u)max pour un message m(t) a transmettre par fibre optique ? Plus un signal est 
rapide dans le temps, plus son spectre est etendu en frequence. Par consequent, une suite 
alternee de '0' et de '1 ' a le plus large contenu frequentiel. Le signal analyse, non periodique, 
est decrit a la figure 2.7. 
m(t). 
0,25 T T 1,25 T 
Figure 2.7 - Signal pour le calcul de la transformee de Fourier 
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Le calcu! de la transformee de Fourier est presente a I'annexe II. Le resultat est le 
suivant: M(co) = 0.257 s UT^ smc 
V V ° J J 8 
\-jM.25T
 + e-ja,0.5T + ^jcoOJST + g-JaT (2.6) 
La figure 2.8 presente la valeur absolue de M(CQ) pour w entre -8n/T et +8n/T. On remarque 
que la puissance du signal devient pratiquement nulle pour \eo\ > 2,5x10"rad/s. 
Aveccomax = 2,5x 1011 radIs , prendre cos >5xl0urad/s permetdes'assurerque le message 
demeure intact. fs = coj2n - 7,958xl010//z et puisqu'il y a 1010 bits par seconde, il faut au 
minimum 7,958 points par bit, done 8 points ou plus. 
x 1Q' ,D Transformee de Fourier du signal considere 
«§ D.5 
a (en rad/s) x1Q 
Figure 2.8 - Contenu frequentiel d'un signal 
Pour resumer, en prenant un minimum de 8 echantillons par bit, le theoreme d'echantillonnage 
est respecte en ce qui concerne la partie du spectre ou Ton retrouve I'essentiel de la puissance 
du signal, done le fait d'utiliser une version discrete du signal plutot que la version continue n'a 
pas d'impact significatif sur les resultats. Ainsi, I'equation Y(k) = X{k)H{k) peut etre utilisee. 
Bien sur, le fait de prendre le nombre minimum d'echantillons par bit a un impact sur I'aspect 
visuel du signal simule. II faut comprendre qu'a cos = 2&>max, une sinusoTde de frequence tomax 
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serait representee par seulement deux echantillons, done aurait I'allure d'une onde triangulaire, 
en faisant une interpolation lineaire entre les points lors de I'affichage. Mais ii faut aussi 
comprendre que chacun des echantillons aurait bel et bien la valeur de la sinusoTde au 
moment de Pechantillonnage. Et puisque Ton s'interesse surtout a la valeur des echantillons 
dans les simulations numeriques a effectuer, il est raisonnable de ne prendre seulement que 
huit echantillons par bit. 
2.2.4 Equation de Sellmeier 
Une fois cette precision etablie, il reste une derniere etape a franchir avant de pouvoir simuler 
le canal: etablir H(k), la fonction de transfert de la dispersion chromatique. II est connu que les 
differentes longueurs d'onde ne se propagent pas toutes a la meme vitesse dans la fibre 
optique. L'equation de Sellmeier [HOULE 2006] permet d'obtenir le taux de dispersion 








ou A0: longueur d'onde de reference 
S0: pente de la dispersion chromatique a la longueur d'onde A0 
Pour une fibre de transport typique, ces constantes valent: 
A0 =\3\0nm 
S0 -0,092/w/nm2 -km 
Le dephasage D(A) est donne en ps/nmkm. Ainsi, selon le nombre de kilometres parcourus 
dans la fibre, l'equation donne, pour chaque longueur d'onde, le dephasage en ps par rapport a 
la porteuse. Mais comment construire H(k) a partir de D(A) ? Puisque k est un entier entre 0 et 
N-1, comment savoir quelle longueur d'onde A associer a quelle valeur de k ? 
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II est connu que la transformee discrete de Fourier X(k) est un echantillonnage de la 
transformee de Fourier X(co). La formule pour le calcul de la transformee de Fourier est la 
suivante: 
00 
X(a)= \x(t)e~J0"dt (2.8) 
- o o 
Si Ton calcule la transformee de Fourier de la fonction echantillonnee xe(n), on obtient: 
Xi^^xln- e '• (2.9) 
„=o V L) 
puisqu'on sait que xe (n) = x\n— pour n entier valant entre 0 et A/-1 et vaut 0 autrement. 
V L) 





X(k) = ^xe{n)e N 0<k<N-l (2.10) 
Puisque a la fois X(k) et X(w) doivent representer le meme contenu frequentiel, il faut avoir: 
T 2n , 2AL , CD-n— = —nk=>a> = k (2.11) 
L N NT 
Une fois la relation entre k et w etablie, deux equations simples permettent d'obtenir la relation 
entre k et A : 
(0 = 27tf 
c = Af (2.12) 
Une derniere transformation s'impose avant de pouvoir construire H(k). En effet, le dephasage 
obtenu par I'equation de Sellmeier est en picosecondes. Or, une fonction de transfert est 
normalement definie par I'amplitude et la phase en radians. II serait possible de calculer 
I'equivalence entre picosecondes et radians, mais ce qui suit explique plutot comment 
transformer I'equation de la transformee inverse pour utiliser les picosecondes. 
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Voici I'equation de la transformee de Fourier discrete inverse : 
jY ,2nkn 
x(n) = — ^X(k)e'J N Q<n<N-l (2.13) 
Pour calculer la valeur du signal a la sortie du canal, il faut modifier cette equation ainsi: 
1 TV _ -2xkn 
y(n)^—YjH{k)M{k)iJ^r 0<n<N-\ (2.14) 
Cette equation ne permet pas d'introduire directement un dephasage en ps. La phase, qui est 
I'exposant de I'exponentielle, n'a pas d'unite : k indique le numero de la frequence par rapport 
aux N frequences obtenues, et n indique le numero de I'echantillon temporel. Mais puisque 
0 7^  J T1 
co = k et que a> = 2nf, on peut remplacer — par f(k)—, ou/(A:)est une fonction 
associant k a une frequence. L'unite de f{k) est s1, done il faut multiplier par une valeur en 
T 
secondes. Or, on sait qu'aux instants d'echantillonnage, t = n — . On peut done obtenir t(n), le 
temps associe a chaque numero d'echantillon. 
Voici done I'equation finale de I'algorithme propose : 
y(n) = JL y M{kyj^{«w)ej^mn) = _L y M(ky2*wt{»ym) {2A5) 
N
 k=i N k=l 
ou y{n) : version echantillonnee du signal a la sortie du canal 
M(k) : composantes frequentielles du message a I'entree du canal 
</>(k) : dephasage (en secondes) calcule par I'equation de Sellmeier 
f(k) : fonction associant k a une frequence 
t(n) : fonction associant a I'echantillon n le temps correspondant 
2.3 Res u I tats de simulation 
II faut maintenant voir quels resultats produit I'algorithme en utilisant le modele presente pour le 
signal. Mais d'abord, il faut se poser quelques questions. Le signal simule represente-t-il la 
35 
puissance de la lumiere ou plutot son champ electrique ? Quel est I'impact du recepteur sur le 
signal ? Et dans I'equation de la transformee discrete de Fourier, I'un des parametres est le 
nombre de bits utilises pour les calculs. Quel est I'impact de ce parametre sur les resultats ? 
Physiquement, la lumiere est une onde electromagnetique, et c'est sur cette onde 
electromagnetique que la dispersion chromatique a un impact. Le signal simule est done 
I'enveloppe du champ electrique produit par le laser. Mais au photodetecteur, a la sortie du 
canal, c'est plutot la puissance de la lumiere qui est detectee et transformee en signal 
electronique. Pour obtenir, a une constante pres, la puissance a partir du champ electrique E, 
il faut multiplier E par son complexe conjugue. Et puisque c'est a partir du signal electronique 
que les decisions sont prises, il est important d'en tenir compte lors de la presentation des 
resultats de simulation. 
Parlant de signal electronique, il ne faut pas oublier que tout comme le transmetteur, le 
recepteur est constitue de composantes electroniques et que par consequent, sa bande 
passante est limitee. Une bonne approximation est de representor I'electronique du recepteur 
par un passe-bas d'ordre 1 ayant une frequence de coupure de 7 GHz. Ce choix n'est pas 
arbitraire : c'est la bande passante minimale que Ton retrouve dans plusieurs recepteurs sur le 
marche [AC6539], [ERM568RLC]. 
II serait techniquement possible d'obtenir une bande passante plus large, mais cela ne serait 
pas necessairement souhaitable. Le but vise est que la bande passante soit suffisamment 
large pour laisser passer le signal mais assez restreinte pour couper le plus de bruit possible. 
Or, une suite infinie de « 1 » et de « 0 » constitue le signal binaire possedant le plus grand 
contenu frequentiel. A 10 Gb/s, cette suite infinie correspond a une onde carree dont la 
frequence est de 5 GHz. Par consequent, la majeure partie de I'energie du signal se trouvera a 
5 GHz, ce qui est correctement restitue par un filtre a 7 GHz. La partie restante de 
I'energie se trouve aux harmoniques impaires et sera attenuee. Toutefois, puisque la 
contribution principale des harmoniques est de diminuer la periode de transition du signal et 
que la decision sur la sequence de bits se fait plutot dans la periode de stabilite du signal, 
I'impact sur la decision sera minime. 
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Pour simuler numeriquement un tel filtre, une approche possible consiste a regarder sa 
reponse en frequence. Soit \H{j(o\ le gain et ZH(jco) la phase a la frequence w. Mors pour 
un filtre passe-bas d'ordre 1, on a : \H{jco\ = , (2.16) 
\ ( \2 
Pour ZH(jco), il est important que le choix n'entratne pas de la dispersion. Pour que ce soit le 
cas, le filtre doit etre lineaire en phase. Un filtre lineaire en phase introduit un delai qui est 
proportionnel a la pente de la fonction lineaire. Idealement, pour faciliter la synchronisation au 
recepteur, le delai doit etre nul. C'est le cas pour un filtre lineaire particulier: le filtre a phase 
nulle. Ainsi, il faut prendre : 
ZH(j<o) = 0 (2.17) 
Soit X(w) le contenu frequentiel a I'entree du filtre et Y(w) a la sortie, alors : 
Y(a>) = X{p)\H(j(o\ejAH{j0,) (2.18) 
Pour ce qui est de I'impact du nombre de bits nb utilises pour les calculs, il faut regarder a 
nouveau la relation entre GO et k: 
2?z£ , ,„ _,„ 
a> = k (2.19) 
NT 
Puisque k est un entier, ITTL/NT est I'increment entre chaque frequence du spectre obtenu. 
Or, N = L x nb bits. En augmentant L, le nombre d'echantillons par bit, I'increment n'est pas 
touche, mais en augmentant le nombre de bits, I'increment diminue. Cela signifie que plus la 
sequence simulee contient de bits, plus les frequences considerees pour les calculs sont 
rapprochees les unes des autres. II faut done optimiser le parametre L pour avoir la meilleure 
precision possible en un temps de simulation raisonnable. 
Mais pour le moment, il n'est pas necessaire d'effectuer cette optimisation, puisqu'il s'agit de 
verifier si les resultats de I'algorithme sont valides. Ainsi, le temps de simulation n'est pas 
encore important. Une bonne facon de visualiser I'impact de la dispersion chromatique est le 
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diagramme d'oeil, une superposition du signal recu sur une periode d'un bit. La figure 2.9 
presente differents diagrammes d'oeil obtenus grace a ralgorithme presente, en utilisant 8 
echantillons par bit avec une simulation de 200 bits. Pour ces simulations, I'impact du 
recepteur a ete considere (multiplication par le complexe conjugue et filtre passe-bas 7 GHz). 
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Diagramme d'oeil apres 0 km Diagraming d'oeil apres 20 km 
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Diagramme d'oeil apres 70 km Diagramme d'oeil apres 30 km 
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Figure 2.9 - Diagrammes d'oeil obtenus avec I'algorithme presente 
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II est clair en observant les diagrammes d'ceil de la figure 2.9 que les signaux simules ont subi 
de la dispersion, c'est-a-dire un elargissement temporel des impulsions. De plus, la dispersion 
parait plus importante apres 80 km qu'apres 60 ou 40 km, ce qui concorde avec le phenomene 
de la dispersion chromatique. Mais peut-on affirmer que ces simulations foumissent une 
approximation valable de la realite ? Comment savoir si les resultats obtenus apres 60 km en 
simulation sont representatifs de ce qu'on obtient apres 60 km de veritable fibre optique ? En 
pratique, le signal obtenu depend de nombreux facteurs : caracteristiques du modulateur, de la 
fibre, du laser, ... Ainsi, d'une experimentation a I'autre, le diagramme d'ceil n'est jamais 
exactement le meme. Mais typiquement, la limite de propagation est de 1000 km a 2,5 Gb/s, 
de 80 km a 10 Gb/s et serait de 5 km a 40 Gb/s. Obtient-on les memes limites avec le modele 
presente ? La prochaine section tentera de repondre a cette question grace au calcul du 
pourcentage d'energie dans les bits adjacents, qui servira aussi a mesurer interference inter-
symbole. 
2.4 Mesure de I'interference inter-symbole 
interference inter-symbole causee par la dispersion chromatique est visible dans les 
diagrammes d'oeil de la section precedents. Mais comment la mesurer ? Comment chiffrer 
I'effet produit par la dispersion chromatique ? La mesure proposee peut-elle predire la limite de 
propagation dans la fibre ? C'est a ces questions que s'interesse la presente section. 
2.4.1 Proposition 
Par definition, I'interference inter-symbole signifie que le signal recu pendant la periode d'un bit 
donne depend des autres bits emis. Cela signifie aussi qu'un bit transmis influence la valeur 
recue pour les bits environnants, bref, qu'une partie de I'energie emise pour la transmission du 
bit deborde de la periode de temps T qui lui est normalement allouee. Cela mene a la 
proposition suivante: mesurer I'interference inter-symbole en calculant le pourcentage 
d'energie dans les bits adjacents. En d'autres mots, par rapport a I'energie totale d'un bit, 
calculer quelle proportion se retrouve a I'exterieur de la periode T. 
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La facon la plus simple de faire le calcul est de considerer renvoi d'un '1 ' logique precede et 
suivi de '0'. Puisque le format de modulation est OOK, I'energie presente peut uniquement 
provenir du T , puisqu'un '0' correspond a I'absence de lumiere dans la fibre optique. Ainsi, 
mesurer la repartition temporelle de I'energie a la sortie du canal permet de calculer le 
pourcentage d'energie dans les bits adjacents. La figure 2.10 presente I'aspect temporel du 
signal propose. II est a noter que meme sans dispersion chromatique, le pourcentage d'energie 
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Figure 2.10 - Signal propose pour la mesure de ('interference inter-symbole 
Lorsque la moitie de I'energie se retrouve dans les bits adjacents, comment determiner de quel 
bit provient cette energie ? Cette question mene a I'hypothese suivante : la distance limite de 
propagation est atteinte lorsque le pourcentage d'energie dans les bits adjacents vaut 50%. 
2.4.2 Methode de calcul 
Par definition, I'energie est I'integrale de la puissance par rapport au temps. Quant a la 
puissance, elle vaut, a une constante pres, le champ electrique multiplie par son complexe 
conjugue. Cette constante s'annule d'ailleurs dans les calculs, puisque Ton recherche le 
rapport entre I'energie dans les bits adjacents et I'energie totale. 
Soit ve(n) le champ electrique obtenu a la sortie du canal. Chacun des echantillons de ve(n) est 
un nombre complexe, note ve(n) = an +bj. En multipliant chaque echantillon par son 
complexe conjugue, on obtient la puissance instantanee a chacun des instants : 
/»(«) = (a„ + bni\an - bj) = a] + b] (2.20) 
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II faut aussi considerer I'impact de I'electronique du recepteur, qui limite la bande passante du 
signal a 7 GHz. Ainsi, appelons Pf(n) la puissance instantanee a la sortie du filtre d'ordre 1. 
L'energie est I'integrale de la puissance par rapport au temps. Une interpolation lineaire entre 
les echantillons de puissance instantanee permet d'obtenir une fonction temporelle. Pour un 
test sur N echantillons, l'energie totale Etot vaut done : 
N-l 
Etot = I 
«=o 
Pf(n) + Pf{n + l)' (2.21) 
L'energie contenue a I'interieur de la periode reservee au bit (Ebit) se calcule comme suit 
Ebll = I 
Pf(n)+Pf(n + \y 
«=«, V 
(2.22) 






Le detail des calculs est presente a I'annexe 
2.4.3 Resultats 
Avant d'effectuer les premiers tests, il faut d'abord determiner la valeur de n1 et n2, les 
echantillons qui correspondent au debut et a la fin de la periode reservee au bit '1 ' . D'apres le 
format propose, le temps reserve a un bit commence au debut de la periode de changement et 
se termine a la fin de la periode de stabilite. Or, ce decoupage n'est pas optimal au moment de 
la decision. II est preferable qu'un maximum d'energie soit initialement a I'interieur de la 
periode. Pour ce faire, le debut de la periode reservee au bit est fixe au milieu de la periode de 
changement. La figure 2.11 illustre ce changement. 
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m(t), 
Figure 2.11 - Modification de la periode du bit 
La figure 2.12 montre que cet ajustement permet effectivement de centrer la periode pour que 
le maximum d'energie soit a I'interieur du temps reserve a un bit. La partie en trait gras 
correspond a la periode reservee au bit '1 ' . 
Verification du centrage de la periode d'un bit 
3 4 
Temps (en s) 
x10 
Figure 2.12 - Confirmation du centrage de la periode d'un bit 
Deux autres parametres doivent aussi etre ajustes: le nombre de points par bit (L) et le 
nombre de '0' avant et apres le '1 ' . L'impact du nombre de '0' est double. D'abord, puisque 
I'interference inter-symbole fait deborder I'energie d'un bit sur les bits adjacents, il faut 
s'assurer qu'il y a suffisamment de '0' pour absorber ce debordement. Puis, comme il en a ete 
discute precedemment, plus la sequence simulee contient de bits, plus les frequences 
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considerees pour les calculs sont rapprochees les unes des autres. Par consequent, plus il y a 
de '0', plus le resultat de simulation est precis. Quant au nombre de points par bit, il faut verifier 
son influence a cause de I'interpolation lineaire effectuee entre les points. A la frequence limite 
du theoreme d'echantillonnage, une sinusol'de a I'allure d'une onde triangulaire. II faut done 
verifier si 8 points par bits sont suffisants. La figure 2.13 permet de visualiser I'effet conjoint de 
ces deux parametres. Chaque courbe presente, pour un certain nombre de '0' ajoutes avant et 
apres, le pourcentage d'energie dans les bits adjacents en fonction du nombre de points par 
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Figure 2.13 - Ajustement des parametres de simulation 
Puisque, d'apres la figure 2.13, les courbes se confondent a partir de trois '0' ajoutes, un bon 
choix semble etre d'ajouter trois '0' avant et apres. Pour ce qui est de I'impact du nombre de 
points par bit, il est faible (de I'ordre de 1,5%), mais il est interessant de regarder pourquoi. La 
figure 2.14 superpose les signaux obtenus a 8 points par bit et a 32 points par bit. Les signaux 
sont tres similaires, sauf aux extremites, ou Ton remarque que le signal a 32 points par bit a 
une valeur legerement plus faible que celui a 8 points par bit. Cela explique pourquoi le 
pourcentage d'energie dans les bits adjacents est plus eleve a 8 points par bit. Ainsi, pour 
obtenir les resultats les plus precis possibles, les simulations pour le calcul du pourcentage 
d'energie dans les bits adjacents seront exceptionnellement effectuees a 32 points par bits. 
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Comparaison des resultats selon le nombre d'echantillons par bit 
\ 8 points par bit 
32 points par bit 
3 4 5 6 
Temps (en s) 
x10 
Figure 2.14 - Impact du nombre de points par bit 
Une fois ces parametres ajustes, i! est possible d'effectuer le test desire: le calcul du 
pourcentage d'energie dans les bits adjacents en fonction de la distance parcourue dans la 
fibre. La figure 2.15 presente les resultats obtenus pour un debit de 10 Gb/s. 
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Figure 2.15 - Pourcentage d'energie dans les bits adjacents en fonction de la distance 
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Le seuil de 50% d'energie dans les bits adjacents est atteint apres environ 66 km dans la fibre, 
ce qui est legerement inferieur a la limite de propagation sans compensation a 10 Gb/s. Pour 
effectuer le meme test a 2,5 Gb/s et a 40 Gb/s, il est necessaire d'ajuster la bande passante du 
filtre passe-bas au recepteur. Pour garder la meme proportion, la frequence de coupure est 
fixee a 0,7 fois le debit binaire. Ainsi, la bande passante est de 1,75 GHz pour la transmission a 
2,5 Gb/s et de 28 GHz pour la transmission a 40 Gb/s. 
Suite a cet ajustement, le seuil de 50% est atteint apres 1065 km a 2,5 Gb/s tandis qu'a 40 
Gb/s, il est atteint apres 4,1 km. Seul le test a 2,5 Gb/s semble correspondre a la limite de 
propagation atteinte en pratique. Toutefois, c'est generalement le piaillement (chirp en anglais) 
qui ramene la limite de propagation a 1000 km a 2,5 Gb/s. Or, le modele de simulation utilise 
ici implique une modulation sans piaillement, ce qu'on obtient en utilisant un modulateur Mach-
Zender. A 2,5 Gb/s, le modulateur Mach-Zender est rarement utilise vu son cout plus eleve. 
Ainsi, la limite de propagation devrait etre superieure a 1000 km en simulation. D'un autre cote, 
les resultats montrent qu'il y a bel et bien un effet dispersif, puisqu'ils sont inversement 
proportionnels au carre du debit de transmission. En effet, la distance ou le seuil est atteint est 
16 fois plus grande a 10 Gb/s qu'a 40 Gb/s et est egalement 16 fois plus grande a 2,5 Gb/s 
qu'a 10 Gb/s. 
Deux conclusions sont possibles pour expliquer la difference entre les distances obtenues et 
les limites standards de propagation : soit la limite n'est pas atteinte a 50% d'energie dans les 
bits adjacents, soit le modele du canal est plus dispersif que les fibres optiques deployees. 
Cela pourra etre confirme lors du calcul du taux d'erreur au prochain chapitre. Finalement, il ne 
faut pas oublier I'objectif du projet de recherche: proposer une amelioration a un code 
correcteur d'erreur dans le contexte d'un milieu de propagation dispersif. Ainsi, meme si la 
seconde conclusion s'averait vraie et que le modele etait effectivement plus dispersif qu'une 
fibre optique standard, cela n'affecterait pas la validite des resultats, a savoir si oui ou non, la 
modification proposee est efficace. 
Avant de s'attaquer a la simulation du taux d'erreur, il faut s'interesser a un dernier aspect 
pratique important: le temps de simulation. La prochaine section s'attarde a ce sujet. 
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2.5 Temps de simulation 
Les resultats obtenus portent a croire que I'algorithme permet de bien simuler I'effet de la 
dispersion chromatique et qu'il peut done etre utilise pour les simulations du canal. Or, puisque 
le code correcteur d'erreurs choisi est celui utilise dans [OUCHI et coll., 2006], soit le 
BCH(144,128) x BCH(256,239), cela signifie que les simulations se font par blocs de 144 x 256 
= 36864 bits. Le temps de simulation devient alors un parametre important a considerer. 
2.5.1 Problematique du temps de simulation 
L'algorithme propose fonctionne bien, mais les calculs requis sont complexes et couteux en 
temps de calcul. Par exemple, le calcul de la transformee de Fourier inverse implements a une 
complexite de I'ordre de 2n2. II est done impensable de simuler les 36864 bits en une seule 
sequence. Par exemple, a 8 echantillons par bit, une sequence de 128 bits demande 32s de 
temps de calcul, tandis qu'une sequence de 256 bits demande 242s. II faut done trouver une 
facon de reduire le temps de simulation. 
2.5.2 Reduction du temps de simulation 
La premiere facon de reduire le temps de simulation est de diviser la sequence de 36864 bits 
en plus petites sequences. En effet, il est plus rapide de simuler deux fois 128 bits qu'une fois 
256 bits. Par contre, il faut s'assurer que les resultats de simulation demeurent valables malgre 
cette modification. 
L'idee est de trouver le meilleur compromis entre rapidite d'execution et exactitude des 
simulations. Plusieurs choix sont possibles pour la division des 36864 bits en plus petites 
sequences. La meilleure combinaison trouvee est de simuler 16 bits a la fois tout en 
considerant les 14 bits precedents et les 14 bits subsequents. La demarche suivie pour obtenir 
ce resultat est presentee a I'annexe 4. Pour 36864 bits, la simulation dure 2957,4 secondes 
avec ce choix, soit 49 minutes, et I'erreur est faible. 
2.5.3 Methode alternative 
Le temps obtenu en divisant la longue sequence en plus petites est raisonnable, mais il est 
possible de reduire davantage le temps de calcul en modifiant legerement la methode de 
simulation de la dispersion chromatique. 
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L'idee proposee repose sur le theoreme de convolution [CORINTHIOS 2001]: 
Si /,(^^,W 
f2(t)*+F2{a>) (2.24) 
aiors / ^ / i W - ^ i M ^ W 
En d'autres mots, la convolution de deux fonctions dans le domaine temporel produit le meme 
contenu frequentiel que la multiplication de leur spectre respectif. 
Pour le systeme a I'etude, soit la moderation de la dispersion chromatique, la sortie vaut: 
Y(CD) = X(CO)H{CO) . Done d'apres le theoreme de convolution : 
y(t) = F-l[Y(w)]=x(t)*h(t) (2.25) 
A la section 2.2.3, il a ete enonce que si le theoreme d'echantillonnage est respecte, alors la 
version numerisee peut se substituer a la version analogique sans perte d'information. Ainsi, il 
est possible de prendre I'equation suivante : ye(n)- xXn)* K(n)-
L'avantage: la convolution, sur Matlab, est une operation plus rapide que la transformee de 
Fourier inverse. De plus, on evite d'avoir initialement a calculer la transformee de Fourier du 
signal. II suffit de calculer une fois la transformee de Fourier inverse de la fonction de transfer! 
H(k) et d'utiliser la reponse impulsionnelle he(n) obtenue comme un filtre. 
Pour s'assurer de la validite de la methode, un test a ete effectue. Dans un premier temps, 
une sequence de 36864 bits est simulee en utilisant la combinaison retenue, soit 16 bits 
simules a la fois en considerant les 14 bits precedents et les 14 bits suivants. Pour chaque 
section de 16 bits, la simulation utilise une fonction de transfert H(k) ayant 352 elements (8 
points par bit x (16+2x14)bits). En utilisant la reponse impulsionnelle he(n) equivalents plutot 
que H(k) et en filtrant la sequence complete, la simulation dure seulement 2,7 secondes. La 
difference maximale entre les deux simulations est de 0,0084 et la difference moyenne est de 
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8,1316x10"4. Vu le gain de temps considerable et la similitude entre les deux resultats, la 
methode alternative sera utilisee pour les simulations subsequentes. 
II reste maintenant a determiner la longueur optimale du filtre a utiliser. Combien de bits doit-on 
considerer simultanement pour obtenir le meilleur compromis entre la precision des resultats et 
le temps de simulation ? Pour le determiner, le test precedent est repris, mais cette fois en 
variant la longueur du filtre, c'est-a-dire le nombre de bits utilises dans le calcul de la fonction 
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Figure 2.16 - Optimisation de la longueur du filtre pour simuler la dispersion chromatique 
A la figure 2.16, on remarque qu'apres environ 30-40 bits, I'erreur diminue peu mais le temps 
d'execution de la simulation augmente de plus en plus. Si Ton decide que I'erreur maximale 
tolerable sur les resultats de simulation est de 0,01, alors toutes les simulations pour lesquelles 
I'erreur maximale est superieure a 0,01 sont rejetees. La simulation ou 36 bits sont consideres 
est la plus rapide parmi les possibilites restantes. Avec 36 bits, I'erreur maximale est de 
9,5x10"3, I'erreur moyenne est de 1,05x10"3 et le temps d'execution est de 1,89 secondes. C'est 
done cette option qui est retenue. 
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II est egalement interessant d'effectuer la meme optimisation pour le filtre d'ordre 1 a la sortie 
du recepteur. La figure 2.17 presente les resultats de ce test. D'abord, on remarque que le 
temps de simulation est trap court pour etre mesure adequatement. Pourquoi est-ce le cas ici, 
mais pas pour I'obtention du filtre pour la dispersion chromatique ? Tout simplement parce 
qu'ici, la fonction ifft de Matlab est utilisee plutot que d'effectuer le calcul de la transformee de 
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Figure 2.17 - Optimisation de la longueur du filtre d'ordre 1 au recepteur 
Deuxieme observation d'importance : dans tous les cas, I'erreur maximale et I'erreur moyenne 
sont tres faibles, de I'ordre de 10"5. Ainsi, n'importe quel choix teste est satisfaisant. Toutefois, 
puisqu'il faut prendre une decision, un filtre de 12 bits sera choisi. 
2.6 Resume 
La simulation du canal est la premiere etape a franchir pour pouvoir tester un algorithme de 
correction d'erreur. Le signal a transmettre est modelise par deux periodes : la periode de 
transition (25% de la periode totale) ou il transite lineairement d'une valeur a une autre, et la 
periode de stabilite (75% de la periode totale) ou il maintient sa valeur. Ce signal est module 
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suivant le format NRZ-OOK, mais la modulation par la porteuse, la lumiere emise par le laser, 
n'est pas incluse dans les simulations, car son omission n'affecte pas les resultats. 
Les simulations se font dans un environnement numerique. D'apres le theoreme 
d'echantillonnage, huit echantillons par bit sont suffisants pour representer le signal. 
L'algorithme reproduisant I'effet de la dispersion chromatique repose sur I'equation de 
Sellmeier, qui permet d'obtenir la reponse en frequence a appliquer a la transformee de Fourier 
du signal. Le theoreme de convolution amene une methode alternative qui reduit grandement 
le temps de simulation necessaire. 
II faut aussi se preoccuper de I'impact de I'electronique au recepteur. Le signal doit etre 
multiplie par son complexe conjugue puisque c'est la puissance qui est detectee et non le 
champ electrique. La bande passante limitee de I'electronique est representee par un filtre 
passe-bas d'ordre 1. 
Une fois ces considerations reglees, il est possible d'obtenir les diagrammes d'ceil a la sortie du 
canal, diagrammes montrant I'effet dispersif subit par le signal. Le calcul du pourcentage 
d'energie dans les bits adjacents est propose comme mesure de l'interference inter-symbole 
causee par la dispersion chromatique. Une hypothese est posee : la limite de propagation est 
atteinte lorsque 50% de I'energie se retrouve dans les bits adjacents. Pour le verifier, il faut 
s'interesser au taux d'erreur, sujet qui fait I'objet du prochain chapitre. 
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C H A P I T R E 3 
CALCUL DU TAUX D'ERREUR 
Le precedent chapitre a permis de comprendre comment simuler numeriquement I'effet de la 
dispersion chromatique sur un signal binaire. C'est une partie importante du travail de 
simulation, mais il ne faut pas en oublier le but: mesurer les performances du canal qu'est la 
fibre optique. Le present chapitre expliquera done comment obtenir le taux d'erreur en fonction 
du rapport signal sur bruit et de la distance. 
Mais avant de parler d'erreur, il faut d'abord determiner comment prendre la decision a la sortie 
du canal: le bit re?u est-il un ' 1 ' ou un '0' ? Puisque Ton souhaite obtenir le taux d'erreur en 
fonction du rapport signal sur bruit, il faut egalement se demander quelles sont les sources de 
bruit du systeme et comment les modeliser pour les ajouter au signal. Finalement, comme lors 
du chapitre 2, il faut se soucier du temps de simulation pour obtenir de bons resultats en un 
temps raisonnable. 
3.1 Prise de decision 
3.1.1 Integration au recepteur 
A la sortie du canal, au detecteur, il faut determiner si le signal recu correspond a un T ou a un 
'0'. La decision ne se prend toutefois pas en un instant precis. Typiquement, au recepteur, un 
systeme electronique calcule la moyenne du signal pendant une certaine periode de temps. 
Selon I'experience du professeur Alain Houle, cela correspond a 25% de la periode, centre sur 
le milieu du bit. La figure 3.1 permet de voir que pour une periode coupee en 8 echantillons, la 
decision se prend en considerant le signal entre les echantillons 5 et 7. 
y(t)i 
3 4 5 6 7 8 1 
Figure 3.1 - Visualisation de la periode de decision 
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Le calcul se fait suite a la conversion, au recepteur, de la puissance optique en courant 
electrique. II ne faut done pas oublier de multiplier le signal a la sortie du canal par son 
complexe conjugue, puis d'appliquer le filtre passe-bas d'ordre 1 a 7 GHz de frequence de 
coupure. La variation du signal entre les points obtenus est consideree lineaire. 
La moyenne se calcule en integrant la puissance a I'interieur de la periode consideree, puis en 
divisant par Tintervalle de temps. Soit M(k) la moyenne pour le bit k, alors : 
M{k)JfP^f (3,, 
^ 2{n2-ni) 
avec Pn(k) puissance au recepteur pour I'echantillon n du bit k 
n-i echantillon correspondant au debut de I'integration 
n2 echantillon correspondant a la fin de I'integration 
Pour le cas qui nous interesse, soit I'integration de 25% de la periode, centre sur le milieu du 
bit avec 8 echantillons par bit, alors I'equation devient: 
lf(/[)=osp,(k)+p&ho.spM (32) 
3.1.2 Seuil de decision 
Le calcul precedent permet d'etablir la valeur moyenne du signal pour chacun des bits. Parmi 
ces bits, lesquels etaient un T a remission et lesquels etaient un '0' ? La fagon la plus simple 
de le determiner est de fixer un seuil de decision. Par exemple, si le seuil est fixe a 0,5, tous les 
bits dont la valeur moyenne est superieure ou egale a 0,5 sont consideres des T , et tous ceux 
dont la valeur moyenne est inferieure a 0,5 sont consideres des '0'. 
Maintenant, comment determiner la valeur du seuil de decision ? Le but est evidemment de 
fixer le seuil a une valeur qui minimise le taux d'erreur et qui n'introduit pas un biais. II faut 
autant que possible eviter qu'un ' 1 ' a remission soit classe parmi les '0' a la reception, et vice-
versa. Pour y arriver, plusieurs approches sont possibles. 
D'abord, il est interessant de regarder la distribution des valeurs a la sortie du canal. La figure 
3.2 resulte d'une simulation de 500 000 bits, apres transmission sur 50 km de fibre. Elle 
53 
presente la proportion de T ou la proportion de '0' ayant une certaine valeur a la sortie du 
canal. On remarque d'abord que la distribution n'est pas symetrique : les T n'ont pas la meme 
distribution que les '0'. De plus, le systeme simule est deterministe, done la sortie depend 
uniquement de la sequence de bits. C'est pourquoi certaines valeurs intermediaires ne sont 
jamais presentes. Pour le cas particulier de la figure 3.2, si le seuil de decision est place entre 
0,36 et 0,6, aucun bit n'est en erreur, puisque tous les bits '0' ont une valeur moyenne 
inferieure et tous les '1 ' ont une valeur moyenne superieure. 
Distribution des valeurs a la sortie du canal 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Puissance moyenne du bit 
Figure 3.2 - Distribution des valeurs a la sortie du canal 
Suivant cette constatation, il est interessant de trouver, pour une sequence de bits test, la 
valeur minimale pour un T (M^n) et la valeur maximale pour un '0' (M^ax). Si Mlmin > M° a x , 
alors tout seuil de decision entre Mlmm et M°mdX produit un taux d'erreur nul. La figure 3.3 
presente les resultats d'un tel test pour une sequence de 50 000 bits, pour des distances allant 
jusqu'a 80 km. 
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Figure 3.3 - Test pour le seuil de decision 
La figure 3.3 fournit plusieurs renseignements utiles. D'abord, jusqu'a approximativement 60 
km, la condition Mlmjn > M^ax est respectee, done il est possible de choisir un seuil de decision 
qui produit un taux d'erreur nul. Par exemple, apres 50 km de fibre, le taux d'erreur devrait etre 
nul si le seuil de decision est fixe entre 0,36 et 0,6. Par contre, apres 70 km de fibre, si le seuil 
est fixe a 0,55, alors il existe au moins un T a remission converti en '0' a la reception et au 
moins un '0' converti en '1 ' . Ainsi, d'apres ces resultats, la limite de transmission dans la fibre 
semble se situer autour de 60 km pour nos simulations, et non autour de 66 km comme 
I'hypothese sur le pourcentage d'energie dans les bits adjacents le suggerait. 
La figure 3.3 ne nous renseigne toutefois pas sur la frequence des erreurs apres 60 km ni sur 
le meilleur seuil a choisir. Pour ces questions, il faut s'interesser au calcul du taux d'erreur, qui 
est presente a la prochaine section. 
3.2 Calcul du taux d'erreur 
II existe plusieurs methodes pour calculer le taux d'erreur sur les bits (BER en anglais). Celle 
qui sera utilisee est la methode de Monte Carlo. La prochaine sous-section explique en quoi 
consiste cette methode et pourquoi elle a ete choisie. 
55 
3.2.1 Methode de Monte Carlo 
La methode de Monte Carlo est frequemment utilisee dans les simulations numeriques 
lorsqu'une ou des entrees du systeme sont des variables aleatoires et que le modele du 
systeme a I'etude est complexe ou non lineaire. Soit, a la figure 3.4, un systeme qui prend en 
entree x - {xl,x2,...,xn} et qui produit en sortie la fonction g(x). Pour le cas de revaluation 
du taux d'erreur, x correspond a la combinaison du bruit (considere nul pour le moment) et de 






Figure 3.4 - Exemple d'un systeme simule 
Le taux d'erreur est I'esperance de g(x), qui se calculerait ainsi: 
4ffto]= jg(x)fx(x)& (3-3) 
n 
ou fx (x) est la fonction de densite de probability de x. 
Or, lorsque le modele est complexe, il est difficile, voire impossible, d'obtenir une version 
analytique de g(x) afin de pouvoir evaluer I'integrale. L'idee est done de generer plusieurs 
echantillons x, respectant la fonction de densite de probabilite fx(x), d'evaluer g(x) pour 
chacun des echantillons puis d'obtenir un estimateur du taux de probabilite en faisant la 
moyenne des valeurs trouvees : 
1 " 
Ou encore : BER = 
(3.4) 
Nombre d' erreurs 
Nombre de bits simules 
(3.5) 
La precision de cet estimateur est proportionnelle au nombre d'echantillons generes. 
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Dans le cas de la simulation d'une fibre optique, il existe d'autres methodes plus precises pour 
estimer le taux d'erreur, notamment estimer la fonction de densite de probability a la sortie du 
systeme et de la, calculer la proportion de '0' dont la valeur est superieure au seuil et la 
proportion de '1 ' dont la valeur est inferieure. Or, une telle approche n'est pas applicable avec 
un decodeur turbo, car contrairement a ('application d'un seuil ou Ton voit facilement quelles 
valeurs sont en erreur, il est difficile de savoir a priori ce que le decodeur turbo sera ou non en 
mesure de corriger. Pour fins de comparaison, il est preferable que toutes les simulations 
soient effectuees avec la meme methode, afin d'etre certain que la maniere de calculer les 
erreurs n'influence pas le resultat. Ainsi, il est preferable d'appliquer une methode de type 
Monte Carlo a la fois pour les simulations sans decodeur et les simulations avec decodeur. 
3.2.2 Optimisation du seuil de decision 
Une fagon d'optimiser le seuil de decision est de calculer le taux d'erreur pour differents seuils 
de decision, puis de choisir celui produisant le taux d'erreur le plus faible. La figure 3.5 
presente le resultat d'un tel test apres transmission sur 70 km de fibre, en simulant une 
sequence de 50 000 bits. D'apres ce test, le seuil optimal serait de 0,475 pour un taux d'erreur 
de 5,77%. 
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Figure 3.5 - Taux d'erreur en fonction du seuil apres 70 km de fibre 
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II est interessant de savoir si, lorsque le seuil de decision permet de minimiser le nombre 
d'erreurs, les erreurs sur les T et les '0' sont equiprobables ou si I'un des deux bits est 
privilegie. Pour le determiner, le test precedent est repris, mais cette fois-ci en distinguant les 
T et les '0' en erreur. A la figure 3.6, on peut voir clairement qu'apres 70 km de fibre, en 











Figure 3.6 - Nombre de bits en erreur en fonction du seuil de decision 
Pour comprendre, il faut aller voir du cote de la distribution des valeurs a la sortie du canal, a la 
figure 3.7. On remarque la forte proportion de T ayant une puissance moyenne de I'ordre du 
seuil optimal. Ainsi, en augmentant le seuil, le nombre de T en erreur augmente beaucoup 
plus rapidement que le nombre de '0' en erreur ne diminue. C'est pourquoi, du point de vue du 
taux d'erreur, il est preferable dans ce cas-ci que les T soient moins souvent en erreur que les 
'0'. La figure 3.7 permet aussi d'expliquer les plateaux a la figure 3.6, puisque certaines valeurs 
ne sont pas possibles. 
Taux d erreur des 0 et des 1 en fonction du seuil 
.4 0.45 0.5 0.55 0.6 0.65 
Seuil de decision 
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Figure 3.7 - Distribution des valeurs a la sortie du canal apres 70 km de fibre 
3.2.3 Variabilite du resultat 
Les seuils obtenus jusqu'a maintenant sont optimaux pour une sequence particuliere. Or, la 
precision de I'estimation du BER est proportionnelle au nombre d'echantillons generes. Le seuil 
optimal varie-t-il done beaucoup d'une sequence a I'autre ? Comment determiner le seuil qui, 
pour une distance donnee, sera satisfaisant peu importe la sequence ? 
La premiere etape est d'etudier la variabilite du resultat. Le test de la section 3.2.2 a ete 
effectue avec une sequence de 50 000 bits. Si le meme test est effectue a 100 reprises, y a-t-il 
une grande difference entre les resultats ? Le seuil moyen trouve est de 0,47455 et les valeurs 
oscillent toutes entre 0,473 et 0,475. Pour ce qui est du taux d'erreur minimal obtenu, la 
moyenne est de 0,057 et la variance est de 9,36x10"7. Le resultat varie done peu d'une 
sequence a I'autre. Le seuil moyen obtenu avec 100 simulations peut done etre considere le 
seuil optimal a 70 km. 
II faut toutefois considerer le temps de simulation requis. Trouver le seuil optimal pour une 
sequence de 50 000 bits requiert un temps de calcul de 24s. Simuler 100 sequences demande 
done environ 40 minutes. Est-ce possible d'obtenir d'aussi bons resultats en moins de temps ? 
• Bits 0 
• Bits 1 
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Deux pistes sont a explorer: reduire la longueur des sequences et reduire le nombre de 
sequences. 
D'abord, en reduisant la sequence a 10 000 bits, le temps de calcul par sequence passe de 24 
secondes a 2,3 secondes. Pour 100 sequences, le temps necessaire est done de 3 minutes 50 
secondes. La figure 3.8 presente le seuil de decision et le taux d'erreur moyen apres 100 
sequences, pour 50 essais differents. Le seuil optimal varie entre 0,47412 et 0,47464 et le 
taux d'erreur varie entre 0,05645 et 0,057789. On peut done conclure que malgre la reduction 
de la longueur des sequences, les resultats sont demeures valables. 
0.475 
Resultats moyens apres 100 simulations - 50 essais 
20 30 
Essai 
Figure 3.8 - Variabilite des resultats, sequences de 10 000 bits 
En prenant la moyenne sur 50 sequences plutot que 100, le temps de simulation est reduit de 
moitie et les resultats demeurent acceptables. Le seuil optimal varie alors entre 0,47403 et 
0,47479. Pour les tests subsequents, le seuil de decision optimal sera done choisi en calculant 
la moyenne du seuil optimal pour 50 simulations de 10 000 bits. 
Bien sur, il serait possible d'optimiser davantage les parametres afin d'obtenir le meilleur 
compromis entre precision et temps de simulation. Toutefois, puisque ce seront principalement 
les memes distances qui seront simulees encore et encore, il est preferable d'opter pour une 
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plus grande precision et d'etablir une table de valeurs, donnant pour chaque distance le seuil 
optimal correspondant. 
3.2.4 Impact du nombre d'echantillons par bit 
Avant d'aller plus loin dans les simulations, il faut s'assurer que le nombre d'echantillons par bit 
choisi n'influence pas les resultats. Au chapitre 2, il a ete prouve que 8 echantillons par bit etait 
le minimum requis pour respecter le theoreme d'echantillonnage. Le fait de prendre le nombre 
minimum d'echantillons par bit a en theorie un impact sur I'aspect visuel du signal simule, 
puisqu'une sinusoide de frequence ojmaxa I'allure d'une onde triangulaire. Cela devrait avoir un 
impact sur le resultat de Integration au recepteur, I'integrale d'une sinusoide ne donnant pas le 
meme resultat que I'integrale d'une onde triangulaire. Cet impact doit-il etre pris en 
consideration ou est-il negligeable? 
Pour repondre a cette question, quelques tests ont ete effectues. Dans un premier temps, une 
meme sequence aleatoire de 50 000 bits est simulee avec 8 et 80 echantillons par bit, apres 70 
km de fibre. A 80 echantillons par bit, soit dix fois plus de points par bit que le minimum requis, 
on considere generalement que I'aspect visuel du signal n'est pas affecte. Or, apres simulation, 
la difference apres integration au recepteur est relativement faible. La difference moyenne 
entre les simulations a 8 et 80 echantillons est de 0,0122 pour ce qui est de la puissance d'un 
bit, et la difference maximale est de 0,051. Cet ecart peut-il eventuellement avoir un impact sur 
le taux d'erreur ? 
Pour le savoir, il faut calculer le taux d'erreur moyen a 80 echantillons par bit. Pour ce faire, le 
test effectue sera celui retenu a la section 3.2.3 : la moyenne de 50 sequences de 10 000 bits, 
considerant pour chacune des sequences I'application du seuil de decision optimal. Ainsi, le 
seuil moyen trouve est de 0,4705 pour un taux d'erreur moyen de 0,061. A 8 echantillons par 
bit, on trouve plutot un taux d'erreur moyen de 0,057. La difference de 7% entre les deux 
valeurs peut sembler importante, mais il ne faut pas oublier que les taux d'erreur sont 
normalement exprimes sur une echelle logarithmique. Ainsi, graphiquement, il y a peu de 
difference entre 5,7 x 10"2 et 6,1 x 10"2. Vu la faible difference au niveau des resultats et la 
grande difference au niveau des temps de simulation requis, il est done raisonnable de 
continuer les simulations en utilisant seulement 8 echantillons par bit. 
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3.2.5 Taux d'erreur minimal en fonction de la distance 
Les tests presentes jusqu'a maintenant permettent de determiner le seuil de decision optimal et 
d'estimer le taux d'erreur minimal obtenu. II serait maintenant interessant de regarder comment 
ces deux variables evoluent en fonction de la distance. La figure 3.9 s'attarde a 1'evolution du 
seuil de decision optimal. Rappel: le seuil de decision optimal est determine en prenant la 
moyenne sur 50 essais du seuil optimal pour une sequence de 10 000 bits. Pour une sequence 
donnee, le seuil optimal est celui minimisant le taux d'erreur. Si le taux d'erreur est identique 
pour une plage de seuil, par exemple pour le cas ou plusieurs seuils differents permettent 
d'obtenir un taux d'erreur nul, alors le seuil optimal est choisi au milieu de cette plage. 
0.6 
0.55 



















10 20 30 40 50 60 70 
Distance parcourue dans la fibre (en km) 
Figure 3.9 - Seuil de decision optimal en fonction de la distance 
Comment expliquer revolution du seuil de decision optimal ? D'abord, il a ete explique 
precedemment qu'a 70 km, les T sont privileges au detriment des '0', a cause de la 
distribution des valeurs a la sortie du canal. II est logique de faire I'hypothese qu'il en est 
egalement ainsi des que le taux d'erreur n'est pas nul. La figure 3.10 presente le taux d'erreur 
moyen obtenu lors des simulations en fonction de la distance. Le taux d'erreur est nul jusqu'a 
60 km. Or, a la figure 3.9, le seuil de decision optimal commence a diminuer a partir de 60 km. 
Plus la distance augmente, plus la valeur minimale pour un T diminue et done plus le seuil de 
decision doit etre bas pour limiter le nombre de '1 ' en erreur. 
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Figure 3.10 - Taux d'erreur minimal en fonction de la distance 
Pour ce qui est de revolution du seuil de decision entre 0 km et 60 km, une maniere de 
I'expliquer est de revoir le test presente a la figure 3.3, soit revolution de la valeur minimale 
d'un T et de la valeur maximale d'un '0' en fonction de la distance. Jusqu'a 60 km, la condition 
Mlm[a > M^ est respectee, done il est possible de choisir un seuil de decision qui produit un 
taux d'erreur nul. Dans un tel cas, le seuil optimal choisi vaut \Mlmia + M^ax J/2, soit le milieu de 
la plage des seuils ne produisant pas d'erreur. A la figure 3.3, on remarque qu'avant 25 km, la 
valeur minimale d'un T demeure relativement stable tandis que la valeur maximale d'un '0' 
augmente. Ainsi, le seuil optimal augmente avec la distance. Par contre, entre 25 km et 45 km, 
la valeur minimale du T diminue plus rapidement que la valeur maximale du '0', ce qui cause 
une diminution du seuil de decision optimal. Finalement, de 50 a 60 km, e'est I'inverse qui se 
produit, done le seuil de decision augmente a nouveau. Ainsi, les seuils de decision obtenus a 
la figure 3.9 sont consequents avec I'information de la figure 3.3. 
3.2.6 Limite de propagation 
D'apres les tests effectues precedemment, le taux d'erreur est nul jusqu'a 60 km, puis 
augmente rapidement pour des distances plus grandes. Jusqu'a maintenant, aucune source de 










d'apres les simulations, la limite de propagation dans la fibre, pour le modele utilise, est d'au 
maximum 60 km. Ce resultat differe des 80 km normalement obtenus en pratique et des 66 km 
d'apres I'hypothese du 50% d'energie dans les bits adjacents. Par consequent, deux 
conclusions s'imposent. Premierement, I'hypothese que la limite de propagation est atteinte 
lorsque 50% de I'energie d'un bit se retrouve dans les bits adjacents ne semble pas fondee. 
Deuxiemement, le modele utilise pour les simulations est, pour une meme distance, plus 
dispersif qu'une fibre optique en pratique. Toutefois, comme il a ete mentionne precedemment, 
le modele peut tout de meme etre utilise, puisque I'objectif est de determiner si la modification 
proposee diminue le taux d'erreur en milieu dispersif et non de determiner de maniere absolue 
I'amelioration obtenue en fonction de la distance. 
3.2.7 Dispersion chromatique accumulee 
Puisque les resultats de simulation ne semblent pas concorder avec les distances en pratique, 
il serait preferable de ne plus parler de distance, mais plutot de dispersion chromatique 
accumulee. La dispersion chromatique accumulee se mesure en ps/nm. Pour la calculer, il faut 




avec: A0 =\3\0nm 
S0 = 0,092psInm2 -km 
Pour les simulations, la longueur d'onde utilisee est de 1550 nm, d'ou D{X)-\1,5 ps/(nm.km). 
La dispersion chromatique accumulee, en ps/nm, vaut done : 
DC
accumulee = 17,5 x distance(en km) (3.7) 
Dans les simulations subsequentes, les distances seront remplacees par la dispersion 
chromatique accumulee. 
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3.3 Ajout du bruit 
Les tests precedents ont tous ete effectues sans considerer le bruit. Or, en pratique, le bruit 
existe et il est non negligeable. Ainsi, la presente section explique d'abord d'ou provient le bruit, 
puis comment il est modelise pour I'introduire dans les simulations. 
3.3.1 Sources de bruit 
La principale source de bruit est remission spontanee amplifiee (ASE - Amplified Spontaneous 
Emission) produite dans les amplificateurs optiques dopes a Terbium (EDFA - Erbium Doped 
Fiber Amplifier). Les deux autres principales sources de bruit proviennent de I'electronique. Le 
bruit thermique est genere par I'agitation thermique des porteurs de charge. Quant au bruit de 
grenaille (shot noise), il s'explique par le fait que le courant est constitue de porteurs de charge, 
les electrons. Ces porteurs de charge n'arrivent pas regulierement, done le nombre de porteurs 
mesures sur un intervalle de temps est aleatoire. 
3.3.2 Moderation du bruit 
L'impact de ces sources de bruit doit etre introduit dans le modele de simulation. Dans les 
reseaux multiplexes par repartition en longueur d'onde (WDM - Wavelength-division 
mutliplexing), les elements de multiplexage/demultiplexage introduisent une forte perte 
d'insertion. Pour compenser ces pertes d'insertion, il faut utiliser I'amplification optique par 
EDFA. Par le fait meme, le bruit ASE devient dominant et e'est pourquoi le bruit electronique 
est generalement neglige lors de la modelisation du bruit. 
Le bruit ASE est typiquement modelise par un bruit blanc gaussien. Or, d'apres [CAI et coll., 
2003], il serait plutot de type chi-carre. De plus, toujours selon cet article, le fait d'utiliser une 
approximation gaussienne lors du decodage a decision ponderee (soft decoding) peut 
significativement degrader les performances du decodeur. 
Encore une fois, puisque I'objectif du present projet de recherche est d'abord et avant tout de 
determiner si la modification proposee permet d'ameliorer les performances de decodage des 
erreurs apres transmission dans un milieu dispersif, le fait d'utiliser un bruit gaussien plutot 
qu'un bruit chi-carre ne devrait pas fausser les resultats. Bien sur, de maniere absolue, 
I'amelioration ne serait pas la meme, mais il est raisonnable de supposer qu'une modification 
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ameliorant les performances avec un bruit gaussien ameliorerait aussi les performances pour 
un bruit chi-carre. C'est pourquoi, pour simplifier la modelisation du probleme, ie bruit est 
considere gaussien et est introduit a la fin du canal, juste avant Ie recepteur. 
3.4 Simulation des resultats 
3.4.1 Courbes a obtenir 
Typiquement, lors de I'etude des performances d'un canal de communication par fibre optique, 
deux graphiques differents sont presentes. Le premier est Ie taux d'erreur (BER) en fonction du 
rapport signal sur bruit (OSNR: Optical Signal-to-Noise Ratio) pour une quantite donnee de 
dispersion chromatique accumulee. Le second est le BER en fonction de la dispersion 
chromatique accumulee pour un OSNR donne. Mais pour obtenir ces graphiques, il faut 
d'abord savoir comment calculer I'OSNR. 
Comme son nom I'indique, I'OSNR est le rapport signal sur bruit, c'est-a-dire un rapport entre 
la puissance du signal et la puissance du bruit. La plupart du temps, il est exprime en decibel. II 
se calcule de la fagon suivante : 
OSNR(dB) =lOlog signal 
P 
V bruit J 
(3.8) 
Puisque le bruit ajoute est un bruit blanc gaussien, sa puissance est equivalents a sa variance 
car sa moyenne est nuile : 
"bruit = °bruit (3-9) 
Pour ce qui est de la puissance du signal, il faut considerer la puissance moyenne au 
recepteur. Puisque le signal au recepteur varie en fonction de la dispersion chromatique 
accumulee, il est important de calculer Ps/gra/ independamment pour chaque cas. Ce calcul peut 
etre fait simultanement a Pelaboration de la table des seuils de decision optimaux. En effet, 
I'algorithme simule 50 sequences de 10 000 bits pour chaque valeur de dispersion chromatique 
accumulee. L'equation (3.2) a la section 3.1.1 permet de calculer la puissance moyenne d'un 
bit. En calculant la valeur moyenne pour tous les bits simules avec une certaine dispersion 
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chromatique accumulee, il est possible d'obtenir Ps/gna/ et de conserver cette valeur dans une 
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Figure 3.11 - Puissance du signal au recepteur 
La formule pour le calcul du BER a ete donnee precedemment: 
BER Nombre d' erreurs 
Nombre de bits simules 
(3.5) 
Typiquement, dans les reseaux de communication par fibre optique, les taux d'erreur vises 
sont tres faibles, de I'ordre de 10"12, c'est-a-dire 1 bit en erreur par Tb. Seules des sequences 
de bruit ou des combinaisons de bits tres rares menent a une erreur au decodage. Une 
simulation Monte Carlo requiert au moins 100/Pe essais pour estimer un BER de Pe (Pe: 
probability d'erreur) avec une precision relative de 10% [SMITH et coll., 1997]. II faudrait done 
simuler des centaines de Tb pour avoir un taux d'erreur a 10"12 relativement fiable. Seulement 
pour la simulation du canal sans decodeur, une simulation pour 10 000 bits dure environ 1,3 s. 
Pour 100 x 1012 bits, soit 100 Tb, la simulation durerait des centaines d'annees avec un seul 
ordinateur! Evidemment, il faut trouver une alternative. 
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II existe plusieurs methodes pour reduire le temps de calcul requis afin d'obtenir la meme 
precision. Ces methodes comprennent I'echantillonnage strategique (Importance Sampling) et 
la methode Monte Carlo multicanonique. L'idee centrale derriere ces methodes est 
d'augmenter la frequence d'occurrence des evenements rares menant a des erreurs. Le 
probleme reside dans I'application pratique de ces methodes. L'echantillonnage strategique est 
une methode empirique qui requiert essais et erreurs afin d'identifier une distribution de 
probability satisfaisante. A defaut d'en trouver une, la methode augmente la variance de 
I'estimateur du taux d'erreur au lieu de la reduire. Quant a la methode Monte Carlo 
multicanonique, elle est systematique, mais sa complexity croTt avec la longueur du code. Elle 
a deja ete utilisee avec succes pour un code LDPC(96,50) [HOLZLOHNER et coll., 2005], mais 
le code utilise dans le present projet, soit le BCH(144,128) x BCH(256,239), est beaucoup plus 
long. 
Appliquer la methode Monte Carlo de base afin d'obtenir des taux d'erreur de I'ordre de 10"12 
demande un temps de calcul trop long, mais les methodes existantes pour reduire le temps de 
calcul ne semblent pas s'appliquer. Comment faire alors ? Pour solutionner ce probleme, il faut 
se rappeler I'objectif principal du projet: verifier si ('amelioration proposee est efficace. Pour le 
savoir, il n'est pas necessaire de travailler a des taux d'erreur aussi faibles. En effet, les erreurs 
sont beaucoup plus rares pour un taux d'erreur de 10"12 que pour un taux de 10"3, par exemple. 
En consequence, il y a plus de chance que le nombre d'erreurs soit en dega de la capacite de 
correction du code a 10"12 qu'a 10"3. Ainsi, si une amelioration est demontree a 10"3, il est 
possible de supposer une amelioration a 10 "12. Par consequent, les simulations se feront plutot 
en visant le taux d'erreur minimum atteignable en un temps raisonnable. 
3.4.2 Resultats 
Suite a ces considerations pratiques, il est maintenant possible d'obtenir les deux graphiques 
typiques pour I'etude des performances d'un canal de communication par fibre optique, soit le 
taux d'erreur (BER) en fonction du rapport signal sur bruit (OSNR) pour une dispersion 
chromatique accumuiee donnee et le BER en fonction de la dispersion chromatique accumulee 
pour un OSNR donne. Le premier graphique est presente a la figure 3.12 tandis que le second 
apparaTt a la figure 3.13. 
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Figure 3.12 - BER en fonction du OSNR suivant la dispersion chromatique accumulee 
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Figure 3.13 - BER en fonction de la dispersion chromatique accumulee 
Ces graphiques permettent de constater que plus le rapport signal sur bruit augmente, plus 
faible est le taux d'erreur. Toutefois, lorsque la dispersion chromatique accumulee est grande, 
le fait d'augmenter la puissance du signal ne permet pas de diminuer considerablement le taux 
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d'erreur. En effet, entre 1050 ps/nm et 1400 ps/nm de dispersion chromatique, le taux d'erreur 
n'est pas nul meme sans bruit. Ainsi, meme en augmentant la puissance du signal par rapport 
au bruit, il est impossible d'obtenir un taux d'erreur inferieur au taux d'erreur sans bruit. 
Finalement, la figure 3.13 permet de constater I'existence d'un taux d'erreur minimum relatif au 
rapport signal sur bruit. Pour un OSNR donne, meme en diminuant la quantite de dispersion 
chromatique accumulee, le taux d'erreur ne diminue pas substantiellement. Cela signifie 
qu'une fois le plateau atteint, la principale cause d'erreur est le bruit, et non la qualite du signal. 
De ce fait, augmenter davantage la qualite du signal ne permet pas de compenser les erreurs 
causees par le bruit. 
3.5 Resume 
Le but du present chapitre etait de mesurer les performances du canal de communication. Pour 
y arriver, il a d'abord ete necessaire d'expliquer ('integration du signal au recepteur, puis de 
determiner le seuil de decision optimal. Ce dernier depend de la distance parcourue dans la 
fibre, done de la dispersion chromatique accumulee. Le calcul du seuil de decision optimal se 
fait en prenant la moyenne, pour 50 sequences de 10 000 bits, du seuil de decision produisant 
le plus faible taux d'erreur. 
Les deux principaux graphiques a obtenir pour illustrer les performances du canal sont le taux 
d'erreur (BER) en fonction du rapport signal sur bruit (OSNR) pour une dispersion chromatique 
accumulee donnee et le BER en fonction de la dispersion chromatique accumulee pour un 
OSNR donne. Suite a des considerations pratiques, il a ete determine que la meilleure fagon 
d'obtenir un BER fiable en un temps raisonnable est d'utiliser la methode de Monte Carlo, mais 
de limiter les resultats a des taux d'erreur beaucoup plus eleves que les 10"12 normalement 
obtenus pour les reseaux de fibre optique. 
Maintenant que les performances du canal sans systeme de correction d'erreurs sont etablies, 
il faut s'interesser au decodeur que le present projet tente d'ameliorer. Quelles sont les 
caracteristiques du code utilise ? Quel algorithme est utilise pour le decodage ? Dans quelle 
mesure son utilisation ameliore-t-elle les performances du canal ? Ces questions trouveront 
reponses dans le prochain chapitre. 
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C H A P I T R E 4 
DECODEUR INITIAL 
L'objectif du present projet de recherche est de modifier un turbo code en bloc developpe par 
Mitsubishi Electric [MIZUOCHI et coll., 2004], [TAGAMI et coll., 2005], [OUCHI et coll., 2006] 
de maniere a I'optimiser pour la correction d'erreurs apres transport en milieu dispersif. Mais 
avant de proposer une amelioration, il faut d'abord pouvoir simuler le systeme de reference et 
mesurer ses performances. Les deux chapitres precedents se sont interesses a deux etapes 
preliminaires essentielles : la simulation du canal et I'obtention du taux d'erreur. Ce chapitre 
portera sur I'etape subsequent^: I'implantation du systeme correcteur d'erreur de reference 
dans la simulation. 
L'application d'un code correcteur d'erreur comprend deux etapes : I'encodage et le decodage. 
Quelles sont les caracteristiques du code utilise ? Comment obtenir un mot code a partir des 
bits a transmettre ? La section 4.1 repondra a ces questions. Quant au decodage, il sera 
aborde dans les sections subsequentes. La section 4.2 presentera un exemple simple de 
decodage avec un turbo code. Les algorithmes standards de decodage sont a decision binaire. 
Or,, pour plusieurs canaux de communication, la sortie du canal n'est pas necessairement 
binaire. C'est pour remedier a cette situation qu'a ete cree I'algorithme de Chase [CHASE 
1972], qui sera presente a ia section 4.3. Toutefois, une modification de cet algorithme est 
necessaire pour decoder de fagon iterative. Cette modification, le calcul de la fiabilite 
[PYNDIAH 1998], fera I'objet de la section 4.4. L'equipe de Mitsubishi Electric a apporte deux 
modifications supplementaires a I'algorithme de Pyndiah, modifications qui ameliorent les 
performances d'environ 0,4dB. Toutefois, les resultats de simulation, presentes a la section 
4.5, seront obtenus avec I'algorithme de Pyndiah original, car la documentation disponible est 
plus complete. 
4.1 Encodage 
Le decodeur etudie se base sur un systeme propose par Mitsubishi et presente dans les 
articles suivants : [MIZUOCHI et coll., 2004], [TAGAMI et coll., 2005] et [OUCHI et coll., 2006]. 
71 
Le code est un code en bloc turbo BCH(144,128) x BCH(256,239). La figure 4.1 presente la 
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Figure 4.1 - Structure du code propose [MIZUOCHI et coll., 2004] 
4.1.1 Choix du code 
Le code propose par Mitsubishi n'a pas ete choisi au hasard. II a ete choisi pour se conformer 
a la norme G.709, un standard dans les communications par fibre optique. La trame OTN 
(Optical Transport Network) G.709 contient des bits supplementaires pour I'operation, 
I'administration et la maintenance du reseau et propose ('utilisation d'un code RS(255,239). La 
figure 4.2 presente une telle trame. Les informations a transmettre sont reparties en 4 rangees 
de 3808 bits chacune. 16 bits d'en-tete sont ajoutes a chaque rangee, puis chaque rangee est 
divisee en 16 sous-rangees de 239 bits, codees chacune suivant RS(255,239). Ainsi, au total, 





Figure 4.2 - Structure d'une trame G.709 [BARLOW 2003] 
Le code de Mitsubishi, ie BCH(144,128) x BCH(256,239), est done compatible avec la norme 
G.709, puisqu'il contient 128 rangees de 239 bits a coder, ce qui est equivalent a deux trames 
G.709. Cette compatibilite est une compatibilite de format et non une compatibilite de 
detection/correction d'erreurs. Le BCH(144,128) x BCH(256,239) ne peut pas etre decode par 
le RS(255,239) du G.709. Toutefois, en prenant le code BCH(255,239) au lieu du RS(255,239) 
pour les colonnes de FEC et en ajoutant en surdebit les bits de parite supplementaires, une 
trame OTN G.709 peut etre transmise en utilisant ce code. 
4.1.2 Impact du surdebit 
Le fait d'ajouter des bits a I'information transmise facilite I'operation du reseau et permet de 
corriger des erreurs de transmission, mais cela a egalement un impact sur le debit utile de 
transmission. Une trame OTN G.709 contient 16 320 bits, mais sur ces 16 320 bits, seulement 
15 232 sont des bits d'information. Ainsi, pour transmettre 10 Gb/s d'information, il faut plutot 
transmettre a 10,71 Gb/s. Ce 7% supplemental est appele surdebit (overhead). 
Avec le code BCH(144,128) x BCH(256,239), le surdebit est de 21% au lieu de 7%. En 
d'autres mots, pour transmettre 10 Gb/s d'information, il faut transmettre a 12,1 Gb/s. 
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Ce surdebit impose une modification de la bande passante du recepteur. Un filtre passe-bas 
ayant sa frequence de coupure a 7 GHz n'est pas approprie pour un signal a 12,1 Gb/s. Une 
proportion trop importante du signal est coupee par le filtre. Ainsi, la bande passante du 
recepteur sera modifiee proportionnellement, pour etre fixee a : 
fc = 0,7 x 12,1GHz = 8,47GHz (4.1) 
C'est done cette frequence de coupure qui sera utilisee dans les simulations, plutot que le 7 
GHz habituel. 
4.1.3 Caracteristiques des codes BCH 
Les codes utilises seront de type BCH. Mais qu'en est-il exactement ? Quelles sont les 
caracteristiques de ces codes ? Et comment encoder les messages a transmettre ? 
D'abord, pour I'histoire, les codes BCH ont ete decouverts independamment par 
Hocquenghem en 1959 et par Bose et Chaudhuri en 1960 [LIN et coll., 1983]. BCH est done 
I'abreviation du nom de ses inventeurs. Les codes BCH sont des codes lineaires, plus 
particulierement cycliques. Plusieurs algorithmes efficaces existent pour les decoder. 
Mentionnons I'algorithme iteratif de Berlekamp [BERLEKAMP 1965] et I'algorithme de 
recherche de Chien [CHIEN 1964]. 
Pour tout entier positif m (m > 3) et t (t < T1'1), il existe un code BCH binaire ayant les 
parametres suivants [LIN et coll., 1983]: 
Longueur du bloc n = 2m -1 (4.2) 
Nombre de bits de parite n-k <mt (4.3) 
Distance minimale dmia > 2t +1 (4.4) 
Un tel code est capable de corriger n'importe quelle combinaison presentant t erreurs ou 
moins. 
Ainsi, la longueur d'un code BCH binaire doit etre une puissance de 2 de laquelle on soustrait 
1. Or, les codes BCH proposes dans I'article ne repondent pas a ce critere. En effet, 
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256 5* 2m -1 pour tout m entier, et il en va de meme pour 144. Comment obtenir ces codes 
particuliers a partir d'un code BCH de base ? 
4.1.4 BCH(256,239) 
Le premier code a etre utilise est le BCH(256,239). En prenant m = 8 et t = 2, on obtient un 
code BCH(255,239). Pour obtenir ie code BCH(256,239), il suffit done d'ajouter un bit de parite 
aux bits deja obtenus par le BCH(255,239). Deux choix sont possibles : ajouter un bit pour que 
le total de bits a '1 ' donne un nombre pair (parite paire), ou I'ajouter pour que le total donne un 
nombre impair (parite impaire). Puisque I'article ne mentionne pas si le bit ajoute est de parite 
paire ou impaire, la parite paire a ete choisie. 
4.1.5 BCH(144,128) 
Une fois les lignes codees, il faut coder les colonnes suivant le code BCH(144,128). Ce code 
se base egalement sur le BCH(255,239). Pour le former, il ne faut pas oublier une 
caracteristique importante des codes BCH : ils sont systematiques. Cela signifie que le 
message a transmettre se retrouve en entier dans le mot code. Par exemple, pour un message 
de 239 bits, les 255 bits seront les 239 bits du message auxquels sont ajoutes 16 bits de 
parite. Le code BCH(144,128) contient lui aussi 16 bits de parite. La strategie est done de 
prendre 128 bits et d'ajouter 111 bits a '0' (pour un total de 239 bits). Apres avoir calcule les 16 
bits de parite correspondant, les 111 bits a '0' sont retires, d'ou I'obtention d'un code 
BCH(144,128). 
4.2 Exemple de decodage d'un turbo code 
Pour mieux comprendre comment s'effectue le decodage d'un turbo code, mieux vaut debuter 
en examinant un exemple simple. D'abord, il est preferable de changer le code BCH(144,128) 
x BCH(256,239) a I'etude par un code similaire mais plus court. Le code BCH(7,4) x BCH(7,4) 
remplit ces criteres. Pour le decodage, il est preferable d'utiliser d'abord un algorithme a 
decision binaire pour mieux comprendre le processus iteratif. 
La figure 4.3 presente le processus du codage de I'information. Les lignes sont d'abord codees 


































































































Figure 4.3 - Code BCH(7,4) x BCH(7,4) a transmettre 
Avant de proceder au decodage, il faut d'abord que I'information soit transmise par le canal de 
communication. La figure 4.4 presente le code au recepteur apres simulation pour une 
dispersion chromatique accumulee de 1400 ps/nm sans considerer le bruit ni augmenter la 
frequence pour compenser le surdebit, en utilisant le seuil de decision optimal. Les bits en 


















































Figure 4.4 - Code BCH(7,4) x BCH(7,4) au recepteur 
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A la sortie du recepteur, il y a un total de 8 erreurs. Le code BCH(7,4) peut corriger jusqu'a une 
erreur. A partir du mot de code regu, le decodeur trouve le code valide le plus proche, c'est-a-
dire celui pour lequel il y a le moins de bits a changer. Ainsi, si le mot de code de 7 bits 
contient une seule erreur, le decodeur pourra la corriger, mais sinon, il existe un mot de code 
valide pour lequel un seul bit est a changer et c'est ce mot de code que le decodeur choisira. 
La figure 4.5 presente le code suite au decodage des lignes. Toutes les lignes, a I'exception de 
la premiere, ne comportaient qu'une seule erreur. Elles ont done ete decodees correctement. 
Toutefois, la premiere ligne contenait deux erreurs et le mot de code trouve par le decodeur 


















































Figure 4.5 - Code BCH(7,4) x BCH(7,4) apres une iteration sur les lignes 
L'avantage des codes turbo, c'est que le processus de decodage ne s'arrete pas la. Apres le 
decodage suivant les lignes, il faut decoder suivant les colonnes. La figure 4.6 presente le 
resultat de cette operation. Puisque aucune colonne ne contenait plus d'une erreur, le 


















































Figure 4.6 - Code BCH(7,4) x BCH(7,4) apres une iteration sur les colonnes 
Cet exemple montre bien le pouvoir de correction accru du turbo code, comparativement a un 
code en bloc standard. Toutefois, le pouvoir de correction peut etre accru encore davantage en 
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tenant compte de la valeur du signal regu au recepteur avant la decision binaire. Cette 
amelioration, le decodage a decision ponderee, est abordee a la prochaine section. 
4.3 Algorithme de Chase 
Les informations presentees dans la presente section sont tirees de [CHASE 1972]. 
4.3.1 Definitions prealables 
Avant de detainer I'algorithme, il faut d'abord definir les variables utilisees. Soit 
I = IX,I2,---,IK la sequence binaire de K bits a coder. L'encodeur transforme ces K bits en N 
bits: X = Xl,X2,---,XN. Le transmetteur transpose ce signal numerique en un signal 
analogique x(t), qui est modifie par le canal de transmission. A la sortie du canal, on recoit done 
plutot y(t). Le recepteur deduit de ce signal la sequence des N bits recus : Y = Yl,Y2,---,YN .II 
peut aussi ajouter de I'information supplemental sur la fiabilite de chaque bit: 
a = a1,a2,---,aN. Finalement, le decodeur determineX, le meilleur estime de X possible 
d'apres les informations fournies par Y et a. Pour ce faire, il compare entre eux differents mots 
de code potentiels, nommes X m = Xml,Xm2,---,XmN . A chaque mot de code potentiel est 
associe un vecteur d'erreur Zm, qui contient des 1 aux endroits ou Y et Xm different: 
Zm=Y®Xm=Yl®Xml,Y2@Xm2,---,YN®XmN. La figure 4.7 resume les differentes 











Figure 4.7 - Schema du systeme de communication 
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4.3.2 Algorithme du decodeur 
L'objectif du decodeur est de retrouver les bits emis X a partir des bits regus Y et de 
I'information supplemental a. Un decodeur binaire standard permet d'obtenir ie mot de code 
Xm qui differe Ie moins de Y, tant que cette distance n'est pas superieure a |_(<i -1)/2_], ou d 
est la distance minimale entre deux mots de code. La notation |_ J signifie que Ie resultat est 
arrondi a rentier inferieur Ie plus pres. 
Soit W(Zm) Ie poids binaire de la sequence d'erreur Zm, avec Zra = Y © Xm : 
w(zm)=fizml 
'=1 (4.5) 
Alors un decodeur binaire standard produit Ie mot de code qui a Ie plus petit poids binaire. 
Toutefois, Ie decodeur binaire standard ne tient pas compte de I'information supplemental a 
sur la fiabilite de chacun des bits. Pour en tirer profit, Ie concept de poids analogique est 
introduit: 
0"«(Z«)=2>,Z./ (4-6) 
7 = 1 
Plus un bit / est fiable, plus la valeur de a, est elevee, et done plus Ie poids analogique Wa(Zm) 
augmente si Ie bit /' est considere en erreur. Ainsi, Ie mot de code Ie plus probable est celui qui 
possede Ie plus petit poids analogique, puisque les bits en erreur dans ce mot de code sont les 
moins fiables (valeur de a faible). 
Par consequent, Ie decodeur de I'algorithme de Chase doit determiner Ie mot de code qui 
satisfait minJTa (Y©Xm ) . Pour ce faire, Chase propose une demarche systematique 
m 
presentee a la figure 4.8. 
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Figure 4.8 - Algorithme du decodeur 
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L'idee est de generer des patrons de test T afin de se promener dans I'ensemble des mots de 
code possibles. Un patron de test est une sequence de bits qui contient des T aux 
emplacements qu'on suppose en erreur et des '0' ailleurs. En appliquant un patron de test T a 
la sequence regue Y, on obtient Y' = Y © T , une sequence identique a Y sauf pour les bits 
supposes en erreur par le patron de test T. En decodant Y' , il est possible que le mot de code 
obtenu differe de Y ' en certains endroits, endroits donnes par le vecteur d'erreur Z ' . Par 
rapport a la sequence regue initiale Y, I'erreur est done donnee par ZT = T © Z ' . Le but est de 
trouver un patron de test T qui minimise le poids analogique de ZT. 
4.3.3 Generation des patrons de test 
L'algorithme de Chase repose sur la generation de patrons de test. Pour des codes courts, il 
serait envisageable de tester tous les patrons de test existants. Toutefois, puisque pour un 
code a N bits, il y a 2W possibilites, cela n'est pas envisageable pour les codes longs ou 
moyennement longs. De plus, cela ne serait pas optimal, certains patrons de test pouvant etre 
elimines d'office. Par exemple, le patron de test contenant uniquement des T , done suggerant 
que tous les bits sont en erreur, ne peut pas avoir le plus petit poids analogique. 
Dans I'article, trois methodes sont proposees pour limiter le nombre de patrons de test 
generes, en plus d'une modification applicable aux trois methodes. 
La premiere methode est la plus simple, mais aussi la moins efficace. Son but est d'obtenir et 
de comparer entre eux tous les mots de code a une distance inferieure ou egale a (d- 1) de la 
sequence Y, ou d est la distance minimale entre deux mots de code. Prendre comme patrons 
de test toutes les sequences ayant [_d/2J bits a T permet de s'en assurer. En effet, un 
decodeur binaire standard permet d'obtenir le mot de code le plus semblable jusqu'a une 
distance de \{d-l)/2j, alors en combinant I'effet du patron de test et du decodeur, tous les 
mots de code a une distance inferieure a (d - 1) seront trouves. 
La deuxieme methode reduit considerablement le nombre de sequences d'erreur testees. Au 
lieu d'accorder la meme importance a tous les patrons d'erreur peu importe I'information 
obtenue sur la fiabilite des bits, on s'interesse uniquement aux \_d/2J bits les moins fiables. 
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Ainsi, les patrons de test contiennent toute combinaison de T aux positions des [d/2\ bits les 
moins fiables. II y a par consequent 2'-rf/2J patrons de test possibles. 
La derniere methode reduit le nombre de patrons de test consideres a [_(<i/2)+lJ. II est done 
particulierement utile pour les codes dont la distance minimale d est elevee, puisque le nombre 
de patrons de test augmente seulement lineairement avec d. Chaque patron de test possede / 
T aux positions des /' bits les moins fiables. Pour d pair, /' prend les valeurs i = 0,1,3, •••,d - 1 
et pour d impair, i = 0,2,4,-•-,d -\. i = 0 correspond au patron de test nul, contenant 
uniquement des '0'. 
Les trois methodes presentees peuvent etre modifiees par I'introduction d'un seuil. Ce seuil 
peut etre base sur le poids analogique d'un patron de test ayant k T aux positions des k bits 
les moins fiables, k pouvant aller de 0 jusqu'a N. Soit Wa(Tk) le poids analogique d'un tel 
patron de test, alors X = Y© ZT seulement si Wa(ZT)< Wa(Tk). Sinon, X = Y. L'imposition 
d'un seuil peut etre utile dans le cas d'un systeme ARQ (Automatic Repeat Request), en 
acheminant une demande de retransmission au-dela d'un certain seuil, ou dans le cas d'un 
decodage iteratif. 
4.4 Calcul de la fiabilite 
Les informations presentees ci-dessous proviennent de [PYNDIAH 1998]. Toutefois, les noms 
des variables ont ete modifies pour correspondre aux noms donnes dans I'algorithme de 
Chase et les formules finales ont ete modifiees pour refleter que les bits prennent les valeurs 
{0,1} et non {-1,+1} comme dans I'article. 
L'article s'interesse plus particulierement au cas des codes turbos (appeles codes produits 
dans l'article) dans le cas d'un canal avec bruit blanc gaussien. Pour un tel canal, la decision 
optimale n'est pas le mot de code ayant le plus faible poids analogique, mais plutot celui ayant 
la plus faible distance euclidienne. En d'autres termes : 
X = Xmsi|R-Xm |2<|R-X / |2 V/e[l,2*J/*/w (4.7) 
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ou JH = rvr2,---,rN est le signal recu a la sortie du canal. R est different du Y utilise dans 
I'algorithme de Chase, puisque Y est la decision binaire resultant du signal R. 
Le carre de la distance euclidienne se calcule comme suit: 
iR-Xf^-x,)2 (4.8) 
i=\ 
Pour trouver la decision optimale X , il n'est pas souhaitable de mener une recherche 
exhaustive parmi tous les mots de code possibles. II est preferable d'utiliser l'algorithme de 
Chase pour limiter le nombre de mots de code a comparer. Mais Amelioration proposee par 
Pyndiah ne s'arrete pas la. En utilisant l'algorithme de Chase et le critere de la distance 
euclidienne pour trouver la decision optimale, on obtient en sortie un mot de code, une 
sequence binaire. Cela ne permet pas de profiter de la structure des turbo codes. En effet, 
apres avoir decode, par exemple, les lignes, I'information supplemental sur les bits recus 
n'est plus accessible pour le decodage des colonnes. 
Pour remedier a cette situation, I'article propose de calculer la fiabilite de la decision pour 
chacun des bits. Soit x7 la decision prise au bit/ II est probable qu'en cours de recherche, des 
mots de code ayant une valeur differente au bit j aient ete examines. Soit C0(i) le mot de code 
ayant la plus petite distance euclidienne parmi les mots de code ou c. = 0, et C1(i) celui parmi 
les mots de code ou cy = 1. 
Mors la fiabilite de la decision au bit/est donnee par (voir annexe V): 
A
* > 2 ? R-C 
0(7) R - C 1(7) (4.9) 
Pour I'etage suivant du decodeur, la nouvelle valeur du bit a utiliser se calcule comme suit 
r'j = 0,5| R - C 0(7) R - C 1(7) + seuil (4.10) 
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L'information extrinseque w • est la variation de r. causee par la connaissance de la fiabilite de 
la decision : r. = r} + Wj 
Pour reduire I'effet de l'information extrinseque dans les premieres etapes du decodage, 
etapes pour lesquelles le BER est encore relativement eleve, le facteur a est introduit. II a une 
faible valeur lors des premieres iterations et augmente au fur et a mesure que le taux d'erreur 
diminue. Soit a(m) la valeur du facteur a a I'etage m du decodeur. Dans son article, Pyndiah 
utilise: 
a(m) = [0;0.2;0.3;0.5;0.7;0.9;l;l] (4.11) 
La figure 4.9 montre un etage du decodeur a decision ponderee tel que decrit dans [PYNDIAH 
1998]. On y remarque un parametre qui n'a pas encore ete introduit, le parametre (3. Ce 
parametre est necessaire puisqu'il est probable que pour certains bits, aucun mot de code ou 
Cj * Xj ne sera examine. Dans un tel cas, la sortie est approximee par: 
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Figure 4.9 - Etage d'un decodeur a decision ponderee 
L'ajout du parametre j8 semble approximatif, mais il est justifie. II faut comprendre que si aucun 
mot de code alternatif n'est trouve, alors ce dernier est probablement tres loin de R en terme 
de distance Euclidienne. Dans ce cas, la probabilite que la decision Jc. soit correcte est 
relativement elevee, et done la fiabilite de x} est egalement relativement elevee. Dans son 
article, Pyndiah fixe prealablement la valeur de (3: 
Pirn) = [0,2;0,4;0,6;0,8;l;l;l;l] (4.13) 
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Les valeurs de /3 sont independantes des valeurs de a. Des resultats experimentaux indiquent 
que les performances ne sont pas degradees significativement si les valeurs de jS sont 
modifiees de +10% [PYNDIAH 1998]. 
Finalement, une modification est necessaire pour eviter qu'apres un certain nombre 
d'iterations, des bits decodes correctement deviennent en erreur. Par exemple, soit, pour un bit 
donne, r. = 0,74 et w.(/w)x a(m) = 0,53, alors rj{rn) = 1,27. Si suite au decodage, r. = 1, on 
aura w .(/w + l ) = -0,27. Ainsi, suite au decodage, I'information extrinseque reduirait la fiabilite 
du bit alors qu'au contraire, elle devrait augmenter ou rester la meme. Pour eviter ce probleme, 
les valeurs de R(m) sont limitees entre 0 et 1. 
4.5 Resultats de simulation 
Pour determiner les performances du decodeur, il faut obtenir les deux graphiques typiques, 
soit le taux d'erreur (BER) en fonction du rapport signal sur bruit (OSNR) pour une dispersion 
chromatique accumulee donnee et le BER en fonction de la dispersion chromatique accumulee 
pour un OSNR donne. 
Toutefois, il faut d'abord regler quelques considerations pratiques. D'abord, Chase propose 
trois methodes pour limiter la quantite de patrons de test generee. II faut done choisir laquelle 
utiliser. Ensuite, la puissance des turbo codes reside dans le procede iteratif de decodage. 
Apres combien d'iterations les resultats cessent-ils de s'ameliorer ? Finalement, compte tenu 
du phenomene de la dispersion chromatique, est-il preferable de debuter par le decodage des 
lignes ou par celui des colonnes ? Ce n'est qu'une fois ces questions resolues que pourront 
etre obtenus les graphiques de la performance du decodeur. 
4.5.1 Methode de generation des patrons de test a privilegier 
La premiere methode proposee par Chase est de considerer toutes les sequences ayant 
[d/2J bits a '1 ' . Pour un code BCH(255,239), d = 5 ou 6. Par consequent, il faudrait tester 
toutes les sequences ayant 2 bits a '1 ' . Au total, il y aurait done 32 385 sequences a considerer 
en considerant d = 5. Or, decoder une seule sequence prend entre 1 et 1,5 secondes en 
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employant le logiciel Matlab sur un ordinateur personnel typique. Meme en prenant 1 seconde 
par sequence, decoder demanderait 9 heures. II est done peu pratique d'utiliser cette 
methode. 
La deuxieme methode reduit considerablement ie nombre de sequences etudiees. II faut 
considerer toute combinaison de T aux positions des [d/2J bits les moins fiables, pour un 
total de 2^/2-' sequences. Puisque d = 5 ou 6, il y a done 4 ou 8 sequences a tester. Puisque 
la distance minimale exacte est inconnue, il est preferable de prendre d = 6 et de tester 8 
sequences. De plus, cela devrait augmenter le nombre de bits pour lesquels il existe un mot de 
code competiteur. 
Quant a la troisieme methode, le nombre de patrons de test consideres est reduit a \{d/2)+ l j , 
soit 4 si Ton considere d = 6. Puisque d est pair, chaque patron de test possede / T aux 
positions des / bits les moins fiables, avec i = 0,1,3,5. 
Pour comparer I'efficacite des deux methodes, il faut les simuler en utilisant la meme sequence 
test. Puisque la difference entre les methodes reside dans ('information extrinseque trouvee, 
I'impact devrait se faire sentir apres plusieurs iterations. Le tableau 4.1 presente les resultats 
pour un code test apres 735 ps/nm de dispersion chromatique accumulee et un OSNR de 15 
dB. En utilisant le seuil de decision optimal, le taux d'erreur sans decodeur est de 0,0232. 




Temps de simulation 
16 735 s 
8 550 s 













Bien qu'elle soit beaucoup plus rapide, la 3e methode ne donne pas de bons resultats. Vu le 
nombre restreint de patrons de test generes, il survient plus frequemment qu'aucun code valide 
n'est trouve. Dans de tels cas, aucune information extrinseque n'est obtenue, ce qui nuit aux 
performances. Par consequent, la 2e methode est retenue. 
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4.5.2 Nombre d'iterations necessaire 
L'objectif est d'obtenir des resultats satisfaisants en un temps raisonnable. Pour 4 iterations du 
decodeur avec la methode choisie, les simulations durent 16 735 secondes, soit 4 heures 40 
minutes environ. Meme si un seul bloc de 36 864 bits est decode pour chaque distance et 
chaque OSNR considere, le temps de simulation total devient trop long. Ainsi, il est preferable 
de limiter le nombre d'iterations a 2. 
4.5.3 Ordre du decodage 
Derniere consideration : est-il preferable de debuter par le decodage des lignes ou par celui 
des colonnes ? Dans un canal affecte uniquement par du bruit blanc gaussien, I'ordre du 
decodage est sans importance, mais qu'en est-il pour un canal affecte par la dispersion 
chromatique ? 
Pour le savoir, la sequence de test utilisee pour determiner la meilleure methode de generation 
des patrons de test a ete reutilisee. Les resultats sont presentes au tableau 4.2. 
Tableau 4.2 - Resultats en fonction de I'ordre du decodage 
Methode 
Lignes avant les colonnes 
Colonnes avant les lignes 







D'apres les resultats, il est preferable de decoder les colonnes avant les lignes. Une explication 
possible est que les bits sont transmis par le canal ligne par ligne. Ainsi, a cause de 
I'interference inter-symbole, il y a une plus forte correlation entre les bits d'une ligne que les 
bits d'une colonne. Or, les codes correcteurs d'erreur sont en general moins performants pour 
corriger des erreurs en salves que pour corriger des erreurs aleatoires. Une solution courante 
au probleme des erreurs en salves est I'emploi de I'entrelacement. L'entrelacement consiste a 
modifier I'ordre de transmission des bits. Est-ce que I'emploi d'une methode d'entrelacement 
pourrait permettre d'obtenir de meilleurs resultats que le decodage des colonnes avant les 
lignes ? 
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Pour repondre a cette question, deux methodes d'entrelacement sont testees. La figure 4.10 
presente la premiere, I'entrelacement des colonnes. Suite a la transmission des bits, I'operation 
inverse, le desentrelacement, permet de replacer les colonnes dans leur ordre initial. 
Colonnes initiales 
1 2 3 ... 8 9 10 ... 256 
1 












Figure 4.10 - Entrelacement des colonnes 
Une autre fagon de modifier I'ordre de transmission des bits est de modifier la position de 
chacun des bits, et non seulement la position des colonnes. Soit n la position d'un bit donne, 
en considerant que pour les bits de la premiere colonne, n va de 1 a 144, et n va de 145 a 288 
pour la deuxieme colonne, et ainsi de suite pour les autres colonnes. L'equation suivante 
permet d'obtenir ri, la position du bit n suite a I'entrelacement. 
w' = (l + 145(w - l))mod 36864 +1 (4.14) 
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La figure 4.11 presente de facon graphique le resultat de I'equation (4.14). 
Positions initiales des bits 
1 2 3 . . . 144145146 ... 256 
I f 4t \l 3t 
^Sr 
1 \2 \ \3 ... 142>Wt44145 ... 
P 









Positions des bits apres 
I'entrelacement 
Figure 4.11 - Entrelacement complet 
Laquelle des deux methodes proposees produit les meilleurs resultats ? Pour le determiner, le 
code test utilise precedemment est repris, avec une dispersion chromatique accumulee de 735 
ps/nm et un OSNR de 15 dB. Toutefois, il faut reprendre la simulation du canal pour chacune 
des methodes d'entrelacement, puisque I'ordre de transmission des bits change. Par 
consequent, le bruit, bien qu'il ait la meme puissance moyenne, n'a pas exactement la meme 
valeur pour un bit donne d'une simulation a I'autre. Le tableau 4.3 presente les resultats des 
simulations. La colonne « 0 iteration » presente le taux d'erreur immediatement a la sortie du 
canal, avant que le decodage soit entrepris. 
Tableau 4.3 - Resultats en utilisant differents types d'entrelacement 
Methode 
Colonnes avant les lignes 
Entrelacement des colonnes 
Entrelacement complet 














Suite aux resultats du tableau 4.3, la methode d'entrelacement des colonnes est choisie. Les 
resultats sont comparables a ceux obtenus pour I'entrelacement complet, mais la methode est 
beaucoup plus simple a mettre en oeuvre. 
4.5.4 Resultats 
II est maintenant possible d'obtenir les performances du decodeur. La figure 4.12 presente le 
BER en fonction de la dispersion chromatique accumulee pour differents rapports signal sur 
bruit. II y a trois parties distinctes dans les performances du decodeur. Dans la premiere partie, 
lorsque la dispersion chromatique accumulee est elevee, le decodeur ne reussit pas a corriger 
les erreurs, peu importe le rapport signal sur bruit. Le nombre d'erreurs initial est trop eleve 
pour le pouvoir de correction du code. Puis, dans une seconde partie, le decodeur reussit a 
decoder plusieurs erreurs, mais pas toutes. A partir d'un certain seuil toutefois, qui semble etre 
autour de 735-770 ps/nm de dispersion chromatique, toutes les erreurs sont corrigees. Cette 
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Figure 4.12 - Performances du decodeur 
A la figure 4.12, les performances du decodeur sont comparees avec les performances d'un 
canal a 12,1 Gb/s. II y est montre qu'a quantite egale de dispersion chromatique accumulee, en 
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deca d'un certain seuil, le decodeur permet de diminuer considerablement le taux d'erreur. Or, 
en pratique, il faudrait plutot comparer a distance egale plutot qu'a quantite egale de dispersion 
chromatique accumulee. L'introduction du code correcteur d'erreur oblige a augmenter le debit 
de transmission a 12,1 Gb/s, si bien que pour une meme distance, I'impact de la dispersion 
chromatique sur I'interference inter-symbole est plus grande suite a I'ajout du decodeur. 
Puisque Ton ne souhaite pas avoir a diminuer la distance de propagation pour introduire le 
code correcteur d'erreur, il faut done obtenir le « net coding gain » plutot que le « coding gain ». 
Le probleme est qu'avec les resultats obtenus en pratique, il est difficile d'obtenir le « net 
coding gain » en comparant, a distance egale, les resultats a 10 Gb/s avec les resultats a 12,1 
Gb/s avec decodeur. D'abord, pour les distances ou la dispersion chromatique accumulee est 
superieure au seuil du decodeur, le decodeur n'est pas efficace et done les resultats sont 
forcement meilleurs a 10 Gb/s. Ensuite, il y a tres peu de tests pour lesquels le decodeur a 
corrige des erreurs sans aboutir a un taux d'erreur nul. En fait, les taux d'erreur ne devraient 
pas etre nuls en realite. Or, vu les temps de simulation importants, des taux d'erreur tres faibles 
ne peuvent pas etre obtenus en un temps raisonnable. Ainsi, il y a tres peu de points a 
comparer entre les simulations a 10 Gb/s et celles a 12,1 Gb/s avec decodeur. Finalement, les 
resultats de simulation du canal ont montre que le modele utilise semble beaucoup plus 
dispersif que les fibres utilisees en pratique. Par consequent, I'impact du surdebit est 
probablement surevalue. L'interference inter-symbole supplemental causee par le surdebit 
est, de ce fait, plus importante que ce qu'elle devrait etre. Ainsi, meme si des resultats 
pouvaient etre obtenus, ils ne representeraient pas les performances reelles du decodeur. 
Ces constatations ramenent a I'objectif principal, qui est de determiner si la modification qui 
sera proposee au chapitre 5 ameliore les performances du decodeur. Puisque la modification 
sera elle aussi appliquee avec un debit de 12,1 Gb/s, les comparaisons pourront se faire plus 
facilement. 
4.6 Resume 
Le decodeur initial repose sur I'utilisation du code turbo BCH(144,128) x BCH(256,239). Ce 
code est conforme a la norme G.709 quant au format de trame et les chercheurs de Mitsubishi 
ont obtenu de tres bons resultats en I'employant. Vu I'ajout de bits de redondance, il faut par 
contre transmettre a 12,1 Gb/s pour atteindre un debit de 10 Gb/s d'information. 
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L'avantage principal des turbo codes est que reformation obtenue lors du decodage des 
colonnes permet d'ameliorer le decodage des lignes, et vice-versa. Le decodage a decision 
ponderee est une amelioration supplemental, car elle permet de prendre une decision en 
fonction de la fiabilite de chacun des bits. L'algorithme de Chase repose sur la generation de 
patrons de test et le calcul de la fiabilite, introduit par Pyndiah, ajoute I'idee d'information 
extrinseque. 
Les simulations montrent que, jusqu'a un certain seuil pour la dispersion chromatique 
accumulee, le decodeur permet de corriger toutes les erreurs, ou la plupart d'entre elles. 
Toutefois, lorsque la dispersion chromatique accumulee est superieure au seuil, le decodeur 
donne des resultats semblables a un canal sans code correcteur d'erreurs. 
Les resultats de simulation ne permettent pas de comparer les performances avec et sans 
I'ajout du code correcteur d'erreur. Toutefois, I'objectif n'est pas de demontrer que le code 
correcteur d'erreur reduit considerablement le taux d'erreur, mais plutot que la modification 
proposee ameliore les performances du decodeur. En ce sens, les resultats obtenus sont 
suffisants pour atteindre I'objectif. Le prochain chapitre porte d'ailleurs sur la derniere etape 
pour atteindre cet objectif: l'algorithme de controle d'erreurs propose. 
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C H A P I T R E 5 
ALGORITHME DE CONTROLE D'ERREURS 
Dans les chapitres precedents, les problemes de la simulation du canal, de I'obtention du taux 
d'erreur et de I'algorithme de base du decodeur a decision ponderee ont ete regies. Tous les 
elements sont maintenant en place pour elaborer la solution proposee, soit un algorithme de 
controle d'erreur applique au phenomene de dispersion chromatique. 
Puisque I'algorithme final vise a tenir compte de I'effet de la dispersion chromatique sur la 
distribution des valeurs a la sortie du canal, la section 5.1 s'interessera a la valeur a la sortie du 
canal en fonction de la sequence de bits a I'entree. C'est a la section 5.2 que sera explique le 
cceur du systeme, soit I'algorithme de pretraitement du signal qui tiendra compte des resultats 
de la section 5.1 pour reduire davantage le taux d'erreur. Les resultats de simulation en 
conditions normales seront presentes a la section 5.3, tandis que la section 5.4, montrera 
I'impact d'un changement de condition, soit une modification du bruit ou de la dispersion 
chromatique accumulee, sur les performances du systeme. Une derniere section, la section 
5.5, proposera un apercu d'ensemble du systeme tel qu'il pourrait etre implante en pratique. 
5.1 Sortie du canal en fonction de la sequence de bits 
La dispersion chromatique fait en sorte que I'energie d'un bit s'etale sur les bits adjacents, done 
a la fois sur les bits suivants et les bits precedents. Par consequent, la valeur d'un bit a la sortie 
du canal depend autant de la sequence de bits qui le suit que de celle qui le precede. Puisque 
le code requiert un fonctionnement a 12,1 Gb/s pour transmettre 10 Gb/s d'information, les 
valeurs doivent etre obtenues en fonction d'un canal a 12,1 Gb/s. 
D'abord, il faut se demander combien de bits il est necessaire de considerer simultanement. La 
figure 5.1 presente la distribution statistique des ' 1 ' et des '0' avec une dispersion chromatique 
accumulee de 1400 ps/nm. Chaque courbe indique, en fonction du bit precedent et du bit 
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Figure 5.1 - Distribution statistique des '1 ' et des '0' - 1 bit avant et apres 
La figure 5.1 permet d'abord de constater Umportance de I'impact de la sequence de bits sur la 
valeur a la sortie du canal. Elle montre egalement I'existence d'une certaine symetrie : pour les 
'0', la distribution statistique de '001' est semblable a celle de '100' et pour les '1 ' , la distribution 
de '011' est semblable a celle de '110'. Cette observation confirme que I'energie des bits 
s'etale a la fois sur les bits suivants et sur les bits precedents. De plus, la plupart des 
distributions semblent morcelees. Cette observation laisse supposer que ces distributions sont 
constitutes de sous-distributions, d'ou I'interet d'investiguer la distribution statistique en ne 
considerant non pas un, mais deux bits de chaque cote du bit emis. La figure 5.2 presente les 
resultats obtenus. 
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Figure 5.2 - Distribution statistique des '1 ' et des '0' - 2 bits avant et apres 
Considerer 3 bits avant et 3 bits apres n'augmente pas considerablement la precision, et 
puisque la complexity augmente avec le nombre de bits consideres, il est preferable de limiter 
les resultats aux deux bits precedents et aux deux bits suivants. 
5.2 Explication de I'algorithme de pretraitement 
Le but de l'algorithme de pretraitement est de diminuer le taux d'erreur en complexifiant le 
processus de decision. Au lieu de comparer simplement la valeur regue avec un seuil de 
decision preetabli, la decision est prise en fonction a la fois de la valeur regue et des valeurs 
regues pour les bits environnants. En ce sens, la methode proposee se rapproche de la 
technique MLSE presentee au chapitre 1. Dans le but d'etre compatible avec un algorithme de 
decodage a decision ponderee, l'algorithme doit produire en sortie une valeur dependant de la 
fiabilite de la decision prise. 
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A la section 5.1, le choix a ete fait de limiter I'analyse aux deux bits precedents et aux deux bits 
suivants. Chaque bit transmis appartient done a Tune des 25=32 sequences possibles. En 
utilisant les resultats de la figure 5.2, il est possible de determiner quelles sequences sont les 
plus probables d'avoir ete envoyees. Par exemple, si la puissance moyenne d'un bit vaut 1,8, il 
est tres probable que le bit soit un '1 ' , precede de '01' et suivi de '10'. Toutefois, pour certaines 
valeurs a la sortie, plusieurs sequences sont probables. Dans ces cas, comment determiner la 
sequence la plus probable ? 
Une approche possible est de calculer, pour chacun des bits, sa probability d'appartenance a 
chacune des sequences. En obtenant la distribution statistique des valeurs a la sortie du canal, 
il est possible d'obtenir la valeur minimale Pmm et maximale Pmax que peut prendre la sortie du 
canal en fonction de la sequence et de la dispersion chromatique accumulee. Sans aucun 
bruit, la probability d'appartenance de la valeur _yy a une sequence k serait de 1 si 
i^ i n < yj < P^x et de 0 autrement. Or, puisque le bruit est non nul, il est possible que y. 
appartienne a la sequence k sans que P i^n < yj < P^ax. Soit a I'ecart-type du bruit, alors : 
P\yjsk] = 
2al
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siPk. <v <P 
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 —






 Siv. <Pr* mm 
Cette equation est representee graphiquement a la figure 5.3. 
Figure 5.3 - Courbe d'appartenance a la sequence k 
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Pour les premiers bits re?us, un calcul particulier est requis. En effet, les deux bits precedents 
I'envoi du premier bit sont connus. Ainsi, la probability d'appartenir a toute sequence k pour 
laquelle un de ces bits differe est nulle. 
La methode requiert la connaissance de I'ecart-type du bruit et de la dispersion chromatique 
accumulee. En theorie, I'operateur d'un reseau de communication par fibre optique connait ces 
valeurs. II connaTt le rapport signal sur bruit prevu a la reception et la longueur du lien. 
Toutefois, en pratique, les conditions exactes fluctuent dans le temps. C'est pourquoi un 
algorithme adaptatif permettant d'evaluer les conditions du canal est necessaire. L'impact 
d'une variation de ces conditions sur les performances de I'algorithme de pretraitement sera 
evalue a la section 5.5. 
Le calcul de probability permet d'ecarter les sequences improbables, mais une valeur y. a la 
sortie du canal peut encore appartenir a plusieurs sequences differentes. II faut done 
egalement tenir compte de I'information disponible pour les bits environnants. 
Si, par exemple, y} vaut 1, il peut appartenir aux sequences '11111', '00110', '01100' et 
'01010'. Pour determiner si la sequence '11111' est la bonne, il faut voir si _>>._,, le bit juste 
avant y}., appartient a '01111' ou a '11111'. Sinon, il est impossible que la sequence '11111' 
soit la bonne. II faut egalement verifier que >>_2 appartient a '00111', '01111', '10111' ou 
'11111', et pareillement pour yJ+l et yJ+2. Sous forme d'equation, on obtient: 
pt[mir] = p[y._2e'«iir]xifyH e'xnir]<p[y.€mir]>,p[y,+1 emix'],p[y.+2enixx-] 
(5.2) 
ou : 
4>>2 e'xxl 11'1=^2 e'0011 i]+f[yr2 e'0111 I]+P[Y^2 el011 \]+P[}).2 e'11111] 
P ^ . , e'.Tllir] = p[v;_, e'011ir]+i'[v;_1 e 'lllll '] 
(5.3) 
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et par symetrie: 
p[yJ+l €'imx']= p[yJ+le'nno']+p[yJ+le'nnr] 
p[yJ+2 £ ' l l l xx ' ]= p[yJ+2 e 11100']+ p[yj+2 e '11101']+ p[yJ+2 e '11110']+ p[yJ+2 e '11111'] 
(5.4) 
Bref, il faut determiner si I'appartenance d'un bit a une sequence est compatible avec 
I'appartenance des bits environnants aux sequences liees. 
Le meme calcul est repete pour chacune des 32 sequences possibles, pour chacun des bits. 
A la sortie, il faut obtenir une valeur qui indique a la fois si le bit est un T et un '0' et la fiabilite r 
de la decision prise. Soit r'f la valeur a la sortie pour le bit/ alors : 
YpT'xrlxx'] 
r] = M^ ]- (5.5) 
En mots, r' est la somme des probabilites obtenues par I'equation (5.2) ou le bit central est un 
'1 ' , divisee par la somme de toutes les probabilites obtenues par I'equation (5.2). En utilisant 
cette equation, rj varie entre 0 et 1. II vaut 0,5 si le T et le '0' sont equiprobables, et 
s'approche de 0 ou de 1 si la probabilite de I'un des bits est plus grande que I'autre. 
5.3 Res u I tats de simulation 
L'algorithme de pretraitement est d'abord utilise seul, sans ajout du code correcteur d'erreur et 
du decodeur. Les figures 5.4 et 5.5 comparent les resultats obtenus a un debit de 12,1 Gb/s 
avec et sans l'algorithme de pretraitement. 
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BER en fonction du OSNR suivant la dispersion chromatique accumulee 
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Figure 5.4 - BER en fonction du OSNR, algorithme de pretraitement employe seul 
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BER en fonction de la dispersion chromatique accumulee 
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Figure 5.5 - BER en fonction de la distance, algorithme de pretraitement employe seul 
Les resultats montrent que lorsque la dispersion chromatique accumulee est faible, I'algorithme 
de pretraitement ne permet pas de diminuer le taux d'erreur et peut meme I'augmenter. Par 
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contre, lorsque la dispersion chromatique accumulee est plus elevee, I'amelioration est 
significative. De plus, plus le rapport signal sur bruit est eleve, meilleurs sont les resultats. 
Le but de ralgorithme presente est d'etre utilise comme pretraitement avant I'application du 
code correcteur d'erreur. II faut done verifier si I'ajout de ralgorithme de pretraitement ameliore 
les performances du decodeur, performances obtenues au chapitre 4. II faut rappeler que le 
decodeur donne de bons resultats lorsque la dispersion chromatique accumulee est faible, 
alors qu'a I'inverse, ralgorithme de pretraitement performe mieux lorsque la dispersion 
chromatique est elevee. L'association de ces deux methodes complementaires permet-elle de 
reduire le taux d'erreur ? 
La figure 5.6 permet de comparer entre elles les performances des differentes methodes de 
correction. On y remarque que le decodeur a un comportement similaire avec ou sans 
pretraitement, e'est-a-dire qu'il n'ameliore pas les performances tant que le taux d'erreur est au 
dessus d'un certain seuil. Toutefois, grace a ralgorithme de pretraitement, le seuil est atteint 
pour une plus grande quantite de dispersion chromatique accumulee. Ainsi, pour un meme 
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Figure 5.6 - Comparaison des performances 
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necessite de connaitre ou d'estimerP^et i^ax 
Les simulations effectuees jusqu'a present supposent que les conditions exactes du canal sont 
connues en tout temps. En effet, le calcul de la probability d'appartenance de I'equation (5.1) 
qui dependent de la dispersion chromatique 
accumulee, ainsi queer, I'ecart-type du bruit. Or, en pratique, ces valeurs peuvent ne pas etre 
connues precisement et meme varier dans le temps. II faut done determiner I'impact d'une 
variation des conditions du canal sur les performances de l'algorithme, etape qui fait I'objet de 
la prochaine section. 
5.4 Performances suite a un changement de condition 
5.4.1 Impact d'une variation du rapport signal sur bruit 
L'algorithme de pretraitement suppose que le rapport signal sur bruit est connu. Qu'en est-il si 
le bruit estime est different du bruit reel? La figure 5.7 presente les performances pour un canal 
avec un OSNR de 15 dB selon que l'algorithme surestime ou sous-estime I'OSNR de 1, 3 ou 5 
dB. 
BER en fonction de la dispersion chromatique accumulee 
OSNR estime different du OSNR simule 
500 600 700 800 900 1000 1100 1200 1300 1400 
Dispersion chromatique accumulee (en ps/nm) 
Figure 5.7 - BER lorsque I'OSNR simule differe de I'OSNR estime 
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A la figure 5.7, les resultats sont meilleurs lorsque I'algorithme considere que le rapport signal 
sur bruit est de 20 dB, alors que I'OSNR reel est de 15 dB. L'amelioration se poursuit-elle si 
I'OSNR est davantage surestime ? A la figure 5.8, pour un OSNR reel de 15 dB, les 
performances sont les meilleures lorsque I'OSNR estime se situe entre 25 et 35 dB. En 
effectuant le meme test pour un OSNR reel de 20 dB, I'OSNR estime doit se situer entre 30 et 
45 dB pour obtenir les meilleures performances. Pourquoi en est-il ainsi? 
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Figure 5.8 - Impact s'une surestimation de I'OSNR 
Une cause possible est que le calcul de la probabilite d'appartenance a une sequence se fait a 
partir des extremites des valeurs possibles. Par exemple, pour la sequence '00000' et 1400 
ps/nm de dispersion chromatique accumulee, la valeur minimum sans bruit est de 0,0026, 
tandis que la valeur maximum est de 0,052. Si la valeur 0,054 est recue, le calcul de la 
probabilite se fait en utilisant la difference entre 0,052 et 0,054, done un bruit de 0,002. Or, la 
majorite des valeurs sans bruit ne se retrouvent pas aux extremites, mais quelque part entre 
les deux. Par consequent, le bruit reel est probablement superieur a 0,002, et la probabilite 
d'appartenance a la sequence est surestimee. 
Cette constatation ne remet toutefois pas en cause la methode de calcul de la probabilite 
d'appartenance. C'est meme a I'inverse un avantage: les performances sont optimales non 
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pas pour une seule valeur de OSNR, mais pour une plage de valeurs. En pratique, cela reduit 
la necessite d'ajuster en temps reel la valeur estimee de I'OSNR. Prenons I'exemple d'un canal 
ou I'OSNR prevu a la reception est de 15 dB. En prevoyant une marge de 3 dB, c'est-a-dire en 
prevoyant que la puissance du bruit pourrait doubler ou diminuer de moitie, I'estime de I'OSNR 
utilise par I'algorithme n'aurait pas a etre modifie. En effet, a 15 dB, les performances sont 
optimales entre 25 et 35 dB. A 12 dB, il faut plutot choisir entre 20 et 35 dB, tandis qu'a 18 dB, 
il faut prendre entre 30 et 40 dB. Par consequent, en choisissant un OSNR estime entre 30 et 
35 dB, il n'est pas necessaire d'ajuster la valeur choisie en temps reel lors de I'utilisation du 
systeme. 
5.4.2 Impact d'une variation de la dispersion chromatique accumulee 
II faut egalement verifier comment performe I'algorithme de pretraitement si la dispersion 
chromatique accumulee reelle est differente de la dispersion chromatique presumee ? En 
d'autres mots, le taux d'erreur augmente-t-il considerablement si, par exemple, I'algorithme 
suppose que la dispersion chromatique est de 700 ps/nm alors qu'elle est de 735 ps/nm? 
Avant de faire le test, il faut remarquer que les graphiques presentant le taux d'erreur en 
fonction de la dispersion chromatique accumulee peuvent etre divises en trois parties. Dans la 
premiere, entre 0 et environ 700 ps/nm, le taux d'erreur augmente en meme temps que la 
dispersion chromatique, mais peu. Dans la deuxieme partie, entre 700 et 900 ps/nm environ, le 
taux d'erreur augmente fortement. Finalement, dans la troisieme partie, le taux d'erreur 
demeure a peu pres constant malgre I'augmentation de la dispersion chromatique accumulee. 
En pratique, I'operation se ferait surtout dans la deuxieme partie, car c'est dans cette partie que 
le decodeur devient efficace et corrige les erreurs, pour passer d'un taux d'erreur relativement 
eleve a un taux d'erreur nul. 
La figure 5.9 presente le taux d'erreur en fonction du rapport signal sur bruit si, pour une 
dispersion chromatique accumulee de 805 ps/nm, I'estime fait par I'algorithme est plutot de 770 
ps/nm ou de 840 ps/nm. 
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Figure 5.9 - Impact de I'estimation de la dispersion chromatique accumulee 
Selon les resultats preserves a la Figure 5. 5.9, I'impact sur le taux d'erreur est faible si 
I'algorithme de pretraitement sous-estime la dispersion chromatique accumulee. L'impact est 
un peu plus grand toutefois si la dispersion chromatique est surestimee. Pour eviter ce 
probleme, il est possible de mettre en place un systeme de correction de revaluation de la 
dispersion chromatique accumulee. En conditions normales d'operation, la sortie du decodeur 
est sans erreur, c'est-a-dire que les erreurs presentes a la sortie de I'algorithme de 
pretraitement sont entierement corrigees par le decodeur. De ce fait, il est possible d'evaluer le 
taux d'erreur a la sortie de I'algorithme de pretraitement, et done de determiner si le taux 
d'erreur aurait ete inferieur en utilisant une autre valeur pour la dispersion chromatique 
accumulee. 
En pratique, le module de correction de revaluation de la dispersion chromatique accumulee 
serait constitue de deux modules de I'algorithme de pretraitement ainsi que d'un module de 
decision. Le module de decision comparerait le taux d'erreur obtenu en utilisant I'estimation 
actuelle de la dispersion chromatique accumulee avec ceux obtenus en utilisant une valeur 
legerement superieure ou inferieure. La valeur de dispersion chromatique retenue pour le mot 
de code suivant serait celle produisant le plus faible taux d'erreur. 
- 770 ps/nm 
- 805 ps/nrn 
- 840 ps/nm 
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5.5 Apercu d'ensemble 
Outre les composantes de base propres a tout recepteur (photodetecteur, integrateur, systeme 
de recuperation des impulsions d'horloge et de synchronisation), le systeme comporterait un 
module pour 1'algorithme de pretraitement, un module pour le decodeur, une memoire pour 
stocker les statistiques des valeurs a la sortie du canal et un module pour la mise a jour de 
I'estimation de la dispersion chromatique accumulee. La figure 5.10 presente un apercu du 
systeme. 
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Figure 5.10 - Schema du systeme 
Le fait que I'algorithme de controle d'erreur propose se base sur un systeme deja teste regie 
une consideration pratique importante. II est en effet raisonnable de penser qu'il est possible 
de batir physiquement le systeme compte tenu des technologies disponibles actuellement: 
I'equipe de Mitsubishi a deja fabrique un decodeur BCH(144,128) x BCH(256,239) avec 
succes [OUCHI et coll., 2006]. L'ajout propose, soit I'algorithme de pretraitement, n'ajoute pas 
beaucoup de complexite au systeme. II necessite quelques calculs, multiplications et additions, 
et un espace memoire pour stocker les informations relatives aux statistiques a la sortie du 
canal. Comparativement, le decodage demande des operations beaucoup plus complexes. 
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Par consequent, le systeme de correction d'erreurs propose semble une option realiste dans le 
contexte d'un reseau metropolitain operant a 10 Gb/s. 
5.6 Resume 
La dispersion chromatique a un grand impact sur ia distribution des valeurs a la sortie du canal. 
II est possible de tirer profit de cette connaissance grace a I'algorithme de pretraitement 
propose. Cet algorithme calcule la probability d'appartenance de chaque bit a chacune des 
sequences possibles, afin de determiner laquelle est la plus probable et par consequent, quelle 
valeur a ete emise. Les resultats sont tres concluants lorsque la dispersion chromatique 
accumulee est elevee, le taux d'erreur etant fortement reduit. 
L'utilisation de I'algorithme de pretraitement n'est toutefois pas suffisante pour permettre 
d'atteindre un taux d'erreur pratiquement nul. Pour ce faire, il faut le combiner avec le decodeur 
presente au chapitre 4. Utilises conjointement, les deux modules permettent d'augmenter 
considerabiement la distance limite de transmission a faible taux d'erreur. 
Pour une utilisation dans des conditions reelles, il est necessaire d'implanter un systeme temps 
reel d'estimation de la dispersion chromatique accumulee. Toutefois, il n'est pas necessaire 
d'evaluer le rapport signal sur bruit de facon continue, puisqu'un OSNR donne utilise par 
I'algorithme de pretraitement permet d'atteindre les performances optimales pour une plage 
assez large d'OSNR. 
Finalement, vu la simplicity de I'algorithme de pretraitement propose, il est raisonnable de 
penser qu'un systeme contenant a la fois le decodeur et I'algorithme de pretraitement pourrait 
etre bati physiquement en utilisant les technologies actuelles. 
106 
CONCLUSION 
Synthese et prise de position 
L'objectif du projet de recherche est la conception d'un compensateur de dispersion 
electronique performant et a faible cout pour un canal a 10 Gb/s dans le contexte d'un reseau 
metropolitain. La dispersion chromatique cause de Interference inter-symbole et constitue une 
limite importante a la distance maximale de transmission a partir de 10 Gb/s. Plusieurs 
solutions existent deja, les principales categories etant la pre-compensation, la compensation 
optique, legalisation et la correction d'erreurs. Dans le cadre du projet de recherche, la solution 
choisie est le turbo code BCH(144,128) x BCH(256,239), car les premiers resultats obtenus 
avec ce code correcteur d'erreurs sont impressionnants et semblent pouvoir etre ameliores. 
Pour tester les performances du compensateur propose, il faut d'abord simuler le canal, 
simuler I'impact de la dispersion chromatique sur un signal. La methode retenue consiste a 
obtenir la reponse en frequence du canal a partir de I'equation de Sellmeier. La simulation du 
canal reproduit egalement I'impact du recepteur, soit le transfert de la puissance optique en 
courant electrique et la bande passante limitee de I'electronique. Le signal est module suivant 
le format NRZ-OOK et la numerisation est faite a huit echantillons par bit pour respecter le 
theoreme d'echantillonnage. 
L'hypothese selon laquelle la limite de propagation est atteinte lorsque la moitie de I'energie se 
retrouve dans les bits adjacents est infirmee lors du calcul du taux d'erreur. Pour I'obtention 
des performances du systeme, la methode Monte Carlo est choisie a la fois pour sa simplicity 
et parce qu'elle s'applique avec ou sans decodeur. Les resultats permettent egalement de 
conclure que le modele utilise pour les simulations est plus dispersif qu'une fibre optique reelle. 
Par consequent, il n'est pas possible de mesurer de maniere absolue ('amelioration apportee 
par I'algorithme propose par rapport a un canal sans decodeur. 
Le decodeur a decision ponderee de base repose sur I'algorithme de Chase et sur le calcul de 
la fiabilite de Pyndiah. Les simulations montrent I'existence d'un seuil dans les performances : 
le decodeur permet de corriger la plupart des erreurs uniquement si le taux d'erreur initial est 
en deca d'une certaine valeur. 
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Le decodeur de base ne tire par contre pas profit du caractere deterministe de la dispersion 
chromatique. Les simulations montrent qu'a cause de la dispersion chromatique, la distribution 
des valeurs a la sortie du canal est fortement influencee par la sequence des bits emis. 
L'algorithme propose se limite a etudier pour chaque bit I'impact des deux bits precedents et 
des deux bits suivants. II calcule la probability d'appartenance de chaque bit a chacune des 
sequences possibles, puis determine quelle sequence est la plus probable. Employe seul, 
l'algorithme permet de reduire le taux d'erreur lorsque la dispersion chromatique accumulee est 
elevee. 
Ici, il est bon de rappeler I'hypothese de travail: tenir compte de I'effet de la dispersion 
chromatique sur la distribution statistique du bruit augmente I'efficacite du FEC en presence de 
dispersion chromatique. Les resultats obtenus au chapitre 5 confirment cette hypothese. En 
effet, I'utilisation de 1'algorithme de pretraitement ameliore grandement les performances du 
code correcteur d'erreur etudie. 
Finalement, puisque l'algorithme de pretraitement propose est simple, un systeme contenant a 
la fois le decodeur et l'algorithme de pretraitement pourrait tres probablement etre realise 
physiquement en utilisant les technologies actuelles. 
Nouvelles perspectives de recherche 
Pour ameliorer ce travail de recherche, il faudrait d'abord raffiner le modele utilise pour les 
simulations afin qu'il se rapproche plus des resultats obtenus en pratique avec la fibre optique. 
Le piaillement pourrait egalement etre ajoute au modele, afin de verifier si l'algorithme peut etre 
utilise avec un autre modulateur que le modulateur Mach-Zender. Autre modification possible : 
raffiner le modele utilise pour le bruit afin qu'il se rapproche le plus possible du bruit rencontre 
en pratique. 
Outre ('amelioration du modele de simulation, il faudrait egalement s'attarder a un aspect 
pratique important: la quantification au decodeur. En effet, toutes les valeurs simulees par le 
logiciel MATLAB ont une precision de 64 bits. Sur une puce, effectuer les calculs sur 64 bits 
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demanderait trap d'espace. Quel serait I'impact d'une reduction du nombre de bits ? Combien 
de bits sont necessaires pour obtenir de bons resultats ? 
II faut egalement se questionner par rapport au temps de simulation. Serait-il possible 
d'atteindre des taux d'erreur de I'ordre de 10"12 en un temps raisonnable ? Deux avenues de 
recherche sont possibles: reduire considerablement les temps de simulation ou utiliser une 
methode autre que Monte Carlo. L'echantillonnage strategique (Importance Sampling) et la 
methode Monte Carlo multicanonique sont des candidats interessants, s'il s'avere possible de 
les adapter pour de tres longs mots de code. 
Finalement, I'etape ultime serait de valider les resultats experimentalement, c'est-a-dire 
concevoir en details le circuit imprime requis et le faire fabriquer, puis le tester en utilisant laser, 




CALCUL DE LA CONSTANTE DE TEMPS DU SYSTEME D'ORDRE 1 
Pour un systeme passe-bas d'ordre un, la reponse a I'echelon vaut: 
y = l-e-'/T (AI.1) 
A trouver: la constante de temps r necessaire pour que la sortie y passe de 10% a 90% de sa 
valeur finale en 25 ps. 
Soit ti I'instant ou y atteint 10% de sa valeur finale, soit 0,1. Mors on obtient: 
0,l = l - e~ ' l / r 
e~
l,/T
 = 0,9 (AI.2) 
t{ = -T ln(0.9) 
De la meme facon, en posant t2 I'instant ou y atteint 0,9, soit 90% de sa valeur finale, on 
obtient: 
/ 2 =-r ln(0 . l ) 
(AI.3) 
On sait egalement que y doit passer de 0,1 a 0,9 en 25 ps, d'ou : 
t2 - tx = 25ps 
(AI.4) 
En combinant les equations, on obtient: 
-Tln(0,l)+rln(0,9) = 25pj (AI.5) 
D'ou : x = 11,378/w 




CALCUL DE LA TRANSFORMEE DE FOURIER DU SIGNAL 
Le but est de calculer la transformee de Fourier du signal suivant 
0,25 T T 1,25 T 
Figure All. 1 - Signal pour le calcul de la transformee de Fourier 
II serait possible d'utiliser directement la formule de la transformee de Fourier: 
00 
M(co)= \m(t)e-jm,dt (AIM) 
- c o 
Mais quelques proprietes de la transformee de Fourier et une table de resultats peuvent 
simplifier les calculs. En effet, la transformee de Fourier est une fonction lineaire, c'est-a-dire 
que : 
ax{t) + by(t) <^aX(o)) + b Y(CO) (Al 1.2) 




Figure All.2 - Signal triangulaire 
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Mathematiquement: 
si f(t) = 
(AII.3) 
f I I i 
1 _ 7 n - r , a l o r s F{CO) = T 




avec sinc(x) = sin(x) 
En prenant r = 0,257 et en additionnant 4 exemplaires de cette fonction decales dans le 
temps, il est possible de reconstituer le signal initial. 
m(t)i 
/77\A 
/ (1 ) \ (2 j X l3 ' i / , f 4 ; \ / 7V/\7V" \ 
i—z—i—±— > — t 
1,25 T 
Figure AII.3 - Reconstitution du signal a partir du signal triangulaire 
La propriete du decalage temporel permet de terminer le calcul 
x(t-t0)^e'M"X(co) 
Ainsi, on a: 
(All.4) 
M{m) = 0.257 -/fflO.257' , , 
e sine 
(coT^ 




CALCUL DU POURCENTAGE D'ENERGIE DANS LES BITS ADJACENTS 
L'objectif est de determiner quel pourcentage de I'energie emise par un bit se retrouve dans un 
bit adjacent. II faut done en premier lieu etablir I'energie totale produite par le bit. 
Par definition, I'energie totale Etot vaut: 
Etot = [p{t)dt (AIII.1) 
P(t) s'obtient a partir de Pf(n), la puissance instantanee des echantillons, en faisant une 
interpolation lineaire. Ainsi, P(t) sera definie par intervalle de duree T. Soit E„ I'energie 
contenue dans I'une de ces intervalles, alors on a : 
N-\ 
Etot=Y.En (ANI.2) 
et E„ = [Pn(t)dt (AIII.3) 
ou P„(t) est la fonction resultant de I'interpolation lineaire entre les echantillons Pf(n) et Pf(n+1) 
P„(t) = mt + c (AIII.4) 
Pf(n + l)-Pf(n) 
avec m = — 
T 
c = Pf(n) 
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Pour un intervalle: 
En = {Pn(t)dt=l 
Pf(n + 1)-Pf(n) 
T 
t + Pf(n)kit (AIII.5) 
E„ = 
Pf(n + l)-Pf(n)t2 
IT f\nK +\pf(ny 
PM+PAn + lf 
Etot = I 
N
-^Pf(n)+Pf(n + l)' 
«=o 
(All 1.6) 
Ebu ~ 2-i 
Pf(n) + Pf(n + l} 
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OPTIMISATION DE LA DIVISION EN SEQUENCES 
Une facon de reduire le temps de simulation est de diviser la sequence a simuler, de 36864 
bits, en plus petites sequences. En effet, il est plus rapide de simuler deux fois 128 bits qu'une 
fois 256 bits. Par contre, il faut s'assurer que les resultats de simulation demeurent valables 
malgre cette modification. 
D'abord, quels sont les choix possibles ? Idealement, la division choisie devrait etre un facteur 
de 36 864, pour eviter de simuler des bits en trop. Le tableau AIV.1 en presente la liste. 








































Un critere important est le temps de simulation. Pour des raisons pratiques, il faudrait qu'une 
simulation pour 36864 bits puisse s'effectuer en une heure environ, ou plutot 3600 secondes. 
En supposant que les temps de simulation demeurent constants, simuler par sequences de 
256 bits ne serait alors pas envisageable, car il faudrait simuler 144 sequences de 256 bits et a 
242 secondes par sequence, la simulation durerait environ 34848 secondes. Simuler par 
sequences de 128 bits ne serait pas acceptable non plus, car une telle simulation prendrait 
environ 2 heures et demi. 
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Toutefois, le temps de simulation n'est pas le seul critere applicable. II faut egalement s'assurer 
que les resultats obtenus sont valables malgre la division de la sequence. Pour mieux 
comprendre, il est interessant de reprendre I'exemple des simulations de 256 bits et 128 bits. 
Soit une meme suite de 256 bits simulee deux fois. La premiere fois, les 256 bits sont simules 
ensemble. La seconde fois, les bits sont separes en 2 sequences de 128 bits. Comparer les 
resultats des deux simulations permet de voir I'impact de la division de la sequence. La figure 
AIV.1 presente le resultat d'une telle experience. Deux observations peuvent etre faites. 
Premierement, la difference entre les resultats est generalement faible. L'erreur mediane est 
de 2,84x10"4. Deuxiemement, les erreurs importantes sont concentrees pres des extremites 
des sequences, ici les bits 0, 128 et 256. II faut garder a I'esprit que la meme relation existe 
certainement entre les resultats de la simulation de 256 bits et, par exemple, une simulation de 
512 bits ou tout autre multiple de 256. 
Difference entre une sequence de 256 bits et 2 sequences de 128 bits 
A . . > 
~0 50 100 150 200 250 
Figure AIV.1 - Difference entre la simulation de 256 bits et deux sequences de 128 bits 
De ces observations decoule la conclusion suivante : la division de la sequence permet 
d'obtenir des resultats valables, en autant qu'une mesure est prise pour limiter l'erreur aux 
extremites. Une mesure possible est de simuler plus de bits qu'il n'est necessaire. Par 
exemple, ajouter les demiers bits de la sequence precedente et les premiers bits de la 




























des bits supplementaires ajoutes. La figure AIV.1 presente les memes resultats que la figure 
AIV.2, a la difference que les deux premiers bits de la deuxieme sequence ont ete ajoutes lors 
de la simulation de la premiere sequence et que les deux derniers bits de la premiere 
sequence ont ete ajoutes lors de la simulation de la deuxieme sequence. On remarque que 
cette mesure a permis de reduire considerablement I'erreur autour du 128e bit. 
Difference entre line sequence de 256 bits et 2 sequences de 128 bits 
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Figure AIV.2 - Effet de I'ajout de bits sur I'erreur aux extremites 
Puisque les simulations seront effectuees maintes et maintes fois, il est interessant a ce stade-
ci d'optimiser la combinaison nombre de bits par sequence / nombre de bits supplementaires 
afin d'obtenir le meilleur compromis entre la precision des resultats et le temps de simulation. 
Le test effectue est le suivant: chaque combinaison nombre de bits par sequence / nombre de 
bits supplementaires a I'etude est simulee, pour atteindre une sequence totale de 288 bits. Par 
exemple, pour la combinaison 36,12, 8 sequences de 36 bits sont simules et pour chaque 
sequence, les 12 bits precedents et suivants sont consideres lors des simulations. Le nombre 
288 est choisi car parmi les facteurs de 36864 simulables en un temps raisonnable, c'est lui qui 
possede le plus grand nombre de facteurs. 
Une fois les sequences simulees, les resultats sont compares a une sequence test de 288 bits, 
afin de determiner I'erreur moyenne et I'erreur maximale. Pour eviter I'effet d'erreur aux 
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extremites, seulement les 200 bits centraux sont compares. II faut egalement simuler pour 
plusieurs sequences et pour piusieurs distances afin de s'assurer de la validite des resultats. 
Nous nous limiterons toutefois a trois simulations : deux sequences differentes a 80 km et une 
autre a 40 km. 
Voici la procedure suivie afin de trouver la meilleure combinaison possible. D'abord, les 
resultats sont tries pour obtenir les 30 combinaisons ayant la plus faible erreur moyenne ainsi 
que les 30 combinaisons ayant la plus faible erreur maximale. Seules les combinaisons 
figurant dans les deux listes sont retenues. Puis, pour ces combinaisons, on compile I'erreur 
moyenne et I'erreur maximale pour les deux autres simulations. La figure AIV.3 presente les 
valeurs maximales des resultats obtenus pour les 3 essais, pour les combinaisons retenues. 
Les combinaisons 36,13 et 16,16 se demarquent des autres. Toutefois, en regardant I'echelle 
des axes, on se rend compte que pour toutes ces combinaisons, I'erreur moyenne et I'erreur 
maximale sont plutot faibles. En effet, pour I'erreur maximale, le maximum est de 0,0058 et le 
minimum de 0,0031. Pour I'erreur moyenne, les valeurs varient entre 1,8x10"4 a 9,4x10"4. On 
peut done juger que toutes ces combinaisons produisent des resultats acceptables et se 
pencher sur le temps de simulation. 











CIS, 14 d 2 > 1 5 
=32,14 
06.15 





1 2 3 4 5 6 7 8 9 10 
Erreur moyenne maximale (sur 3 essais)
 1 n-
4 
Figure AIV.3 - Maximum sur 3 essais pour I'optimisation de la combinaison 
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Or, il y a une assez grande difference pour les temps de simulation. La simulation la plus 
rapide s'effectue en 19,2 s tandis que la plus lente s'effectue en 33,4s. La difference peut 
sembler faible, mais pour 36684 bits, cela represente 41 minutes comparativement a 71 
minutes. 
Les combinaisons suivantes ont un temps de simulation proche de 20 secondes : 16,13 ; 16,14 
; 9,14 ; 12,14 ; 18,13. La figure AIV.4 reprend les memes donnees que la figure AIV.3, mais 
cette fois-ci les simulations les plus rapides sont mises en evidence. La combinaison 16,14 








































2 3 4 5 6 7 8 9 10 
Erreur moyenne maximale (sur 3 essais)
 10-
4 
Figure AIV.4 - Mise en evidence des plus courts temps de simulation 
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ANNEXE V 
CALCUL DE LA FIABILITE DE LA DECISION 
Soit Xj la decision prise au bit/ Alors la fiabilite de la decision au bit/ se calcule comme suit: 
A{Xj)-\n 
XJ=1 
x ,=0 | (AV.1) 
ou P Xj = I|RJ est la probability que x,, ley6 bit emis, soit un T , sachant que R a ete recu. 
Or, P[xj = 1|RJ n'est pas facilement calculable. En appliquant la loi de Bayes, il est toutefois 
possible de simplifier I'equation. 
La loi de Bayes s'enonce comme suit: P[a = b\c\ = P[c\a = b]x P[a - b] m (AV.2) 
En I'appliquant, on obtient 
Xj = 1R p[R|x;. =l]xP[jc7. =l] m 
r , i P [R|X, =o lxP[x , =0 
JC, = OR = - L - L i L—^ 
(AV.3) 
(AV.4) 
En supposant que les differents mots de code sont distribues uniformement et done que 
p[xj = 1 j = P[XJ = 0j, alors on obtient: 
A[xj)=ln R\Xj = 1 
R\XJ = ° jy 





ou S}j est I'ensemble des mots de code JCj tel que ley6 bit de C vaut '1'. 
De meme, on peut ecrire : P\R\XJ = o] = ]T P [ R | X = C ] 
C'sS" 
(AV.7) 
D'ou: A(jcy) = ln 
^>[R|X = C [ 
CeS 
I>lR|x = cJ 
VC'£SJ 
(AV.8) 








En substituant: A(x,)=ln 
EexP 





















C e S 


















Puisque \n(ab) = ln(a) + ln(b) et que In — = ln(a) - \n(b), on a done 
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A









R-Cu) i R-C 2 \ 
2a2 
J 
R _ C o 0 ) 2 
2a2 




L'approximation qui est faite est que pour un haut rapport signal sur bruit, le second terme tend 
vers 0. D'ou l'approximation suivante : 
A ' f e ) = ^ R - C 0(7) R - C 1(7) (AV.13) 
II faut maintenant se questionner sur le lien entre la fiabilite d'un bit et la valeur recue a la sortie 
du canal. Soit _y. la decision a la sortie du canal obtenue a partir de r. et du seuil de decision. 
Alors la fiabilite de y} se calcule comme suit: 
A(y,)=ln * ;
















D'ou: r, =<72A(y,.)+0,5 (AV.15) 
Si Ton suppose qu'il existe la meme relation entre !a fiabilite de la decision et la valeur du bit a 
utiliser pour I'etage suivante du decodeur, on obtient: 
r; = cr2A'(x,)+0,5 = 0,5 ^°(7)|2 ID r'lO')!2 R - C u u ; - R - C 1 + 0,5 (AV.16) 
Pour optimiser les performances du decodeur, il faut toutefois apporter une modification a cette 
equation. Cette derniere fonctionne bien si le seuil de decision est fixe a 0,5. Or, il a ete vu au 
chapitre 3 que le seuil de decision optimal evolue en fonction de la dispersion chromatique 
accumulee et ne vaut generalement pas 0,5. II est done preferable d'utiliser I'equation 
suivante: 
r] = 0,5 R - C xOO) 2 - I R - C 1 ( 7 ) | 2 U seuil (AV.17) 
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