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Abstract
Coefficients of expansion of a function by trigonometric, algebraic and spherical harmonic orthogonal
polynomials are related to the smoothness of that function. Hausdorff–Young type and Hardy–Littlewood
type inequalities will be utilized. Expressions involving the Fourier transform of a function are also related
to the measure of smoothness of that function.
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1. Introduction
Hausdorff–Young type inequalities for various expansions were used to estimate measures
of smoothness of a function from below in terms of the coefficients of the expansions of that
function for L p(D), 1 ≤ p ≤ 2 (see [7]). A different estimate from below for f ∈ L p(D), 1 <
p ≤ 2, is given here using Hardy–Littlewood type inequalities. For sequences satisfying certain
conditions we show that f is in Lq , q ≥ 2, and its smoothness is estimated from above in
that range. This will be done by utilizing the “second faces” of the Hausdorff–Young and of the
Hardy–Littlewood inequalities. In this paper, we deal with such relations in four situations:
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(I) For f ∈ L p(T d) its norm and smoothness are related to expressions using the coefficients
of its expansion by einx in Sections 2 and 3.
(II) For f ∈ L p[−1, 1] its norm and smoothness are related to expressions using the coefficients
of its expansion by the Legendre polynomials in Section 4.
(III) For f ∈ L p(Sd−1), where Sd−1 is the unit sphere in Rd , its norm and smoothness are related
to expressions using the coefficients of its expansion by spherical harmonic polynomials in
Sections 5 and 6.
(IV) For f ∈ L p(Rd) its norm and smoothness are related to expressions involving its Fourier
transform in Section 7.
In most cases we had to give the analogues of the Hausdorff–Young and of the
Hardy–Littlewood inequalities, which are of interest by themselves. From the nature of these
types of inequalities the estimates from above and below are for the ranges q ≥ 2 and p ≤ 2
respectively, which intersect only for p = 2.
While there are many similarities, the four situations have significant differences. The
Hausdorff–Young and the Hardy–Littlewood analogues are somewhat different. (For f on Sd−1
there is more than one possibility of each.) The measures of smoothness are varied as well for
the different cases.
In each of the four situations we first establish the two faces (for p ≤ 2 and for p ≥ 2
respectively) of both the analogues of the Hausdorff–Young and the Hardy–Littlewood
inequalities. We then apply these inequalities to appropriate realization functionals, each selected
to suit the particular expansion and represent smoothness in the case of function in L p(D) for
the given domain, D.
I hope that the estimates, ideas and structure given here will be used for the cases treated here
and give rise to new estimates in other cases.
2. Results for L p(T d), 1 < p ≤ 2
For f ∈ L p(T d) the expansion
f (x) ∼

n∈Zd
f (n)einx, f (n) = 1
(2π)d

T d
f (x)e−inxdx (2.1)
was related in [7, Theorem 4.1] to the smoothness of f . In this section we explore further
relations.
The expansion (2.1) satisfies the following Hardy–Littlewood type theorem.
Theorem 2.1 (Hardy–Littlewood). For f ∈ L p(T d), 1 < p ≤ 2 one has
n∈Zd
(1+ |n|)(p−2)d |f (n)|p1/p ≤ Ap(d)∥ f ∥L p(T d ). (2.2)
Suppose for 2 ≤ q <∞, n ∈ Zd , cn satisfies
n∈Zd
(1+ |n|)(q−2)d |cn|q <∞. (2.3)
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Then f ∼n∈Zd cneinx satisfies f ∈ Lq(T d) and
∥ f ∥q ≤ Aq(d)

n∈Zd
(1+ |n|)(q−2)d |cn|q
1/q
. (2.4)
Here and elsewhere
|x| = |(x1, . . . , xd)| = (x21 + · · · + x2d)1/2, |n| = (n21 + · · · + n2d)1/2.
While Theorem 2.1 is probably known for all d , and for d = 1 is proved in many texts
(see [10, Vol. II, p. 182] and [15, Vol. II, (3.19), p. 109] for example), I could not find a reference
to it when d > 1. For the convenience of the reader, I give below the modifications needed to
establish Theorem 2.1 for d > 1 as well.
Proof. To prove (2.2) we should estimate the sequence (1 + |n|)d | f (n)| in ℓp(Zd) with the
weight (1 + |n|)−2d by ∥ f ∥L p(T d ). For p = 2 this clearly follows from Parseval’s identity
n∈Zd |f (n)|21/2 = ∥ f ∥L2(T d ). We will use the Marcinkiewicz interpolation formula to
obtain (2.2). As | f (n)| ≤ ∥ f ∥1, we have
m

n : (1+ |n|)d | f (n)| > t ≡ 
(1+|n|)d | f (n)|>t (1+ |n|)
−2d
≤

(1+|n|)d> t∥ f ∥1
(1+ |n|)−2d
≤

|n|d>C1 t∥ f ∥1
(1+ |n|)−2d ≡ It .
As the sum

|n|>A (1+|n|)−2d ≤ C A−d , we have It ≤ C1 ∥ f ∥1t with A =
 t
∥ f ∥1
1/d , which
completes the proof of (2.2).
To prove (2.4) we use duality. We write for g ∈ L p(T d)
 1
p + 1q = 1

 |n|≤N cng(−n)
 =
 |n|≤N (1+ |n|)

1− 2q

d
cn · (1+ |n|)

1− 2p

d g(−n) ,
and proceed, using Ho¨lder’s inequality, to follow [10, Vol. II, p. 184] and complete the
proof by showing that BN = |n|≤N cng(−n) is a Cauchy sequence which is bounded by
n∈Zd |cn|q(1 + |n|)(q−2)d
1/q∥g∥p. Therefore, fN = |n|≤N cneinx is a Cauchy sequence
in Lq which tends to f ∼n∈Zd cneinx in Lq . 
The measure of smoothness ωℓ( f, t)L p(T d ) is given by
ωℓ( f, t)B = sup
|h|<t
∥∆ℓh f ∥B (2.5)
where B is a Banach function space on T d or Rd and where ∆h f (x) = f (x + h) − f (x)
and ∆k+1h f (x) = ∆h∆kh f (x). (In this section B = L p(T d) and we write ωℓ( f, t)p =
ωℓ( f, t)L p(T d ).)
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The average on the sphere, Vr f (x), is given by
Vr f (x) = 1mr

|x−y|=r
f (y)dy, Vr 1 = 1. (2.6)
The combination Vℓ,t f (x) is given by
Vℓ,t f (x) = 2
2ℓ
ℓ
 ℓ
j=1
(−1) j

2ℓ
ℓ− j

V j t f (x). (2.7)
In fact, for B = L p(T d) (and for B = L p(Rd)) ∥ f −Vℓ,t f ∥B and ωr ( f, t)B represent measures
of smoothness. The notation Ψ(t) ≈ Φ(t) means C−1Ψ(t) ≤ Φ(t) ≤ CΨ(t).
For B = L p(T d) with d > 1 or B = L p(Rd) with d > 1 and 0 < θ < π/2ℓ
sup
0<τ≤t
∥Vℓ,t f − f ∥B ≈ ∥Vℓ,t f − f ∥B ≈ inf
∆ℓg∈B
(∥ f − g∥B + t2ℓ∥∆ℓg∥B)
= Kℓ( f,∆, t2ℓ)B (2.8)
which was proved for B = L p(Rd) in [2] and the modifications needed for L p(T d) were given
in [9, Section 9]. For B = L p(T d) or L p(Rd)d ≥ 1 we have
sup
0≤τ≤t
∥Vℓ,τ f − f ∥B ≤ ω2ℓ( f, t)B,
and for d = 1 the inequality is replaced by equivalence.
In fact, for d > 1 and 1 < p <∞ ∥Vℓ,t f − f ∥p ≈ ω2ℓ( f, t)p where ∥ · ∥p stands for ∥ · ∥B
with B = L p(T d) or B = L p(Rd), and ω2ℓ( f, t)p stands for ω2ℓ( f, t)B with B = L p(T d) or
B = L p(Rd). To show the above mentioned equivalence one has only to verify that
ω2ℓ( f, t)p ≤ C∥Vℓ,t f − f ∥p.
Using a function gt such that ∥ f − gt∥p + t2ℓ∥∆ℓgt∥p ≤ 2Kℓ( f,∆, t2ℓ)p and the K -
functional equivalent to ω2ℓ( f, t)p, we have to show that for each direction ξ

∂
∂ξ
2ℓ
gt

p
≤ C(p)|∆2ℓgt ∥p, 1 < p <∞
which is implied by
∥∂2ℓgt∥p ≤ C(p)∥∆2ℓgt∥p, 1 < p <∞
where ∂2ℓ ≡  ∂
∂x1
ℓ1 · · ·  ∂
∂xd
ℓd , ℓ1 + · · · + ℓd = 2ℓ for all such ℓi . That last inequality is
valid using the Marcinkiewicz Multiplier Theorem which for L p(Rd) is given in [11, p. 363,
Theorem 5.2.4] and for that particular case by [11, p. 366, Example 5.2.6 m2(ξ)].
For L p(T d) we obtain the inequality using the above and the transference result given in [11,
p. 224, Theorem 3.6.7].
For 1 ≤ p ≤ 2 an estimate from below of the measure of smoothness by an expression
involving the sequence f (n)was given in [7, Theorem 4.1]. We now obtain a completely different
relation.
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Theorem 2.2. For f ∈ L p(T d), 1 < p ≤ 2 and t ≤ t0
n∈Zd
min(1, t |n|)2ℓp(1+ |n|)(p−2)d | f (n)|p1/p
≤

C p,ℓ∥Vℓ,t f − f ∥L p(T d ), d > 1
C p,ℓ sup
0<τ≤t
∥Vℓ,τ f − f ∥L p(T d ), d ≥ 1 (2.9)
and for d = 1
n∈Z
min(1, t |n|)ℓp(1+ |n|)(p−2)| f (n)|p1/p ≤ C p(ℓ)ωℓ( f, t)L p(T ). (2.10)
Proof. It is known (see [2, p. 273] and [9, Section 9]) that
∥ f − ηt f ∥L p(T d ) + t2ℓ∥∆ℓηt f ∥L p(T d ) ≈
∥Vℓ,t f − f ∥L p(T d ), d > 1
sup
0<τ≤t
∥Vℓ,τ f − f ∥L p(T d ) d ≥ 1 (2.11)
where (ηt f )∧(n) = f (n)η(t |n|) with η(y) satisfying
η(y) ∈ C∞[0,∞), η(y) = 1 for y ≤ 1/2,
η(y) = 0 for y ≥ 1 and 0 ≤ η(y) ≤ 1. (2.12)
It is also known that for 1 ≤ p ≤ ∞
∥ f − ηt f ∥L p(T ) + tℓ∥η(ℓ)t f ∥L p(T ) ≈ ωℓ( f, t)L p(T ). (2.13)
Using the triangle inequality and then Theorem 2.1, we now write
n∈Zd
min(1, t |n|)2ℓp(1+ |n|)(p−2)d |f (n)|p1/p
≤

n∈Zd
(1+ |n|)(p−2)d |( f − ηt f )∧(n)|p
1/p
+ t2ℓ

n∈Zd
(1+ |n|)(p−2)d
 |n|2ℓ(ηt f )∧(n)p1/p
≤ C ∥ f − ηt f ∥L p(T d ) + t2ℓ∥∆ℓηt f ∥L p(T d ) .
In view of (2.12), the proof of (2.9) is complete. (We note that for d = 1, ∆ℓ =  ddx 2ℓ.) The
proof of (2.10) is similar using (2.13) instead of (2.11). 
3. Results for { f (n)w(n)} ∈ ℓ p, p ≤ 2
In Section 2 and in [7, Theorem 4.1] the measure of smoothness of f ∈ Lq(T d)was estimated
from below by the norm of weighted ℓp(p ≤ 2) and ℓq(q ≥ 2) respectively.
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In this section we show that for sequences f (n) satisfying certain conditions the measure
of smoothness of f is estimated from above. Of course, because of the nature of both the
Hausdorff–Young and of the Hardy–Littlewood inequalities, the ranges for which the estimates
from above and below have only L2(T d) as their intersection.
Theorem 3.1. Suppose cn,n ∈ Zd satisfies (2.3) for some q, 2 ≤ q < ∞. Then for f ∼
n∈Zd cneinx and d > 1
ω2ℓ( f, t)q ≤ C∥ f − Vℓ,t f ∥Lq (T d )
≤ C1

n∈Zd
(1+ |n|)(q−2)d min(1, |n|t)2ℓq |cn|q
1/q
; (3.1)
and for d = 1
ωℓ( f, t)Lq (T ) ≤ C

n∈Z
(1+ |n|)(q−2) min(1, |n|t)ℓq |cn|q
1/q
. (3.2)
Proof. We observe that (2.3) and the boundedness of the right hand side of (3.1) and (3.2) are
equivalent. Also, we note that for 1 < q < ∞, d > 1, ω2ℓ( f, t)q and ∥Vℓ,t f − f ∥Lq (T d ) are
equivalent. We use (2.11) for 2 ≤ q < ∞, ηt given in (2.11) and fN = |n|≤N cneinx (which
clearly satisfies fN ∈ Lq(T d)) to write
∥ fN − ηt fN∥q + t2ℓ∥∆ℓηt fN∥q
≤ C
 
|n|≤N
(1+ |n|)(q−2)d |cn|q

1− η(|n|t)q1/q
+Ct2ℓ
 
|n|≤N
(1+ |n|)(q−2)|cn|q |n|2ℓη(|n|t)q
1/q
≤ 22ℓC
 
|n|≤N
(1+ |n|)(q−2)d |cn|q min(1, |n|t)2ℓq
1/q
+C
 
|n|≤N
(1+ |n|)(q−2)d |cn|q min(1, |n|t)q
1/q
≤ (22ℓ + 1)C

n∈Zd
(1+ |n|)(q−2)d |cn|q min(1, |n|t)q
1/q
.
We now note that simple consideration implies that fN is a Cauchy sequence in the norm
∥ fN − ηt fN∥q + t2ℓ∥∆ℓηt fN∥q converging to f , and (3.1) is proved. The proof of (3.2) is
similar. 
In [7, Theorem 4.1] an estimate of the coefficients of the Fourier expansion by the moduli
of smoothness, employing for the proof the Hausdorff–Young inequality is given. Following the
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same method used in the proof of Theorem 3.1 and the second face of the Hausdorff–Young
inequality, we obtain (for a different range) the following upper estimate of the measure of
smoothness by an expression related to the Fourier coefficients.
Theorem 3.2. Suppose {cn} ∈ ℓp(Zd) for some p, 1 ≤ p ≤ 2. Then for d > 1
∥Vℓ,t f − f ∥Lq (T d ) ≤ C p

n∈Zd
min(1, t |n|)2ℓp|cn|p
1/p
; (3.3)
and for d = 1
ωℓ( f, t)Lq (T ) ≤ C p

n∈Z
min(1, t |n|)ℓp|cn|p
1/p
(3.4)
where q−1 + p−1 = 1 and f ∼n∈Zd cneinx.
Proof. The Hausdorff–Young Theorem implies f ∈ Lq(T d). A procedure almost identical
to that used in the proof of Theorem 3.1 is used to complete the proof. We note that for
1 < q < ∞, d > 1, ω2ℓ( f, t)Lq (T d ) ≈ ∥Vℓ,t f − f ∥Lq (T d ), but for q = ∞ or q = 1 this is
no longer the case. 
4. Relation with ωrϕ( f, t) p
For a function f (x) on [−1, 1], its moduli of smoothness, ωrϕ( f, t)p, are given by
ωrϕ( f, t)p ≡ ωrϕ( f, t)L p[−1,1] = sup|h|≤t ∥∆
r
hϕ f ∥L p[−1,1] (4.1)
where ϕ(x)2 = 1− x2 and
∆rhϕ f (x) =

r
k=0
(−1)k
r
k

f

x +

r
2
− k

hϕ(x)

, x ± r
2
hϕ(x) ∈ [−1, 1]
0, otherwise.
The Legendre polynomials pk(x) are given by
d
dx
(1− x2) d
dx
pk(x) ≡ P(D)pk(x) = −k(k + 1)pk(x), 1
−1
pk(x)pn(x)dx = δk,n .
(4.2)
We write
f (x) ∼
∞
k=0
ck pk(x) when cn =
 1
−1
f (x)pn(x)dx . (4.3)
For f ∈ L p[−1, 1] expanded by the Legendre polynomials i.e. f satisfies (4.3), a relation
between {cn} and ωrϕ( f, t)p when f ∈ L p, 1 ≤ p ≤ 2, was already established in [8]
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using a Hausdorff–Young type theorem. Here we obtain an almost opposite relation for the
complementary range of p. We also obtain an analogue of the Hardy–Littlewood theorem and
as a result of it, different relations between {cn} and ωrϕ( f, t)p for the regions 1 < p ≤ 2 and
2 ≤ p <∞.
The analogue of the Hardy–Littlewood inequality is given in the following theorem, which
can be deduced as a corollary from [13, Theorems 3.2 and 3.6] (for (4.4) and (4.6) respectively).
It seems that quoting, using and adjusting the results of [13] to the present situation would not
be very space saving over the direct proof which is given below.
Theorem 4.1. For f ∈ L p[−1, 1], 1 < p ≤ 2, and ck given by (4.3) ∞
k=0
(k + 1)3(p−2)/2|ck |p
1/p
≤ Ap∥ f ∥L p[−1,1]. (4.4)
Suppose 2 ≤ q <∞ and the sequence {cn} satisfies
∞
k=0
(k + 1)3(q−2)/2|ck |q <∞. (4.5)
Then f ∼∞k=0 ck pk satisfies f ∈ Lq [−1, 1] and
∥ f ∥Lq [−1,1] ≤ Aq
 ∞
k=0
(1+ k)3(q−2)/2|ck |q
1/q
. (4.6)
Proof. To prove (4.4) we note that for p = 2 (4.4) is the Parseval identity. We may consider
the left hand side as the ℓp weighted norm of the sequence {(k + 1)3/2ck}∞k=0 with the weight
{(k + 1)−3}∞k=0. We now write
m{k : (1+ k)3/2|ck | > t} ≡

(1+k)3/2|ck |>t
(1+ k)−3 ≡ It .
As |pk(x)| ≤ C(1+ k)1/2, |ck | ≤ C∥ f ∥1(1+ k)1/2 and hence
It ≤

C(1+k)2> t∥ f ∥1
(1+ k)−3 ≤

k>C1

t
∥ f ∥1
1/2(1+ k)
−3 ≤ C2 ∥ f ∥1t .
The last estimate is a weak (1,1) estimate which, using the Marcinkiewicz interpolation
theorem, implies (4.4).
To prove (4.6) we consider the polynomials QN =Nk=0 ck pk . For any g ∈ L p[−1, 1], 1 <
p ≤ 2, g ∼∞k=0 ak pk(x) which, by (4.4), satisfies ∞
k=0
(k + 1)3(p−2)/2|ak |p
1/p
≤ Ap∥g∥L p[−1,1],
and choose p−1 + q−1 = 1.
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We now write
|⟨QN , g⟩| =
 N
k=0
(ck · ak)

≤
N
k=0
|ck |(1+ k)3

1− 2q

/2|ak |(1+ k)3

1− 2p

/2
≤

N
k=0
|ck |q(1+ k)3(q−2)/2
1/q N
k=0
|ak |p(1+ k)3(p−2)/2
1/p
≤ Ap

N
k=0
|ck |q(1+ k)3(q−2)/2
1/q
∥g∥L p[−1,1].
This type of estimate establishes QN as a Cauchy sequence in Lq which converges to
f ∼∞k=0 ck pk in Lq [−1, 1] and f satisfies (4.6). 
In [8, Lemma 2.2] a Hausdorff–Young type estimate of ∥ f ∥L p[−1,1] from below was given.
The estimate of ∥ f ∥Lq [−1,1], 2 ≤ q <∞ from above is given in the following result.
Theorem 4.2. Suppose 1 ≤ p ≤ 2 and {cn}∞n=0 satisfies
∞
n=0 n
( 1p− 12 )|cn|p < ∞. Then
f ∼∞n=0 cn pn with pn(x) of (4.2) and
∥ f ∥Lq [−1,1] ≤ C

|c0|p +
∞
n=1
n

1
p− 12

|cn|p
1/p
, q−1 + p−1 = 1. (4.7)
Proof. Recalling that ∥ f ∥L2[−1,1] =
∞
n=0 |cn|2
1/2, and using |pn(x)| ≤ cn1/2 for n ≥ 1 to
write
∥ f ∥L∞[−1,1] ≤
∞
n=0
|cn pn(x)| ≤ C1

|c0| +
∞
n=1
|cn|n1/2

,
the Stein extension of the Riesz–Thorin theorem implies (4.7) (see [12, Theorem 2, p. 485]
and [1, Theorem 2.11, p. 164]). 
We now recall (see [3, Corollary 7.2] and [5]) that for f ∼ ∞n=0 cn pn, f ∗ ∼ ∞n=r cn pn
and 1 < p <∞, we have
ωrϕ( f, t)p = ωrϕ( f ∗, t)p ≈ ∥ f ∗ − ηt f ∗∥p + tr
−P(D)r/2ηt f ∗
p
(4.8)
where p represents L p[−1, 1], ηt f = [1/t]n=0 η(nt)cn pn(x) with η(y) of (2.12) and−P(D)αηt f ∼[1/t]n=1 n(n + 1)αη(nt)cn pn .
The smoothness ωrϕ( f, t)p is related to the sequence {cn} in the following theorem.
Theorem 4.3. Suppose f ∈ L p[−1, 1], 1 < p ≤ 2 and ck is given by (4.3). Then ∞
k=r
(k + 1)3(p−2)/2 min(1, kt)r p|ck |p
1/p
≤ Apωrϕ( f, t)p. (4.9)
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Suppose 2 ≤ q <∞ and the sequence {ck} satisfies (4.5). Then for f ∼∞k=0 ak pk
ωrϕ( f, t)q ≤ Aq
 ∞
k=r
(1+ k)3(q−2)/2 min(1, kt)rq |ck |q
1/q
. (4.10)
Suppose 1 < p ≤ 2 and the sequence cn satisfies ∞k=1 k( 1p− 12 )|ck |p < ∞. Then for
f ∼∞n=0 cn pn
ωrϕ( f, t)q ≤ Ap
 ∞
k=r
k

1
p− 12

min(1, kt)r p|ck |p
1/p
. (4.11)
Proof. For 1 < p ≤ 2 we use the triangle inequality, then (4.4) with f ∗ − ηt f ∗ and ηt f ∗
(recalling k(k + 1) ≤ 2k2) and then (4.8) to write ∞
k=r
min(1, tk)r p(1+ k)3(p−2)/2|ck |p
1/p
≤
 ∞
k=r
(1+ k)3(p−2)/2|ck − η(kt)ck |p
1/p
+
 ∞
k=r
(1+ k)3(p−2)/2(kt)r p|η(kt)ck |p
1/p
≤ Ap
∥ f ∗ − ηt f ∗∥p + tr∥−P(D)r/2ηt f ∗∥p 
≤ A′pωrϕ( f, t)p,
which establishes (4.9). To prove (4.10) we note that the boundedness of the right hand side
already implies (4.5) and f ∼ ∞k=0 ck pk ∈ Lq [−1, 1]. We now use (4.8), then the triangle
inequality and finally (4.6) to write
ωrϕ( f, t)q = ωrϕ( f ∗, t)q
≤ C∥ f ∗ − ηt f ∗∥q + tr∥−P(D)r/2ηt f ∗∥q
≤ C
 ∞
k=r
(1+ k)3(q−2)/21− η(kt)q |ck |q1/q
+ tr
 ∞
k=r
(1+ k)3(q−2)/2η(kt)qk(k + 1)rq/2|ck |q1/q .
We have 1 − η(kt) = 1 for kt ≥ 1, 1 − η(kt) = 0 for kt ≤ 12 and as 0 ≤ η(y) ≤ 1,
1 − η(kt) ≤ 2r (kt)r for 12 ≤ kt ≤ 1 and hence 1 − η(kt) ≤ 2r min(1, kt)r . We have η(kt) ≤ 1
for kt ≤ 1 and hence η(kt)k(k + 1)r/2tr ≤ 2r/2kr tr for kt ≤ 1 and as η(kt) = 0 for
kt ≥ 1, η(kt)k(k + 1)r/2tr ≤ 2r/2 min(1, kt)r .
Combining the above estimates, we complete the proof of (4.10). The proof of (4.11) follows
similar lines using Theorem 4.2 instead of (4.6) of Theorem 4.1. 
Following the notations and ideas in [8], the results of this section can be extended to
polynomial expansions with respect to Jacobi weights. The statements of the results will be
somewhat messier and the K -functional (given in [8]) will have to replace ωrϕ( f, t)p but no
essential new idea is required.
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On the other hand, attempting to achieve analogues of the results of this section for
approximation on a simplex will require new ideas and estimates that at present elude me.
5. Spherical harmonics on the unit sphere Sd−1, d ≥ 3
On the unit sphere Sd−1 the Laplace–Beltrami operator ∆ is given by
1 f (x) = 1F(x), x ∈ Sd−1 ≡ {x = (x1, . . . , xd) : x21 + · · · + x2d = 1},
∆ = ∂
2
∂x21
+ · · · + ∂
2
∂x2d
, F(x) = f

x
|x|

, x ∈ Rd \ {0}. (5.1)
The eigenspace Hk of ∆ is the set of spherical harmonic polynomials on Sd−1 given by
Hk = {ϕ : 1ϕ = −k(k + d − 2)ϕ}. (5.2)
Hk is of dimension dk, dk ≈ (k+1)d−2 (see [14, p. 145]). For an orthonormal basis {Yk,ℓ(x)}dkℓ=1
of Hk we write
f ∼
∞
k=0
dk
ℓ=1
ak,ℓYk,ℓ, ak,ℓ ≡ ak,ℓ( f ) =

Sd−1
f (x)Y k,ℓ(x)dx. (5.3)
We denote by |Sd−1| the Lebesgue measure of Sd−1.
We have the following Hausdorff–Young type theorem which is different from that given in [7,
Theorem 3.1] and in the next section will lead to different relations with smoothness than those
given in [7, Theorem 3.2].
Theorem 5.1. Suppose that f ∈ L p(Sd−1) for some p, 1 ≤ p ≤ 2, and that {ak,ℓ} are given
by (5.3) for some orthonormal basis of Hk, {Yk,ℓ}dkℓ=1. Then ∞
k=0
d
1
q − 12
k

dk
ℓ=1
|ak,ℓ|2
q/21/q
≤ |Sd−1| 12− 1p ∥ f ∥L p(Sd−1),
p−1 + q−1 = 1, q <∞ (5.4)
and
sup
k
d−1/2k

dk
ℓ=1
|ak,ℓ|2
1/2
≤ |Sd−1|−1/2∥ f ∥L1(Sd−1). (5.4′)
Suppose for some p, 1 ≤ p ≤ 2, the sequence {ak,ℓ}, k ≥ 0, 1 ≤ ℓ ≤ dk , satisfies∞
k=0 d
1
p− 12
k
dk
ℓ=1 |ak,ℓ|2
p/2
< ∞. Then for any orthonormal basis {Yk,ℓ}dkℓ=1 of Hk, f ∼∞
k=0
dk
ℓ=1 ak,ℓYk,ℓ satisfies f ∈ Lq and
|Sd−1| 12− 1q ∥ f ∥Lq (Sd−1) ≤
 ∞
k=0
d
1
p− 12
k

dk
ℓ=1
|ak,ℓ|2
p/21/p
, p−1 + q−1 = 1. (5.5)
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Proof. For p = q = 2 both (5.4) and (5.5) are the Parseval identity ∞k=0 dkℓ=1 |ak,ℓ|2 =
∥ f ∥2
L2(Sd−1)
. To prove (5.4), we note that
dk
ℓ=1
|ak,ℓ|2

=

Sd−1
f (x)
dk
k=1
ak,ℓYk,ℓ(x) dx
=

dk
ℓ=1
|ak,ℓ|2
1/2 
Sd−1
f (x) Yk(x) dx
where Yk(x) = dkℓ=1 ak,ℓ
(
dk
ℓ=1 |ak,ℓ|2)1/2
Yk,ℓ(x), and hence Yk(x) is an element of Hk satisfying
Sd−1 Yk(x) Yk(x) dx = 1. Therefore, Yk ≡ Y ∗k,1 can be part of an orthonormal basis of Hk, {Y ∗k,ℓ},
and hence (see [14, p. 144]) satisfies
|Yk(x)|2 ≤
dk
ℓ=1
|Y ∗k,ℓ(x)|2 =
1
|Sd−1| dk .
This implies
dk
ℓ=1 |ak,ℓ|2
1/2 ≤ ∥ f ∥L1(Sd−1) d1/2k|Sd−1|1/2 and hence (5.4′), which is essentially
(5.4) for p = 1 and q = ∞. The extension by Stein of the Riesz–Thorin interpolation theorem
(see [12, Theorem 2, p. 485] and [1, Theorem 3.6, p. 213]) completes the proof of (5.4), using the
weighted ℓp(N ) space with the entries
dk
ℓ=1 |ak,ℓ|2
1/2 and the weights interpolated between
1 and d−1/2k .
To prove (5.5) we write
∥ f ∥L∞(Sd−1) ≤ supx
∞
k=0
dk
ℓ=1
|ak,ℓ| |Yk,ℓ(x)|
≤ sup
x
∞
k=0

dk
ℓ=1
|ak,ℓ|2
1/2 dk
ℓ=1
|Yk,ℓ(x)|2
1/2
=
∞
k=0

dk
ℓ=1
|ak,ℓ|2
1/2
d1/2k
|Sd−1|1/2 ,
which is (5.5) for p = 1 and q = ∞ and we use again the Stein extension of the Riesz–Thorin
interpolation theorem, this time to complete the proof of (5.5). 
We note that the Hausdorff–Young type inequality given in [7] was ∞
k=1
d−1k b
q
k
1/q
≤ 1
|Sd−1| 12− 1q
∥ f ∥L p(Sd−1) with bk =
dk
ℓ=1
|ak,ℓ|, (5.6)
where 1 < p ≤ 2 and q−1 + p−1 = 1. It seems that the inequalities (5.4) and (5.6) are
independent and have different applications.
The analogues of the Hardy–Littlewood inequalities for expansions by spherical harmonic
polynomials are given in the following theorem.
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Theorem 5.2. For f ∈ L p(Sd−1), 1 < p ≤ 2 and ak,ℓ = ak,ℓ( f ) given by (5.3) one has ∞
k=1
(1+ k)(p−2)d/2

dk
ℓ=1
|ak,ℓ|2
p/21/p
≤ cp(d)∥ f ∥L p(Sd−1). (5.7)
Suppose 2 ≤ q <∞ and ak,ℓ with 0 ≤ k and 1 ≤ ℓ ≤ dk satisfies
∞
k=0
(1+ k)(q−2)d/2

dk
ℓ=1
|ak,ℓ|2
q/2
<∞. (5.8)
Then for any basis of Hk, {Yk,ℓ}dkℓ=1 the function f satisfying f ∼
∞
k=0
dk
ℓ=1 ak,ℓYk,ℓ is in
Lq(Sd−1) and
∥ f ∥L p(Sd ) ≤ Cq
 ∞
k=0
(1+ k)(q−2) d2

dk
ℓ=1
|ak,ℓ|2
q/21/q
. (5.9)
For f ∈ L p(Sd−1), 1 < p ≤ 2 and bk =dkℓ=1 |ak,ℓ| where ak,ℓ are given by (5.3), one has ∞
k=0
(1+ k)(p−2)d−1k bpk
1/p
≤ C p∥ f ∥L p(Sd−1). (5.10)
Proof. For p = 2, (5.7) and (5.9) are the Parseval identity. Moreover, for p = 2 we follow [7,
p. 984] to obtain
∞
k=0 d
−1
k b
2
k ≤ ∥ f ∥2L2(Sd−1) and hence (5.10) is settled for this case as well.
To prove (5.7) we consider it as a transformation to the space L p(Sd−1) from the sequence
(1+k)d/2 Ak ≡ (1+k)d/2
dk
ℓ=1 |ak,ℓ|2
1/2 in the weighted ℓp space with the weight (1+k)−d .
For p = 1 we will show that this transformation is weak (1,1). To prove that we write
m

k : (1+ k)d/2 Ak > t
 = 
k
(1+ k)−d : (1+ k)d/2 Ak > t

≡ It .
In Theorem 5.1 we proved that |S
d−1|
d1/2k
Ak ≤ ∥ f ∥L1(Sd−1), and as d1/2k ≈ (1 + k)
d
2−1, t <
(1 + k)d/2 Ak < C(1 + k)d−1∥ f ∥L1(Sd−1). Therefore, It ≤ C
∥ f ∥L1(Sd−1)
t , and we use the
Marcinkiewicz interpolation theorem to complete the proof of (5.7).
To prove (5.10) we consider the transformation to the space L p(Sd−1) from the sequence
(1 + k)bk in the weighted ℓp space with the weights d−1k (1 + k)−2. As the boundedness of the
transformation in case p = 2 is already established, we now examine the case p = 1. To do this,
we write
m{k : (1+ k)bk > t} ≡

(1+k)bk>t
d−1k (1+ k)−2 ≡ It .
Since d−1k bk ≤ 1|Sd−1|1/2 ∥ f ∥L1(Sd−1) and dk ≈ (1 + k)d−2, we have {k : (1 + k)bk > t}
is in {k : C1∥ f ∥1(k + 1)d−1 > t} or (k + 1) > C2(t/∥ f ∥L1(Sd−1))1/(d−1), and hence
It ≤ C3
∥ f ∥L1(Sd−1)
t . We now complete the proof of (5.10) using the Marcinkiewicz interpolation
theorem.
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We prove (5.9) by duality. We define QN = Nk=0 dkℓ=1 ak,ℓYk,ℓ with ak,ℓ which satisfy
(5.8). For any g ∈ L p
p−1 + q−1 = 1 we write g ∼∞k=0 dkℓ=1 ck,ℓYk,ℓ and
|⟨QN , g⟩| =
 N
k=0
dk
ℓ=1
ak,ℓ ck,ℓ

≤
N
k=0

dk
ℓ=1
|ak,ℓ|2
1/2 dk
ℓ=1
|ck,ℓ|2
1/2
≡
N
k=0
AkCk
=
N
k=0
(1+ k)

1− 2q

d
2 Ak(1+ k)

1− 2p

d
2 Ck
≤

N
k=0
(1+ k)(q−2) d2 Aqk
 1
q

N
k=0
(1+ k)(p−2) d2 C pk
1/p
≤ C

N
k=0
(1+ k)(q−2) d2 Aqk
1/q
∥g∥L p(Sd−1).
As the above is valid for all g ∈ L p, QN is a Cauchy sequence, and moreover, it converges to
f ∼∞k=0 dkℓ=1 ak,ℓYk,ℓ in Lq(Sd−1) which satisfies (5.9). 
Remark 5.3. The inequalities (5.4), (5.5), (5.7) and (5.8) are independent of the choice of the
basis of Hk , while the inequalities (5.6) and (5.10) do depend on it, but are valid for any choice
of the basis.
6. Smoothness of functions on the sphere Sd−1, d ≥ 3, and the coefficients of their
expansions
In this section we relate the coefficients of the expansion (5.3) to the smoothness of the
function. The moduli of smoothness of f on the sphere are given by (see [6])
ωr ( f, θ)p ≡ ωr ( f, θ)L p(Sd−1) = sup{∥∆rρ f ∥p : ρx · x ≥ cos θ, x ∈ Sd−1} (6.1)
where ρ ∈ SO(d) (the orthogonal matrices on Rd ),∆ρ f (x) = f (ρx)− f (x) and∆m+1ρ f (x) =
∆ρ

∆mρ f (x)

. The K -functional K2α( f,∆, t2α)p is given by
K2α( f,∆, t2α)p = inf∥ f − g∥p + t2α∥(−∆)αg∥p : (−∆)αg ∈ L p(Sd−1) (6.2)
where α > 0, (−∆)αg ∼ ∞k=1 k(k + d − 2)α dkℓ=1 ck,ℓYk,ℓ for g satisfying g ∼∞
k=0
dk
ℓ=1 ck,ℓYk,ℓ. For 1 ≤ p ≤ ∞
K2α( f,∆, t2α)p ≈ ∥ f − ηt f ∥p + t2α∥(−∆)αηt f ∥p (6.3)
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where ηt f ∼ ∞k=0 η(kt)dkℓ=1 ak,ℓYk,ℓ for f of (5.3) and η(y) of (2.12) (see for instance
[2, p. 281] which deduces it from [5]). For integer r and small θ(0 < θ ≤ θ0)
K2r ( f,∆, θ2r )p ≈ ∥ f − Sr,θ f ∥p, 1 ≤ p ≤ ∞, (6.4)
(with no supremum on the right hand side) where
Sθ f (x) = 1mθ

x·y=cos θ
f (y)dy, Sθ1 = 1 (6.5)
and
Sr,θ f = 2
2r
r
 r
j=1
(−1) j

2r
r − j

S jθ f (x) (6.6)
(see [2]).
Furthermore, (see [4, p. 202])
Kr ( f,∆, tr )p ≈ ωr ( f, t)p, 1 < p <∞. (6.7)
Using the above concepts of smoothness, we obtain the following relations between
smoothness of f and {ak,ℓ( f )}.
Theorem 6.1. Suppose that f ∈ L p(Sd−1), 1 < p ≤ 2, ak,ℓ are given by (5.3) and dk is the
dimension of Hk (see (5.2)). Then ∞
k=1
d
1
q − 12
k min(1, tk)
rq

dk
ℓ=1
|ak,ℓ|2
q/21/q
≤ Apωr ( f, t)p, q−1 + p−1 = 1; (6.8)
 ∞
k=1
(1+ k)(p−2)d/2 min(1, tk)r p

dk
ℓ=1
|ak,ℓ|2
p/21/p
≤ Apωr ( f, t)p ; (6.9)
and  ∞
k=1
(1+ k)p−2d−1k min(1, tk)r p

dk
ℓ=1
|ak,ℓ|
p 1/p
≤ Apωr ( f, t)p. (6.10)
For even r = 2m ω2m( f, t)p can be replaced by ∥Sm,t f − f ∥p in (6.8)–(6.10). For even r
and p = 1, we also have
sup
k
d−1/2k min(1, tk)
2m

dk
ℓ=1
|ak,ℓ|2
1/2
≤ ∥Sm,t f − f ∥L1(Sd−1). (6.8′)
Proof. For the proof of (6.8)–(6.10) we use the estimates (5.4), (5.7) and (5.10) respectively. For
even r, r = 2m we use (6.4) and (6.7). For even r and p = 1 we use (6.4). With the use of (6.3)
and (6.7), which is applicable to (6.8)–(6.10), the proof is similar for each of these inequalities,
and I will give details for the proof of (6.9) and leave the details for (6.8) and (6.10) to the reader.
The inequality (5.7) of Theorem 5.2 implies that the sum on the left of (6.9) is bounded. We
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use η(y) of (2.12), the triangle inequality and (A + B)p ≤ 2p(Ap + B p) to write ∞
k=1
(1+ k)(p−2)d/2 min(1, tk)r p

dk
ℓ=1
|ak,ℓ|2
p/21/p
≤ 2
 ∞
k=1
(1+ k)(p−2)d/2 min(1, tk)r p

dk
ℓ=1
ak,ℓ1− η(kt)2p/21/p
+ 2
 ∞
k=1
(1+ k)(p−2)d/2 min(1, tk)r p

dk
ℓ=1
|ak,ℓη(kt)|2
p/21/p
≡ J (t).
Clearly, min(1, tk)r

1−η(kt) ≤ 1−η(kt), and as η(kt) = 0 for kt ≥ 1, min(1, kt)rη(kt) ≤
(kt)rη(kt). This implies
J (t) ≤ 2
 ∞
k=1
(1+ k)(p−2)d/2

dk
ℓ=1
ak,ℓ1− η(kt)2p/21/p
+ 2tr
 ∞
k=1
(1+ k)(p−2)d/2

dk
ℓ=1
kr |ak,ℓ η(kt)|2
p/21/p
.
We note that k2r ≤ [k(k+d−2)]r and then use (5.7) of Theorem 5.2 applied to the sequences
ak,ℓ( f )

1− η(kt) and ak,ℓ( f )k(k + d − 2)r/2
for the first and second expression respectively and obtain
J (t) ≤ C∥ f − ηt f ∥p + tr∥(−∆)r/2ηt f ∥p.
Therefore, using (6.3) and then (6.7), we have (6.9). 
For f ∈ Lq(Sd−1), 2 ≤ q <∞ we have the following estimates of smoothness from above.
Theorem 6.2. Suppose the sequence ak,ℓ with 0 ≤ k and 1 ≤ ℓ ≤ dk satisfies (5.8) for
2 ≤ q <∞. Then for f ∼∞k=0 dkℓ=1 ak,ℓYk,ℓ we have
ωr ( f, t)q ≤ Aq
 ∞
k=1
(1+ k)(q−2)d/2 min(1, kt)rq

dk
ℓ=1
|ak,ℓ|2
q/21/q
. (6.11)
Suppose for some 1 ≤ p ≤ 2, ∞k=0 d 1p− 12k dkℓ=1 |ak,ℓ|2p/2 < ∞. Then f ∼∞
k=0
dk
ℓ=1 ak,ℓYk,ℓ, f ∈ Lq where q−1 + p−1 = 1 and for q <∞
ωr ( f, t)q ≤ Ap
 ∞
k=0
d
1
p− 12
k min(1, kt)
r p

dk
ℓ=1
|ak,ℓ|2
p/21/p
; (6.12)
and for q = ∞, ℓ = 2m
∥Sm,t f − f ∥L∞(Sd−1) ≤ A
∞
k=0
d1/2k min(1, kt)
2m

dk
ℓ=1
|ak,ℓ|2
1/2
. (6.12′)
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Both (6.11) and (6.12) are valid for f ∼ ∞k=0 dkℓ=1 ak,ℓYk,ℓ for any basis Yk,ℓ of Hk . For
even r = 2m one can replace ω2m( f, t)q by ∥Sm,t f − f ∥q in both (6.11) and (6.12).
Proof. We will use Theorems 5.1 and 5.2 for the proof of (6.12) (or (6.12′)) and (6.11)
respectively. We will give details for the proof of (6.11), and the proof of (6.12) (with the usual
modifications for (6.12′)) is similar. We note that we do not have the case q = ∞ for (6.11),
but we do have p = 1 in (6.12′), since in Theorem 5.2 we use the Marcinkiewicz interpolation
theorem and in Theorem 5.1 the Stein extension of the Riesz–Thorin interpolation theorem and
(5.4) was proved. To prove (6.11) we note that for q ≥ 2 as a result of (6.3) and (6.7) we have
ωr ( f, t)q ≈ ∥ f − ηt f ∥q + tr∥(−∆)r/2ηt f ∥q .
Therefore, using (5.8) of Theorem 5.2, we have
∥ f − ηt f ∥q + tr∥(−∆)r/2ηt f ∥q
≤ C
 ∞
k=0
(1+ k)(q−2)d/21− η(kt) dk
ℓ=1
|ak,ℓ|2
q/21/q
+
 ∞
k=0
(1+ k)(q−2)d/2η(kt)tr k(k + d − 2)r/2q dk
ℓ=1
|ak,ℓ|2
q/21/q
.
Using the definition of η(y) in (2.12), we have
1− η(kt) ≤ 2r min(1, tk)rq and
η(kt)

t2k(k + d − 2)rq/2 ≤ 2rq/2 min(1, tk)rq ,
which imply (6.11). That we can replace ω2m( f, t)q by ∥Sm,t f − f ∥q in (6.11) and (6.12) follows
from (6.4). 
7. Relations between f and f
The Fourier transform is given by
f (ξ) = 
Rd
f (x)e−2π ixξdx. (7.1)
The following result is the Hardy–Littlewood Theorem for relations between f and f .
Theorem 7.1 (Hardy–Littlewood). Suppose f (x) ∈ L p(Rd), d ≥ 1, 1 < p ≤ 2. Then
Rd
(1+ |ξ |)d(p−2)|f (ξ)|pdξ1/p ≤ C p(d)∥ f ∥L p(Rd ). (7.2)
Suppose a locally integrable function ϕ(ξ) satisfies for d ≥ 1, 2 ≤ q <∞
Rd
(1+ |ξ |)d(q−2)|ϕ(ξ)|qdξ <∞. (7.3)
Then there exists f such that f = ϕ and
∥ f ∥Lq (Rd ) ≤ Cq(d)

Rd
(1+ |ξ |)d(q−2)|ϕ(ξ)|q
1/q
. (7.4)
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While I believe that Theorem 7.1 is known, I was unable to find a reference for it, and as I
need it for the relations with smoothness, I give below a proof for the convenience of the reader.
Proof. To prove (5.2) we note that for p = 2 it is the Plancherel Theorem (see for instance [14,
p. 17]). We consider (7.2) as a transformation from (1+|ξ |)d f (ξ) in the weighted L p(Rd) space
with weight (1 + |ξ |)−2d into L p(Rd). We now deal with p = 1. Considering the set At = {ξ :
(1+|ξ |)d | f (ξ)| > t}, we note that as |f (x)| ≤ ∥ f ∥L1(Rd ), (1+|ξ |)d∥ f ∥1 ≥ (1+|ξ |)d |f (ξ)| > t
and hence for ξ ∈ At , (1+ |ξ |)d ≥ t∥ f ∥1 . We now have
At
(1+ |ξ |)−2ddξ ≤

(1+|ξ |)≥Mt
(1+ |ξ |)−2ddξ ≤ C(Mt )−d ,
and with Mt =

t
∥ f ∥1
1/d
the transformation from (1 + |ξ |)d |f (ξ) to f is weak (1,1).
Consequently, using the Marcinkiewicz interpolation theorem, we have (7.2).
We now prove the second part of Theorem 7.1.
We define ϕR(ξ) by ϕR(ξ) =

ϕ(ξ) |ξ | ≤ R
0 |ξ | > R. As ϕR ∈ L1, fR(x) given by fR(x) =
∨
ϕR(x)
exists and fR(ξ) = ϕR(ξ). (That is, fR(x) is the inverse Fourier transform of ϕR .) For any
g ∈ L p with p−1+ q−1 = 1 and hence 1 < p ≤ 2, g(ξ) exists and satisfies (7.2). We now write
IR =

Rd
fR(x)g(x)dx =

Rd
fR(ξ) ·g(ξ)dξ = 
Rd
ϕR(ξ)g(ξ)dξ , (7.5)
which is valid for g ∈ L1 (see [11, 2.2.6(b), p. 107]) and for g ∈ L2 by the Plancherel theorem.
Hence, (7.5) is valid for g ∈ L1 + L2; and as when 1 ≤ p ≤ 2, L p ⊂ L1 + L2, (7.5) is valid for
all g ∈ L p(Rd), 1 ≤ p ≤ 2. Therefore,
|IR | ≤

Rd
|ϕR(ξ)|(1+ |ξ |)d

1− 2p

|g(ξ)|(1+ |ξ |)d1− 2p dξ
≤

Rd
|ϕk(ξ)|q(1+ |ξ |)d(q−2)dξ
1/q
Rd
|g(ξ)|p(1+ |ξ |)d(p−2)dξ1/p
≤

Rd
|ϕR(ξ)|q(1+ |ξ |)d(q−2)dξ
1/q
∥g∥L p(Rd ).
As the above is valid for all g ∈ L p, (7.3) implies that fR converges in Lq(Rd). Moreover,f (ξ) = ϕ(ξ). 
To relate the Fourier transform to a concept of smoothness, we define the K -functional
K2α( f,∆, t2α)p as follows
K2α( f,∆, t2α)p = inf
∥ f − g∥p + t2α∥(−∆)αg∥p : (−∆)αg ∈ L p (7.6)
where (|2πξ |2αg)∨ = (−∆)αg, Ψ∨ is the inverse Fourier transform and the infimum can be
taken on g ∈ S (the Schwartz test functions). In fact,
K2α( f,∆, t2α) ≈ ∥ f − ηt f ∥p + t2α∥(−∆)2αηt f ∥p (7.7)
where ηt f is given by (ηt f )∧(ξ) = η(t |ξ |)f (ξ) with η(y) of (2.12).
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For the proof of (7.7) we follow [2, Corollary 2.5] where it is proved for integer α and the
same proof works for α > 0. We can now state and prove the following relations between f (ξ)
and the smoothness of f (different from those in [7]).
Theorem 7.2. Suppose that f (x) ∈ L p(Rd), d ≥ 1, 1 < p ≤ 2, and α > 0. Then
Rd
(1+ |ξ |)d(p−2) min(1, t |ξ |)2αp|f (ξ)|p1/p ≤ C p(d, α)K2α( f,∆, t2α)p. (7.8)
Suppose ϕ(ξ) satisfies the conditions in Theorem 7.1 for some d ≥ 1 and some q, 2 ≤ q <∞.
Then ϕ(ξ) = f (ξ), f ∈ Lq(Rd) and
K2α( f,∆, t2α)q ≤ Cq(d, α)

Rd
(1+ |ξ |)d(q−2) min(1, t |ξ |)2αq |f (ξ)|qdξ1/q . (7.9)
Proof. To prove (7.8) we write |f (ξ)| = 1−η(t |ξ |)|f (ξ)|+η(t |ξ |)|f (ξ)| and use the triangle
inequality on the left side of (7.8). We now observe that using (2.12),
min(1, t |ξ |)2αp1− η(t |ξ |)p ≤ 22αp1− η(t |ξ |)p
and
min(1, t |ξ |)2αpη(t |ξ |)p ≤ t2αp|ξ |2αpη(t |ξ |)p.
Using (7.2) with f1(x) satisfying f1(ξ) = 1 − η(t |ξ |) f (ξ) and f2(x) satisfying f2(ξ) =
(−∆)αηt f
∧
(ξ) = (2π)2α|ξ |2αηt |ξ | f (ξ), we obtain
Rd
(1+ |ξ |)d(p−2)|f (ξ)|pdξ1/p ≤ C∥ f − ηt f ∥p + t2α∥(−∆)αηt f ∥p.
Applying (7.7) to the above, we complete the proof of (7.8). To prove (7.9) we follow a similar
technique to that used in earlier sections and in proving (7.8) (where we now use (7.4) instead of
(7.2)). 
Using Theorem 7.1 and [2, Theorem 3.1], we have the following corollary.
Corollary 7.3. Suppose that f ∈ L p(Rd), d ≥ 2, 1 < p ≤ 2. Then for any integer ℓ
Rd
(1+ |ξ |)d(p−2) min(1, t |ξ |)2ℓp|f (ξ)|p1/p ≤ C(p, ℓ, d)∥Vℓ,t f − f ∥p. (7.10)
Suppose that for some d ≥ 2, and some q, 2 ≤ q <∞ ϕ satisfies the conditions of Theorem 7.1.
Then for any integer ℓ, ϕ(ξ) = f (ξ) satisfies
∥ f − Vℓ,t∥q ≤ C(q, ℓ, d)

Rd
(1+ |ξ |)d(q−2) min(1, t |ξ |)2ℓq |f (ξ)|qdξ1/q (7.11)
where Vℓ,t is given in (2.6) and (2.7).
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Moreover, for 2α = ℓ we have the following corollary.
Corollary 7.4. If in addition to the conditions of Theorem 7.2, 2α = ℓ, Kℓ( f,∆, tℓ)p can be
replaced by ωℓ( f, t)L p(Rd ) ≡ ωℓ( f, t)p where ωℓ( f, t)p is given by (2.5) with B = L p(Rd).
For d = 1 Kℓ( f,∆, tℓ)L p(R) ≈ ωℓ( f, t)L p(R) for 1 ≤ p ≤ ∞. For d > 1
Kℓ( f,∆, tℓ)L p(Rd ) ≈ ωℓ( f, t)L p(Rd ) for 1 < p < ∞, but while an easy proof is available
for ℓ = 2m, I could not find a reference for odd ℓ. (For p = 1 and p = ∞ the equivalence does
not hold for any integer ℓ.)
In addition to the estimate given in [8, Theorem 1.1], we can use the Hausdorff–Young
inequality to obtain the following result.
Theorem 7.5. Suppose ϕ(ξ) ∈ L p(Rd) for some p, 1 ≤ p ≤ 2, d ≥ 1. Then f (x) such thatf (ξ) = ϕ(ξ) satisfies f (x) ∈ Lq(Rd), q−1 + p−1 = 1 and
K2α( f,∆, t2α)q ≤ C(p, α, d)

Rd
min(1, t |ξ |)2αp|f (ξ)|pdξ1/p. (7.12)
For d = 1 or 1 < p ≤ 2 (and any d) and for integer ℓ, Kℓ( f,∆, tℓ)q can be replaced by
ωℓ( f, t)q . For d > 1, K2ℓ( f,∆, t2ℓ)q can be replaced by ∥Vℓ,t f − f ∥q .
Proof. The proof uses ideas similar to earlier proofs and will be omitted. 
8. Remarks
Except for the result in Section 7, the results are given for a discrete range of measures of
smoothness. In each situation dealt with in Sections 2–6 the expansion is by eigenfunctions of an
elliptic differential operator P(D) of second order. Moreover, the measures of smoothness are
related to the K -functional
Kℓ

f, P(D), t2ℓ

p = inf
∥ f − g∥p + t2ℓ∥P(D)ℓg∥p. (8.1)
For all these expansions the Cesa`ro summability or the Riesz means are bounded, and hence one
can use [5, (4.1)] and define the fractional K -functional
Kα/2

f, P(D), tα

p = inf
∥ f − g∥p + tα∥P(D)α/2g∥p. (8.2)
We can now obtain the fractional realization functionals as done in [5, Theorem 7.1 and Theorem
6.2], and therefore,
Rα/2

f, P(D), tα

p = ∥ f − ηt f ∥p + tα∥P(D)α/2ηt f ∥p ≈ Kα/2

f, P(D), tα

p (8.3)
where ηt f is of the same nature as given in Sections 3–6 here. Consequently, without adding
new ideas (just adding additional complications and some volume), we can have the result with
a continuous parameter α rather than integer r .
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