Abstract. We study a spin-1 2 -particle moving on a one dimensional lattice subject to disorder induced by a random, space-dependent quantum coin. The discrete time evolution is given by a family of random unitary quantum walk operators, where the shift operation is assumed to be deterministic. Each coin is an independent identically distributed random variable with values in the group of two dimensional unitary matrices. We derive sufficient conditions on the probability distribution of the coins such that the system exhibits dynamical localization. Put differently, the tunneling probability between two lattice sites decays rapidly for almost all choices of random coins and after arbitrary many time steps with increasing distance. Our findings imply that this effect takes place if the coin is chosen at random from the Haar measure, or some measure continuous with respect to it, but also for a class of discrete probability measures which support consists of two coins, one of them being the Hadamard coin.
Introduction
Classical random walks are of importance for the field of randomized algorithms [MR95] , e.g. for search algorithms, connectivity and satisfiability problems. The generalization of a classical random walk to the quantum world, called a quantum walk, is in its simplest form given by a spin-1 2 -particle (qubit) moving on a line, and space as well as time are discrete parameters, see [Kem03, ABN + 01] for reviews.
Hence the Hilbert space of the particle is given by H = ℓ 2 ( ) ⊗ 2 , where ℓ 2 ( ) denotes the Hilbert space of square summable sequences over . Each step in the time evolution is described by the same unitary operator, called the walk operator. It is defined as the product of two unitary operators, the first one being a shift operation which acts on the position degree of freedom of the particle. The shift operator S moves the particle one position to the left or to the right, depending on its internal degree of freedom, S(δ x ⊗ e ± ) = δ x±1 ⊗ e ± where e + and e − label an orthonormal basis of 2 , e.g. spin up and down states, and δ x denotes the state of a particle which is localized at position x on the lattice. Mathematically speaking, δ x is just the element (. . . , 0, 0, 1, 0, 0, . . . ) of the canonical basis of ℓ 2 ( ) which has only one non-zero element corresponding to the point x ∈ . The second operation is a unitary transformation acting locally on the internal degree of freedom, defined by the direct sum of elements of the unitary group in two dimensions,
We speak of the U x as quantum coins or just coins, and use the term coin operator for U . It is block-diagonal with respect to the identification of ℓ 2 ( ) ⊗ 2 with ⊕ i∈ 2 . If the coin action does not depend on the position of the particle in the lattice, U x = V for all x ∈ , then U has the simple form U = ½ ℓ 2 ( ) ⊗ V . The total walk operator is now defined to be the product
Of course, interesting effects can only take place if the coin creates a superposition in the basis elements e ± of 2 , so that the particle is shifted both ways. For translation invariant walks Fourier methods have been a fruitful method to determine the position distribution for finite times as well as asymptotically [AVWW10] .
It is well known that a quantum walk can exhibit a propagation speed which is quadratically faster compared to a classical random walk [Amb03] . Hence, it is natural to ask for their use in the theory of computational algorithms. And indeed, there are several proposals for quantum algorithms making use of the concept of quantum walks [Kem05, Amb03] , which improve on their classical counterparts. Another feature of quantum walks is that experimental realizations are challenging but feasible with current technology [KFC + 09, SMS + 09].
Such implementations of quantum walks, however, involve the control of many experimental parameters, e.g. laser beams or microwaves. Since this can only be done with finite accuracy, noise will be introduced to the system. There are several extremal cases of noise, for instance we could assume that the control parameters vary homogeneously in space and on small time scales compared to the execution time of the quantum walk. This means, that the time evolution changes over time, i.e. the coin operation becomes time dependent. This kind of noise has been studied in [AVWW10] and it was shown that this leads to diffusive behavior of the quantum walk, i.e. the walk behaves like a classical random walk.
Here, we consider the scenario where the control parameters vary on large timescales compared to the execution time of the experiment, but spatial disorder breaks translation invariance. This situation is modeled by a random, space dependent coin. These fluctuations resemble a random potential, but are still described by a unitary operator. The question we address is whether the performance of quantum walks is seriously affected by such kinds of disorder. From the theory of disordered crystals we would expect to observe localization phenomena similar to those described by Anderson in [And58] . There, imperfect crystals are also modeled by a random, space dependent potential. The strength of the varying potential is specified at each point by some probability distribution, which is usually assumed to be independently and identically distributed, i.e. it is the same at each point in space. The Hamiltonian describing such a system is then a sum of the lattice Laplacian and a random, multiplicative potential. Anderson argued that due to interference effects, electrons in disordered crystals can exhibit a strong tendency to localize in finite regions up to exponential tails. In other words, the tunneling probability between two lattice sites decays for all times with increasing distance faster than any polynomial. This phenomenon is called dynamical localization [Kir07] .
We show that the statement still holds for the case of a spin-1 2 disordered quantum walk in one lattice dimension, where the coin is assumed to vary probabilistically over space, but remains fixed for all times, under mild conditions on the coin distribution. The class of measures for which these conditions are verified include distributions of coins continuous to the Haar measure, e.g. a gaussian distribution with small variance and centered around some coin of interest, but also a class of probability measures supported on two unitaries, one of them being the Hadamard matrix.
Related models have been studied by Joye and Merkli [JM10] and Hamza et. al. [HJS09] , which can be seen as a study of disordered quantum walks with identically independent distributed random phases, chosen with respect to an absolutely continuous probability measure. Hamza and co-authors considered diagonal disorder, and find that localization effects occur only if the shift is assumed to be imperfect. Joye and Merkli generalized these results to the case where the coin is given by a product of a fixed unitary with a diagonal one with independent random phases and observe localization effects also for the deterministic shift. Linden and coworkers [LS09] considered a case where the perturbation of the coin operator is periodic in space, and Konno and coworkers [Kon09a, Kon09b] as well as Shikano and Katsura [SK10] derived limit theorems for a special kind of disorder. Compared to previous work, we consider all possible coin distributions and derive sufficient conditions such that they lead to dynamical localization.
Our proof incorporates ideas from the study of localization effects in random unitaries [HJS09, BHJ03, Joy04] , and uses some general results about Borel measures on the unit circle (see the Book by Cima, Matheson and Ross [CMR06] for a really nice treatment of this theory) . We rely heavily on the theory of products of real-valued random matrices developed mainly by Fürstenberg [Für63] , which we use as a starting point to derive limit theorems of products of complex matrices having determinant one. As a note for specialists concerning localization questions, let us mention that the proof is based on a multiscale-analysis-scheme, and we first derive the necessary statements, i.e. a Thouless-like formula and a Wegner estimate.
The paper is organized as follows. We first define in a mathematically rigorous manner the notion of a disordered quantum walk and state our main theorem. The proof is split into different lemma and is given in section 4. Some technicalities as well as the verifications of our conditions for our examples of coin distributions are shifted into the appendix.
General Setting
A disordered quantum walk is a quantum walk where the time evolution is defined by an element of a family of random walk operators W ω with space dependent random coins. That is, the shift part S of the walk operator is assumed to be undisturbed, but the action of the coin operator at each lattice site x ∈ is now given by a random variable taking values in the group U (2) of two dimensional unitary matrices, U ωx : Ω x → U (2).
We will call the distribution of this random variable the single site distribution and will denote it by µ x . From now on, we call the set supp(µ x ) := {M ∈ GL( , k) : µ x (B ε (M )) > 0 ∀ε > 0}, the support of µ x . Here, B ε (M ) denotes the open sphere of radius ε around M given by the operator norm. We require that the coin operations are independent and identically distributed random variables at each lattice site, that is µ x = µ. Correspondingly, the joint distribution of coin operations for a finite collection of L lattice sites is given by the product of L copies of the single site distribution µ. Since this is true for all finite collections of lattice sites, there exists a unique joint distribution µ ∞ on the infinite product probability space
We will use the symbol (X) to denote the expectation value of some random variable X, and È (E) to denote the probability of some event E, both taken with respect to µ ∞ . The coin operator U ω , ω ∈ Ω on ℓ 2 ( ) ⊗ 2 is a random variable on Ω and defined by the direct sum
The one-dimensional, spin-1 2 disordered quantum walk W ω is a random variable on Ω with values in the unitary group of ℓ 2 ( ) ⊗ 2 given by the product
Note that the coins are drawn in advance and kept constant during all time steps.
The coins of a quantum walk play the role of a potential, i.e.they change the probability that a particle is moving to the right or to the left, therefore determining the transmission probability. If all coins are the same, i.e.the system is translation invariant, the generalized eigenfunctions are described by Bloch waves being infinitely extended over the whole lattice. Thus, they are of course not square integrable and hence no elements of the Hilbert space. Because of that, they are called generalized eigenfunctions. The associated spectrum of the Walk operator does not consist of separated points, but is rather constituted of energy bands. It follows that the walk operator has absolutely continuous spectrum and the system exhibits ballistic scaling. See [AVWW10] for a thorough treatment of this case.
As the coins vary in space, the system is no longer translational invariant, and the particle "sees" different "potential values". Due to that, we would expect that the spreading of initially localized wave packets will be slowed down. For the case of hamiltonian systems, we even have that the tunneling probability between two lattice sites is suppressed in their distance. This phenomenon is called dynamical localization. The corresponding definition for quantum walks is as follows.
Definition 2.1. Let W ω be a one-dimensional, spin-1 2 disordered quantum walk. W ω is said to exhibit dynamical localization, if there exists a function L : AE → Ê + such that L(n) goes to zero for n → ∞ faster than any polynomial in n and we have that
Here, δ x and δ y denote again localized (position) states, whereas φ and ψ refer to some arbitrary internal spin states. The function L is called the localization length.
Dynamical localization is closely related to the spectral properties of W ω . As a quantum walk is described by a unitary operator, its spectrum σ(W ω ) is a subset of the unit circle T = {z ∈ , |z| = 1}. We will call its elements frequencies or quasi-energies. The disordered quantum walk is said to exhibit spectral localization if it has only pure point spectrum, meaning that each of its spectral measures is a linear combination of Dirac point measures. Due to a version of the well-known RAGE theorem adapted for unitary operators (theorem D.3) dynamical localization also implies spectral localization. It follows that W ω has a complete set of square integrable eigenfunctions. In the case of disorder, we would expect even a stronger decay behavior of eigenfunctions. Definition 2.2. A disordered quantum walk W ω is said to exhibit strong spectral localization, if its eigenfunctions decay faster than any polynomial, implying that the spectrum is of pure point nature.
Results
To state our results concerning disordered quantum walks, we first introduce the following family of mappings from the general linear group in two dimensions GL( , 2) into itself
where of course a = 0 is assumed. In the special case when the mappings τ z are applied to unitary matrices, it can easily be seen that their image consists only of elements of the group SL Ì of complex matrices with determinant of modulus one,
Here, Mat( , 2) denotes the space of two by two complex matrices. The matrices τ z (U ) ∈ SL Ì , where U ∈ U (2) is in the support of µ, are called transfer matrices. Their importance stems from the fact that the spectral and dynamical behavior of disordered quantum walks crucially depends on the group of matrices generated by the set of transfer matrices.
Theorem 3.1. Let W ω be a disordered quantum walk characterized by its single site distribution µ with support supp(µ) ⊂ U (2). Suppose that for almost all elements of the unit circle θ ∈ T the group µ θ ⊂ SL Ì generated by its associated set of transfer matrices τ θ (U ), U ∈ supp(µ) is
(1) non-compact, (2) contains no reducible subgroup of finite index and (3) the expectation ||τ θ (U )|| ζ is finite for some ζ > 0.
Then W ω exhibits dynamical as well as strong spectral localization. Here, the terminus "almost all" refers to the Lebesgue measure on the unit circle.
Remark 3.2. If the group µ θ ⊂ SL Ì happens to be compact for some element θ of the unit circle, then θ would be an element of the absolutely continuous spectrum of W ω . This is exactly what happens in the case of translation invariant quantum walks.
This result implies dynamical localization for many physical situations, i.e.for a setup where the application of a fixed coin is desired but it cannot be circumvented that with some small probability quantum coins close to the target one are also applied.
Corollary 3.3. Let W ω be a disordered quantum walk such that the single site distribution possesses a positive density with respect to the Haar measure on U (2). Then W ω exhibits dynamical as well as strong spectral localization.
In fact, it is enough if the single site distribution consists partly of some absolutely continuous measure. The verification of the assumptions of theorem 3.1 for this case is carried out in Appendix B. Although continuous distributions can be argued to model many experimental imperfections, the situation where the support of the single site distribution includes only a finite number of unitary matrices is of independent interest. Indeed, we may ask what happens if we disturb the usual Hadamard walk, as realized by [KFC + 09, SMS + 09], by just one single coin chosen with some arbitrary, but non-zero probability. Then, we have the following result, as shown in Appendix C.
Corollary 3.4. Let W ω be a disordered quantum walk such that the support of its single site distribution equals the set
with complex numbers a and b fulfilling a = 0, |a| 2 + |b| 2 = 1, and |a| < |I b|, where Ib denotes the imaginary part of b. Then W ω exhibits dynamical as well as strong spectral localization.
In the case that a = 0, there is a non-zero probability that "flips" occur. These are coins which cause reflections of the walking particle at the corresponding sites, see section 4.4. Dynamical localization follows easily in this case from lemma 4.8. We continue with the proof of theorem 3.1.
Proof

4.1.
Outline of the proof. At first, we reduce the problem to the case of finite lattices and show how the expectation value of interest can be bounded by an expression involving the resolvent of the quantum walk operator, see equations (1), (6) in section 4.2. The next sections, 4.3 and 4.4, study the decomposition of the resolvent into expressions mainly depending on transfer matrices, see in particular lemma 4.9. In section 4.4 the properties of transfer matrices are examined, and we use the theory of Fürstenberg, (appendix A), about products of random matrices to get a first estimate of the decay properties of the tunneling probability for a fixed length scale (proposition 4.14). We then proceed by examining the properties of the density of states, both for the finite and infinite lattice case (section 4.5). In particular, we prove an analog of the Thouless formula for quantum walks (see equation (23)). The Thouless formula is then used to prove the Hölder continuity of the integrated density of states (see proposition 4.21) based again on general properties of products of random matrices (appendix A). This in turn allows us to prove an upper bound on the probability that the tunneling probability for some fixed quasi-energy is high for two independent regions at the same time, i.e. we prove a Wegner-type bound (proposition 4.23 and equation (28)). The initial scale estimate and the Wegner bound are then combined using the multiscale-analysis technique, similar to the ones in [GK01, Kle08] , in order to get an upper bound on the tunneling probability valid for a sequence of increasing distances, see lemma 4.24. The final section, 4.9, combines these results and finally provides an upper bound on the decay properties of the tunneling probability over arbitrary distances, as well as bounds on the decay of eigenfunctions.
4.2.
Restrictions to finite volumes and Cauchy transform. In this section we define a finite unitary restriction W ω (N ) of the Walk operator W ω on the lattice sites −N to N . The idea is to impose reflective boundary conditions on the lattice sites −(N + 1) and N + 1 which is equivalent to changing the coins U i at these two lattice sites to the flip operation, e.g. the Pauli X matrix X = 0 1 1 0 multiplied by a phase factor e iη L,R . Then we restrict the operator to the lattice sites −N to N , but in order to obtain an unitary operator, we, roughly speaking, have to include half of the operator on the neighboring sites −(N + 1) and N + 1 where we changed the coin to be the flip operation, see also (1).
To be more precise we define the restriction W ω (N ) : 4(N +1) → 4(N +1) of W ω explicitly via its matrix elements
whereŴ ω is the walk operator with the coins U ±(N +1) changed to the Pauli X matrix multiplied by a phase factor e iη L,R . Note that this choice already ensures unitarity of W ω (N ) since all rows and columns are normalized and mutually orthogonal.
Since the only transport between neighboring lattice sites is caused by the shift S the walk operator W ω as well as W t ω for finite t ∈ AE are by construction band matrices of finite width (of course depending on t). This implies a finite velocity for any initially localized particle, meaning that we can provide a t-dependent upper bound on the region where the particle could be detected after t time steps with non-zero probability. Hence, we can express the probability to detect an initially at position x localized particle at position y after applying a fixed number t of time steps by finite restrictions of quantum walk operators,
Here φ and ψ denote again some arbitrary internal spin states. But clearly, it is enough to consider the case φ = e i , ψ = e j , i, j ∈ {1, 2} where e 1 , e 2 is the standard basis set of 2 . We make another simplification and consider the time behavior of W ω (N ) first just for open subsets of quasi-energies, i.e. open arcs of T. That is, we prove the decay of quantities of the form
where I δ denotes an open arc of the unit circle centered around some θ ∈ T with elements whose phases differ from the phase of θ only up to δ > 0, and χ(I δ ) is the associated (eigen-)projector. Once we proved the decay for such an open arc, the result for the whole unit circle follows by compactness. Let us denote the spectral measure of W ω (N ) associated to the vectors δ x ⊗ e i and δ y ⊗ e j by ρ x,y ω,N . We omit here the dependence on e i , e j , since all our arguments are independent from them. Note that since W ω (N ) is a unitary operator acting on a finite dimensional Hilbert space, its spectral measures are singular measures, i.e. only supported on points. By the spectral theorem and since W ω (N ) is unitary, ρ x,y ω,N is a signed measure on the unit circle T and
where we denoted in a slight abuse of notation also the characteristic function of the set I δ by χ(I δ ).
Since |θ t | = 1 for θ ∈ T we can bound the expression on the left hand site using the triangle inequality by the measure of the open arc I δ ,
In order to estimate the value associated by ρ integral transforms and their properties. Shortening the notation, we denote the corresponding, almost everywhere well defined function on the unit circle again by Kρ x,y ω,N . A theorem by Poltoratski [Pol96] , which can be thought of as a refinement of Boole's well known theorem, states that we can express the action of a singular measure on the unit circle on some continuous function f by studying its Cauchy transform,
where dθ is the integration with respect to the normalized Lebesgue measure on the unit circle and χ A again denotes the indicator function of the set A. Put differently, the measures π κ dθ χ { θ∈T : |Kρ In the special case when the measure on the unit circle is induced by a unitary operator, the Cauchy transform is directly linked to the corresponding matrix elements of the resolvent,
for x = y. Hence, we have that for
We continue by first deriving an explicit decomposition of the resolvent in terms of the already mentioned transfer matrices, see the next sections. In section 4.4, we study their properties and we finish by proving the decay for some open arc I δ in section 4.9.
4.3. Resolvent formula. In the following we derive an explicit expression for the resolvent in terms of transfer matrices. Since the results are independent of the size N of the quantum walk W ω (N ), and for shortening the notation, we mostly omit the dependence on N . We can identify the Hilbert space ℓ 2 ( ) ⊗ 2 with ℓ 2 ( ) via the isomorphism
where the e ± form an orthonormal basis of 2 and the f j denote the standard basis of ℓ 2 ( ). We want to study the matrix elements of the resolvent with respect to the standard basis vectors δ x ⊗ e ± . To shorten the notation let us abbreviate the resolvent by
We denote the l'th column vector of the resolvent by γ l ∈ ℓ 2 ( ). In the following we determine γ l locally in the sense that knowledge of two adjacent entries γ l 2x and γ l 2x−1 allows us to construct γ l iteratively. Assume now we know the entries γ l 2x and γ l 2x−1 for l = 2x, 2x + 1. The shift and coin operators acting on ℓ 2 ( ) are given by
Hence, we can determine the operator
and it follows from the equation
that for l = 2x, 2x + 1 the column vector γ l satisfies the equations
It is easy to see that this implies the following relation between the entries
which motivates the following definition.
Definition 4.1. Let W ω = U ω · S be a disordered quantum walk. The transfer matrices T x (z) of W ω for all sites x with a x = 0 are defined by
Hence, with the definition
and under the condition l = 2x, 2x + 1 we have the relation
The condition a x = 0 is crucial for the transfer matrices to be well defined. In fact, the case a x = 0 corresponds to a reflection of the walking particle at site x. We analyze this case in the next section and show that we can assume without loss of generality a x = 0 for all sites x.
If the requirement l = 2x, 2x + 1 is not satisfied, the application of T x (z) to the vector Γ l x results in a vector different from Γ l x+1 . The following lemma is concerned with an analysis of the sequence φ l,x n defined as
2 The columns resp. rows of the matrix are indexed by integers increasing from left to right resp. top to bottom. The block in the middle corresponds to basis vectors f2x and f2x+1. if 2x − 1 < l and 2y − 1 < l respectively 2x > l and 2y > l.
Proof. The lemma follows directly from definition 4.1.
Remark 4.4. In the case of finite restrictions W ω (N ) the sequences φ l,x n have to fulfill certain boundary conditions. In the limit N → ∞ it is clear that the resolvent is a bounded operator and therefore it follows from lemma 4.3 that for 2x − 1 < l the sequence φ l,x n is left square summable, i.e.
and for 2x > l it is right square summable, i.e.
In the following we call sequences φ ± satisfying these requirements left respectively right compatible with G z .
In fact, since the series (7) is a solution of the equation
it can only be left or right square summable but not both. Now, let φ − (n) and φ + (n) be left (respectively, right) compatible solutions of (8), for instance the ones given by lemma 4.3. If we choose exactly the solutions of lemma 4.3 it is clear that the matrix element G z (n,m) is given by φ − (n) respectively φ + (n). For general left respectively right compatible solutions φ ± we write for the resolvent at m = 2y, 2y + 1
When we consider the cases m = 2y or 2y + 1 the constants α m and β m have to satisfy the equations
Since φ + (n) and φ − (n) are solutions of (8) we can rewrite these equations in the following form
.
Using Cramer's rule and the definition
we see that the coefficients α m and β m are given by
We would like to replace A y by a matrix B y where the components of φ ± appearing in B y correspond to adjacent sites. That would allow us to calculate B y from B y+1 via transfer matrices. Arbitrary solutions φ of (8) satisfy the relation
hence, we have for
Moreover, we have B y+1 = T y (z)B y and since det(T y (z)) = d y a −1 y the matrices B y satisfy
Finally, we get the following expressions for the coefficients α m and β m
The following lemma summarizes the results of this section.
Lemma 4.5. Let W ω be a disordered quantum walk and φ − (n) and φ + (n) left respectively right compatible solutions of (8). Then the modulus of the entries of the resolvent G z (n,m) for m ∈ {2y, 2y + 1} is given by the formula
with B k defined by (9) and arbitrary k ∈ . The argumentm is given bym = m − 1 for even m and m = m + 1 for odd m.
Transfer matrices and properties of the resolvent.
In this section we analyze the resolvent formula (10) in further detail and prove some useful facts originating from the structure of the transfer matrices T (z). Those matrices induce a family of maps τ z labeled by z ∈ \{0} from a subset of the unitary group U (2) to the group of invertible matrices GL( , 2) via
In order to make the map τ z well defined, we define the set of two by two unitary matrices with non vanishing diagonal entries
The following lemma proves that this inclusion is strict and gives an explicit parametrization of τ z (U N D ).
Lemma 4.6. Let τ z and U N D be defined as in (11) and (12). Then, for z ∈ \{0} τ z is injective on U N D and its image τ z (U N D ) is given by the set
Proof. The inverse of τ z is given by
which only exists for y = 0. Since we assumed z = 0 this already proves that
The image of τ z can be inferred from its action on a general unitary
Clearly, if we define r = |b|/|a|, then r ∈ Ê + and |a| −1 = √ 1 + r 2 . The phases α, β and γ are arbitrary, because φ and the phases of a and b are arbitrary.
The parametrization (13) immediately gives the following invariance property of the transfer matrices.
Corollary 4.7. Denote by P 2 the set of vectors x ∈ 2 such that
Proof. Without loss of generality we may assume
Now, the statement follows from the fact that
. If µ is a probability measure on U (2) the µ z are probability measures on τ z (U N D ) if and only if µ(U N D ) = 1. In this case, with probability one, U ω (N ) is a direct sum of elements in U N D such that the transfer matrices T (z) for W ω (N ) are well defined. Consequently, it is valid to assume that the resolvent (W ω (N ) − z) −1 can be expressed through transfer matrices T (z).
The case µ(U N D ) < 1 also leads to dynamical localization of W ω (N ). The reason is that coin operators U x , U y ∈ U N D cause reflections of the walking particle at sites x and y, see [LS09] , hence a particle starting in between x and y is strictly localized in the finite region between x and y for all times. The following lemma proves dynamical localization for µ(U N D ) < 1.
Proof. We assume without loss of generality x < y. Let x < r ∈ denote the site such that U r ∈ U N D and U s ∈ U N D for all x < s < r. If U s ∈ U N D for all s > x we set r = ∞. The scalar product satisfies | δ y ⊗ φ , W t ω δ x ⊗ ψ | = 0 , ∀y > r , ∀t > 0 and the probability that U r ∈ U N D and U s ∈ U N D for all x < s < r is exactly (1 − p) r−x−1 p. Hence, the bound of the lemma follows by assuming the worst case, i.e.
The preceding lemma tells us that we may assume that all coins U x of the walk operator W ω satisfy U x ∈ U N D when proving dynamical localization for W ω . This leads us to a simplification of the resolvent formula (10) for finite walk operators W ω (N ).
Lemma 4.9. Let W ω be a disordered quantum walk and W ω (N ) a finite restriction of it. Denote by G N z the resolvent of W ω (N ), then for z ∈ T there exist normalized vectors Φ − , Φ + ∈ P 2 such that the matrix elements G N z (2x−i,2y−j) for i, j ∈ {0, 1} obey
The vectors Φ ± depend in a non-trivial way on N , x, y and z.
Proof. For the moment we suppress the dependence on z and denote by φ N − and φ N + the left respectively right compatible sequences for G 
, and in the case x ≥ y we have to exchange x and y in this definition.
Remark 4.10. We note in particular that given two normalized vectors φ L , φ R ∈ P 2 and a set of transfer matrices, then we can always construct some restricted walk operator such that the right hand side of (15) constitutes the resolvent of that unitary operator. This follows by choosing the right boundary conditions in the construction of the finite restriction outlined in (1), since the mapping of unitary coins to transfer matrices can be reversed.
We also need the following estimate on the difference between products of transfer matrices of length n associated to two different elements of the unit circle.
Lemma 4.11. Let n ∈ AE, θ ∈ T and assume that the transfer matrices T 1 , . . . , T n satisfy |a i | > κ.
Proof. By Markov's inequality, the inverse triangle inequality and the definition of the operator norm it is sufficient to prove
Writing the operator difference as a telescope sum and using again the triangle inequality we obtain the bound
For products of transfer matrices we have the operator norm bound
which follows from the norm inequality ||A · B|| ≤ ||A|| · ||B|| and the fact that the singular values λ ± of T i (θ) for |θ| = 1 satisfy
The assertion of the lemma with C(n) = n · 2 n−1 /κ n follows now from the equation
We also need the following easy corollary to lemma 4.11.
Corollary 4.12. Let n ∈ AE, θ ∈ T and assume that the transfer matrices T 1 , . . . , T n satisfy |a i | > κ.
Proof. After applying Markov's and the inverse triangle inequality we can just use the CauchySchwarz inequality for the scalar product. Since the vector v 1 is normalized we arrive at the same situation as in the proof of lemma 4.11 and the whole argument carries through also in this case with the same bounds as before.
In theorem 3.1 we assumed that the group µ z generated by the transfer matrices T (z) ∈ supp(µ) is non-compact and possesses no reducible subgroup of finite index, for some z = θ 0 ∈ T. The reason is that we wish to apply results of [Für63] to show that with high probability the scalar product
grows exponentially for all normalized vectors v 1 and v 2 . More precisely, we prove the following corollary building on [Für63] in appendix A. To simplify notation we set x = 1 and y − 2 = n for the remaining part of the section.
Corollary 4.13. Let µ be a measure on U (2) and suppose that the group µ z generated by the induced measure µ z is non-compact and possesses no reducible subgroup of finite index for some z ∈ , then the product ||T n (z) · . . . · T 1 (z)v|| grows exponentially in n almost surely. Furthermore, there exists γ, σ > 0 such that for every ε > 0
holds for all n ≥ N and all normalized vectors v 1 , v 2 ∈ 2 .
This gives us a first handle on the exponential decay. Note however, that the above corollary depends on z, but we need uniform estimates for some open arc of the unit circle. But using lemma 4.11, we can derive at least an initial scale estimate, valid for some fixed n 0 .
Proposition 4.14. Let θ 0 ∈ T, n ∈ AE and suppose the group G µ θ 0 is non-compact and possesses no reducible subgroup of finite index. Then there exist σ 0 , γ 0 ∈ Ê + , a natural number n 0 ≥ n and an open arc of the unit circle I δ (θ 0 ) centered around θ 0 with arc length 2δ > 0, such that
Furthermore, the constants σ 0 , γ 0 ∈ Ê + are independent of the normalized vectors v 1 , v 2 . Proof. According to corollary 4.13, there exist γ, σ > 0 such that for ε > 0 there is N ∈ AE such that
If n ≥ N we set n 0 = n, otherwise we set n 0 = N . We can assume µ(U N D ) = 1, see (12) and lemma 4.8. Hence, for ε ′ > 0 there exists κ > 0 such that
By corollary 4.12 we have for arbitrary θ ∈ T
with a coefficient C(n 0 ) possibly depending on ε ′ . First, we choose ε > 0 such that γ − 2ε > 0 and set γ 0 = γ − 2ε. Then we choose η such that e (γ−ε)n 0 − η > e γ 0 n 0 . The constants σ 0 and ε ′ are chosen in a way that assures e −σ 0 n 0 > e −σn 0 + ε ′ . Finally, a bound δ > 0 for the distance |θ 0 − θ| can be determined from the constant C(n 0 ) depending on κ.
4.5. Thouless Formula. A Thouless formula relates the density of states with the Lyapunov exponent. So we begin this section by defining the density of states for a disordered quantum walk in the usual way as a limit of measures corresponding to the finite dimensional approximations of the walk operator as defined in section 4.2
Lemma 4.15. For every bounded and continuous function f : T → we have with probability one that
where χ N is defined in terms of projections onto the localized states P δ l ⊗eα as
Remark 4.16. The reason why we do not restrict W ω only to the lattice sites −N to N , but include the states δ −(N +1) ⊗ e 2 and δ N +1 ⊗ e 1 in the definition of χ N is that we want to compare it to the restricted operatorŴ ω (N ), which is only unitary if we include these matrix elements (see eq. (2)).
Proof. For every fixed f we can evaluate the trace on the left hand side of (16) in the standard basis of localized states δ i ⊗ e j and get
Since f is bounded by assumption, the second term on the right hand side vanishes when we make N large. As in the self adjoint case one can now show that Birkhoff's theorem applies to the random variables {X l := j δ l ⊗ e j , f (W ω )δ l ⊗ e j }, so for fixed f ∈ C(T) we have a subset Ω f ⊂ Ω of measure one for which equation (16) holds. If we in particular look at a dense countable subset C 0 ⊂ C(T) we can consider the intersection of all the Ω f with f ∈ C 0 . Since this is a countable intersection of sets of full measure it has measure one as well and since it is dense in C(T), this finishes the proof.
Equipped with this limit we can now define the density of states for a disordered quantum walk via the Riesz-Markov representation theorem: Definition 4.17 (Density of states). The density of states of a disordered quantum walk is the measure ϑ on the unit circle T defined by
The unitary restriction W ω (N ) also defines a measure ϑ N on T via the Riesz-Markov representation theorem
Later in this sections we connect these measures to the Lyapunov exponent in order to proof the Hölder continuity of the integrated density of states as it is done in [Joy04] . Therefore we need to establish a relation between the unitary restriction W ω (N ) and the non-unitary restriction χ N W ω χ N . Such a relation is given by the following lemma, which is inspired by [Joy04] .
Lemma 4.18. With the definitions from equation (2) we have that for every bounded and continuous function f :
holds.
Proof. Clearly it is enough to prove the above statement for functions with supremum norm equal to one. Since f (z) is continuous, for every ε we can find a trigonometric polynomial p ε (z) of finite degree τ (ε), such that p ε (z) approximates f (z) uniformly on T up to ε. Using the identity (W ω (N )) n = χ N (Ŵ ω ) n χ N for n ∈ AE and adding and subtracting p ε (z) in the trace difference we get
Where in the second step we used that p ε (z) approximates f (z) together with the restriction by χ N and thereby reduced the problem to the difference of powers of W ω andŴ ω . By induction we get the following identity for such differences
which holds also for negative powers k since we can then substitute the inverses by adjoints. Taking the trace we find for the summands on the right hand side
In the last step we used that sinceŴ ω χ N is bounded and that since W andŴ differ at most in the two coins U N +1 and U −(N +1) their difference is of finite rank we can apply
for A a compact and B a bounded operator [Sim05] . Substituting everything into equation (18) we get therefore
where τ (ε) is the degree of p ε (z). Since W ω −Ŵ ω is of finite rank its trace norm is bounded uniformly in N , the assertion is proven.
The following proposition describes conditions on the eigenvalues of the unitary restriction W ω (N ).
Proposition 4.19. For z ∈ we define the vectors
and the spectral polynomial
Then z ∈ T is an eigenvalue of the unitary restriction W ω (N ) of the Walk operator W ω if and only if p N (z) = 0, hence all zeros of p N lie in T.
Proof. Because of the structure of the restriction W ω (N ) the eigenvalue equation (W ω (N ) − z)φ = 0 implies, as in the infinite case, the following relations via transfer matrices between the components of the eigenvector φ
In addition we get the following relations from the boundary conditions imposed by the flip operations
which can be seen from (1). Therefore the first and the last two components of φ have to be proportional to the normalized vectors
respectively. Because of relation (21) we can express φ R (z) through φ L (z) via a product of 2N + 1 transfer matrices. Noting that the vector φ ⊥ R (z) as defined in equation (19) is orthogonal to φ R (z) the vector φ L (z) has to fulfill the desired relation
The Thouless formula now follows from (20). We utilize the following linear factor decomposition of the spectral polynomial
where the θ l are the eigenvalues of the finite dimensional operator W ω (N ) as defined in Section 4.2.
The coefficient C N is determined from the transfer matrices T −N up to T N , more precisely, it is given by
which follows from combinatorial considerations. Now, for |z| = 1 we take the logarithm of the absolute value of (22) and divide by 4(N + 1) to get
log(|z − e iθ l |) 4(N + 1) .
Note that according to the arguments in section 4.4 we may assume that all T l are well-defined, i.e. a l = 0 for all l. Hence, by the law of large numbers the first term converges to the expectation of log(|a|) and with |z| = 1 the second term can be written as
with the density of states ϑ N as defined in (17). The right hand side of this equation converges to the corresponding expression with density of states ϑ. In summary, we have the following expression
According to appendix A the second term on the left hand side of this equation converges almost surely to the Lyapunov exponent γ(z), which finally proves the Thouless formula
for z ∈ , |z| = 1. As shown in appendix A, the Lyapunov exponent equals the limit of a deceasing family of subharmonic functions, since it is defined as the logarithm of the norm of some holomorphic matrix valued function. The right hand side of the above equation constitutes also a subharmonic function, and it thus follows from arguments which can be found in the classical work of Craig and Simon [CS83] , that the Thouless formula actually remains valid for z ∈ T, i.e. |z| = 1.
The arguments used by Craig and Simon [CS83] also prove that the integrated density of states, as defined in the next section, is continuous on T as long as the Lyapunov exponent is non-negative on T. In fact, the integrated density of states is Hölder continuous on T, which is proven in the next section.
4.6. Hölder continuity of the Integrated Density of States. An important property we are going to use later on is the Hölder continuity of the integrated density of states N on T, which we define for z ∈ T in the following way This helps us to prove an estimate for the probability of cases where there is a value of the spectral parameter z ∈ T such that the denominator of the resolvent formula (15) is small, called Wegner estimate, see section 4.7. The integrated density of states N inherits the Hölder-continuity from the Lyapunov-exponent γ(z), therefore we need the following lemma.
Lemma 4.20. Let W ω be a disordered quantum walk satisfying the assumptions of theorem 3.1, then the corresponding Lyapunov exponent γ(z) is Hölder continuous on T, i.e. there exists a finite constant C and a strictly positive number α such that
A proof of this statement for hamiltonian systems can be found in [CL90] . Lemma 4.20 follows from a careful adaption of this proof to the setting considered in this paper. Although this is straightforward and contains no new ideas we give a self-contained proof of lemma 4.20 in appendix A.
The Hölder continuity of γ(z) in turn implies the same property for the integrated density of states N , this is due to the fact that γ(z) and the density of states ϑ are related via the Thouless formula (23).
Proposition 4.21. Let W ω be a disordered quantum walk satisfying the assumptions of theorem 3.1, then the corresponding integrated density of states N is Hölder continuous on T, i.e. there exists a finite constant K and a strictly positive number β such that
Proof. For a ∈ T and φ ∈ [0, π] we define the functionN a,φ (z) := N (z)χ {θ∈ : | arg(θ·ā)|≤φ} (z) and apply the Cauchy transform for values of z ∈ D satisfying | arg(z ·ā)| ≤ φ/2. Note that according to [CS83] the integrated density of states N is continuous almost everywhere on T, so for |z| < 1 we can apply integration by parts to obtain
In this formula we choose the logarithm as log(re iθ ) = log r + iθ with θ ∈ [−π, π) if | arg a| ≤ φ and with θ ∈ [0, 2π) if | arg a| > φ. Since N is almost everywhere continuous on T its Fourier series converges point wise almost everywhere to the exact value. The Cauchy transform projects the Fourier series of N to the positive powers, see e.g. [CMR06] , and since N is a real-valued function this implies the relation N (z) = KN (z) + KN (z) − KN (0). Hence, the integrated density of states is Hölder-continuous if the real part of each of the four terms in (25) is Hölder-continuous in the limit |z| → 1. This is obvious for the first two terms and the last term. The third term may be rewritten as
The constant λ 0 depends on the branch of the logarithm we have chosen and is real, hence, the real part of this expression is just the first integral, which is Hölder-continuous by the Thouless formula and Lemma 4.20.
Wegner Estimate.
We proceed by proving a Wegner-type bound for one-dimensional disordered quantum walks. We closely follow the arguments in [CKM87] and [DSS02] . In fact, all arguments more or less take over and there are only minor modifications to be made for the unitary case considered here. Let us state the result first and then adapt the proof. Recall the definition of I ε (θ 0 ) as the open arc of the unit circle centered around θ 0 with elements whose phases differ from the phase of θ 0 only up to ε.
Proposition 4.22 (Wegner bound).
Suppose that the single site coin distribution µ fulfills the condition stated in 3.1. Then there exist for every 0 < β < 1 and every σ > 0 a natural number n 0 = n 0 (β, σ) and α = α(β, σ) > 0 such that
holds for all θ 0 ∈ T and N ∈ AE with N > n 0 , and normalized vectors φ L,R ∈ P 2 .
The results of the last section are crucial for the proof of our Wegner-type bound. We need the following lemma, which is basically a consequence of the Hölder continuity of the integrated density of states. It bounds the probability to find an eigenvalue of a localized eigenfunction in small sections of the unit circle, implying that the eigenvalues cannot clump together arbitrarily. Let W ω (0, N ) refer to the unitary restriction of W ω constructed in the last section, acting on the 2N +3 lattice sites centered around the origin (which we indicate by 0). Recall that its image however is of dimension 4(N + 1).
Lemma 4.23. Suppose that the integrated density of states of the disordered walk operator W ω is Hölder continuous. Then there exist ρ > 0 and C > 0 such that for each θ 0 ∈ T and for all 0 < ε < 1 we have
Proof. Let E(0, N, θ 0 , ε) denote the event whose probability, denoted by p, we would like to bound. Recall that it is defined with respect to the walk operator W ω (0, N ) acting on the 2N + 3 lattice sites centered around the origin. Now let E(k, N, θ 0 , ε), k ∈ AE, be the corresponding event for the unitary restriction W ω (k · 2(N + 1), N ) of W ω on the 2N + 3 lattice sites centered around k · 2(N + 1), constructed in the same way like W ω (0, N ). Since the single site coin distribution is i.i.d on the different lattice sites, we get due to the ergodic properties of the system that
Now choose L ∈ AE and let k 1 , . . . , k j ∈ {−L, . . . , +L} be such that the event E(k l , N, θ 0 , ε) occurs, and let θ k l ∈ T and ϕ k l be the corresponding eigenvalue resp. eigenfunction of W ω (k l · 2(N + 1), N ). Let us extend these functions to the whole of (2L+1)·4(N +1) by setting them equal to zero outside their domain of definition, and denote these extensions byφ k l . By construction, these functions form an orthonormal system. Consider now the unitary restriction W ω (0, L · 2(N + 1) + N ), having image of dimension (2L + 1) · 4(N + 1). By the definition of the events E(k l , N, θ 0 , ε) we have that
According to [ST85] , which is easily adapted to the unitary case, we thus have that the number of eigenvalues of W ω (0, L · 2 (N + 1) ) in the open arc I ε (θ 0 ) is bounded from below by j. But this number can be bounded using the integrated density of states N . We conclude that
We proceed with the proof of the Wegner estimate. Again, we closely follow [CKM87] and [DSS02] and just briefly sketch the arguments.
Proof of proposition 4.22. To begin with, note that it follows from corollary 4.13 using routine arguments, that there exist α > 0, δ > 0, n 0 ∈ AE such that we have for all θ ∈ T, n > n 0 , normalized
For a positive number τ let n N = [τ N β ] + 1, where [.] indicates the integer part. Furthermore, let κ be equal to τ α 1 /2δ and define ε = exp(−σ(2N + 1) β ). Following [CKM87] and [DSS02] , we see that after introducing the events
we can upper bound the probability
by four terms (i)-(iv), which are defined as follows,
Using Markov's inequality and equation (26), we directly get
Now assume that the event whose probability is (i) occurs. The transfer matrices T i (θ) as well as the vectors φ L,R correspond to a unitary restriction W ω (N ) of some walk operator. Recall that for any normal operator A, we have
which together with lemma 4.9 and remark 4.10 implies that there exists θ ∈ I 3ε (θ 0 ) ∩ σ(W ω (N )). Let ϕ ∈ 4(N +1) be the corresponding normalized eigenfunction of W ω (N ). Since we assumed that both events A κ 2 (θ, N ) and B κ 2 (θ, N ) occur, we have that
Thus, we have that
To bound (ii) and (iii), we note that for θ ∈ T
take place we have, if N is large enough,
for all η ≤ 1. By applying again Markov's inequality and proceeding as in the proof of lemma 4.11, we get
where we used (|a| + |b|) η ≤ |a| η + |b| η and (27) together with
assumption, there exists η > 0 such that ( T  (θ ′ ) η ) is finite. Hence, by choosing τ small enough and applying the same procedure to (iii), we can find some α 2 > 0 such that
and the result follows.
We note shortly that the Wegner estimate can be extended to the following "uniform" version with respect to the quasi-energy θ ∈ T. Instead of bounding the probability to find an eigenvalue in some small interval, we would like to bound the probability that two independent disordered walk operators have one equal eigenvalue. Thus, in view of lemma 4.9, consider the quantity
where the transfer matrices T i andT i and the boundary conditions φ L,R andφ L,R are chosen independently from another, and hence can be thought of as corresponding to two independent walk operators W ω 1 and W ω 2 , both acting on a 4(N + 1)-dimensional Hilbert space. But if the event
occurs for some θ ∈ T, then we know that there exists an eigenvalue of W ω 1 in the interval of length e −σ(2N +1) β around θ. Using the fact that W ω 1 has 4(N + 1) eigenvalues, we can apply the union bound and end up with
for some α ′ > 0.
Multiscale Analysis.
We now carry out a multiscale-analysis similar to the ones in [GK01, Kle08] in order to extend the initial length scale estimate to products of arbitrary length. The Wegner estimate is used to control the bad instances.
Lemma 4.24 (MSA Induction step). Let X : T × Ω → Ê + be family of positive, real valued random variables, indexed by an element of the unit circle. Assume that we can verify the following two estimates.
1 There exist for any n 0 ∈ AE some positive numbers γ 0 , σ and a subset I(n 0 ) of the unit circle such that
2 Given a natural number m and the product
where the factors are understood as being independent and identically distributed (i.i.d), we have for all 0 < δ < 1 the estimate
for two i.i.d. products X m (θ, ω) and X m (θ,ω).
Then we have for all natural numbers k, 1 < α < 2, ξ + 1 < α, length scales
Proof. We prove the lemma by induction. So assuming that (30) is fulfilled for some k ∈ AE, we use assumption 2 to prove that is also holds for k +1, with a slightly smaller γ k+1 , which can nevertheless be lower bounded by γ 0 /2. We find that this requires that, depending on our choice of α and ξ, the initial scale n 0 has to be large enough. The result then follows by applying the first induction step to a suitable initial scale n 0 , which can be constructed using assumption 1.
We divide the proof of the induction step into two parts, the deterministic and the probabilistic estimate. In the deterministic part we make assumptions about the value of the product of the random variables X n k that helps us to estimate a new growth rate γ k+1 .
In the probabilistic part we bound the probability that these assumptions are violated or in other words we bound the probability that the new growing rate is smaller then γ k+1 as estimated in the deterministic part.
So let us begin by stating the two assumptions we use in our deterministic estimate.
A1
Only n β k of the n α−1 k factors in the product of the X n k (θ, ω) grow with a rate smaller then γ k . Where 0 < β < 1 is chosen such that α > 1 + β A2 None of the n β bad instances from assumption A1 is smaller than e − γ 0 2 n δ k . Now let us find a lower bound γ k+1 on the growth rate of X n k+1 . Taking the logarithm we get
where we used the assumptions A1 and A2 in the second step of the inequality. In order to lower bound the new growth rate we define γ k+1 by the right hand side of (31) divided by n α k . This leads to the recursion relation 
Using n k = n α k 0 , and setting q = n 1+β−α 0
we have to show that
2 . Since the summands are positive and q < 1 holds, because 1 + β < α, we can bound the finite sum by the infinite series and use q α k ≤ q k(α−1)+1 . Inserting this into (33), evaluating the geometric series and exploiting q ≤ q α−1 we get the condition
which can be achieved for n 0 large enough since 1 + β < α. By assumption this proves γ k+1 ≥ γ 0 2 . So we are left to prove that γ k is a decaying sequence. From
we conclude γ k > γ k+1 and therefore γ 0 ≥ γ k+1 by assumption. This finishes the deterministic estimate.
Let us now proceed with the probabilistic part, i.e. we have to bound the probability that either assumption A1 or assumption A2 is violated for both products X n k+1 (θ, ω) and X n k+1 (θ,ω). Let us denote the event that assumption Ai is violated for X n k+1 (θ, ω) by ∁Ai[X n k+1 (θ, ω)]. We can estimate È ( ∃θ ∈ I(n  ) : Assumptions A1 or A2 are violated for X n k+ (θ, ω) and X n k+ (θ,ω))
Now assume A1 is violated, i.e. more than n β k factors of the product X n (θ, ω) grow with a rate smaller then γ k , or put differently, more than
pairs of products grow with a rate smaller then γ k . Hence we can use the induction hypotheses (29) to bound
; .
From the requirement (29) we get that
Thus we can combine these two estimates in order to get È ( ∃θ ∈ I(n  ) : Assumptions A1 or A2 are violated for X n k+ (θ, ω) and X n k+ (θ,ω))
α·ξ k provided that ξ + β > α · ξ and δ > α · ξ and n 0 big enough. Together with the requirement β < α − 1 originating from the deterministic estimate, we see that the induction step can be carried out if ξ < β < α − 1 and ξ < δ/α. But ξ + 1 < α holds by assumption, and thus we can find β and δ accordingly. which decays faster than any polynomial in n, and together with the arguments given at the beginning of section 4.2 the preceding lemma thus also proves theorem 3.1.
Proof. We show that if the conditions of theorem 3.1 are fulfilled, then there exists for every θ ∈ T an open arc I δ , δ > 0, around θ and appropriate constants C 1 , C 2 , 0 < ξ < 1 such that |ρ x,y ω,N |(I δ ) ≤ C 1 e −C 2 |x−y| ξ for large enough ring sizes L. The result then follows by compactness of T.
For the rest of this section, we assume without loss of generality that x > y. Using lemma 4.9 and the theory of Cauchy transforms (see section 4.2), we can apply the upper bound
Hence, we have to lower bound the growth rate of | Φ + , T x−1 (z) . . . T y (z)Φ − |. This is done by applying the MSA lemma.
We first choose an 1 < α < 2, 0 < ξ < 1, and an initial length scale n 0 ∈ AE respecting the requirements of lemma 4.24 such that there exists k ∈ AE with the property that the k-induction step applied to n 0 provides us with a length scale ℓ = n α k 0 fulfilling 2ℓ + 2 ≤ |x − y| ≤ ℓ α , where ℓ α is identified with is integer component. Note that this is always possible by suitably choosing n 0 , α and ξ, if |x − y| is big enough (the other cases are of course not important if we look at the decay rate, and are covered by a constant). Then, we can factor out from | Φ + , T x−1 (z) . . . T y (z)Φ − | a box of length ℓ, either starting at x and stretching out to the right or starting at y and stretching out to the left, i.e.
Both of these boxes can again be factored into i.i.d. boxes of length n 0 , i.e.
with some collection of normalized vectors {Φ i ± } in the plane P 2 , and the same can be achieved for | Φ + , T x−1 (z) . . . T y+ℓ+1 (z)Φ − |. Now by assumption, the conditions of corollary 4.13 hold for the group of transfer matrices associated to any θ ∈ T. Hence we may apply proposition 4.14 to construct an open arc I δ , δ > 0 and get an initial length scale estimate valid for the length n 0 with constants γ 0 (for the scalar product) and σ I (for the probability). Thus, assumption 1 of lemma 4.24 is verified for the random variables
The verification of assumption 2 of lemma 4.24 is done using the Wegner estimate and was carried out in the discussion preceding equation (28), with decay constant σ W (bound on the probability). Note that we can choose σ = min(σ W , σ I ), and both the Wegner estimate and the initial scale estimate are still valid for σ as the decay constant in the bound of the probability. Hence, both assumptions needed for carrying out the MSA are verified. Next, define the event A(I δ , ℓ) ⊂ Ω as the set of those ω for which either the box
is bigger or equal to e γℓ , γ = 1 2 γ 0 for all θ ∈ I δ . Here, γ 0 is the deterministic decay constant we get from the initial scale estimate. As assumptions 1 and 2 of lemma 4.24 are verified, we have that
Assuming that A(I δ , ℓ) occurs, and reshuffling, as well as renaming indices, we end up with
is, by lemma 4.9 and remark 4.10, the resolvent of some unitary walk operator restricted to a box of length |x − y| − ℓ. It then follows from equation (6) that
Now, if we combine equations (37), (38) and (40) we can estimate
under the assumption on |x − y|. But since we have chosen ℓ and α such that |x − y| ≤ ℓ α , it follows that
where the constant C > 0 is chosen to cope with the cases where |x − y| is not "big enough". Given the requirements of theorem 3.1, the derivations in the preceding sections assure us that we can always find γ, σ > 0 and ξ, α such that equation (41) is true with 0 < ξ α < 1, and the proof is complete.
What remains to be proven is the decay of the eigenfunctions. We first prove the statement for the eigenfunctions of the finite restrictions W ω (N ). This can be derived from our bounds on the time evolution of initially localized particles. We use a variant of Wiener's theorem for measures on the unit circle, proven in the appendix, see theorem D.1. Using in addition that the matrix elements of some eigenprojector P ω {θ} of W ω (N ) at the eigenvalue θ are given by the value of the spectral measure at the point ξ,
where we used the Cauchy-Schwarz inequality in the last step and σ(W ω (N )) denotes the spectrum of W ω (N ). Now, we have by lemma 4.25 that we can bound the decay of the expectation over all configurations of the spectral measure by L, which implies
since L decays faster than any polynomial. This in turn implies for every θ ∈ σ(W ω (N )) and any ω ∈ Ω the existence of a random variable with finite expectation A θ (ω), such that
ensuring the decay of eigenfunctions of W ω (N ) with probability one. To apply the argument for the eigenfunctions of W ω , defined on the infinite lattice, we have to show that the spectral measures ρ 
Appendix A. Products of random matrices
In this section we gather some parts of random matrix theory. Our aim is to analyze the behavior of random products of matrices, in particular we are interested in the growth of quantities like ||g n · . . . · g 1 · v|| and | w , g n · . . . · g 1 · v | where v and w are normalized vectors and the g i are complex valued matrices drawn independent and identically distributed according to some measure µ on GL(Ã, k) where Ã = Ê or . In fact, the measure µ depends on a parameter z ∈ T, which we take into account by writing µ z , hence, the matrices g i also depend on z but to simplify notation we omit this dependence.
If Ã = Ê all results derived in this appendix are well-known, see e.g. [BL85, CL90] , however, for Ã = the literature is less exhaustive. So, in this appendix we adapt these results to the case Ã = . Many statements can be translated directly from Ê to by observing ∼ = Ê 2 . This approach is similar to the analysis carried out in [BHJ03] . More precisely, we identify with Ê 2 via the isomorphism
This mapping naturally extends to k and induces a homomorphism Ψ mapping linear operators on k to linear operators on Ê 2k via the relation
It is easy to see that both Λ and Ψ are Ê-linear and since Λ is an isomorphism Ψ is injective, however, it is not surjective. Moreover, Ψ is a homomorphism with respect to matrix multiplication, hence a subgroup G of GL( , k) is mapped isomorphically to a subgroup Ψ(G) of GL(Ê, 2k). The mappings Λ and Ψ have the following useful properties:
Proposition A.1. The mappings Λ and Ψ preserve the euclidean norm, i.e.
where the norm is given by the euclidean norm in k respectively Ê 2k . Moreover, we have that the map Ψ preserves the modulus of the determinant, i.e.
Proof. The first statement of the lemma follows easily from the fact that
Since the modulus of the determinant of a matrix M is given by the product of its singular values, it it sufficient to prove that Ψ preserves the singular values of M . This follows from the equations
together with the invertibility of Λ.
The transfer matrices T we consider satisfy |det(T )| = 1, therefore we are interested in Ψ(T ) where T is an element of the group of matrices with determinant of modulus one, which is denoted by
Remark A.2. Since the map Ψ is continuous we have that det(.) • Ψ is a continuous map from SL Ì (k) to {−1, 1}. The group SL( , k) as well as SL Ì (k) is simply connected. Therefore, the function det(.) • Ψ is constant on SL Ì (k) and since det(Ψ (½ k )) = det(½ Ê k ) = 1 it is equal to 1.
Our aim is to prove that, under certain circumstances, the Lyapunov exponent, as defined subsequently, is positive and Hölder-continuous on T. To this end it is helpful to consider the group generated by the support of the measure µ z , which is defined in the following way: Definition A.3. Let {µ z } z∈T be a family of measures on GL(Ã, k), the general linear group on the Ã-vector space of dimension k.
i) The Lyapunov exponent associated with µ z is the limit
where the expectation value is with respect to the n-fold convolution µ n z of the measure µ z . ii) The support of the measure µ z is defined as the set
with B ε (M ) denoting the sphere of operator norm radius ε around M ∈ GL(Ã, k).
iii) The smallest closed subgroup of GL(Ã, k) containing the elements of supp(µ z ) is denoted by µ z .
To such a measure µ z we may associate a map R z acting on functions f from the projective space P Ã k ∼ = {v ∈ Ã k : ||v|| = 1} to the real numbers in the following way (43)
From now on we adopt the notationx for elements in P Ã k , whereas x denotes the elements of Ã k .
In the following, we restrict the definition of R z to functions f from a set L α defined with the help of a distance δ on P Ã k and α > 0 in the following sense
If we define a norm on L α via ||f || α = ||f || ∞ + m α (f ) it becomes a Banach space (note that f is assumed to be bounded), and denoting the set of bounded operators on
This leads us to the notion of an invariant measure ν z corresponding to µ z .
Definition A.4. Let {µ z } z∈T be a family of measures on GL(Ã, k). An invariant measure ν z for µ z is a measure fulfilling
for any bounded and measurable function f :
is called the projection onto constant functions.
Remark A.5. According to Prokhorov's Theorem the space of probability measures M(P Ê k ) constitutes a sequentially compact set, i.e. each sequence contains a weakly-converging subsequence. This fact can be used to give an expression for an invariant measure for a measure µ. Let δ be an arbitrary probability measure on Ê k , then
defines a sequence of probability measures on Ê k and it is easy to check that the limit of any weaklyconvergent subsequence is an invariant measure for µ.
While invariant measures ν z are hard to construct explicitly, their existence and certain properties can be established by analyzing µ z . In fact, many properties of γ(z) can be established through analysis of the corresponding invariant measure ν z . We start with the connection between the real invariant measure and its complex analogue.
Remark A.6. Let µ be a measure on GL( , k) and denote the corresponding measure on GL(Ê, 2k) obtained via the isomorphism Λ by µ Ê . An invariant measure ν Ê for µ Ê induces an invariant measure ν for µ via
Hence, if there is an invariant measure for the real embedding of µ then there is an invariant measure for µ itself.
In particular, for Ã = Ê there exists a unique continuous invariant measure ν z if µ z is strongly irreducible and non-compact [BL85, CL90] .
Definition A.7. Let G be a subgroup of GL(Ã, k) with k ∈ AE. We call G strongly irreducible over Ã if there is no finite sequence of nontrivial subspaces S 1 , . . . ,
is strongly irreducible over Ã if and only if all subgroups of G with finite index are irreducible over Ã.
The following two propositions translate non-compactness and strong irreducibility from Ê to .
Proposition A.9. A subgroup G of GL( , k) is compact if and only if Ψ(G) is compact.
Proof. The map Ψ is continuous, hence Ψ(G) is compact if G is compact. On the other hand, we can invert Ψ continuously on the set Ψ(GL( , k)). As a consequence G is compact if Ψ(G) is compact.
We need to identify circumstances under which the subgroup Ψ(G) is strongly irreducible. For G this means that all subgroups of finite index are irreducible over Ê, i.e. the only Ê-linear invariant subspaces of k are trivial. The following proposition simplifies the analysis in the sense, that it is sufficient to check strong irreducibility for G over in certain cases. We prove later (see the proof of lemma A.14) that these are exactly the cases of interest to us.
Proposition A.10. Let G be a subgroup of GL( , k) and denote the direct product of G and T by
is strongly irreducible over Ê if and only if G T is strongly irreducible over .
Proof. Clearly, if Ψ(G T ) is strongly irreducible over Ê, then G T is strongly irreducible over . Now, suppose there is a finite sequence of nontrivial subspaces S 1 , . . . ,
each P i is an Ê-linear subspace of k . But since G T contains all operators e i φ ½, φ ∈ Ê each P i is also a -linear subspace of k , hence G T is not strongly irreducible over .
The next lemma summarizes the results we wish to translate from the case Ã = Ê to Ã = . For a proof of the first part we refer to [Für63] or [CL90] proposition IV.4.6, the second part can also be found in [CL90] propositions I.V.4.4 and IV.4.5, and the third part is a variation of theorem V.6.2. in [BL85] . First, we define the term ζ-integrability of a measure µ.
Definition A.11. Let µ be a measure on GL(Ã, k) with k ∈ AE. We call µ ζ-integrable, if there exists ζ > 0 such that
Remark A.12. For unitary matrices U and z ∈ T the norm of the transfer matrix
can by bounded by ||τ z (U )|| ≤ 2/|a|. Therefore, ||T || ζ is finite for some ζ > 0 if |a| −ζ is finite.
Lemma A.13. Let {µ z } z∈T be a family of ζ-integrable measures on SL(Ê, k). If the groups µ z ⊂ SL(Ê, k) are non-compact and strongly irreducible over Ê, then
i) The Lyapunov exponent satisfies γ(z) > 0 for all z ∈ T. For all vectors v = 0 in Ê k
with probability one. ii) Defining the function
we have the relation γ(z) = N z (Φ z ) and for fixed z ∈ T the function Φ z is continuous.
iii) There exists σ > 0 such that for any v = 0 in Ê k and ε > 0 there is N ∈ AE with
Given a measure µ on a subgroup G ⊂ GL( , k) we can extend this measure by an arbitrary measure ν on T, i.e. we consider the product measure µ ν = µ × ν on T × G. For arbitrary g ∈ G and e iφ ∈ T it is clear that e iφ × g = ||g||. Hence, we can simulate the random variable ||g n . . . g 1 v||, where the g i are drawn according to µ, by drawing the g i according to µ ν . But this means we may equivalently consider the group µ ν instead of µ when analyzing the norm growth of the matrix products. If we choose the uniform distribution on T as ν we have µ ν = T µ since supp(ν) = T in this case.
The next lemma is the desired generalization of A.13 for complex valued matrices.
Lemma A.14. Let {µ z } z∈T be a family of ζ-integrable measures on SL T (k). If the group µ z ⊂ SL T (k) are non-compact and strongly irreducible over , then
iii) There exists σ > 0 such that for any v = 0 in k and ε > 0 there is N ∈ AE with
Proof. For the most part, the lemma is just a translation of lemma A.13 from k to Ê 2k using the propositions of this section. It remains to prove that without loss of generality we may consider the group T µ instead of µ such that we can apply corollary A.10. But, as already mentioned, the norm of an element g T × g G ∈ T × G only depends on the factor g G . Moreover, g T and g G are independently drawn according to the product measure µ × ν where ν is the uniform distribution on T. Therefore, the cumulative distribution function F X (x) = È (X ≤ x) for the two random variables X = ||g n . . . g 1 v|| with g i either given by g G or g T × g G coincide and the lemma is proven.
Equipped with these basic results we now consider the space 2 and prove certain regularity properties of the invariant measure ν z and later on the Hölder-continuity of γ(z). Still, these results are known for Ã = Ê, but their translation to the complex domain is less obvious. The first lemma we now prove gives the invariant measure ν z an interpretation as the probability measure of a random variable on P 2 . Let us denote the n-fold left product g 1 · · · · · g n with g i ∈ supp(µ z ) by m n z .
Lemma A.15. Let µ z be a ζ-integrable measure on GL( , 2), with | det(g)| = 1 for g ∈ supp(µ z ) and suppose that µ z is non-compact and strongly irreducible. It follows that m n z · m n z −1 converges almost surely to a rank one matrix and its direction is a random variable which is distributed according to the invariant measure ν z corresponding to µ z .
where D is a random variable with distribution ν z . Next, let y ∈ P 2 be some unit vector and letholds. Noting that x ∈ P 2 can be written as x = (r, √ 1 − r 2 e iφ ) with 0 < r < 1 , using the definition of Γ, the mean value theorem for f and the unitary invariance of the scalar product and δ we find
In the last step we used that with the normal form of x ∈ P 2 from above we have
Equation (56) implies now the following bound on the α-norm of Γ z for 0 < α < 1
with the function Φ z (x) = log ||g z x|| ||x|| , and the unique invariant continuous measure ν z corresponding to µ z , see lemma A.14. The following proposition concerns some continuity results about Φ z and γ(z) and is a summary of propositions V.4.8 and V.4.9 in [CL90] .
Proposition A.21. Given that µ z is strongly irreducible and non-compact together with assumption (62) implies that i) the function Φ z is continuous on P 2 × T and Hölder continuous on T ii) the Lyapunov-exponent γ(z) is continuous in z and the convergence γ(z) = lim n→∞ 1 n log ||g n z x|| ||x|| is uniform in z and x.
Proof. By lemma A.14 Φ z is continuous on P 2 for fixed z, hence, it remains to prove the Hölder continuity of Φ z (x) in z with constants independent ofx. So, i) follows from
where the last inequality is just assumption (62). In order to prove ii) note that under our assumptions on µ z it is guaranteed that the invariant measure ν z corresponding to µ z is unique, cf. [CL90, BL85] . This already implies that the ν z is weakly-continuous in z. If a sequence z n ∈ T is converging to λ, then
Hence, γ(z) is continuous on T.
If we define probability measures ν n,z,x = 1 n n k=0 µ k δx and choose sequences z n ∈ T converging to z andx n ∈ P 2 converging tox we see that the probability measures ν n,zn,xn converge weakly to the invariant measure ν z . Clearly, we have
and moreover h n (z,x) is continuous on T × P 2 by arguments similar to those used to prove i). Since T × P 2 is compact it is sufficient to prove that h n (z n ,x n ) converges to γ(z). This follows from
The Hölder continuity of the Lyapunov exponent follows from the simple decomposition
if we prove that the statement is true for both parts of the sum. This is easy for the second part, since it was shown in proposition A.21 that the map Φ z is Hölder continuous in z independent of the argument in P 2 . So, we are left to prove the Hölder continuity of the first term in (63).
For that, let us first define the following distance on P 2 ,
where the determinant of two vectors x, y ∈ 2 is understood as the determinant of the twodimensional matrix with rows x and y. The map R z defined in (43) maps L α to itself, and as a mapping defined on a Banach space it inherits some nice properties. We consider R z as an element of B(L α ), the Banach algebra of bounded operators on L α with respect to the operator norm, which we denote by ||M || ∞ for M ∈ B(L α ). The following lemma provides all necessary tools for the proof of the Hölder continuity of γ(z).
Lemma A.22. For z ∈ T define the operator Q z = R z − N z , then i) For θ ∈ with |θ| > max(1, lim sup n∈AE ||Q n z || ∞ ) the resolvent of R z exists and is given by
ii) There exist positive constants C α and ρ α < 1 such that ||Q n z || ∞ ≤ C α ρ n α . Moreover, for θ ∈ with |θ| > 1 we have the uniform resolvent bound
iii) For ǫ > 0 denote by B ǫ the circle of radius 1 + ǫ around z = 0. Then we have the Cauchy identity
We postpone the proof of this lemma to the end of this section. First, we prove the main result of this section, the Hölder continuity of γ(z).
Lemma A.23. The Lyapunov-exponent γ(z) is Hölder-continuous on T, i.e. there exist positive constants α > 0 and Γ α such that
Proof. According to the discussion above it is sufficient to prove that the operator N z is Hölder continuous in z. We already know Φ z ∈ L α for arbitrary α > 0, hence we can apply lemma A.22 to see that
hence, we may estimate
The crucial point is to establish a Hölder-estimate of the norm
which we do for both terms separately. For β > 0 and h ∈ L β the first term obeys the estimate
Similarly to the proof of proposition B.1 we consider the product
and determine the modulus of its eigenvalues, which is given by
Under the assumption |a| < |Ib| there exists an eigenvalue λ ± with modulus strictly larger than one.
In order to prove that a disordered quantum walk according to corollary 3.4 exhibits dynamical localization we have to prove that µ z is strongly irreducible for z ∈ \{0}. This can be shown by using proposition II.4.3. in [BL85] . The original proof in [BL85] is given for GL(Ê, 2), therefore and for the convenience of the reader we repeat this proof for GL( , 2). Proposition C.2. Let µ be a measure on GL( , 2) such that µ is non-compact and | det M | = 1 for all X ∈ supp(µ). Then µ is strongly irreducible if for anyv in the projective space P 2 the set {Xv : X ∈ µ } contains more than two elements.
Proof. Suppose there are elementsv 1 . . .v n ∈ P 2 such that µ v 1 ∪ . . . ∪v n =v 1 ∪ . . . ∪v n . Each g ∈ µ induces a permutation π g on the set {v 1 , . . .v n } and the map g → π g is a group homomorphism. Denoting the kernel of this homomorphism by K we can construct the quotient group G/K which is isomorphic to the symmetric group S n , hence G/K is finite. Now, every g ∈ K acts on the corresponding vectors v i ∈ 2 as M v i = λ i v i . Assuming n > 2 we can choose three elementsv 1 ,v 2 andv 3 and find coefficients α, β ∈ with α = 0 = β such that v 3 = αv 1 + βv 2 . Applying g ∈ K yields the equation λ 3 αv 1 + λ 3 βv 2 = λ 1 αv 1 + λ 1 βv 2 , which implies λ 1 = λ 2 = λ 3 = λ. Hence, g = λ½ for all g ∈ K and since | det g| = 1 this implies λ = e iφ with φ ∈ Ê. This is a contradiction to the non-compactness of µ which excludes that both K and G/K are compact.
It remains to prove that the transfer matrices corresponding to H and X generate more than two elements in P 2 when applied to an arbitrary elementv ∈ P 2 . We prove a slightly weaker, but sufficient result. In order to apply lemma 4.14 we might show that µ z is non-compact and strongly irreducible for all but finitely many z ∈ T, hence it suffices to prove strong irreducibility for almost all z ∈ . Proposition C.3. Letv ∈ P 2 , z ∈ 2 \{0} and µ z the group generated by T H and T X . Then µ z v contains more than two elements for all but at most two z ∈ \{0}.
Proof. The elementsv ∈ P 2 are given by the vectors v r,φ = r √ 1 − r 2 e iφ , r, φ ∈ Ê .
In order to check whether there are three different elements in µ z v r,φ we first observe that this is the case if v r,φ is not one of the two eigenvectors of T H · T 
with γ = |Ib| 2 − |a| 2 ∈ Ê. Note that b = ±1/ √ 2 is excluded by the condition |a| < Ib. There are at most two solutions for z to this polynomial equation, hence there are at most two z such that µ z is not strongly irreducible.
Appendix D. Absence of continuous spectrum
For the sake of completeness we include in this chapter the proof of a unitary and discrete time version of the RAGE theorem [Gol85] . For this purpose we follow along the lines of a proof for the Hamiltonian case, where the time evolution is induced by a self adjoint operator [Tes09, Kir07] . The goal of this section is therefore to connect the spectral properties of a realization W ω of a family the disordered walk operators {W ω } with the dynamical behavior of vectors of the Hilbert space.
In order to do so, we are interested in the properties of the measureρ Since the geometric series within the parenthesis is bounded by T and converges point wise to the indicator function χ {0} (x) we can interchange the limit with the integration by dominated convergence and arrive at |α k e −iλ k | ||ψ k ||
The first sum goes to zero by strong convergence of the G n and the second goes to zero if we make N large enough and using the fact that a strong convergent sequence of operators is bounded. At the same time this proves the second claim of the rage theorem for ψ ∈ H pp . If we now again decompose an arbitrary vector ψ ∈ H in its components in H c and H pp as in the first case we are left to prove that sup t≥0 (½ − G n )W t ψ c stays strictly larger than zero for all n. Assuming the contrary we find
by strong convergence of the {G n }. This contradiction then concludes the proof of the rage theorem.
Finally we can prove the absence of continuous spectrum of a walk operator.
Lemma D.4. Let W ω be a realization of a family of walk operators {W ω } that exhibits dynamical localization, e.g. the assumptions of theorem 3.1 can be verified for the complete unit circle T. Then with probability one W ω does not have continuous spectrum. inserted before all W t ω . Proof. In order to prove the statement we show, that for a given realization W ω of the family of walk operators {W ω }, the subspace H c (ω) contains with probability one only the zero vector. Therefore we look at the projection of an arbitrary ψ ∈ H onto H c (ω). Choosing the projectors G n = |l|≤n i P δ l ⊗e i , where P δ l ⊗e i denotes the projector onto the state δ l ⊗ e i and by ||ψ|| = W t ω ψ we get
Note that the G n are a sequence of operators of finite range that converge strongly to the identity. Taking the limit with respect to first T and then n of eq. (71) we see that the sums over the second and the third term on the right hand side tend to zero by theorem D.3. To make the connection to theorem 3.1 we take the expectancy with respect to ω on both sides and get with Fatou's lemma In order to proof that H c (ω) only contains the zero vector almost surely, we have to check that the right hand side vanishes for every ψ ∈ H. We do this by checking it for the total set {δ x ⊗ e i , x ∈ , i = 1, 2} of our one dimensional lattice. Inserting the definition of the G n into equation (72) C 1 (e −C 2 |l+x| ξ + e −C 2 |l−x| ξ )
holds because of the dynamical localization of the disordered quantum walk, i.e. lemma 4.25. For n large enough l is larger than |x|, so we can forget about the absolute values in the exponents and the sum takes the simple form of a harmonic series and we find for the projection of δ x ⊗ e i onto H c (ω)
The fact that e −C 2 l ξ < 1 ensures the convergence of the harmonic series and by throwing away the first n terms and making n large, the expression tends to zero as required. Positivity of P Hc(ω) δ x ⊗ e i then already implies P Hc(ω) δ x ⊗ e i = 0 for all x and i almost surely and totality of the set of all δ x ⊗ e i then completes the proof.
