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A reductive monoid is an algebraic monoid with a reductive unit group. Generally,
we have the question of finding the orbits of the unit group of a reductive monoid
acting on both sides of the monoid. Putcha and Renner give a recipe to determine
the orbits for J-irreducible monoids according to the Dynkin diagrams. We obtain
a similar recipe for the question to J; σ-irreducible monoids (not J-irreducible)
of type D2n. However, there is no similar answer for types An n ≥ 4 and E26 . The
fixed points of any J; σ-irreducible monoid under σ is a finite reductive monoid.
We obtain that any such finite reductive monoid is J-irreducible. Then we find the
orbits of these monoids under the two sided action of their unit groups. © 1999
Academic Press
1. INTRODUCTION
Let G be a group (abstract group, algebraic group, or Lie group) and
M be a set (variety or topological space). Suppose an action of G on M is
defined. Here comes a general question:
What are the orbits of M under the action of G?
In this paper, let M be an algebraic monoid. Let G be its unit group. Since
GM ⊂M and MG ⊂M, the group G×G acts on M by g; h · a = gah−1
for g; h ∈ G and a ∈ M. Let G\M/G denote the set of orbits GaG for
this action. Our first main problem is to describe the set G\M/G.
From the point of view of semigroup theory, the analogous problem is
to describe the equivalence classes for Green’s J-relation, which is defined
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by aJb if and only if MaM = MbM. If M is irreducible then a; b lie in
the same G×G orbit if and only if they lie in the same J-class (by [5, 1.1
and 6.1]). Here is the simplest example.
Example. Let M = Mn. Then G = GLn. If a; b ∈ M then GaG =
GbG if and only if rank a = rank b. Thus there is a bijection G\M/G ↔
0; 1; : : : ; n given by GaG→ rank a. In particular, the number of orbits
is finite. That is not always true (see [9, Example 3.2]).
However if M is regular, then the number of orbits is finite. A general
combinatorial structure theorem about the orbits of a J-irreducible monoid
M (which is regular) is given by Putcha and Renner [6, Theorem 4.16]. It
says that there is a lattice isomorphism between the set of orbits and some
subset of the P1 where 1 is the fundamental root system of G.
This paper deals with a class of J; σ-irreducible monoids (not J-
irreducible). It shows that for these monoids with unit groups of type An
n ≤ 3 or D2n there is a general combinatorial result to describe the lattice
of the orbits according to their Dynkin diagrams. For other cases of type
An n > 3 and E6 there is no general answer according to their Dynkin
diagrams.
The fixed points of a J; σ-irreducible monoid of any type under σ is
a finite monoid (see [7, Sect. 4]). We prove that the finite monoid is J-
irreducible, and obtain a similar result as [4, Theorem 4.11] according to
the Dynkin diagram of its twisted (see [1]) case.
2. PRELIMINARIES
2.1. Let K be an algebraically closed field of characteristic p > 0. X ⊂
Kn is an affine variety if X is the set of common zeros in Kn of a finite
collection of polynomials in Kx1; : : : ; xn. An affine variety is a closed
set of Kn. The topology defined on Kn is called the Zariski topology. An
affine variety is irreducible if it is not the union of two proper closed proper
subsets. An affine variety is connected if it is connected under the Zariski
topology; i.e., it is not a disjoint union of two proper closed subsets. If an
affine variety is irreducible then it is connected, but the converse is not
true.
Example. X = x1; x2 ∈ K2  x1x2 = 0 is connected but not irre-
ducible.
Let IX = f ∈ Kx1; : : : ; xn  f x = 0 for all x ∈ X. I is the ideal
of Kx1; : : : ; xn. Hence,
Kx1; : : : ; xn/IX
is called the coordinate ring (or affine algebra) of X, denoted by OX.
J; σ-irreducible monoids ii 119
2.2. Morphism of Affine Varieties
Let X ⊂ Kn and Y ⊂ Km be two affine varieties. A map φx X → Y is a
morphism if
φx1; : : : ; xn =
(
ψ1x; : : : ; ψmx

;
where ψi ∈ OX for all i and x = x1; : : : ; xn ∈ X. A morphism φ is
dominant if φX is dense in Y . φ is birational if there exists a nonempty
open subset U of Y such that φ restricted on φ−1U is an isomorphism.
It is finite if OX is an integral extension of OY .
Proposition ([2, 4.2]). Let φ be a morphism from X to Y . If φ is finite
then
(i) it is closed; i.e., if Z ⊂ X is closed then φZ is closed in Y .
(ii) the inverse image of any single point in Y is finite.
2.3. Let X be an affine variety. X is normal if OX is integrally closed.
The normalization of X is X˜ = X˜;φ where X˜ is a normal affine variety,
φx X˜ → X is a finite birational morphism.
Normalization Theorem ([5, 16.5]). Let X be an irreducible affine va-
riety. Then X admits a unique normalization X˜ = X˜;φ. Moreover any
dominant morphism from a normal variety factors uniquely through φ.
Example. (i) A curve is normal if and only if it is smooth (no singular
points). So X = x; y ∈ K2xy = 1 is normal. But Y = x; y ∈ K2 
xy = 0 is not since the curve has a singular point 0; 0.
(ii) X = a; b; c ∈ K3  a2b = c2 is an irreducible but not normal
affine variety since z/x ∈ field of fraction OX is a root of the polynomial
t2 − y = 0 over OX. X˜ = a; b; c ∈ K3  ab = c and φx X˜ → X
defined by φa; b; c = a; b2; c is a normalization of X. Moreover, X˜ is
smooth.
(iii) X = a; b; c ∈ K3  a2 + b2 = c2 is an irreducible and normal
affine variety but it has singular point 0; 0; 0 charK 6= 2).
Actually, normality is a local property. We do not digress to introduce
the concepts of local ring, regular local ring, and singularity.
2.4. Let G be any connected reductive group. Let Gm = GL1;K. A
morphism χx G→ Gm is a character of G. XG is the set of all characters
of G. It is an abelian group under the addition χ1 + χ2x G→ Gm, given by
χ1 + χ2x = χ1xχ2x for any x ∈ G. Let G be a connected reductive
group. Let T be a maximal torus of G. A character α ∈ XT  is a root of
G relative to T if there exists a monomorphism φx Ga→ G such that
tφct−1 = φαtc
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for t ∈ T , c ∈ K. 8G;T  or 8 denote the set of roots of G relative to T .
8 is finite 8 = dimG− dimT .
We use this definition since Lie algebras have been suppressed. But this
definition is equivalent to the usual one (proof in [9, footnote of p. 15]).
Example. Let G = GLn;K. Let T = Dn;K be the maximal torus.
As we know that the root system is i− j  i 6= j, where it1; : : : ; tn = ti
for t = t1; : : : ; tn ∈ T . Let α = i − j ∈ 8. φx Ga → G is defined by
φc = xαc = I + cEij, where I is the identity matrix and Eij is a matrix
unit. tφct−1 = φαtc. G = SLn;K has the same root system relative
to the maximal torus of T ∩Dn;K.
Definition. (i) Let G be the connected reductive group. The sub-
groups Uα = φK (K = Ga) are called root groups.
G = T;Uα  α ∈ 8:
(ii) If Vλ = v ∈ V  x · v = λxv for all x ∈ T is not zero for
λ ∈ XT , then Vλ is called a weight space and λ is called a weight. The
v ∈ Vλ is a weight vector of λ.
(iii) Let 8ρ denote the weights of the representation. Then 8ρ ⊂
XT  is finite. V = ⊕λ∈8ρVλ. DimVλ is called the multiplicity of weight λ.
(iv) Call B = v1; : : : ; vn a standard basis of V if ρtvj = λjtvj
for all t ∈ T for some weight λj . Then 8ρ = λ1; : : : ; λn. It may happen
that λi = λj for i 6= j.
2.5. Let G be a connected reductive group and let T be a maximal
torus. If λ ∈ XT  and w ∈ W , define wλx T → K by wλt = λw−1tw
for t ∈ T . Then W acts as the automorphisms of the abelian group XT .
This action is faithful: if wλ = λ for all λ ∈ XT  then w = 1. It is easy to
check
W8ρ = 8ρ:
For any α ∈ 8G;T , let φc = xαc. Define wφx Ga → G by
wφc = wφcw−1 for w ∈ NGT . Let β = wα and ψ = wφ then
tψct−1 = twφcw−1t−1
= ww−1twφcw−1tw−1w−1
= wφαw−1twcw−1
= ψwαtc = ψβtc
for t ∈ T and c ∈ K. So β = wα ∈ 8. Thus indeed
W8 = 8:
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2.6. Proposition ([5, 4.38]). Let G be a connected reductive group. Let
T be a maximal torus of G and let B be a Borel subgroup of G containing T .
Then there exists a unique Borel subgroup B− such that B ∩ B− = T .
Definition. (i) Let G be a connected reductive group. Let T be a
maximal torus of G and let B be a Borel subgroup of G containing T .
Assume B = TU , where U = Uα  some α ∈ 8. Then a root of α such
that Uα ⊂ U is called a positive root relative to T and B. Denote by 8+ the
set of all positive roots.
(ii) Similarly, we define the negative roots according to B−, and de-
note the set of negative roots by 8−. Actually, 8 = 8+ ∪ 8− and 8+ =
8−.
(iii) A simple root is a root which cannot be decomposed as a sum
of two positive roots. We call the set of all positive simple roots the funda-
mental root system, denoted by 1.
The semisimple rank of G is 1. Any root in 8 is a linear combination
of the simple roots with integer coefficients of same sign.
2.7. The material of this section is from [3]. Let G be a connected
reductive group. Let T be some maximal torus of G and B ⊃ T be the
Borel subgroup of G, let 1 = α1; α2; : : : ; αl be the fundamental root
system with respect to B and T , 8 (8+ or 8−) is the root (positive or
negative) system. W = NGT /T be the Weyl group which is isomorphic to
the group generated by the set of simple reflections S = sα1; sα2; : : : ; sαl.
Definition. Let 1 = α1; : : : αl be a fundamental root system. Let
C = t ∈ V  t; αi > 0 for i = 1; 2; : : : ; l}:
Then we call C the fundamental chamber. More precisely, C = R+µ1+ · · ·+
R+µl where µ1; : : : ; µl is the fundamental dominant weight corresponding
to 1. Hαi the hyperplane orthogonal to αi is called a wall of C. Hαi  i =
1; : : : ; l are the walls of C. wC is called a chamber, where w ∈ W . Its walls
are the hyperplanes Hwαi for i = 1; 2; : : : ; l. So the walls of all chambers
are Hα  α ∈ 8.
Thus we can give another definition of chambers: the connected compo-
nents of V −Sα∈8 Hα. The Weyl group acts simply and transitively on the
chambers.
Given I ⊂ 1; 2; : : : ; l, let
WI = the subgroup of W generated by sαi  i ∈ I.
Any conjugate of such a group is called a parabolic subgroup of W .
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Proposition. Let
W I = w ∈ W  w · αi > 0 for i ∈ I}
= w ∈ W  lwsαi = lw + 1 for i ∈ I}:
Then W = W IWI . For any w ∈ W , there exist unique wI ∈ WI and wI ∈ W I
such that w = wIwI and lw = lwI + lwI.
Given a set 0 ⊂ V the isotropy group of 0 is
W0 =

w ∈ W  w · x = x for all x ∈ 0}:
Theorem. Given a set 0 ⊂ V the isotropy group of W0 ⊂ W is a parabolic
group. In particular, if x ∈ C¯, Wx = WI , where I = i  x; αi = 0 for αi ∈ 1.
lw the length of w ∈ W is the smallest integer n such that w can be
written as a product of n elements from S, the set of simple reflections.
lw = nw = rw, where nw the number of positive roots transformed
by w into negative roots, and rw the number of reflecting hyperplanes
which separate C and w · C.
We know that W acts transitively and freely on the chambers. So there
exists an element ω ∈ W such that ωC = C ′, where
C ′ = x ∈ V  x; αi < 0; αi ∈ 1}:
ω is an involution since ω2 = 1.
Proposition. (i) ω is the unique element in W with the greatest length
which transforms all positive roots to negative roots. So lω = 8+.
(ii) ω = −1 if and only if W is of type A1, Bn, D2n, E7, E8, F4; and G2.
(iii) ωB = B−, ωT  = T .
2.8. Since this paper is a continuation of [4] we refer the reader for
background on algebraic monoid theory and definition of J; σ-irreducible
monoid to [4]. But we still need more in this paper.
Proposition ([5, 16.6]). Let M ′ be a reductive monoid. Then the normal-
ization M;η is also reductive and η is finite and birational.
Let G be the unit group of M, and let G′ be the unit group of M ′. Let T
be a maximal torus of G, then T ′ = ηT  is a maximal torus of G′. There is
a special characterization for a finite morphism of reductive monoids due
to Renner.
Let ηx M →M ′ be a dominant morphism. Then η is finite if and only if
η−10 = 0.
Note that if M;η is a normalization of M ′, then η is dominant and
finite. By [5, 10.12], ET  = ET ′ and 3M = 3M ′.
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From the above discussion, it follows
Theorem. Suppose M;η is a normalization of M ′. Let T ⊂ G and
T ′ ⊂ G′ be as above. Then
(i) ET  = ET ′,
(ii) 3M = 3M ′,
(iii) ηG is an isomorphism from G to G′ and
(iv) if M ′ is semisimple then M is semisimple. And T;ηT  is a nor-
malization of T
′
([8, 3.7, 6.4]).
Let us explain (iii) a little more. Since η;M is a normalization of M ′
there exists an open subset U of M ′ such that ηx η−1U → U is an isomor-
phism. So ηx V → V ′ is an isomorphism. V = η−1U ∩G and V ′ = U ∩G′
are open dense subsets of G and G′. By [2, Lemma 7.4], G = V 2 and
G′ = V ′2. So ηx G→ G′ is an isomorphism.
Also we can see the above fact by intuition. Since any reductive group is
normal the normalization of a monoid does not change the unit group.
Let T be an irreducible diagonal monoid with zero. Then T is normal if
and only if, for all χ ∈ XT , n ∈ Z+, nχ ∈ XT  implies χ ∈ XT  (see
[5, 16.7]).
3. J; σ-IRREDUCIBLE MONOIDS
3.1. Definition ([4, 4.1]). A J; σ-irreducible monoid M is a reductive
monoid with an endomorphism σ of M such that W;σ act transitively on
E1T  the set of minimal nonzero idempotents in ET . More precisely,
let 31 = 3 ∩ E1T  then σ permutes the set 31. In other words, for any
e ∈ E1T ,
E1T  = W .e ∪W .σe ∪W .σ2e : : : :
Obviously, M is a J; σ-irreducible monoid if M is J-irreducible and
σ = 1. This special case is well studied in [6]. However, many of the J; σ-
irreducible monoids are usually not J-irreducible.
Let G0 be a simple algebraic group with endomorphism σx G0 → G0
such that G0σ = x ∈ G0  σx = x is a finite group. In this paper, we
suppose that σ is of Steinberg type or Chevalley type. Then σ induces an
automorphism of the fundamental root system or Dynkin diagram (see [10,
Sect. 10]). Denote this automorphism by % as in [4, Sect. 4]. Choose an
arbitrary dominant weight µ = Pli=1 aiµi in XT0. Let ρix G0 → GLVi
be the irreducible representations corresponding to %i−1µ for i = 1; 2 (or
3 for D34 only).
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Define
ρ = ⊕ρix G0 → GL⊕Vi;
and
M = normalization of Mρ = K∗ρG0:
Theorem. (i) M and Mρ are J; σ-irreducible monoids.
(ii) Mσ is finite.
(iii) Mσ is J-irreducible
Proof. Let T = K∗ρT0 and G = K∗ρG0. Since ρ has finite kernel,
ρG0 is also a simple algebraic group. We can identify the root system of
ρG0 relative to ρT0 and ρB0 with that of G0. Also there is a commu-
tative diagram:
G0 G0
ρG0 ρG0
σ
ρ ρ ∗
We use the same notation σ for the bottom map.
Since XT  = XρT0 ⊕ Z, let µ; 1 ∈ XT  and σ∗ extend to XT 
by σ∗1 χ; t = σ∗χ; tq. Then σ∗1 is induced from σ1x G→ G, σ1g; t =
σg; tq. Note that σ∗µ = q%µ.
Let C∨i be the smallest convex cone containing W .%i−1µ; 1. Let C∨
be the smallest convex cone containing
S
C∨i . Then M is the semisimple
monoid corresponding to the polyhedral root system 8;XT ; C∨ = XT 
(see [8, 3.6]). σ∗C ⊂ C and qC ⊂ σ∗C.
For (1), Mρ is clearly J; σ-irreducible by the construction. By The-
orem 2.8 of Section 2, M and Mρ have the same cross-section lattice.
Thus M is also J; σ-irreducible.
For (2), since σ∗C ⊂ C and qC ⊂ σ∗C, the finite morphism σx G→
G can be extended to σx M → M such that Gσ and Mσ are finite by [4,
Lemma 4.4]. So Mσ is the finite monoid with unit group Gσ .
For (3), it is enough to show for the case %2 = 1. Let e1, e2 be two
nonzero minimal idempotents in the cross-section lattice 3 of M. Then
σe1 = e2 and σe2 = e1. So
σe1 ∨ e2 = σe1 ∨ σe2 = e1 ∨ e2 ∈ 3σ;
where 3σ = e ∈ 3  σe = e is the cross-section lattice of Mσ . For
any e ∈ 3σ\0, either e > e1 or e > e2. In the former case e = σe >
σe1 = e2, so that e > e1 ∨ e2. Then e1 ∨ e2 is the unique nonzero minimal
idempotent in 3σ .
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3.2. We ask the following questions in [4, 4.8]:
(A) What is UM, or equivalently 3?
(B) What is UMσ, or equivalently 3σ?
If µ = Pli=1 aiµi, define Iµ = αi ∈ 1  ai 6= 0. More precisely, we
should answer these two questions in terms of the following separate cases:
(1) σ∗µ = qnµ.
(2) σ∗µ 6= qnµ.
Reference [4] gives a complete and combinatorial answer to case (1).
Now we are going to give answer to case (2).
3.3. First, we give a general recipe to determine UMσ
Proposition. LetM (orMρ) be the J; σ-irreducible monoid for some
µ as constructed above. Let C∨1 be the convex hull of[(
W .%i−1µ:
Let S = τ ∈ F C∨1  relintτ ∩ C 6= φ, where C is the closure of the
fundamental chamber. Then S ∼= 3\0.
Proof. Since the W -orbit of any point in the space Rl intersects with
C at one and only one point. By Proposition 4.9 of [4], the proposition
follows.
Define Wσ = w ∈ W  %w%−1 = w. Wσ is the Weyl group of type Ck
(Bk, Bl−1, G2; or F4) for W the Weyl group of type A2k−1 (A2k, Dl, D4;
and E6) and corresponding % (refer to [4, Sect. 4] for details).
Let 1 be a basis of Rl. Then % induces a natural linear transformation
of Rl. So we can define a projection pix Rl → Rm by
pix = x+ %x
2
(see pix ∈ Rm by isomorphism where m ≤ n). Let 1% = pi1. Let µ be a
dominant weight and µ 6= %µ. Let I ′µ = piIµ. Let J ′0 = 1%\I ′µ.
We have
Theorem. (i) There is an order preserving injection
Kx 3σ\0 → Ke ⊆ P1%:
(ii) Any S⊆ 1% = Ke for some e ∈ 3σ if and only if Ke has no
component completely contained in J ′0.
We need some lemmas to prove this theorem.
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Lemma 1. Let X ∈ Rn be any convex hull of some finite points. Let
dimX = n. Let A be any linear transformation of Rn induced by the permu-
tation of the coordinates which satisfies that A2 = 1 and AX = X. Define
p as a projection from Rn to Rm, m ≤ n by px = x +Ax/2 (consider
px ∈ Rm by isomorphism). Then
(i) pX is a convex hull of some finite points,
(ii) if τ is a face of pX then p−1τ is a face of X, and
(iii) τ is a face of pX if and only if there exists a face ν of X such
that pν = τ and Aν = ν.
Proof. For (i), it is true since p is clearly a linear projection.
For (ii), given any x = x1; x2; : : : ; xn ∈ Rn, without loss of generality
we may assume
Ax = (xn; xn−1; : : : ; xn+1−k; xk+1; xk+2; : : : ; xm; xk; xk−1; : : : ; x1
such that A2 = 1. Then px = y1; y2; : : : ; ym where yi = xn−i+1 + xi/2
for i = 1; : : : ; k and yi = xi for i = k+ 1; : : : ;m. By Definition 2.1 of [11],
we assume that
τ = pX ∩ y1; y2; : : : ; ym ∈ Rm  c1y1 + c2y2 + · · · + cmym = c0};
where c1y1 + c2y2 + · · · + cmym ≤ c0 is a valid inequality for pX. So for
any x ∈ p−1τ, it satisfies the equation c1/2x1 + xn + · · · + ck/2xk +
xn−k+1 + ck+1xk+1 + · · · + cmxm = c0, and it is also true that the inequality
c1/2x1 + xn + · · · + ck/2xk + xn−k+1 + ck+1xk+1 + · · · + cmxm ≤ c0, is
valid for X. That is to say, p−1τ is a face of X.
For (iii), let ν = p−1τ. By (ii), Aν = ν and pν = τ. Conversely,
given ν a face of X satisfying Aν = ν, we may assume that
ν = X ∩ x1; x2; : : : ; xn ∈ Rn  c1x1 + c2x2 + · · · + cnxn = c0};
and the inequality c1x1 + c2x2 + · · · + cnxn ≤ c0 is valid for X. For any
x = x1; x2; : : : ; xn ∈ ν, and Ax ∈ ν then
c1x1 + · · · + ckxk + ck+1xk+1 + · · · + cmxm + cm+1xm+1
+ · · · + cnxn = c0;
c1xn + · · · + ckxn−k+1 + ck+1xk+1 + · · · + cmxm + cm+1xk
+ · · · + cnx1 = c0:
By adding the two equations, we have
2c1 + cnx1 + xn + · · · + 2ck + cn−k+1xk + xn−k+1 + 2ck+1xk+1
+ · · · + 2cmxm = 2c0:
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That is to say,
2c1 + cny1 + · · · + 2ck + cn−k+1yk + ck+1yk+1 + · · · + cmym = c0:
Also it is easy to check that the inequality
2c1 + cny1 + · · · + 2ck + cn−k+1yk + ck+1yk+1 + · · · + cmym ≤ c0:
is valid for pX. Hence pν is a face of pX.
Lemma 2. Given any two points y0 and y1 in Rl, if there exists a w ∈ W
such that w.y0 = y1 and %yi = yi for i = 0; 1 then there exists a wσ ∈ Wσ
such that wσ:y0 = y1.
Proof. Without loss of generality, assume that y0 is in the fundamental
chamber of the Weyl group W . Let J = 1\Iy0. Recall that
W J = w ∈ W  wα > 0 for all α ∈ J}:
We claim W J is invariant under %. Since for any w ∈ W J , α ∈ J,
%w%−1α = %wβ; where β = %−1α ∈ J
= %wβ = %β′ where β′ = wβ > 0
> 0:
Then for any w ∈ W , it can uniquely decompose as the form
w = wJwJ for wJ ∈ W J;wJ ∈ WJ:
By assumption, w.y0 = y1. Suppose w = wJwJ decomposes as above. Then
%wy0 = %w%−1%y0
= %w%−1y0
= %wJ%−1%wJ%−1y0
= y1 = wy0 = wJwJy0:
Since the isotropic group of y0 is WJ and WJ is invariant under the conju-
gation of % then
%wJ%−1y0 = wJy0:
Then wJ−1%wJ%−1y0 = y0: Thus
wJ−1%wJ%−1 ∈ WJ:
So there exists an element w0 ∈ WJ such that %wJ%−1 = wJw0 ∈ W J by the
invariant of W J under %. By the uniqueness of the decomposition, w0 = 1;
i.e., %wJ%−1 = wJ: Thus wJ ∈ Wσ and wJy0 = y1.
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Now we give the proof of the theorem.
Proof. Let C∨σ 1 be the convex hull of Wσ .piµ. Let piC∨1 be the
image of C∨1 under the projection of pi. Let
E = τ ∈ F C∨1  %τ = τ} ∼= ETσ:
We want to show that
(1) E ∼= piE = F piC∨1,
(2) piC∨1 = C∨σ 1, and
(3) for any τ0; τ1 ∈ E, if there exists a w ∈ W such that w.τ0 = τ1
then there exists a wσ ∈ Wσ such that wσ .τ0 = τ1.
Assuming that the above three claims are true, we get a lattice isomorphism
from ETσ to F C∨σ 1 by (1) and (2). Since 3σ = E ∩3 = E ∩ Wτ  τ ∈
F C∨1 = Wστ  τ ∈ E by (3) then we also have a lattice isomorphism
from 3σ the sets of Wσ -orbits of F C∨σ 1. By Putcha and Renner’s recipe
the theorem is true.
As for (1), given two different elements τ0 and τ1 in E, let xi ∈ τi be the
barycenters of τi for i = 0; 1. Then x0 6= x1. Since τi ∈ E then %xi = xi
then pixi = xi. So pix0 6= pix1. Hence E ∼= piE
That piE = F piC∨1 follows immediately from the first lemma. As
for (2), piC∨1 = C∨σ 1. For w ∈ Wσ ⊆ W ,
piwµ = wµ+ %wµ
2
= wµ+ %w%
−1%µ
2
:
= wµ+ %µ/2
since
%w%−1 = w
= piµ;%µ:
So piwµ ∈ Wσ .piµ. Since %µ;%µ = µ;%µ ∈ F C∨1 then
piµ;%µ is a vertex of piC∨1 by Lemma 1.3. Hence any point in the
Wσ -orbit of µ+ %µ/2 is a vertex of piC∨1. Since Mσ is J-irreducible,
all the vertices of piC∨1 are in the same Wσ -orbit. So Wσ .µ+ %µ/2
is all the vertices of piC∨1. That is to say, piC∨1 = C∨σ 1.
As for (3), given any τ0; τ1 ∈ E, suppose that w.τ0 = τ1 for w ∈ W . Let
yi be the barycenters of τi for i = 0; 1. Then w.y0 = y1. Since %yi = yi
for i = 0; 1 then there exists a wσ ∈ Wσ such that wσ .y0 = y1 by the second
lemma. Hence wσ .τ0 = τ1.
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4. J; σ-IRREDUCIBLE MONOIDS OF TYPE
D2n AND An n ≤ 3
4.1. Given µ = Pli=1 aiµi a dominant weight, Assume that %µ 6= µ.
One would ask if there exists a general theorem to determine the cross-
section lattice of Mµ, where Mµ= M or Mρ) is J; σ-irreducible
monoid constructed as in (3.1). So the criterion for existence of a gen-
eral theorem to determine the cross-section lattice according to the Dynkin
diagram is
Criterion. There exists a general theorem to determine the cross-section
lattice for Mµ according to the Dynkin diagram if and only if for any µ′
a dominant weight with Iµ = Iµ′, Mµ and Mµ′ have the same
lattices of J-classes.
4.2. Theorem. Let µ and µ′ be the dominant weights of An for n ≤ 3 or
D2n. Assume Iµ = Iµ′. Then Mµ and Mµ′ have the same lattices of
J-classes.
Proof. We leave the case A2 for the reader since it is easy to draw a
convex hull of 12 or fewer points in the plane. For convenience, we identify
A3 with D3. So it is sufficient to show that of case Dn.
Fix 1 = α1; α2; : : : ; αn the fundamental root system of Dn and
µ1; µ2; : : : ; µn
be the fundamental dominant weights associated with 1. Let C be the
fundamental chamber. Suppose that %αn−1 = αn then % is a reflection.
The reflecting hyperplane bisects the chamber C. Its orthogonal vector is
αn − αn−1. Consider the reflection group generated by
sα1; sα2; : : : ; sαn−1; % = sαn−αn−1
}
:
It is easy to see that this reflection group denoted by W ′ is a Weyl group
of type Cn. Its fundamental root system 1′ is β1; : : : ; βn where βi = αi
for i = 1; : : : ; n − 1 and βn = αn − αn−1: And closure of its fundamental
chamber denoted by D is the cone spanned by λ1; : : : ; λn where λi = µi
for i = 1; : : : ; n− 2; n and λn−1 = µn−1 +µn; i.e., D = R+λ1 + · · · +R+λn.
Moreover,
C = D ∪ %D:
So Wµ ∪ W µ¯ = W ′µ = W ′µ¯ where µ¯ = %µ. Then the convex hull of
Wµ ∪ W µ¯ is the same as the convex hull of W ′µ or W ′µ¯. Suppose µ =Pn
i=1 aiµi a dominant weight of Dn. Without loss of generality we assume
that µ ∈ D, i.e., an ≥ an−1. Then µ is also a dominant weight of Cn. Suppose
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µ = Pni=1 biλi define Lµ = βi ∈ 1′  bi 6= 0. By Putcha and Renner’s
recipe, the lattice structure of F C∨1 is uniquely determined by Lµ.
So it is uniquely determined by Iµ too.
Since W is a subgroup of W ′ and the W ′-orbits of F C∨1 is uniquely
determined by Iµ. So are the W -orbits.
Corollary. Let 3′ be set of the W ′-orbits of F C∨1 then 3 = 3′ ∪
%3′.
Proof. Let X be the set of faces in F C∨1 which have a common
vertex µ. Let Y be the set of faces in F C∨1 which have a common
vertex µ¯. Without loss of generality, assume that µ ∈ D. Then
3′ = τ ∈ X  τ ∩D 6= φ}:
Then 3′ = τ ∈ X  τ ∩ C 6= φ: Let
3′′ = τ ∈ Y  τ ∩ %D 6= φ}:
Then 3′′ = τ ∈ Y  τ ∩ C 6= φ: By symmetry, 3′′ = %3′: Since 3 =
τ ∈ C∨1  τ ∩ C 6= φ which is just the union of 3′ and 3′′.
By the above corollary,
3 = 3′ ∪ %3′:
3′ can be determined by Putcha and Renner’s recipe. Since the above union
is not a disjoint union we still need a more explicit description of 3.
Let 1 be the fundamental root system of Dn and let µ1; µ2; : : : ; µn
be the fundamental dominant weights associated to 1, %αn−1 = αn. Let
1′ = β1; : : : ; βn where βi = αi for i = 1; : : : ; n− 1 and βn = αn − αn−1:
It is a fundamental root system of type Cn. λ1; : : : ; λn is the fundamental
dominant weight corresponding to it, where λi = µi for i = 1; : : : ; n − 2,
n; and λn−1 = µn−1 + µn: Let µ =
Pn
i=1 aiαi be a dominant weight of type
Dn with an ≥ an−1. Then µ ∈ D. Write µ =
Pn
i=1 biλi, where bi = ai for
i = 1; 2; : : : ; n− 1 and bn = an − an−1. Define Lµ = βi ∈ 1′  bi 6= 0.
Let
1′ = %1′ = β1; : : : ; βn};
where βi = βi for i = 1; : : : ; n− 1 and βn = −βn. Let
P = P1′ t P1′ (disjoint union):
4.3. Define an equivalence relation R on P: for X; Y ∈ P we say that
XRY if and only if one of the following conditions is satisfied:
(i) X = Y (please note βi 6= βi in P for i < n).
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(ii) X and Y each contain at least one of βn;βn, X = Y ; and
%X − βn t βn = Y − βn t βn.
It is easy to check this is an equivalence relation. Denote the equivalence
class by S for S ∈ P .
Let J0 = 1′ − Lµ, and let J0 = %J0. By Putcha and Renner’s recipe,
there is an order preserving injection: Ix 3′\0 → P1′ and S⊂ 1′ =
Ie if and only if no component of S lies entirely in J0. Let e0 ∈ 3′ and
e′0 = σe0 ∈ %3′ denote the two unique minimal idempotents of 3.
Theorem. Let Mµ be a J; σ-irreducible monoid. Then there is an
order preserving injection
Kx 3\0 → P/R;
and S = Ke if and only if the elements of S has no component completely
contained in J0 and J0. In particular, Ie0 = φ ∈ P1′ and Ie′0 = φ ∈
P1′.
5. CASE D24
Using the above theorem, we give a complete list of the Hasse diagrams
for 3\0. k; k1; k2; k3; and k4 are positive integers.
(1) µ = kµ4 and J0 = β1; β2; β3. See Fig. 1.
(2) µ = k1µ1 + k2µ4 and J0 = β2; β3. See Fig. 2.
(3) µ = k1µ2 + k2µ4 and J0 = β1; β3. See Fig. 3.
(4) µ = k1µ3 + k2µ4 = k1λ3 + k2 − k1λ4 where k2 > k1 and J0 =
β1; β2. See Fig. 4.
(5) µ = k1µ1 + k2µ2 + k3µ4 and J0 = β3. See Fig. 5.
(6) µ = k1µ1 + k2µ3 + k3µ4 where k3 > k2. and J0 = β2. See
Fig. 6.
(7) µ = k1µ2 + k2µ3 + k3µ4 where k3 > k2. and J0 = β1. See
Fig. 7.
(8) µ = k1µ1 + k2µ2 + k3µ3 + k4µ4 where k4 > k3 and J0 = φ. See
Fig. 8.
Remark (1) Not all types of J; σ-irreducible monoids satisfy the cri-
terion of the above section. The author believes that J; σ-irreducible
monoids of type An, n > 3 and E6 do not satisfy the criterion.
(2) Generally, finding the cross-section lattice of any reductive
monoid is still an open problem.
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FIGURE 1
FIGURE 2
FIGURE 3
FIGURE 4
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FIGURE 5
FIGURE 6
FIGURE 7
FIGURE 8
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The following example is calculated by computer using C on UNIX.
Example. Let µ = µ1+ 2µ2+ 3µ3+ 4µ4 and µ′ = 2µ1+µ2+ 4µ3+µ4
then Mµ and Mµ′ have different cross-section lattices. Let 3 and 3′
denote the cross-section lattices of Mµ and Mµ′, respectively. Let 3n
denote the set of elements in cross-section lattice 3 of rank n. We obtain
that 33 = 8 and 3′3 = 5. So 3 6= 3′.
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