Anomaly detection aims to detect abnormal events by a model of normality. It plays an important role in many domains such as network intrusion detection, criminal activity identity and so on. With the rapidly growing size of accessible training data and high computation capacities, deep learning based anomaly detection has become more and more popular. In this paper, a new domain-based anomaly detection method based on generative adversarial networks (GAN) is proposed. Minimum likelihood regularization is proposed to make the generator produce more anomalies and prevent it from converging to normal data distribution. Proper ensemble of anomaly scores is shown to improve the stability of discriminator effectively. The proposed method has achieved significant improvement than other anomaly detection methods on Cifar10 and UCI datasets.
I. INTRODUCTION
Anomaly detection refers to the process of modeling normal events and detect abnormal ones. It has been widely applied in many domains, such as electronic IT security which involves network intrusion detection and fraud detection. In [17] [29] , anomaly detection is applied to detect possible intrusions such as malicious activity, computer attack, computer misuse and virus spread. In [27] , a method is proposed to detect fraud in large-scale accounting data, which is also important in financial statement audits or forensic investigations. In [25] , anomalies are identified in medical imaging data to capture imaging markers relevant for disease progression and treatment monitoring. Anomaly detection is also applied in industrial monitoring and damage detection [8] , image processing and video surveillance [21] , text mining [1] and sensor network [7] etc.
Existing approaches for anomaly detection can be divided into five categories: probability-based, distance-based, reconstruction-based, domain-based and information-theorybased. Probability-based approaches [7] [13] are based on generative probability density function of a given dataset. They use only a small amount of information. But their performance is limited in high dimensional space. Distance-based approaches include clustering [2] [10] and nearest neighbour methods [28] [11] . Such approaches depend on a well-defined metric to compute the distance between two data points. Distance-based approaches do not require to know the data distribution, but rely on a suitable distance metric to estimate the similarity between two data points. They are not flexible enough to detect local anomalies that have diverse densities and arbitrary shapes. Domain-based approaches aim to build a boundary of normal data. Support vector data description (SVDD) [4] and one-class SVM (OCSVM) [16] are two instances of these approaches. Domain-based methods are insensitive to sampling and the density of target class. Information-theorybased approaches assume that anomalies significantly alter the information of a dataset. They aim to find points whose elimination from the dataset induce the biggest difference of information. These approaches make no assumptions about the distribution of a given dataset, but work well only if there is a significantly large number of anomalies. Reconstructionbased approaches are mostly neural-network-based [3] and subspaces-based [20] . In neural-network-based approaches, the deviation between target value and the output of neural network is used to measure the anomalies.
The above methods for anomaly detection have good mathematical basis, but their performance is limited by the effectiveness of feature extraction. Deep neural networks can overcome such drawbacks. As well known deep generative neural network, autoencoders (AE) and variational autoencoders (VAE) have been widely used for anomaly detection. Data points which have large reconstruction errors or reconstruction probabilities are regarded as anomalies. In [5] , robust autoencoders which capture the majority of data points while allowing for some data to have arbitrary corruption has shown better performance on anomaly detection. There are also some work [22] [23] [25] for anomaly detection based on GAN. In all of these methods, the generators of GAN are trained to produce samples and fit the data distribution. In the testing phase, the anomaly score of a test data x is computed by evaluating the probability of generating x with the learned generator. Therefore, such methods belong to the category of probability-based methods.
In this paper, we propose a GAN-based anomaly detection method. Different from previous methods, our method uses the discriminator of GAN to detect anomalies, and thus belongs to the category of domain-based anomaly detection methods. The core idea is that we use both normal data and the anomalies produced by the generator of GAN to train a discriminator in the hope that the boundary of normal data can be correctly captured by the discriminator. Minimum likelihood regularization is developed to make the generator produce more anomalies during training and prevent the generator from converging to normal data distribution. Furthermore, we adopt ensemble learning to overcome the instability of GAN. We compare our method with other anomaly detection methods including OCSVM, IFOREST, VAE, AE. The experimental results show that our method achieves better performance on Cifar10 and several UCI datasets.
The remaining of the paper is organized as follows: Section 2 reviews related work. Section 3 introduces basic knowledge of variational inference and GAN, on which our method is based. Section 4 introduces the proposed method with minimum likelihood regularization and ensemble learning to improve the performance of discriminator on anomaly detection. Section 5 presents the experimental results and Section 6 concludes the paper.
II. RELATED WORK
In this section, we review several domain-based anomaly detection methods and GAN-based anomaly detection methods. Some representative methods are outlined below.
OCSVM: OCSVM proposed in [26] is a well-known anomaly detection method. In OVSVM, the origin in the feature space is set to be the only anomaly data. A hyperplane is trained to distinguish normal data and the origin in feature space. The signed distance between a given point and such boundary is defined as anomaly score. The feature space is constructed by a given kernel function.
SVDD: In [4] , SVDD is proposed to boundary the normal data in feature space by a sphere. The sphere is optimized to contain normal data with the smallest volume. In this method, anomalies are unnecessary for the construction of the boundary of normal data.
ASG-SVM: In [30] , one way of generating normal data and anomalies in unsupervised manner via an adversarial learning strategy is proposed. Such generated points are trained by a discriminator to form the boundary of normal data. The way of producing normal data and anomalies is different from our method. VAE/GAN: In [18] , VAE is trained by the discriminator of GAN instead of element-wise reconstruction objective. Such model and its variants have been widely used for anomaly detection. Given a test point, the anomaly score is defined according to the distance to the reconstructed one and the distance is measured by the discriminator of GAN instead of L 2 loss function. In our method, anomaly score is defined according to the output of the discriminator in GAN. The output of generator is not directly related to the anomaly score.
AnoGAN: In [25] , convex combination of two distances is computed through GAN as the anomaly score of a test point
The anomaly score measures the distance between x and its nearest point z produced by the generator of GAN. While in our method, anomaly score is used to measure the distance between x and the boundary of normal data defined by the output of the discriminator in GAN.
Bad-GAN: In [9] , KL-divergence is used to disturb the generator of GAN to achieve better performance on semisupervised problem. Although the motivation is the same as ours, the construction of KL-divergence is different from ours. KL-divergence in [9] aims to minimize the distance between the probability induced by generator and a constructed distribution. In this paper, we use KL-divergence to make the generator have low probability values (i.e., minimize the likelihood) on normal data via variational inference. We show that minimum likelihood regularization is effective in anomaly detection.
III. BACKGROUND METHODS
Our method closely involves existing techniques variational inference and GAN, which are outlined in the following.
A. Variational Inference
Let p data (x|θ) be a data distribution where θ is the parameter. Maximum likelihood estimation (MLE) is a classical method to fit p data (x|θ). When p data (x|θ) is complex, it can be approximately estimated by variational inference. Variational inference aims to optimize the evidence lower bound L(x, θ, q) defined as follows:
where q(z|x) represents a conditional distribution and D KL (· ·) is denoted as KL divergence. It is well-known that log p data (x|θ) = max q L(x, θ, q) and the maximum is attained if and only if q(z|x) = p(z|x, θ).
B. Generative Adversarial Networks
Generative adversarial networks (GAN) proposed in [14] is a widely used deep generative model. A lof of variants such as [12] [15] have been developed for improving the performance. The basic idea of GAN is to train a generator G and a discriminator D such that D learns to distinguish whether a sample is real or fake and G learns to fool discriminator D. The objective function of GAN is the following minmax game:
In [24] , feature matching is designed to prevent generator G from overtraining on discriminator D. Let f (x) be the activations on an intermediate layer of discriminator D, the objective of generator G is defined as
Feature matching aims to match the first moment of p data and the distribution p G induced by G, but not p data and p G themselves. Although p data is a fixed point of G, it is not necessary that p G converges to p data during training.
IV. PROPOSED METHOD
Our method detects anomalies using the discriminator of GAN while producing abnormal data using the generator of GAN. In initial phase of training GAN, the generator outputs nearly random samples which are regarded as weak anomalies compared with normal data. In this case, the discriminator D is trained to have high values on normal data and low values on such random samples. The boundary between normal data and anomalies defined by the output of discriminator D is far from normal data. As the outputs of generator approach to the normal data during training, such boundary becomes compacter to normal data and form the boundary of normal data at last.
Although discriminator D can detect anomalies during training as shown above, it also meets some troubles during training. This is because the induced probability p G by generator G converges to normal data distribution p data and discriminator D converges to 1 2 when it has enough capacities. In this case, the performance of D will degenerate in final phase of training.
In the following, we propose a novel regularization method for the generator of GAN to achieve better performance on anomaly detection. Furthermore, ensembling learning is used to overcome the instability of GAN in our method.
A. Minimum Likelihood GAN
To deal with the degeneration of discriminator D during training and improve the performance of D for anomaly detection, we regularize G such that • G produces more anomalies during training. • p G does not converge to p data . To achieve this goal, KL divergence is proposed to prevent p G from converging to p data . Let z ∼ p(z) where p(z) is the prior distribution of generator G. Since p G is the distribution of G(z), the support of p G is usually a manifold in high dimensional space. In this case, KL(p data p G ) is not well defined. Define random variable x as x := G(z) + n where n is an independent random variable from z. The distribution of n can be Gaussian distribution or Laplace distribution. Definẽ p G to be the distribution of x. Since p(x|z) > 0, p(z) > 0
for each x and z, we have that
for each x. Therefore, the support ofp G is the whole space. Furthermore,p G ≈ p G , when n is properly chosen. The objective function of G is defined as follows:
Minimizing −KL(p data p G ) is equivalent thatp G has low values on normal data. We call GAN with such regularization Minimum Likelihood GAN (MinLGAN).
Since KL(p data p G ) = p data log p data − p data logp G andp G has no close form, it is intractable to compute the gradient of KL(p data p G ) directly. In this case, we replace logp G by max ϑ L(x, θ, q(z|x, ϑ)) via variational inference.
Then KL(p data p G ) is approximated as follows:
Our algorithm consists of updating the parameters of discriminator D, q(z|x, ϑ) and generator G iteratively. For discriminator D, the objective function is
For q(z|x, ϑ), the objective function is
For generator G, the objective function is
There is a geometric intuition for variational inference when q(z|x, ϑ) and p(x|z) are Gaussian or Laplace distribution. In the objective function of q(z|x, ϑ), maximizing q(z|x, ϑ) log p(x|z, θ) means that q(z|x, ϑ) is trained to find z such that G(z) is close to x. In the objective function of G, minimizing q(z|x, ϑ) log p(x|z, θ) means that G(z) is trained to get away from x. In this case, KL regularization prevents G from generating normal data.
B. Overcoming the Instability of Discriminator
The performance of discriminator D depends on the trajectories of anomalies produced by generator G during training. But trajectories of anomalies meet with randomness and uncertainties during training, such as random initial weights values and random sampling from prior distribution. Such randomness causes some instabilities of discriminator D during training.
Ensemble learning is an effective way to deal with such instabilities. It combines two or more base learners to reduce bias and variance effectively. Two commonly used ensemble learning methods are bagging and boosting. Bagging involves multiple models in the ensemble which are obtained by using randomly drawn subsets of the training set, while in boosting they are achieved by emphasizing the training instances that previous models misclassify.
Similar to bagging and boosting, we train N discriminators D i independently and compute D i (x) for each test sample x. For numeric stability, D i (x) refers to the output before sigmoid activation function in the last layer of discriminator D i . Anomaly score s of x can be computed in two ways. One way called ensemble GAN is defined as follows: 
V. EXPERIMENTAL RESULTS
In this section, we first visualize the effects of KL regularization on circle and moon toy datasets, and then present experimental results of our method on Cifar10 and UCI datasets. We show that our method achieves better performance than existing methods on such datasets.
A. Visualizations on Toy Datasets
We select circle and moon toy datasets to visualize the performance of KL divergence on generator G. In Figure 1(a)  and 1(c) , most of the blue points lie in normal data manifold. This shows that the distribution induced by G is nearly the same as normal data distribution. In Figure 1(b) and 1(d) , many blue points lie outside the manifold. Since the coefficient of KL divergence is relatively small, most of blue points lie in a small neighborhood of data manifold. These two experiments show that KL-divergence is effective in making generator G produce more points near normal data manifold and prevent G from converging to normal data distribution. 
B. Experimental Results on Benchmark Datasets
In these experiments, training set only consists of normal data. The performance is evaluated on test data which contains both normal data and anomalies. Our methods include Minimum Likelihood GAN (MinLGAN), ensemble MinLGAN (EMinLGAN-1) and scaled ensemble MinLGAN (EMinLGAN-2). We compare our methods with GAN baseline (GAN), OCSVM [26] , IFOREST [19] , VAE, AE. We implement our methods by Theano and our code is based on the code in https://github.com/openai/improved-gan. OCSVM and IFOREST are implemented by LIBSVM software [6] . Anomaly scores for such methods are defined as follows:
• Anomaly score for GAN is defined as the negative of discriminator's output. • Anomaly score for OCSVM is defined as signed distance to decision boundary.
• Anomaly score for IFOREST is defined according to the number of splitting required to isolate a sample. • Anomaly score for AE is defined with respect to the reconstruction error. • Anomaly score for VAE is defined with respect to the reconstruction probability. In our experiments, all anomalies are denoted as positive class and normal data are denoted as negative class. ROC curve is used to measure the performance of our method. The performance of different methods are measured by ROC scores.
• ROC curve: plotting the true positive rate (TPR) against the false positive rate (FPR) at various threshold settings. • ROC score: the area under the ROC curve. 1) Experimental Results on Cifar10 Dataset: Cifar10 dataset consists of 60000 32x32 color images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images. We make 10 experiments where each of 10 classes is regarded as normal data and others are anomalies. All the experiments share the same network structure, learning rate and regularization coefficient a. A small holdout set is used to decide the termination for each method. We repeat 80 times for each experiment and record the best performance on such holdout set for each time. The averaged ROC scores are shown in Table I . Table I shows that MinLGAN has better performance than GAN on class 0, 2, 4, 5, 7, 8, 9. For class 1,3,6, MinLGAN is worse than GAN. This is because we use the same learning rate and regularization a for each experiment. Although Kl regularization can help to produce more anomalies during training, if a is too large, dynamics of GAN will be damaged. For class 1 and 3, both MinLGAN and GAN perform badly. This is because that the performance of GAN is sensitive to the network structure than other methods. Modifying neural network structure can improve the performance on such two classes. The performances of some discriminators are much lower than the averaged performance because of the instabilities of GAN. Such ROC scores are also included in our results. Figure 2 and Figure 3 show the relationship between ROC scores and the number of base discriminators. We see that ROC scores become stable when the number of base discriminators is 5 for EMinLGAN-2, but 10 for EMinLGAN-1. The convergence rate of EMinLGAN-2 is higher than EMinLGAN-1. When both methods converge, EMinLGAN-2 performs better than EMinLGAN-1. This is because the order of the anomaly scores for each base discriminator is quite different. Anomaly scores produced by EMinLGAN-1 depend heavily on base discriminators whose anomaly scores are in large order. Figure 4 shows the ROC curves for all experiments. Figure  5 is a boxplots which represents the distribution of anomaly score for each class when class 0 is normal data. The distributions of anomaly scores for class 2, 8 overlap to class 0 to some degree. In our method, the ability to distinguish anomalies for each class is different.
2) Experiment results on UCI datasets: We select several small datasets to show the performance of our methods. These datasets include KDDCUP99, cover type and shuttle. KDD dataset consists of five main classes. Only Normal class is normal data. All other classes are anomalies. Shuttle dataset contains 9 attributes all of which are numerical. Approximately 80% of the data belong to class 1. Cover type dataset predicts 7 forest cover types from cartographic variables. Each vector consists of 54-dimensional attributes. For UCI experiments, we set up normal data and anomalies as in Table II . A small holdout set is used to decide the termination of each method. We sample 80% of normal data as training data. Other normal data and anomalies are used as test data.
From Table III , we see that our methods have good performance on all experiments. On the KDD dataset, the GAN baseline performs as well as MinLGAN and EMinLGAN-1. OCSVM and IFOREST methods perform well except for COV-A. This is because normal data consists of several classes and there is not an effective feature extraction method. VAE and AE share the same network structure for the experiments.
In our experiments, reconstruction probability based methods perform less stably than reconstruction error based methods for experiment SHU-A.
VI. CONCLUSION
In this paper, we propose a GAN-based method for anomaly detection. Our method demonstrates high performance on benchmark datasets, but is less stable compared with other methods because of uncertainty of anomalies trajectories and training way of GAN. How to stabilize the performance of GAN needs to be studied further in the future.
