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Abstract
Autoregressive time series models of order p have p + 2 parameters, the mean, the variance of the white
noise and the p autoregressive parameters. Change in any of these over time is a sign of disturbance that
is important to detect. The methods of this paper can test for change in any one of these p + 2 parameters
separately, or in any collection of them. They are available in forms that make one-sided tests possible,
furthermore, they can be used to test for a temporary change. The test statistics are based on the efﬁcient
score vector. The large sample properties of the change-point estimator are also explored.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and results
Let observations {Yi} have structure
Yi −  = 1(Yi−1 − ) + . . . + p(Yi−p − ) + εi, ip + 1 (1.1)
with {εi} i.i.d. white noise sequence, E(ε1) = 2, and  = (, 2,1, . . . ,p)t the vector of
parameters. Instability in the value of any component of  will lead to wrong forecasts and data
analysis, so detecting change in them is a statistical problem of great importance. Once change
has been detected, the time of change has to be estimated.
The available methods in the literature for detecting change in the parameters of the autore-
gressive time series model are mainly based on the estimated white noise sequence, the residuals,
and the statistics process is a quadratic form created from them. (See [1,2,11,12,10,3], and ref-
erences therein.) The use of quadratic forms does not allow the creation of one-sided tests, or
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testing for change in a speciﬁc component of the  = (, 2,1, . . . ,p)t vector. These lim-
itations can be overcome if the efﬁcient score vector is used as test statistic. Its structure is
that of a partial sums process, which can be well approximated by a Brownian motion. This al-
lows us to deﬁne one-sided-tests for any component of , or the creation of tests for temporary
change (the epidemic alternative). Davies et al. [1] use the generalized likelihood ratio, which
is also leading to quadratic forms, so their method gives tests of change by which one-sided-
tests cannot be done, and where we cannot separate the components of the parameter vector. So
if the presence of change is indicated, the user has no information about which parameter has
changed.
Gombay and Serban [8] used the efﬁcient score vector in the sequential framework, when
change from an initially given parameter value had to be detected, while all other components
of  were nuisance parameters. The topic of the current paper is retrospective change detection
where the full sequence {Y1, . . . , Yn} is available and no initial parameter value is speciﬁed but
all parameters have to be estimated.
To be able to use the efﬁcient score vector, we assume that the white noise {εi} is Gaussian with
identically distributed uncorrelated components. By the results of Gombay and Horváth [7] the
assumption of normality can be replaced by appropriate moment conditions on the innovations.
In such cases the likelihood function becomes quasi-likelihood, but the proposed tests do not lose
their validity. For the sake of brevity and focus we do not give the details here.
Under the Gaussian assumption the components of the efﬁcient score vector ∇k(Y1, . . . ,
Yk; ) = ∇k() are


k() =
1 −
p∑
j=1
j
2
k∑
i=1
[
Yi −  −
p∑
j=1
j (Yi−j − )
]
,

2
k() = − k22 +
1
24
k∑
i=1
[
Yi −  −
p∑
j=1
j (Yi−j − )
]2
,

s
k() = 1
2
k∑
i=1
[
Yi −  −
p∑
j=1
j (Yi−j − )
]
(Yi−s − ), s = 1, . . . , p,
where k denotes the log-likelihood function based on observations Y1, . . . , Yk. As our methods
are based on large sample approximations, for Y0, Y−1, . . . , Y−p we can substitute zero, or any
other ﬁnite value. The (p + 2) × (p + 2) information matrix is
I () = I (, 2,1, . . . ,p) =
⎛
⎜⎜⎜⎜⎜⎝
(
1−
p∑
j=1
j
)2
2 0 0
0 124 0
0 0
1
2

⎞
⎟⎟⎟⎟⎟⎠ ,
where  is the covariance matrix of vector (Y1, . . . , Yp).
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Let ̂n, ̂2n, ̂n be themaximum likelihood estimators of the parameters, that is, the simultaneous
solutions of equations

j
n() = 0, j = 1, . . . , p + 2, and let
B̂(u) = n−1/2I−1/2(̂n)
⎛
⎜⎜⎜⎜⎝


[nu](̂n)

2
[nu](̂n)
∇[nu](̂n)
⎞
⎟⎟⎟⎟⎠ .
Theorem 1. Assume the sequence of observations {Yi} satisfy model (1.1) with Gaussian i.i.d.
white noise {εi}, Var (εi) = 2, and characteristic polynomial (z) = 1 − 1z − · · · − pzp
with roots outside the unit circle. Then there exists a p + 2-dimensional Gaussian process B(u)
with independent Brownian bridge components B(j)(u), j = 1, . . . , p + 2, such that:
max
1 jp+2 sup0u1
|B̂(j)(u) − B(j)(u)| = op(1).
It is an easy exercise to show that B̂(u) has uncorrelated components, from which we get the
asymptotic independence of the components of the transformed efﬁcient score vector. Hence we
need to deﬁne the test component-wise only. For simultaneous test-for-change in d parameters,
to have an overall level of signiﬁcance , we use ∗ = 1 − (1 − )1/d for each component.
For a one-sided test we have
Test 1: If
sup
0u1
B̂(j)(u)C1(∗),
then conclude, that there was a change in parameter j (1jp + 2) along the sequence
Y1, . . . , Yn.
Critical value C1(∗) is obtained from relationship
P
(
sup
0u1
B(1)(u)x
)
= e−2x2 .
For two sided-test we have
Test 2: If
sup
0u1
|B̂ (j)(u)|C2(∗),
then conclude that there was a change in parameter j (1jp + 2) along the sequence
Y1, . . . , Yn.
Critical value C2(∗) is obtained from relationship
P
(
sup
0u1
|B(1)(u)| > x
)
=
∑
k =0
(−1)k+1e−2k2x2 .
When change in the parameter is temporary only, and the initial values are restored after a period
of disturbance (epidemic), then it is more efﬁcient to use a test designed with this alternative in
mind. For example, if the initial mean 1 changed to 2 (> 1), and then 1 was restored, then
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the standardized partial sums max1 i<jn
∑j
k=i xi of the observations is a more efﬁcient test
statistic, than the max1 in
∑n
k=i xi version. For such temporary change in the j th component
of  we have the following:
Test 3: If
max
0u1
B̂ (j)(u) − min
0u1
B̂ (j)(u)C3(∗),
then conclude that there was a change in parameter j (1jp + 2) along the sequence
Y1, . . . , Yn.
Critical value C3(∗) is obtained from the relation of Kuiper [9]
P
(
max
0u1
B(j)(u) − min
0u1
B(j)(u)x
)
= 1 −
∞∑
i=1
2(4i2x2 − 1)e−2i2x2 .
Remark. If  ≡ 0, then the observations are independent, and the process for detecting change
in the mean is
̂−1n
( k∑
i=1
Yi − k
n
n∑
i=1
Yi
)
, 1 < kn,
for change in variance, the process is
2−1/2 ̂−2n
k∑
i=1
[(Yi − Yn)2 − ̂2n], 1 < kn.
In case independent observations X1, X2, . . . , Xn are from density f (x; ), where  is the vector
of the unknown parameters, then the statistic testing for change in the j th component of  is the
j th component of the vector process
n−1/2I−1/2(̂n)
k∑
i=1
∇ log f (Xi; ̂n), 1 < kn.
The difference between this type of change detection, and the ones found in the literature is that
only one parameter estimation, based on the full sequenceY1, . . . , Yn, is required.Most algorithms
(see e.g. [1]) calculate estimators of the before and after change parameter value at all possible
change-point k, 1 < k < n. They are then either compared to see if their difference is signiﬁcant
at some k, or used in the likelihood function. The new algorithms above are computationally much
more simple, and avoid estimations based on a few observations only.
2. Change-point estimation
We assume that there is a change in j , 1jp + 2, at  = [n], 0 <  < 1. First note,
that estimators ˆn, ̂2n, and ̂n, that are the solutions of the p + 2 equations j n() = 0,
j = 1, . . . , p+2, although not estimators of true parameters, are still ﬁnite values. The estimator
of  is
̂n = min
k
{ 
j
k(̂n) = max
1<mn

j
m(̂n)
}
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or
̂n = min
n
{ 
j
k(̂n) = min
1<mn

j
m(̂n)
}
for the two one-sided tests, and
̂n = min
k
{ ∣∣∣ 
j
k(̂n)
∣∣∣ = max
1<mn
∣∣∣ 
j
m(̂n)
∣∣∣ }
for the two-sided test.
(i) Assume that change is in the mean  only.
In the Appendix it is shown that
|̂n − | = Op(1), (2.1)
and ̂n is distributed approximately as the place of maximum/minimum of a two-sided random
walk with mean increasing/decreasing up to a point and then decreasing/increasing. Such change-
point estimators were ﬁrst discussed by Hinkley [5].
(ii) Now consider the test for change in s , a component of , s = 1, . . . , p.
As Cov (Y1, Y1+s) = 	(s) = 1	(s − 1)+2	(s − 2)+ · · ·+s	(0)+ · · ·+p	(s −p), and
	(0)	(h), h1, if change is in s only, then, although all 	(h), h1, change, it is 	(s) that
changes to the largest degree:
	(1)(s) − 	(2)(s) = ((1))t((1) − (2))+ ((1)s − (2)s )	(2)(0),
where (1) is the vector  before change, (2) is the vector  after change, (1), (2) are the before
and after change values of vector  = (	(0), 	(1), . . . , 	(p − 1))t . Note that in the expression of
	(1)(s) − 	(2)(s) above the ﬁrst term is the same for all lags s, 1sp.
By using the strong law of large numbers, it is easy to see that
̂n → ̂A =
(
(1) + (1 − )(2))−1
⎛
⎜⎜⎝
E(Y1Y2) + (1 − )E(YnYn−1)
E(Y1Y1+s) + (1 − )E(YnYn−s)
E(Y1Y1+p) + (1 − )E(YnYn−p)
⎞
⎟⎟⎠ , a.s.,
(2.2)
where (1),(2) are the before and after change p × p covariance matrices of (Yi, . . . , Yi+p−1).
So estimator ̂n converges to ̂A, the right-hand side of (2.2), and ̂A = (1), ̂A = (2).
If these two values are not the same the proof of (2.1) is the same as in the case of the change
in  only.
(iii) Test for change in 2 uses the process
k∑
i=1
ε̂ 2i −
k
n
n∑
i=1
ε̂2i , 1 < kn, (2.3)
where ε̂i = Yi − Yn − ̂n1(Yi−1 − Yn) − · · · − ̂n(Yi−p − Yn).
456 E. Gombay / Journal of Multivariate Analysis 99 (2008) 451–464
The ε̂i terms are identically distributed for i and for i > +p, so for (2.1) we need to show
only that there is a change in the mean of the process in (2.3). Taking ̂n0 = 1
ε̂ 2i =
p∑
=0
p∑
m=0
̂n̂nm(Yi− − Yn)(Yi−m − Yn),
and using, again, the convergence of ̂n to a value A, for large n Eε̂ 2i is approximately
(A)t(j)A, j = 1 before change and j = 2 after change, where (j), j = 1, 2, is deﬁned in
(2.2), so change in mean for process (2.3) follows.
Theorem 2. If there is change in the mean only from 1 to 2, 1 > 2, at  = [n], 0 <  < 1,
then for the asymptotic distribution of the test statistic we have
n−1/2−1∗
[
max
1<kn


k(̂n) −
1 −
p∑
j=1
̂jn
̂2n
(1 − )(1 − 2)
]
→D N(0, 1),
as n → ∞, where 2∗ =
(
1 −
p∑
j=1
̂jn
)2
̂2n
.
The proof of Theorem 2 is along the lines of the corresponding part of Theorem 1 of Gombay
[6], and some calculations, hence it is omitted. From Theorem 2 the consistency of the tests
follow. Consistency of tests, when parameters other than the mean change, can be deducted from
the appropriate versions of Theorem 2.
3. Empirical study
In theAR(1) model we have three parameters. For mean , variance 2, and for the time series
parameter  the standardized efﬁcient score vectors are
k

= n−1/2̂−1n
k∑
i=1
[(Yi − Yn) − ̂n(Yi−1 − Yn)],
k
2
= n−1/22−1/2̂−2n
k∑
i=1
{[Yi − Yn − ̂n(Yi−1 − Yn)]2 − ̂n}
and
k

= n−1/2(1 − ̂2n)1/2̂−2n
k∑
i=1
{[(Yi − Yn) − ̂n(Yi−1 − Yn)](Yi−1 − Yn)},
respectively. We assume, that the change results is large positive values of the test statistic, and
do a small simulation study for the one-sided tests.
Table 1 compares the theoretical percentiles, based on the asymptotic distribution (ﬁrst row),
to the empirical percentiles of the three tests. The sample size was n = 200, the mean  = 0,
the variance 2 = 1, and  = 0.3, all assumed to be unknown. In parenthesis we record the
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Table 1
Comparison of percentiles for Test 1 (n = 200) if no change occurred
 = 0.10  = 0.05  = 0.01
Asymptotic 1.073 1.224 1.517
Test for change in  1.035 (0.086) 1.179 (0.039) 1.452 (0.006)
Test for change in 2 1.020 (0.076) 1.166 (0.036) 1.430 (0.006)
Test for change in
 1.039 (0.084) 1.189 (0.042) 1.533 (0.012)
 = 0, 2 = 1, 
 = 0.3, all assumed unknown.
Table 2
Empirical power of Test 1 (n = 200) from unknown  = 0, 2 = 1,
 = 0.3 at  = 100,  = 0.05
Change in  Change in 2 Change in

 Power 2 Power 
 Power
0.1 0.093 0.9 0.185 0.1 0.283
0.3 0.324 0.8 0.577 0.0 0.518
0.5 0.662 0.7 0.913 −0.1 0.757
0.7 0.899 0.6 0.997 −0.2 0.913
0.9 0.987 0.5 1.00 −0.3 0.974
empirical level, that is, the rejection rate if no change occurred. We can see that these tests are
somewhat conservative. Table 2 summarizes the results of a small power study. The sample size
was n = 200 again, and the above parameter values changed to the ones recorded at change-point
k = 100. Only one parameter changed in each case, and tests for change in either of the other two
parameters maintained an empirical level close to the nominal  = 0.05. Figures in the tables are
based on 2000 Monte Carlo experiments for each scenario. Increasing the number of repetitions
did not change the overall picture.
Appendix. Proofs
Proof of Theorem 1. It has to be done separately for the different parameters.
(i) First, we consider the case of detecting change in . The component of the efﬁcient score
vector that we use for this purpose is
k

=
1 −
p∑
j=1
̂jn
̂2n
k∑
i=1
[
(Yi − ̂n) −
p∑
j=1
̂jn(Yi−j − ̂n)
]
±
1 −
p∑
j=1
j
2
k∑
i=1
[
(Yi − Yn) −
p∑
j=1
j (Yi−j − Yn)
]
. (A.1)
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First we show the convergence of the dominant term to a Brownian bridge B(u).
1 −
p∑
j=1
j
2
k∑
i=1
[
(Yi − Yn) −
p∑
j=1
j (Yi−j − Yn)
]
=
1 −
p∑
j=1
j
2
{ k∑
i=1
(Yi − Yn) −
p∑
j=1
j
k∑
i=1
(Yi−j − Yn)
}
. (A.2)
In Gombay and Serban [8] it is shown that
∣∣∣ [t]∑
i=1
(Yi − ) − ∗W(t)
∣∣∣ = o(t1/) a.s. (A.3)
for some  > 2, where W(t) is a Brownian motion, and ∗ > 0.
From this we get
sup
0u1
∣∣∣n−1/2( [nu]∑
i=1
Yi − [nu]
n
n∑
i=1
Yi
)
− ∗(W(u) − uW(1))∣∣∣ = op(1). (A.4)
For the difference
n−1/2
( k∑
i=1
Yi−j −
k∑
i=1
Yi
)
= n−1/2
j∑
i=1
Y1−i − n−1/2
k∑
i=k−j+1
Yi, (A.5)
we recall, that by Theorem 1.2.1 of Csörgo˝ and Révész [4]
lim sup
k→∞
sup
0 sp
|W(k − s) − W(k)| = O((log k)1/2) a.s., (A.6)
so for the error term (A.5), using (A.3) and (A.6) we have as n → ∞
max
1<kn
max
1 jp
n−1/2
∣∣ k∑
i=k−j+1
Yi
∣∣ = op(1). (A.7)
Putting (A.1)–(A.7) together, after standardization we get
sup
0u1
∣∣∣(1 − p∑
j=1
j
)−1 [nu]∑
i=1
[
(Yi − Yn) −
p∑
j=1
j (Yi−j − Yn)
]− ∗B(u)∣∣∣ = op(1).
In the error analysis we recall that for the maximum likelihood estimators we have by Lemmas
2.1–2.3 of Gombay and Serban [8]
|̂n − | = O
(√ log log n
n
)
a.s., (A.8)
|̂2n − 2| = O
(√ log log n
n
)
a.s. (A.9)
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and for j = 1, . . . , p
|̂jn − j | = O
(√ log log n
n
)
a.s. (A.10)
By (A.9) and (A.10), the error committed by replacing (1 − ∑ ̂j )/̂2 by (1 − ∑j )/2 is
O(n−1/2(log log n)1/2) a.s. We can write
1 −
p∑
j=1
j
2
{ k∑
i=1
(Yi − Yn) −
p∑
j=1
j (Yi−j − Yn)
}
−
1 −
p∑
j=1
j
2
{ k∑
i=1
(Yi − Yn) −
p∑
j=1
̂jn(Yi−j − Yn)
}
=
1 −
p∑
j=1
j
2
{ k∑
i=1
p∑
j=1
(̂jn − j )(Yi−j − Yn)
}
 max
1 jp
|̂jn − j |
∣∣∣ k∑
i=1
(Yi−j − Yn)
∣∣∣.
So by (A.4), (A.7) and (A.10)
sup
0u1
max
1 jp
|̂jn − j |n−1/2
∣∣∣ [nu]∑
i=1
(Yi−j − Yn)
∣∣∣ = Op(
√
log log n
n
)
.
Finally as
̂n =
1
n
(
1 −
p∑
j=1
j
)
n∑
i=1
[
Yi −
p∑
j=1
j Yi−j
]
using (A.3) and (A.6) we get that
|̂n − Yn| = o(n1/−1) a.s., (A.11)
which contributes a negligible error, when we replace ̂n by Yn in our test statistic.
(ii) For detecting change in s , s = 1, . . . , p, we consider statistic

s
k( ̂n, ̂
2
n, ̂n) =
1
̂2n
k∑
i=1
(Yi−s − ̂n)
[
Yi − ̂n −
p∑
j=1
̂nj (Yi−j − ̂n)
]
.
By (A.9) replacing 2 by ̂2n does not change the asymptotic distribution. Let
ε̂i = (Yi − ̂n) −
p∑
j=1
̂nj (Yi−j − ̂n),
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which estimates εi = (Yi − ) −
p∑
j=1
j (Yi−j − ). Note that
n∑
i=1
(Yi−s − ̂n)̂εi ≡ 0. By the
invariance principle for the sequence
k∑
i=1
(Yi−s − )εi, proven in Gombay and Serban [8],
sup
0u1
∣∣n−1/2[ [nu]∑
i=1
(Yi−s − )εi − [nu]
n
n∑
i=1
(Yi−s − )εi − 1B(u)
]∣∣ = op(1) (A.12)
with some 21 > 0. We now have to show that the error committed by replacing the parameters
with their maximum likelihood estimators is negligible. This error can be written as a constant
times
[ k∑
i=1
(Yi−s − ̂n)̂εi −
k∑
i=1
(Yi−s − )εi
]
+
[
− k
n
n∑
i=1
(Yi−s − ̂n)̂εi +
k
n
n∑
i=1
(Yi−s − )εi
]
= Bnk + Dnk.
We analyze Bnk as
Bnk =
k∑
i=1
(Yi−s − ̂n ± )(̂εi ± εi) −
k∑
i=1
(Yi−s − )εi
= ( − ̂n)
k∑
i=1
εi +
k∑
i=1
(Yi−s − )(̂εi − εi) + ( − ̂n)
k∑
i=1
(̂εi − εi)
= B(1)nk + B(2)nk + B(3)nk . (A.13)
By (A.8) and the law of iterated logarithm for the {εi} sequence B(1)nk = O(log log n) a.s. As
ε̂i − εi = (̂n − )
(
1 −
p∑
j=1
j
)
+
p∑
j=1
(̂nj − j )(Yi−j − )
+( − ̂n)
p∑
j=1
(̂nj − j ),
we get
B
(3)
nk = O(log log n) a.s., (A.14)
using the invariance principle and the law of iterated logarithm for the
∑
(Yi−j − ) sequence,
(A.8), and (A.10).
E. Gombay / Journal of Multivariate Analysis 99 (2008) 451–464 461
For B(2)nk the analysis is similar, but now we invoke the invariance principle for the sequence
k∑
i=1
[
(Yi−s − )(Yi−j − ) − E
(
(Yi−s − )(Yi−j − )
)]
as well:
B
(2)
nk =
k∑
i=1
(Yi−s − )
[
(̂n − )
(
1 −
p∑
j=1
j
)
+ ( − ̂n)
p∑
j=1
(̂nj − j )
]
+
k∑
i=1
(Yi−s − )
p∑
j=1
(Yi−j − )(̂nj − j )
± k
p∑
j=1
E
(
(Yi−s − )(Yi−j − )
)
(̂nj − j )
= k
p∑
j=1
E
(
(Yi−s − )(Yi−j − )
)
(̂nj − j ) + O(log log n) a.s. (A.15)
The error term Dnk is of the same structure as Bnk, except for the multiplier k/n and that the
summation is
n∑
i=1
. For this reason all terms in (A.14) and (A.15) that are not O(log log n) are
cancelled, hence we get sup
1kn
|Bnk + Dnk| = O(log log n) a.s., which concludes the proof of
the theorem for case (ii).
(iii) For change detection in the value of 2 consider

2
k(̂n, ̂
2
n, ̂n) =
1
2̂4n
k∑
i=1
ε̂ 2i −
1
2̂4n
k
n
n∑
i=1
ε̂ 2i
= 1
24
( k∑
i=1
ε2i −
k
n
n∑
i=1
ε2i
)
+
[ 1
2̂4n
k∑
i=1
ε̂ 2i −
1
24
k∑
i=1
ε2i
]
− k
n
[ 1
̂4n
n∑
i=1
ε̂ 2i −
1
4
n∑
i=1
ε2i
]
= Ank + Bnk + Dnk.
For Ank we get by standard invariance principle arguments, that
sup
0u1
∣∣n−1/2A[nu] − 2B(u)∣∣ = op(1)
for some 22 > 0, and a Brownian bridge B(u). As by (A.9) the estimation of 2 by ̂2 does not
change the asymptotic distribution, we will consider
k∑
i=1
( ε̂ 2i − ε2i ) =
k∑
i=1
[
Yi − ̂n −
p∑
j=1
̂j (Yi−j − ̂)
]2
−
k∑
i=1
[
Yi −  −
p∑
j=1
j (Yi−j − )
]2
±
k∑
i=1
[
Yi −  −
p∑
j=1
̂j (Yi−j − )
]2
.
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We have
i∑
i=1
ε2i −
k∑
i=1
[
Yi −  −
p∑
j=1
̂j (Yi−j − )
]2
=
k∑
i=1
{
− 2(Yi − )
p∑
j=1
(j − ̂nj )(Yi−j − )
+
[ p∑
j=1
j (Yi−j − )
]2 − [ p∑
j=1
̂j (Yi−j − )
]2}
.
We recall invariance principles for the
k∑
i=1
(Yi − ) and
k∑
i=1
(Yi − )(Yi−j − ) sequences, the law
of iterated logarithm, (A.10), and get that terms of the type:
(j − ̂nj )
k∑
i=1
(Yi − )(Yi−j − ) = (j − ̂nj )kE
(
(Yi − )(Yi−j − )
)
+O(log log n) a.s., 0jp.
Next, consider
k∑
i=1
{ [
Yi − ̂n −
p∑
j=1
̂nj (Yi−j − ̂n)
]2 − [Yi −  − p∑
j=1
̂nj (Yi−j − )
]2}
=
k∑
i=1
{
2(Yi − )( − ̂n) + ( − ̂n)2 − 2(Yi − )
p∑
j=1
̂nj (Yi−j − ̂n)
− 2( − ̂n)
p∑
i=1
̂nj (Yi−j − ̂n) +
( p∑
j=1
̂nj (Yi−j − ̂n)
)2
+ 2(Yi − )
p∑
j=1
̂nj (Yi−j − ) −
( p∑
j=1
̂nj (Yi−j − )
)2}
.
We have terms of the following types:
( − ̂n)
k∑
i=1
(Yi − ) = O(log log n) a.s.
k( − ̂n)2 = O(log log n) a.s.
and
k∑
i=1
[( p∑
j=1
̂nj (Yi−j − ̂n)
)2 − ( p∑
j=1
̂nj (Yi−j − )
)2]
=
k∑
i=1
[ p∑
j=1
p∑
=1
̂nj ̂n(Yi−j − ̂n)(Yi− − ̂n)
−
p∑
j=1
p∑
=1
̂nj ̂n(Yi−j − )(Yi− − )
]
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=
k∑
i=1
{ p∑
j=1
p∑
=1
̂nj ̂n
[
(̂n − )
(
(Yi− − ) + (Yi−j − )
)+ (̂n − n)2]}
= O(log log n) a.s.
As terms (j − ̂nj )kE
(
(Yi − )(Yi−j − )
)
in Bnk and Dnk cancel each other, 0jp, and
the rest of the terms are O(log log n) a.s. part (iii) of the theorem is proven. 
The proof of (2.1). If themean changes from 1 to 2, thenE(Yn) = 1+(1−)2.Assuming
1 > 2
E
{ k∑
i=1
(Yi − Yn)
}
= k(1 − )(1 − 2)
increases as k = 1, 2, . . . , , then E{ k∑
i=1
(Yi − Yn)
} = (1 − 2) − k(1 − 2) decreases as
k =  + 1, . . . , n, so we take
̂n = min
k
{ 

k(Y n, ̂n, ̂n) = max
1<mn


m(Y n, ̂
2
n,n)
}
as the change-point estimator. With Y0 = Y−1 = · · · = Y−p+1 = 0


k(̂n) =
(
1 −
p∑
j=1
̂nj
)2
̂2n
k∑
i=1
(Yi − Yn)
+
1 −
p∑
j=1
̂nj
̂2n
k∑
=k+1−p
(
Y
p∑
m=k+1−
̂nm
)
=
(
1 −
p∑
j=1
̂nj
)2
̂2n
k∑
i=1
(Yi − Yn) + Rnk.
By the same argument that lead to (A.7)
sup
1<kn
|Rnk|C
∣∣∣ k∑
=k+1−p
Y
∣∣∣ = op(n1/2)
with some constant C, hence to prove (2.1) it is enough to show that
lim
K→∞ lim supn→∞
P
{
max
1<k−K fk max−K<k<+K fk
}
= 0, (A.16)
and
lim
K→∞ lim supn→∞
P
{
max
+Kkn fk max−K<k<+K fk
}
= 0, (A.17)
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where fk =
k∑
i=1
(Yi − Yn). For (A.16) we consider with a constant K , K < ,
P
{
max
1<k−K
k∑
i=1
(Yi − Yn) > max
−K<k<+K
k∑
i=1
(Yi − Yn)
}
P
{
max
1<k−K
k∑
i=1
(Yi − Yn) > max
−K<k
k∑
i=1
(Yi − Yn)
}
= P
{
∃ k : 1 < k − K, max
1−k
∑
i=1
(Yi − Yn)0
}
P
{ K∑
i=1
(Yi − Yn) < 0
}
= P
{
K−1/2
K∑
i=1
(Yi − 1) + K1/2[(1 − )(1 − 2) − (Y n − EYn)] < 0
}
.
The strong law of large numbers holds separately for the {Y1, . . . , Y(n)} and {Y(n)+1, . . . , Yn}
sequences, so lim sup
n→∞
|Yn − EYn| = 0 a.s. The central limit theorem holds for
K∑
i=1
(Yi − 1), so
choosing  > 0 arbitrarily
lim sup
n→∞
P
{
K−1/2
K∑
i=1
(Yi − 1) + K[(1 − )(1 − 2) − (Y n − EYn) < 0
}
< 
if K is large enough, so (A.16) is proven. The proof of (A.17) is the same by symmetry, hence it
is omitted. 
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