The minimum complexity regression estimation framework, due to Andrew Barron, is a general data-driven methodology for estimating a regression function from a given list of parametric models using independent and identically distributed (i.i.d.) observations. We extend Barron's regression estimation framework to m-dependent observations and to strongly mixing observations. In particular, we propose abstract minimum complexity regression estimators for dependent observations, which may be adapted to a particular list of parametric models, and establish upper bounds on the statistical risks of the proposed estimators in terms of certain deterministic indices of resolvability. Assuming that the regression function satisfies a certain Fourier transform-type representation, we examine minimum complexity regression estimators adapted to a list of parametric models based on neural networks and, by using the upper bounds for the abstract estimators, we establish rates of convergence for the statistical risks of these estimators. Also, as a key tool, we extend the classical Bernstein inequality from i.i.d. random variables to m-dependent processes and to strongly mixing processes.
I Introduction
Let fX i ; Y i g 1 i=?1 be a bivariate stationary random process, such that X 1 In general, the regression function f can only be assumed to satisfy weak smoothness conditions. In other words, f , in general, is not a member of a finitedimensional parametric family of functions. Thus any model depending only on some finite set of parameters will be generically inadequate to approximate f . In contrast, in this paper, we consider a list of parametric models of increasing dimensionality which approximate f more and more accurately as their dimension n increases.
Given N observations fX i ; Y i g N i=1 drawn from fX i ; Y i g 1 i=?1 and given a suitable list of parametric models of increasing dimensionality, we are interested in estimating the regression function f , in a data-driven fashion, so as to achieve the smallest statistical risk.
Statistical risk in estimating f using a parametric model has two components: approximation error ("bias") and estimation error ("variance"). Generally speaking, a model with a larger dimension has a smaller bias but a larger variance, while a model with a smaller dimension has a smaller variance but a larger bias. Consequently, to minimize the statistical risk in estimating f from a list of parametric models of increasing dimensionality, a trade-off between the bias and the variance must be found. The trade-off can be achieved by judiciously selecting the dimension of the model used to estimate f . Minimum complexity regression estimation framework (also called complexity regularization) is a data-driven methodology for selecting the model dimension so as to achieve such a trade-off among (possibly) nonlinearly parametrized models, see Barron [3] , Barron and Cover [6] , and Rissanen [24] . It is closely related to Vapnik's method of structural risk minimization [29] . For related work see Farago and Lugosi [13] , Lugosi and Zeger [18, 19] , and McCaffrey and Gallant [21] .
In this paper, we extend the minimum complexity regression estimation framework from independent and identically distributed (i.i.d.) observations to more general cases of m-dependent [14] observations and strongly mixing [27] observations. Previously, White and Wooldridge [31] and White [30] considered cross-validated regression estimators for strongly mixing processes and established convergence, without rates, of their estimators. In contrast, we consider minimum complexity regression estimators and obtain rates of convergence.
In Section III, we propose abstract minimum complexity regression estimators, which may be adapted to a particular list of parametric models. The proposed estimators are obtained by minimizing a certain complexity regularized empirical loss (see (23) and (24)). We then establish, in Theorem 3.1, upper bounds on the statistical risks of the proposed estimators in terms of certain deterministic indices of resolvability-which are, in turn, relatively easier to upper bound for a particular list of parametric models of interest. The proof of Theorem 3.1 uses ideas from Barron [3] and McCaffrey and Gallant [21] ; the proof also relies on certain Bernstein-type inequalities for dependent observations which are derived in Section IV. The main difference between the results of Section III and those of [3] for i.i.d. observations is that for dependent observations the "effective number of observations" are found to be less than the number of observations N; in other words, we find different trade-offs between the bias and the variance. Also, unlike Barron, we do not restrict the parameter space of the models to be countable.
In Section II, we apply the abstract ideas of Section III (namely Theorem 3.1) to neural networks. Specifically, assuming that the observations fX i ; Y i g N i=1 are either m-dependent or strongly mixing, that X 1 and Y 1 are bounded, and that f admits a certain Fourier transform-type representation, we examine minimum complexity regression estimators based on a list of parametric models constructed from neural networks (see (6) - (9)). Furthermore, in Theorem 2.1, we establish rates of convergence, independent of the dimension d, for the statistical risks of these estimators based on neural networks. Theorem 2.1 extends previous results of Barron [5] , for minimum complexity regression estimators based on neural networks, from i.i.d. observations to dependent observations.
In Section IV, we extend the classical Bernstein inequality [9, 28] to m-dependent processes and to strongly mixing processes; these extensions are used in the proof of Theorem 3. as that obtained here. The inequalities of Section IV (and the related Hoeffding inequality for strongly mixing processes in Modha [22] ) should also be of independent interest. For example, (i) they may be useful in establishing a rate of convergence for the uniform strong law of large numbers for strongly mixing processes (see Pollard [23] and Vapnik [29] for the i.i.d. case); (ii) they may furnish the exponential bounds (on the tail probabilities) required to invoke a certain chaining argument while establishing functional central limit theorems for strongly mixing processes (see Andrews and Pollard [1] ) and, in a related setting, they may help avoid the detour to independent blocks in Arcones and Yu [2] , Doukhan, Massart, and Rio [12] , and Yu [33] ; and, finally, (iii) they may help avoid the detour to Bradley's strong approximation theorem in certain estimationtheoretic proofs, for example, see Masry [20] . A more detailed analysis is needed to ascertain whether using our inequalities, in the above cited contexts, leads to more refined results and/or to simpler proofs. Furthermore, our inequalities require an exponential decay for the strong mixing coefficient whereas an algebraic decay was sufficient in [1, 2, 12, 20, 33] .
In an Appendix, we gather some simple but useful results.
II Regression Estimation using Neural Networks

A Two Notions of Dependence
Let fZ i (X i ; Y i )g 1 i=?1 be a stationary random process on a probability space ( ; F; P 
and that
Part (b) of Assumption 2.3 implies that the regression function f has an inverse Fourier transform-type representation on the set B X . Specifically, f has an extension f e outside the compact set B X , such that the extended function f e possesses a uniformly continuous gradient whose Fourier transform is absolutely integrable [4] . Assumption 2.3 characterizes a class of functions for which neural networks can provide rates of approximation independent of the dimension d.
C Neural Networks
In this subsection, we use various results of Barron [5] to construct a list of parametric models based on neural networks, which is specifically designed to well-approximate the class of functions characterized by Assumption 2.3.
We assume that : IR ! 0; 1] is a Lipschitz continuous sigmoidal function such that its tails approach the tails of the unit step function at least polynomially fast. 
Fix n 1. We now proceed to define a neural networks with n "hidden units." Let
represent the number of real-valued parameters parameterizing such a network. For 0 i n, let c i 2 IR; for 1 i n, let a i 2 IR d and let b i 2 IR. We define a n -dimensional parameter vector = (a1; a 2 ; : : :; a n ; b 1 ; b 2 ; : : :; b n ; c 0 ; c 1 ; : : :; c n) . Now, define a neural networks with n hidden units f (n; ) :
where clip(t) = a1 ft<ag + t1 fa t a+bg + (a + b)1 fa+b<tg . In (3), "clip" serves to restrict the range of f (n; ) to a; a + b] without disturbing the capacity of f (n; ) to approximate f . Let 0 = maxf1; (b+ 3)=(2e) ? 1g and let the rate at which the hidden unit weights, namely a i and b i , are allowed to grow as a function of n be
where D 
D Minimum Complexity Regression Estimators and Rates of Convergence
We now construct the advertised minimum complexity regression estimators and establish upper bounds on their statistical risks. This sub-section uses the abstract minimum complexity regression estimators to be presented in Sub-section III.B (see Example 3.1).
Let (N) be as in Theorem 2.1. For each fixed 1 n (N), compute the least-squares estimator with n hidden units aŝ (n; N) = arg min 2Sn
where f (n; ) is as in (3). Writef n;N = f (n;^ (n;N)) :
Given the sequence of least-squares estimators, namely ff n;N g 1 n (N) , how should one formulate an estimator for f that achieves the smallest statistical risk? In particular, for a very small n,f n;N has a small variance but a large bias; on the other hand, for a very large n,f n;N has a small bias but a large variance. A trade-off between the bias and the variance can be achieved by selecting the number of hidden units (that is, the model dimension) in a data-driven fashion. Specifically,
where L n (") = n(d+2)+1] ln(8 n e=") is as in (18), and , N, (N), and "(N) are as in Theorem 2.1.
The first term on the right-hand side of (8) is known as the "empirical loss" off n;N , while the second term is known as the "complexity" off n;N . Equation (8) allowsn to take a larger value, only if the resulting increase in the complexity is offset by a matching decrease in the empirical loss.
Finally, define the minimum complexity regression estimator for f aŝ f N =fn ;N :
In other words,f N is the element corresponding ton in the sequence ff n;N g 1 n (N) . We now establish rates of convergence for the statistical risk (measured by mean integrated squared error) off N . 
where P X denotes the marginal distribution of X 1 and the constantK can be read from (13) and (14) . 
To establish Theorem 2.1, we proceed in two steps as follows.
1. Define the index of resolvability corresponding tof N as
We first establish, in Lemma 2.1, an upper bound on the overall statistical risk E r(f N ; f )] of the estimatorf N in terms of the index of resolvability R N (f ), by invoking Theorem 3.1.
The proof of Theorem 3.1 can be found, in an abstract setting, in Sub-section III.C; it uses techniques from Barron [3] and McCaffrey and Gallant [21] and also uses the Bernstein inequalities for dependent processes derived in Section IV. 
where the constant K 9 is as in (14) .
PROOF:
where ( In a similar context, while analyzing their regression estimators for strongly mixing processes, White and Wooldridge [31] found that models with smaller dimensions are required, to achieve weak consistency, in the mixing case as compared with the independent case. REMARK 2.2 Notice that if we set m = 0 (under Condition (m)) or = 1 (under Condition ( )) in Theorem 2.1, then we recover the i.i.d. result of Barron [5] as a special case. However, observe that in (6) we compute the least-squares estimator by minimization over the entire parameter space, whereas Barron computed his estimator by minimization over a certain finite grid of parameters. REMARK 2.3 For strongly mixing observations, we now compare the rate of convergence obtained in Theorem 2.1 to that achieved by the classical nonparametric kernel estimator.
Suppose that Assumptions 2.1, 2.2, 2.3, and 2.4 hold; then we have from Theorem 2.1 (under Condition ( )) and from (1) that Now, on the other hand, suppose that the regression function f has continuous and bounded partial derivatives of total order s and suppose that the strong mixing coefficient decays algebraically, that is, (j) = o 1=j 2 , j 1. Letf N denote a non-recursive kernel estimator [25, 26] which uses a kernel of order s. Then, it is known that with an optimal choice of the corresponding bandwidth parameter, we have for each 
III Minimum Complexity Regression Estimation Framework
The principal result of this section, namely Theorem 3.1, is derived in an abstract setting and under minimal structure on the underlying space of parameters. This not only simplifies the proof of the theorem, but also widens the scope of the result. In particular, Theorem 3.1 is not limited to neural networks (as used in Lemma 2.1 of Section II), but may also apply to trigonometric series, polynomials, and wavelets. 
A Abstract Parameter Spaces and Abstract Complexities
For each integer n 1, let n denote a model dimension, for example, see (2) , and let S n denote a compact subset of IR n . The set S n will serve as a collection of parameters associated with the model dimension n , for example, see (5) . For every 2 S n , let f (n; ) denote a real-valued function on B X parameterized by (n; ), for example, see (3) . The following condition is required to invoke the exponential inequalities in Theorems 4.2 and 4.3. ASSUMPTION 3.1 For each integer n 1 and for every 2 S n , assume that f (n; ) takes values in a; a+b].
To make possible the union bound argument required in Lemma 3.2, we now introduce a certain finite subset of S n . Let n denote a metric on IR n . For " 2 (0; 1], let T n (") denote an ("; n )-net of the set S n ; in other words, for every 1 2 S n there exists a 2 2 T n (") such that n ( 1 ; 2 ) ". Assume that T n (") S n . Actual construction of T n (") is not required here, it suffices that it exists and that an upper bound on its cardinality is known. Let L n (") be such that ln # (T n (")) L n ("); (17) where # denotes the cardinality operator. In other words, L n (") is an upper bound on the natural log of the "-metric entropy of the set S n with respect to the metric n . In practice, the upper bound L n (") should be as tight as possible to obtain the best possible estimators.
EXAMPLE 3.1 Let notations be as in Section II. Let n denote a metric on IR
n defined as in Barron [5, (19) ]. It follows from [5, Lemma 2] by using (4) that for every 0 < " 1 and for every C 1, there exists a ("; n )-net of S n , namely T n ("), such that
where we use the precision "=2 on the right-hand side to ensure that T n (") S n .
We now introduce the following assumption to furnish the continuity argument required in jf (n; 1 ) (x) ? f (n; 2 ) (x)j $ n ("):
Assumption 3.2 implies that the function $ n is invertible; let $ ?1 n denote the inverse. Observe that the inverse $ ?1 n ( ) is defined for all 0 < $ n (1) < 1 and takes values in the range (0; 1]. Assumption 3.2 is equivalent to saying that the class of parametric functions ff (n; ) : 2 S n gcan be covered in the supremum norm (over B X ) by the finite class of functions ff (n; ) : 2 T n ($ ?1 n ( ))g. 
Let denote a collection of parameters of different dimensions, with the index n less than or equal to . Each of the parameters comes packaged with the index of its dimension; formally, we write = n=1 f(n; ) : 2 S n g: (20) It follows from (20) that every 2 must be of the form = (n; ) for some 1 n and for some 2 S n ; then, define f = f (n; ) ; (21) and for every 0 < $ n (1) define the "description complexity" of the parameter as
where $ n is as in Assumption 3.2 and L n ($ ?1 n ( ))is obtained from (17) by substituting " = $ ?1 n ( ).
In words, for each fixed 1 n and for each fixed 0 < $ n (1), we assign a constant complexity, namely L n ($ ?1 n ( )), to each parameter 2 S n . Consequently, the right-hand side of (22) does not depend on , it only depends on n.
B Abstract Estimators and Indices of Resolvability
For any natural number , for any real number , where 0 < min 1 n $ n (1), and for any real number , write^
where is as in (20) , f is as in (21), L( ; ) is as in (22) , and N is as in Theorem 3.1. Define the minimum complexity regression estimator asf N = f^ N ; (24) and define the index of resolvability corresponding tof N as
where r( ; ) is as in (11) .
EXAMPLE 3.1 (continued) It follows from (20) , (21) , and (22) and by setting = (4D 1 C)"(N) that for neural networks the abstract estimatorf N and the abstract index of resolvability R N (f ) may be written as in (9) and (12), respectively. 
=3).
The proof can be found in Sub-section III.C.
Theorem 3.1 has the same structure as the corresponding result in Barron [3] except for the additional term (6b )=(1 ? )-which arises since we do not restrict the parameter space to be countable.
The smaller the parameter , generally speaking, the larger the complexity L( ; ), and hence larger the corresponding index of resolvability. Thus, to obtain tighter bounds on the index, we should select to be as large as possible. Specifically, although the choice = O(1= N) is always available, for particular cases of interest a larger may be viable, for example, the choice (4D 1 C)= p N works for neural networks.
The index of resolvability was first introduced by Barron and Cover [6] in the context of density estimation and universal data compression for i.i.d. observations, and later used by Barron [3] in the context of regression estimation also for i.i.d. observations. The significance of the index stems form Theorem 3.1, where we establish that the statistical risk of the minimum complexity regression estimator is bounded from above by the index. Thus, the consistency of the estimator follows, if the index goes to zero as N ! 1. Moreover, if the index tend to zero at a certain rate, then we can also conclude the same for the statistical risk of the estimator. The rate at which the index converge to zero depends on the trade-off between the complexity of the functions in ff : 2 1 g and the accuracy of their approximation to f . Finally, the index of resolvability is a deterministic quantity, and hence is relatively easy to upper bound in particular cases of interest, for example, see Lemma 2.2.
C Proof of Theorem 3.1
The proof relies heavily on the Bernstein inequality for strongly mixing processes established in Theorem 4.3 of Section IV and uses techniques of Barron [3] and McCaffrey and Gallant [21] .
For simplicity, we assume throughout that Condition ( ) holds; the result under Condition (m) follows similarly by using Theorem 4.2.
For any measurable function g 1 : PROOF: For i = 1; 2; : : :; N, we write
and observe that fU i g N i=1 are identically distributed, E U 1 ] = 0, jU 1 j 2b 2 , and EjU 1 j 2 2b r(f ; f ) [3] . It follows from (28) and (27) 
PROOF: Since^ N takes values in , a possibly uncountable set, we first establish a result analogous to (30) , namely (34), for a certain "projection" of^ N , namely N , on a finite set. We then establish (30) from (34) using a certain continuity argument due to McCaffrey and Gallant [21] .
Let S n , T n , n , and $ n be as in Sub-section III.A. For 0 < min 1 n $ n (1), define
Since the set T n ($ ?1 n ( )) is finite by assumption and since is a natural number, it follows that the set ( ) is finite. For every " 2 (0; 1] and for every 2 S n , let n ( ; ") denote the element of the finite set T n (") that is closest to in the metric n ; formally, let n ( ; ") denote the lexicographically smallest element of the set f 1 2 T n (") : n ( ; 1 ) n ( ; 2 ) for all 2 2 T n (")g:
Using (20), we may write^ N in (23) as (n;^ ), where^ 2 Sn; then define N N ( ) = (n; n (^ ; $ ?1 n ( ))):
In words, N is a projection of^ N 2 onto the finite set . Write f N = f N . Since^ N and N both have the same dimensionn, it follows from (22) that
Since the random variable N 2 ( ), we can write
where (a) follows since f N = f on the set f N = g and from the union of disjoint events bound;
(b) follows from Lemma 3.1; and (c) follows from (22) . In other words, we have shown that 
where f is as in (21), r( ; ) is as in (11), L( ; ) is as in (22), and and N are as in Theorem 3. (
and hence the lemma follows from (27) It now follows from (25) and (36) and by setting~ = exp(? Nt 2 ) for t > 0 that P fW tg 2~ exp
where W = (1 ? )r(f N ; f ) ? (1 + )R N (f ) ? 6b . It is easy to see that jWj < 1 and hence EjWj < 1. Equation (26) now follows from (37) and Lemma A.6. The proof of Theorem 3.1 is now complete. 2
IV Bernstein Inequalities for Dependent Processes
In this section, we extend the classical Bernstein inequality for i.i.d. random variables to mdependent processes and to strongly mixing processes. The extended inequalities are used, in this paper, in the proof of Theorem 3.1 of Section III; they may also be of independent interest. 
The following lemma holds for stationary strongly mixing processes. PROOF: In this proof, we use an argument similar to that used by Bosq [7] in his proof of the Bernstein inequality for uniformly mixing processes. However, we use a completely different blocking scheme. Observe that the distance between the two -algebras above is (j+(q?1)k)?(j+(q?2)k) = k, hence (b) now follows by bounding the covariance B q 0 q ( ) using a mixing inequality in Hall and Heyde [15, Theorem A.5] for the process fZ i g 1 i=?1 . Also, note that jj jj 1;P denotes the usual essential supremum on ( ; F; P). . Hence, the result follows from Lemma A.1 for all 0 < < (3 l j )=d 1 . The bound on the second term follows from Lemma 4.2, and holds for all l j 2. But, l j l. Thus, it suffices that l 2. 
Since l = l N = bN=kc, we have (39)-where we have written N ( ) for l = l N .
(f) Equation (43) holds for all such that 0 < < 
