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The autonomously trading agents described in this paper produce a decision to act such as: buy, 
sell or hold, based on the input data. In this work, we have simulated autonomously trading agents 
using the Echo State Network (ESNs) model. We generate a collection of trading agents that use 
different trading strategies using Evolutionary Programming (EP). The agents are tested on EUR/ 
USD real market data. The main goal of this study is to test the overall performance of this collec-
tion of agents when they are active simultaneously. Simulation results show that using different 
agents concurrently outperform a single agent acting alone. 
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Foreign Exchange Market (FOREX) is a complex adaptive system involving a large number of dynamic net-
works of interacting agents. It reflects the collective behavior of participants whose behaviors evolve and self- 
organize corresponding to a series of historical events. Due to this complexity, the problem of predicting the fu-
ture price is one of the most challenging problems for the machine learning community. There are two theories 
suggested concerning the viability of the predictability of the future price of a financial instrument. Efficient 
Market Hypothesis (EMH) states that no information can be accountable since the price is immediately absorbed 
by all the new information [1]. Random Walk Theory (RWT) states that the past price cannot be used to predict 
the price in the future, because the price movement is random and completely independent from the past [2]. 
These theories offer a challenge to researchers who try to extract features and make predictions. Recent devel-
opments in computational tools allow researchers to design algorithms that can trade online. Another question 




arises, which is whether a computer can do a better job in predicting prices. As a result, researchers have started 
to apply machine learning algorithms and test the efficiency of these algorithms. 
Artificial Neural Networks (ANNs) are often-used tools in prediction algorithms [3]-[6]. These algorithms 
usually use fundamental and/or technical analysis as inputs and produce the prediction of the price value as out-
put. The networks are trained using the back-propagation algorithm (BP) [7] [8]. However, BP may get stuck in 
a local minimum due to its use of gradient descent information. Additionally, the error function should be diffe-
rentiable. Autonomously trading neural network based agents on the other hand, are simulations of real world 
traders with limited capabilities [5] [9]-[11]. They produce action outputs such as: buy, sell or hold based on the 
stream of input data. In this framework, evolutionary algorithms are more suitable than BP since the error func-
tion is not differentiable. 
In this work, we used Echo State Networks (ESNs) in the decision mechanisms of the autonomous agents. We 
evolved the network weights using Evolutionary Programming (EP). The evolutionary algorithm can provide a 
variety of agents that use different trading strategies. The problem lies in the selection of the agent that is likely 
to be successful on the test data. This is a difficult decision because even the best agent may often be wrong. In-
tuitively speaking, simultaneous activation of a variety of successful agents may reduce the risk and outperform 
the best agent. Therefore, we tested the performance of a collection of successful agents that are selected from 
the agent pool which is generated as a result of many evolutionary runs. 
In Section 2, the Foreign Exchange Market and the methods used in prediction algorithms are briefly dis-
cussed. In Section 3, a detailed description of Echo State Networks is given. The evolutionary approach for op-
timizing neural networks is discussed in Section 4. A detailed description of the algorithm implemented is pro-
vided in Section 5 and the results are discussed in Section 6. 
2. Overview of Foreign Exchange Market 
Foreign Exchange Market (FOREX or FX) is a global and decentralized financial market where the traders ex-
change currency pairs in order to make profits. Trading is open 5 days a week, 24 hours a day. According to the 
Bank for International Settlements, daily average turnover is 4 trillion US dollars.  
There are two main approaches used in market analysis. The first one is Fundamental Analysis which deals 
with the factors that affect supply and demand. The main goal in fundamental analysis is to gather and interpret 
information in order to acquire intuition on the future performance of a business. In FOREX, traders interpret 
the overall state of the economy as well as other factors such as: gross domestic product (GDP), interest rates, 
employment, earnings, housing, production and manufacturing. All this information is released periodically. 
When an event occurs, the traders look for trading opportunities and try to act before anyone else does. Technic-
al analysis on the other hand, is based on the hypothesis that the factors that affect a financial instrument are 
embedded into the price. It is believed that these factors exhibit patterns. And these patterns may repeat. Thus, 
the past price trends and patterns can be studied and used to make predictions. 
3. Echo State Network Model 
Echo State Networks area type of recurrent network consisting of three layers: the input, hidden and the output 
layer. The connections between layers are represented as weight matrix notations: Win, Whidden, Wout and Wback. 
The weight matrix Win represents the connections from the input layer to the hidden layer; the weight matrix 
Whidden denotes the internal connections; the weight matrix Wout denotes the concatenation of the connections 
from the input and the hidden layer to the output layer; and the weight matrix Wback represents the feedback 
connections which are from the output layer to the hidden layer. 
The activation of the hidden nodes hidden
tA  at time t, can be computed by using the formula (3.1) [12]-[14]. 
( ) ( ) ( )( )1 1hidden hidden in in hidden hidden back outt t t tf W W W+ += + +A A A A                      (3.1) 
where fhidden is the activation function of the hidden nodes. The activation of output nodes can be computed 
as: 
( )1 1concat in hidden out, ,t t t+ +=A A A A                                  (3.2) 
( )( )1 1 1out out out in hidden out, ,t t t tf W+ + +=A A A A                               (3.3) 




where fout is the activation function of the output nodes and Aconcat is the concatenation of the activations of the 
input and hidden nodes at time t + 1 and the output nodes at time t [13] [14]. 
One of the important properties of ESNs is that only the connections to the output layer (Wout) are trained. The 
rest of the connections are fixed; and are initialized before the training process. The initialization is performed 
by ensuring that the echo state property exists. This is achieved by sparsely connecting the hidden layer and as-










=                                       (3.4) 
where α is the spectral radius (0 < α < 1) and λmax is the maximum eigenvalue of the initial weight matrix [14]. 
The spectral radius can be chosen to be between 0 and 1. The closest the spectral ratio to one, the longer the 
memory persists in the network. 
The architecture of an ESN is shown in Figure 1. All the possible connections between layers are illustrated 
(also recurrent connections of the output layer can be included), however all of the connections are not required. 
The fixed connections are displayed using solid lines, and trained connections are shown as dotted lines. The 
context layer is a representation of the activations of the units in the hidden layer at time t – 1. In each time step t, 
the activations of the nodes in the hidden layer are copied to the context layer.  
4. Evolving Neural Network Model 
The design of ANN based autonomous agents is a complex task that involves much time and effort. Different 
network structures and neuron wiring diagrams may exhibit completely different responses. Therefore, trial and 
error becomes an important part of the process of finding the correct settings of the network that is used in the 
design of an agent. Evolutionary algorithms [15]-[20] are computational models of Darwinian evolution [21]. 
They have often been used to find optimum solutions to the problems that have these kinds of design difficulties 
[22]-[24].Therefore, a number of researchers suggested that it might be advantageous to use them in the design 
process of neural networks [5] [25]-[37]. 
Evolutionary algorithms can be used to evolve both the topology and connection weights of a network. The 
representation of the topology and/or connection weights is called a genotype of an individual. The neural net-
works are decoded by mapping the genotypes to their phenotypes. There are a number of methods in the litera-
ture which can be classified into two groups: direct encoding and indirect encoding [30] [38]. 
 
 
Figure 1. The architecture of an ESN with all connections. The connec-
tions that are trained are shown as dotted lines; connections that are fixed 
are depicted as solid lines. (Redrawn from Tong et al., 2007 [14]).         




In direct encoding there is a one-to-one correspondence between the genotype and the parameters of the phe- 
notype. Usually, this method is used to evolve only the parameters of the network [27] [34] [37] [39]. Whereas 
in indirect encoding, the mapping between the genotype and the weights (and the topology) of the networks is 
described as a function, rules or a growth model [35] [40]. Selection of the evolution method depends on the 
problem type. Using direct encoding on large neural networks might yield bad convergence performance since 
there is a large amount of connection weights to be optimized. 
In echo state networks, the inputs, the recurrent and the feedback connections are independent of the problem 
since they are initialized randomly before the training process begins. Therefore, the number of weights to be 
optimized is minimal. It is thereby possible to explore large network structures on complex problems without 
worrying about the convergence problem of evolutionary algorithms. 
The structure of the echo state network used in this work consists of 25 input nodes, 50 hidden nodes and 1 
output node. In this case, the connection weights to be optimized can be represented as a 1 by 75 real-valued 
vector (concatenation of the connections from the input layer to the output layer and from the hidden layer to the 
output layer 25 + 50). We used evolutionary programming to evolve these 75 real-valued connection weights by 
directly mapping to the representation of the individuals (objective vectors) in the population. 
Evolutionary Programming (EP) was first developed by Fogel, Owens and Walsh [41], and used to evolve fi-
nite state machines as predictors. The state transition tables of these finite state machines were modified by ran-
dom mutations. Later, this model was extended by Fogel [42] to operate on real-valued vectors.  
In EP, the individuals in the population consist of two components: an objective vector and a variance (self- 
adaptation) vector. Only the objective vectors are evaluated, however, both components are subject to evolution. 
The evolution of the variance vector allows the variance parameters to adapt during the search process. This is 
called self-adaptation. 
Only the mutation operator is used in EP. The mutation operator is applied by first mutating the objective 
vector using a Gaussian distribution which has an independent variance for each component of the objective 
vector [43]. The variance vector is then updated. 
( ) var 0,1i i i ix x N′ = + ⋅                                 (4.1) 
( ) 0,1i i i ivar var var Nα′= + ⋅ ⋅                               (4.2) 
where { }1 2, , , nX x x x=   is the objective vector, { }1 2, , , nV var var var=   is the variance vector. The para-
meter α ensures that vari remains positive [43] [44]. 
We use the plus selection (μ + μ) method. In plus selection, μ number of offspring is generated from μ indi-
viduals. Then, the individuals in the whole population (μ + μ) are ordered according to their fitness values, and 
the best μ individuals are selected. In this selection mechanism, parents can survive until offspring become more 
adapted [45]. 
5. The Algorithm to Create a Collection of Autonomously Trading Agents  
The evolutionary programming approach is a basis to create autonomously trading agents. Its fitness function is 
designed to optimally select agents. In this section we describe this process in detail. 
The agents’ actions are based on the output of the echo state network as described in section 4. The connec-
tion weights from the input layer to the output layer and from the hidden layer to the output layer (Wout) were 
optimized. The feedback connections (Wback) are not used. The rest of the connections (Whidden and Win) are fixed. 
The weights of the connections from the input layer to the hidden layer (Win) were sampled from a uniform dis-
tribution [−1, 1] with a probability of 0.2. The internal weights (Whidden) were randomly set to the values of 0, −1 
and +1 with probabilities of 0.95, 0.025 and 0.025 respectively. They were scaled to have a 0.98 spectral radius 
according to the formula 3.4. The spectral radius is close to one; this means that the long term memory decay 
rate is small [13]. 
The ESN used in this work consists of 25 input neurons. The inputs to these neurons are currency pairs, tech-
nical indicators [46], an agent’s status flag, an agent’s return and a bias. These inputs are: EUR/USD, USD/JPY, 
GBP/USD, USD/CHF, AUD/USD, USD/CAD, NZD/USD, EUR/GBP, EUR/JPY, EUR/AUD, EUR/CAD, 
EUR/NZD. Inputs from 13 to 22 are 5 technical indicators (Stochastic Slow (%K, %D), RSI, MACD (MACD, 
Signal, Histogram), ATR, ADX (ADX, DI+, DI-)).  
In order for an agent to sense its current status, two additional inputs are included. The first one is an agent’s 




status flag which indicates if an agent is currently trading. It becomes 1 if the agent is currently in a long (buy) 
trade, −1 if the agent is currently in a short (sell) trade, and 0 if the agent is not trading. The second one is the 
agent’s return which indicates the price change since the beginning of a trade. It was calculated using the for- 
mula below.  
( )now open openprice price price price∆ = −                            (5.1) 
where ∆price is the price percentage change and priceopen is the opening price of a position. The last input is the 
bias and it is fixed to be 1. 
The output of the networks is a single sigmoidal (tanh) neuron. If the output becomes greater than 0.5, the 
agent goes long (buy). If the output becomes smaller than −0.5, the agent goes short (sell), and finally when it is 
between −0.5 and 0.5, the agent closes the position, if it has one, no action is performed.  
The network contains 50 hidden units. The activation function of all the hidden units is the tanh activation 
function. As discussed earlier, all the connections except Wout are fixed. It means that the connections between 
the input layer and the output layer, and the connections between the hidden layer and the output layer should be 
optimized. The total count of connections to be optimized is 1x(25 + 50) where 25 is the number of input units, 
50 is the number of hidden units and 1 is the number of output units. 
The agents were trained and tested on EUR/USD hourly data. A sliding window approach, illustrated in 
Figure 2, was used. The agents were first trained on the window Train1 which consists of 900 samples, and then 
tested on the following 100 samples which is Test1. Then, the window was moved 100 samples and the new 
agents were trained on the windowTrain2 and tested on Test2. Figure 2 depicts only the target vector which is 1 
× 1000 (together with the training and the test data) samples per window. The input data on the other hand, is a 
matrix 25 × 1000 for each window. Each row in the input data was normalized to have 0 mean and 1 standard 
deviation; and normalized input sequences then scaled in the range between −1 and 1. 
The beginning date of the training data is 01/01/2013 11:00 pm. The testing starts from the date 02/22/2013 
01:00 am and continues until the date 12/31/2013 00:00 am by moving 100 samples in each step.  
The population size was set to 5. The mutation operator produces 5 offspring from the 5 selected parents. This 
is called (μ + μ) selection and more information can be found in section 4. 
The agents = {(x1, v1), (x2, v2), … (xn, vn)} consist of the objective vectors x1, x2, … xn, and the variance vec- 
tors v1, v2, … vn where n is the population size. The objective vectors and the variance vectors of an individual in 
the population are 75 dimensional real-valued vectors and, they are direct representations of the output connec- 
tion weights to be optimized (Wout). In this case, Wout the objective vectors are constructed by concatenating the  
 
 
Figure 2. Sliding window approach. First, the agents are trained on 900 samples; tested 
on the following 100 samples and then the window is moved by 100 samples.           




weights from the input nodes to the output node and the weights from the hidden nodes to the output node. 
1) Randomly initialize a population of agents (the objective and variance vectors). 
2) Repeat until no improvement is observed within a certain number of iterations.  
a) Decode each objective vector in the current generation and construct a corresponding ESN. 
b) Evaluate each agent in the population by letting them trade starting from the first sample of the training 
data to the last sample of the training data. 
c) Find the fitness of each agent at the end of the trading session. (The fitness value of an agent is calculated 
as the total gain divided by the absolute value of the total loss). 
d) Select the best μ agents according to their fitness values. 
e) Apply the mutation operator to the selected agents and produce μ new individuals. 
f) Self-adapt the variance vectors of the new individuals. 
The evaluation starts from the first sample of the training data, and moves forward one step at a time. In each 
time step, it presents the input data to an agent. The agent takes the input and calculates the output of the net-
work. The agent can only perform one action at a time according to the output (output > 0.5, buy; output < −0.5, 
sell; −0.5 ≤ output ≤ 0.5, hold or close the trade). A flat spread fee ($3 per trade) is added to the price each time 
an agent performs a buy or sell action [5]. 
At the end of the training data, the evaluation function returns the performance values P = [Total Return, To-
tal Gain, Total Loss, Total Trade, Success Trade] of an agent; and the ratio Total Gain/Total Loss is used for the 
selection operator. 
The variables: Total Return, Total Gain and Total Loss are calculated using the raw price. Later, they are 
converted to the pip values. A pip (percentage in point) is a unit change in the price of a currency pair. Since, we 
are working with EUR/USD currency pairs, the unit change is 0.0001; and we take the unit change as the worth 
of a dollar. 
When the training process is complete, all the variables are set to the default values, and the agents are tested 
on the following 100 samples. The testing process is the same as the evaluation process, but this time the evalu-
ation function takes the test data as an argument and returns the performance values of the agents on the test data. 
After an evolutionary run, we obtain the performance values of 5 agents. Since we are maximizing the function 
Total Gain/Total Loss, these 5 agents may have become stuck at a local maximum. That is the reason that, the 
algorithm is run 10 times, and each time, the resulting agents are added into the agent pool. After this process, 
we obtained 50 agents in the agent pool. Among these 50 agents, we selected the best 5 agents according to their 
Succes Trade/Total Trade ratio on the training data. The results provided here are the simultaneous activation 




Figure 3. The steps of the algorithm. For a given 
time window, the evolutionary algorithm runs 10 times 
and generates 50 agents. The best 5 agents are se-
lected among these agents.                     




The results were generated for the 54 time windows between the dates 02/22/2013 01:00 am and 12/23/2013 
01:00 pm. The statistics of the all agents generated within the 54 time windows are summarized in Table 1, un-
der the column header TW54. The row headers: Successful Agent, Unsuccessful Agent and Neutral Agent 
are the numbers of the agents whose returns were positive, negative and zero on the test data respectively. 
MaxReturn and MinReturn are the maximum and the minimum returns observed among all the agents on the 
test data. Ave.Profit and Ave.Loss are the average of all the profits gained and the average of all the losses in-
curred by all the agents on the test data. Ave.Return is the average of all the returns of the agents and TotalRe-
turn is the sum of all returns of the agents. The return, profit and loss are US dollar based. 
If we ignore the neutral agents, the percentage of the successful agents in the population is 0.52. The average 
profit is + 1.43 which is a good result. In the long run the system is not losing money. However, neither is it 
gaining. The return over time is shown in Figure 4. 
Intuitively speaking, after a long up or down trend the price may change its direction and move in the oppo-
site direction. In this case, agents may perform badly since they have been trained on trending prices in only one 
direction. To avoid these situations, the input windows were filtered when the price change between the starting 
and end points of the training data is large. 
1) Start from the first sample t1 = 1 and check the change in the price between the starting point t1 and the end 
point t2 = t1 + 899 (change in price measured using equation 5.1). 
 
Table 1. The statistics of all the agents generated. TW54 is the 
results of the standard algorithm, and TW47 is the results of 
the modified algorithm.                                   
 TW54 TW47 TW47-1 
Total Agent 270 235 47 
Successful Agent 91 91 19 
Unsuccessful Agent 83 74 14 
Neutral Agent 96 70 14 
MaxReturn 280 276 220 
Ave.Profit 76 70 58 
MinReturn −269 −242 −242 
Ave.Loss −79 −67 −71 
Ave.Return 1.43 5.95 2.35 
TotalReturn 388 1399 111 
 
 
Figure 4. The cumulative return of the agents that are gener-
ated using the standard algorithm.                         




















Figure 5. The cumulative return of the agents that are gen-
erated using the modified algorithm.                     
 
2) If the change is greater than 0.025, increment t1 by one and go o step 1.  
a) Train the agents on the time window between t1 and t2. 
b) Test the agents between the time window t2 and t2 + 100. 
c) Add the agents into the agent pool. 
d) Increment t1 by 100. 
Go to step 1. 
After this modification, 47 time windows that satisfy the percentage change rule have been found. The statis-
tics of the agents generated by the modified algorithm is provided in Table 1 under the header TW47. When the 
results are compared with the results that generated by the standard algorithm, a significant improvement is seen. 
Even though there is not much improvement in the percentage of the successful agents in the population, the av-
erage return and total return are improved by % 316 and % 260 (calculated according to equation 5.1) respec-
tively. As a result, the cumulative return over time is trending up as illustrated in Figure 5. 
Finally, we compared the performance of the system when only the best agent is selected versus a collection 
of agents at the same time. Using the modified algorithm, for each window only the best agent is selected, and 
the statistics of these agents are given in Table 1 under the column header TW47-1. The results show that the 
performance of the simultaneous activation of a collection of autonomous agents that are generated by the mod-
ified algorithm is superior. 
6. Conclusions 
In this work, we design a system that generates autonomously trading agents. Echo State Networks are used in 
the decision mechanisms of these agents. The major 12 currency pairs and popular 5 technical indicators are 
used for predicting the optimum actions for EUR/USD currency pairs within a given time window. The connec-
tion weights of the output layers of the networks are trained using evolutionary programming.  
We test whether the performance of many agents will outperform the performance of a single agent. Our re-
sults show that the total return and the average trade are better when multiple agents are used. Furthermore, a 
significant improvement is seen when input windows are filtered according to the price percentage. 
In conclusion, the methodology described here is not limited to the financial arena, and has widespread appli-
cability. 
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