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1 Introduction
Complete minimal surfaces and constant mean curvature surfaces in Euclidean or hyperbolic
space have been the object of much attention in recent years and particular efforts have been
devoted in understanding the moduli space of such surfaces. More precisely, the surfaces we are
interested in are complete, noncompact surfaces which may or may not be embedded but enjoy
the somehow weaker, and slightly different, property to be Alexandrov embedded (since we do
not need this notion later on in the paper, we simply refer to [6] or [11] for a precise definition of
Alexandrov embeddedness).
In the case of minimal surfaces of the Euclidean 3-space R3, a fairly good picture of the space
of complete Alexandrov embedded minimal surfaces with finite total curvature is now available.
We will denote by g the genus of such a surface and by n its number of ends, which are all
known to be of catenoidal type [6]. To begin with, we can use the Weierstrass representation
theory to obtain the existence of these surfaces for any number of ends n ≥ 2, when the genus
is 0 [12], [14], and also to obtain some examples for higher genus [2]. Let us also mention the
recent result of S.D. Yang which provides a wealth of new examples be settling a connected sum
theory for these surfaces. This construction allows one to add as many ends as one wants to a
given minimal surface and also to connect sum any two of such surfaces. However, and to our
knowledge, it is not known whether such minimal surfaces always exist for any number of ends
n ≥ 2 and any genus g ≥ 1, though these surfaces are conjectured to exist. C.P. Cosin and A.
Ros have completed the classification of these minimal surfaces when all the ends have their axis
in the same plane and when the genus is 0. Finally, let us mention that J. Perez and A. Ros have
determined the structure of the moduli space of these surfaces [26].
In the case of complete Alexandrov embedded constant mean curvature surfaces in the Eu-
clidean 3-space R3, beside the well known one parameter family of surfaces obtained by Delaunay
[7] in the middle of the nineteenth century, examples have been obtained by N. Kapouleas [13],
K. Grosse-Brauckmann [10] and R. Mazzeo and F. Pacard [19]. Let us also mention the result of
R. Mazzeo, F. Pacard, D. Pollack and J. Ratzkin [21] which parallel, for constant mean curvature
surfaces, the result of S.D. Yang for minimal surfaces. As above this result allows one to add
as many ends as one wants to a given constant mean curvature surface and also to connect sum
two of these surfaces. The moduli space theory was developed by R. Kusner, R. Mazzeo and D.
Pollack [16] and the classification of complete constant mean curvature surfaces, of genus 0, with
3 ends was recently completed by K. Grosse-Brauckman, R. Kusner and J. Sullivan [11].
Finally, we turn to the main subject of the present paper : complete embedded constant mean
curvature-1 surfaces in the hyperbolic 3-space H3. A representation formula for constant mean
curvature-1 surfaces (CMC-1 for short) in hyperbolic 3-space has been discovered by R.L. Bryant
[3]. This shows that, to some extent, CMC-1 surfaces in H3 behave like minimal surfaces in R3.
Beside the well known horospheres, which have one end, there exits a one parameter family of
CMC-1 surfaces of revolution with 2 ends known as ”catenoid cousins” [3]. Using the Weierstrass
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representation of CMC-1 surfaces, obtained by R.L. Bryant, a number of geometrically interesting
surfaces (eventually immersed) have been found. We refer to the recent paper [29] for further
informations about these examples.
In the present paper, we would like to give an answer to some natural questions about complete
embedded CMC-1 surfaces in hyperbolic space. Before we do so let us introduce the following :
Definition 1 A constant mean curvature-1 surface in H3 is said to have regular ends if its
hyperbolic Gauss map extends through the punctures.
The precise definition of the hyperbolic Gauss map of a surface in hyperbolic space is given in
[3]. All the surfaces we will be considering in this paper do have regular ends since their ends will
always be modeled after the end of a catenoid cousin.
Definition 2 Given g ≥ 0 and n ≥ 1, the unmarked moduli space of CMC-1 surfaces Mug,n in
H
3 is defined to be the moduli space of complete, embedded, constant mean curvature-1 surfaces
of genus g in H3, which are connected and have n regular ends.
When g = 0,Mu0,n is fairly well understood. For example, when n = 1, it consists of only one
point : the horosphere, when n = 2, it consists in the one parameter family of catenoid cousins
which have already been mentioned (see [17] and [31]). Finally, when n = 3, the recent work of
P. Collin and H. Rosenberg shows that Mu0,3 is homeomorphic to the moduli space of geodesic
triangles in RP 3 [5], paralleling what is already known for minimal and constant mean curvature
surfaces in R3. Beside this result, let us mention the result of W. Rossman, M. Umehada and K.
Yamada [28], showing for example that Mu1,3 is not empty. Their proof relies on the existence
of a genus 1 minimal surface with 3 ends in R3 which is non degenerate, and it does not extend
easily to arbitrary genus. Granted the above results, the first question we would like to address
is :
For which values of g and n, is the moduli space Mug,n not empty ?
Regarding this problem, we have obtained the
Theorem 1 The moduli space Mug,n is not empty in the following cases :
(i) When g = 0 and n ≥ 1.
(ii) When g ≥ 1 and 2n ≥ g + 5.
As will become clear in the remaining of the paper, this result, as well as the next one will be
obtained by desingularizing a finite number of horospheres. We will say that the horospheres
H1, . . . , ,Hn are ”either disjoint or tangent” if any two horospheres Hi and Hj are either disjoint
or their intersection reduces to the point where they are tangent.
In order to explain how the constraint (ii) is obtained, we define ng to be the minimal number
of either disjoint or tangent horospheres which are needed for their connected sum to be an
embedded surface of genus g. It is easy to see that, in order to obtain a genus 1 surface, at least
three horospheres H1,H2,H3, each of which is tangent to the other two, are necessary. Now, one
can slightly reduce the radii of the three horospheres H1,H2,H3 and consider their connected
sum at the three points where they were tangent to produce an embedded genus 1 surface. Hence,
we already have n1 ≥ 3. Next, we assume that we have already found a configuration of n either
disjoint or tangent horospheres H1, . . . ,Hn whose connected sum produces an embedded genus g
surface (observe that it is not always necessary to connect the horospheres at every point where
they are tangent to obtain a surface of genus g, and, since we slightly reduce the radii of the
horospheres, the connected sum surface will not be singular regardless of the fact that we have
connected the surfaces at every point or not). Now, one can find an horosphere Hn+1 which is
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tangent to (at least) three of the initial configuration of horospheres H1, . . . ,Hn. The connected
sum of H1, . . . ,Hn+1 obtained by slightly reducing the radii, connecting H1, . . . ,Hn as before
and then connecting the additional horosphere Hn+1, whose radius is slightly reduced too, at two
points (resp. three points) produces an embedded genus g + 1 (resp. g + 2) surface. Hence we
obtain the inequalities ng+1 ≥ ng + 1 and ng+2 ≥ ng + 1. The inequality in (ii) follows at once
by induction.
Paralleling what has been done for minimal or constant mean curvature of R3, we can prove
the :
Theorem 2 For any g ≥ 0 and any n ≥ 1, the moduli space Mug,n is a real analytic variety of
formal dimension 3n (before moding out by the action of isometries of H3).
This formal dimension is achieved at any unmarked nondegenerate point of the moduli space. In
addition to the above result, we prove that all the surfaces constructed in this paper are marked
nondegenerate provided g = 0.
Before stating our next result, we give the :
Definition 3 For any g ≥ 0 and any (pi)1≤i≤n, finite set of distinct points of ∂H3, the marked
moduli space of Bryant surfaces of genus g is denoted by Mmg,(pi)i and defined to be the moduli
space of embedded CMC-1 surfaces of genus g in H3 which are complete, connected and have ends
at the points pi.
Granted the above definition, a natural question is :
For which sets of points (pi)1≤i≤n ∈ ∂H3 and for which genus g is the moduli space Mmg,(pi)i
not empty ?
This question can also be understood as a Plateau problem at infinity for CMC-1 surfaces in
R
3 since it amounts to look for a surface with prescribed asymptotic behavior at infinity. As a
byproduct of our construction, we obtain the :
Theorem 3 Given any (pi)1≤i≤n finite set of points of ∂H
3, the moduli spaces Mm0,(pi)i andMm1,(pi)i are not empty if n ≥ 3.
Again the result will be obtained by desingularizing a finite number of horospheres which are
either tangent or disjoint. Given the points pi, it is easy to check that we can find horospheres
with ends at the points pi, in such a way that their connected sum is an embedded surface of
genus greater than or equal to 1. In fact, one can find 3 horospheres H1, . . . ,H3 with ends at
p1, . . . , p3, each of which is tangent to the other two. Now, one can slightly reduce the radii of
the three horospheres H1, . . . ,H3 and consider their connected sum at two or three of the three
points where H1, . . . ,H3 are tangent to produce an embedded genus 0, or genus 1, surface. Next,
we assume that we have already found a configuration of n either disjoint or tangent horospheres
H1, . . . ,Hn, with ends at p1, . . . , pn respectively, whose connected sum produces an embedded
genus 0, or of genus 1, surface (again, observe that to produce an embedded genus 0, or a genus
1, surface it is usually not necessary to connect the horospheres at every point where they are
tangent). One can find an horosphere Hn+1, with end at pn+1 which is tangent to (at least)
one of the initial configuration of horospheres H1, . . . ,Hn. The connected sum of H1, . . . ,Hn+1
obtained by connecting H1, . . . ,Hn as before and connecting the additional horosphere Hn+1 at
one point produces an embedded genus 0, or genus 1, surface.
This result extends to any countable set of points but we shall not insist on this extension.
We have :
Theorem 4 Given g ≥ 0 and given any finite set of points (pi)1≤i≤n in ∂H3, the moduli space
Mmg,(pi)i is a real analytic variety of formal dimension n (before moding out by the action of
isometries of H3).
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Again, this formal dimension is achieved at any marked nondegenerate point of the moduli space.
We prove that all the surfaces constructed in this paper are marked nondegenerate provided g = 0
and for a generic choice of the points (pi)1≤i≤n.
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2 Preliminaries
2.1 Usual models for H3
We recall the 3 usual models which are used to describe H3. More information can be found in
[30] or in [3].
The ball model. In this model the hyperbolic space is described by the unit open ball of R3.
So
H
3 := {x ∈ R3 : |x| < 1},
endowed with the metric ghyp := 4 (1 − |x|2)−2 dx2. While this model is probably the best one
for visualizing pictures of CMC-1 surfaces in H3 (see for example [27]), computations are not so
easy to perform in it.
The Minkowski model. In this model the hyperbolic space is described by one sheet of a two
sheeted hyperbola in the Lorentz space L4. More precisely, we have
H
3 := {(x0, x) ∈ R1+3 : x20 = 1 + |x|2, x0 > 0},
endowed with the induced metric of L4 given by glor := −dx20 + dx2. This model is particularly
useful when working with the Weierstrass representation [3]. For example, in this model the one
parameter family of catenoid cousins can be parameterized by
x0(s, θ) =
1
4(t− 1)
(
t2 cosh((t− 2)s) + (t− 2)2 cosh(ts))
x1(s, θ) =
1
2(t− 1) t (t− 2) cosh((t− 1)s) cos θ
x2(s, θ) =
1
2(t− 1) t (t− 2) cosh((t− 1)s) sin θ
x3(s, θ) =
1
4(t− 1)
(
t2 sinh((t− 2)s)− (t− 2)2 sinh(ts))
(1)
for any t > 1, t 6= 2. It turns out that, when t ∈ (1, 2) the catenoid cousins are embedded and,
when t tends to 2, this one parameter family converges to the union of two horospheres, while,
when t tends to 1, the surfaces tend to ∂H3 uniformly. This family continues for t > 2 but the
surfaces are not embedded anymore. This phenomena is very reminiscent to what happens in
Euclidean space for CMC surfaces. For example, Delaunay surfaces come in a one parameter
family for some parameter τ ≤ 1. The embedded members of this family are called unduloids and
interpolate between a cylinder, when τ = 1, to a bead of spheres arranged along an axis, when
τ = 0. Beyond this limit, when τ < 0, this family continues but the surfaces, which are called
nodoids, are not embedded anymore [19].
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The Poincare´ or upper half space model. In this last model, the hyperbolic space is identified
with H3 := {(x, z) ∈ R2 × R : z > 0}, endowed with the metric
ghyp :=
1
z2
(dx2 + dz2).
We can also identify ∂H3 with R2. This is this last model which will be most useful for us. Hence,
in all the remaining of the paper, we will work with it.
2.2 Isometries of H3
We recall the theorem of Liouville concerning the classification of isometries of H3 := {(x, z) ∈
R
2 × R : z > 0}, endowed with the metric
ghyp :=
1
z2
(dx2 + dz2).
Theorem 5 The isometries of (H3, ghyp) are the restrictions to H
3 of conformal transformations
of R3 that take H3 onto itself.
Hence, the isometries of H3 are compositions of horizontal translations
Ta(x, z) := (x+ a, z),
for any a ∈ R2, dilations centered at the origin
Dλ(x, z) := λ (x, z),
for any λ > 0, elements of the orthogonal group
RR(x, z) := (Rx, z),
for any R ∈ O(2) and the inversion centered at the origin
I0(x, z) := (x, z)|x|2 + z2 .
2.3 Mean curvature in hyperbolic space
We still consider the upper half space model H3 = {(x, z) ∈ R2 × R : z > 0}, endowed with the
metric
ghyp :=
1
z2
(dx2 + dz2).
In this model, the mean curvature Hhyp of a surface Σ, endowed with the metric induced by ghyp,
can be compared to the mean curvature Heucl of the same surface which this time is considered
to be in R3, and hence is endowed with the metric induced by geucl. This is the content of the
following classical result whose proof can be found in [1] :
Proposition 1 Let Σ be a surface contained in the upper half space. We denote by z the height
function. If Neucldenotes the normal to the surface in (R
3, geucl), we denote by N
z
eucl the coor-
dinate of Neucl along the z axis. Then the mean curvatures of Σ in (H
3, ghyp) and in (R
3, geucl)
are related by
Hhyp = z Heucl +N
z
eucl. (2)
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Proof : If x1, x2 and z are the standard coordinates in H
3, the tangent space is spanned by the
vectors
∂1 := ∂x1 , ∂2 := ∂x2 and ∂3 := ∂z.
The Christoffel symbols associated to ghyp all vanish except
Γ311 = Γ
3
22 =
1
z
,
and
Γ113 = Γ
1
31 = Γ
2
23 = Γ
2
32 = Γ
3
33 = −
1
z
.
Now, if X :=
∑
iX
i ∂i and if Y :=
∑
j Y
j ∂j are two tangent vector fields, we have the expression
of the covariant derivative in (H3, ghyp) which is given by
∇XY =
∑
k
∑
i,j
X i Y j Γkij +X(Y
k)
 ∂k.
We find explicitely
∇XY =
∑
k
X(Y k) ∂k − Y
3
z
X − X
3
z
Y +
1
z
(∑
i
X i Y i
)
∂3.
Hence, if Y is a vector field normal to Σ and if X is a vector field tangent to Σ, we find that
[∇X Y ]T =
[∑
k
X(Y k) ∂k
]T
− Y
3
z
X,
where [ · ]T denotes the orthogonal projection onto T Σ.
In the particular case where Y is the normal huperbolic vector field Nhyp, we obtain
[∇X Nhyp]T = [∇X Nhyp]T −
Nzhyp
z
X,
where∇XY is the covariant derivative of Y alongX in (R3, geucl) and whereNzhyp is the coordinate
along the z axis of the normal hyperbolic vector Nhyp. Finally, we use the fact that the normal
vectors Neucl and Nhyp are related by the identity
Nhyp = z Neucl,
to conclude that
[∇XNhyp] = [∇X(z Neucl)]T −NzeuclX
= [z∇XNeucl +X(z)Neucl]T −NzeuclX
= z [∇XNeucl]T −NzeuclX.
The mean curvature in (H3, ghyp) is defined to be half the trace of the mapping
X −→ − [∇XNhyp]T ,
while the mean curvature in (R3, geucl) is defined to be half the trace of the mapping
X −→ − [∇XNeucl]T .
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Ganted these defintions, the relevant formula follows at once. ✷
In particular, the mean curvature of the graph of a positive function u in (H3, ghyp) is given
by
H(u) :=
1√
1 + |∇u|2 +
u
2
div
(
∇u√
1 + |∇u|2
)
(3)
Observe, when the normal vector is assumed to point upward, that the plane z = z0 has constant
mean curvature equal to 1 and so has the lower half of the horosphere
z = R−
√
R2 − x2 − y2.
While, because of the chosen orientation, the upper half of the horosphere
z = R+
√
R2 − x2 − y2,
has mean curvature −1.
2.4 The ends of a catenoid cousin
Interesting for us will be a classification of the behavior of a catenoid cousin near one of its ends,
since it is known, from the work of P. Collin, L. Hauswirth and H. Rosenberg [4], that they model
the ends of the surfaces we are interested in. Obviously, an explicite description of these ends can
be obtained by considering the expression of the catenoid cousins which is given in (1) for the
Minkowski model and pulling this back to the upper half space model. Nevertheless, we prefer to
provide a shorter indirect proof which amounts to look for rotationally symmetric graphs in the
upper half space model for H3. Hence, we want to look for radially symmetric solutions of the
equation H(u) = 1, where H(u) is given in (3). The idea is to fix t > 1 and to look for a solution
u of the form
u(x) := r2−t (1 + v(r)),
where the function v is small (compared to 1) and only depends on r. Since the functions we are
looking for are radial, the nonlinear partial differential equation H(u) = 1 reduces to an ordinary
differential equation which we can solve by using a standard fixed point procedure. As a result,
we obtain that, given 1 < t0 < t
0 < ∞, there exists r0 > 0 and, for all t ∈ [t0, t0], there exists a
solution of (3) of the form
ut := r
2−t (1 + vt)
which is defined over R2 −Br0 , where the function vt satisfies for all k ≥ 0
|∇kvt| ≤ ck r2−2t−k,
for some constant ck > 0 independent of t ∈ [t0, t0]. This way we obtain, up to a dilation factor,
a local parameterization of the end of a (rotationally symmetric) catenoid cousin Ct in the upper
half space model. In particular, when t = 2, the function u2 ≡ 1 parameterizes the end of a
horosphere.
Let us denote by Lt the Jacobi operator, that is the linearized mean curvature operator about
Ct with respect to the hyperbolic normal vector field. It is well known that
Lt := ∆Ct + |ACt |2 +RicH3(Nhyp, Nhyp),
where |ACt |2 denotes the norm of the second fundamental form, RicH3 is the Ricci tensor of
(H3, ghyp) and Nhyp is a unit hyperbolic normal vector to Ct. It will be important, in the study
of the moduli spaces, to understand the asymptotic behavior of some Jacobi fields, i.e. solutions
of the homogeneous problem Ltw = 0. These Jacobi fields correspond to explicit one-parameter
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geometric transformations of the catenoid cousin Ct, say ζ → Ct(ζ) with Ct(0) = Ct. For all ζ
small enough, Ct(ζ) can be written (at least locally) as a normal graph over Ct and differentiation
with respect to ζ gives rise to one Jacobi field which is globally defined on Ct, however, we will
only be interested by its behavior near one end of Ct, for example, near ∞.
Using the above procedure, if one considers t′ → Ct+t′ as a one parameter family of transfor-
mation of a fixed catenoid cousin Ct, one finds the Jacobi field h
0,+, whose behavior near ∞ is
given by
h0,+ ∼ log r, (4)
while dilations induce the one parameter family λ −→ Dλ Ct and give rise to the Jacobi field
h0,−, whose behavior near ∞ is given by
h0,− ∼ 1. (5)
Next, translations induce the family a −→ Ta Ct and give rise to the linearly independent Jacobi
fields h−1,±, whose behavior near ∞ is given by
h−1,± ∼ r−1 e±iθ. (6)
Finally using a composition of translations and an inversion, we find the family a −→ Ta˜◦I0◦Ta Ct,
where a˜ := − a|a|2 and give rise to the two other independent Jacobi fields h+1,±, whose behavior
near ∞ is given by
h+1,± ∼ r e±iθ. (7)
The key observation is that, up to higher order terms, all these Jacobi fields behave like harmonic
functions. Though this is not explicite in the notation, all these Jacobi fields do depend on t.
3 Basic preparation for the construction
We consider a family of horospheres (Hi)i∈I which are either tangent or disjoint. Recall that
either Hi and Hj are disjoint or their intersection reduces to the point where they are tangent.
Assume that ∪i∈I Hi is a connected subset of H3. We will denote by ri the radius of the horosphere
Hi and by ai∞ ∈ ∂H3, the end of the horosphere. Possibly Hi is the horosphere given by the
equation z = cte, in which case we will have ai∞ =∞.
We will denote by J = {(i, j) : i 6= j, Hi ∩ Hj 6= ∅} the set of couples (i, j) ∈ I × I such
that the horospheres Hi and Hj are tangent, in which case, the point of tangency between Hi
and Hj will be denoted pij . In particular, pij = pji. Now, in the forthcoming gluing procedure,
we may wish to connect the two horospheres Hi and Hj at the point pij or we may not. The
point being that we have the freedom to choose a subset of indices Jˆ ⊂ J which correspond to
the points pij where we will actually connect Hi and Hj. The subset Jˆ can be arbitrary, the only
restriction being that we want the collection of horospheres (Hi)i∈I connected at the points pij ,
for all (i, j) ∈ Jˆ to be a connected set. Finally, given a horosphere Hi, we will denote by Ii the
set of indices j ∈ I such that the horosphere Hj has to be connected to Hi, in other words for
which (i, j) ∈ Jˆ .
Definition of the parameters aij and d
i
j : We can now introduce the parameters we will
need. For any ε ∈ (0, 1), we define η > 0 by the formula
η := −ε log ε. (8)
Now, for each horosphere Hi, one can perform an isometry Ji so that the image of Hi by Ji
becomes the horosphere of radius 12 , with a end at the origin. Granted this, we define
Hi(ε) := J −1i ◦ D 11+η ◦ Ji (H
i).
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What we have actually done, is a reduction of the radii of all the horospheres Hi in a consistent
way.
Since the analysis will be the same for each horosphere, we will focus our attention on the
gluing of the horospheres which have to be connected to Hi. Performing an isometry, if this is
necessary, we can assume that Hi is the horosphere given by z = 1 with end at ai∞ = ∞ and
hence all horospheres Hj which have to be connected to Hi are horospheres of radius 12 with end
at aj∞ ∈ ∂H3. Observe that, in this case, Hi(ε) is the plane z = 1 + η and, for all j ∈ Ii, Hj(ε)
is the horosphere or radius 12(1+η) with end at a
j
∞.
Given any point aij ∈ ∂H3 close to ai∞ =∞ and any point aji ∈ ∂H3 close to aj∞ (we assume
that aij 6= aji ), we will denote by Γij the geodesic in H3 with end points aij and aji . If aij and aji
are respectively close enough to ai∞ and a
j
∞, say |aij − aj∞| > 1 and |aji − aj∞| < 1, this geodesic is
transverse to the half sphere of radius 1 centered at the origin,S0 := {(x, z) ∈ H3 : |x|2+z2 = 1}.
Hence we can define the point qij to be the intersection between the geodesic Γij and the half
sphere S0.
{qij} := S0 ∩ Γij .
Furthermore, if ε is small enough, we can define qij(ε) (resp. q
j
i (ε)) to be the point close to qij
where the geodesic Γij intersects Hi(ε) (resp. Hj(ε)). The projection of qij(ε) over ∂H3 will be
denoted xij(ε) ∈ ∂H3.
Now, for any point p ∈ Γij , we will denote by dij(p) the signed geodesic distance between p
and qij
dij(p) := distH3(p, qij).
That is we consider that the geodesic Γij is oriented and, for example, we assume that d
i
j(p) ≥ 0
when p belongs to the geodesic arc joining aij to qij and d
i
j(p) ≤ 0 when p belongs to the geodesic
arc joining qij to a
j
i . Observe that, once an orientation of the geodesic Γij is chosen, we have
dij(p) = −dji (p).
Hence, for each couple (i, j) ∈ Jˆ , we have defined so far the parameters aij , aji ∈ ∂H3 and
dij = −dji ∈ R.
Analysis of an isometry J ij : We define some isometry which depends on all the parameters
we have just defined and analyze precisely its effect in some fixed neighborhood of qij . To do so,
we restrict the parameters so that they satisfy
|aij | ≥
1
κ ε
, |aji − aj∞| ≤ κ ε, and |dij | ≤ κ ε, (9)
where ε ∈ (0, 1) and where the constant κ will be fixed, independently of ε, at the end of §6.
The first inequality in (9) may seem rather surprising, however, observe that this inequality just
ensures that aij is close to a
i
∞ =∞. To convince oneself, one can perform an inversion and obtain
an inequality similar to the second inequality in (9). If (xij , zij) are the coordinates of the point
p˜ij ∈ Γij , such that dij(p˜ij) = dij , we define λij > 0 by the identity
λij zij = |xij − aij |2 + z2ij .
For convenience, we set ξij := a
i
j − aji and consider the planar symmetry
Sij(x, z) :=
(
x− 2|ξij |2
(x− aji ) · ξij ξij , z
)
.
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Granted these notations, we now consider the isometry
J ij (x, z) := Sij
(
λij
(
(x− aij , z)
|x− aij |2 + z2
− (a
j
i − aij, 0)
|aji − aij |2
)
+ (aji , 0)
)
. (10)
The mapping J ij is the unique isometry of H3 which sends the point aij to ∞, keeps the point aji
fixed and for which, by construction, the image of the point pij = (xij , zij) by J ij lies in the plane
z = 1. We would like to obtain an expansion of J ij . To this aim, we first observe that, thanks to
(9), the following expansions hold
zij = 1 + d
i
j +Oκ(ε2).
Moreover, we have
xij = a
j
i +Oκ(ε),
and hence we obtain the expansion for λij
λij =
|aij − aji |2
1 + dij
(1 +Oκ(ε2)).
Finally, with little work one finds the asymptotic expansion of J ij
J ij (x, z) =
(
x+Oκ(ε), z − dij +
2
|ξij |2
(x− aji ) · ξij +Oκ(ε2 log ε)
)
,
which is valid for all (x, z) ∈ H3 satisfying |x − aij | ≤ 1 and |z − 1| ≤ 2 η = −2 ε log ε. Here the
subscript κ in Oκ(·) is intended to point out that this quantity may depend on κ.
Strategy : Roughly speaking our strategy can now be described as follows : For each (i, j) ∈
Jˆ , we will choose aij ∈ ∂H3 close to ∞, aji ∈ ∂H3 close to aj∞ and dij ∈ R. Then, for each
(i, j) ∈ Jˆ , we define J ij as in (10) and we ”insert” between the images of the two horospheres
Hi(ε) and Hj(ε) by this isometry, a properly rescaled and ”symmetrized” vertical catenoid which
is centered at the point (aij , 1) ∈ H3. We now define precisely this catenoid.
The symmetrized catenoid Σij : Ideally, we would like to consider for any εij ∈ (0, 1),
satisfying
|εij − ε| ≤ κ ε| log ε| , (11)
a CMC-1 surface close to the catenoid parameterized by
X0(s, θ) := (aji , 1) + εij (cosh s cos θ, cosh s sin θ, s)
for (s, θ) ∈ (− 1εij ,+∞) × S1, and we would like to ask that this surface is invariant by the
inversion centered at aji . Using (2), it is easy to check, as s tends to +∞, the mean curvature of
the catenoid parameterized by X0 tends to 1 (provided the orientation is chosen in such a way
that the normal vector points upward when s tends to +∞) while, as s tends to − 1εij , and as
εij tend to 0, its mean curvature tends to −1. This is the reason why we will modify the above
catenoid by considering not only the catenoid parameterized by X0 but also its image by Iaji , the
inversion centered at aji . This image is parameterized by
X0(s, θ) := (a
j
i , 0) +
1
ε2ij cosh
2 s+ (1 + εij s)2
(εij cosh s cos θ, εij cosh s sin θ, 1 + εij s).
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It should be clear that the image of [−1, 1]×S1 by X0 can be written as a normal geodesic graph
over the surface parameterized by X0 for some function which is bounded by a constant times ε2
in C2,α norm and vice-versa. Hence, we can easily define a surface of revolution Σij parameterized
by Xij : R× S1 −→ H3 such that Xij = X0 in [1,∞)× S1, Xij = X0 in (−∞,−1]× S1 and the
image of [−1, 1]×S1 by Xij is a geodesic normal graph over the surface parameterized by X0 for
some function which is bounded by a constant times ε2 in C2,α norm. Moreover, we can ask that
this surface is invariant by Iaji , the inversion centered at a
j
i , in the following sense
∀(s, θ) ∈ R× S1, Iaji ◦Xij(s, θ) = Xij(−s, θ).
In other words Iaji Σij = Σij . The advantage of this definition is that, in order to understand the
mean curvature of a surface close to Σij , it is enough to restrict our attention to understanding
the mean curvature of a surface close to the upper half of Σij since we can always reduce to this
case by using Iaij . The surface Σij described above is what we will call a rescaled symmetrized
catenoid.
Truncation of the symmetrized catenoid Σ˜ij : We shall now explain where we will
truncate the symmetrized catenoid. For all ρ > 0, we define sij > s
′
ij > 0 by the identities
εij cosh sij = ρ and εij cosh s
′
ij = ρ/2.
Observe that, provided ε is small enough, the set
Aij := J ij −1 ◦Xij([s′ij − 1, sij + 1]× S1),
can be understood as a normal (and hence vertical) geodesic graph over the horosphere Hi(ε), for
some function wij , which is defined in some annulus and which is bounded by a constant (depending
on κ) times ε in C2,α topology. In particular, the image of ∂Bρ(aj∞) (resp. ∂Bρ/2(aj∞)) first by
the vertical geodesic flow and then by J ij defines on Σij closed curve γij (resp. γ˜ij) which is a
constant (depending on κ) times ε close to Xij({sij} × S1) (resp. Xij({s′ij} × S1)). After an
inversion with respect to aij , a similar analysis can be performed in the region where Σij is close to
J ij (Hj(ε)) and this allows to define a closed curve γji ⊂ Σij (resp. γ˜ji ⊂ Σij) which is a constant
(depending on κ) times ε close to Xij({−sij} × S1) (resp. Xij({−s′ij} × S1)).
The truncated symmetrized catenoid we will consider is the portion of the symmetrized
catenoid which is bounded by the two curves γij and γ
j
i . This surface will be denoted by Σ˜ij
and its parameterization will be denoted by X˜ij : [−sij , sij ]× S1 −→ H3.
The portion of the truncated symmetrized catenoid between the curves γij and γ˜
i
j will be
parameterized by (s, θ) ∈ [s′ij , sij ] × S1 in the following way : first we consider the variables
r := εij cosh s and θ ∈ S1 as being polar coordinated in the annulus Bρ(aj∞) − Bρ/2(aj∞) and
then we take the image of the vertical geodesic graph from the point of coordinates (s, θ) in
Bρ(a
j
∞)−Bρ/2(aj∞) by J ij to obtain a point in Σij . The image of [1−s′ij, s′ij−1]×S1 by Xij will
be parameterized as before by Xij , and finally we will use a parameterization which interpolates
between the two above defined parameterization in the intermediate region.
A transverse vector field N˜ij : We end this section by defining, at every point p ∈
X˜ij([sij − 1, sij ]× S1), a transverse vector field p→ N˜(p) which is the tangent vector at p of the
unique normal geodesic issued from some point of J ij Hi(ε), which meets Σ˜ij at the point p. On
Σij , the Euclidean normal vector is chosen to be the inward pointing normal vector, hence, it is
given by
Neucl(s, θ) :=
1
cosh s
(− cos θ,− sin θ, sinh s),
for all s > 1. Now, we define N˜ij a vector field on Σ˜ij which is everywhere transverse to Σ˜ij such
that N˜ij = Neucl for all s ∈ [1, s′ij − 1] and N˜ij coincides with N˜ for all s ∈ [s′ij , sij ].
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4 Constant mean curvature 1 surfaces close a horosphere
In this section, we find CMC-1 surfaces with boundary, which are complete, embedded and which
are close to a horosphere with finitely many balls removed. To this aim, we rephrase the problem
in term of a nonlinear partial differential equation problem which we solve by using the implicit
function theorem in a suitably defined function space. So to begin with we briefly develop the
relevant linear analysis, then turn to the study of the nonlinear operators which appear in the
expression of the mean curvature operator for a graph.
4.1 Function spaces and linear analysis
To begin with, let us define the function space we will work with in this section.
Definition 4 Given k ∈ N, α ∈ (0, 1), δ ∈ R, we define the weighted Ho¨lder space Ck,αδ (R2) to
be the space of functions in Ck,αloc (R2) for which the following norm is finite
‖u‖Ck,αδ := [u]k,α,B1 + supr>1/2
r−δ [u(r ·)]k,α,B2−B1 ,
where [u]k,α,Ω is the usual Ck,α Ho¨lder norm in Ω.
For any bounded open set Ω ⊂ R2, we denote by Ck,αδ (R2−Ω) the restriction of Ck,αδ (R2) to R2−Ω.
This space is naturally endowed with the induced norm. We will denote by by [Ck,αδ (R2 − Ω)]0
the subspace of Ck,αδ (R2 − Ω) corresponding to functions vanishing on ∂Ω.
First, observe that the operator
∆ : [C2,αδ (R2 − Ω)]0 −→ C2,αδ−2(R2 − Ω),
is well defined and bounded. We shall denote this operator by ∆δ, the subscript δ referring to
the weight, and hence to the function space where the Laplacian is defined. It follows from the
general theory of elliptic partial differential operators with regular singularities that the operator
∆δ is Fredholm for all δ /∈ Z. It is also well known that, if δ ∈ R − Z, then ∆δ is injective if
and only if ∆−δ is surjective. Furthermore, the dimension of the kernel of ∆−δ is equal to the
dimension of the cokernel of ∆δ. In our case, this reduces to the following result which classifies
the range of weight parameters δ for which this operator is injective or surjective.
Proposition 2 For any m ∈ N. Assume that −m − 1 < δ < −m, then ∆δ is injective but not
surjective and in fact has a cokernel of dimension m+ 1. Assume that m < δ < m+ 1, then Lδ
is surjective but not injective and in fact has a kernel of dimension m+ 1.
When the weight parameter is negative, we can still make the operator Lδ surjective by considering
a finite dimensional extension of the above defined Ho¨lder spaces. To this aim, let us fix R1 > 0
such that Ω ⊂ BR1 . We will need a radial cutoff function χ which is identically equal to 1 away
from B4R1 and which is identically equal to 0 in B2R1 . We define
D0 := Span{χ , χ log r}.
This space will be identified with R2 and will be induced with the Euclidean norm.
For all δ ∈ (−1, 0), we claim that, not only Ker∆−δ ⊂ [C2,α−δ (R2 − Ω)]0 but we even have
Ker∆−δ ⊂ [C2,αδ (R2 − Ω)]0 ⊕D0.
Indeed, we can expend any solution of ∆w = 0 as
w =
∑
m∈Z
wm e
imθ.
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It is easy to see that, if w ∈ C2,α−δ (R2 − Ω), then
∀m 6= 0, |wm| ≤ c r−|m|,
in R2 − BR1 , for some constant c which does not depend on m 6= 0. Moreover w0 is a linear
combination of 1 and log r. The claim then follows at once.
Using this, we can prove a ”Linear Decomposition Lemma” as in [16] or in [23] (see also [25]
for more details on this kind of decomposition) :
Proposition 3 Assume that δ ∈ (−1, 0). We can decompose
D0 = N0 ⊕K0,
where K0 6= Span{χ} and N0 are both of dimension 1, in such a way that
Ker∆−δ ⊂ [C2,αδ (R2 − Ω)]0 ⊕N0.
and the operator
∆ : [C2,αδ (R2 − Ω)]0 ⊕K0 −→ C0,αδ−2(R2 − Ω),
is an isomorphism.
Proof : To begin with, we claim that
∆ : [C2,αδ (R2 − Ω)]0 ⊕ Span{χ} −→ C0,αδ−2(R2 − Ω),
is an isomorphism. Let us denote by G its inverse. Granted this, we see that the kernel of
∆ : [C2,αδ (R2 − Ω)]0 ⊕D0 −→ C0,αδ−2(R2 − Ω),
is one dimensional and, in fact, is spanned by the function x −→ χ log r −G (∆ (χ log r)). This
shows that we can find N0, a one dimensional subspace of D0, in such a way that
Ker∆−δ ⊂ [C2,αδ (R2 − Ω)]0 ⊕N0.
Finally, we can choose any one dimensional subspace K0 6= Span{χ} such that D0 = N0 ⊕ K0
and, using G, one can prove easily that
∆ : [C2,αδ (R2 − Ω)]0 ⊕K0 −→ C0,αδ−2(R2 − Ω),
is an isomorphism.
It remains to prove the claim. We first solve the equation ∆v = f in R2−BR1 , with boundary
condition v ∈ R on ∂BR1 . To this aim we consider the Fourier series of both f and v
f =
∑
m∈Z
fm e
imθ v =
∑
m∈Z
vm e
imθ.
For each m ∈ Z, the function vm has to solve the ordinary differential equation
∂2rvm +
1
r
∂rvm − n
2
r2
vm = fm. (12)
Since |fm(r)| ≤ ‖f‖C0,αδ−2 r
δ−2 in R2 −BR1 , we see that, for all m 6= 0, the function
r −→
‖f‖C0,αδ−2
m2 − δ r
δ−2,
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can be used as a barrier function and the method of sub and supersolutions allows one to prove
the existence of vm, solution of (12) with vm(R1) = 0, which satisfies
|vm(r)| ≤
‖f‖C0,αδ−2
m2 − δ2 r
δ.
Finally, for m = 0, we simply define
v0(r) =
∫ ∞
r
t−1
∫ ∞
t
s f0(s) ds dt.
It is then a simple exercise to show that
sup
R2−BR1
r−δ |v| ≤ c ‖f‖C0,αδ−2 ,
which, together with Schauder’s estimates, yields
‖χ v‖C2,αδ ≤ c ‖f‖C0,αδ−2.
Observe that f˜ := f −∆(χ v) is supported in B4R1 − Ω.
In order to solve ∆v˜ = f˜ in R2 − Ω, we first perform a Kelvin transform. That is, we define
v¯(x) := v˜
(
x
|x|2
)
and f¯(x) :=
1
|x|4 f˜
(
x
|x|2
)
,
and reduce the problem to solve ∆v¯ = f¯ in some bounded set Ω¯, with boundary data v¯ = 0. It
is well known that v¯ exists and that we have the estimates
|v¯(x) − v¯(0)| ≤ c r ‖f‖C0,αδ−2 and |v¯(0)| ≤ c ‖f‖C0,αδ−2.
Performing the Kelvin transform backward, and making use of Schauder’s estimates, we conclude
that
‖v˜ − v¯(0)‖C2,α
−1
≤ c ‖f‖C0,αδ−2 .
Observe that v+ v˜ is a solution of our problem which belongs to [C2,αδ (R2−Ω)]0⊕Span{χ}. The
ends the proof of the claim. ✷
Remark 1 The choice of K0 6= Span{χ} implies that, for all δ ∈ (−1, 0), the operator
∆ : C2,αδ (R2)⊕K0 −→ C0,αδ−2(R2),
is injective. This property will be used in §6.
The last result we would like to mention is concerned with the asymptotic behavior of solutions
of the homogeneous problem ∆w = 0 which belong to the space C2,αδ (R2−Ω)⊕D0, an easy proof
can be obtained by considering once more the Fourier decomposition of w.
Proposition 4 Let δ ∈ (−1, 0) be fixed. There exists a constant c > 0 such that, all w ∈
C2,αδ (R2 − Ω)⊕D0, solution of ∆w = 0 in R2 − Ω, can be decomposed as w = v + aχ log r + b χ
with
|a|+ |b|+ ‖v‖C2,α
−1
≤ c ‖w‖C2,αδ ⊕D0 .
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4.2 Some nonlinear differential operators
We introduce some second order nonlinear differential operators and study their properties. These
operators appear in the expression of the mean curvature operator of a vertical graph in the upper
half space model of H3. To begin with, we set
K(u) := u∆u− |∇u|2.
Observe that, for any t ∈ R, we have
K(rt u) = r2tK(u).
We also have the following easy :
Lemma 1 For all, δ ≤ 0, the nonlinear mapping
C2,αδ (R2 − Ω) ∋ u −→ K(u) ∈ C0,αδ−2(R2 − Ω),
is C∞.
Now, we define the first order partial differential operator
Q1(u) := 2
(
1 +
3
2
|∇u|2 − (1 + |∇u|2) 32
)
.
Using the fact that the function ζ −→ 1+ 32 ζ2− (1 + ζ2)
3
2 is C∞ and has all its derivatives up to
order 3 which vanish at 0, we get
Lemma 2 For all t0 ∈ R and for all δ > 2 t0 − 2, the nonlinear operator
(−∞, t0)× C2,α0 (R2 −BR1) ∋ (t, u) −→ r−2tQ1(rt (1 + u)) ∈ C0,αδ−2(R2 −BR1),
is C∞.
Finally, we introduce the second order nonlinear partial differential operator
Q2(u) := u∆u |∇u|2 − u
2
∇u · ∇|∇u|2
This expression is quartic in u and its derivatives and it is easy to check that
Lemma 3 For all t0 ∈ R and for all δ > 2 t0 − 2, the nonlinear operator
(−∞, t0)× C2,α0 (R2 −BR1) ∋ (t, u) −→ r−2tQ2(rt (1 + u)) ∈ C0,αδ−2(R2 −BR1),
is C∞.
4.3 Application of the implicit function theorem to perturb Hi
We now fix δ ∈ (−1, 0). We choose ρ > 0 small enough so that, for j ∈ Ii, the B2 ρ(aj∞) are
disjoint. We now define
Ωi := ∪nij=1Bρ(aj∞),
where ni is the cardinal of Ii. Given functions φ
i
j ∈ C2,α(S1), we set Φi := (φij)j∈Ii and define
WΦi to be the unique harmonic extension of the functions
∂Bρ(a
j
∞) ∋ x −→ φij
(
x− aj∞
ρ
)
,
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which belongs to C2,αδ (R2 − Ωi)⊕K0. This solution is obtained using the result of Proposition 3
and thanks to Proposition 4, we know that WΦi can be decomposed as
WΦi = vΦi + aΦi χ log r + bΦi χ
with
|aΦi |+ |bΦi |+ ‖vΦi‖C2,α
−1
≤ c ‖Φi‖C2,α .
Any function w ∈ [C2,αδ (R2 − Ωi)]0 ⊕K0, can be uniquely decomposed as
w = v + aχ log r + b χ,
with obvious notations. With this decomposition in mind, we can define
U(w,Φi) := χ r
aΦi+a (1 + bΦi + b+ vΦi + v) + (1− χ) (1 + vΦi + v)
where χ is the cutoff function which has been used in §4.1 to define the space D0.
We define E to be the set of functions
(w,Φi) ∈
(
[C2,αδ (R2 − Ωi)]0 ⊕K0
)
× [C2,α(S1)]ni ,
such that the function w +WΦi can be decomposed as
w +WΦi = v + aχ log r + b χ
with v ∈ C2,αδ (R2 − Ωi), b ∈ R and a < 2+δ2 . Recall that ni is the cardinal of Ii. We also define
F := C0,αδ−2(R2 − Ωi).
It follows directly from Lemma 1- Lemma 3 that the mapping
N : (w,Φi) ∈ E −→ (1 + r2)−(aΦi+a) (K(U) +Q1(U) +Q2(U)) ∈ F ,
is well defined and of class C∞. Furthermore, DwN , the differential of N with respect to w,
computed at w = 0 and Φi = 0, is given by ∆ and, thanks to Proposition 3, it is an isomorphism.
We can apply the implicit function theorem to obtain, for all Φi small enough, the existence of
wΦi solution of N (w,Φi) = 0.
Observe that the equation H(u) = 1, where H(u) is defined in (3) reduces to
K(u) +Q1(u) +Q2(u) = 0.
Hence, the graph of U(wΦi ,Φi) produces a CMC-1 surface, denoted by Mi(Φi), whose boundary
is parameterized by Φi and which has a regular end asymptotic to the end of a catenoid cousin.
It will be important to observe that the following expansion holds
U(wΦi ,Φi) = 1− ε log ε+WΦi + VΦi ,
in any B2ρ(a
j
∞)−Bρ(aj∞). Furthermore, if we assume that
‖Φi‖C2,α ≤ κ ε and ‖Φ˜i‖C2,α ≤ κ ε,
we have the estimate
‖VΦi − VΦ˜i‖C2,α(B2ρ−Bρ) ≤ c ε ‖Φi − Φ˜i‖C2,α , (13)
for some constant c > 0 only depending on κ.
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5 Mean curvature 1 surfaces close to a vertical rescaled
symmetrized catenoid
In this section we would like to find CMC-1 surfaces close to a truncated, rescaled, symmetrized
vertical catenoid. The strategy is very close to what we have done in the previous section. To
begin with, we define the function spaces and develop the necessary linear analysis. Then we
rephrase our problem into a the nonlinear partial differential equation which, this time, we solve
by some contraction mapping argument.
5.1 Function spaces and linear analysis
To begin with, let us define the function space we will work with in this section.
Definition 5 Given k ∈ N, α ∈ (0, 1) and µ ∈ R, we define the weighted Holder space Ck,αµ (R×
S1) to be the space of functions in Ck,αloc (R× S1) for which the following norm is finite
||w||Ck,αµ := sup
s∈R
(cosh s)−µ [w]k,α,[s,s+1]×S1
where [w]k,α,[s,s+1]×S1 denotes the usual Ck,α Ho¨lder norm on the set [s, s+ 1]× S1.
For any closed interval I ⊂ R, we denote the restriction of Ck,αµ (R×S1) to I×S1 by Ck,αµ (I×S1),
endowed with the induced norm.
Let us introduce the operator
L := ∂2s + ∂2θ +
2
cosh2 s
. (14)
The mapping properties of L which will be needed are contained in the :
Proposition 5 Fix µ ∈ (1, 2). Then for any s0 > 1 there exists an operator
Gs0 : C0,αµ ([−s0, s0]× S1) −→ C2,αµ ([−s0, s0]× S1),
such that for any f ∈ C0,αµ ([−s0, s0]×S1), the function w = Gs0 (f) solves Lw = f in (−s0, s0)×S1
with w ∈ Span{1, eiθ, e−iθ} on {±s0}×S1. Moreover, ||Gs0(f)||C2,αµ ≤ c ||f ||C0,αµ , for some constant
c > 0 independent of s0.
Before, we proceed to the proof of this result, let us briefly comment on its statement. Observe
that we have restricted s0 to be larger than 1. This condition is needed in order to be able to
apply Schauder’s estimate with some constant which is independent of s0. Moreover, we have
not asked that the boundary data should be equal to 0 but rather should belong to the space
spanned by the first three eigenfunctions of the Laplacian on S1. This is needed to guaranty that
we can find a right inverse for L whose norm is independent of s0. Finally, observe that we do
not have uniqueness of Gs0 . However, in the forthcoming analysis we will always use the right
inverse constructed in this Proposition.
Proof: We decompose both w and f into Fourier series
w =
∑
m∈Z
wm e
imθ and f =
∑
m∈Z
fm e
imθ.
Then wm must solve
∂2swm −m2wm +
2
cosh2 s
wm = fm.
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For |m| ≥ 2,
Lm = ∂
2
s −m2 +
2
cosh2 s
satisfies the maximum principle, so that if w is defined on some interval [s1, s2] ⊂ R and if
w(s1) ≥ 0, w(s2) ≥ 0 and Lmw ≤ 0 on (s1, s2), then w ≥ 0 in [s1, s2]. We obtain the solution of
Lmwm = fm by the method of sub and supersolutions once we have constructed an appropriate
barrier function. But
Lm(cosh s)
µ =
(
(µ2 −m2) cosh2 s+ 2 + µ− µ2) (cosh s)µ−2
≤ − (m2 − 2− µ) (cosh s)µ.
Hence, using the method of sub and super solutions, we have both the existence of wm and the
estimate
sup
[−s0,s0]
(cosh s)−µ |wm| ≤ (m2 − 2− µ)−1 sup
[−s0,s0]
(cosh s)−µ |fm|.
Next we obtain the solution and estimates when m = 0,±1. These solutions are explicitely given
by
w0(s) = tanh s
∫ s
0
tanh−2 t
∫ t
0
tanhu f0(ξ) dξ dt,
and
w±1(s) = cosh
−1 s
∫ s
0
cosh2 t
∫ t
0
cosh−1 ξ f±1(ξ) dξ dt.
Straightforward estimates using these formulæ yield
sup
[−s0,s0]
(cosh s)−µ (|w0|+ |w±1|) ≤ c sup
[−s0,s0]
(cosh s)−µ (|f0|+ |f±1|),
for some constant c > 0 independent of s0. Summing over m we conclude that
sup
[−s0,s0]×S1
(cosh s)−µ |w| ≤ c sup
[−s0,s0]×S1
(cosh s)−µ |f |
The estimates for the derivatives of w are then obtained by Schauder theory. ✷
We will also need some properties of the Poisson operator for the Laplacian on a half cylinder.
More precisely, we define
P : C2,α(S1) −→ C2,α2 ([0,∞)× S1),
such that for all φ ∈ C2,α(S1) the function w := P(φ) is bounded, solves (∂2s + ∂2θ )w = 0 in
(0,∞)× S1 and satisfies w = φ on {0} × S1.
Proposition 6 There exists c > 0 such that for all φ ∈ C2,α(S1) which is orthogonal to 1, eiθ
and e−iθ in the L2 sense on S1, we have ||P(φ)||2,α,−2 ≤ c ||φ||2,α.
Proof: Again, we decompose φ into Fourier series
φ =
∑
|m|≥2
φm e
imθ,
and solve explicitely
w =
∑
|m|≥2
φn e
−|m|s eimθ.
From this it is easy to get the estimate sup[1,∞)×S1(cosh s)
2 |w| ≤ c ‖φ‖L∞. Now, it suffices to
apply the maximum principle to estimate w in [0, 1]× S1. Estimates for higher order derivatives
follow from Schauder’s estimates. ✷
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5.2 Structure of the mean curvature operator for surfaces close to a
vertical catenoid
To begin with, we fix εij ∈ (0, 1) satisfying (11) and consider the truncated symmetrized catenoid
Σ˜ij parameterized by X˜ij as described in section §3. Recall that we have also defined a trans-
verse vector field N˜ij . We shall now explain how we will parameterize a surface close to Σ˜ij .
This parameterization has to be coherent with our desire to keep everything invariant under the
inversion Iaji . Indeed, we will describe any surface close enough to the image of [0, sij ] × S
1 by
X˜ij as a geodesic graph over Σ˜ij of a (small) function w, using the vector field N˜ij . Namely
Zw (s, θ) := Γ(X˜ij(s, θ), N˜ij(s, θ), w(s, θ)) ∈ (H3, ghyp). (15)
In order to describe surfaces close to the image of [−sij , 0] × S1 by X˜ij , we first perform an
inversion with respect to aji and reduce the problem to the former case. We are interested in
computing the mean curvature of the surface parameterized by Zw. We will not need the exact
expression for the mean curvature operator in terms of the function w but rather we need to
understand its structure. This is the content of the following :
Proposition 7 The surface parameterized by Zw has mean curvature 1 if and only if the function
w is a solution of
Lw = fij + εij Lw + (εij + ε2ij cosh2 s)Q2
(
w
εij cosh s
)
+ εij cosh sQ3
(
w
εij cosh s
)
, (16)
where
‖fij‖0,α,0 ≤ c ε2ij ,
and in fact
fij = ε
2
ij cosh
2 s
1− tanh s
1 + εij s
,
when 1 ≤ s ≤ s′ij − 1. Where L is the linear second order differential operator which has already
been defined in (14), L is a linear second order differential operator, Q2, Q3 are nonlinear second
order differential operators which satisfy
Q2(0) = Q3(0) = 0 DwQ2(0) = DwQ3(0) = 0 and D
2
wQ3(0) = 0.
Moreover the coefficients of L and the coefficients of the Taylor expansion of Q2 and Q3 are
functions of s which are bounded uniformly in s, as are all of their derivatives, independently of
εij ∈ (0, 1), though they depend on κ.
Proof : The proof of this proposition is close to the proof of the similar result in Euclidean space
which is given in [20]. However, since this technical result is a key point of our construction we
briefly sketch the proof. For the sake of simplicity, we omit the i, j indices and we set
w˜ :=
w
ε cosh s
.
We will restrict our attention to the case where s ∈ [1, s′ij − 1]. Obvious modifications are
needed to treat the case where s ∈ [0, 1] and s ∈ [s′ij , sij ]. In order to compute the mean
curvature of the surface parameterized by Zw we first consider this surface to be embedded in R
3
and compute the coefficients of the first and second fundamental form. A simple computation
shows that the coefficients of the first fundamental form of the surface parameterized by (15) are
given by
E(w) := ∂sZw · ∂sZw = ε2
(
cosh2 s− 2 cosh s w˜ + cosh2 s PE(w˜, ∂sw˜)
)
,
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F (w) := ∂sZw · ∂θZw = ε2 PF (w˜, ∂sw˜, ∂θw˜),
and
G(w) := ∂θZw · ∂θZw = ε2
(
cosh2 s+ 2 cosh s w˜ + cosh2 s PG(w˜, ∂θw˜)
)
.
Here PE , PF and PG fulfill properties similar to the those enjoyed by Q2 in the statement of the
result. Collecting this, we obtain
(EG− F 2)(w) = ε4 cosh4 s (1 + PEG−F 2(w˜,∇w˜)) ,
where PEG−F 2 fulfills properties similar to the those enjoyed by Q2 in the statement of the result.
In the same way, we compute the coefficients of the second fundamental form and find that
these are given by
√
EG− F 2 e(w) := ∂sZw × ∂θZw · ∂2sZw
= −ε3 cosh2 s (1 + cosh s ∂2s w˜ + sinh s ∂sw˜ + Pe(w˜,∇w˜,∇2w˜)) ,
√
EG− F 2 f(w) := ∂sZw × ∂θZw · ∂s∂θZw
= −ε3 cosh2 s (cosh s ∂s∂θw˜ + Pf (w˜,∇w˜,∇2w˜)) ,
and √
EG− F 2 g(w) := ∂sZw × ∂θZw · ∂2θZw
= −ε3 cosh2 s
(
−1 + cosh s ∂2θ w˜ +
(
cosh s− 2
cosh s
)
w˜
+sinh s ∂sw˜ + Pg(w˜,∇w˜,∇2w˜)
)
,
where, here also, Pe, Pf , Pg fulfill properties similar to the those enjoyed by Q2 in the statement
of the result.
The Euclidean mean curvature operator may then be expressed in terms of these coefficients
as
Heucl(w) :=
1
2
ewGw − 2fwFw + gwEw
EwGw − F 2w
.
Using the previous expansions we obtain
Heucl(w) =
1
ε2 cosh2 s
Lw + 1
ε cosh2 s
Q˜2
( w
ε cosh s
)
+
1
ε cosh s
Q˜3
( w
ε cosh s
)
,
where Q˜2 (resp. Q˜3) fulfills properties similar to those enjoyed by Q2 (resp. Q3) in the statement
of the result.
The expansion of the normal vector Nzeucl(w) in terms of the function w yields
Nzeucl(w) = tanh s+
1
ε cosh2 s
L˜w + Q˜2
( w
ε cosh s
)
,
where L˜ (resp. Q˜2) fulfills properties similar to those enjoyed by L (resp. Q2) in the statement
of the result.
Finally, we find z(w) in terms of the function w
z(w) = 1 + ε s+ tanh sw + Q˜′2(w),
where Q˜′2 is a nonlinear first order differential operator which fulfills properties similar to those
enjoyed by Q2 in the statement of the result.
Writing Hhyp = z Heucl +N
z
eucl, we obtain the desired expansion for Hhyp in terms of w. ✷
Remark 2 For notational convenience, we will write for short Lw = Q(w) instead of (16).
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5.3 Mean curvature 1 surfaces close to the truncated symmetrized
catenoid
We now fix µ ∈ (1, 2). Recall that, for all εij ∈ (0, 1) satisfying (11), we have defined sij > 0 by
the identity
εij cosh sij = ρ.
We set
v0 = tanh s
∫ s
0
(tanh t)−2
∫ t
0
tanh ζ fij(ζ) dζ dt,
and we check directly that
‖v0‖2,α,0 ≤ c ε2 log2 ε.
Now, for all ψi⊥, ψ
j
⊥ ∈ C2,α(S1) which are orthogonal to 1, eiθ and e−iθ in the L2 sense on S1, we
set Ψ⊥ij := (ψ
i
⊥, ψ
j
⊥) and define, for all (s, θ) ∈ [sij , sij ]× S1
v˜Ψ⊥ij (s) = P ψ
i
⊥(sij − s) + P ψj⊥(s+ sij).
Thanks to the result of Proposition 6, we get
‖v˜Ψ⊥ij‖2,α,2 ≤ c ε
2 ‖Ψ⊥ij‖2,α.
Finally, we define w0 := vΨ⊥ij + v˜0.
Granted the above defined functions, we would like to solve the equation{ L(w0 + w) = Q(w0 + w) in (−sij , sij)× S1
w ∈ Span{1, eiθ, e−iθ} on {±sij} × S1.
In order to do so, we use the result of Proposition 5, and we set
Sεij ,Ψ⊥ij (w) := Gsij
(
−LvΨ⊥ij + εij L(w0 + w) + (εij + ε
2
ij cosh
2 s)Q2
(
w0 + w
εij cosh s
)
+εij cosh sQ3
(
w0 + w
εij cosh s
))
,
so that we can rewrite the above equation as a fixed point problem
w = Sεij ,Ψ⊥ij (w), (17)
which we will solve by a standard contraction mapping argument.
To begin with, observe that, if we assume that ‖Ψ⊥ij‖C2,α ≤ κ ε, we have
‖Lv˜Ψ⊥ij‖C0,αµ ≤ c ε
3, ‖εij L(w0)‖C0,αµ ≤ c ε3 log
2 ε,
while ∥∥∥∥(εij + ε2ij cosh2 s)Q2( w0εij cosh s
)∥∥∥∥
C0,αµ
≤ c ε3 log4 ε,
and ∥∥∥∥εij cosh sQ3( w0εij cosh s
)∥∥∥∥
C0,αµ
≤ c ε4 log6 ε,
where all constants do depend on κ.
21
It is then a simple exercise to show that, for all ε small enough, there exists a unique solution of
(17) which belongs to the ball of radius c0 ε
3 log4 ε in C2,αµ ([−sij , sij ]×S1) and which is obtained
as a fixed point for some contraction map. We leave the details to the reader.
To summarize, we have produced a constant mean curvature 1 surface which is close to the
truncated symmetrized catenoid and which has two boundaries. Near those boundaries, this
surface can be parameterized as a vertical graph over the z = 1 plane. More precisely, close to
the upper boundary, we can write this surface as the graph of
x ∈ Bρ(aj∞)−Bρ/2(aj∞) −→ 1− ε log ε+ Ŵψij + V̂ i,
where Ŵψij is the harmonic extension of the function
ψij := d
i
j − (εij − ε) log ε−
2
|ξij |2
(x − aj∞) · ξij + ψi⊥(
x− aj∞
ρ
),
in Bρ(a
j
∞). Recall that we have set ξ
i
j := a
i
j − aji .
Observe that, after an inversion centered at aji , we obtain the parameterization of the lower
end as
x ∈ Bρ(aj∞)−Bρ/2(aj∞) −→ 1− ε log ε+ Ŵψji + V̂
j ,
where Ŵψji
is the harmonic extension of the function
ψji := −dij − (εij − ε) log ε−
2
|ξˆij |2
(x− xji (ε)) · ξˆij + ψj⊥(
x− xij(ε)
ρ
),
where this time
ξˆji := aˆ
j
i − aˆij,
with aˆij and aˆ
j
i given by
aˆij :=
aij − aj∞
|aij − aj∞|2
and aˆji :=
aji − aj∞
|aji − aj∞|2
.
The key point is that this formula involves −dij and not +dij as in the previous one, hence, by
adjusting properly the parameters εij , d
i
j , a
i
j and a
j
i we can prescribe any boundary data the
lower or upper boundary provided it is bounded by κ ε in C2,α(S1) norm.
In the above formula the mappings V i and V j depend smoothly on the data ψij , ψ
j
i and are
bounded by a constant (independent of κ) times ε in C2,α(Bρ − Bρ/2) topology. Moreover, we
have
‖V̂ i
ψij ,ψ
j
i
− V̂ψ˜ij ,ψ˜ji ‖C2,α(Bρ−Bρ/2) ≤ c
1
| log ε| (‖ψ
i
j − ψ˜ij‖C2,α + ‖ψji − ψ˜ji ‖C2,α). (18)
We will denote by Cij(ψ
i
j , ψ
j
i ) the surface constructed in this section.
6 The gluing procedure
We will fix κ > 0 large enough at the end of this section and apply the results of the previous
sections. In particular, δ is fixed in (−1, 0) and µ is fixed in (1, 2). There exists ε0 > 0 and for
any collection of boundary data φij , ψ
i
j ∈ C2,α(S1) satisfying ‖φij‖2,α ≤ κ ε and ‖ψij‖2,α ≤ κ ε,
we can find CMC-1 surfaces Mi(Φi) which are close to the horosphere Hi and CMC-1 surfaces
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Cij(ψ
i
j , ψ
j
i ) which are close to truncated symmetrize catenoids. Our aim will now be to find φ
i
j
and ψij in such a way that
(∪iMi(Φi)) ∪
(
∪i,jCij(ψij , ψji )
)
,
is a C1 surface whose mean curvature is constant away from the boundaries of the different pieces.
Then, we can apply standard regularity theory to show that this surface is in fact C∞ since it is
C1 and has mean curvature equal to 1.
By construction, the two surfaces Mi(Φi) and Cij(ψ
i, ψj) are graphs over the z = 1 plane
near their boundary which is close to the point pij . More precisely, Mi(Φi) is the graph of
x ∈ B2ρ(aj∞)−Bρ(aj∞) −→ 1− ε log ε+WΦi + VΦi ,
and the upper boundary of Cij(ψ
i
j , ψ
j
i ) is the graph of
x ∈ Bρ(aj∞)−Bρ/2(aj∞) −→ 1− ε log ε+ Ŵψij + V̂ iψij ,ψji .
Hence, to produce a C1 surface, it remains to ask that the Dirichlet data of these two graphs
coincide, so that it already ensures that the surface is C0 and also that the Neumann data of
these two graphs coincide, so that it ensures that the surface will be of class C1.
Let us denote by ni the cardinal of Ii. We claim that the mapping U
U : (φj)j ∈ (C2,α(S1))ni −→ ρ (∂r(WΦj − Ŵφj )(ρ ·+aj
′
∞))j′ ∈ (C1,α(S1))ni ,
is an isomorphism. Indeed, this mapping is a linear first order elliptic pseudo-differential operator
with principal symbol −2 |ξ|. Therefore, in order to check that it is an isomorphism, it is enough
to prove that it is injective. Now if we assume that U((φj)j) = 0 then the function w defined by
w := ŴΦj in Ωi and w := Ŵφj in Bρ(a
j
∞) is a solution of ∆w = 0 in R
2, and furthermore, w
belongs to C2,αδ (R2)⊕K0. As already mentioned in Remark 1, this implies that w ≡ 0 and, as a
consequence, h ≡ 0.
Using the above claim, it is easy to see that the problem reduces to a fixed point problem
(φij , ψ
i
j)ij = Cε((φ
i
j , ψ
i
j)ij),
in F := (C2,α(S1))N , where N = 2 ∑i ni. However, (13) and (18) imply that, the constant κ
being fixed large enough, the mapping Cε : F −→ F is a contraction mapping defined in the ball
of radius κ ε of F into itself, for all ε small enough. Hence, we have obtained a fixed point of the
mapping Cε. This completes the proof of both Theorem 1 and Theorem 3.
7 The moduli space theory and the nondegeneracy of the
solutions
Assume that M is an orientable CMC-1 surface all of whose ends E1, . . . , En are asymptotic to
the end of a catenoid cousin. Up to some isometry, each end Ei can be parameterized as a graph
of a function of the form
R
2 −Bρ ∋ x −→ r2−ti +O(r4−3ti ),
where ti ∈ (1,+∞). As we have shown in section §3, there are, for each end, 6 linearly independent
Jacobi fields which correspond to the 6 different geometric transformations. We shall denote them
by
hj,±i for j = −1, 0,+1 and i = 1, . . . , n,
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where hj,±i ∼ hj,±, at ∞.
We now decomposeM into slightly overlapping pieces which are a compact piece M c and the
ends Ei. Furthermore, we ask that, for each i = 1, . . . , n, the set M
c ∩ Ei is diffeomorphic to
[0, 1]× S1. With this decomposition, we give the :
Definition 6 The function space Ek,αδ (M) is defined to be the space of all functions w ∈ Ck,αloc (M)
for which the following norm is finite
|w|Ek,αδ :=
n∑
i=1
‖w|Ei‖Ck,αδ (R2−Bρ) + [w|Mc ]k,α,Mc ,
where ‖ ‖Ck,αδ is the norm defined in Definition 4.
Moduli space theory : To begin with, for any CMC-1 surface M , we denote by LM the
Jacobi operator about M , that is the linearized mean curvature operator about M with respect
to the (hyperbolic) normal vector field. Observe that, if all the ends of M are asymptotic to
ends of catenoid cousins, the set of indicial roots of LM is given by Z. Recall that these indicial
roots determine the asymptotic behavior of any solution of the homogeneous problem LMw = 0
near the ends. Following the analysis of §4, we can show that, for all δ /∈ Z, the operator
LM : E2,αδ (M) −→ E0,αδ−2(M) is injective if and only if the operator LM : E2,α−δ (M) −→ E0,α−δ−2(M)
is surjective.
We can now give the precise definition of nondegeneracy.
Definition 7 We will say that a CMC-1 surface M is unmarked nondegenerate, if the linearized
mean curvature operator with respect to the (hyperbolic) normal vector field
LM : E2,αδ (M) −→ E0,αδ (M),
is injective for all δ ∈ (−∞,−1). We will say that a CMC-1 surface M is marked nondegenerate,
if
LM : E2,αδ (M) −→ E0,αδ (M),
is injective for all δ ∈ (−∞, 0).
For example, any horosphere is both marked and unmarked nondegenerate.
Let us assume that M is a CMC-1 surface which is marked nondegenerate, in which case we
set ι = 0, or unmarked nondegenerate, in which case we set ι = 1. The deficiency spaces are
defined by
D0 := ⊕i=1,...,nSpan{χh0,±i },
and
D1 := ⊕i=1,...,nSpan{χhj,±i : j = −1, 0, 1},
where, as usual, χ is a cutoff function equal to 0 in some sufficiently large ball and equal to 1
outside a larger ball. We fix δ ∈ (−1 − ι,−ι) and we define Nι to be the trace of the kernel of
LM : E2,α−δ (M) −→ E0,α−δ−2(M) in Dι, that is Nι is a n (1 + 2ι) dimensional subspace of Dι such
that
KerLM ⊂ E2,αδ (M)⊕Nι.
Finally, we define Kι to be a n (1 + 2ι) dimensional subspace of Dι such that
Dι = Nι ⊕ Kι,
then, we can show that
LM : E2,αδ (M)⊕Kι −→ E0,αδ (M),
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is an isomorphism. Using this, the results of Theorem 2 and Theorem 4 follow at once by
modifying the analysis of [16], or the analysis of §4.1. The proof being almost identical to what is
done in [16], we leave the details to the reader and concentrate on the proof of the nondegeneracy
of the solutions constructed.
Unmarked nondegeneracy : We prove that the CMC-1 surfaces of genus 0 we have obtained
in this paper are marked nondegenerate, for all ε small enough. In particular, this will imply that
these surfaces are regular points of their respective moduli space. The proof is by contradiction.
Assume that, for a sequence εk tending to 0, the operator LMεk is not injective on E
2,α
δ (Mεk), for
some δ ∈ (−2,−1). If this is so, there exists for each k some nontrivial function wk ∈ E2,αδ (Mεk)
such that LMεkwk = 0.
By construction, we may decomposeMεk into the union of a pieces H
k
i which are small normal
geodesic graphs over the horospheres and pieces Ckij which are small normal geodesic graphs over
truncated, rescaled symmetrized catenoids. We define on each Mεk some weight function γk > 0,
as follows :
• γk ∼ (1 + r2)δ/2 on Hki ,
• γk ∼ (εk cosh s)δ in Ckij ,
where f ∼ g means that 1/2 ≤ f/g ≤ 2. We have taken obvious coordinates to parameterize the
surfaces Hki which is close to horospheres (which, up to an isometry, can be assumed to be the
horizontal plane z = 1) and the surfaces Ckij which are close to a truncated symmetrized catenoid
(which up to an isometry can be assumed to be vertical).
Having defined this weight function, we normalize the sequence wk so that
sup
Mεk
γ−1k wk = 1.
As already mentioned, the set of indicial roots of LMεk at each end is given by Z. Hence any
bounded solution of LMεkw = 0 which belongs to the space E
2,α
δ (Mεk) decays like a constant
times r−2 at each end. This implies that the above supremum is achieved (say at some point
pk ∈ Mεk). We now distinguish a few cases according to the behavior of the sequence pk. By
construction, as k tends to∞, the sequence of surfacesMεk converges to the union of horospheres
Hi which are connected at points pij . Since we are working in the case where the genus of Mεk
is 0, we can label the horospheres in such a way that Hi is linked to Hi+1 for all i = 1, . . . , n− 1.
Case 1 : Assume that, up to a subsequence, the sequence pk converges to some point p∞ which
is the end of one of the horospheres, say Hi. For k large enough pk corresponds to some point
of coordinate xk ∈ R2, if we assume that the limit horophere Hi is the horizontal plane z = 1.
Extracting some subsequences, if this is necessary, we find that the sequence of rescaled functions
w˜k := |xk|−δ wk(|xk| ·),
converges uniformly on any compact of R2 \ {0} to a nontrivial solution of
∆w∞ = 0,
in R2 − {0}. Moreover, w∞ is bounded by a constant times rδ. But this is easily seen to be
impossible by considering the Fourier decomposition of w∞ in the θ variable, since we have
assume δ /∈ Z.
Case 2 : Assume that, up to a subsequence, the sequence pk converges to some point p∞ ∈ Hi
which is not a point where the horospheres are connected. For k large enough pk corresponds
to some point of coordinate xk ∈ R2, if we assume that the limit horophere Hi is the horizontal
25
plane z = 1. Extracting some subsequences, if this is necessary, we may assume that the sequence
wk converges uniformly on any compact of the horosphere Hi \ {pii+1, pii−1}, if i ∈ {2, . . . , n− 1}
(or of H1 \ {p12} if i = 1, or of Hn \ {pnn−1} if i = n) to a solution of
∆wi∞ = 0,
in Hi \ {pii+1, pii−1}. Furthermore, in the collection (w1∞, . . . , wn∞), at least one of the functions is
nontrivial. Observe that we have identified each horosphere with the hyperplane z = 1, which we
might well after having performed an isometry. Moreover, wi∞ is bounded by a constant times
rδ at ∞ and is bounded by a constant times |x − xii+1|−δ near xii+1 and by a constant times
|x− xii−1|−δ near xii−1, where xii+1 is the projection of pii+1 over ∂H3.
As in the previous case, it is easy to see that necessarily w1∞ = 0 and also that w
n
∞ = 0. We
shall now prove, as in [20], that all wi∞ ≡ 0. For example, w2∞ satisfies
∆w2∞ = a1 δx21 + a3 δx23 + b1 · ∇δx21 + b3 · ∇δx23 ,
for some a1, a3 ∈ R and some b1, b3 ∈ R2. To begin with let us show that a1 = 0 and also that
b1 = 0, it will follow immediately, as in case 1, that w
2
∞ ≡ 0. Then, a simple induction will show
that all wi∞ ≡ 0, which is the desired contradiction.
To show that a1 = 0 and b1 = 0, we use the fact that, in any annular neighborhood of x
2
1, the
function w2∞ is the limit of the functions wk which are defined on Mεk . Now, up to an isometry,
we can assume that H2 is the horizontal plane z = 1, H1 is the horosphere of radius 1/2 centered
at (0, 1/2) and that x21 = 0. In particular over an annular region around x
2
1 which is close to
p12, the surfaces Mεk are multiple valued graphs over an annulus B2ρ − Bρ, one of the graphs
corresponding to the piece of Mεk which is close to H1 and the other corresponding to the piece
of Mεk which is close to H2. Letting the group of isometries act of the surface Mεk , we can
explicitely describe some Jacobi fields. Of interest will be the Jacobi field h˜−,0k which corresponds
to a dilation centered at the origin and the Jacobi fields h˜1,±k which correspond to the isometry
which keep the point (0, 1) ∈ ∂H3 fixed and send∞ to some point a ∈ ∂H3. The only information
we will need is that
h˜−,0k ∼ 1,
h˜1,+k ∼ r cos θ and h˜1,−k ∼ r sin θ,
in the annular region of Mεk which is close to H2.
Now consider
h (LMεkwk)− wk (LMεk h) = 0,
where h is any one of the above described Jacobi fields and integrate this by parts over the
catenoidal neck between the two annular regions. We take advantage of the fact that we already
know that wk converges to 0 on the annular region close to H1 and also that wk converges to w2∞
in the anular region close to H2. Moreover, we know that, near x21 we have the expansion
w2∞ = −
a1
2 pi
log r − b1
2 pi
· ∇ log r +O(1).
Taking h = h˜−,0k and letting k tend to∞, we find that a1 = 0, finally, taking h = h˜1,±k and letting
k tend to ∞ we find that b1 = 0. The reader can find the details of a similar argument in [20].
Case 3 : Assume that, up to a subsequence, the sequence pk tends to a point where two horo-
spheres are connected. Hence, for k large enough, the point pk corresponds to a point (sk, θk) in
the parameterization of the connecting catenoid. In this last case still distinguish two subcases
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according to whether sk remains bounded or tends to ±∞. If sk tends to −∞, we define the
sequence of rescaled functions
w˜i(s, θ) := e
δ sk wi(s+ sk, θ),
which, up to a subsequence, may assumed to converge to a nontrivial solution of
(∂2s + ∂
2
θ )w∞ = 0 on R× Sn−1,
which is bounded by a constant times e−δs. Expending w∞ in Fourier series, one easily checks
that this is not possible. A similar argument holds when sk tends to +∞. Finally, if sk converges
to s∗ ∈ R, we simply get that ε−δk wk converges to a nontrivial solution of
Lw∞ = 0 on R× Sn−1,
and is bounded by a constant times (cosh s)δ. Again, to see that this is not possible we decompose
w∞ as
∑
mwm e
imθ. Thanks to the choice of δ, we see that w0 = w±1 = 0 since all nontrivial
solutions of the homogeneous problem Lw = 0 corresponding to the eigenspace m = 0,±1 decay
at most like cosh−1 s at ∞, hence can’t be bounded by (cosh s)δ for some δ ∈ (−2,−1). Now,
when restricted to the eigenspaces corresponding to m ≥ 2, as already mentioned in the proof of
Proposition 3, the operator L satisfies the maximum principle and it is easy to show that wm = 0
for all m ∈ Z. Again a contradiction.
Since we have ruled out every possible case, the proof of fact that the surfaces constructed in this
paper are unmarked nondegenerate, provided ε is small enough, is complete.
Generic marked nondegeneracy : To finish, we prove that the solutions we construct are
marked nondegenerate for small values of ε and for any generic configuration of the ends. The
proof of this fact is borrowed from [18]. Indeed, as discussed in [23], near smooth points M of
the unmarked moduli space Mug,n, there is a real analytic fibration pi : Mug,n → Cn onto the
configuration space of n distinct points in ∂H3 corresponding to the ends of the surface. Sard’s
theorem implies the surjectivity of the differential of pi for all points in a generic fiber. Surjectivity
of this differential (which we assume from now on) is equivalent to the fact that, in the unmarked
moduli space one can consider the ends of the surface to be independent parameters, at least
locally at any point M in the fiber. In other words one can freely move any of the ends in ∂H3.
Differentiation with respect to any of these 2n parameters gives rise to a Jacobi field which is
bounded by a constant time − log r near each end except one where is behaves like h+1,±. We
will denote by g+1,±k the Jacobi fields obtained this way, the indices referring to the fact that this
is the Jacobi field which behaves like h+1,± at the k-th end.
Now, if w is any solution of the homogeneous equation LMw = 0 in M , which belongs to E2,αδ
for some δ < 0. Inspection of the asymptotic behavior of w near each end shows that w ∈ E2,α−1 .
Furthermore, near the end Ek we have the following expansion
w = a+k h
−1,+
k + a
−
k h
−1,−
k +O(r−2),
where h−1,±k have been defined at the beginning of this section. For fixed k = 1, . . . , n, we can
integrate w (LMg+1,±k )−g+1,±k (LMw) = 0 over a sequence of compacts which exhaustM . Passing
to the limit, we obtain a±k = 0. Hence w ∈ E2,αδ′ for some δ′ < −1. Since the surface M has been
assumed to be unmarked nondegenerate, we conclude that w ≡ 0. This finishes the proof that
the surfaces are marked nondegeneracy of all points in the fiber.
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