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Abstract
Speech technologies are more important every day to assist peo-
ple with speech disorders. They can help to increase their qual-
ity of life or help clinicians to make a diagnosis. In this paper
a new methodology based on a total variability subspace mod-
elled by factor analysis is proposed to assess the intelligibility
of people with dysarthria. The acoustic information of each
recording is efficiently compressed and a Pearson correlation
of 0.91 between the vectors in this subspace (iVectors) and the
intelligibility is obtained. As acoustic information only percep-
tual linear prediction features are used. The experiments are
conducted on Universal Access Speech database. Also a new
error metric to overcome the subjectivity in the intelligibility
labels is proposed.
Index Terms: dysarthria, intelligibility assessment, iVectors,
factor analysis, prediction
1. Introduction
The term dysarthria is used to refer to any of the speech dis-
orders that are due to disturbances in neuromuscular control of
the speech mechanism resulting from impairment of any of the
basic motor processes involved in speech production [1]. This
can affect respiration, phonation, resonance, articulation, and
prosody, and can provoke abnormal characteristics in speech
quality and reduced intelligibility. Six major types of dysarthria
can be found depending on the affected area of the neuromotor
system: flaccid associated with lower motor neurons, spastic
with upper motor neurons linked to the cerebral cortex, ataxic
with the cerebellum, hyperkinetic and hypokinetic both with the
extrapyramidal system, and mixed which affects more than one
of the previous areas [2].
Up to now clinical diagnoses of dysarthric speakers have
been conducted by speech therapists, which means that there
is a subjective contribution in the evaluations, resulting in dis-
agreements among experts. In order to remove as much as pos-
sible this subjectivity, standard methods to assess dysarthria di-
agnosis have been developed, like the Dysarthria Profile [3], the
Frenchay Dysarthria Assessment (FDA) [4], or the Dysarthria
Examination Battery (DEB) [5]. All of them contain a section
dedicated to rate intelligibility, because the level of intelligibil-
ity is an indication of the type of dysarthria, of the degree of the
disorder, and of the relative contribution of the basic physiolog-
ical mechanisms [6]. One of the benefits that speech technology
brings to speech therapists is the objectivity and replication of
the results, and consequently, some of these tests have intro-
duced this type of technology in their evaluations. For example,
in [7] an automatic speech recognition (ASR) system is used to
rate intelligibility in a computerized version of the FDA.
Several techniques have been tested for predicting intelli-
gibility of dysarthric speakers. Basically, two main approaches
are found in the bibliography. In the first, the speech intelligi-
bility is calculated directly from the word accuracy (WA) ob-
tained from an ASR system. That is, it is considered that in-
telligible speech will obtain low word error rate (WER) on an
ASR system trained on clean and presumably highly intelligi-
ble speech, and low intelligible speech will obtain high WER
[8, 9, 10, 11]. One of the main criticisms of these systems is
that they are trained only on non-dysarthric speakers and the re-
sult can be unpredictable for very severe subjects [12]. In the
second, different features are extracted from speech and used to
build an intelligibility predictor model [13, 14, 15, 16, 17, 18].
The use of an ASR or automatic speech alignment (ASA) sys-
tem is restricted to feature extraction [12, 19].
In this paper, it is proposed to predict intelligibility from
the vectors that represent each utterance in the acoustic space,
in a similar way to the work in [16]. However, instead of using
GMM-based supervectors as they do, points in the total variabil-
ity subspace, or iVectors, a state-of-the-art approach succesfully
applied in the field of speaker recognition [20], are used. The to-
tal variability subspace is a low-dimension subspace where the
main variabilities describing the data are kept. Our assumption
is that those dimensions contain also information about intelli-
gibility, as is confirmed in the experimental section of the work.
One of the main problems of working with dysarthric
speech is the scarcity of data within the available databases [21].
The data recording requires several repetitions of words involv-
ing difficult movements of the speech articulators, which can
be very exhausting for some dysarthric conditions. In this pa-
per we work on the Universal Access Speech (UAS) database
[22]. In this database 15 dysarthric speakers are available with
different degrees of intelligibility. Given the limited number
of speakers, the experiments conducted in previous studies on
this database [13, 14, 15, 11], are driven in a speaker-dependent
manner, where the speaker under test is also in the training
dataset, but the intelligibility is evaluated for utterances not seen
during the training. In this work we follow the same speaker-
dependent strategy. Note that the real application of this task
is limited to small scenarios where all speakers are known be-
forehand. However, this is the case in many projects in the real
world, like homeService 1, the one in which this work is framed.
The paper is organized as follows: in Section 2 the
databases used for the experiments are presented; in Section
3 the system architecture is described; in Section 4 the experi-
ments are detailed; and in Section 5 the conclusions of the work
are drawn.
1http://www.natural-speech-technology.org/homeService
Speaker Label Age Speech Intelligibility (%) Dysarthria Diagnosis
M01 >18 very low (15%) Spastic
M04 >18 very low (2%) Spastic
M05 21 mid (58%) Spastic
M07 58 low (28%) Spastic
M08 28 high (93%) Spastic
M09 18 high (86%) Spastic
M10 21 high (93%) Mixed
M11 48 mid (62%) Athetoid
M12 19 very low (7.4 %) Mixed
M14 40 high (90.4%) Spastic
M16 - low (43%) Spastic
F02 30 low (29%) Spastic
F03 51 very low (6%) Spastic
F04 18 mid (62%) Athetoid
F05 22 high (95%) Spastic
Table 1: UAS speakers information
2. Audio Material
Two databases are used in the training process: UAS and Wall
Street Journal Database 1 (WSJ1) [23]. The sampling rate is
fixed at 16 kHz in both. Next we describe them and explain
how they are used in this study.
2.1. Universal Access Speech Database
This is a dysarthric speech database recorded from 19 speak-
ers with cerebral palsy. We have available data from 15 of
them. Data were recorded in an 8-microphone array at 48 kHz
and 1 digital video camera. For each speaker 765 words were
recorded in 3 blocks of 255, 155 of which are common to the
3 blocks and 100 are uncommon words that differ across them.
The 155-word blocks include 10 digits, 26 radio alphabet let-
ters, 19 computer commands, and the 100 most common words
in the Brown corpus of written English. To calculate the in-
telligibility rate of each speaker five naive listeners were asked
to provide ortographic transcriptions of each word. The cor-
rect percentages for each speaker obtained by the five listeners
were averaged to calculate the speaker’s intelligibility. In table
1 a summary of each speaker in the database and their intelligi-
bilities can be seen. For more information about the database,
please refer to [22].
For our experiments, only microphone 6 is used, dividing
the data in two, training and test. For testing all uncommon
words are reserved, and for training the rest. The training part
is used to train the predictor explained in Section 3.4. This is a
similar configuration to the one in [13].
2.2. Wall Street Journal 1
This is a general-purpose English, large vocabulary, natural lan-
guage, high perplexity corpus containing a substantial quantity
of speech data (77800 training utterances including about 73
hours of speech). It includes read speech and spontaneous dic-
tation by journalists. The database also contains development
and test datasets in a ”Hub and Spoke” paradigm to probe spe-
cific areas of interest. Each of them contains 7500 waveforms,
about 11 hours of speech. Data were collected using two mi-
crophones at a sampling rate of 16 kHz. For more information
please consult [23].
This database is selected because it contains a large amount
of speech in American English, like UAS, so we are able to train
our maximum likelihood (ML) models described in next sec-
tion, the Gaussian mixture model (GMM) and factor analysis
(FA) front-end, more reliably than using only UAS, as shown in
Section 4.1. Also because both databases mainly contain read
speech (spoken to prompts in UAS). Only the following directo-
ries of the database are used, which are basically those including
clean speech (for a complete overview of the database directory
system, please visit 2):
2http://www.ldc.upenn.edu/Catalog/docs/LDC94S13A/wsj1.txt
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Figure 1: System Architecture
• si tr s (SI, training, 150 WSJ sentences)
• si tr l (SI, training, 1200 WSJ sentences)
• si tr j (SI, training, journalists, 200 WSJ sentences)
• si tr jd (SI, training, journalists, spon. dictation)
• si dt 20 (Hub 1 test data)
• si dt 05 (Hub 2 test data)
• si dt jd (Spoke 9 test data)
• si dt s1 (Spoke 1 test data)
• si dt s2/sjm (Spoke 2 test data)
• si dt s4/inc adp (Spoke 4 test data)
3. System Architecture
The system architecture is depicted in figure 1. The idea of this
system is to make intelligibility predictions from the vectors
lying in the the total variability space, a low-dimension sub-
space obtained from an FA model. These vectors, also known
as iVectors, have the advantages of being fixed-length and low-
dimension. Each one represents an utterance, then predictions
can be made directly from them. In next subsections, every
component of the system is explained.
3.1. Acoustic Features
The input to our system are 12 perceptual linear prediction fea-
tures (PLP) [24] plus energy, with derivatives and accelerations,
to obtain a 39 dimension vector every 10 ms, in 25 ms length
windows. These features use 3 findings of the pshychophysics
of hearing: the critical band spectral resolution, the equal-
loudness curve, and the intensity-loudness power law. Based
on this, our hypothesis is that they carry information of intelli-
gibility.
3.2. Gaussian Mixture Model and Sufficient Statistics
A GMM [25] is a multimodal distribution typically used in
speech processing. A universal GMM of our data is created
by running 20 iterations of the EM algorithm. Once the model
is trained, zeroth (N ) and first (F ) order Baum-Welch statistics
for each utterance are obtained as:
Nc =
L∑
t=1
P(c|xt,Ω), (1)
Fc =
L∑
t=1
P(c|xt,Ω)xt, (2)
where L is the number of frames in a given file, and P(c|xt,Ω)
is the posterior probability of mixture component c generating
the PLP vector xt, for a model with parameters Ω and C com-
ponents. The stats supervector is built by concatenating the
stats for each Gaussian component. This is the input for the
iVector extractor, described in the following subsection. Note
that in [16] they use these supervectors to predict intelligibility,
whereas we use iVectors extracted with an FA model instead.
3.3. Factor Analsysis Front-end
FA assumes that the main variability of the signal lies in a low-
dimension subspace. Thus the mean supervector of our previous
GMM is modelled as
m(s) = m0 + T i(s), (3)
where m0 is the mean supervector of the GMM, i is the iVector
that has an a priori standard normal distributionN (0, 1), and T
is a KxD matrix which translates the iVectors from their low-
dimension total variability space to the high-dimension space
where the model m(s) lies, being D the iVector dimension and
K = 39xC the dimension of the supervectors. The training
of T is done by alternating an ML step with a minimum diver-
gence step (MD). The iVector is completely characterized by its
posterior distribution conditioned to the sufficient statistics, and
follow a Gaussian distribution [20].
The T matrix spans a space trained on the main variabilities
of the signal, and our assumption is that those variabilities con-
tain information about the intelligibility. Note that one iVector
is obtained for each utterance, that is used to predict the intelli-
gibility.
3.4. Predictor
Two different predictors have been investigated, a linear predic-
tor and a support vector regression predictor (SVR). In the first,
the sum of squares error function
E(w) =
1
2
R∑
r=1
(yr −wtφ(ir))2, (4)
is minimized to obtain a linear function of the iVectors in the
form w · φ(i(s)) [26], that converts the iVector into an intel-
ligibility rate. R is the number of utterances for training, yr is
the target intelligibility value for utterance r, w is a vector of
weights of dimension D+1, and φ(ir) is a vector of D+1 dimen-
sion basis functions, in our case φ(ij) = ij and φ0 = 1.
In SVR, the number of errors is minimized subject to the
constraint that only a set of vectors which are not further than a
margin  from the regression curve, called support vectors, are
used for training [27]. Two flavours of SVR are tested, -SVR,
where the margin  is directly selected, and ν-SVR, where the
margin  is embedded into the cost function and allows control-
ling the number of support vector and training errors.
4. Experiments
This section is divided into two subsections, one for the linear
predictor and one for the SVR predictor. In the first the opti-
mal number of Gaussians of the GMM and optimal dimension
for iVectors is selected. Then these values are used for the SVR
and a comparison is made between the two flavours of SVR. Re-
sults are given in terms of Pearson correlation (PC), Spearman
correlation (SC), and root mean square error (RMSE) between
Nr. Gaussians 512 1024 2048
iVector Dim 400 5 10 50 100 200 400 600 400
PC 0.8739 0.7623 0.8132 0.8512 0.8602 0.8718 0.8806 0.8813 0.8779
SC 0.8652 0.7605 0.8209 0.8493 0.8592 0.8659 0.8718 0.8724 0.8724
RMSE 0.1655 0.2230 0.1997 0.1784 0.1731 0.1665 0.1614 0.1609 0.1627
Table 2: Results with the Linear Predictor
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Figure 2: Weights of the linear predictor sorted in descending order in the x-axis
according to its absolute value in the y-axis
the rated and predicted intelligibilities divided by 100 (intelligi-
bilities ∈ [0,1]). Finally, a new metric is proposed to overcome
the intrinsic variability that intelligibility has by nature.
4.1. Linear Prediction
In Table 2 it can be seen that the correlation between iVectors
and intelligibility increases as we increase the number of Gaus-
sians in the GMM and the iVector dimensionality. The best re-
sults are obtained for 1024 Gaussians and 600 dimensions, and
increasing the number of Gaussians does not give any further
improvement.
It is remarkable that even a low iVector dimensionality like
10 still gives PC over 0.8, which indicates that most of the in-
telligibility information is contained in a few dimensions. In-
spection of the ranked absolute value of the weights |w| for 400
dimension iVectors and a GMM with 1024 components in fig-
ure 2 reveals that after 50 dimensions the weight value has been
halved, and the weight 350 is about a tenth of the first. This
explains why adding more than 400 dimensions gives so small
improvements.
In order to check if some improvement can be gained from
using all available data in UAS, the predictor is trained with all
microphones and the test is made again over microphone 6 only.
This gives a PC=0.8918, a SC=0.8789, and a RMSE=0.1549,
for the system with 1024 Gaussians and 400 dimension iVec-
tors. Note that the improvement comes from having the same
training data but recorded in different microphones. Since it is
not a huge improvement, for the next experiments we continue
working only with microphone 6 for both training and testing.
One possible critcism of these experiments is that the train-
ing of the GMM and FA front-end is made with WSJ1, a
database very different to UAS. One might think that this kind
of training could create unpredictable iVectors for the dysarthric
speech. To check if this happens the same experiment shown
in table 2 is made but using only UAS for all training. In ta-
ble 3 these results are shown. It can be seen that the results
are much worse, indicating that having more data for training
the ML models helps, even if these data are not of dysarthric
speakers.
4.2. Support Vector Regression Prediction
The first experiment with SVR aims at checking if -SVR or ν-
SVR give better accuracy than the linear predictor, and which of
both performs better. The system with 1024 Gaussians and 400
dimension iVectors is selected for the rest of the experiments
with SVR, since 600 dimensions does not give great gains and
Number of Gaussians 512 1024
Dimension of iVectors 50 100 400 50 100 400
Pearson Correlation 0.4705 0.5135 0.5949 0.2777 0.4009 0.4913
Spearman Correlation 0.4907 0.5337 0.6125 0.2894 0.4210 0.5100
RMSE 0.2993 0.2917 0.2728 0.3258 0.3120 0.2995
Table 3: Results with the Linear Predictor, GMM and FA models also trained on
UAS
Figure 3: PC with -SVR, 1024 Gaussians and 400 dimension iVectors
is computationally quite more expensive. In figures 3 and 4, PC
is plotted as a function of C, the regularization constant of SVR,
for different values of  and ν. The optimal C is equal to 1 in
both cases, the optimal  is 0.01, and the optimal ν is 1.
The best results are obtained for ν-SVR with C = 1 and
ν = 1, where PC=0.9137, SC=0.9004, and RMSE=0.1400.
For comparison, in [13] a PC=0.94, a SC=0.89, and a
RMSE=0.1860 are obtained, using only ten spastic speakers
from the UAS database, and a system predicting from a set of
six features representing atypical vocal source excitation, tem-
poral dynamics, and prosody. In our system many more di-
mensions are used but they are all derived from PLP features.
In figure 5 the mean and standard deviation obtained for each
speaker in the database are shown. The means follow pretty
well a regression line with slope 1, which is confirmed by PC
and SC, but the standard deviations can look high in some cases.
We should note that, first an intelligibility measurement has an
intrinsic subjective component and it is not realistic to give a
unique intelligibility rate for each speaker, since different lis-
teners perceive different intelligibilities in one utterance; and
second, each dysarthric speaker is assigned a unique intelligibil-
ity rate, but every time he/she pronounces a different sentence,
the intelligibility can change, and again, it is not real to label
each speaker with a unique intelligibility. Consequently, it is
normal to observe a relatively high standard deviation.
Intelligibility is a subjective feature and there should not be
gold standard measurements of it. It has an intrinsic variabil-
ity among listeners, and to reduce this effect a new metric to
evaluate systems performance is proposed. In [22], 4 groups
are defined according to the intelligibility given by the listen-
ers: very low (0%-25%), low (26%-50%), high (51%-75%), and
very high (76%-100%). Thus the problem could be also treated
as a classification problem to decide which group a speech ut-
terance belongs to. However, this would lose the continuity of
intelligibility, and for instance, a sample labelled as low, and
predicted as high with a 51% of intelligibility would count as an
error. What we propose is that an utterance counts as an error
only if it is over or under the target intelligibility by a specific
absolute percentage. Following the division commented before,
each covering a 25% of the intelligibility, we propose to record
an error if our prediction is an absolute 12.5% larger or smaller
than the labelled intelligibility. For instance, for speaker M05
who has an intelligibility of 58%, any value over 70.5% or un-
der 45.5% would be considered as an error. In the same manner,
for speaker M12 who has an intelligibility of 7.4%, only values
over 19.9% would be considered as an error, since we can not
obtain intelligibilities under 0%. In this way, we are more flex-
Figure 4: PC with ν-SVR, 1024 Gaussians and 400 dimension iVectors
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Figure 5: Mean and standard deviation of predicted intelligibilities per speaker
(blue straight line) in system with 1024 Gaussians and 400 dimension iVectors,
and ν-SVR with C=1 and ν=1, compared with a slope 1 line (red dotted line)
ible with the intelligibility decision, and consider a wider range
of intelligibilities as correct to absorb the intrinsic variability
that intelligibility has. This error rate would be:
error rate12.5% =
C+ + C−
Nt
, (5)
C+ =
∑
(predicted values > target value+ 12.5%),
C− =
∑
(predicted values < target value− 12.5%),
Nt = number of test utterances.
For ν-SVR prediction, C=1, ν=1, 1024 Gaussians and 400
dimension iVectors, error rate12.5% = 0.3266.
5. Conclusions
The total variability or iVector subspace recently used in
speaker verification is successfully applied to dysarthric speech
intelligibility assessment. This subspace retains in a few dimen-
sions most of the variability of the signal, and our assumption
stating that that variability correlates well with the speaker intel-
ligibility is shown. Linear, - and ν-SVR prediction are tested
and a PC=0.9137, SC=0.9004, and RMSE=0.1400 are obtained
for the last, using a system with a GMM with 1024 components,
400 dimension iVectors, ν=1, and C=1. As input features, only
PLP coefficientes are used, and further improvements are ex-
pected if features specifically designed for intelligibility assess-
ment were used. Finally, a new error metric designed to over-
come the intrinsic subjectivity of intelligbility reflected in the
labels is presented. In this metric only the files whose predic-
tion is a 12.5% higher or lower than the target intelligibility are
considered as errors.
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