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An algorithm that yields every coefficient of the reversed series of a formal power series in 
one variable is presented. Another algorithm solves implicit analytic functions on the plane for 
one of the variables. This constructive approach- !o the Lagrange inversion for.nula rests on 
factorization properties of partitions of integers and distributions of distinguishable objects. 
Several open problems related to this material and dealing with combinatorial analysis, 
determinantal hypersurfaces, invariant theory and characteristic classes are mentioned at the 
end. 
The Lagrange inversion formula and its cognates have been the subject of 
several recent investigations that have been carried out following a variety of 
approaches. Thus, combinatorial techniques have been used in e.g. [18], [13], Ch. 
1, and [29]; analytic methods in e.g. [19] and [2], Ch. 4; and procedures that are 
partly combinatorial and partly analytic in e.g. [15], Ch. 1, and [16]. The purpose _ 
of this paper is to present a new combinatorial approach to the circle of problems 
centering around the Lagrange inversion formula that is totally different from 
existing approaches. Our method establishes hitherto unnoticed connections 
between that formula and the theory of partitions of integers and of distributions 
of distinguishable objects; it involves no derivatives or residues; and it uses 
instead certain factorization properties of partitions and distributions that may 
possess independent interest. Last but by no means least, the remarkably explicit 
nature of our results ought to make them very suitable for computational 
purposes. On the other l,-zad, the theorems presented in this paper are stated for 
inverse functions of one variable and for implicit functions of two variables. 
l$ Section 1 we consider reversion of series. Given a formal power series 
Y = f) ar,Xn 
n=l 
(a* #O) 
in one transcendental over a commutative ring (cf. e.g. [5], pp. 52 seq.), we seek 
explicit formulas for the coefficients of the reversed series 
X= i A,Y” 
n=l 
(2) 
in terms of the a,. As in [26], Section 5, and [27], our procedure consists of two 
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stages. To each partition of the integer 2n - 2 with exactly n - 1 parts we first 
associate a monomial of u ?-‘A,, considered as a polynomial in a,, . . . , a, ; and 
we then compute the corresponding numerical coefficient by means of a 
recurrence relation. Since our result holds for all orders n, it amounts to a 
constructive version of the inverse function theorem for formal power series in 
one variable. 
The objective of Section 2 is to make some preparations towards obtaining a 
constructive version of the implicit function theorem for formal power series in 
two variables. For that purpose we prove in that section some factorization 
lemmas for distributions of two kinds of objects. As mentioned above, those 
combinatorial results play here the role usually given to formal derivatives and 
residues, and may find further application elsewhere. 
Our constructive implicit function theorem for formal power series in two 
variables is stated aed proved in Section 3. An illustrative example comparing our 
approach to Jtiakov’s analytic methods is also given there. 
In our closing Section 4 we list seven open problems related to the material 
presented in this paper. Four of those problems deal with the evaluation of 
combinatorial sums, q-analogs of the Lagrange inversion formula, determinantal 
expressions for forms, and higher-dimensional versions of our constructive 
theorems. The other three problems establish connections with determinantal 
hypersurfaces, invariant theory, and characteristic lasses of vector bundles. 
The results proved below were announced in [28]. We call the reader’s 
attention to the closing paragraph of that announcement, where the possibility of 
a combinatorial construction of the polynomial conservation laws for the 
Korteweg-de Vries equation (cf. [26]) was identified as being the leading 
motivation behind ‘he present work. 
1. A constructive inverse function theorem in one variable 
Let R be a commutative ring with identity, {a,}~=, a set of transcendentals 
algebraically independent over R, and B the ring R[ {a,}~=,] of polynomials in 
the countably many variables ul, . . . , ai, . . . with coefficients in R. A monomial 
in B is an expression of the form ai1 = l *a?, where I is a positive integer and 
Sl, - - * 1 sl are nonnegative integers. As usual we put a? = 1 for each positive 
integer j. A term in B is the product of a constant in R and a monomial in B. The 
series (1) in the introduction will henceforth be regarded as an element of the 
formal power series ring A[[X]] in the indeterminate X with coefficients in the 
ring extension A = B[a,‘] of B. Let Z be the ring of rational integers. 
Let l7(r, S) be the set of partitions of the positive integer r with exactly s 
(1 ss s r) nonzero parts. By analogy with e.g. [I], Prop. 5.3.3(iii), p. 404, and 
Prop. 5.3.14, p. 409, elements csf ZI(2m, m) may be called Lagrangian partitions. 
Our constructive version of the inverse function theorem in one variable (cf. 
[6], Prop. 5, p. 88; [20], p. 122) reads as follows. 
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Theorem 1. Let n be a positive integer. 
0 i The coefficient A,, of the reversed series (2) is given by 
where cu,, is a linear combination over Z of monomials 
0 ii 
. . . 
( 1 111 
aT...az (3) 
in B, sl,. . . , s, being nonnegative integers such that sJ + l l 9 + s,,n = 
2n-2andsI+*=. +s,=n-1. 
The number of monomials (3) in cu, is equal to the number of partitions of 
2n - 2 with exactly n - 1 parts. 
Let kl, . . . , k, be nonnegative integers, and define k = kl + l l l + k,, and 
k: = kI + n - 2k. Then the coeficient c(@ . .az) of the monomial 
a;l. . . a”, satisfies the recurrence relation 
SI sn 
c(&l . . . a:) = - 2 . . . C cn - k)! 
k,=o k;! k2! a l l k,! 
C(a;i-k, . . .a s -k n” 95 
k,=O 
where k 2 1 and only integers appear on the right-hand side. Here we put 
c(l)=l, and kT! = 00 if kr < 0. Moreover, if lslBkl l l l nsnWkn is not a 
partition of 2(n -k) - 2 with exactly n -k - 1 parts, we put 
c(a;‘-kl. . . a2-kn) = 0. 
( 1 iv For each pair of integers {i, j), where i 3 1 and 1 c j s i, define 
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(4) 
where jI, . . . , ji are nonnegative integers, j = j, + 9 9 l + ji, and the summa- 
tion runs over all partitions 1” l l l ii1 of i with exactly j parts. Then 
A, = (_l)n+laF”(n+l)Q 
821 831 841 l l l kL2.1 /.&-1.1 
p22 832 842 ’ ’ l /3n-2,2 f&4,2 
x ’ p33 843 ’ l l /%I-2.3 /3+,,3 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
0 0 0 l l * Bn-2.P2 ptz-_l.n-2 
ooo*-- 0 B fZ-l.rt-I 
where the determinant disappears if n = 1. 
. . . . 
B nl 
B n2 
B n3 
. . . . . . . . . 
B n.n-2 
P n.n-I 
Proof. (i) When n = 1, IT(2n - 2, n - I) is recked to the tautology 0 = 0, and 
we define arl = 1. If we substitute (1) into (2), the coefficient of X in the resulting 
series is Alal = 1. Hence (i) is valid for n = 1. 
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Let Y be a fixed integer 32 and assume that (i) holds for all n s Y - 1. If we use 
the same substitution and the definition given in (iv), the coefficient of Xv in the 
resulting series is 
We multiply this relation by a;-’ and write it in the form 
WI 
AVap-* = - 2 a;-%,&, - v5 al-‘.AK&K. 
K=l K=[V/2]+1 
(5) 
In the first summation, 2~ - 1 s Y - 1, hence a :-‘A, is free from negative powers 
of ~i. Let P be a partition of Y with exactly K 2 [y/2] + 1 parts and let I be the 
number of parts of P equal to 1. Since P has K - I parts 22 we get 
v~I+2(~4), so that Ia2~- v. Hence the sum of the exponents of al in the 
second summation is at least v - 1 - 2~ + 1 + 2~ - v, and we conclude that also 
that summation is fkee from negative powers of ul . 
By the induction hypothesis, 
AK 
1 
=qQIK (l<KsV-1), 
Q1 
where a, is a linear combination over Z of monomials a:’ l l l a? in B, q , . . . , 0, 
being nonnegative integers such that $1 +- l l l + O,K = 2~ - 2 and o1 + l l l + a, = 
K - 1. The right-hand side of (5) is therefore a linear combination over Z of 
monomials 
V-1-2K+1 
a1 
U1, . 
a1 
in B, whereby,..., K~ are nonnegative integers such that KJ + l l l + K,V = v 
and K1 + l l l + KY = K. Since 
(~-1--2~-t-l)l+(o~li- l == +~,K)+(KJ+ l *= +K,Y)=h-2 
and 
(V-l-2K+l)+(U1+ l ** i-OK)i-(K1+ l ** i-K,,)=V-1, 
we deduce that A,,u~“-~ is a linear combination a,, over Z of monomials ai1 l l l a: 
in B, q,..., s, being nonnegative integers such that SJ + l l l + s,v = 2v - 2 
andsl+~~+sv=v- 1. Therefore, part (i) holds for n = v, and consequently 
for every positive integer n. 
(ii) We begin with an observation on the form of the elements of L7(2n - 2, 
n - 1) when n 2 2. A partition in this set has a priori the form 1”’ l l l (2n - 2)s*1-2, 
where sl,. . . , s~-~ are nonnegative integers such that sl 1 + l l l + 
sh_2(2n - 2) = 2n - 2 and s1 + l l l + s2n_2 = n - 1. If we subtract the second 
relation from the first one we obtain s2 + l l l + (2n - 3)~~__~ = n - 1, where on 
the left-hand side all terms are nonnegative. If S, 2 1 for some r such that 
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n + 1~ r 6 2n - 2, that side would have a term (I - l)s, > n, a contradiction. 
Therefore, s, = 0 for all r such that n + 1 s r < 2n - 2, and a partition in 
Il(2n - 2, n - 1) may be written in the form 1”’ l l l Sn, where sl, . . . , s, are 
nonnegative integers. 
Now, given a monomial (3) we associate to it the partition 1”’ l l l nSn, where 
notations are as in the statement of part (i). The ensuing mapping cc, from the set 
1 anI of monomials in cw, to l7(2n - 2, n - 1) being injective, the cardinality of la,J 
is bounded above by that of IT(2n - 2, n - 1) for every positive integer n. 
Conversely, we shall now prove that given a partition P of 2n - 2 with exactly 
n - 1 parts there exists a unique monomial (3) in IQ;, I having P as its associated 
partition. The assertion being true for n = 1 by our convention above, let Y be an 
integer 32 and assume that it holds for all n s v - 1. The following factorization 
lemma for Lagrangian partitions will allow us to carry out the induction step. 
Lemma 1. Let n > 2 and P = 1”’ 9 l l sn be a partition in II(2n - 2, n - 1). Then 
there exists a part m (2 s m =S n) of P such that P = FQ, where F = lmW2m belongs 
to Ll(2m - 2, m - 1) and Q lies in lT(2n - 2m, n - m). 
Proof. It is obvious that P must have a part m 2 2. Write P in the form P = GR, 
where G = Pm and R = 2Sz= l l (m - l)“m-lmSm-l(m + l)sm+’ l l 4~. Let A be the 
sum and p the number of parts of R. Since A. = 2n - 2 - (si + m), u = n - l- 
(si + l), and A 2 2~, we have s1 2 m - 2. Consequently we may write P in the 
form P = FQ, where F = lmD2m belongs to l7(2m - 2, m - 1) and Q = ls1-m+2R 
lies in lT(2n - 2m, n - m), as was to be shown. 
Now A, =a1 -2K+1~K for all positive integers K because of (i), hence we may 
rewrite (5) in the form 
WI 
a,=- c 
K=l 
v-l 
c 
V-2K 
Ql 
K=[Vn]+l 
Let P = 1”’ l l l Y’y be a partition in 17(2v - 2, Y - 1). By the preceding lemma 
there exists a part m (2 s m s v) of P such that P = FQ, where F = lme2m and Q 
lies in H(~Y - 2m, Y - m). Now define ~~ = Y - m + 1. Then Q lies in H(~K~ - 2, 
~~ - l), and since ~~ < Y - 1 there exists a unique monomial in l~Kol having Q 
as its associated partition, by the induction hypothesis. If ~~ s [v/2] we may write 
F in the form F = Fl F2, where Fl = 1v-2Ko and F2 = lm-v+2Ko-2m. Since the sum of 
F2 is Y and the number of parts of F2 equals K~, the definition of pvKo implies that 
there exists a unique monomial in l~vKol having F2 as its associated partition. 
Therefore, given the partition P = Fl F2Q, there exists in this case a unique 
monomial in the set of monomials of a~-2Ko/3vKooKo having P as its associated 
partition. 
Assume then that K~- > [v/2] + 1. With F2 as before, we conclude again that 
there exists a unique monomial A4 in l/3vKol having F2 as its associated partition. 
Since v-22KO+m-v+2Ko-230, a1 v-2K~M is actually a monomial in B. I-lence, 
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given the partition P = FQ, there exists also in this case a unique monomial in the 
set of monomials of a;-2Ko/? ,,KOcyKO having P as its associated partition. We have 
thus shown that the mapping cc, introduced above is surjective, and part (ii) holds 
for n = v. Hence cc, is a bijection from ]a,J onto lI(2n - 2, n - l), and part (ii) 
holds for every positive integer n. 
(iii) Let a? . . . a”,” be a monomial such that 1”’ . . l nSR belongs to II(2n - 2, n - 1). 
By (ii), c(Q l . .az)ail l l =a> is a term in cu,, and by (i) the coefficient 
c(ay . . .a?) is an integer. Let kl, . . . , k, be nonnegative integers such that 
k+s*, . . . , k,Ss,, and such that k=k,+... +k,al. Since ksn-I, we 
have lsn-ksn-1. Consider the monomial ~:1-~1. l l &ywkn, where 
1 sl-kl. . . sn--km . is a partition of 2(n - k) - 2 with exactly n 
(i) anC {), c(ai;*kl. . . a:-kn)as~-kl. . . az-kn . 
- k - 1 parts. Again by 
1s a term in a,& with an integer 
coefficient. Now, 
n-1 aTa?- l l t$=a1 al -*(n-k)+1 x a;l-klay-kz. . . Qz-kn x afl+n-2kap. . . &, 
and since 
n-l 
it follows that, for K = n - k, the coefficient c(a~%@. l l ~2) equals 
-2 ( c ai1 -kl sz-kz. . .as,rk a2 n )c(a :?a$ l n a$), 
where the sum runs over all the choices of kl, . . . , k, as above. By the definition 
of &n-k, c(a~‘a$2. l .a$) is equal to the multinomial coefficient (n - k)!/ 
(k;! k2! l l .kn!), and is consequently an integer. Therefore, c(us,l l l =a?) 
satisfies the recurrence relation (4), which involves only integers, as claimed in 
part (iii). 
(iv) If we order the double sequence {&} lexicographically we obtain a 
sequence which is the inverse to the sequence {Ak}. The determinantal 
expression for A, then follows as in [24], p. 45; cf. also [20], p. 117. This 
completes the proof. 
Theorem 1 exhibits, through formula (4), the combinatorial structure of the 
coefficients of A,. As explained in the introduction, the search for this structure 
was one of our chief aims in this paper. We also wish to remark that formula (4) 
may be used to advantage when coefficients for monomials of a particular kind 
are to be computed for several values of n. (An example of such a situation will 
be given below.) On the other hand, if A, must be computed for just one n, and 
A n-l is known, a direct calculation may actually be faster. It helps considerably to 
use the splitting formula (5) and to arrange the work in the form of a table. 
We shall close this section with the following example. Consider the polynomial 
y = alx -I- a2x2, which is of the form (1) with ak = 0 for all k 3 3. Now if a 
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partition of 2n - 2 with exactly y1- 1 parts is not 2”-’ it will contain a part 23. In 
the present case, the associated monomials in A, vanish, and we are left with 
An 
1 
= 2n_L c(az-‘)a;t-? 
a1 
By formula (4), 
c(az-‘)= 1 if n = 1, c(ai-‘) = - C n-1 (n -Ml ( n--l_&*) 
k*=l k,*! k2! 
c a2 1 
‘f n- . ,2 
Since k = k2 and k,* = n - 2k, 
l 
These combinatorial numbers vanish when k > n/2, so that the formula becomes 
c(az-‘)= 1 if n = 1, 
Therefore, 
c(a’;-‘) = - z: (It i k)c(a;-*-l) if n b 2. 
(6) 
X =X(y) = i &(a;-‘)a;-‘y”, 
d a1 
where c(az-‘) is given by (6). 
If, in particular, a1 = -2, a2 = 1 and y = -1, we obtain 
x(-l) = i i*c(o$-‘), 
n=l 
(7) 
with c(a:-‘) given by (6). Since this specialization occurs precisely when 
l-2X-+X2- - 0, the series (7) should converge to the double root x = 1 of this 
equation. It can be shown that at least 27 terms of that series are needed to 
guarantee just one decimal place for this root. On the other hand, ~(0.1) = 
-0.19, and only three terms of the series for ~(-0.19) are needed to obtain 
x = 0.1 with four decimal places. These examples illustrate the local nature of the 
inverse function theorem and the limitations of reversed series in numerical 
calculations. 
2. Some factorization lemmas for distributions 
Let f, s a c be nonnegative integers such that f + s 2 1 and let A(f, s; c) be 
the set of distributions (cf. [24], p. 90) off objects of one kind and s objects of 
another kind into c indistinguishable cells. The set A(f, s; 0) consists of the empty 
distribution. If c 2 1 we shall assume that every cell of every distribution D in 
A(f, s; c) is nonempty. We shall then write D = (O1)so~(lO)s~“~ l l (h)““, where 
(@)“ll indicates that D contains exactly sAr indistinguishable cells with A objects of 
254 H. H. Torriani 
the first kind and ~1 objects of the second kind, sol, slo, . . . , s[,,, are nonnegative 
integers, and the cell (Q) is omitted if saP = 0. Let 6 and si (i = 1,2) be 
nonnegative integers such that fi + si 2 1, let ci be positive integers and let Di be a 
distribution in A& si; ci). The distribution in A(f, +f2, s1 + s2; cl + c2) obtained 
by juxtaposing the cells of D1 with those of D2 (in any order) will be denoted by 
DID2 (or by Dz&). 
Elements of A(n, 2n - 2; 2n - 1) or, more generally, of A(n, 2n - 2q; 2n - q), 
where n and q are integers such that 1 G q in, may be called Lugrangiun 
distributions. If one gives weight 2 (resp. 1) to each object of the first 
(resp. second) kind, the number of cells of a Lagrangian distribution is one-half 
the sum of the weights. (Cf. the definition of Lagrangian partition at the 
beginning of Section 1, and the remarks before Exercise 5.3F in [l], p. 421.) 
The factorization lemmas stated below for Lagrangian distributions of two 
kinds of objects will allow us to obtain a constructive version of the implicit 
function theorem on the plane in Section 3. As mentioned in the introduction, the 
combinatorial results to be proved in this section may also have independent 
interest. 
Lemma 2. Let n be an integer 22 and let D = (O1)so’(lO)s~“~ l l (lmym, where 
sol s 2n - 3, be a distribution in 4(rr, 2n - 2; 2n - 1). Then there exist integers p 
and q such that p 20, q Z= 1 and 2 up + q c n, and a distribution lj in 
A(n - p, 2(n - p) - 2q; 2(n - p) - q) such that D = (01)2p+q-2(pq) l D. 
proof. If every cell in D were of the form (A& with A + p= 1, we would have 
3n-2=2n-1, whencen= 1, a contradiction. Thus there exists a cell (A& in D 
with A + p 3 2. Suppose now that the only such cells in D were of the form (no), 
where A 3 2. Then D would have sol = 2n - 2 objects of the second kind, against 
our hypothesis. Hence there exists a cell (pq) in D with p 2 0, q 2 1 and 
p r q 2 2, and we may therefore write D in the form D = (pq) l D’, where D’ is 
a distribution in A(n -p, 2n - 2 - q; 2n - 2). The number of objects of both 
kinds in D’ being greater than or equal to the number of cells of D’, we also have 
p+qGn. 
Assume now that sol = 0. If @ is the number of cells of D’ containing no 
objects of the first kind, we have + 2 n + p - 2. If (0~) is one of these cells, then 
p 2 2 since so1 = 0. Thus 2n-2-qa2+22n+2p-4, whence 2ps2-qsl 
and p = 0. Therefoic q = 2, and the lemma holds in this case with d, = D’. 
Assume then that s o, > 1. Write D’ in the form D’ = (01)s”’ l D”, where D” is a 
distribution in A(n -p, 2n - 2 - q - soI; 2n - 2 -sol) with no cells of the form 
(01). The number of objects of both kinds in D” is 
3n -p-q -2-soI aslo+2(2n -2-soI -s,,). 
As cells of D of the form (10) can only be in D’, we have slOs n -p. Thus, 
so+n +p +q -2-slO= 2p+q-2+(n-p-s,,,)a2p+q-2, 
I and we may write D’ in
A(n -p, 2(n -p) - 2q; 
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the form D’ = (01) 2p+q-2 l fi, where 15 is a distribution in 
2(n -p) - q), as was to be shown. 
Lemma 3. Let n and q be integers such that 1 G q s n, and let B be a distribution 
in A(n, 2n - 2q; 2n - q). Then there exist a partition 1” 9 l 4 in II(n, q), where 
r19 . . . , r, are nonnegative integers, and distributions DI in A(l, 21- 2; 21- 1) 
(1 G 1 c n), where D1 is the empty distribution if rl = 0, such that B = D? l l l Oz. 
Proof. If n = 1 then q = 1, and D belongs to A(1, 0; l), i.e. d, = (10). Therefore, 
the lemma holds for the trivial partition 1’ of 1 and the distribution D1 = D. 
Let Y be a fixed integer 32 and assume that the lemma is valid for all integers n 
and q such that lsnsv- 1 and 1 s q s n. Let z be an integer such that 
1 G z < v and let B be a distribution in A@, 2~ - 2t; 2~ - z). If z = 1 then b 
belongs to A@, 2~ - 2; 2~ - l), and the lemma holds for n = V, the trivial 
partition v1 of v, and the distribution Dy = 6 
We shall therefore assume that z 2 2. If all the cells of B were of the form 
(A&, with A + p > 2, D would have at least 2(2v - z) objects of both kinds, a 
contradiction. Therefore, b has at least one cell (@) with A + p = 1. If that cell is 
(10) we may write B in the form B = (10) l D’, where D’ is a distribution in 
A(~-l,2v-22;2v-~-~).Nowdefinen=v-iand~=z-1.Then1~n~ 
v-l, lG7l<nsince2 G z G v, and D ’ is a distribution in A(n, 2n - 2~7; 2n - q). 
By the induction hypothesis there exist a partition P’ = lP’l l l l nPL in l7(n, q), 
where pi, . . . , p: are nonnegative integers, and distributions D,, in A(y, 2y - 2; 
2y - 1) (1 s y < n), where D,, is the empty distribution if pC = 0, such that 
D’=Dfi.. .D,Ph, Let P be the partition lpl. l l vpv, where p1 = pi + 1, p& = p: 
(2 G L s v - 1) and p,, = 0. Then P belongs to lI(v, r), and since (10) = D1, we 
have Is) = Df’ l l l Dp. Thus the lemma holds for n = v if the cell is (10). 
Suppose then that the cell is (Ol), and that slo = 0. If all the cells of 
b = (OI)sol l l l (lm)Qn were of the form (@), with ~13 1, we would have 
2v-222=so14+ l ~~+slm~m~so1+~~~+sIrn=2v-z, 
an absurd. Hence there exists a cell in b of the form (no), where A 2 2. If h were 
equal to v, D would be either of the form b = (O1)sol(vO) or of the form 
B = (OI)““‘(vO)M, where M is a product of cells of the form (0~)s”) with ~13 2 
and socc 2 1. In the latter case the number of objects of the second kind of D 
would be 
S(-Jl + c SOP l j.4 = 2v - 22, 
pa2 
whereas the sum of the exponents of L) would be 
sol+ 1 + c SOP = 2v - r. 
pa2 
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If we subtract this relation from the previous one we get 
-1 + c s(& - 1) = -z, 
f&=:2 
an absurd. Hence d; = (Ol)soI(vO), and as the number of objects of the second 
kind of D is 2~ - 22 we would have fi = (01)2v-2”(vO). Since r > 1, t) would then 
have 2v - 22 + 1 < 2v - r cells, a contradiction. Therefore, A G v - 1. 
We may write d in the form r) = (Ol)so’(i10) l D’, where D’ is a distribution in 
A(Y-A, 2v-222~soI; 2v- t-sSol - 1) and 2 <A G v - 1. Let C1 (resp. X2) be 
the number of objects of the first (resp. second) kind of D’, and let C, be the sum 
of the exponents of D’. Since each cell of D’ has at least two elements, we have 
C,+Z’232&, and as & =E2+t-1 we obtain &s&+z-1. A fortiori, 
2X, 2 Z; + z - 1, and it follows that sol a 2il- 2. 
Thus we may write _o in the form b = (01)2”-2(AO) l D”, where (01)2’-2(AO) is a 
distribution in A(& 2il- 2; 2il- 1) and D” is a distribution in A(v - il, 
2v-2t-2il+2; 2v-r-2A.+l). Now define n=v-_ and q=z-1. Then 
1~n~v-l,andasz~2wehaverl~1.Moreover,since2A.-2~sol~2v-222 
we obtain z - 1 c v - A, or q G n. Hence 1 G q G n, and D” is a distribution in 
A(n, 2n - 21; 2n - q). 
By the induction hypothesis there exist a partition P” = lPY l l - nPz in II(n, q), 
where p;l, . . . , pz are nonnegative integers, and distributions D,, in A( y, 2y - 2; 
2y - 1) (1 c y s n), where D, is the empty distribution if p; = 0, such that 
D” = &‘F . 
l l DE”-. Let P be the partition lP1 l l l I+, where pc = p: (1 G L G v - A, 
&#A), pA=pi+l and p(=O (v- A+ls~dv,LfA). Then P belongs to 
I?(v, t), and if we write (01)2A-2(AO) = DA, we have b = D$“= l l D$?‘. Thus the 
lemma holds for n = v also if the cell is (01). Therefore, Lemma 3 is valid for 
every integer 12 3 1. 
CoroUary. Let n, p and q be integers uch that p Z= 0, q 2 1 and p + q s n, and let 
D be a distribution in A(n -p, 2(n -p) - 2q; 2(n -p) -4). Then there exist a 
partition 1” l l l (n - p)“-p in lI(n -p, q), where r,, . . . , r,,_, are nonnegative 
integers, and distributions Dl in A(l,21- 2; 21- 1) (1 s 16 n - p), where DI is the 
empty distribution if 5 = 0, such that D = 03. l l Dzzg. 
Proof. Since 1 S.q G n -p, the corollary follows from Lemma 3 if one there 
replaces n by n - p. 
emarks. (1) Let n be an integer ~2 and D a distribution in A@, 2n - 2; 2n - 1). 
If n = 2, a direct verification shows that the integers p and q givpn by Lemma 
2 and the factorization given by the preceding corollary are unique. Uniqueness 
also holds if n = 3, except for the distribution D = (01)(02)(10)2(1 l), which has 
the factorizations D = (Ol)( 11) l (02)(10)* (set p = q = 1 in Lemma 2 and I = 2, 
r= r2 = 1 in the Corollary, the partition in Z7(n -p, q) being 2’) and D = 
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(02) . (10) l (Ol)(lO)(ll) (set p = 0, Q = 2 in Lemma 2 and II = 1, l2 = 2, r, = r2 = 1 
in the Corollary, the partition in I7(n -p, q) being 1’2l). 
F;f n = 4 uniqueness fails even if p and 4 are fixed, as shown by e.g. the 
distribution D = (02)3(10)4, which for p = 0 and 4 = 2 has the factorizations 
D = (02) l (10) l (02)2(10)3 (set l1 = 1, I3 = 3, rl = r3 = 1 in the Corollary, the 
partition in D(n - p, q) being 4 = 1’39 and D = (02) l [(02)(10)2]2 (set I= 2, 
r= r2 = 2, the partition being 4 = 22). 
If n = 5, uniqueness fails even if p, q and the partition in I7(n - p, q) are fixed, 
as shown by e.g. the distribution D = (01)“(02)“(10)“(11)(20), which for p = 0, 
q = 2 and the partition 5 = 2’3l has the factorizations 
D = (02) l (01)2(20) l (01)(02)( 10)2( 11) 
= (02) l (Ol)( lO)(ll) l (01)2(02)(10)(20) 
= (02) l (02)(10)2 l (01)3(ll)(20), 
with middle factors in A(2,2; 3) and right-hand factors in A(3,4; 5). 
(2) On the other hand, given integers n, p and q as in the Corollary, and a 
distribution I) in A(n - p, 2(n -p) - 2q; 2(n -p) - q), a factorization of D in 
the form given there need not exist for every partition in I7(n -p, q). For 
example, consider the case in which n = 4, p = 0, q = 2 and D is the distribution 
(01)4(10)(30) of A(4,4; 6). As asserted in lot. cit., there exists a partition in 
D(4,2), namely 1’3’, such that D = 0: Di, where D, = (10) belongs to A(1, 0; 1) 
(here I, = rl = 1) and D3 = (01)4(30) lies in A(3,4; 5) (here l3 = 3, r3 = 1). 
However, it is immediately seen that there can be no factorization of D in the 
form D = 0; which, with D2 a distribution in A(2, 2; 3), might have been said to 
be associated to the partition 22 in II(4,2). For those values of n, p and 4, the 
distribution D = (01)2(02)(10)2(20), and the partition 4 = 22, the same situation 
obtains. Note however that here one has the factorization D = D21 D22, where 
D21 = (01)2(20) and D22 = (02)(10)2 are di!?erent distributions in A(2,2; 3). 
(3) Consider now in the Corollary the case in which q = 1, and let D be a 
distribution in A(n -p, 2(n - p) - 2; 2(n -p) - 1). Suppose that nonnegative 
integers r,, . . . , rn_-p and distributions D, in A(&, 21, - 2; 21, - 1) (1 G Zi s n - p), 
where Dl, is the empty distribution if r(, = 0, existed such that D = 0;; l l l Di;:;. 
(Such a factorization need not be associated to a partition of n - p.) Since 
r,(21,-2)+ l a* +r,,(21,_,-2)=2(n-p)-2 
and 
r,(21,-1)+ l =* +r,_,(2in_,-1)=2(n-p)-1, 
we would have rl + l l l + rn_P = 1. Hence, for each p (0s~ s n - l), D has no 
nontrivial factorizations of the given form. 
These remarks point out the limits of validity of the results of this section and 
illustrate the reasonings used in the proof of Theorem 2 below. 
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3. A constructive implicit function theorem in two variables 
Let R be a commutative ring with identity, {aij},m,i,l a set of transcendentals 
algebraically independent over R, and B = R[{aii}F+j=l] the ring of polynomials in 
the countably many variables aol, alo, . . . , aq, . . . with coefficients in R. We 
recall (cf. [5], Prop. 10, p. 64) that, given an element 
f =f (X, Y) = i oi/PYj 
i+j=l 
(8) 
in the formal power series ring A[[X, Y]] in the indeterminates X, Y with 
coefficients in A = B[ai/‘], there exists a unique element 
u = u(X) = 5 6,X” 
n=l 
(9) 
in the formal power series ring A[[X]] in the indeterminate X with coefficients in 
A such that f (X, u(X)) = 0. 
With these notations, our constructive version of the implicit function theorem 
in two variables reads as follows. 
Theorem 2. Let n be a positive integer. 
0 i The coeficient 6, of the series (9) is given by 
bn 
1 =- B 282-rn’ 
a01 
where #& is a linear combination over h of monomials 
a?{aig. . .a 
f:: 
in B, sol, ~10, . . . , q,,, being nonnegative integers uch that 
s0,~0+s,,4+ m-0 +sInr4=n, 
sO,~l-!-s,,=O+ l -= +st,=m=2n-2 
and 
0 ii 
.I. 
( ) 111 
so* +s1()+ l l l +q, =2n-1. 
The number of monomials (10) in l3,, is equal to the number of distributions 
of n objects of one kind and 2n - 2 objects of another kind into 2n - 1 
indistinguishable cells, with no cell empty. 
Given a monomial M = agai$ l l l a$ as in (lo), consider the set F(M) of 
all factorizations of M of the form M = Mfl l l l MFN, where each Mi(l s 
i ar) is a mowrber of some 1/3,,1 (1 s v cn - 1, l/L&J being the set of 
monomials of By), kl, . . . , k* are positive integers, and N = ag$‘+q-2aPq for 
some integers p 3 0 and q 2 1. If F(M) is empty, the coefficient c(M) of M 
is given by c(M) = -1. If F(M) is nonempty, c(M) satisfies the recurrence 
(lo) 
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relation 
c(M)= - 2 
k! 
F(M) kl! l l l k,! 
c(M~)~’ l l l c(MJkr, 
where k=k,+ l == + k, and C(Mi) is the coefficient of Mi (1 s i s r) in &,. 
Proof. (i) Let A(n, 2n - 2; 2n - 1) be the set of distributions of n objects of one 
kind and 2n - 2 objects of another kind into 2n - 1 indistinguishable cells, Ath 
no cell empty. When n = 1, A( 1,O; 1) consists of the distribution (10). If we 
replace Y by (9) in (8), the coefficient of X in the resulting series is 
al0 + a01h = 0. Then (i) is valid for n = 1. 
Let Y be a fixed integer 32 and assume that (i) holds for all n G Y - 1. For each 
pair of integers {i, j}, where i 2 1 and 1 sj s i, we define 
j! 
ji! 
b’,‘. . .@, 
. . . 
where jl, . . . , ji are nonnegative integers, j = j1 + l l 9 + ji, and the summation 
runs over all partitions lil l l l iii of i with exactly j parts. If we replace Y by (9) in 
(8), the coefficient of Xv in the resulting series is 
avO + i i a,-i,jYij = 0. 
i=l j=l 
We multiply this relation by a;;-” and write it in the form 
v-l 
b a2--1 = _a2’-2a 
v 01 01 vo - c a01 2v-2a v-i,Ibi - i C ai;-2av-i,jyij. (1‘1) 
i=l i=2 j=2 
In the first summation 2v - 2 2 2(v - 1) - 1, hence af$-2bi is free from negative 
powers of sol. Moreover, since j 2 2 in the double summation, b, does not appear 
in any of the yU. By the induction hypothesis, the sum of negative powers of aoi, 
in bqbg. 
l .bt equals 
jl+3j2+~*=+(2i-l)ji=2(jl+2j2+==.+iji)-(jl+j2+...+ji) 
=2i-j. (12) 
Since i s Y and J - ‘> 2, we conclude that also the double summation is free from 
negative powers of sol. 
For the first term on the right-hand side of (11) we have the relations 
(2Y-2)=O+l*v=v, (2v-2)4+1~0=2v-2 and 2v-2+1=2v-1. 
Moreover, by the induction hypothesis, 
1 
bi e-/j. 
ti-1 1 (1 S i G v - l), 
a01 
where fii is a linear combination over Z of monomials a$&@. . =a;$ in B, 
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sg, sg ,=‘-P & being nonnegative integers such that 
and 
sg.()+sl’o). l+ . . . +&.l=i, (13) 
$~.l+sfJ.()+ . . . +sjz-m=2i-2 WI 
St; + SfJ + ... +sjz=2i-l. (1% 
The first summation in (11) is therefore a linear combination over Z of monomials 
2v-2 
QOI 
_a+1 
%-i, iQ01 
Sb) ,W &I 
aoO,larg- . .atm 
in& where lsisv-1, 
(2v-2i-1+s~~)=O+sls’o)~1+~=~+1~(v-i)+~~~+s~~=I 
=i+v-i=v, 
(2v-2i-l+s~~)=l+s’i’o’~O+~~~+l~1+~~=+s~~~m 
=2v-2i+2i-2=2v-2 
and 
(2v-2i-l)+l+(s$$+syJ+ - l +sQ 
=2v-2i+2i-1=2v-1. 
Furthermore, by the induction hypothesis and relation (12), 
summation in (11) is a linear combination over Z of monomials 
the double 
in& where2sj<i, 2&avandst!,s(lb),.. . , sjz are nonnegative integers that 
satisfy (13), (14) and (15) for each G (1-c G pi). From the definition of Yij we 
know that 
jl + - l l + iji = i. (16) 
If we subtract the relation jl + l l l + ji = j from (16) we obtain j2 + l l l + 
(i - l)ji=i -j, so that 
O=j,+2-j,+-• + (2i - 2)ji = 2(i - j). (17) 
Moreover, if in (13), (14) and (15) we replace i by L, multiply each equation by jL, 
and then sum the resulting expressions over L (1~ c =S i), relations (16), (17) and 
(12) yield 
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For the monomials in question we therefore have 
(2v-2-2i+j+s&+ l ** +S$fj)ji)*O+(S\$)jl+ l =- +syJji)*l 
+ l l l + 1 l (Y-- i)+ l l l +(&?jl+ l l l +Sjzji)= 1 
=i+y-_i=v, 
(2Y-2- 2i +j+ Shi)i, + l l l +S$)ji)- 1+ (S#j~ + l l - +sfJji) -0 
+ . ..+l=j+~..+(s~~~l+~~~+s~~ji).m 
=2v-2-2i+j+2(i-j)+j=2v-2 
and 
2v-2+1-2i+j+(#jl+=.= + S&)ji) 
+ (s$)$ + l l l 1 +SyJji)+ l l 0 +(S$')il+ l l 9 m +S$zji) 
=2v-1-2i+j+2i-j=2v-1. 
We have thus shown that b&-’ is a linear combination By over Z of 
monomials a$ai$ l l l a$ in B, sol, slo, . . . t sAp being nonnegative integers such 
that 
so1 l 0 + Sl() l 1 + l l l + SAP l A. = Y, 
s()~=1+s~o’o+ •==+s~,*~=2v-2 
and 
so1 +q()+ l l l +sAp =2v-1. 
Therefore, part (i) holds for n = v, and consequently for every positive integer n. 
(ii) Given a monomial (10) we associate the distribution 
D = (ol)so’(lo)s’O* l +zym (18) 
to it, where notations are as in part (i). The ensuing mapping ic(n from the set l&J 
of monomials in 13, to A(n, 2n - 2; 2n - 1) being injective, the cardinality of l#I,J 
is bounded above by that of A(n, 2n - 2; 2n - 1) for every positive integer n. 
We shall now prove that, given a distribution D of n objects of one kind and 
2n - 2 objects of another kind into 2n - 1 indistinguishable cells, with no cell 
empty, there exists a unique monomial (10) in l#?,J having 13 as its associated 
distribution. The assertion being true for n = 1, let v be an integer 32 and 
assume that it holds for all n s v - 1. 
Because of (i) we have bi = aGz+l pi for all positive integers i, hence we may 
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rewrite (11) in the form 
r-1 
B = 2v-2 -Qo1 Qvo - c 2v-2i-1 V a01 a V-i.1 i B 
i=l 
v i 
--cc a01 
2v-2i+j-2, 
v-i,j c 
j! &L..gi, 
i=2 j=2 il! l l .fi 
(19) 
where jl, . . . , ji are nonnegative integers, jI + l l l + ji = j, and the last summa- 
tion runs over all partitions lil l l l iii of i with exactly j parts. Let D = 
(OlP( 1O)s’O l l l (lm)“” be a given distribution in Ly(v, 2v - 2; 2~ - 1). Of course, 
J,, < 2v - 2. Assume first that soI = 2v - 2. Since slo + l l l + q,,, = 2v - 1 - soI = 
1, there exist indices il and p (1 s A s I, 0 s ~1 s m) such that sllP = 1, the 
remaining exponents being zero. Thus D reduces to (01)““-“(np), and we obtain 
A. = v and p = 0. Therefore, D = (01)2v-2(vO), and we associate the first mono- 
mial on the right-hand side of (19) to D. 
Suppose then that so1 s 2v - 3. By Lemma 2 there exist integers p and q such 
that p>O, qH and 2sp+q<v, and a diistribution I) in A(v-p, 2(v-pj-2q; 
2(v -p) - q) such that D = (01)*+gV2(pq) l r). Consider first the case q = 1. 
As’< r.psv - 1 there exists a unique i (16 i s v - 1) such that p = v - i. Then 
1) = (01)2V--2i- ‘( y - i, 1) l a, where d is a distribution in A(i, 2i - 2; 2i - 1). By 
the induction hypothesis, there exists a unique monomial M in lpi1 having fi as its 
associated distribution. Hence, for the given D, p and q as above, there exists a 
uniaue monomial, viz. a~;-z-‘a v-i,lM in the set of monomials of the first 
summation of (19), having D as its associated distribution. 
Still under the assumption that so1 s 2v - 3, let fi be as above and consider 
now the case q 2 2. By the Corollary of Lemma 3 th:f,e exist a partition 
1 ‘I l l l (v - p)+ in I7(v - p, q), where rl , . . . , I;_, are nonnegative integers, and 
distributions DI in A(& 21- 2; 21- 1) (1 G I G v - p), where Dr is the empty 
distribution if rl = 0, such that D = D;I l l l D::;. Since q 2 2, we actually have 
Is v -p - 1. (Note that p could be zero in this case.) By the induction 
hypothesis, for each I (1 G I < v - 1) there exists a unique monomial MI in l&l 
having D[ as its associated distribution. 
As 0 <p s v - 2 there exists a unique i (2 s i G v) such that p = v - i. Then 
D = (01) zv-2i+q-2 ( v-i,q)‘D;‘= l =D:, where 26&v and 2sqG sincep+q 
sv.Nowreplacejbyqandj ,,..., jibyrI, . . . . r, in the second summation of 
(19). Then, for the given D, p, q, partition and factorization as above, there 
exists a unique monomial, viz. a~;-2i+q-2av_i,q - MT l l l Mi'( in the set of mono- 
mials of that summation, having D as its associated distribution. (Cf. Remark (1) 
at the end of Section 2.) 
Therefore, CL,, is surjective, and part (ii) holds for n = v. Hence pc, is a bijection 
from I&( onto A(n, 2n - 2; 2n - l), and part (ii) is valid for every positive 
integer n. 
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(iii) Let M = asaT;- l l a$g be a monomial of the form (10). Consider first the 
case in which sol = 2n - 2. As we saw in the proof of (ii) we then have 
M =aol 2n-2a nO. Now atla,,o (0 ss s 2n - 2) cannot be a member of any J&l 
(1 s Y G n - 1) because of (i), and the came holds for the powers a& (0 ~8 G 
2n - 2), so that P(M) is empty. If we replace Y by n in (19) we have c(M) = -1, 
in agreement with the convention stated in (iii). 
Suppose then that sol s 2n - 3, where now n 2 2. By (ii) there exists a unique 
distribution D in A(n, 2n - 2; 2n - 1) having M as its associated monomial. By 
Lemma 2 there exist integers p and q such that p a 0, q 3 1 and 2 sp + q s n, 
and a distribution D in A(n -p, 2(n -p) - 2q; 2(n -p) - q) such that D = 
(01) *+Q-2(pq) l B. In case q = 1, an argument used in the proof of (ii) shows 
that there exists a unique integer i, where 1 G i G n - 1, and a distribution 6 in 
A(i, 2i - 2; 2i - 1) such that D = (01)2”-z-‘(n - i, 1) l 6. Hence, for each p as 
above we have the single (cf. Remark (3) at the end of Section 2) factorization 
M = M'N, where M’ is a well-defined member of lpi1 (depending on p) and 
N=aol 2?l-2Xa n-i.19 with n - i = p. The monomial M’ being raised to the first 
power for each such p, there is no multinomial coefficient. Let F(M) be the set of 
all these factorizations of M, and replace Y by n in the first summation of (19). 
The coefficient c(M) of M is then given by 
c(M) = - c c(M’), 
F(M) 
. 
in agreement with our recurrence relation. 
Still under the assumption that so1 =G 2n - 3, consider now the case q 2 2. As in 
the proof of (ii) there exist positive integers I, kl, . . . , k, (2 s r G n) and 
distributions Dl in A(Z, 21- 2; 21- 1) (1 G I =Z r) such that D = Of1 l l l DFC, 
where C = (01)2”-a+k-2(n - r, k). Each one of these factorizations induces a 
factorization M = Mf’ l l l M>N, where Ml belongs to l&l and N = 
a01 
2n-2r+k-2a 
n-r,k* Let F(M) be the set of all the factorizations of M obtained in 
this fashion, and replace Y by n, i by r, j by k, and jl, . . l , ji by kl, l . = , kr in the 
second summation of (19). It follows that c(M) is now a sum of contributions 
k! 
- kl!= l ok,! 
c(M~)~I l l l c(Mrjkr, 
each one of which is associated to an element of F(M). Therefore, the recurrence 
relation of part (iii) 
complete. 
holds in all cases, and the proof of Theorem 2 is 
The expressions for the coefficients 6, (1 G n s 4) of the series (9) are as 
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follows: 
b1 = - E, 
1 
0 
b2 = II& (-a&am + aOlalOall - a,a&), 
We shall now present an example. Consider the polynomial f = f(X, Y) = 
-X + Y + Y* over the integers, which is of the form (8) with the specialization 
a10= -1, aol=am= 1 and all other aii = 0. The expressions above give bl = 1, 
b2= -1, b3 = 2 and b4 = -5, so that 
u(x)=x-x2+2x3-5x4+ l =* (20) 
On the other hand, since f(X, u(X)) = 0 we have 
u(X) = 4(-l f: ViTiz), (21) 
where dm is an element in the algebraic closure of the field of fractions 
Q((X)) of Z[[X]], Q being the rational number field. We now replace X by 4X in 
the formal binomial series 
with exponent 1, regarded as an element of Q[ [Xl], and obtain 
~iFiF=1+2X-2X2+4x3-10x4+ l ** 
If we take the minus sign in (21), the formal power series u(X) has constant term 
-1 # 0. Hence we take the plus sign and recover (20). This example illustrates 
Theorem 2 and the uniqueness assertion in [5], Prop. 10, p. 64. 
It should now be observed that if X and Y are regarded as complex variables 
then JuZakov’s methods (cf. [19], [2]) for the determination of the solving power 
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series are applicable. In particular, the polynomial considered above is the case 
p = 2 and 4 = 0 for the implicit function of Example 1 on pp. 177-178 of [19]. 
JuZakov’s formula reduces in that case to 
whose first four terms are those given in (20). 
4. Open problems 
In this closing section we list some questions related to the material presented 
above. Problems 1,2 and 5 have already been mentioned in [28]. 
Problem 1. The sum of the coefficients of the polynomials cy, in Theorem l(i) is 
equal to (-l)n+l when 1 s II s 7 (cf. e.g. [3], p. 446), and this property holds also 
for n = 8. On the other hand, the sum of the coefficients of the polynomials 18, in 
Theorem 2(i) is equal to - 1 when 1 s n s 4. It would thus seem to be reasonable 
to conjecture that these remarkable properties are valid for every positive n. (Cf. 
[lo].) Added in proof: Cf. the note at the end of the paper. 
Problem 2. The implications of our approach in the study of q-analogs of the 
Lagrange inversion formula and related subjects (cf. e.g. [13], Chapter 5; [12]; 
and the references cited therein) would seem to deserve attention. 
Problem 3. If we regard each coefficient CV,, in Theorem l(i) as a homogeneous 
polynomial of degree n - 1 defining a bypersurface in affine space of n dimensions 
(or in projective space of n - 1 dimensions), 2 host of questions of algebro- 
geometrical nature arise immediately. Those hypersurfaces are determinantal (cf. 
Theorem l(lv)), and the coefficients in the determinant are given in terms of 
partitions, i.e. of Ferrers graphs (or Young diagrams). One may thus ask, for 
example, about the nontrivial actions supported by those hypersurfaces; or about 
the nontrivial actions on the polynomial ring T = R[a,, . . . , u,J leaving the 
principal ideal Tcu, invariant. These questions point in a direction that is so to 
speak opposite to that followed in e.g. [8], and would seem to be warranted in 
view of the generic nature of the construction of CN,. 
In connection with this problem it may be well to recall the finiteness theorems 
due to Jordan, Poincare and Borel. (Cf. [4], Section 6.5, pp. 41-42.) Let F be a 
form in n variables with nonzero discriminant and F0 the smooth hypersurface in 
complex projective space of n - 1 dimensions defined by F. A theorem of Jordan 
on the finiteness of the isotropy group of F in SL(n, C) is equivalent to the 
assertion that the group of projective transformations leaving F. stable is finite. In 
addition, at least if n > 5, the group of automorphisms of F. is finite. Generaliza- 
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tions due to Bore1 and Harish-Chandra of the theorem of Jordan to forms with 
nonzero discriminant over e.g. the ring of integers of a number field may be 
found in op. cit., Section 9.12, pp. 65-66. Or, the other hand, the explicit 
determination (as in e.g. [23], Theorem 2, p. 209) of the automorphism groups of 
determinantal hypersurfaces, or of some other important particular class of 
hypersurfaces, does not seem to be available. (Cf. also the following two 
problems.) 
Problem 4. Let R be an integrai domain, {rP}sZ1 a set of quantities, S,, the 
simple ring extension R[z,] of R, and S = R[{z,},“=,]. Let {a,}:=, be a set of 
transcendentals algebraically independent over S, and for each integer p 2 1 let 
BP be the ring SP[uO, ul, . . l , ap] of polynomials in ao, al, . . . , aP with coefficients 
in 5”. Now assume for convenience that R is of cha scteristic zero. The operators 
d 
of partial differentiation on elements of BP will be denoted by z (0 G i s p). The 
operator 
i 
Q -- (1 - z,)a0 
a 
p.tp = aa + (2 - t,)@ 
a a 
1 aa+ 2 l ’ l + (p - rp)ap-1 da P 
may be referred to as the Sylvester-Cayley-Aronhold differential operator on BP 
with parameter zp. When rp = 0, G&o coincides with the operator Q defined in 
[ 111, p. 108. (Cf. the definition of the Aronhold operator given in [ 141, pp. 
31-32.) 
We shall next modify the notations of Theorem 1 in order to conform with 
those of [ll]. ‘We shall namely subtract one unit from the index of every one of 
the variables ul, a2, . . . , Q, in the expression for an (n a 2) and call the resulting 
expression Z& _ 1. We then have (cf. [3], p. 446) 
cY1=-c11, a2 = 2~: - aoa2, & = 5aoala2 - a& - Sa:, 
& = 6a&a3 + 3a$a$ + Ma’: - a&, - 21aoafa2, . . . 
2 
NowsetR=Zandz,=- 
p + 1’ 
It is easy to verify that 
Qp,.FP&p = 0 (1 sp <6), ’ 
a striking property that seemingly ought to be valid for every integer p 2 1. 
The forms annihilated by the differential operator Sz have been used to show 
the existence of complete systems of protomorphic seminvariants of binary 
quantics. (Cf. [ll], p. 206.) Those seminvariants are absolute invariants with 
respect to linear substitutions such as x = X + mY, y = Y, where m is an integer. 
If in op. cit., p. 110, one replaces m by (1 - t,)m, one arrives at the abelian 
subgroup of SL(2, S,) of upper triangular matrices 
( 1 (1- tp)m 0 ) 1 l 
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The existence of a countable (instead of a finite) system of independent 
seminvariants and the necessity of enlarging the coefficient ring by means of the 
quantities rp would seem to reflect the algebroidal origin of the forms &,,. 
The fact that a series has no final term prevents one from reading it backwards, 
as one would a quantic. (Cf. [ll], pp. 112-113.) Consider the differential 
operator 
0 =(p-~p)al--$(p-l-z,)a2 a da+=- d p.=p .+(l- z,)a,- 0 1 atJp-l 
associated to Sz,,, as in lot. cit. (When zp = 0, Op,o coincides with the operator 0 
defined in op. cit., p. 108.) It may be checked that 
Op,Zp’ib =0 (3s~ ~6) 
for no choice of rp, a negative result that again reflects the algebroidal origin of 
the forms gp. 
A geometric interpretation of these findings along the lines of e.g. [23], pp. 216 
seq., is still lacking. Analogous moduli problems may be posed for the forms @,, 
arising from the implicit function theorem. (Cf. Theorem 2(i).) The search for 
versions valid over rings of prime characteristic could begin with a suitable 
definition of modular Sylvester-Cayley-Aronhold differential operators. (Cf. 
[25], p. 23.) In addition, it would be desirable to relate the forms ar, and 1B, to the 
theory of perpetuants. (Cf. [ll], pp. 239 seq.; [14], pp. 326 seq.; [21], Section 7.3, 
pp. 82-83. ) 
Problem 5. The expression for b2 given at the end of Section 3 may be written in 
the form of a determinant of order 3, viz., 
1 
a10 a01 0 
62 
=- 
ai1 
a20 Qll %2 l 
0 a10 a01 
Whether the coefficients bk of the solving series (9) admit of a determinantal 
expression when k 3 3 (cf. Problem 3) seems to be unknown. Note that the 
triangular system (ll), which yields 6, (Y > 2), is nonlinear in the parameters 
b 19 l l l 9 b V-l’ (In connection with this problem cf. [9] and [7], p. 454.) 
Problem 6. The columns of the determinantal expression for A, (cf. Theorem 
l(iv)) generate a multiplicative sequence of polynomials (cf. [17], pp. 9 seq.; [22], 
Example 2, p. 220) in the indeterminates al, . . . , a,. However, the topological 
significance of the forms cu, remains unclear. From [17], Theorem 4.4.3(iv), p. 64, 
it follows that they do not describe Chern classes of exterior powers of a unitary 
bundle 5 in terms of Chern classes of g. 
Problem 7. The search for higher-dimensional analogs (and their eventual 
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geometrical repercussions) of our constructive inverse function and implicit 
function theorems would seem to have much to recommend it. 
Added in proof. The properties mentioned in Problem 1 are indeed valid 
for every positive integer n, as shown by Ira M. Gessel in his letter of Decem- 
ber 22, 1987. His solution is (with hindsight) extremely simple: For the first prop- 
erty, set each ui equal to 1, so that Y = X/(1 - X). Then ‘X = Y/( 1 + Y) = 
C&1 (-l),+*Y? Similarly, for the second property set Qij = 1 for i + j > 1. Then 
1 
f (xp y, = (1 -X)(1 - y) - l* 
and the equation f (X, u(X)) = 0 has the solution 
u(X) = -X/(1 -X) = i (-l)xn. 
fl=l 
(Cf. also the review 88h:05021 of [28] in “Mathematical Reviews”, August 1988, 
by Ira M. Gessel.) 
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