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HAMILTONICITY IN CHERRY-QUASIRANDOM 3-GRAPHS
LUYINING GAN AND JIE HAN
Abstract. We show that for any fixed α ą 0, cherry-quasirandom 3-graphs of positive density
and sufficiently large order n with minimum vertex degree α
`
n
2
˘
have a tight Hamilton cycle.
This solves a conjecture of Aigner-Horev and Levy.
1. Introduction
The study of Hamilton cycles is a central topic in graph theory with a long and profound
history. In recent years, researchers have worked on extending the classical theorem of Dirac on
Hamilton cycles to hypergraphs and we refer to [4–6, 8, 9, 11–13, 19, 20] for some recent results
and to [17,20,24] for excellent surveys on this topic.
In this paper we restrict ourselves to 3-uniform hypergraphs (3-graphs), where each (hy-
per)edge contains exactly three vertices. For a 3-graph H and a vertex set S Ď V pHq, degHpSq
is defined to be the number of edges containing S. The minimum codegree δ2pHq of H is the
minimum of degHpSq over all pairs S of vertices in H, and the minimum degree δ1pHq of H is
the minimum of degHpvq over all vertices v P V pHq. A 3-graph C is called a tight cycle if its
vertices can be ordered cyclically such that every 3 consecutive vertices in this ordering define an
edge of C, which implies that every two consecutive edges intersect in two vertices. We say that
a 3-graph contains a tight Hamilton cycle if it contains a tight cycle as a spanning subgraph.
A tight path P has a sequential order of vertices v1v2 . . . vp´1vp such that every 3 consecutive
vertices form an edge, where the ends of P are ordered pairs pv2, v1q and pvp´1, vpq.
The study of quasirandom graphs has been a fruitful area since introduced in [7, 21,22], and
we recommend the readers to the excellent survey [16]. However, the canonical definitions for
quasirandom hypergraphs (extending [7]) have been completely settled only recently [1, 23]. In
this note we focus on the so-called ‘cherry-quasirandom 3-graphs’ defined as follows. An n-vertex
3-graph H is called pρ, dq -dense if
eHp~G1, ~G2q :“ |tpx, y, zq P P2p ~G1, ~G2q : tx, y, zu P EpHqu| ě d|P2p ~G1, ~G2q| ´ ρn
3
for every ~G1, ~G2 Ď V pHq ˆ V pHq, where
P2p ~G1, ~G2q :“ tpx, y, zq P V pHq
3 : px, yq P ~G1, py, zq P ~G2u.
Aigner-Horev and Levy proved the following result on tight Hamiltonicity in pρ, dq -dense
3-graphs.
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Theorem 1.1. [2] For every d, α P p0, 1s, there exist an integer n0 and a real ρ ą 0 such
that the following holds for all n ě n0. Let H be an n-vertex pρ, dq -dense 3-graph satisfying
δ2pHq ě αn. Then, H has a tight Hamilton cycle.
They also showed that for α`d ą 1 the pρ, dq -denseness together with δ1pHq ě α
`
n
2
˘
implies
tight Hamiltonicity and asked [2, Conjecture 1.6] if the condition α` d ą 1 can be dropped. In
this note we verify this conjecture.
Theorem 1.2. For every α, d P p0, 1s there exist an n0 and ρ ą 0 such that the following holds
for all n ě n0. Let H be an n-vertex pρ, dq -dense 3-graph satisfying δ1pHq ě α
`
n
2
˘
. Then, H
has a tight Hamilton cycle.
There are weaker versions of quasirandomness for 3-graphs compared with -denseness,
namely, -denseness and -denseness. An n-vertex 3-graph H is called pρ, dq -dense if
eHpX,Y,Zq :“ |tpx, y, zq P X ˆ Y ˆ Z : tx, y, zu P EpHqu| ě d|X||Y ||Z| ´ ρn
3
for every X,Y,Z Ď V pHq; an n-vertex 3-graph H is called pρ, dq -dense if
eHpX,Gq :“ |tpx, py, zqq P X ˆG : tx, y, zu P EpHqu| ě d|X||G| ´ ρn
3
for every X Ď V pHq and G Ď V pHqˆV pHq. It is known that the -denseness in Theorems 1.1
and 1.2 cannot be replaced by either of these two weaker ones – namely, degenerate choices of α
and d do not guarantee tight Hamiltonicity under these two notions of quasirandomness. In this
sense, the -denseness in these two theorems is best possible. In contrast, for a weaker notion of
Hamiltonicity, namely, the loose cycles, Lenz, Mubayi and Mycroft [18] proved that degenerate
choices of α and d already force loose Hamiltonicity under -denseness. Very recently, Arau´jo,
Piga and Schacht [3] annouced that for any α ą 0 and d ą 1{4, having minimum vertex degree
α
`
n
2
˘
and being pρ, dq -dense guarantee tight Hamiltonicity.
1.1. Proof ideas. Let us briefly talk about our proof here. Following other recent work on
Hamilton cycles, we use the absorption method, which roughly splits the proof into the following
three steps. Let H be an n-vertex pρ, dq -dense 3-graph satisfying δ1pHq ě α
`
n
2
˘
.
‚ Absorber lemma: every vertex v in H has many absorbers, namely, a constant-length
tight path that can include v as an interior vertex or leave v out;
‚ Connection lemma: every two ordered pairs of vertices can be connected by a constant-
length tight path;
‚ Path cover lemma: almost all vertices of the 3-graph can be covered by a constant
number of vertex-disjoint tight paths.
It is straightforward to prove the path cover lemma for quasirandom 3-graphs. The proof of
Theorem 1.1 relies on the fact that all pairs of vertices have a good codegree (namely, αn), which,
together with the cherry-denseness, allows them to employ the cascade method to establish a
connection lemma. Our main advance is to observe that as H is -dense, almost all pairs of
vertices of H have a good codegree. Moreover, a ‘shaving’ technique (e.g., [10, Lemma 8.8])
shows that we can find a spanning subgraph of H where almost all pairs have codegree dn{3
and other pairs have degree 0. These allow us to stick to these high codegree pairs and employ
the cascades for connections, and actually such a result has been proven in [2, Lemma 3.23].
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2. Tools
In this section we prove the lemmas needed for the proof of Theorem 1.2. Note that by
definition, if H is an n-vertex pρ, dq -dense 3-graph, then any induced subgraph of H on αn
vertices is pρ{α3, dq -dense and we will use this simple fact without further references.
Throughout the rest of the paper, we will refer to tight paths as just paths. Given a 3-graph
H, let BH :“ tpx, yq : degHpxyq ą 0u be the shadow of H. For any v P A, define degHpv,Aq :“ˇˇ
NHpvq X
`
A
2
˘ˇˇ
and for each pair of vertices x, y P A, let degHpxy,Aq :“ |NHpx, yq XA|.
We use the following result proved in [10, Lemma 8.8]. Note that its original version does not
include an estimate on the loss of the number of edges which actually follows from its proof.
Lemma 2.1. [10] Let n ě 6 and 0 ă µ, θ ă 1. Let H be an n-vertex 3-graph with degHpSq ě
µpn ´ 2q for all but at most θ
`
n
2
˘
pairs S. Then H contains a spanning subgraph H 1 with
epHzH 1q ď 48θ1{4
`
n
3
˘
and either degH 1pSq ě pµ ´ 8θ
1{4qpn ´ 2q or degH 1pSq “ 0. Moreover,
|BH 1| ě p1´ θ ´ θ1{4q
`
n
2
˘
, namely, the number of S with degH 1pSq “ 0 is at most pθ ` θ
1{4q
`
n
2
˘
.
The following lemma defines a spanning subgraph of an n-vertex 3-graph H, which will be
crucial in our proof. We note that in this lemma -denseness is sufficient.
Lemma 2.2. Let d ą 0 and ρ ď d5{p34025q. Let H be an n-vertex pρ, dq -dense 3-graph. Then
there exists a spanning subgraph H 1 of H, satisfying the following properties.
(1) For any pair S of vertices, either degH 1pSq ě dn{3 or degH 1pSq “ 0. Moreover, |BH
1| ě
p1´ ρ1{5q
`
n
2
˘
, namely, the number of S with degH 1pSq “ 0 is at most ρ
1{5
`
n
2
˘
.
(2) H 1 is pρ1{5, dq -dense.
Proof. Let S be the collection of pairs with degHpSq ă dpn ´ 2q{2. Let ~S :“ tpx, yq : xy P Su.
So | ~S| “ 2|S|. Since H is pρ, dq -dense, we have
dpn´ 2q
2
¨ 2|S| ě eHp~S, V pHq
2q ě d|P2p ~S, V pHq
2q| ´ ρn3 “ 2d|S |n´ ρn3.
The above inequalities imply that
|S| ď
ρn3
dpn` 2q
ď
ρnpn´ 1q
d
“
2ρ
d
ˆ
n
2
˙
.
Let H 1 be the spanning subgraph of H returned by Lemma 2.1 with µ “ d{2 and θ “ 2ρ{d.
So we have epHzH 1q ď 48p2ρ{dq1{4
`
n
3
˘
, |BH 1| ě p1´ 2ρ{d´ p2ρ{dq1{4q
`
n
2
˘
ě p1´ ρ1{5q
`
n
2
˘
and
degH 1pSq ě pd{2´ 8p2ρ{dq
1{4qpn ´ 2q ě pd{2´ d{7qpn ´ 2q ě dn{3.
Thus, (1) holds.
Since H is pρ, dq -dense, for every ~G1, ~G2 Ď V pHq ˆ V pHq, we have
eH 1p~G1, ~G2q ě eHp ~G1, ~G2q ´ epHzH
1q ě d|P2p~G1, ~G2q| ´ ρn
3 ´ 48p2ρ{dq1{4
ˆ
n
3
˙
ě d|P2p ~G1, ~G2q| ´ pρ` 8p2ρ{dq
1{4qn3 ě d|P2p ~G1, ~G2q| ´ ρ
1{5n3.
Thus H 1 is pρ1{5, dq -dense. 
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Let H be a 3-graph. For v P V pHq, a quadruple px, y, z, wq P V pHq4 is said to be a v-absorber
if tx, y, zu, ty, z, wu, tv, x, yu, tv, y, zu, tv, z, wu P EpHq. We state and use [2, Lemma 4.2] (in a
weaker form) and refine the absorbers it gives in the next lemma.
Lemma 2.3. [2, Lemma 4.2] For every α, d P p0, 1s, there exist ρ ą 0 and c ą 0 such that the
following holds for any sufficiently large integer n. Let H be an n-vertex pρ, dq -dense 3-graph
satisfying δ1pHq ě α
`
n
2
˘
, and let v P V pHq. Then, there are at least cn4 v-absorbers in H.
Lemma 2.4. For every α, d P p0, 1s, there exists ρ ą 0 such that the following holds for any
sufficiently large integer n. Let H be an n-vertex pρ, dq -dense 3-graph satisfying δ1pHq ě α
`
n
2
˘
,
and let H 1 be a spanning subgraph of H satisfying Lemma 2.2 (1). Let v P V pHq. Then, for
any W Ď V pHq with |W | ď αn{4, there exists a v-absorber v1v2v3v4 in V pHqzW such that
degH 1pv1v2q ě dn{3 and degH 1pv3v4q ě dn{3.
Proof. Apply Lemma 2.3 with α{2 and d, and obtain ρ1 ą 0 and c ą 0. Let ρ “ mintc5p1 ´
α{4q20, ρ1p1 ´ α{4q3, d5{p34025qu, H1 :“ HrpV pHqzW q Y tvus and denote its order by n1pě
n´ αn{4q. Then H1 is pρ
1, dq -dense and
δ1pH1q ě δ1pHq ´
αn
4
pn ´ 1q ě α
ˆ
n
2
˙
´
α
2
ˆ
n
2
˙
ě
α
2
ˆ
n1
2
˙
.
By Lemma 2.3, there are at least cn41 v-absorbers inH1. By Lemma 2.2 (1), |BH
1| ě p1´ρ1{5q
`
n
2
˘
.
The desired v-absorber exists because
cn41 ´ 2ρ
1{5
ˆ
n
2
˙
n2 ě cpn´ αn{4q4 ´ ρ1{5n3pn´ 1q ą 0. 
We use the following connection lemma from [2].
Lemma 2.5. [2, Lemma 3.23] For every d, β P p0, 1s with β ă d, there exist an integer n0 ą 0
and a real ρ0 ą 0 such that the following holds for all n ě n0 and 0 ă ρ ă ρ0. Let H be an
n-vertex pρ, dq -dense 3-graph and let H 1 be a spanning subgraph of H such that for any x, y of
V pHq, either degH 1pxyq “ 0 or degH 1pxyq ě βn. Let px, yq and px
1, y1q be two disjoint ordered
pairs of vertices such that both xy and x1y1 are in BH 1. Then, there exists a 10-vertex path in
H connecting px, yq and px1, y1q.
Now we are ready to prove our absorption lemma.
Lemma 2.6. For every α, d P p0, 1s, there exists ρ ą 0 such that the following holds for any
sufficiently large integer n. Let H be an n-vertex pρ, dq -dense 3-graph satisfying δ1pHq ě α
`
n
2
˘
and let H 1 be a spanning subgraph of H satisfying Lemma 2.2 (1). Then for any A Ď V pHq
with |A| ď dn{66, there exists a path P of length at most 10|A| such that both ends of P are in
BH 1, and for any A1 Ď A, there is a tight path P 1 on V pP q YA1 which has the same ends as P .
Proof. Apply Lemma 2.4 with d and α and obtain ρ1. Apply Lemma 2.5 with β “ d{6 and
obtain ρ2. Let ρ “ mintρ1, ρ2{2, d
5{p34025qu. We first choose disjoint absorbers for each v P A.
Let W be the union of A and the absorbers that have been chosen so far. Then, for each
vertex in A, we iteratively use Lemma 2.4 to find a v-absorber v1v2v3v4 in V pHqzW such that
degH 1pv1v2q ě dn{3 and degH 1pv3v4q ě dn{3.
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Next, we iteratively connect these absorbers by Lemma 2.5 to a single tight path. At each
intermediate step, let Q be the union of A and all the paths that have been chosen so far and
suppose we need to connect pv3, v4q and pv
1
2, v
1
1q. Define H1 :“ HrpV pHqzQq Y tv3, v4, v
1
1, v
1
2us
and H 11 :“ H
1rpV pHqzQq Y tv3, v4, v
1
1, v
1
2us. As all the connections will be done by Lemma 2.5,
we have |V pH1q| ě n ´ |Q| ě n ´ 11|A| ě 5n{6, which implies that H1 is p2ρ, dq -dense. For
those x, y with degH 1pxyq “ 0, we have degH 1
1
pxyq “ 0; for those x, y with degH 1pxyq ě dn{3,
we have
degH 1
1
pxyq ě degH 1pxyq ´ 11|A| ě dn{6.
That is, for any x, y of V pH1q, either degH 1
1
pxyq “ 0 or degH 1
1
pxyq ě dn{6. In particular,
degH 1
1
pv3v4q ě dn{6 and degH 1
1
pv12v
1
1q ě dn{6. By Lemma 2.5, there exists a 10-vertex path in
H1 connecting pv3, v4q and pv
1
2, v
1
1q. In conclusion, we obtain a path P of length no more than
10|A|. For any A1 Ď A, we can put each vertex of A1 into its absorber, which is an interior path
of P . This results a tight path P 1 on V pP q YA1 which has the same ends as P . 
At last, we use a path cover lemma given in [2]. In fact the -denseness is sufficient but we
state it in terms of -dense to unify the statement of the lemmas.
Lemma 2.7. [2, Lemma 1.13] For every d, ζ P p0, 1s, there exist n0 :“ n0pd, ζq, ρ0 “ ρ0pd, ζq ą 0,
and an integer l0 “ l0pd, ζq such that the following holds for all n ě n0 and 0 ă ρ ă ρ0. Let
H be an n-vertex pρ, dq -dense 3-graph. Then, all but at most ζn vertices of H can be covered
using at most l0 vertex-disjoint paths.
3. Proof of Theorem 1.2
Here is a brief sketch of the proof. We first choose a random set A, which will be used to
deal with the leftover vertices from the almost path cover and connect all paths to a tight cycle.
Next, we apply Lemma 2.6 to find an absorbing path P0 for A, and apply Lemma 2.7 to find
a constant number of paths that leaves a set U of vertices uncovered. Using vertices in A, we
put each vertex in U into disjoint 5-vertex paths, which can be done by applying Lemma 2.6
on HrAY U s. Now we connect all these paths together into a tight cycle C, leaving only some
vertices in A outside V pCq. Finally the uncovered vertices of A will be absorbed by P0 (as P0
is an interior path of C) and we obtain a tight Hamilton cycle of H.
Now we start our proof. Given α, d P p0, 1s, let σ “ mint 1
132
, d
33
u and ζ “ mintασ
72
, dσ
4320
u.
Apply Lemma 2.4 with α{18 in place of α, d{6 in place of d and obtain ρ1. Apply Lemma 2.5
with d and β “ d{20 and obtain ρ2. Apply Lemma 2.6 with α, d and obtain ρ3. Apply Lemma
2.7 with d, ζ and obtain ρ4 and l0. Let ρ “ mintρ1σ
10{210, ρ2σ
3{27, ρ3, ρ
5
4{32, d
5{p34025qu and
n0 be sufficiently large. Let n ě n0 and H be an n-vertex pρ, dq -dense 3-graph. Let H
1 be the
spanning subgraph of H given by Lemma 2.2 satisfying (1) and (2).
Choose a random set A. First, we pick a random set A by including every vertex of H
independently with probability σ. Then, we have Ep|A|q “ σn. Chernoff’s inequality (see
[15, Corollary 2.3]) and the above expectation yield that
Pp|A| ą 2σnq “ op1q, Pp|A| ă σn{2q “ op1q.
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Moreover, by Janson’s inequality (see [14, Theorem 2.14]), for any v, x, y P V pHq, we have
PpdegHpv,Aq ă degHpvqσ
2{2q ď 1{n3, and
PpdegH 1pxy,Aq ă degH 1pxyqσ{2q ď 1{n
3.
In summary, by the union bound, there exists a choice of A such that
(i) σn{2 ď |A| ď 2σn,
(ii) degHpv,Aq ě degHpvqσ
2{2 ě ασ
2
2
`
n
2
˘
for every v P V pHq, and
(iii) either degH 1pxy,Aq ě degH 1pxyqσ{2 ě σdn{6 or degH 1pxyq “ 0 for every x, y P V pHq.
Pick an absorbing path and an almost path cover. By Lemma 2.6, there exists a path
P0 of length no more than 10|A| such that both ends pa0, b0q and pc0, d0q of P0 are in BH
1, and
for any A1 Ď A, there is a tight path P 10 on V pP0q YA
1 which has the same ends as P0.
Define H2 :“ H 1rV pHqzpV pP0q YAqs. Since |V pH
2q| ě n´ |V pP0q YA| ě n´ 11|A| ě 5n{6,
H2 is p2ρ1{5, dq -dense. By Lemma 2.7, all but at most ζn vertices of H2 can be covered using
l ď l0 vertex-disjoint paths P1, P2, . . . , Pl. Let U be the set of uncovered vertices of H
2. Let
pai, biq and pci, diq be the ends of Pi for i P rls.
Put vertices of U into short paths. Define A˚ :“ AYU Ytai, bi, ci, diu0ďiďl. Then, we have
|A˚| “ |A| ` |U | ` |tai, bi, ci, diu0ďiďl| ď 2σn` ζn` 4pl ` 1q ď 3σn.
Since the induced subgraph HrA˚s has at least |A| ě σn{2 vertices, HrA˚s is p8ρ{σ3, dq -dense.
By (ii), for every v P A˚, we have
degHrA˚spvq ě degHpv,Aq ě
ασ2
2
ˆ
n
2
˙
ě
α
18
ˆ
|A˚|
2
˙
.
Let H 1rA˚s be the spanning subgraph of HrA˚s. For x, y P A˚, by (iii), we have either
degH 1rA˚spxyq ě degH 1pxy,Aq ě σdn{6 ě
d
18
|A˚|,
or degH 1pxyq “ 0. Moreover, the number of xy with degH 1pxyq “ 0 is at most
ρ1{5
ˆ
n
2
˙
ď ρ1{5
ˆ
2|A˚|{σ
2
˙
ď
4ρ1{5
σ2
ˆ
|A˚|
2
˙
,
as σn{2 ď |A˚|. We apply Lemma 2.4 on HrA˚s with α{18 in place of α, d{6 in place of d, and
H 1rA˚s playing the role of H 1, and conclude that for any W Ď A˚ with |W | ď α|A˚|{72 and any
v P U , there exists a v-absorber v1v2v3v4 in A
˚zW such that degH 1rA˚spv1v2q ě d|A
˚|{18 and
degH 1rA˚spv3v4q ě d|A
˚|{18.
We greedily choose disjoint paths Qv “ v1v2vv3v4 for each v P U (clearly, a v-absorber gives
such a path) such that degH 1rA˚spv1v2q ě d|A
˚|{18 and degH 1rA˚spv3v4q ě d|A
˚|{18. Let W be
the union of U Ytai, bi, ci, diu0ďiďl and the paths that have been chosen so far. Note that |W | ď
|U | ` 4pl ` 1q ď ζn` 4l ` 4 ď α|A˚|{72. Then, for every vertex v P U , we can use the property
above to find a v-absorber v1v2v3v4 in A
˚zW “ AzW such that degH 1rA˚spv1v2q ě d|A
˚|{18 and
degH 1rA˚spv3v4q ě d|A
˚|{18.
Connect the paths and finish the absorption. Next, we iteratively connect these paths
P0, P1, . . . , Pl, and tQv : v P Uu to a tight cycle. At each intermediate step, let Q be the vertex
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set of the union of all the paths that have been chosen so far and suppose we need to connect
two ends pz1, z2q and pw1, w2q. Because we will connect these paths by Lemma 2.5, we have
|A˚ XQ| ď 5ζn` 4l ` 4` 6pζn` l ` 1q ď 12ζn ď 24pζ{σq|A˚| ď |A˚|{10.
Define H1 :“ HrpA
˚zQq Y tz1, z2, w1, w2us and H
1
1 :“ H
1rpA˚zQq Y tz1, z2, w1, w2us. Since
|V pH1q| ě |A
˚| ´ |A˚ XQ| ě p9{10q|A˚| ě 9σn{20 ą σn{3,
H1 is p27ρ{σ
3, dq -dense. Recall that for x, y P A˚, either degH 1rA˚spxyq ě
d
18
|A˚| or degH 1pxyq “
0. For those x, y with degH 1pxyq “ 0, we have degH 1
1
pxyq “ 0; otherwise,
degH 1
1
pxyq ě degH 1rA˚spxyq ´ |A
˚ XQ| ě
d
18
|A˚| ´ 24pζ{σq|A˚| ě
d
20
|A˚|.
That is, for any x, y of A˚, either degH 1
1
pxyq “ 0 or degH 1
1
pxyq ě d|A˚|{20. In particular,
degH 1
1
pz1z2q ě d|A
˚|{20 and degH 1
1
pw1w2q ě d|A
˚|{20. By Lemma 2.5, there exists a 10-vertex
path in H1 connecting pz1, z2q and pw1, w2q. In conclusion, we obtain a tight cycle that covers
all vertices in V pHqzA. As the uncovered vertices are all in A and can be absorbed by P0, we
obtain a Hamilton cycle and the proof is completed.
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