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Resumo
Seja L uma a´lgebra de Lie sobre um corpo de caracter´ıstica p > 0. Estudamos
a estrutura de a´lgebra de Lie da a´lgebra de Poisson sime´trica truncada s(L). Isto e´,
determinamos as condic¸o˜es necessa´rias e suficientes para L com respeito as quais s(L) e´
Lie nilpotente, Lie nilpotente forte, solu´vel e solu´vel forte, onde precisamos p > 2 para
estudar a solubilidade. Com respeito as condic¸o˜es estabelecidas, especificamos a classe
de Lie nilpoteˆncia forte de s(L). Ale´m disso, provamos que a classe de Lie nilpoteˆncia
coincide com a classe de Lie nilpoteˆncia forte no caso p > 3.
Em nossa abordagem, usamos uma teoria bem estabelecida de delta-conjuntos para
a´lgebras de Lie e teoria de relac¸o˜es ideˆnticas para a´lgebras de Poisson. Tambe´m estudamos
filtrac¸o˜es em a´lgebras de Poisson e provamos resultados sobre os produtos dos termos das
se´ries centrais inferiores para a´lgebras de Poisson.
Shestakov provou que a a´lgebra sime´trica S(L) de uma a´lgebra de Lie arbitra´ria L,
satisfaz a identidade de Poisson {x, {y, z}} ≡ 0 se, e somente se, L e´ abeliana. Estende-
mos este resultado para Lie nilpoteˆncia e Lie solubilidade de S(L).
Palavras-chave: A´lgebras sime´tricas, a´lgebras de Poisson, Lie nilpoteˆncia, Lie solu-
bilidade, a´lgebras de Lie, PI-a´lgebras, identidades polinomiais.
Abstract
Let L be a Lie algebra over a field of characteristic p > 0. We study the Lie algebra
structure of the truncated symmetric Poisson algebra s(L). Namely, we determine the
necessary and sufficient conditions for L under which s(L) is Lie nilpotent, Lie strongly
nilpotent, solvable and strongly solvable, where we need p > 2 to study the solvability.
Under established conditions, we specify the strong Lie nilpotency class of s(L). Moreover,
we prove that the Lie nilpotency class coincides with the strong Lie nilpotency class in
case p > 3.
In our approach, we use a well-established theory of delta-sets for Lie algebras and
theory of identical relations of Poisson algebras. Also, we study filtrations in Poisson
algebras and prove results on products of the terms of the lower central series for Poisson
algebras.
Shestakov proved that the symmetric algebra S(L) of an arbitrary Lie algebra L sa-
tisfies the Poisson identity {x, {y, z}} ≡ 0 if, and only if, L is abelian. We extend this
result for Lie nilpotency and Lie solvability of S(L).
Keywords: Symmetric algebras, Poisson algebras, Lie nilpotence, Lie solvability, Lie
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Introduc¸a˜o
A teoria de PI-a´lgebras associativas, isto e´, de a´lgebras que satisfazem identidades
polinomiais na˜o triviais, e´ uma a´rea cla´ssica da a´lgebra moderna. Isto e´ um importante
instrumento para estudar estruturas e propriedades de a´lgebras associativas. Agora, existe
tambe´m uma teoria estabelecida de identidades em a´lgebras de Lie [1]. Ela tem va´rias
aplicac¸o˜es na teoria de grupos tais como a soluc¸a˜o do Problema Restrito de Burnside (para
maiores detalhes veja [58, 59]). Tambe´m, relac¸o˜es ideˆnticas foram aplicadas ao estudo de
outras estruturas alge´bricas.
O primeiro ponto de partida para nossa pesquisa e´ o resultado de Passman sobre
a existeˆncia de identidades em ane´is de grupos [34] (Teorema 2.1.1, na pa´gina 52 deste
texto). Este artigo causou uma intensa pesquisa sobre diferentes tipos de identidades
em ane´is de grupos, tais como Lie nilpoteˆncia, solubilidade, identidades na˜o matriciais,
classes de Lie nilpoteˆncia, comprimentos de solubilidade, etc. Existem pelo menos 50
trabalhos publicados nesta a´rea.
Latyshev [26] e Bahturin [2] iniciaram o estudo de identidades em a´lgebras envelo-
pantes universais de a´lgebras de Lie. O segundo ponto de partida para nossa pes-
quisa e´ o resultado de Passman [36] e Petrogradsky [37] sobre a existeˆncia de identidades
nas a´lgebras envelopantes restritas (Teorema 2.3.1, na pa´gina 55 deste texto). Existem
va´rios artigos nesta a´rea onde sa˜o estudados diferentes tipos de identidades, tais como Lie
nilpoteˆncia, solubilidade, identidades na˜o matriciais, classes de Lie nilpoteˆncia, compri-
mentos de solubilidade, etc. Assim, Riley e Shalev determinaram condic¸o˜es necessa´rias
e suficientes para a´lgebras de Lie restritas nas quais a a´lgebra envelopante restrita e´ Lie
nilpotente ou solu´vel [42]. Tambe´m a pesquisa foi estendida a novos objetos, tais como
supera´lgebras de Lie, supera´lgebras de Lie coloridas e produtos smash. Estes problemas
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foram estudados em numerosos trabalhos por Bahturin, Kochetov, Petrogradsky, Riley,
Shalev, Siciliano, Spinelly, Usefi, et. al.
A´lgebras de Poisson foram definidas primeiro nos trabalhos de Berezin [7] e Vergne
[55]. A´lgebras de Poisson foram usados para estudar a´lgebras envelopantes universais de
a´lgebras de Lie, para a´lgebras de Lie de dimensa˜o finita em caracter´ıstica zero. A´lgebras de
Poisson surgem naturalmente em diferentes a´reas da a´lgebra, topologia e f´ısica. Aplicando
a´lgebras de Poisson, Shestakov e Umirbaev conseguiram resolver um problema de longa
data: eles provaram que o automorfismo de Nagata do anel polinomial em treˆs varia´veis
C[x, y, z] e´ “wild”, (para mais detalhes veja [45]). Propriedades alge´bricas relacionadas
de a´lgebras de Poisson livres foram estudadas por Makar-Limanov, Shestakov e Umirbaev
[27], [28].
As a´lgebras de Poisson livres foram definidas por Shestakov [44]. A teoria ba´sica
de identidades para a´lgebras de Poisson foi desenvolvida por Farkas [13, 14]. Vemos
mais desenvolvimentos sobre a teoria de identidades para a´lgebras de Poisson e aplicac¸o˜es
a`s enta˜o chamadas crescimento de codimenso˜es em caracter´ıstica zero por Mishchenko,
Petrogradsky e Regev [29].
Continuamos a estudar identidades de a´lgebras de Poisson sime´tricas (truncadas) de
(super)a´lgebras de Lie iniciado por Kostant [22], Shestakov[44], e Farkas [14]. O terceiro
ponto de partida para nossa pesquisa e´ o resultado de Giambruno e Petrogradsky
[15] sobre a existeˆncia de identidades de Poisson multilineares na˜o triviais nas a´lgebras
sime´tricas truncadas das a´lgebras de Lie restritas (Teorema 2.5.5, na pa´gina 60 deste
texto).
A presente tese e´ dedicada a` questa˜o de quando a´lgebras sime´tricas truncadas das
a´lgebras de Lie sobre um corpo de caracter´ıstica positiva satisfazem as identidades de Lie
nilpoteˆncia, Lie nilpoteˆncia forte, solubilidade e solubilidade forte. Tambe´m determina-
mos as respectivas classes de nilpoteˆncia.
Nosso trabalho esta´ estruturadamente dividido em cinco cap´ıtulos. No Cap´ıtulo
1, apresentamos conceitos ba´sicos, mas que sa˜o fundamentais para o desenvolvimentos
dos demais cap´ıtulos. Inclu´ımos elementos da teoria de a´lgebras de Lie como definic¸o˜es
e noc¸o˜es de a´lgebras de Lie, noc¸o˜es de a´lgebras de Lie nilpotente e solu´vel, bem como
resultados que relacionam as suba´lgebras e ideais de Lie a estes dois conceitos. Tambe´m
apresentamos algumas noc¸o˜es de a´lgebras associativas e de Lie livres, onde para esta
u´ltima fazemos a construc¸a˜o de uma base (como K-espac¸o vetorial) para seus elementos,
Introduc¸a˜o. 3
a base de Hall e introduzimos da´ı, a definic¸a˜o de PI-a´lgebras. Destacamos a existeˆncia
de uma a´lgebra envelopante universal para uma a´lgebra de Lie e enunciamos o Teorema
de Poincare´-Birkhoff-Witt. Em uma das sec¸o˜es, recordamos alguns objetos da teoria de
grupos e definimos um anel de grupo. Por fim, no´s apresentamos a definic¸a˜o de a´lgebras
de Poisson, damos alguns exemplos t´ıpicos e tambe´m introduzimos as a´lgebras de Poisson
livre e identidades de Poisson.
No Cap´ıtulo 2, apresentamos um compeˆndio de resultados descobertos por va´rios
matema´ticos com respeito a identidades satisfeitas pelas va´rias estruturas apresentadas no
Cap´ıtulo 1. Estes resultados foram valiosas ferramentas para nosso trabalho, portanto
no´s apresentamos cada um dos seus enuncidados. Neste cap´ıtulo, esta˜o resultados das
identidades de ane´is de grupos, a´lgebras envelopantes, dos produtos smash de ane´is de
grupos e a´lgebras envelopantes, e das identidades das a´lgebras de Poisson.
No Cap´ıtulo 3, apresentamos nossos resultados principais sobre Lie nilpoteˆncias e
solubilidades da a´lgebra sime´trica truncada de uma a´lgebra de Lie sobre um corpo de
caracter´ıstica p > 0. Introduzimos duas noc¸o˜es de Lie nilpoteˆncia que sa˜o dadas por meio
das se´ries centrais inferiores e poteˆncias de Lie superiores de a´lgebras de Poisson e duas
noc¸o˜es de Lie solubilidade que sa˜o dadas por meio das se´ries derivadas de a´lgebras de
Poisson. O ponto de partida para o Cap´ıtulo 4, e´ a demonstrac¸a˜o do nosso primeiro
resultado principal em que estabelecemos condic¸o˜es necessa´rias e suficientes para L as
quais nos permitem definir identidades de Lie nilpoteˆncia e Lie nilpoteˆncia forte satisfeitas
por s(L). Neste cap´ıtulo no´s apresentamos os delta-conjuntos e suas propriedades que sa˜o
conceitos fundamentais para as nossas provas. Definimos as filtrac¸o˜es em a´lgebras de Lie
e a´lgebras sime´tricas truncadas e apresentamos um resultado chave que relaciona estas
duas filtrac¸o˜es. Desta relac¸a˜o e´ poss´ıvel especificar a classe de Lie nilpoteˆncia forte da
a´lgebra sime´trica truncada. Tambe´m apresentamos alguns resultados que nos permitem
concluir que a classe de Lie nilpoteˆncia coincide com a classe de Lie nilpoteˆncia forte. No´s
seguimos uma abordagem pro´xima a que foi feita por Krasilnikov em [23].
No Cap´ıtulo 5, no´s demonstramos o nosso segundo resultado principal, que e´ sobre
a Lie solubidade da a´lgebra sime´trica truncada de uma a´lgebra de Lie sobre um corpo de
caracter´ıstica p ≥ 3. Tambe´m para estes resultados, apresentamos condic¸o˜es necessa´rias
e suficientes que a a´lgebra de Lie L precisa ter para definirmos as identidades de Lie
solu´vel e Lie solu´vel forte satisfeitas por s(L). Neste cap´ıtulo, usamos o conceito de delta-
conjuntos definido no Cap´ıtulo 4. Constru´ımos dois exemplos de a´lgebras sime´tricas
truncadas que sa˜o solu´veis mas que na˜o sa˜o solu´veis fortes sobre corpos de caracter´ıstica
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p = 2. Finalizamos nossos trabalhos apresentando uma generalizac¸a˜o dos resultados de
Shestakov [44] das identidades da a´lgebra de Poisson sime´trica sobre um corpo arbitra´rio.
Cap´ıtulo 1
Preliminares
Neste cap´ıtulo apresentamos definic¸o˜es e resultados que sera˜o importantes para o
desenvolvimento do nosso trabalho. Primeiro, falaremos de alguns objetos da teoria de
a´lgebras de Lie, tais como a´lgebras de Lie, suba´lgebras, ideais, morfismos, a´lgebras de Lie
nilpotentes e solu´veis. Depois, vamos introduzir as noc¸o˜es de a´lgebras livres, como a´lgebras
associativas livres e a´lgebras de Lie livres. A partir dos elementos destas estruturas,
definiremos as a´lgebras que satisfazem identidades polinomiais na˜o triviais e que sa˜o assim
chamadas PI-a´lgebras. Vamos recordar os conceitos de a´lgebras envelopantes universais
de uma a´lgebra de Lie, de grupos e de ane´is de grupos. Introduziremos a definic¸a˜o de
a´lgebras de Poisson, dando quatro exemplos delas e mencionamos as a´lgebras de Poisson
livres e identidades de Poisson.
1.1 A´lgebras de Lie
Vamos recordar a definic¸a˜o de a´lgebra na˜o associativa sobre um corpo K.
Definic¸a˜o 1.1.1 Uma a´lgebra na˜o associativa A sobre um corpo K e´ um espac¸o vetorial
no qual e´ definido uma operac¸a˜o bilinear · : A × A → A, chamada produto tal que, para
quaisquer a, b, c ∈ A e qualquer α ∈ K, satisfaz os seguintes axiomas:
1. (a+ b) · c = a · c+ b · c;
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2. a · (b+ c) = a · b+ a · c;
3. α(a · b) = (αa) · b = a · (αb).
Se a a´lgebra A satisfaz
a · (b · c) = (a · b) · c,
para todos a, b, c ∈ A, enta˜o e´ chamada a´lgebra associativa.
Dada a definic¸a˜o acima, denotaremos a partir de agora, o produto a · b apenas por ab.
Seja A uma a´lgebra associativa. Denotaremos por A(−) (o mesmo espac¸o) munido
com um produto dado por
[x, y] := xy − yx, x, y ∈ A. (1.1)
Este produto em A(−) satisfaz, para todos x, y, z ∈ A, as seguintes relac¸o˜es:
1. [x, y] = −[y, x] (anticomutatividade ou antissime´trica);
2. [[x, y], z] + [[y, z], x] + [[z, x], y] ≡ 0 (Identidade de Jacobi).
O espac¸o A(−), com o produto (1.1), e´ chamado a´lgebra de Lie. A seguir, iremos
introduzir a definic¸a˜o formal de a´lgebras de Lie.
Definic¸a˜o 1.1.2 Seja L um espac¸o vetorial sobre um corpo K. Dizemos que L e´ uma
a´lgebra de Lie ou K-a´lgebra de Lie se L e´ munido com um produto chamado de colchete
ou comutador de Lie
[·, ·] : L× L→ L
que satisfaz as seguintes propriedades de Lie:
1. e´ bilinear;
2. e´ anticomutativo, isto e´, [x, x] = 0 para todo x ∈ L;
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Dessa forma, pela definic¸a˜o acima, o espac¸o A(−) e´ chamado de a´lgebra de Lie asso-
ciada a a´lgebra associativa A.
Antes de prosseguirmos com nossas definic¸o˜es, vamos adotar o produto normado a`
esquerda. Isto e´, se A e´ uma a´lgebra na˜o necessariamente associativa, enta˜o o produto
normado a` esquerda dos elementos x1, x2, . . . , xn ∈ A e´ definido por induc¸a˜o como
[x1, x2, . . . , xn] = [. . . [[x1, x2], x3], . . . , xn], se n > 1.
Se n = 1, colocamos apenas x1. Ale´m disso, escrevemos, para simplificar,
[y, x, x, . . . , x︸ ︷︷ ︸
m
] = [y,m x].
Note que se L e´ uma a´lgebra de Lie e x, y ∈ L sa˜o quaisquer, segue da propriedade
antissime´trica de [·, ·] que
0 = [x+ y, x+ y] = [x, x] + [x, y] + [y, x] + [y, y] = [x, y] + [y, x],
de modo que
[x, y] = −[y, x] (1.2)
vale para qualquer a´lgebra de Lie. Reciprocamente, se esta condic¸a˜o vale, enta˜o 2[x, x] =
0, de modo que, se a caracter´ıstica de K na˜o e´ dois, enta˜o [x, x] = 0. Portanto, para
a´lgebras de Lie sobre corpos de caracter´ıstica diferente de dois, a condic¸a˜o (1.2) pode
ser usada no lugar da propriedade 2 da Definic¸a˜o 1.1.2. Ale´m disso, dizemos que dois
elementos x, y ∈ L sa˜o comuta´veis se [x, y] = 0.
Definic¸a˜o 1.1.3 Uma a´lgebra de Lie L e´ dita abeliana se quaisquer dois elementos de L
sa˜o comuta´veis.
Agora daremos algumas noc¸o˜es de morfismos, quociente e produto. Essas noc¸o˜es
fazem sentido e funcionam da mesma forma para uma grande variedade de estruturas
alge´bricas e alguns deles sera˜o catalogadas, a seguir, para as a´lgebras de Lie.
Definic¸a˜o 1.1.4 Uma transformac¸a˜o linear ϕ : L1 → L2, (com L1 e L2 a´lgebras de Lie)
e´ um:
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1. homomorfismo de a´lgebras de Lie se ϕ([x, y]L1) = [ϕ(x), ϕ(y)]L2, para quaiquer
x, y ∈ L1;
2. isomorfismo de a´lgebras de Lie se for um homomorfismo de a´lgebras de Lie in-
vert´ıvel;
3. automorfismo de L1 se e´ um isomorfismo de a´lgebras de Lie e L1 = L2.
Duas a´lgebras de Lie L1 e L2 sa˜o ditas isomorfas se existe um isomorfismo ϕ : L1 → L2.
Seja L uma a´lgebra de Lie sobre um corpo K e sejam H1 e H2 K-subespac¸os vetoriais
de L. Enta˜o definimos
[H1, H2] := 〈[h1, h2] | h1 ∈ H1, h2 ∈ H2〉K
o subespac¸o de L gerado pelo comutador dos elementos de H1 e H2. Note que [H1, H2] =
[H2, H1].
Definic¸a˜o 1.1.5 Seja L uma a´lgebra de Lie sobre um corpo K e seja H subespac¸o de L.
Enta˜o
1. H e´ chamado suba´lgebra de Lie ou simplesmente de suba´lgebra de L se [H,H] ⊆ H;
2. H e´ chamado ideal de Lie ou apenas de ideal de L se [H,L] ⊆ H.
Em particular, o subespac¸o [L,L] = 〈[l1, l2] | l1, l2 ∈ L〉K e´ um ideal de L chamado
ideal comutador, ou derivado de L e e´ denotado por L′ ou ainda por L2.
Seja A uma K-a´lgebra. Um endomorfismo δ do espac¸o vetorial de A e´ chamado uma
derivac¸a˜o se para quaisquer x, y ∈ A, tem-se
δ(x, y) = δ(x)y + xδ(y).
Exemplo 1.1.6 Seja L uma a´lgebra de Lie e seja D(L) o espac¸o vetorial de todas as
derivac¸o˜es de L, isto e´, operadores lineares do espac¸o vetorial L que satisfazem
δ([x, y]) = [δ(x), y] + [x, δ(y)], δ ∈ D(L), x, y ∈ L.
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D(L) e´ uma a´lgebra de Lie com produto definido como
[δ, θ](a) = δ(θ(a))− θ(δ(a)), δ, θ ∈ D(L).
Agora, seja x ∈ L, a aplicac¸a˜o adx : L → L, dada por adx(y) = [x, y], y ∈ L, e´
uma derivac¸a˜o. Tal derivac¸a˜o e´ chamada interna. O conjunto adL = {adx | x ∈ L} das
derivac¸o˜es internas de L e´ um ideal de Lie de D(L).
Exemplo 1.1.7 Seja L uma a´lgebra de Lie. O centro de L e´ o subconjunto
Z(L) = {x ∈ L | [x, y] = 0, ∀ y ∈ L}.
O centro de uma a´lgebra de Lie L e´ um ideal. De fato, como [0, y] = 0, para todo
y ∈ L, logo 0 ∈ Z(L). Se y ∈ L e x ∈ Z(L), enta˜o [x, y] = 0 ∈ Z(L).
Definic¸a˜o 1.1.8 Seja L uma a´lgebra de Lie sobre um corpo K e seja S um subconjunto
de L. Definimos:
1. a suba´lgebra de Lie L gerada por S, denotada por Lie(S), como sendo a intersec¸a˜o
de todas as suba´lgebras de L que conte´m S;
2. o ideal de L gerado por S como sendo a intersec¸a˜o de todos os ideais de L que
conte´m S.
Se L = Lie(S), enta˜o dizemos que S gera L como a´lgebra, ou que S e´ um conjunto
gerador de L como a´lgebra. Uma caracterizac¸a˜o de suba´lgebra e ideal gerado por um
subconjunto de uma a´lgebra de Lie e´ dado a seguir.
1. A suba´lgebra de L gerada por S coincide com o subespac¸o de L gerado pelo conjunto
{[si1 , si2 , . . . , sin ] | ij ∈ N, si ∈ S}.
2. O ideal de L gerado por S coincide com o subespac¸o de L gerado por
{[s, a1, . . . , ak] | s ∈ S, ai ∈ L, k ≥ 0}.
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As propriedades de soma e de intersec¸a˜o de ideais e suba´lgebras esta˜o catalogadas no
seguinte resultado.
Proposic¸a˜o 1.1.9 ([31], pa´g. 9) Sejam H1 e H2 subespac¸os de L sobre o corpo K e
defina H1 + H2 := {h1 + h2 | h1 ∈ H1, h2 ∈ H2} e H1 ∩ H2 := {h | h ∈ H1, h ∈ H2}.
Enta˜o
1. se H1 e H2 sa˜o ideais, enta˜o H1 +H2 e H1 ∩H2 sa˜o ideais;
2. Se H1 e´ suba´lgebra e H2 e´ ideal, enta˜o H1 +H2 e H1 ∩H2 sa˜o suba´lgebras;
3. Se H1 e H2 sa˜o suba´lgebras, enta˜o H1 ∩H2 e´ uma suba´lgebra.
Agora, sejam L1 e L2 a´lgebras de Lie, com respeito ao nu´cleo e a imagem de um
homomorfismo entre essas a´lgebras, temos o seguinte teorema.
Teorema 1.1.10 ([31], pa´g. 10) Seja ϕ : L1 → L2 um homomorfismo de a´lgebras de
Lie. Enta˜o
1. o nu´cleo kerϕ e´ um ideal de L1;
2. a imagem Imϕ e´ uma suba´lgebra de L2.
Sejam L uma a´lgebra de Lie sobre um corpo K e H um ideal de L. O espac¸o quociente
L/H := {x = x+H | x ∈ L}
consistindo das classes laterais x = x+H := {x+ h | h ∈ H} para x ∈ L, e´ uma a´lgebra
de Lie definindo a soma e o produto de classes por
x+ y := x+ y e λx := λx
e [x, y] := [x, y]
para todo x, y ∈ L e todo λ ∈ K. Estas operac¸o˜es esta˜o bem definidas pois H e´ um ideal,
e ele herda diretamente todos os axiomas de L.
Existe um homomorfismo sobrejetor φ : L → L/H, dado por x 7→ x = x + H, de
a´lgebras de Lie chamado de homomorfismo canoˆnico.
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Assim como no caso de a´lgebras associativas, obtemos resultados ana´logos para a´lgebras
de Lie dos seguintes teoremas.
Teorema 1.1.11 (Primeiro Teorema dos Isomosfismos, [31], pa´g. 10) Seja ϕ : L→
H um homomorfismo de a´lgebras de Lie sobre um corpo K com I = kerϕ. Enta˜o,
ψ : L/I → Imϕ
x+ I 7→ ϕ(x)
e´ um isomorfismo de a´lgebras de Lie.
Demonstrac¸a˜o. A aplicac¸a˜o ψ esta´ bem definida uma vez que x = y e´ equivalente a
x − y ∈ I = kerϕ e assim ψ(x) = ψ(y). Isto tambe´m prova que ψ e´ injetiva, e a
sobrejetiva da imagem de ϕ e´ por construc¸a˜o. A aplicac¸a˜o ψ e´ claramente K-linear e um
homomorfismo de a´lgebras pois ϕ o e´. 
Teorema 1.1.12 (Segundo Teorema dos Isomorfismos, [31], pa´g. 10) Sejam L uma
a´lgebra de Lie sobre um corpo K, I um ideal e H uma suba´lgebra. Enta˜o H ∩ I e´ um
ideal de H e a aplicac¸a˜o
ψ :
H
(H ∩ I) →
(H + I)
I
h+ (H ∩ I) 7→ h+ I
e´ um isomorfismo de a´lgebras de Lie.
Demonstrac¸a˜o. O ideal I de L e´ automaticamente um ideal da suba´lgebra H + I (veja
o item 3. da Proposic¸a˜o 1.1.9). Agora, definindo a aplicac¸a˜o ψ : H → (H + I)/I por
ψ(h) := h+ I, teremos claramente que esta aplicac¸a˜o e´ um homomorfismo de a´lgebras de
Lie. Sua imagem e´ (H + I)/I uma vez que cada classe lateral tem um representante em
H. O nu´cleo de ψ e´ exatamente H ∩ I e segue que este e´ um ideal em H. 
A´lgebras de Lie nilpotentes e solu´veis
Seja L uma a´lgebra de Lie sobre um corpo K. Definimos, por induc¸a˜o, a se´rie central
inferior de L como γ1(L) = L e γn(L) = [γn−1(L), L] para n ≥ 2. Isto nos da´ uma
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sequeˆncia decrescente de ideais
L = γ1(L) ⊇ L2 = [L,L] = γ2(L) ⊇ · · · ⊇ γn(L) ⊇ · · ·
Definic¸a˜o 1.1.13 A a´lgebra de Lie L e´ chamada nilpotente, se existe um n ∈ N tal que
γn(L) = 0.
Se s ∈ N e´ o menor tal que γs+1(L) = 0, enta˜o dizemos que L e´ uma a´lgebra de Lie
nilpotente de classe s.
Tambe´m define-se, por induc¸a˜o, os termos da se´rie derivada de L como δ0(L) = L e
δn(L) = [δn−1(L), δn−1(L)] para n ≥ 1. Isto nos da´ a sequeˆncia decrescente de ideais
L = δ0(L) ⊇ L2 = [L,L] = δ1(L) ⊇ · · · ⊇ δn(L) ⊇ · · ·
Definic¸a˜o 1.1.14 A a´lgebra de Lie L e´ chamada solu´vel, se existe um n ∈ N tal que
δn(L) = 0.
Se s ∈ N e´ o menor tal que δs(L) = 0, enta˜o dizemos que L e´ uma a´lgebra de Lie
solu´vel de classe s.
O pro´ximo teorema relaciona as definic¸o˜es das se´ries dadas acima com os ideais e
suba´lgebras de uma a´lgebra de Lie.
Teorema 1.1.15 ([31], pa´g. 12) Sejam L uma a´lgebra de Lie, H uma suba´lgebra e I
um ideal. Enta˜o,
1. se L e´ abeliana, nilpotente ou solu´vel, enta˜o o mesmo e´ va´lido para H e L/I;
2. se I e L/I sa˜o solu´veis, enta˜o L e´ solu´vel tambe´m;
3. se L/Z(L) e´ nilpotente, enta˜o L tambe´m e´;
4. [γk(L), γm(L)] ⊆ γk+m(L) para todo k,m ∈ N;
5. δn(L) ⊆ γ2n(L) para todo n ∈ N;
6. toda a´lgebra de Lie nilpotente e´ solu´vel;
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7. se L e´ nilpotente e L 6= 0, enta˜o Z(L) 6= 0.
Demonstrac¸a˜o. Considere a afirmac¸a˜o 1, supondo L uma a´lgebra de Lie abeliana. Enta˜o
claramente todos os produtos em H e L/I sa˜o zero, assim temos 1 para este caso. Para
os casos nilpotentes e solu´veis as incluso˜es
γi(H) ⊆ γi(L) e δi(H) ⊆ δi(L)
e as igualdades
γi(L/I) = {x+ I | x ∈ γi(L)} e δi(L/I) = {x+ I | x ∈ δi(L)}
implicam imediatamente em 1.
Para 2, assumimos que ambos I e L/I sa˜o solu´veis, isto e´, existem m, k ∈ N tais que
δm(L/I) = {0 + I} e δk(I) = 0. Mas isto implica diretamente que δm(L) ⊆ I e assim
δm+k(L) = 0 o qual mostra que L e´ solu´vel.
Para provar 3, assumimos que γn(L) ⊆ Z(L), enta˜o
γn+1(L) = [γn(L), L] ⊆ [Z(L), L] = 0.
Agora, no´s consideraremos 4. A prova e´ feita por induc¸a˜o sobre m, fixando k ≥ 1.
A afirmac¸a˜o vale para m = 1 pela definic¸a˜o de γk+1(L) = [γk(L), L]. Agora vamos supor
que a afirmac¸a˜o 4. e´ va´lida para m ≤ r e para todo k. Enta˜o pela identidade de Jacobi


















⊆ [γk+r(L), L] + [γk+1(L), L]
⊆ γk+r+1(L).
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A afirmac¸a˜o 5 segue por induc¸a˜o sobre n. Temos que δ0(L) = L = γ1(L) = γ20(L),
para o caso n = 1. Vamos supor que para n > 1 tenhamos δn(L) ⊆ γ2n(L), enta˜o
δn+1(L) = [δn(L), δn(L)] ⊆ [γ2n(L), γ2n(L)] ⊆ γ2n+2n(L) = γ2n+1(L),
usando a afirmac¸a˜o 4.
Para a afirmac¸a˜o 6, suponhamos que L e´ nilpotente de classe n, isto e´, existe n
tal que γn+1(L) = 0. Assim, para todo k > n, vamos ter γk(L) = 0. Mas enta˜o,
δn(L) ⊆ γ2n(L) = 0 (uma vez que 2n > n, para todo n ≥ 0). Desta forma, segue que L e´
solu´vel.
Agora, para a afirmac¸a˜o 7, note que se L e´ nilpotente de classe n, enta˜o γn+1(L) =
[γn(L), L] = 0, mas γn(L) 6= 0. Este u´ltimo termo da se´rie central inferior e´ na˜o nulo e
esta´ contido no centro de Z(L). 
1.2 Noc¸o˜es de a´lgebras livres
Nesta sec¸a˜o iremos assumir todas as definic¸o˜es e resultados com respeito as variedades
de a´lgebras.
A´lgebras associativas livres
Antes de introduzirmos o conceito de a´lgebras associativas livres, vamos recordar a
definic¸a˜o de produto tensorial de espac¸os vetoriais, em seguida definiremos a estrutura de
ane´is graduados.
Definic¸a˜o 1.2.1 Sejam V e W espac¸os vetoriais, sobre o corpo K, com bases {vi | i ∈ I}
e {wj | j ∈ J}, respectivamente. O produto tensorial V ⊗W = V ⊗K W de V e W e´
















αiβj(vi ⊗ wj), vi ∈ V,wj ∈ W,αi, βj ∈ K.
Os elementos de V ⊗W satisfazem as seguintes propriedades:
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1. (v1 + v2)⊗ w = (v1 ⊗ w) + (v2 ⊗ w);
2. v ⊗ (w1 + w2) = (v ⊗ w1) + (v ⊗ w2);
3. (λv)⊗ w = λ(v ⊗ w);
4. v ⊗ (λw) = λ(v ⊗ w);
para quaisquer v1, v2, v ∈ V,w1, w2, w ∈ W e λ ∈ K.
Sejam A e B K-a´lgebras e consideremos em A⊗B o produto bilinear definido por
· : (A⊗B)× (A⊗B) −→ (A⊗B)
((a1 ⊗ b1), (a2 ⊗ b2)) 7−→ (a1 ⊗ b1) · (a2 ⊗ b2) = a1a2 ⊗ b1b2.
O espac¸o vetorial, munido com este produto, e´ uma K-a´lgebra chamada de produto
tensorial das a´lgebras A e B.
Caracterizac¸a˜o por uma propriedade universal
O produto tensorial de espac¸os vetoriais, definido como acima, satisfaz a seguinte
propriedade universal: existe uma aplicac¸a˜o bilinear ⊗ : V ×W → V ⊗W tal que, para
qualquer outro espac¸o vetorial U junto com uma aplicac¸a˜o ϕ : V ×W → U , existe uma












Ale´m disso, se (Z, ⊗˜) e´ um outro par satisfazendo a mesma propriedade universal,
enta˜o Z ∼= V ⊗W .
O produto tensorial tambe´m opera em aplicac¸o˜es lineares entre espac¸os vetoriais.
Especificamente, dadas duas aplicac¸o˜es lineares ϕ : V → U e ψ : W → U entre espac¸os
vetoriais, o produto tensorial das duas aplicac¸o˜es lineares ϕ e ψ e´ uma aplicac¸a˜o linear
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ϕ⊗ ψ : V ⊗W → U
dada por
(ϕ⊗ ψ)(v ⊗ w) = ϕ(v)⊗ ψ(w), v ∈ V , w ∈ W .
Recordemos rapidamente a definic¸a˜o de anel graduado, ideal graduado e a´lgebra quo-
ciente graduada.
Definic¸a˜o 1.2.2 1. Um anel R e´ chamado um anel graduado se ele e´ a soma direta
de subgrupos aditivos: R = R0 ⊕ R1 ⊕ R2 ⊕ · · · tais que RnRm ⊆ Rn+m para todos
n,m ≥ 0. Os elementos de Rn sa˜o ditos elementos homogeˆneos de R de grau n e
Rn e´ chamado a componente homogeˆnea de R.




3. Um homomorfismo ϕ : R→ S entre dois ane´is graduados e´ chamado um homomor-
fismo graduado se ϕ(Rn) = Sn, para k = 0, 1, 2, . . ..
Ale´m disso, se R e´ um anel graduado e I um ideal graduado de R, colocando In = I ∩
Rn, para todo n ≥ 0, temos que R/I e´ naturalmente um anel graduado cujas componentes
homogeˆneas de grau n sa˜o isomo´rficas a Rn/In. Isto e´ demonstrado provando que a
aplicac¸a˜o




(. . . , rn, . . .) 7→ (. . . , rn mod In, . . .)
e´ sobrejetiva com nu´cleo I = ⊕In e portanto, define um isomorfismo de ane´is graduados.
Agora, seja X = {xi | i ∈ I} um conjunto na˜o vazio de varia´veis e seja V = 〈xi | i ∈
I〉K o espac¸o vetorial sobre um corpo K com base em X.
A a´lgebra tensorial A = A(X) do espac¸o vetorial V sobre K e´ dada por
A(X) = 〈1〉 ⊕ V ⊕ V ⊗ V ⊕ · · · ⊕ V ⊗ · · · ⊗ V︸ ︷︷ ︸
=V ⊗n
⊕+ · · ·
com o produto denotado por ∗ e definido por
(x1 ⊗ · · · ⊗ xn) ∗ (y1 ⊗ · · · ⊗ ym) = x1 ⊗ · · · ⊗ xn ⊗ y1 ⊗ · · · ⊗ ym.
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Estendemos este produto pela lei distributiva. A base de A(X) sa˜o todos os monoˆmios
nos elementos de X. Vamos dizer que dois monoˆmios xi1 ⊗ · · · ⊗ xin e xj1 ⊗ · · · ⊗ xjk
em A sa˜o iguais se, e somente se, i1 = j1, . . . , in = jk e n = k. Com respeito a esta
multiplicac¸a˜o temos V ⊗n ∗ V ⊗m ⊆ V ⊗n+m.





An, onde An = V
⊗n,
onde os elementos de An sa˜o chamados monoˆmios de grau n, isto e´, monoˆmios que tem
comprimento n.
Agora, como An ∗ Am ⊆ An+m, para todos n,m ≥ 1, temos que A e´ graduada por
grau, ou seja A tem uma estrutura de a´lgebra graduada (veja Definic¸a˜o 1.2.2).
A a´lgebra associativa A = A(X) e´ livre no sentido de que ela satisfaz a propriedade
universal definida acima para produto tensorial de espac¸os vetoriais que e´ estendida a
toda A. Isto e´, se B e´ qualquer K-a´lgebra e ϕ : V → B e´ uma aplicac¸a˜o linear, enta˜o
existe um u´nico homomorfismo de a´lgebras ϕ : A(X) → B tal que ϕ∣∣
V
= ϕ. De fato,
vamos supor que ϕ : V → B e´ uma aplicac¸a˜o linear. Enta˜o,
(x1, . . . , xn) 7→ ϕ(x1) · · ·ϕ(xn)
e´ uma aplicac¸a˜o multilinear de V ×· · ·×V em B. Ela induz a uma u´nica aplicac¸a˜o linear
ϕ : An → B que aplica x1 ⊗ · · · ⊗ xk em ϕ(x1) · · ·ϕ(xk). Segue da definic¸a˜o do produto ∗
em A que ϕ e´ um homomorfismo de a´lgebras.
A partir de agora, denotaremos o produto x1 ⊗ · · · ⊗ xn por x1 · · ·xm e (u) ∗ (v) de
u, v ∈ A(X) simplesmente por (u)(v).
Exemplo 1.2.3 Suponhamos que X = {x, y}, enta˜o
A(X) = 〈1, x, y︸︷︷︸
grau 1
, x2, xy, yx, y2︸ ︷︷ ︸
grau 2
, . . . , xn, xn−1y, . . . , yn︸ ︷︷ ︸
grau n
, . . .〉K .
Exemplo 1.2.4 Suponhamos que X = {x1, x2, . . . , xk}, enta˜o A =
∞⊕
n=0
An, An e´ gerado
como K-espac¸o pelos monoˆmios xi1 · · ·xin de grau n, ale´m disso dimAn = kn.
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Os An’s sa˜o chamados de componentes homogeˆneas de A. Esta decomposic¸a˜o pode
ser ainda mais refinada como a seguir.
Para cada n ≥ 1, consideramos a k-upla α = (α1, α2, . . . , αk, 0, 0, . . . , 0) e denotamos





Os elementos de Aα sa˜o monoˆmios xi1xi2 · · · xik tais que xi1 aparece α1-vezes, xi2
aparece α2-vezes, . . . , xik aparece αk-vezes. A k-upla α = (α1, α2, . . . , αk, . . .) e´ chamada
multigrau e se xi1xi2 · · ·xik ∈ Aα, dizemos que ele e´ de multigrau α. Em particular, se no
monoˆmio xi1xi2 · · ·xik , cada varia´vel aparece uma u´nica vez, dizemos que este monoˆmio e´
multilinear de multigrau α = (1, 1, . . .). Assim, Aα e´ o subespac¸o de A gerado por todos
os monoˆmios de multigrau α = (α1, α2, . . . , αk). Os Aα’s sa˜o chamados de componentes
multihomogeˆneas de A.
Temos tambe´m que A(X) e´ decomposta na soma
A(X) = ⊕
α
Aα, Aα = 〈xi1 , . . . , xim〉K α = (α1, . . . , αm, 0, 0, . . . , 0)−multigrau.
Por exemplo, se α = (2, 3, 1) e X = {x, y, z}, enta˜o Aα = 〈x2y3z, xzxy3, . . .〉K
Claro que se α = (α1, . . . , αm, 0, 0, . . . , 0) e β = (β1, . . . , βn, 0, 0, . . . , 0) sa˜o multigraus,
enta˜o
A(α1,...,αm,0,0,...,0)A(β1,...,βn,0,0,...,0) ⊆ A(α1+β1,...,αk+βk,0,0,...,0),
onde k = max{n,m} e neste caso dizemos que A = A(X) e´ uma a´lgebra multigraduada.
A´lgebras absolutamente livres
Seja V a classe de a´lgebras lineares, isto e´, se B ∈ V , enta˜o existe apenas o produto
linear ∗ : B ×B → B definido em B.
Seja X = {xi | i ∈ I}, conjunto na˜o vazio de varia´veis. Denotaremos o grupo´ide livre
sobre X por Γ = Γ(X), que e´ o conjunto de todos os monoˆmios na˜o associativos nas
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varia´veis de X definido por
Γ(X) = {xi, xi ∗ xj, xi ∗ (xj ∗ xk), (xi ∗ xj) ∗ xk, . . .}.
Temos que
. xi e´ dito de grau 1 ∀ i ∈ I;
. xi ∗ xj e´ dito de grau 2 ∀ i, j ∈ I;
. xi ∗ (xj ∗ xk), (xi ∗ xj) ∗ xk sa˜o ditos de grau 3 ∀ i, j, k ∈ I;
.
...
Dessa maneira, Γn denotara´ o conjunto de todos os produtos de n varia´veis de X,
ou seja Γn = {u(xi1 , . . . , xin) | xij ∈ X}. Ale´m disso, se f ∈ Γn e g ∈ Γm, enta˜o
(f ∗ g) ∈ Γn+m.




Se α = (α1, α2, . . .) e´ multigrau e denotando |α| = α1 + α2 + · · · + αn + · · · , enta˜o Γ
e´ multigraduado com Γ =
⋃
α




Agora, sejam K um corpo e X = {xi | i ∈ I} um conjunto na˜o vazio de varia´veis. Seja
Γ = Γ(X) o grupo´ide livre sobre X. Introduzimos a a´lgebra absolutamente livre sobre X
cuja base e´ Γ, e denotamos por F = F (X). Os elementos de F sa˜o chamados polinoˆmios.








A a´lgebra F (X) e´ livre no seguinte sentido: se B e´ qualquer a´lgebra linear e {bi | i ∈
I} ⊂ B, enta˜o existe u´nico homomorfismo ϕ : F (X)→ B definido por ϕ(xi) = bi, ∀i ∈ I.
E´ claro que um homomorfismo definido em F (X) respeita os pareˆnteses. Por exemplo,
ϕ(((x ∗ y) ∗ z) ∗ x) = ((ϕ(x) ∗ ϕ(y)) ∗ ϕ(z)) ∗ ϕ(x).
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Naturalmente, F (X) e´ graduada e multigraduada, onde Fn(X) e´ o espac¸o gerado por





Fn(X) e F (X) = ⊕
α
Fα(X).
Ale´m disso, para quaisquer naturais n,m e quaisquer α, β multigraus, temos
Fn ∗ Fm ⊆ Fn+m e Fα ∗ Fβ ⊆ Fα+β.
A´lgebras de Lie livres
Definic¸a˜o 1.2.5 Seja X = {xi | i ∈ I} um conjunto na˜o vazio de varia´veis. Dizemos
que o K-espac¸o vetorial L gerado por X e´ uma a´lgebra de Lie livre sobre o conjunto X
se L e´ uma a´lgebra de Lie e, para qualquer a´lgebra de Lie B e qualquer {bi | i ∈ I} ⊂ B,
existe um u´nico homomorfismo ϕ : L→ B tal que ϕ(xi) = bi.
Recorde que, pela Definic¸a˜o 1.1.2 uma a´lgebra L e´ chamada a´lgebra de Lie se, e
somente se, satisfaz
1. x ∗ x ≡ 0;
2. J(x, y, z) = x ∗ (y ∗x) + y ∗ (z ∗x) + z ∗ (x ∗ y) ≡ 0, onde J e´ a identidade de Jacobi.
Seja F = F (X) a a´lgebra absolutamente livre sobre o conjunto na˜o vazio de varia´veis
X = {xi | i ∈ I} e seja I ⊆ F o ideal gerado por todos os elementos de F (X) do tipo
f ∗ f e J(f, g, h), f, g, h ∈ F .
Como espac¸o, temos que
I = 〈u1 ∗ · · ·us ∗ (f ∗ f) ∗ us+1 ∗ · · · ∗ ut; v1 ∗ · · · vp ∗ J(f, g, h) ∗ vp+1 ∗ · · · ∗ vq〉K ,
onde ui, vj, f, g, h ∈ F .
Assim, temos o seguinte resultado.
Lema 1.2.6 ([1], pa´g. 46) A a´lgebra quociente L(X) = F (X)/I e´ uma a´lgebra de Lie
livre sobre o conjunto X.
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Demonstrac¸a˜o. Primeiro, note que L(X) e´, de fato uma a´lgebra de Lie. Como
L(X) = F (X)/I = {u+ I | u ∈ F},
temos que,
(u+ I) ∗ (u+ I) = (u ∗ u) + u ∗ I + I ∗ u+ I ∗ I ⊂ I
e
J(u+ I, v + I, w + I) = J(u, v, w) + I ⊂ I.
Agora, seja H uma a´lgebra de Lie qualquer e seja {hi | i ∈ I} ⊂ H. Como F (X) e´
livre, existe um u´nico homomorfismo ϕ : F (X)→ H, dado por ϕ(xi) = hi. Claro que os
elementos de F (X) que sa˜o da forma f ∗f e J(f, g, h) sa˜o levados no zero. Logo I ⊆ kerϕ
e pelo Teorema 1.1.11, existe um homomorfismo induzido ϕ˜ : L(X) = F (X)/I → H
definido por ϕ˜(u+ I) = ϕ(a), cujo nu´cleo e´ kerϕ/I. 
Lema 1.2.7 A a´lgebra de Lie livre livremente gerada pelo conjunto na˜o vazio X =
{xi | i ∈ I} e´ u´nica, a menos de isomorfismos.
Demonstrac¸a˜o. Recorde que pela propriedade universal de L(X), para toda H a´lgebra de
Lie e para todo {hi | i ∈ I} ⊂ H, existe um u´nico homomorfismo ϕ : L(X)→ H tal que
ϕ(xi) = hi. Suponha que exista outra a´lgebra de Lie livre sobre X, isto e´, existe L1(X),
enta˜o ela deve satisfazer a propriedade universal tambe´m para qualquer a´lgebra de Lie H,
em particular, para L(X). Ou seja, exite um u´nico homomorfismo ϕ′ : L1(X) → L(X)
tal que para todo {xi | i ∈ I} ⊂ L(X), ϕ′(yi) = xi. Da mesma forma, existe u´nico
ϕ : L(X) → L1(X), tal que para todo {yi | i ∈ I}, ϕ(xi) = yi. Denotando IL(X) e IL1(X)
as func¸o˜es identidades de L(X) e L1(X), respectivamente, temos que IL(X)(xi) = xi e
IL1(X)(yi) = yi. Logo,
IL(X)(xi) = xi = ϕ
′ ◦ ϕ(xi),
assim como
IL1(X)(yi) = yi = ϕ ◦ ϕ′(yi),
Portanto, ϕ e´ inverso de ϕ′. Isto e´, ϕ e ϕ′ sa˜o isomorfismos. 
Lema 1.2.8 ([1], pa´g. 46) Seja L(X) = F (X)/I a a´lgebra de Lie livre. Enta˜o L(X) e´
graduada e multigraduada.
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Demonstrac¸a˜o. Para provarmos esta afirmac¸a˜o, primeiro precisamos mostrar que I e´ um
ideal homogeˆneo e multihomogeˆneo. Isto e´, que I possui as seguintes decomposic¸o˜es, com




(I ∩ Fn) e I = ⊕
α
(I ∩ Fα),
onde α = (α1, . . . , αn, . . .).
Como os dois casos sa˜o semelhantes, provaremos somente a segunda decomposic¸a˜o.
Denotaremos por Iα a intersec¸a˜o I ∩ Fα, onde α = (α1, . . . , αn, . . .).
Se u =
∑
α λαuα ∈ I, uα ∈ Fα, λα ∈ K, queremos provar que uα ∈ I. Por definic¸a˜o, I
e´ gerado por u1 ∗ · · · ∗us ∗(f ∗f)∗ us+1 ∗ · · · ∗ut e por v1 ∗ · · · ∗vp ∗J(f, g, h)∗ vp+1 ∗ · · · ∗vq.
Assim, seja f =
∑t
i=1 λαifαi , enta˜o
(f ∗ f) =
∑
λαi(fαi ∗ fαi) +
∑
λαiλαj(fαi ∗ fαj + fαj ∗ fαi),
claro que o produto fαi ∗ fαi ∈ F2αi esta´ em I. A soma fαi ∗ fαj + fαj ∗ fαi ∈ Fαi+αj e´
igual a (fαi + fαj)(fαi + fαj)− fαi ∗ fαi − fαj ∗ fαj o qual esta´ em I.
Sejam agora, f =
∑
α λαfα, g =
∑
β µβgβ, h =
∑
γ νγhγ, enta˜o
J(f, g, h) =
∑
λαµβνγJ(fα, gβ, hγ)
onde J(fα, gβ, hγ) ∈ I ∩ Fα+β+γ e´ homogeˆneo.
Vamos denotar Ln(X) = (Fn(X))/In e Lα(Fα)/Iα, onde n ∈ N e α = (α1, . . . , αn, . . .).








1.3 A´lgebra envelopante universal
Seja L uma a´lgebra de Lie, sobre um corpo K, gerada pelo conjunto na˜o vazio {vi | i ∈
I}. Recorde que cada a´lgebra de Lie L sobre um corpo K e´ um espac¸o vetorial sobre K.
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Seja T = T (L) a a´lgebra tensorial de L sobre K, isto e´, T e´ uma a´lgebra com base no
espac¸o vetorial L que por definic¸a˜o e´
T (L) = 〈1〉 ⊕ L1 ⊕ L2 ⊕ · · · ⊕ Ln ⊕ · · ·
onde L1 = L e Ln = L⊗ L⊗ · · · ⊗ L, n vezes.
Neste caso, T tem uma estrutura natural de a´lgebra associativa com unidade, na˜o
comutativa e graduada e e´ uma a´lgebra associativa livre gerada por X. Seja I o ideal
bilateral de T que e´ gerado por todos os elementos da forma
x⊗ y − y ⊗ x− [x, y], x, y ∈ L
e sejam U = U(L), a a´lgebra quociente T/I e i : L→ U a composic¸a˜o i = p ◦ j, onde j e´
a inclusa˜o canoˆnica de L em T e p e´ o homomorfismo canoˆnico de T em T/I. Note que,
como ker p = I e pela definic¸a˜o de I, temos
p([x, y]) = p(x⊗ y − y ⊗ x).
Portanto, para qualquer x, y ∈ L,
i([x, y]) = p([x, y])
= p(x⊗ y − y ⊗ x)
= p(x)p(y)− p(y)p(x)
= [p(x), p(y)]
= [p ◦ j(x), p ◦ j(y)]
= [i(x), i(y)].
Logo, i e´ um homomorfismo de a´lgebras de Lie da a´lgebra L em U(L)(−).
O par (U, i) satisfaz a propriedade universal para L. De fato, sejam A qualquer a´lgebra
associativa com 1 e ϕ : L → A(−) um homomorfismo qualquer de a´lgebras de Lie, enta˜o
pela propriedade universal da a´lgebra tensorial T , existe uma u´nica extensa˜o de ϕ a um
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homomorfismo de a´lgebras ϕ : T → A. Agora, se x, y ∈ L, enta˜o
ϕ(x⊗ y − y ⊗ x− [x, y]) = ϕ(x)ϕ(y)− ϕ(y)ϕ(x)− ϕ([x, y])
= 0.
Portanto, I ⊂ kerϕ o que implica que ϕ define um homomorfismo de a´lgebras ψ :
U = T/I → A, dado por ϕ = ψ ◦ p. Agora, para qualquer x ∈ L, temos
ψ ◦ i(x) = ψ ◦ p ◦ j(x) = ϕ ◦ j(x) = ϕ(x),










e´ comutativo. O homomorfismo e´ u´nico porque i(L) gera U , uma vez que L gera T .
A a´lgebra quociente U(L) = T (L)/I e´ chamada de a´lgebra envelopante universal da
a´lgebra de Lie L.
Formalmente, temos a seguinte definic¸a˜o.
Definic¸a˜o 1.3.1 Seja L uma a´lgebra de Lie sobre um corpo K. Suponha que i : L →
U(L)(−) seja um homomorfismo de a´lgebras de Lie da a´lgebra L na a´lgebra de Lie associada
com a K-a´lgebra associativa U(L). O par (U(L), i) e´ chamado de a´lgebra envelopante
universal de L se para cada K-a´lgebra associativa A e cada homomorfismo de a´lgebras de










comuta, isto e´, f ◦ i = f .
Cap´ıtulo 1. Preliminares 25
A aplicaca˜o i : L→ U(L) e´ a projec¸a˜o canoˆnica de K-espac¸os vetoriais definida pela
projec¸a˜o L ⊂ T (L)→ U(L) a qual e´ um homomorfismo de a´lgebras de Lie dada por
i : L → U(L)(−)
l 7→ l + I .
Lembrando que I e´ o ideal de T (L) gerado pelos elementos da forma x⊗y−y⊗x−[x, y],
para todos x, y ∈ L, a aplicac¸a˜o i : L→ U(L) e´ injetiva e 〈1〉 ∩ i(L) = ∅. Assim, temos a
seguinte definic¸a˜o.
Definic¸a˜o 1.3.2 Seja L uma a´lgebra de Lie sobre um corpo K e seja (U(L), i) a sua
a´lgebra envelopante universal. O ideal de U(L) gerado por i(L), a imagem de L por i, e´
chamado o ideal de aumento de U(L) e e´ denotado por ω(L).
Equivalentemente a esta definic¸a˜o, temos que ω(L) e´ o nu´cleo do homomorfismo  :
U(L)→ K, chamado de homomorfismo de aumento de U(L).
O pro´ximo resultado e´ o Teorema de Poincare´-Birkhoff-Witt, o qual na˜o daremos
a prova dele aqui porque existem va´rios livros que da˜o uma prova para ele, veja por
exemplo [10], pa´gina 67 a` pa´gina 69, [11], pa´gina 11 e [20], pa´gina 159.
Teorema 1.3.3 (Poincare´-Birkhoff-Witt) Seja L uma a´lgebra de Lie com base dada
por {xi | i ∈ I}, onde I e´ um conjunto de ı´ndices ordenado. Enta˜o U(L), a a´lgebra
envelopante universal de L, tem uma base formada pelos monoˆmios
xi1xi2 · · · xik , i1 ≤ i2 ≤ . . . ≤ i1, ij ∈ I, k = 0, 1, 2, . . .
Nos referimos a estes monoˆmios da base de U(L) obtidos a partir do Teorems 1.3.3
como PBW-monoˆmios.
Observe que se L = 〈x1, . . . , xn〉K e´ uma a´lgebra de Lie de dimensa˜o finita, enta˜o
U(L) = 〈xα11 · · ·xαnn | αi ≥ 0〉K . E se L = 〈x1, . . . , xn〉K e´ abeliana, isto e´, [x, y] = 0 para
todos x, y ∈ L, enta˜o U(L) e´ isomorfa ao anel de polinoˆmios K[x1, . . . , xn].
Lema 1.3.4 A menos de isomorfismos, a a´lgebra envelopante universal U(L) de uma
a´lgebra de Lie L e´ u´nica.
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Demonstrac¸a˜o. Sejam (U(L), i) e (V (L), j) a´lgebras envelopantes universais de L, enta˜o
existe um u´nico isomorfismo h : U(L)→ V (L) tal que h ◦ i = j. De fato, da propriedade





















(g ◦ f) ◦ i = g ◦ j = i, (f ◦ g) ◦ j = f ◦ i = j.




















Por outro lado, obtemos diagramas comutativos se considerarmos idU(L) e idV (L) ao
inve´s de g ◦ f , f ◦ g, respectivamente. A unicidade da definic¸a˜o implica que g ◦ f = idU(L)
e f ◦ g = idV (L). Portanto, f e g sa˜o isomorfismos. 
Sejam X = {xi | i ∈ I} um conjunto na˜o vazio de varia´veis, L(X) a a´lgebra de Lie
livre sobre X e considere U(L(X)), a a´lgebra envelopante universal da a´lgebra L(X). Ja´
sabemos pelo Lema 1.2.7 e pelo Lema 1.3.4 que L(X) e U(L(X)) sa˜o u´nicas (a menos de
isomorfismos). Enta˜o o pro´ximo resultado e´ va´lido.
Lema 1.3.5 (Teorema de Witt, [20], pa´g. 168) Seja A(X), a a´lgebra associativa li-
vre gerada por X e seja H a a´lgebra de Lie Lie(X) = 〈 [xi1 , xi2 , . . . , xin ] | xi ∈ X 〉k
gerada pelos comutadores dos elementos de X. Enta˜o
1. H e´ isomorfa a L(X), a´lgebra de Lie livre gerada por X;
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2. A(X) ∼= U(L(X)).
Demonstrac¸a˜o. Primeiro, vamos provar 1. Seja B uma a´lgebra de Lie qualquer e seja
U(B) sua a´lgebra envelopante universal. Queremos mostrar que, para qualquer conjunto
{bi | i ∈ I} ⊂ B, existe um homomorfismo ϕ de H em B tal que ϕ(xi) = bi e que ele
e´ u´nico. Note que, H = Lie(X) e´ uma suba´lgebra de Lie gerada por X de A(X)(−), a
a´lgebra de Lie associada a A(X). Assim, existe a inclusa˜o canoˆnica j : H ↪→ A(X). Pela
propriedade universal da a´lgebra associativa livre A(X), existe um u´nico homomorfismo
ψ de A(X) na a´lgebra U(B), definido por ψ(xi) = bi, onde bi ∈ B, i ∈ I. A restric¸a˜o de
ψ sobre H e´ um homomorfismo de H em U(B)(−). Como, ψ([xi, xj]) = [ψ(xi), ψ(xj)] =
[bi, bj] e como B gera U(B), segue que a imagem de H esta´ em B e isto nos da´ que
H = Lie(X) e´ livre na classe das a´lgebras de Lie.
Agora, considere a afirmac¸a˜o 2. Seja B uma a´lgebra associativa, e seja B(−) a a´lgebra
de Lie associada a B, considere tambe´m ϕ : Lie(X) → B(−) um homomorfismo. A
aplicac¸a˜o φ : X → B definida por φ(x) = ϕ(x), x ∈ X, induz um u´nico homomorfismo
ψ : A(X) → B. Como ϕ(x) = ψ(x), temos que a restric¸a˜o de ψ sobre H e´ igual a ϕ.
Mas esta e´ a definic¸a˜o de a´lgebra envelopante universal, o que pelo Lema 1.3.4 nos da´
U(H) ∼= A(X). 
Base de Hall
A definic¸a˜o que apresentamos a seguir pode ser encontrada em maiores detalhes em
[1], na pa´gina 48. Seja X = {xi | i ∈ I} um conjunto na˜o vazio de varia´veis totalmente
ordenado e seja Γ = Γ(X) o grupo´ide absolutamente livre sobre X com o produto ∗.
Considere o conjunto R = R(X) ⊂ Γ(X).
Definic¸a˜o 1.3.6 Dizemos que R = R(X) e´ uma famı´lia base com a boa ordenac¸a˜o ≥, se
satisfaz as seguintes condic¸o˜es:
(R1) X ⊂ R;
(R2) w = u ∗ v ∈ R se, e somente se:
(i) u, v ∈ R;
(ii) u > v;
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(iii) se u = u1 ∗ u2 enta˜o v ≥ u2
(R3) u ∗ v > v.
Colocamos Rn = R ∩ Γn(X), Rα = R ∩ Γα, onde n ∈ N e α = (α1, α2, . . .) um multigrau.
Podemos construir o conjunto R(X) como um conjunto bem ordenado. Se colocarmos
R1 = X e inserirmos neste conjunto qualquer boa ordenac¸a˜o, enta˜o os conjuntos Rn,
n = 2, 3, . . . podem ser bem definidos de maneira que Rn+1 contenha Rn e todos os
monoˆmios de grau n + 1 de Rn ∗ Rn os quais satisfazem (ii) e (iii). Estendemos a
ordenac¸a˜o de Rn a Rn+1 arbitrariamente, mas para ter certeza que qualquer u ∈ Rn+1\Rn
e v ∈ Rn temos u > v. Enta˜o, podemos colocar R =
∞⋃
n=1
Rn. Qualquer famı´lia base deste
tipo e´ chamada base se Hall.
Em particular, denotando por d o grau de um monoˆmio u ∈ Γ(X), podemos trocar a
condic¸a˜o 3 por:
(R3’) se d(u) > d(v) enta˜o u > v.
Por exemplo, considere o conjunto X = {x, y} com y > x e o produto sendo os
comutadores de Lie [ , ]. Enta˜o a base de Hall para este conjunto sera´
R = R1 ∪R2 ∪ · · · ∪Rn ∪ · · ·
onde Rn conte´m monoˆmios de grau n, isto e´
. R1 : y > x;
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sa˜o de multigrau α = (4, 1), enquanto que os elementos de multigrau













Seja X = {xi | i ∈ I} um conjunto na˜o vazio de varia´veis totalmente ordenado e seja
L = L(X) a a´lgebra de Lie livre sobre X. Considere a multigraduac¸a˜o de L, isto e´, a
decomposic¸a˜o na soma direta L = ⊕
α
Lα. Enta˜o, com respeito a base de Hall, como foi
constru´ıda acima, vale o seguinte resultado.
Lema 1.3.7 ([1], pa´g. 48) Para todo α-multigrau fixo, Lα = 〈Rα〉K.
Demonstrac¸a˜o. A prova e´ feita por induc¸a˜o sobre n = |α|. Considere a base de induc¸a˜o
|α| = 1. Enta˜o, neste caso, Rα = Γα = {xα}-letra e na˜o ha´ nada a fazer. Agora, vamos
supor |α| > 1. Qualquer elemento em Lα e´ combinac¸a˜o linear de elementos da forma
w = [u, v], onde u ∈ Lβ e v ∈ Lγ com β + γ = α. Por induc¸a˜o, u ∈ 〈Rβ〉K e v ∈ 〈Rγ〉K .
Por distributividade, podemos nos restringir ao caso quando w = [u, v] e u ∈ Rβ, v ∈ Rγ
com β + γ = α e u > v (usando a anticomutatividade). Continuaremos a prova, usando
induc¸a˜o sobre |β|, para provar que w como acima e´ uma combinac¸a˜o linear de monoˆmios
da base w1 = [u1, v1], . . ., ws = [us, vs], onde wi > v, i = 1, 2, . . . , s.
Se |β| = 1, enta˜o u ∈ Rβ = xβ-letra e u > v, onde v e´ a palavra vazio (|γ| = 0), por
(iii) se u = u1 ∗u2 enta˜o w ∈ Rα. Na˜o temos que verificar nada. Suponhamos que |β| ≥ 2.
Enta˜o w = [[u1, u2], v]. Temos duas situac¸o˜es a considerar: u2 ≤ v e u2 > v.
. se u2 ≤ v, enta˜o (iii) e´ va´lido, o que implica que w ∈ Rα (por definic¸a˜o);
. se u2 > v, enta˜o pela identidade de Jacobi
w = [[u1, u2], v]
= −[[v, u1], u2]− [[u2, v], u1]
= [[u1, v], u2]− [[u2, v], u1].
Por induc¸a˜o, os monoˆmios [u1, v] e [u2, v] (v < u2 < u1) podem ser escritos como
combinac¸a˜o linear de monoˆmios da base u′ tais que u′ > v.
Assim, por induc¸a˜o, verificamos que se w = [u, v] u, v ∈ R, u > v isto implica que w
e´ combinac¸a˜o linear de monoˆmios w′ ∈ R tais que w′ = [u′, u2] ∈ R com w′ > u2 > v. 
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Recorde que, pelo Lema 1.3.5, a a´lgebra envelopante universal U(L(X)) da a´lgebra
de Lie livre L(X), e´ isomorfa a A(X). Pelo lema anterior, obtemos L(X) = 〈R(X)〉K .
Agora, pelo Teorema 1.3.3 (Teorema de Poincare´-Birkhoff-Witt), segue o pro´ximo lema.
Lema 1.3.8 ([1], pa´g. 49) A a´lgebra associativa livre A(X) sobre o conjunto X total-
mente ordenado, e´ gerada como espac¸o pelos monoˆmios da forma
w1w2 · · ·ws, w1 ≤ w2 ≤ · · · ≤ ws, s ≥ 0, wi ∈ R(X). (1.3)
Assim, podemos destacar o seguinte resultado.
Lema 1.3.9 ([1], pa´g. 50) Todo monoˆmio a = xi1 · · ·xin ∈ A(X), admite u´nico reor-
denamento em colchetes como em (1.3).
Demonstrac¸a˜o. Primeiro, vamos provar a existeˆncia. Suponha que na palavra a = xi1 · · ·xin
tenhamos que xi1 · · ·xin = xi1w2 · · ·ws, com w2 ≤ w3 ≤ · · · ≤ ws e wi ∈ R. Enta˜o temos
dois casos a considerar: xi1 ≤ w2 e xi1 ≥ w2. Se xij ≤ w2, enta˜o ja´ esta´ feito. Suponha que
xi1 > w2. Considere p o maior nu´mero inteiro positivo tal que w
′ = [[xi1 , w2], . . . , wp] ∈ R,
([xi1 , w2] ∈ R), enta˜o a = w′wp+1 · · ·ws e wp ≤ wp+1 o que implica que w′ ≤ wp+1
(caso contra´rio, se w′ > wp+1 enta˜o [xi1 , . . . , wp+1] ∈ R e p na˜o seria o maior). Assim, a
existeˆncia esta´ provada.
Agora, vamos supor que a = xi1 · · ·xin admite duas reordenac¸o˜es, isto e´, w1 · · ·ws e
w′1 · · ·w′r, onde w1 = [[xi1 , a1], a2, . . . , al] com a1 ≤ . . . ≤ al e w′1 = [[xi1 , b1], b2, . . . , bm]
com b1 ≤ . . . ≤ bm. Denotando a′ = xi2 · · ·xin , enta˜o a′ = a1a2 · · · alw2 · · ·ws e a′ =
b1b2 · · · bmw′2 · · ·w′r. Pela propriedade da base, temos al < w1 ≤ w2 ≤ . . . ≤ ws e bm <
w′1 ≤ w′2 ≤ . . . ≤ w′r. Enta˜o a′ e´ u´nicamente reordenado como queremos. Para provar
isso, e´ suficiente ver que al ≤ w2 e bm ≤ w′2. Mas este e´ o caso, pois aplicando a condic¸a˜o
(R3), temos al ≤ w1 ≤ w2, assim como tambe´m bm ≤ w′1 ≤ w′2. Pela hipo´tese de induc¸a˜o
aplicado a a′, teremos a1 = b1, . . ., al = bm, w2 = w′2, ws = w
′
r e devemos ter l = m pois
caso contra´rio, ter´ıamos [[xi1 , a1], a2, . . . , al] ∈ R com l maior com essa propriedade, mas
tambe´m ter´ıamos [[xi1 , a1], a2, . . . , am] ∈ R com m tambe´m maior com essa propriedade,
o que e´ uma contradic¸a˜o. Portanto, l = m e s = r. Agora, como al e´ o u´ltimo tal que
[[xi1 , a1], a2, . . . , al] ∈ R, temos provado a unicidade. 
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Teorema 1.3.10 ([1], pa´g. 51) Seja X um conjunto na˜o vazio e L(X) a a´lgebra de
Lie livre sobre X. Os monoˆmios da base R(X) formam uma base de L(X) como espac¸o
vetorial.
Demonstrac¸a˜o. Considere α-multigrau qualquer fixo. Temos que, se A = (X) e´ a a´lgebra
associativa livre, enta˜o Aα e´ gerado como K-espac¸o pelos monoˆmios a = xi1 · · ·xin de
multigrau α, dimAα < ∞. Mas pelo Lema 1.3.8, Aα e´ gerado pelos monoˆmios do tipo
w1 · · ·ws, wi ∈ R, com w1 ≤ · · · ≤ ws e multigrau α. O Lema 1.3.9 diz que o nu´mero destes
elementos e´ o mesmo, o que significa que {w1 · · ·ws | wi ∈ R,w1 ≤ . . . ws} sa˜o linearmente
independentes. Isto implica que {wi | wi ∈ R} sa˜o linearmente independentes. 
Identidades
Todas essas construc¸o˜es nos possibilitam definir o conceito de identidade de a´lgebras
associativas e de Lie sobre um corpo K. Isto e´, qualquer equac¸a˜o da forma f ≡ 0, sendo
f ∈ A(X) (f ∈ L(X)) um polinoˆmio na˜o trivial, ondeA(X) e´ uma a´lgebra associativa livre
(L(X) e´ uma a´lgebra de Lie livre) sobre K. Esta identidade e´ satisfeita por uma a´lgebra
B associativa (de Lie) se, e somente se, para qualquer homomorfismo ϕ : A(X) → B
(ϕ : L(X) → B) temos ϕ(f) = 0. A parte da na˜o trivialidade vem do fato de f ser na˜o
nulo.
Equivalentemente, temos a seguinte definic¸a˜o.
Definic¸a˜o 1.3.11 Seja A uma K-a´lgebra e f = f(x1, x2, . . . , xn) ∈ A(X) (f ∈ L(X)).
Dizemos que f ≡ 0 e´ uma identidade polinomial de A se f(a1, a2, . . . , an) = 0, para
quaisquer a1, a2, . . . , an ∈ A.
Diremos usualmente que f ≡ 0 e´ uma identidade para A ou que A satisfaz f ≡ 0.
Como o polinoˆmio identicamente nulo f = 0 e´ uma identidade para qualquer a´lgebra A,
fazemos a definic¸a˜o a seguir.
Definic¸a˜o 1.3.12 Se A satisfaz uma identidade polinomial na˜o trivial f ≡ 0, enta˜o
dizemos que A e´ uma PI-a´lgebra.
Daremos alguns exemplos de PI-a´lgebras.
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Exemplo 1.3.13 Se A e´ uma a´lgebra comutativa, enta˜o A e´ uma PI-a´lgebra que satisfaz
a identidade [x, y] ≡ 0.
Exemplo 1.3.14 Qualquer a´lgebra nilpotente e´ uma PI-a´lgebra. De fato se, An+1 = 0,
para algum n > 1, enta˜o x1 · · ·xn+1 ≡ 0 e´ uma identidade polinomial para A.
Exemplo 1.3.15 Seja A uma a´lgebra nil de expoente limitado. Isto significa que existe
um inteiro n ≥ 1 tal que an = 0, para todo a ∈ A. Enta˜o claramente xn ≡ 0 e´ uma
identidade polinomial de A.
Exemplo 1.3.16 Seja A uma a´lgebra associativa de dimensa˜o finita e seja dimA = n <
∞. Enta˜o A satisfaz a identidade standard de grau n
Stn(x1, . . . , xn) =
∑
σ∈Sn
(signσ)xσ(1) · · ·xσ(n) ≡ 0, (1.4)
onde Sn e´ o grupo sime´trico de grau n.
Temos ainda o Teorema de Amitsur-Levitzki.
Exemplo 1.3.17 (Teorema de Amitsur-Levitzki, [11], pa´g. 79) Seja Mk(K) a a´lgebra
das matrizes k × k com entrada em K. Enta˜o Mk(K) satisfaz a identidade standard de
grau 2k
St2k(x1, . . . , x2k) ≡ 0.
Podemos definir a´lgebras de Lie nilpotentes e solu´veis em termos de identidades de
L(X).
Definic¸a˜o 1.3.18 Seja L uma a´lgebra de Lie sobre um corpo K. Se L satisfaz a identi-
dade
[x1, x2, . . . , xs+1] = [. . . [[x1, x2], x3], . . . , xs+1] ≡ 0
e L na˜o satisfaz relac¸a˜o de tamanho menor, dizemos que L e´ nilpotente de classe s.
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Agora, definindo por induc¸a˜o os monoˆmios a seguir:
δ1(x1, x2) = [x1, x2];
δ2(x1, x2, x3, x4) = [δ1(x1, x2), δ1(x3, x4)] =
[




δn(x1, . . . , x2n) =
[
δn−1(x1, . . . , x2n−1), δn−1(x2n−1+1, . . . , x2n)
]
,
temos a seguinte definic¸a˜o.
Definic¸a˜o 1.3.19 Seja L uma a´lgebra de Lie sobre um corpo K. Se L satisfaz a identi-
dade
δc(x1, . . . , x2c) ≡ 0
e na˜o satisfaz outra relac¸a˜o para k < c, enta˜o dizemos que L e´ solu´vel de classe c.
A Lie nilpoteˆncia (forte) e a Lie solubilidade (forte) em a´lgebras
associativas
Seja A uma a´lgebra associativa arbitra´ria e considere o produto comutador de Lie
em A como [x, y] = xy − yx, x, y ∈ A, recorde que este produto satisfaz os axiomas da
Definic¸a˜o 1.1.2. Para cada inteiro positivo m, denote por γm(A) o m-e´simo termo da se´rie
central inferior de A, i.e., γ1(A) = A e γn+1(A) = [γn(A), A], n ≥ 1. Isto nos da´ uma
sequeˆncia decrescente de ideais
A = γ1(A) ⊇ γ2(A) = [A,A] ⊇ γ3(A) ⊇ · · ·
A a´lgebra A e´ dita Lie nilpotente se, para algum inteiro positivo n, temos γn(A) = 0.
Dizemos que A e´ Lie nilpotente de classe s se γs+1(A) = 0 mas γs(A) 6= 0.
Definimos tambe´m as chamadas poteˆncias de Lie superiores como a seguir. A cada
passo no´s pegamos o ideal gerado pelos comutadores, isto e´, colocamos A(0) = A e A(n) =
[A(n−1), A] · A para todo n ≥ 1. Tambe´m ganhamos uma sequeˆncia decrescente de ideais
de A.
Cap´ıtulo 1. Preliminares 34
Assim, dizemos que uma a´lgebra associativa A e´ Lie nilpotente forte se, para algum
inteiro positivo n, temos A(n) = 0. Dizemos que A e´ Lie nilpotente forte de classe d
quando A(d) ≡ 0 e na˜o satisfaz condic¸a˜o semelhante para d− 1.
Observe tambe´m que
γn(A) ⊆ A(n−1), n ≥ 1.
Isto significa que a Lie nilpoteˆncia forte de classe d implica a Lie nilpoteˆncia de
mesma classe d. A nilpoteˆncia de classe 1 e´ equivalente a nilpoteˆncia forte de classe 1 e e´
equivalente ao fato de A ser uma a´lgebra de Lie abeliana.
Agora, para cada inteiro positivo m, denotaremos por δm(A) o m-e´simo termo da
se´rie derivada de A, i.e., δ0(A) = A, δn+1(A) = [δn(A), δn(A)], n ≥ 0.
A a´lgebra A e´ dita Lie solu´vel se, para algum inteiro positivo n, temos δn(A) = 0.
Dizemos que A e´ Lie solu´vel de classe s se, e somente se, δs(A) = 0, mas δs−1(A) 6= 0.
Uma outra condic¸a˜o equivalente e´ que existe a cadeia dos ideais de Lie
A = A0 ⊃ A1 ⊃ · · · ⊃ As = 0,
tais que os fatores Ai/Ai+1, i = 0, . . . , s− 1, sa˜o abelianos e s e´ minimal.
Definimos tambe´m as chamadas se´ries derivadas superiores como a seguir. Colocamos
δ˜0(A) = A, δ˜n+1(A) = [δ˜n(A), δ˜n(A)] · A, n ≥ 0.
Assim, dizemos que A e´ Lie solu´vel forte se, para algum inteiro positivo n, temos
δ˜n(A) = 0. Dizemos que A e´ Lie solu´vel forte de classe s se, e somente se, δ˜s(A) = 0, mas
δ˜s−1(A) 6= 0. Uma outra condic¸a˜o equivalente e´ que existe a cadeia dos ideais
A = A0 ⊃ A1 ⊃ · · · ⊃ As = 0,
tais que os fatores Ai/Ai+1, i = 0, . . . , s− 1, sa˜o abelianos e s e´ minimal.
Observe tambe´m que
δs(A) ⊆ δ˜s(A), s ≥ 0.
Em particular, a solubilidade forte de classe d implica a solubilidade de classe d. A
solubilidade de classe 1 e´ equivalente a solubilidade forte de classe 1 e e´ equivalente ao
fato de A ser uma a´lgebra de Lie abeliana.
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Filtrac¸a˜o crescente e a´lgebra graduada associada
Definic¸a˜o 1.3.20 Uma a´lgebra U e´ dita filtrada se, para cada inteiro na˜o negativo i, esta´
definido um subespac¸o Ui tal que
1. Un ⊂ Um se n ≤ m;
2. Un · Um ⊆ Un+m, ∀n,m ≥ 0;
3.
⋃
n≥0 Un = U ;
Uma importante noc¸a˜o associada com a a´lgebra filtrada U e´ a a´lgebra graduada asso-
ciada U = gr(U). Obtemos esta a´lgebra formando o espac¸o vetorial
gr(U) = U =
∞⊕
i=0
U i, onde U i = Ui/Ui−1, e U−1 = 0.
A multiplicac¸a˜o em U e´ definida, componente a componente, por
(vi + Ui−1)(vj + Uj−1) = vivj + Ui+j−1
onde vi ∈ Ui e vj ∈ Uj. Ale´m disso, se vi ≡ ui modUi−1 e vj ≡ uj modUj−1 enta˜o
vivj ≡ uiuj mod Ui+j−1.
Agora, seja L uma a´lgebra de Lie e seja U = U(L), sua envelopante universal. Defi-
nimos a seguinte cadeia crescente de subespac¸os de U por
U0 = 〈1〉, Ui = 〈1〉+ L+ L2 + · · ·+ Li, i ≥ 1
onde Li e´ o subespac¸o de U(L) gerado por todos os produtos de i elementos de L. A
sequeˆncia de subespac¸os {Un | n ≥ 0}, definida acima, e´ uma filtrac¸a˜o para U(L). De
fato,
Un · Um = (〈1〉+ L+ · · ·+ Ln) · (〈1〉+ L+ · · ·+ Lm)
⊂ 〈1〉+ · · ·+ Ln+m = Un+m, ∀ m,n ≥ 0.
Ale´m disso, pelo Teorema 1.3.3, os produtos da forma vi1vi2 · · · vin geram Un, para
cada n ≥ 0. Dessa maneira, temos U(L) = ⋃n≥0 Un.
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Definic¸a˜o 1.3.21 A filtrac¸a˜o {Un | n ≥ 0} e´ chamada de filtrac¸a˜o crescente de U(L).
Seja U = grU(L) a a´lgebra graduada associada. Pelo Teorema 1.3.3, L gera U , enta˜o
o quociente L = U1/U0 = (〈1〉 + L)/〈1〉 gera a a´lgebra U . Se {vi | i ∈ I}, I ordenado, e´
uma base para L, enta˜o as classes laterais vi = vi + 〈1〉 em U1 geram U . Agora, sejam vi
e vj enta˜o vivj = vivj + U1, vjvi = vjvi + U1 e como vivj − vjvi = [vi, vl] ∈ U1, segue que
vivj = vjvi.
Assim, os geradores comutam e consequentemente U e´ uma a´lgebra comutativa. Segue
que cada elemento de U e´ uma combinac¸a˜o linear dos elementos 1 = 1, vi1vi2 · · · vin , i1 ≤
i2 ≤ . . . ≤ in. Pelo Teorema 1.3.3, os diferentes monoˆmios indicados aqui, formam uma
base para U . Isto significa que os vi’s sa˜o algebricamente independentes e U = gr(U(L))
e´ a a´lgebra dos polinoˆmios nesses elementos, isto e´
gr(U(L)) ∼= K[v1, v2, . . .].
Recordando que qualquer a´lgebra de Lie L sobre um corpo K e´ um espac¸o vetorial,
temos a definic¸a˜o a seguir.
Definic¸a˜o 1.3.22 A a´lgebra sime´trica de um espac¸o vetorial L sobre um corpo K e´ o
quociente da a´lgebra tensorial T (L) pelo ideal J gerado por todos os elementos do tipo
x⊗ y − y ⊗ x, para todos x, y ∈ L. A a´lgebra sime´trica T (L)/J e´ denotada por S(L).
No´s identificamos S(L), a a´lgebra sime´trica da a´lgebra de Lie L, com a a´lgebra gra-
duada gr(U(L)) associada constru´ıda a partir da filtrac¸a˜o crescente de U(L).
A´lgebras de Lie restritas. Supera´lgebras de Lie
Agora, iremos apresentar outras duas estruturas da teoria de a´lgebra de Lie que sa˜o as
a´lgebras de Lie restritas e as supera´lgebras de Lie. Antes, iremos mencionar um resultado
muito u´til para a construc¸a˜o da envelopante restrita que sera´ apresentada a seguir.
Seja {vi | i ∈ I} uma base ordenada de L e suponha que para cada vi, existem um
inteiro positivo ki, um elemento zi do centro de U(L) e um elemento ui ∈ Uki−1 tais que
vkii = ui + zi.
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Enta˜o vale o seguinte resultado.




· · · vβrir zγ1i1 zγ2i2 · · · zγrir (1.5)
onde i1 < . . . < ir, 0 ≤ βj < kj, γj ≥ 0 e r = 1, 2, . . ., formam uma base para U(L).
Definic¸a˜o 1.3.24 Seja L uma a´lgebra de Lie sobre um corpo K de caracter´ıtica p > 0.
Suponhamos que em L existe uma aplicac¸a˜o
[p] : L → L
x 7→ x[p]
chamada p-aplicac¸a˜o, que satisfaz:
1. (αx)[p] = αpx[p], x ∈ L, α ∈ K;
2. ad(x[p]) = (ad x)p, x ∈ L;
3. (x+ y)[p] = x[p] + y[p] +
∑p−1
i=1 si(x, y), x, y ∈ L.
onde isi(x, y) e´ o coeficiente de λ
i−1 em x(ad(λx + y)p). Enta˜o o par (L, [p]) e´ chamado
a´lgebra de Lie restrita, ou p-a´lgebra de Lie.
A origem da noc¸a˜o de a´lgebra de Lie restrita, vem da seguinte observac¸a˜o: seja A
uma a´lgebra associativa sobre um corpo de caracter´ıstica p > 0. Enta˜o, a a´lgebra de Lie
A(−) associada a a´lgebra A e a aplicac¸a˜o x 7→ xp, x ∈ A (a poteˆncia ordina´ria dentro de
A) satisfazem os axiomas acima.
As noc¸o˜es de suba´lgebras, ideais, morfismos de Lie restrita sa˜o padro˜es e alguns deles
sera˜o catalogadas a seguir sem mais comenta´rios.
Definic¸a˜o 1.3.25 Seja (L, [p]) uma a´lgebra de Lie restrita. Dizemos que a suba´lgebra
H ⊂ L (ideal I C L) e´ uma suba´lgebra restrita (ideal restrito) de L se, e somente se,
x[p] ∈ H, ∀x ∈ H (x[p] ∈ I, ∀x ∈ I).
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Definic¸a˜o 1.3.26 Sejam (L1, [p]1), (L2, [p]2) a´lgebras de Lie restritas sobre um corpo K.
Uma aplicac¸a˜o ϕ : L1 → L2 e´ chamada restrita (ou p-homomorfismo) se ϕ e´ um homo-
morfismo de a´lgebras de Lie e ϕ(x[p]1) = (ϕ(x))[p]2, para todo x ∈ L1.
Proposic¸a˜o 1.3.27 ([51], pa´g. 67) Seja (L, [p]) uma a´lgebra de Lie restrita. Suponha
que ϕ : L→ G e´ um homomorfismo de a´lgebras de Lie, da a´lgebra de Lie L na a´lgebra de
Lie G, tal que ker(ϕ) e´ um ideal restrito. Enta˜o existe uma u´nica p-aplicac¸a˜o sobre ϕ(L)
tal que ϕ : L→ ϕ(L) e´ um p-homomorfismo.
Este resultado e´ importante, pois se I e´ um ideal restrito de uma a´lgebra de Lie
restrita L, enta˜o a definic¸a˜o (x + I)[p] := x[p] + I faz de L/I uma a´lgebra de Lie restrita
tal que o homomorfismo canoˆnico pi : L→ L/I e´ um p-homomorfismo.
Agora, iremos introduzir para a´lgebras de Lie restritas, o conceito ana´logo como para
a´lgebras de Lie ordina´rias, que e´ a noc¸a˜o de a´lgebra envelopante universal com a propri-
edade de “restricidade”.
Definic¸a˜o 1.3.28 Seja (L, [p]) uma a´lgebra de Lie restrita sobre um corpo K de carac-
ter´ıstica positiva p. Um par (u(L), i), consistindo de uma a´lgebra associativa sobre o corpo
K com unidade e um homomorfismo restrito i : L → u(L)(−), e´ chamado de a´lgebra en-
velopante universal restrita se, dada qualquer a´lgebra associativa sobre K com unidade e
qualquer homomorfismo ϕ : L → A(−), existe um u´nico homomorfismo ϕ : u(L) → A de
a´lgebras associativas tal que ϕ = ϕ ◦ i.
A existeˆncia de u(L) pode ser comprovada da seguinte forma.
Seja {vi | i ∈ J} uma base ordenada da a´lgebra de Lie restrita (L, [p]). Aplicamos
o Lema 1.3.23, considerando ki = p e escolhendo os elementos do tipo zi = v
p
i − v[p]i . A
derivac¸a˜o interna destes elementos e´ trivial, isto e´, pelo axioma 3 da Definic¸a˜o 1.3.24,
temos
ad zi = ad v
p
i − ad v[p]i
= (ad vi)
p − (ad vi)p = 0.
Isto implica que zi e´ um elemento central de U(L), isto e´, z1, . . . , zn ∈ Z(U(L)). Ale´m
disso, v
[p]
i ∈ L = U1 ⊂ Up−1. Seja I o ideal de U(L), gerado por todos os elementos
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zi = v
p
i − v[p]i . Por zi ∈ Z(U(L)), o ideal I e´ bilateral. Pelo Lema 1.3.23, I e´ gerado por
todos os elementos da forma vβ1j1 · · · vβnjn zγ1j1 · · · zγnjn , onde j1 < . . . < jn, 0 ≤ βk < p, γjk ≥ 0,





) · · · i(vβnjn ), j1 < . . . < jn, 0 ≤ βk < p, k = 1, 2, . . . , n, n ≥ 0 (1.6)
formam uma base para U(L)/I. Enta˜o, definimos u(L) := U(L)/I e i(x) = x + I, para
cada x ∈ L.
De fato, (u(L), i) definida acima satisfaz a propriedade universal. Primeiro, seja∑











j − v[p]j ) ≡ 0(mod I).
Agora, seja A uma a´lgebra associativa sobre K e seja ϕ : L→ A(−) um homomorfismo














= 0, para todo j ∈ J.
Dessa maneira, ϕ(I) = 0 e obtemos o homomorfismo induzido ψ : U(L)/I → A,
definido por ψ(a + I) = ϕ(a). Como i(L) gera U(L), ψ e´ unicamente determinado por
ϕ = ψ ◦ i.
Definic¸a˜o 1.3.29 Uma supera´lgebra de Lie e´ um espac¸o vetorial Z2-graduado, isto e´
L = L0 ⊕ L1 que junto com uma aplicac¸a˜o bilinear [·, ·] : L→ L e´ tal que
1. [Lα, Lβ] ⊆ Lα+β, α, β ∈ Z2 (Z2-graduac¸a˜o);













, x ∈ Lα, y ∈ Lβ, (identidade de Jacobi
graduada).
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Agora iremos definir a a´lgebra envelopante universal de uma supera´lgebra de Lie, e
em seguida iremos enunciar a versa˜o do Teorema de Poincare´-Birkhoff-Witt para estas
a´lgebras.
Definic¸a˜o 1.3.30 Seja L uma supera´lgebra de Lie sobre um corpo K. Uma a´lgebra
envelopante universal de L e´ um par (U(L), i), onde U(L) e´ uma a´lgebra associativa com
unidade sobre o corpo K e i : L → U(L) e´ uma aplicac¸a˜o linear satisfazendo a seguinte
relac¸a˜o
i([x, y]) = i(x)i(y)− (−1)α+βi(y)i(x), (1.7)
tal que a seguinte propriedade universal e´ satisfeita: se A e´ outra a´lgebra associativa com
unidade sobre K e ϕ : L→ A e´ qualquer aplicac¸a˜o linear satisfazendo (1.7), enta˜o existe
um u´nico homomorfismo ϕ : U(L)→ A tal que ϕ ◦ i = ϕ.
Observe que a a´lgebra A na˜o necessariamente e´ Z2-graduada. Como (U(L), i) e´ defi-
nida pela propriedade universal, a unicidade e´ determinada pelo argumento padra˜o.
Exibiremos agora a existeˆncia de (U(L), i). Considere T (L) a a´lgebra tensorial de L
e seja I o ideal de T (L) gerado por todos os elementos da forma
x⊗ y − (−1)α+βy ⊗ x− [x, y].
Enta˜o definimos U(L) = T (L)/I. A aplicac¸a˜o i e´ a composic¸a˜o da inclusa˜o L→ T (L)
e aplicac¸a˜o canoˆnica T (L) → U(L). Note que T (L) tem uma Z2-graduac¸a˜o que vem de
L. Como o ideal I e´ gerado por elementos homogeˆneos, segue que U(L) e´ Z2-graduada
tambe´m. Observamos tambe´m que U(L) e´ gerada pela imagem de i uma vez que T (L) e´
gerada por L.
Agora, enunciaremos o Teorema de Poincare´-Birkhoff-Witt para supera´lgebras de Lie.
Teorema 1.3.31 Seja L = L0 ⊕ L1 uma supera´lgebra de Lie sobre um corpo K. Se
X0 = {ei | i ∈ I} e´ uma base ordenada para L0 e se X1 = {fj | j ∈ J} e´ uma base
ordenada para L1, enta˜o a´lgebra envelopante universal U(L) de L e´ gerada, como espac¸o,




· · · eαnin fβ1j1 fβ2j2 · · · fβmim
onde i1 < i2 < · · · < in, j1 < j2 < · · · < jm, αi ≥ 0 e βj ∈ {0, 1}.
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Em particular, se L = L0 ⊕ L1 e´ uma supera´lgebra de Lie abeliana onde L0 =
〈e1, . . . , en〉K e L1 = 〈f1, . . . , fm〉K , enta˜o U(L) e´ isomorfa ao produto tensorial (como
espac¸o vetorial), das seguintes a´lgebras
U(L) ∼= K[x1, . . . , xn]⊗K Λ(ξ1, . . . , ξm)
onde Λ(ξ1, . . . , ξm) =
〈
ξα11 · · · ξαmm | αi ∈ {0, 1}
〉
K
e´ a´lgebra de Grassmann finitamente
gerada.
1.4 Grupos
Nesta sec¸a˜o, iremos recordar algumas definic¸o˜es de grupos para que possamos menci-
onar os resultados contidos no pro´ximo cap´ıtulo.
Definic¸a˜o 1.4.1 Um grupo e´ um par (G, ·), onde G e´ um conjunto na˜o vazio e · e´ uma
operac¸a˜o bina´ria definida em G satisfazendo os seguintes axiomas:
1. (a · b) · c = a · (b · c), para todos a, b, c ∈ G, i.e., · e´ associativa;
2. existe um elemento eG ∈ G, chamado identidade, tal que para todo a ∈ G, tem-se
eG · a = a · eG = a;
3. para cada a ∈ G existe um elemento a−1 ∈ G, chamado inverso de a, tal que
a · a−1 = a−1 · a = eG.
O grupo (G, ·) e´ chamado abeliano se a · b = b · a, para todos a, b ∈ G.
Definic¸a˜o 1.4.2 Seja p um primo e seja G um grupo finito. Dizemos que G e´ um p-grupo
se a ordem de G, |G|, e´ um poteˆncia de p, isto e´, se |G| = pn, para algum n inteiro na˜o
negativo.
Recorde que num grupo G, o produto comutador de dois elementos g, h ∈ G e´ definido
por
[g, h] = g−1h−1gh.
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O subgrupo G′ e´ definido por
G′ = [G,G] = 〈[g, h] | g, h ∈ G〉
e e´ chamado de subgrupo comutador, ou ainda de subgrupo derivado de G.
Dizemos que o grupo G e´ um grupo p-abeliano se o seu subgrupo comutador G′ e´ um
p-grupo. Claro que se p = 0, enta˜o G e´ abeliano.
Para qualquer grupo (finito ou infinito), definem-se os seguintes subgrupos indutiva-
mente
γ1(G) = G, γ2(G) = [γ1(G), G] e γi+1(G) = [γi(G), G].
A cadeia de subgrupos
γ1(G) ≥ γ2(G) ≥ γ3(G) ≥ · · ·
e´ chamada a se´rie central inferior de G.
O termo “inferior” indica que γi(G) ≥ γi+1(G).
Dizemos que o grupo G e´ nilpotente quando γn(G) = {eG} para algum n > 0. Se o
interio c+ 1 ≥ 0 e´ o menor com essa propriedade, dizemos que G e´ nilpotente de classe c.
Agora, seja K um anel (na˜o necessariamente um corpo). Enta˜o, temos a seguir, a
definic¸a˜o que combina um grupo G com o anel K que e´ o anel de grupo.
Definic¸a˜o 1.4.3 Seja K um anel comutativo com unidade e seja G um grupo qualquer
com a operac¸a˜o de grupo multiplicativa. Define-se o anel de grupo K[G] do grupo G como
o K-mo´dulo livre com base em {g | g ∈ G} e coeficientes em K como sendo o conjunto
de todas as somas ∑
g∈G
αgg, αg ∈ K,










αgβhgh, αg, βh ∈ K.
Lema 1.4.4 Seja K um anel comutativo e seja G um grupo. Definimos a aplicac¸a˜o
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αg, αg ∈ K.
Enta˜o f e´ um homomorfimo de ane´is sobrejetivo e B = {g − eG : g ∈ G, g 6= eG} e´
uma base para o K-mo´dulo livre ker f .






















































Portanto, ker f , como um K-mo´dulo, e´ gerado pelo conjunto B = {g−eG | g ∈ G, g 6=
eG}. Enta˜o, o conjunto B ainda gera ker f . Para mostrar que B e´ uma base para ker f
como um K-mo´dulo suponhamos que
∑








Mas g 6= eG para todo g ∈ B e enta˜o αg = 0 para todo g ∈ B. 
Definic¸a˜o 1.4.5 O homomorfismo de ane´is f , como definido no lema acima, e´ chamado
aplicac¸a˜o de aumento e o nu´cleo ker f e´ chamado ideal de aumento de K[G].
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Recorde que a ac¸a˜o de um grupo G em um conjunto X e´ um homomorfismo de G no
grupo das func¸o˜es biun´ıvocas de X, que e´ denotado por B(X).
Denotando uma ac¸a˜o (a` esquerda) por
ϕ : G → B(X)
g 7→ ϕg = ϕ(g)
temos que ϕg = ϕ(g) e´ uma bijec¸a˜o no conjunto X, que associa a cada elemento x ∈ X a
um outro elemento ϕg(x). Como ϕ e´ um homomorfismo, enta˜o temos que
1. ϕg(ϕh(x)) = ϕgh(x), para todos g, h ∈ G e x ∈ X;
2. ϕeG = IdX , ou seja, ϕeG(x) = x, para todo x ∈ X;
3. ϕ−1g = ϕg−1 , para todo g ∈ G.
Quando temos um grupo G agindo sobre um grupo H por automorfismos, no´s cons-
tru´ımos um novo grupo, isto e´, munimos o produto cartesiano H × G com a seguinte
operac¸a˜o
(h1, g1) · (h2, g2) = (h1ϕg1(h2), g1g2).
E com essa operac¸a˜o, o produto cartesiano ganha uma estrutura de grupo, que e´ o
produto semidireto de H por G e e´ denotado por H oϕ G.
Seja A uma a´lgebra sobre um corpo K. Sabemos que o conjunto dos automorfismos
de A, Aut(A) e´ um grupo com respeito a composic¸a˜o de func¸o˜es. Suponha que G age na
a´lgebra A por automorfismos:
ϕ : G → Aut(A)
g 7→ ϕg : A → A
x 7→ ϕg(x)
,
g ∈ G, x ∈ A. Colocando g ∗ x = ϕg(x) = ϕ(g)(x), pode-se formar um novo espac¸o que
codifica em si a estrutura do grupo G, a estrutura de A e a ac¸a˜o ϕ de G em A, o produto
smash R = A#K[G]. Isto e´ o espac¸o vetorial R = A⊗KK[G] dotado com a multiplicac¸a˜o
(a1, g1) · (a2, g2) = (a1(g1 ∗ a2), g1g2), a1, a2 ∈ A, g1, g2 ∈ G.
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Por linearidade, tambe´m o anel de grupo K[G] age sobre A:
(α1g1+α2g2+· · ·+αngn)∗a = α1(g1∗a)+α2(g2∗a)+· · ·+αn(gn∗a), a ∈ A, gi ∈ G,αi ∈ K.
Em particular, se um grupo G age sobre uma a´lgebra de Lie L (restrita), enta˜o essa
ac¸a˜o pode ser estendida ate´ a ac¸a˜o sobre a a´lgebra envelopante universal (restrita) U(L)
(u(L)) de L e podemos formar o produto smash U(L)#K[G], (u(L)#K[G]). Para estes
produtos, foram descobertos va´rios resultados com respeito as identidades polinomiais
na˜o triviais satisfeitos por eles. Mencionarems alguns deles no Cap´ıtulo 2.
1.5 A´lgebras de Poisson. Exemplos
A´lgebras de Poisson surgem naturalmente em diferentes a´reas da a´lgebra, topologia e
f´ısica.
A´lgebras de Poisson foram introduzidas em 1976 por Berezin [7], veja tambe´m Vergne
[55] (1969). A´lgebras de Poisson foram usados para estudar a´lgebras envelopantes univer-
sais de a´lgebras de Lie, para a´lgebras de Lie de dimensa˜o finita em caracter´ıstica zero [22],
[32]. Suba´lgebras comutativas em a´lgebras de Poisson sime´tricas sa˜o usadas para estudar
suba´lgebras comutativas em a´lgebras envelopantes universais de a´lgebras de Lie semis-
simples de dimensa˜o finita em caracter´ıstica zero [52], [56].
A partir de agora, iremos considerar K um corpo de caracter´ıtica p > 0, a menos dos
casos espec´ıficos.
Um espac¸o vetorial A sobre um corpo K e´ uma a´lgebra de Poisson desde que, ale´m
de uma adic¸a˜o, A tem duas operac¸o˜es K-bilineares as quais sa˜o relacionadas pela regra
de Leibnitz. Mais precisamente, temos a seguinte definic¸a˜o.
Definic¸a˜o 1.5.1 Um K-espac¸o vetorial A e´ uma a´lgebra de Poisson se ele tem dois K-
produtos tais que:
1. A e´ uma a´lgebra associativa comutativa com unidade com multiplicac¸a˜o denotada
por a · b (ou ab), onde a, b ∈ A;
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2. A e´ uma a´lgebra de Lie em que tradicionalmente a operac¸a˜o de Lie e´ denotada pelos
colchetes de Poisson {a, b}, onde a, b ∈ A;
3. estas duas operac¸o˜es esta˜o relacionadas pela regra de Leibnitz:
{a · b, c} = a · {b, c}+ b · {a, c}, a, b, c ∈ A.
Os exemplos t´ıpicos sa˜o dados a seguir.
Exemplo 1.5.2 Considere o anel de polinoˆmios
H2m(K) = K[X1, . . . , Xm, Y1, . . . , Ym].
Se colocarmos {Xi, Yj} = δij, onde δij e´ o s´ımbolo de Kronecker, e estendermos estes
colchetes pela regra de derivac¸a˜o, a a´lgebra resultante e´ uma a´lgebra de Poisson com














, f, g ∈ H2m(K). (1.8)
Nos referimos tambe´m a` a´lgebra de Poisson H2m(K) como a a´lgebra Hamiltoniana.
Exemplo 1.5.3 Seja L uma a´lgebra de Lie sobre um corpo K, com K-base {v1, v2, . . .}.
Considere a a´lgebra sime´trica da a´lgebra envelopante universal (veja [10], pa´gina 76):
S(L) = gr(U(L)) =
∞⊕
n=1
Un/Un−1 ∼= K[v1, v2, . . .],
um anel de polinoˆmios. Definimos o colchete de Poisson por:
{v, w} := [v, w], v, w ∈ L,
e estendendo por linearidade e por derivac¸o˜es:
{vi · vj, vk} = vi · {vj, vk}+ vj · {vi, vk}.
Assim, S(L) e´ uma a´lgebra de Poisson, chamada a´lgebra de Poisson sime´trica.
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Exemplo 1.5.4 Seja L uma a´lgebra de Lie sobre um corpo K de caracter´ıstica p > 0,
com uma K-base {v1, v2, . . .}. Considere uma a´lgebra quociente da a´lgebra de Poisson
sime´trica
s(L) = S(L)/(vp | v ∈ L).
Temos um anel de polinoˆmios truncados. Por
{vp, u} = pvp−1{v, u} = 0, v ∈ L, u ∈ s(L)
os colchetes de Poisson sobre S(L) produzem um colchete de Poisson sobre s(L). Assim,
s(L) e´ uma a´lgebra de Poisson chamada a´lgebra sime´trica truncada. Observe que L na˜o
necessariamente e´ uma a´lgebra de Lie restrita.
Exemplo 1.5.5 Seja K um corpo da carater´ıstica positiva p. Introduzimos a a´lgebra de
Poisson Hamiltoniana truncada como




i | i = 1, . . . ,m),
onde o colchete e´ definido por (1.8), veja Exemplo 1.5.2, e usando a observac¸a˜o do Exem-
plo 1.5.3.
As a´lgebras Hamiltonianas h2m(K) e H2m(K) na classe das a´lgebras de Poisson tem
um papel semelhante ao das a´lgebras de matrizes Mn(K) na classe das a´lgebras associa-
tivas.
As noc¸o˜es de suba´lgebra de Poisson, ideais de Poisson e morfismos de Poisson, sa˜o
conceitos padro˜es e sa˜o definidos em termos dos colchetes de Poisson.
Definic¸a˜o 1.5.6 Seja A uma a´lgebra de Poisson sobre um corpo K e sejam H e I su-
bespac¸os de A. Enta˜o
1. H e´ dita suba´lgebra de Poisson se H ·H ⊆ H e {H,H} ⊆ H;
2. I e´ dito ideal de Poisson se I · A ⊆ I e {I, A} ⊆ I.
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Definic¸a˜o 1.5.7 Sejam duas a´lgebras de Poisson A1 e A2 sobre um corpo K. Um homo-
morfismo de a´lgebras ϕ : A1 → A2 e´ chamado homomorfismo de a´lgebras de Poisson se
ϕ preserva os colchetes de Poisson, isto e´, para quaisquer f, g ∈ A1,
ϕ{f, g}A1 = {ϕ(f), ϕ(g)}A2 .
1.6 A´lgebra de Poisson livre e identidades de Poisson
O objetivo desta sec¸a˜o e´ descrever alguns fatos ba´sicos sobre identidades polinomiais
de a´lgebras de Poisson.
Seja K um corpo qualquer de caracter´ıstica 0 e seja X = {x1, x2, . . .} um conjunto
na˜o vazio de varia´veis enumera´vel.
Definic¸a˜o 1.6.1 A a´lgebra de Poisson livre sobre X e´ uma a´lgebra de Poisson P (X) que
junto com uma aplicac¸a˜o i : X → P (X) e´ tal que dada qualquer aplicac¸a˜o ϕ : X → A
em uma a´lgebra de Poisson A, ela pode ser unicamente estendida a um homomorfismo de











e´ comutativo, isto e´, ϕ = ϕ ◦ i.
Considere a a´lgebra de Lie livre L = L(X) sobre o conjunto das varia´veis X, e sua
a´lgebra sime´trica F (X) = S(L(X)), como na Definic¸a˜o 1.3.22. Enta˜o, F (X) e´ a a´lgebra
de Poisson livre nas varia´veis x ∈ X, como foi demonstrado por Shestakov [44].
Por exemplo, seja L = L(x, y) a a´lgebra de Lie livre de posto 2. Consideramos a base
de Hall (veja Teorema 1.3.10) dela
L = 〈x, y, [y, x], [[y, x], x], [[y, x], y], [[[y, x], x], x], . . .〉K .
Cap´ıtulo 1. Preliminares 49
Obtemos a a´lgebra de Poisson livre S(L) de posto 2, que tem uma base canoˆnica nos
monoˆmios como a abaixo:〈




onde apenas uma quantidade finita de ni’s, i ≥ 1, sa˜o diferentes de zero.
A definic¸a˜o de uma PI-a´lgebra de Poisson e´ padra˜o, as identidades sendo elementos
da a´lgebra de Poisson livre F (X) de posto enumera´vel. Assumiremos que os fatos ba´sicos
sobre variedades de a´lgebras lineares sa˜o conhecidas do leitor, (veja, por exemplo, [11]
e [1]).
Considere a a´lgebra de Poisson livre F (X) com conjunto gerador enumera´vel X =
{xi | i ∈ N}. Seja Pn = Pn(X) ⊂ F (X) o subespac¸o dos elementos multilineares de grau
n em x1, . . . , xn. Considere tambe´m o subespac¸o Q2n ⊂ P2n gerado pelos elementos
{xα1 , xα2} · {xα3 , xα4} · · · {xα2n−1 , xα2n}.
Segundo Farkas [13], chamamos os elementos de Q2n de polinoˆmios customary. Uma
base canoˆnica de Q2n e´ dada a seguir
Q2n = 〈{xτ(1), xτ(2)} · {xτ(3), xτ(4)} · · · {xτ(2n−1), xτ(2n)} | τ ∈ S2n,
τ(1) < τ(2), τ(3) < τ(4), . . . , τ(2n− 1) < τ(2n),
τ(1) < τ(3) < · · · < τ(2n− 1)〉K .
Denote por T2n o conjunto das permutac¸o˜es τ ∈ S2n satisfazendo as condic¸o˜es acima.
Note que |T2n| e´ igual ao nu´mero de partic¸o˜es do conjunto {1, 2, . . . , 2n} em pares.
Escrevemos uma identidade customary na˜o trivial como:
∑
τ∈T2n
λτ{xτ(1), xτ(2)} · {xτ(3), xτ(4)} · · · {xτ(2n−1), xτ(2n)} ≡ 0, λτ ∈ K,
onde λe = 1, para a permutac¸a˜o identidade e ∈ T2n.
A importaˆncia de polinoˆmios customary e´ explicado pelo seguinte fato descoberto por
Farkas.
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Teorema 1.6.2 (Farkas, 1998, [13]) Suponha que V e´ uma variedade a´lgebras de Pois-
son na˜o trivial sobre um corpo K de caracter´ıstica zero. Enta˜o V satisfaz uma identidade
customary na˜o trivial.
Vamos mostrar a ideia da demonstrac¸a˜o. Seja uma a´lgebra de Poisson R que satisfaz
a identidade f(X, Y, Z) = {{X, Y }, Z} ≡ 0. Enta˜o, R satisfaz tambe´m a identidade:
0 ≡ f(X1X2, Y, Z)−X1f(X2, Y, Z)−X2f(X1, Y, Z)
= {{X1X2, Y }, Z} −X1{{X2, Y }, Z} −X2{{X1, Y }, Z}
= {X1, Y }{X2, Z}+ {X2, Y }{X1, Z},
obtemos um polinoˆmio customary. Farkas chamou isso de processo de customarizac¸a˜o [13],
que e´ um ana´logo do processo de linearizac¸a˜o para a´lgebras associativas bem conhecido.
De fato, os argumentos de [13], provam o seguinte resultado.
Teorema 1.6.3 (Farkas, 1998, [13]) Suponha que uma a´lgebra de Poisson A satisfaz
uma identidade de Poisson multilinear na˜o trivial. Enta˜o A satisfaz uma identidade
customary na˜o trivial.
Vamos explicar porque no´s precisamos de polinoˆmios multilineares no caso da carac-
ter´ıstica positiva p. O processo de linearizac¸a˜o simplesmente na˜o funciona para a´lgebras
de Poisson em caracter´ıstica positiva como no caso de a´lgebras associativas ou de Lie. De
fato, por exemplo, a identidade de Poisson {x, y}p ≡ 0 e´ dada por um elemento na˜o nulo
da a´lgebra de Poisson livre F (X). Observe que sua linearizac¸a˜o completa e´ trivial:
∑
σ,pi∈s
{xσ(1), ypi(1)} · · · {xσ(p), ypi(p)} = p!
∑
pi∈s
{x1, ypi(1)} · · · {xp, ypi(p)} = 0.
Ale´m disso, checa-se que qualquer a´lgebra sime´trica truncada s(L) satisfaz a identi-
dade {x, y}p ≡ 0. Com efeito, sejam a, b ∈ s(L), enta˜o {a, b} e´ um polinoˆmio truncado sem
o termo constante, sua p- e´sima poteˆncia e´ zero pela regra de Frobenius (v+w)p = vp+wp.
Assim, na˜o faz sentido estudar identidades de Poisson arbitra´rias para a´lgebras sime´tricas
truncadas.
Na teoria de PI-a´lgebras de Poisson, o ana´logo do polinoˆmio standard associativo e´ o
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polinoˆmio de Poisson standard como abaixo ([13], [14]):
St2n = St2n(x1, . . . , x2n) =
∑
σ∈T2n
(−1)σ{xσ(1), xσ(2)} · · · {xσ(2n−1), xσ(2n)}.
Este e´ um polinoˆmio customary e ele e´ antissime´trico em todas as varia´veis [13].
Temos o seguinte fato semelhante ao de a´lgebras associativas.
Teorema 1.6.4 (Mishchenko, Petrogradsky, Regev, 2007, [29]) No caso de carac-
ter´ıstica zero, qualquer PI-a´lgebra de Poisson satisfaz uma identidade
(St2n(x1, . . . , x2n))
m ≡ 0,
para alguns inteiros n,m.
Outro fato importante sobre identidades standard e´ como a seguir.
Lema 1.6.5 (Farkas, 1998, [13]) Seja A uma a´lgebra de Poisson sobre um corpo ar-
bitra´rio K gerada por k elementos como uma a´lgebra associativa. Enta˜o A satisfaz a
identidade standard
St2m(x1, . . . , x2m) ≡ 0,
sempre que 2m > k.
Cap´ıtulo 2
Identidades dos ane´is de grupos e
a´lgebras envelopantes
Neste cap´ıtulo, no´s fazemos uma breve exposic¸a˜o dos resultados sobre a existeˆncia de
identidades polinomiais na˜o triviais dos ane´is de grupos, a´lgebras envelopantes, produtos
smash e a´lgebras de Poisson.
2.1 Identidades dos ane´is de grupos
Passman obteve condic¸o˜es necessa´rias e suficientes para o anel de grupo K[G] satis-
fazer uma identidade polinomial na˜o trivial sobre um corpo K de caracter´ıstica qualquer.
Teorema 2.1.1 (Passman, 1972, [34]) A a´lgebra de grupo K[G] de um grupo G sa-
tisfaz uma identidade polinomial na˜o trivial se, e somente se, as seguintes condic¸o˜es sa˜o
satisfeitas.
1. Existe um subgrupo normal A ⊂ G de ı´ndice finito;
2. A e´ abeliano se K e´ de caracter´ıstica zero, e o subgrupo comutador A′ e´ um p-grupo
finito se K e´ de caracter´ıstica p > 0.
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Recordando que um grupo G e´ dito 4p-abeliano se G e´ abeliano para p = 0 e se p > 0,
G′, o subgrupo comutador de G, e´ um p-grupo finito.
Em [33] Passi, Passman e Sehgal consideraram identidades polinomiais que corres-
pondem a Lie nilpoteˆncia e a Lie solubilidade de K[G].
Teorema 2.1.2 (Passi, Passman, Sehgal, 1973, [33]) Seja K[G] um anel de grupo
de um grupo G sobre um corpo K, charK = p ≥ 0. Enta˜o
1. K[G] e´ Lie nilpotente se, e somente se, G e´ p-abeliano e nilpotente;
2. K[G] e´ Lie solu´vel se, e somente se,
(i) G e´ p-abeliano, para p 6= 2 e
(ii) G tem um subgrupo 2-abeliano de ı´ndice no ma´ximo 2, para p = 2.
Existe uma fo´rmula para a classe de Lie nilpoteˆncia de um anel de grupo sobre um
corpo de caracter´ıstica positiva. Seja G um grupo, K[G] o anel de grupo do grupo G,
define-se os subgrupos de dimensa˜o de Lie de G como:
D(n),K(G) = G ∩ (1 +K[G](n)), n ≥ 0,
onde K[G](n) e´ o n-e´simo termo das poteˆncias de Lie superiores de K[G].





pk , n ≥ 0. (2.1)
Teorema 2.1.3 (Bhandari, Passi, 1992, [9]) Sejam G um grupo, K um corpo de ca-
racter´ıstica p > 3 tais que o anel de grupo K[G] e´ Lie nilpotente. Enta˜o a classe de Lie
nilpoteˆncia de K[G] e´ igual a
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2.2 Identidades das a´lgebras envelopantes universais
Em [26], Latyshev provou que a a´lgebra envelopante universal de uma a´lgebra de Lie
de dimensa˜o finita sobre um corpo de carater´ıstica zero satisfaz uma identidade na˜o trivial
se, e somente se, a a´lgebra de Lie e´ abeliana. Mais tarde, Bahturin notou que a condic¸a˜o
de a a´lgebra de Lie ser de dimensa˜o finita na˜o era necessa´ria, (veja [1]).
Bahturin estabeleceu tambe´m um teorema semelhante sobre a existeˆncia de uma iden-
tidade na˜o trivial para a a´lgebra envelopante sobre um corpo de caracter´ıstica positiva
como a seguir.
Teorema 2.2.1 (Bahturin, 1974, [2]) Seja L uma a´lgebra de Lie sobre um corpo K
de caracter´ıstica positiva. Enta˜o a a´lgebra envelopante universal U(L) satisfaz a uma
identidade polinomial na˜o trivial se, e somente se, as seguintes condic¸o˜es sa˜o satisfeitas:
1. existe um ideal abeliano H ⊂ L de codimensa˜o finita;
2. todas as derivac¸o˜es internas adx, x ∈ L sa˜o alge´bricas de grau limitado.
Ale´m disso, Bahturin encontrou condic¸o˜es necessa´rias e suficientes para a a´lgebra
envelopante universal de uma supera´lgebra de Lie sobre um corpo de caracter´ıstica zero
satisfazer uma identidade polinomial na˜o trivial [3].
Teorema 2.2.2 (Bahturin, 1985, [3]) Sejam K um corpo de caracter´ıstica zero, L =
L0 ⊕ L1 uma supera´lgebra de Lie e U(L) sua a´lgebra envelopante universal. Enta˜o U(L)
satisfaz a uma identidade polinomial na˜o trivial se, e somente se, as seguintes condic¸o˜es
sa˜o va´lidas:
1. L0 e´ uma a´lgebra de Lie abeliana;
2. L1 conte´m um L0-submo´dulo M tal que ambos L1/M e [L0,M ] sa˜o de dimensa˜o
finita;
3. [M,M ] = 0.
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2.3 Identidades das a´lgebras envelopantes restritas
Passman em [36] e Petrogradsky em [37] descreveram a a´lgebra de Lie restrita cuja
a´lgebra envelopante restrita u(L) satisfaz a uma identidade polinomial na˜o trivial. Isso
deu o resultado principal para nossa pesquisa.
Teorema 2.3.1 (Passman, 1990, [36], Petrogradsky, 1991, [37]) Seja L uma p-a´lgebra
de Lie. Enta˜o a a´lgebra envelopante restrita u(L) satisfaz a uma identidade polinomial
na˜o trivial se, e somente se, existem ideais restritos Q ⊂ H ⊂ L tais que
1. dimL/H <∞, dimQ <∞;
2. H/Q e´ abeliano;
3. Q e´ abeliano e tem uma p-aplicac¸a˜o nilpotente.
Em [42], Riley e Shalev determinaram quando u(L), considerada como uma a´lgebra
de Lie, e´ solu´vel (para p > 2), nilpotente e quando ela e´ n-Engel, isto e´, quando ela
satisfaz a identidade [x,n y] = [x, y, . . . , y] ≡ 0, onde y aparece na expressa˜o n vezes.
Teorema 2.3.2 (Riley, Shalev, 1993, [42]) Seja u(L) a a´lgebra envelopante restrita
de uma a´lgebra de Lie restrita L sobre um corpo K, de caracter´ıstica p > 0. Enta˜o
1. u(L) e´ Lie nilpotente se, e somente se, L e´ nilpotente, L2 e´ de dimensa˜o finita e
p-nilpotente;
2. u(L) e´ n-Engel para algum n se, e somente se, L e´ nilpotente, L2 e´ p-nilpotente e
L tem um ideal restrito A tal que ambos L/A e A′ sa˜o de dimensa˜o finita.
3. u(L) e´ Lie solu´vel se, e somente se, L2 e´ de dimensa˜o finita e p-nilpotente, para
p 6= 2.
No Teorema 2.3.2, p-nilpotente denota que a p-aplicac¸a˜o e´ nil.
Seja L uma a´lgebra de Lie restrita sobre um corpo K de caracter´ıstica p, Riley e
Shalev definiram as suba´lgebras de dimensa˜o de Lie superiores de L como abaixo [41]:
D(n)(L) = L ∩ u(L)(n), n ≥ 0,
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onde u(L)(n) e´ o n-e´simo termo das poteˆncias de Lie superiores da a´lgebra u(L).
(Nossa enumerac¸a˜o e´ alterada em compac¸a˜o com [41]). Riley e Shalev obtiveram





pk , n ≥ 0. (2.2)
O seguinte e´ um resultado ana´logo para classes de Lie nilpoteˆncia para ane´is de grupo
(veja Teorema 2.1.3).
Teorema 2.3.3 (Riley, Shalev, 1995, [41]) Seja L uma a´lgebra de Lie restrita sobre
um corpo K de caracter´ıstica p tal que u(L) e´ Lie nilpotente. Enta˜o
1. A classe de Lie nilpoteˆncia forte de u(L) e´ igual a




2. No caso p > 3, a classe de Lie nilpoteˆncia coincide com a classe de Lie nilpoteˆncia
forte.
O caso quando o corpo tem caracter´ıstica 2 foi determinado em [50].
Teorema 2.3.4 (Siciliano, Usefi, 2015, [50]) Seja L uma a´lgebra de Lie restrita sobre
um corpo K de caracter´ıstica 2. Seja K o fecho alge´brico de K e coloque L = L ⊗K K.
Enta˜o u(L) e´ Lie solu´vel se, e somente se L tem um ideal I restrito 2-nilpotente de
dimensa˜o finita tal que L = L/I satisfaz uma das seguintes condic¸o˜es:
1. L tem um ideal restrito abeliano de codimensa˜o no ma´ximo 1;
2. L e´ nilpotente de classe 2 e dimL/Z(L) = 3;
3. L = 〈x1, x2, y〉K ⊕ Z(L), onde [x1, y] = x1, [x2, y] = x2, e [x1, x2] ∈ Z(L);
4. L = 〈x, y〉K⊕H⊕Z(L), onde H e´ uma suba´lgebra restrita abeliana forte de dimensa˜o
finita de L tal que [x, y] = x, [y, h] = h, e [x, h] ∈ Z(L) para cada h ∈ H;
Cap´ıtulo 2. Identidades dos ane´is de grupos e a´lgebras envelopantes 57
5. L = 〈x, y〉K ⊕H ⊕ Z(L), onde H e´ uma suba´lgebra abeliana de dimensa˜o finita de
L tal que [x, y] = x, [y, h] = h, [x, h] ∈ Z(L), e [x, h][2] = h[2], para cada h ∈ H.
Siciliano provou em [46] que, no caso p > 2, a solubilidade forte da a´lgebra envelopante
restrita u(L) e´ equivalente a sua solubilidade. Tambe´m, a solubilidade forte, no caso p = 2,
e´ descrita pela mesma condic¸a˜o dada na Parte 3 do Teorema 2.3.2. No caso p = 2, ele
mostrou um exemplo de uma a´lgebra envelopante restrita u(L) que e´ solu´vel mas na˜o e´
solu´vel forte.
Lie solubilidade, Lie nilpoteˆncia e outras identidades na˜o matriciais para a´lgebras
envelopantes (restritas) de supera´lgebras de Lie (restritas) sa˜o estudadas em [8], [48],
[47], [53] e [54]. Mais sobre comprimentos solubilidade de Lie, classes de Lie nilpoteˆncia
para u(L), ou elementos sime´tricos de u(L), etc, veja [49].
Para o caso de p-supera´lgebras de Lie, veja em [2], p-supera´lgebras de Lie coloridas,
veja em [4].
2.4 Identidades dos produtos smash
Outros desenvolvimentos foram obtidos para o produto smash da forma U(L) #K[G]
e u(L)#K[G] em [5], onde um grupo G age por automorfismos sobre uma a´lgebra de Lie
(restrita) L. Estes resultados sa˜o interessantes porque eles combinam ambas situac¸o˜es,
ane´is de grupo e a´lgebras envelopantes.
Teorema 2.4.1 (Bahturin, Petrogradsky, 2002, [5]) Suponha que um grupo G age
por automorfismos sobre uma p-a´lgebra de Lie L. Enta˜o u(L)#K[G] e´ uma PI-a´lgebra
se, e somente se,
1. existem suba´lgebras restritas G-invariantes Q ⊂ H ⊂ L com
(a) dimL/H <∞, dimQ <∞;
(b) [H,H] ⊂ Q;
(c) Q e´ abeliana com uma p-aplicac¸a˜o nilpotente;
2. existe um subgrupo A ⊂ G com
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(a) |G : A| <∞;
(b) o subgrupo comutador A′ e´ um p-grupo abeliano finito;
3. A age trivialmente sobre H/Q.
Teorema 2.4.2 (Bahturin, Petrogradsky, 2002, [5]) Sejam G um grupo, L uma a´lgebra
de Lie sobre um corpo K de caracter´ıstica p > 0 e suponha que G age sobre L por au-
tomorfismos. Enta˜o U(L)#K[G] e´ PI-a´lgebra, se e somente se, as seguintes afirmac¸o˜es
sa˜o va´lidas:
1. existe um ideal abeliano G-invariante H ⊂ L de codimensa˜o finita e todas as de-
rivac¸o˜es internas adx, para qualquer x ∈ L, sa˜o alge´bricos de grau limitado;
2. existe um subgrupo normal A ⊂ G de ı´ndice finito tal que A′, o subgrupo comutador,
e´ um p-grupo finito abeliano;
3. A age trivialmente sobre L.
Identidades para o produto smash U(L)#K[G], onde L e´ uma supera´lgebra de Lie
em caracter´ıstica zero foram estudadas em [21].
Teorema 2.4.3 (Kochetov, 2003, [21]) Seja L = L0⊕L1 uma supera´lgebra de Lie so-
bre um corpo K de caracter´ıstica zero. Seja G um grupo agindo sobre L por automorfismos
de a´lgebra graduada. Enta˜o o produto smash U(L)#K[G] e´ PI-a´lgebra, se e somente se,
existem subespac¸os N e M L0- e G-invariantes com N ⊂M ⊂ L1 e um subgrupo A de G
tais que:
1. N e L1/M sa˜o de dimensa˜o finita;
2. [L0, L0] = [M,M ] = 0 e [L0,M ] ⊂ N ;
3. A e´ abeliano e tem ı´ndice finito em G;
4. A age trivialmente sobre L0 e sobre M/N .
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2.5 Identidades das a´lgebras de Poisson sime´tricas
O seguinte resultado e´ um ana´logo do teorema cla´ssico de Amitsur-Levitzki sobre
identidades de ane´is de matrizes. De fato, Kostant usou uma outra linguagem, mas como
observou Farkas [14], Kostant na verdade demonstrou o resultado sobre identidades de
a´lgebras de Poisson.
Teorema 2.5.1 (Kostant, 1981, [22]) Seja L uma a´lgebra de Lie de dimensa˜o finita
sobre um corpo de caracter´ıstica zero. Enta˜o, a a´lgebra de Poisson sime´trica S(L) satisfaz
a identidade de Poisson standard St2d ≡ 0 sempre que 2d excede a dimensa˜o da o´rbita
coadjunta ma´xima de L.
A nilpoteˆncia de classe 2 das a´lgebras sime´tricas foi considerada por Shestakov.
Teorema 2.5.2 (Shestakov, 1993, [44]) A a´lgebra sime´trica S(L) de uma a´lgebra de
Lie arbitra´ria L satisfaz uma identidade de Poisson {x, {y, z}} ≡ 0 se, e somente se, L e´
abeliana.
Em [14], Farkas provou a seguinte afirmac¸a˜o semelhante ao Teorema 2.5.1 de Kostant.
Teorema 2.5.3 (Farkas, 1999, [14]) Seja L uma a´lgebra de Lie sobre um corpo de
caracter´ıstica zero. Enta˜o a a´lgebra sime´trica S(L) satisfaz a uma identidade de Poisson
na˜o trivial se, e somente se, L conte´m uma suba´lgebra abeliana de codimensa˜o finita.
Giambruno e Petrogradsky em [15] estenderam este resultado para uma a´lgebra de
caracter´ıstica arbitra´ria.
Teorema 2.5.4 (Giambruno, Petrogradsky, 2006, [15]) Seja L uma a´lgebra de Lie
sobre um corpo de caracter´ıstica arbitra´ria. Enta˜o a a´lgebra sime´trica S(L) satisfaz uma
identidade de Poisson multilinear na˜o trivial se, e somente se, L conte´m uma suba´lgebra
abeliana de codimensa˜o finita.
O seguinte resultado foi obtido para a a´lgebra sime´trica truncada s(L) de uma p-
a´lgebra de Lie.
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Teorema 2.5.5 (Giambruno, Petrogradsky, 2006, [15]) Seja L uma p-a´lgebra de Lie.
Enta˜o a a´lgebra sime´trica truncada s(L) satisfaz uma identidade de Poisson multilinear
na˜o trivial se, e somente se, existe um ideal restrito H ⊂ L tal que
1. dimL/H <∞,
2. dimH2 <∞;
3. H e´ nilpotente de classe 2.
Este resultado e´ fundamental para no´s porque as identidades de Lie nilpoteˆncia (forte)




Neste cap´ıtulo, introduzimos duas noc¸o˜es de Lie nilpoteˆncia e Lie solubilidade para
as a´lgebras de Poisson, definindo as se´ries centrais inferiores, poteˆncias de Lie superiores,
se´ries derivadas e se´ries derivadas superiores. Depois, apresentamos nossos resultados
principais. O primeiro nos da´ condic¸o˜es equivalentes com respeito as identidades de Lie
nilpoteˆncia e Lie nilpoteˆncia forte da a´lgebra de Poisson sime´trica truncada s(L). O
segundo nos da´ condic¸o˜es equivalentes com respeito as identidades de Lie solu´vel e Lie
solu´vel forte, neste caso em caracter´ıstica p ≥ 3. Usaremos os termos Lie solu´vel/Lie
nilpotente quando nos referimos a estrutura de Lie de a´lgebras de Poisson.
3.1 Duas noc¸o˜es de Lie nilpoteˆncia de a´lgebras de
Poisson
Seja R uma a´lgebra de Poisson arbitra´ria. Para cada inteiro positivo m, denote por
γm(R) o m-e´simo termo da se´rie central inferior de R, i.e., γ1(R) = R e γn+1(R) =
{γn(R), R}, n ≥ 1. Isto nos da´ uma sequeˆncia decrescente de ideais
R = γ1(R) ⊇ γ2(R) = {R,R} ⊇ γ3(R) ⊇ · · ·
Considere tambe´m os seus ideais gerados R[n] = γn(R)R, n ≥ 1, chamados de
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poteˆncias de Lie inferiores. Dizemos que R e´ Lie nilpotente de classe s se γs+1(R) = 0
mas γs(R) 6= 0. Claramente, a condic¸a˜o γs+1(R) = 0 e´ equivalente a R[s+1] = 0 ou a`
identidade de Lie nilpoteˆncia:
{. . . {{X0, X1}, X2}, . . . , Xs} ≡ 0.
Definimos tambe´m as chamadas poteˆncias de Lie superiores como a seguir. A cada
passo no´s pegamos o ideal gerado pelos comutadores, isto e´, colocamos R(0) = R e R(n) =
{R(n−1), R}R para todo n ≥ 1, (observe que estamos usando a numerac¸a˜o alterada de
poteˆncias de Lie superiores que foi feito em [41]). Tambe´m ganhamos uma sequeˆncia
decrescente de ideais de R. A condic¸a˜o R(d) ≡ 0 e´ equivalente a identidade de Lie
nilpoteˆncia forte de classe d
{{. . . {{X0, X1} · Y1, X2} · Y2, . . . , Xd−1} · Yd−1, Xd} ≡ 0. (3.1)
Assim, dizemos que uma a´lgebra de Poisson R e´ Lie nilpotente forte de classe d quando
R satisfaz a identidade (3.1), ou equivalentemente que R(d+1) ≡ 0 e na˜o satisfaz condic¸a˜o
semelhante para d. Observe tambe´m que
γn(R) ⊆ R(n−1), n ≥ 1. (3.2)
Isto significa que a Lie nilpoteˆncia forte de classe d implica a Lie nilpoteˆncia de
mesma classe d. A nilpoteˆncia de classe 1 e´ equivalente a nilpoteˆncia forte de classe 1 e e´
equivalente ao fato de R ser uma a´lgebra de Lie abeliana.
3.2 Duas noc¸o˜es de Lie solubilidade de a´lgebras de
Poisson
Seja R uma a´lgebra de Poisson arbitra´ria. Para cada inteiro positivo m, denotare-
mos por δm(R) o m-e´simo termo da se´rie derivada de R, i.e., δ0(R) = R, δn+1(R) =
{δn(R), δn(R)}, n ≥ 0.
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Por induc¸a˜o, definimos polinoˆmios:
δ1(X1, X2) = {X1, X2};
δ2(X1, X2, X3, X4) = {{X1, X2}, {X3, X4}};
...
δs+1(X1, X2, . . . , X2s+1) = {δs(X1, . . . , X2s), δs(X2s+1+1, . . . , X2s+1)};
...
Agora, R e´ dita Lie solu´vel de classe s se, e somente se, δs(R) = 0, mas δs−1(R) 6= 0, ou
equivalentemente, R satisfaz a identidade de Lie solubilidade δs(X1, . . . , X2s) ≡ 0 (onde
s e´ minimal). Uma outra condic¸a˜o equivalente e´ que existe a cadeia dos ideais de Lie
R = R0 ⊃ R1 ⊃ · · · ⊃ Rs = 0,
tais que os fatores Ri/Ri+1, i = 0, . . . , s− 1, sa˜o abelianos e s e´ minimal.
Definimos tambe´m as chamadas se´ries derivadas superiores. Colocamos δ˜0(R) = R,
δ˜n+1(R) = {δ˜n(R), δ˜n(R)} ·R, n ≥ 0. Por induc¸a˜o, definimos polinoˆmios como:
δ˜1(X1, X2, Y1) = {X1, X2}Y1;
δ˜2(X1, X2, X3, X4, Y1, Y2, Y3) =
{




δ˜n+1(X1, . . . , X2n+1 , Y1, . . . , Y2n+1−1) ={
δ˜n(X1, . . . , X2n , Y1, . . . , Y2n−1),




Assim, dizemos que R e´ Lie solu´vel forte de classe s se, e somente se, δ˜s(R) = 0, mas
δ˜s−1(R) 6= 0, ou equivalentemente, R satisfaz a identidade de Lie solubilidade forte
δs(X1, . . . , X2s , Y1, . . . , Y2s−1) ≡ 0,
onde s e´ minimal. Uma outra condic¸a˜o equivalente e´ que existe a cadeia dos ideais de
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Poisson
R = R0 ⊃ R1 ⊃ · · · ⊃ Rs = 0,
tais que os fatores Ri/Ri+1, i = 0, . . . , s− 1, sa˜o abelianos e s e´ minimal.
Observe tambe´m que
δs(R) ⊆ δ˜s(R), s ≥ 0. (3.3)
Em particular, a solubilidade forte de classe d implica a solubilidade de classe d. A
solubilidade de classe 1 e´ equivalente a solubilidade forte de classe 1 e e´ equivalente ao
fato de R ser uma a´lgebra de Lie abeliana.
3.3 Lie nilpoteˆncia de a´lgebras de Poisson sime´tricas
truncadas
O nosso primeiro resultado principal e´ o seguinte.
Teorema 3.3.1 Seja L uma a´lgebra de Lie sobre um corpo de caracter´ıstica p > 0.
Considere sua a´lgebra de Poisson sime´trica truncada s(L). As seguintes condic¸o˜es sa˜o
equivalentes:
1. s(L) e´ Lie nilpotente forte;
2. s(L) e´ Lie nilpotente;
3. L e´ nilpotente e dimL2 <∞.
Seja L uma a´lgebra de Lie sobre um corpo de caracter´ıstica positiva p > 3. Usando
a noc¸a˜o das poteˆncias de Lie superiores (veja acima), definimos suba´lgebras de dimensa˜o
de Poisson truncadas de L como:
Ds(n)(L) = L ∩ (s(L))(n), n ≥ 0.
Pela afirmac¸a˜o 3 do Lema 4.3.1, obtemos a seguinte descric¸a˜o dessas suba´lgebras,
a qual e´ semelhante as fo´rmulas conhecidas para ane´is de grupos e envelopantes restri-
tas (2.1) e (2.2):
Ds(n)(L) = γn+1(L), n ≥ 0.
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Agora computamos as classes de nilpoteˆncia e nilpoteˆncia forte. Estes resultados sa˜o
os ana´logos das fo´rmulas conhecidas para ane´is de grupos e envelopantes restritas (veja
Teorema 2.1.3 e Teorema 2.3.3).
Teorema 3.3.2 Seja L uma a´lgebra de Lie sobre um corpo de caracter´ıstica positiva
p > 3, tal que s(L) e´ Lie nilpotente. Os nu´meros seguintes sa˜o iguais:
1. a classe de Lie nilpoteˆncia forte de s(L);
2. a classe de Lie nilpoteˆncia de s(L);
3.




Nos casos p = 2, 3 os nu´meros 1), 3) sa˜o iguais tambe´m.
Para caracter´ısticas especiais p = 2, 3, o nu´mero acima produz uma cota superior para
a classe de Lie nilpoteˆncia comum. Nestes casos, temos uma cota inferior para a classe
de Lie nilpoteˆncia (veja Teorema 4.6.2):
2 + (p− 1)
∑
n≥2
(n− 1) · dim(γn+1(L)/γn+2(L)).
3.4 Solubilidade de a´lgebras de Poisson sime´tricas
truncadas
O nosso segundo resultado principal e´ o seguinte.
Teorema 3.4.1 Seja L uma a´lgebra de Lie sobre um corpo de caracter´ıstica p ≥ 3.
Considere sua a´lgebra de Poisson sime´trica truncada s(L). As seguintes condic¸o˜es sa˜o
equivalentes:
1. s(L) e´ Lie solu´vel forte;
2. s(L) e´ Lie solu´vel;
3. L e´ solu´vel e dimL2 <∞.
No caso p = 2 as condic¸o˜es 1 e 3 sa˜o equivalentes tambe´m.
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3.4.1 A solubilidade no caso p = 2
Observe que, a resposta para a questa˜o de solubilidade para ane´is de grupo em carac-
ter´ıstica 2 e´ vista muito bem (Teorema 2.1.2). Mas uma questa˜o semelhante para a´lgebras
envelopantes restritas e´ mais complicada (Teorema 2.3.4).
A resposta geral para a questa˜o de solubilidade de s(L) no caso p = 2 e´ uma questa˜o
em aberto. Como uma primeira abordagem, mostraremos que o problema de solubilidade
da a´lgebra sime´trica truncada no caso p = 2 e´ diferente do caso de outras caracter´ısticas.
Isto e´, no caso quando charK = 2, obtemos dois exemplos das a´lgebras sime´tricas
truncadas que sa˜o solu´veis mas na˜o sa˜o solu´veis forte, veja dois exemplos dados em
Lema 5.2.1 e Lema 5.2.2.
Um fato pro´ximo e´ que as a´lgebras Hamiltonianas H2(K) e h2(K) sa˜o solu´veis mas
na˜o solu´veis forte no caso charK = 2 (Lema 5.2.3). Isto e´ um ana´logo de um fato bem
conhecido que o anel M2(K) das matrizes 2× 2 sobre um corpo K, charK = 2, e´ solu´vel
mas na˜o e´ solu´vel forte.
Finalmente, demonstramos a seguinte generalizac¸a˜o do resultado de Shestakov (veja
Teorema 2.5.2).
Teorema 3.4.2 Seja L uma a´lgebra de Lie sobre um corpo arbitra´rio K, e S(L) sua
a´lgebra sime´trica. Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
1. L e´ abeliana;
2. S(L) e´ Lie nilpotente forte;
3. S(L) e´ Lie nilpotente;
4. S(L) e´ Lie solu´vel forte;
5. S(L) e´ Lie solu´vel (charK 6= 2 ).
Cap´ıtulo 4
Lie nilpoteˆncia. Demonstrac¸o˜es
Neste cap´ıtulo demonstramos o nosso primeiro resultado principal sobre nilpoteˆncia
da a´lgebra de Poisson sime´trica truncada, isto e´, no´s demonstramos o seguinte teorema.
Teorema 3.3.1. Seja L uma a´lgebra de Lie sobre um corpo de caracter´ıstica p > 0.
Considere sua a´lgebra de Poisson sime´trica truncada s(L). As seguintes condic¸o˜es sa˜o
equivalentes:
1. s(L) e´ Lie nilpotente forte;
2. s(L) e´ Lie nilpotente;
3. L e´ nilpotente e dimL2 <∞.
4.1 Delta-conjuntos e identidades de Poisson
No caso de grupos, delta-conjuntos foram introduzidos por Passman [34]. Seja G um
grupo, enta˜o denote
gG = {h−1gh | h ∈ G}, g ∈ G,
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a classe de conjugac¸a˜o de g em G,






O conjunto ∆(G) e´ chamado o conjunto dos FC-elementos. Esta noc¸a˜o e´ um instru-
mento poderoso para estudar identidades nos ane´is de grupos K[G], veja [4].
No caso de a´lgebras de Lie, eles foram introduzidos por Bahturin [1]. No que segue,
L e´ uma a´lgebra de Lie (restrita) sobre um corpo K de caracter´ıstica p > 0. Tambe´m
recordaremos a noc¸a˜o de delta-conjuntos para a´lgebras de Lie. Se L e´ uma a´lgebra de Lie,
definimos o conjunto dos elementos de “largura finita”com respeito aos colchetes de Lie
como
[L, x] = 〈[y, x] | y ∈ L〉K , x ∈ L;




∆n(L) = {x ∈ L | dimK [L, x] <∞}.
Os delta-conjuntos da a´lgebra de Lie teˆm um papel chave no estudo das identidades
de a´lgebras envelopantes como e´ conhecido em [4]. Note que os conjuntos ∆n(L) na˜o sa˜o
suba´lgebras, pois eles na˜o sa˜o nem mesmo subespac¸os em geral. As propriedades ba´sicas
dos delta-conjuntos sa˜o dadas no seguinte resultado.
Lema 4.1.1 ([4]) Seja L uma a´lgebra de Lie. Enta˜o
1. cada ∆n(L), n ∈ N, e´ invariante com respeito a multiplicac¸a˜o por escalar;
2. se x ∈ ∆i(L), y ∈ ∆j(L) enta˜o αx+ βy ∈ ∆i+j(L), onde α, β ∈ K;
3. se x ∈ ∆i(L), y ∈ L enta˜o [x, y] ∈ ∆2i(L);
4. seja x ∈ ∆i(L) e suponha que L e´ uma a´lgebra de Lie restrita; enta˜o x[p] ∈ ∆i(L);
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5. ∆(L) e´ um ideal (restrito) de L.
No que segue, iremos fazer uso do pro´ximo resultado sobre aplicac¸o˜es bilineares.
Teorema 4.1.2 (P.M. Neumann, 1970, [30], [1]) Sejam U, V,W espac¸os vetoriais so-
bre um corpo K e seja ϕ : U × V → W uma aplicac¸a˜o bilinear. Suponha que para todos
u ∈ U e v ∈ V , dimϕ(u, V ) ≤ m e dimϕ(U, v) ≤ l. Enta˜o
dim〈ϕ(U, V )〉K ≤ ml.
Conclu´ımos esta sec¸a˜o com um resultado o qual parte de uma simples propriedade
dos delta-conjuntos.
Lema 4.1.3 ([42]) Seja L uma a´lgebra de Lie. Enta˜o
1. Se I e´ um ideal de dimensa˜o finita de L, enta˜o ∆(L/I) = (∆(L) + I)/I;
2. se H e´ uma suba´lgebra de codimensa˜o finita em L, enta˜o ∆(H) = ∆(L) ∩H.
Demonstrac¸a˜o. A afirmac¸a˜o 1 segue do fato que (∆(L) + I)/I = ∆(L)/∆(L) ∩ I e pela
aplicac¸a˜o ϕ : ∆(L)/∆(L) ∩ I → ∆(L/I) definida por ϕ(x + ∆ ∩ I) = x + I ser um
isomorfismo. Seja x ∈ L, denote L = L/I e x a imagem de x em I, enta˜o dim[x, L] ≤
dim[x, L] ≤ dim[x, L]+dim I. Como por hipo´tese dim I <∞, a imagem de x tem largura
finita em L se, e somente se, x em L.
Agora, a afirmac¸a˜o 2, como dimL/H = n < ∞, existem x1, x2, . . . , xn ∈ L\H tais
que L = 〈x1, x2, . . . , xn〉K ⊕H. Seja h ∈ H, enta˜o
[L, h] = 〈[x1, h], . . . , [xn, h]〉K ⊕ [H, h]
e dim[L, h] < ∞ se, e somente se, dim[H, h] < ∞, isto e´ h ∈ ∆(L) se, e somente se,
h ∈ ∆(H). Portanto, h ∈ ∆(L) ∩H se, e somente se, h ∈ ∆(H). 
Mais delta-conjuntos foram introduzidos no estudo das identidades em a´lgebras enve-
lopantes restritas u(L) de uma supera´lgebra de Lie restrita [38] e no estudo das identidades
nos produtos smash u(L)#K[G] e U(L)#K[G], veja [5].
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Quando L e´ uma a´lgebra de Poisson, consideremos os delta-conjuntos com respeito
aos colchetes de Poisson { , }.
O seguinte resultado tem um papel crucial em nosso trabalho.
Teorema 4.1.4 (Giambruno, Petrogradsky, 2006, [15]) Seja L uma a´lgebra de Lie
(restrita) sobre um corpo K qualquer. Suponha que a a´lgebra sime´trica S(L) (a´lgebra
sime´trica truncada s(L)) satisfaz uma identidade de Poisson multilinear. Enta˜o existem
inteiros n,N tais que
dimK L/∆N(L) < n.
As identidades de Lie nilpoteˆncia (forte) e solubilidade (forte) sa˜o multilineares e no´s
aplicamos este resultado para reduzir nossos casos para investigac¸a˜o mais detalhada.
4.2 Filtrac¸o˜es em a´lgebras de Lie e a´lgebras sime´tricas
truncadas
Seja L uma a´lgebra de Lie (restrita) sobre um corpo K de caracter´ıstica positiva p.
Uma filtrac¸a˜o de s(L) e´ uma sequeˆncia decrescente de subespac¸os de s(L)




satisfazendo Ei · Ej ⊆ Ei+j e {Ei, Ej} ⊆ Ei+j, para todos i, j ≥ 0. Tal sequeˆncia nos da´
de maneira natural uma sequeˆncia decrescente de subespac¸os




definindo por Ln = L ∩ En, para todo n ≥ 0. Segue pela definic¸a˜o do produto {·, ·} em
s(L) que
{Li, Lj} ⊆ Li+j, i, j ≥ 0.
Dizemos que uma sequeˆncia de subespac¸os que satisfaz estas propriedades e´ uma
filtrac¸a˜o de L. Observe que cada Li na˜o necessariamente e´ uma suba´lgebra (restrita) de
L.
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Vimos que uma filtrac¸a˜o de s(L) da´ uma filtrac¸a˜o para L. De fato, o inverso tambe´m e´
verdade. Suponha que {Ln | n ≥ 0} e´ qualquer filtrac¸a˜o de L. Para cada x ∈ L definimos
a cota de x, a qual iremos denotar por ν(x), como sendo o maior ı´ndice n tal que x ∈ Ln.
Agora, para cada inteiro m ≥ 0, seja Em ⊆ s(L) o K-espac¸o linear gerado pelos produtos
da forma
x1x2 · · ·xl,
onde xi ∈ L, com ν(x1) + ν(x2) + · · ·+ ν(xl) ≥ m.
Veremos que {Em | m ≥ 0} e´ uma filtrac¸a˜o de s(L).
Lema 4.2.1 Seja Em,m ≥ 0 definido como acima, enta˜o para todos n,m ≥ 0 temos:
1. En · Em ⊆ En+m;
2. {En, Em} ⊆ En+m.
Demonstrac¸a˜o. Seja En o K-espac¸o linear gerado por todos os produtos da forma x1 · · · xl
onde x1, . . . , xl ∈ L,
∑l
i=1 ν(xi) ≥ n e Em seja K-espac¸o linear gerado por todos os
produtos da forma y1 · · · yk onde y1, . . . , yk ∈ L,
∑k
j=1 ν(yj) ≥ m. A parte 1 segue pela
comutatividade do produto · em s(L).




x1 · · · x̂i · · ·xl · y1 · · · ŷj · · · yk{xi, yj},
como ν({xi, yj}) ≥ ν(xi) + ν(yj), segue que {a, b} ∈ Em+n e obtemos a parte 2. 
A relac¸a˜o entre as duas filtrac¸o˜es {Ln | n ≥ 0} e {En | n ≥ 0} e´ demonstrada pelo
seguinte lema.
Lema 4.2.2 Seja {Ln | n ≥ 0} uma filtrac¸a˜o de uma a´lgebra de Lie L sobre um corpo K
de caracter´ıstica p > 0 e seja {xi | i ∈ I} uma base ordenada de L escolhida de maneira
que Ln = 〈 xi | ν(xi) ≥ n〉K, n ≥ 0. Seja {En | n ≥ 0} a filtrac¸a˜o de s(L) induzida por
{Ln | n ≥ 0}. Enta˜o as seguintes afirmac¸o˜es sa˜o va´lidas para cada n ≥ 0.
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1. En = 〈η | ν(η) ≥ n〉K, onde η = xa11 xa22 · · ·xall , ν(η) =
∑l
j=1 ajν(xj), l ≥ 0 e, 0 ≤
aj ≤ p− 1, para cada j;
2. {η | ν(η) = n} e´ uma K-base de En mo´dulo En+1;
3. o conjunto de todos tais monoˆmios η e´ uma base de s(L);
4. Ln = L ∩ En. (Assim, retornamos a` filtrac¸a˜o original).
Demonstrac¸a˜o. Seja n ≥ 0 fixado e seja En,k o K-espac¸o linear gerado pelos produtos da
forma y1y2 · · · yl, onde y1, y2, . . . , yl ∈ L,
∑l
j=1 ν(yj) ≥ n e l ≤ k. Afirmamos que En,k e´
gerado pelo conjunto dos monoˆmios
xa11 x
a2
2 · · ·xall ,
l∑
j=1




Por definic¸a˜o, estes elementos esta˜o contidos em En,k. Provaremos que eles geram
En,k por induc¸a˜o sobre k ≥ 1. O caso k = 1 segue por nossa escolha da base
En,1 = 〈 η = y ∈ L | ν(y) ≥ n〉K = Ln.
Agora, assuma que a afirmac¸a˜o vale para todo j < k. Sejam y1, y2, . . . , yk ∈ L satisfa-
zendo
∑k
j=1 ν(yj) ≥ n. Como y1y2 · · · yk−1 ∈ E∑k−1j=1 ν(yj),k−1, por hipo´tese de induc¸a˜o, ob-







j=1 aj ≤ k − 1. Tambe´m yk e´ expresso via
xj com ν(xj) ≥ ν(yk). O produto e´ comutativo, logo
xa11 x
a2
2 · · ·xall xj = xa11 · · ·xaj+1j · · ·xall ∈ En,k.
Obtemos que y1y2 · · · yk e´ gerado pelos monoˆmios desejados xa11 · · · xaj+1j · · ·xall . A
afirmac¸a˜o segue, a menos de aj = p−1. Tais termos desaparecem porque xaj+1j = xpj = 0.
Como En =
∑
k≥1En,k, a parte 1 segue.
A parte 2 segue de 1 e por En ⊇ En+1, portanto En/En+1 = 〈η | ν(η) = n〉K .
A parte 3 e´ clara.
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Agora, observe que
En ∩ L =
〈
η = xa11 x
a2




aj = 1, ν(η) ≥ n
〉
= Ln
e obtemos a parte 4. 
Lema 4.2.3 Seja R uma a´lgebra de Poisson arbitra´ria. Enta˜o as poteˆncias de Lie supe-
riores {R(n) | n ≥ 0} formam uma filtrac¸a˜o, i.e. R(i) ·R(j) ⊂ R(i+j) e {R(i), R(j)} ⊂ R(i+j)
para todo i, j ≥ 0.
Demonstrac¸a˜o. Primeiro, consideramos o produto associativo comutativo. Procedemos
por induc¸a˜o sobre j. Seja j = 0, enta˜o R(0) = R e na˜o ha´ nada a provar. Suponha que
a afirmac¸a˜o e´ va´lida para j − 1 ≥ 0. Usaremos a regra de Leibnitz na forma a{b, c} =
{ab, c} − b{a, c} e aplicaremos o argumento de induc¸a˜o:
R(i) ·R(j) = R(i){R(j−1), R}R
⊆ {R(i)R(j−1), R}R +R(j−1){R(i), R}R
⊆ {R(i+j−1), R}R +R(j−1)R(i+1)
⊆ R(i+j).
A afirmac¸a˜o para o produto de Lie tambe´m segue por induc¸a˜o. Seja j = 0, enta˜o
{R(i), R(0)} ⊆ {R(i), R} ⊆ R(i+1) ⊆ R(i). Suponha que a afirmac¸a˜o e´ va´lida para j−1 ≥ 0.
Usando a regra de Leibnitz, e a identidade de Jacobi na forma {x, {y, z}} = {{z, x}, y}+
{{x, y}, z} e a inclusa˜o anterior, temos
{R(i), R(j)} = {R(i), {R(j−1), R} ·R}
⊆ {R(i), R} · {R(j−1), R}+ {R(i), {R(j−1), R}} ·R
⊆ R(i+1) ·R(j) + ({{R,R(i)}, R(j−1)}+ {{R(i), R(j−1)}, R}) ·R
⊆ R(i+j+1) + ({R(i+1), R(j−1)}+ {R(i+j−1), R}) ·R
⊆ R(i+j+1) +R(i+j) ·R +R(i+j)R
⊆ R(i+j).

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4.3 Lie nilpoteˆncia forte da a´lgebra sime´trica trun-
cada
Agora, assumiremos que R = s(L). Mudando a enumerac¸a˜o dos termos da se´rie
central inferior obtemos a seguinte filtrac¸a˜o:
L = L0 ⊇ L1 ⊇ · · · ⊇ Ln ⊇ · · · , onde Ln = γn+1(L), n ≥ 0.
Pelo pro´ximo resultado, esta filtrac¸a˜o alterada {Ln | n ≥ 0} induz a filtrac¸a˜o de s(L)
pelas poteˆncias superiores de Lie {s(L)(n) | n ≥ 0}, veja a sec¸a˜o anterior.
Lema 4.3.1 Seja L uma a´lgebra de Lie arbitra´ria sobre um corpo de caracter´ıstica p, e
γn(L), n ≥ 1, os termos da se´rie central inferior de L. Enta˜o





γm1(L)γm2(L) · · · γms(L), n ≥ 0;
2. {s(L)(n) | n ≥ 0} e´ a filtrac¸a˜o {En | n ≥ 0}, a qual e´ a filtrac¸a˜o induzida pela
filtrac¸a˜o alterada {Li = γi+1(L) | i ≥ 0};
3. s(L)(n) ∩ L = γn+1(L), n ≥ 0.
Demonstrac¸a˜o. Para a parte 1, considere uma quantidade finita de inteiros {mj}
tais que mj ≥ 1 e
∑
(mj − 1) ≥ n. Para provar que o lado direito esta´ contido no
lado esquerdo, aplicamos a expressa˜o (3.2) do cap´ıtulo anterior, de modo que γm(L) ⊆
γm(s(L)) ⊆ s(L)(m−1) para m ≥ 1. Aplicamos parte 1 do Lema 4.2.3 e chegamos em
γm1(L)γm2(L) · · · γms(L) ⊆ s(L)(m1−1)s(L)(m2−1) · · · s(L)(ms−1)
⊆ s(L)((m1−1)+(m2−1)+···+(ms−1))
⊆ s(L)(n).
Portanto, obtemos a inclusa˜o




γm1(L)γm2(L) · · · γms(L) ⊆ s(L)(n), n ≥ 0.
Para provar a inclusa˜o contra´ria, usaremos induc¸a˜o sobre n. O caso n = 0 e´ evidente.
Fazemos uma observac¸a˜o, seja a ∈ γmi(L) um comutador de comprimento no mı´nimo mi,




b1 · · · b̂j · · · bt{a, bj},
onde {a, bj} ∈ γmi+1(L), bj ∈ L = γ1(L). Observe que o u´ltimo fator na˜o influencia na
igualdade com respeito a soma. Assim, ganhamos a inclusa˜o contra´ria










γn1(L) · · · γnr(L), n ≥ 1.
Podemos ordenar os ı´ndices pois s(L) e´ comutativa.
A afirmac¸a˜o 2 segue pela definic¸a˜o da filtrac¸a˜o alterada e pela afirmac¸a˜o 1.
Finalmente, a afirmac¸a˜o 3 segue pela afirmac¸a˜o 4 do Lema 4.2.2. 
Seja {eij | i ≥ 0, j ∈ Ji} uma base ordenada de L escolhida de modo que {eij | j ∈ Ji}
e´ uma base para Li = γi+1(L) mo´dulo Li+1 = γi+2(L), para todo i ≥ 0. Temos a seguinte
func¸a˜o cota ν(eij) = i, i ≥ 0, j ∈ Ji. Pelo Lema 4.2.2, temos a seguinte afirmac¸a˜o.
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Corola´rio 4.3.2 O espac¸o s(L)(n) mo´dulo s(L)(n+1) tem a seguinte base para todo n ≥ 0:
〈
η = eα0101 . . . e
α0m0
0m0
eα1111 . . . e
α1m1
1m1












Demonstrac¸a˜o. A prova segue da afirmac¸a˜o 2 do Lema 4.2.2. 
Demonstrac¸a˜o da equivaleˆncia 1) ⇔ 3) do Teorema 3.3.1.
Mostraremos que 1 implica 3. Seja s(L) Lie nilpotente forte, enta˜o s(L)(m) = 0, para
algum inteiro positivo m. Usando a afirmac¸a˜o 3 do Lema 4.3.1, chegamos na inclusa˜o
γm+1(L) ⊂ s(L)(m) = 0, assim L e´ uma a´lgebra de Lie nilpotente. De maneira a chegar
numa contradic¸a˜o, assuma que dimL2 = ∞. Constru´ımos uma base de L como acima.
Denote por fi os elementos da base pertencentes a L
2, existe uma quantidade infinita de
tais elementos. Temos ν(fi) ≥ 1. Enta˜o 0 6= v = f1 · · · fm ∈ Em = s(L)(m), para qualquer
m ≥ 1. Assim, s(L) na˜o e´ Lie nilpotente forte. Uma contradic¸a˜o.
Iremos mostrar que 3) implica 1). Suponha que L e´ nilpotente e L2 e´ de dimensa˜o
finita. Neste caso, denotaremos por di = dim γi+1(L)/γi+2(L), que e´ um finito para todo
i ≥ 1, e vamos supor que {ei1, ei2, . . . , eidi} e´ uma base para γi+1(L) mo´dulo γi+2(L), para
todo i ≥ 1. Considere
η = eα0101 . . . e
α0m0
0m0
eα1111 . . . e
α1m1
1m1
. . . eαs1s1 . . . e
αsms
sms









onde a soma e´ finita. Pondo N = (p − 1)∑n≥1 ndn portanto, segue que s(L)(N+1) =
EN+1 ≡ {0}, mas EN 6≡ {0} porque temos 0 6= v = ep−111 · · · ep−1sms ∈ EN com ν(v) =
(p− 1)∑n≥1 ndn = N . Enta˜o, s(L) e´ Lie nilpotente forte de classe N + 1. 
No´s de fato computamos a classe de Lie nilpoteˆncia forte de s(L), isto e´ obtemos a
equivaleˆncia 1) ⇔ 3) do Teorema 3.3.2 como a seguir.
Cap´ıtulo 4. Lie nilpoteˆncia. Demonstrac¸o˜es 77
Corola´rio 4.3.3 Seja L uma a´lgebra de Lie sobre um corpo de caracter´ıstica positiva p.
Assuma que L e´ nilpotente e dimL2 <∞. Enta˜o s(L) e´ Lie nilpotente forte de classe




4.4 Lie nilpoteˆncia da a´lgebra sime´trica truncada
A conclusa˜o da demonstrac¸a˜o da Teorema 3.3.1. Segue da inclusa˜o (3.2), que a parte
1) implica em 2).
Resta-nos demonstrar que 2) implica em 3). Como L e´ claramente nilpotente, resta-
nos mostrar que L2 e´ de dimensa˜o finita. Como s(L) satisfaz uma identidade de Poisson
multilinear na˜o trivial, pelo Teorema 4.1.4, existem inteiros n,N tais que dimK L/∆N(L) <
n, e pelas propriedades do Lema 4.1.1, chegamos que ∆(L) = ∆M(L) para algum inteiro
M . Denotaremos ∆(L) simplesmente como ∆. Assim, L/∆ e´ de dimensa˜o finita, e usando
o Teorema 4.1.2 para a aplicac¸a˜o bilinear ∆×∆ → ∆, definida por (u, v) 7→ [u, v], para
todo u, v ∈ ∆, obtemos dim ∆2 ≤M2. Assim, para provar que L2 e´ de dimensa˜o finita, e´
suficiente provar que L = ∆. Iremos assumir o oposto, assumiremos que L 6= ∆.
Considere a a´lgebra quociente de Lie L = L/∆2. Como dim ∆2 < ∞, pelo Lema
4.1.3, ∆(L) = ∆/∆2. Portanto, ∆(L) e´ abeliano e L 6= ∆(L). Assim, trocaremos L
por L. Note que, como s(L) e´ Lie nilpotente, enta˜o s(H) ⊆ s(L) e´ Lie nilpotente, onde
H e´ uma suba´lgebra de L. Enta˜o no´s reduziremos nossas provas para H = 〈x〉K ⊕ ∆,
onde x ∈ L \ ∆. Observe que ∆(H) = ∆, pelo Lema 4.1.3. Temos que H e´ nilpotente,
uma vez que L e´ nilpotente, enta˜o existe um inteiro n tal que (ad x)n(H) = 0. A seguir,
reduziremos nosso argumentos para o caso (ad x)2(H) = 0.
De fato, para cada inteiro positivo m, denotaremos por ∆(m) o m-e´simo ideal definido
por ∆(0) = ∆ e ∆(m+1) = {x,∆(m)},m ≥ 0. Enta˜o obtemos uma cadeia destes ideais
∆ = ∆(0) ⊇ ∆(1) = {x,∆} = H ′ ⊇ ∆(2) ⊇ · · · ⊇ ∆(n) = 0.
Como dim ∆(1) = ∞, existe algum i (onde 1 ≤ i < n) tal que dim ∆(i)/∆(i+1) = ∞.
Seja H a a´lgebra de Lie (〈x〉K ⊕ ∆(i−1))/∆(i+1), e seja x a imagem de x em H. Como
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∆(i)/∆(i+1) tem dimensa˜o infinita, temos
dim{x,H} = dim({x,∆(i−1)}+ ∆(i+1))/∆(i+1)
= dim(∆(i) + ∆(i+1))/∆(i+1) =∞.
Por construc¸a˜o, (ad x)2(H) = 0.
Agora, temos o caso H = 〈x〉K⊕∆, onde ∆ e´ abeliano (adx)2∆ = 0, dim{x,∆} =∞.
Encontramos elementos {y1, y2, . . .} em ∆ tais que {x, y1} = z1, {x, y2} = z2, . . ., sa˜o
linearmente independentes. Afirmamos que
{x, xy1, xy2, . . . , xyn} = xz1z2 · · · zn
para todo n ≥ 1. A prova desta afirmac¸a˜o e´ feita por induc¸a˜o sobre n. O caso n = 1 segue
pela regra de Leibnitz. Vamos supor que a afirmac¸a˜o e´ va´lida para n − 1. Aplicamos a
regra de Leibnitz novamente e recordando que z1, z2, . . . sa˜o centrais, chegamos que em
s(H)
{x, xy1, xy2, . . . , xyn} = {{x, xy1, xy2, . . . , xyn−1}, xyn}
= {xz1z2 · · · zn−1, xyn}
= yn{xz1z2 · · · zn−1, x}
+x{xz1z2 · · · zn−1, yn}
= xz1z2 · · · zn−1{x, yn}
= xz1z2 · · · zn−1zn.
Mas o lado direito na˜o e´ zero, pelo PBW-teorema para s(H). Mas isto contradiz
nossa afirmac¸a˜o que s(H) e´ Lie nilpotente. A contradic¸a˜o prova que L = ∆ e L2 satisfaz
a propriedade desejada.
Dessa forma, conclu´ımos a demonstrac¸a˜o de Teorema 3.3.1. 
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4.5 Produtos de comutadores em a´lgebras de Poisson
Observamos que a nilpoteˆncia forte implica a nilpoteˆncia de mesma classe. Enta˜o,
a classe de nilpoteˆncia forte e´ uma cota superior para a classe de nilpoteˆncia ordina´ria.
Efetivamente, a seguir provaremos que estas classes coincidem em va´rios casos de a´lgebras
de Poisson que estamos estudando.
Produtos dos termos das se´ries centrais inferiores para a´lgebras associativas aparecem
em trabalhos de va´rios matema´ticos, os resultados sa˜o provados sem o conhecimento dos
trabalhos anteriores. Provavelmente, os primeiros trabalhos sobre produtos de comuta-
dores em a´lgebras associativas foram feitas por Latyshev em 1965 [25] e Volichenko em
1978 [57]. Veja mais trabalhos e.g. [17], [12].
No caso de a´lgebras associativas, a inclusa˜o da Afirmac¸a˜o 1 do Teorema 4.5.1, prova-
velmente, foi primeiro estabelecida por Sharma e Shrivastava em 1990, [43]; a afirmac¸a˜o
tambe´m foi demonstrada por Bapat e Jordan em 2013, [6] e por Grishin e Pchelintsev em
2015, [18]. Uma inclusa˜o mais forte
γn(A) · γm(A) ⊆ γn+m−1(A),
onde um dos inteiros n,m ≥ 2 e´ ı´mpar, A sendo uma a´lgebra associativa, esta´ recente-
mente provada em [6].
Como foi observado em [42], a prova das verso˜es associativas da Afirmac¸a˜o 2 do
Teorema 4.5.1 esta´ implicitamente contida em [43], aqui os autores provam o resultado
em caso de ane´is de grupos.
Uma inclusa˜o fraca para produtos (a versa˜o associativa do Lema 4.5.7) foi determinada
primeiro por Latyshev em 1965, [25] e depois por Gupta e Levin em 1983, [19].
A seguinte afirmac¸a˜o e´ uma versa˜o Poisson dos respectivos resultados para a´lgebras
associativas. A validade deles na˜o e´ automaticamente clara. No´s seguimos a abordagem
elegante de Krasilnikov [23].
Teorema 4.5.1 Seja R uma a´lgebra de Poisson arbitra´ria sobre um corpo K, charK 6=
2, 3. Enta˜o
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1. supondo que um dos inteiros n,m ≥ 1 seja ı´mpar, enta˜o
γn(R) · γm(R) ⊆ γn+m−1(R) ·R, n,m ≥ 1;
2. para todo x1, . . . , xn ∈ R, e n,m ≥ 2 temos
{x1, . . . , xn}m ∈ γ(n−1)m+1(R) ·R.
Procedemos por passos.
Lema 4.5.2 Seja R uma a´lgebra de Poisson arbitra´ria. Enta˜o
1. para quaisquer a1, a2, a3, a4, a5 ∈ R, onde exatamente um dos elementos a1, a2, a5
pertencem a γm(R), m ≥ 1 temos
{a1, a2, a3}{a4, a5}+ {a1, a2, a4}{a3, a5} ∈ γm+3(R)R;
i.e. permutamos os elementos a3 e a4;
2. para qualquer a5 ∈ γm(R), m ≥ 1 e quaisquer a1, a2, a3, a4 ∈ R temos
{a1, a2, a3}{a4, a5}+ {a1, a4, a3}{a2, a5} ∈ γm+3(R)R,
i.e. permutamos os elementos a2 e a4.
Demonstrac¸a˜o. Aplicando a regra de Leibnitz, temos:
{a1, a2, a3a4, a5} =
{
a3{a1, a2, a4}+ {a1, a2, a3}a4, a5
}
= a3{a1, a2, a4, a5}+ {a3, a5}{a1, a2, a4}
+ {a1, a2, a3}{a4, a5}+ {a1, a2, a3, a5}a4.
Considere o produto original, o primeiro e o u´ltimo termo obtido. Pelas propriedades
dos comutadores de Lie, segue que {a1, a2, a3a4, a5} ∈ γm+3(R), {a1, a2, a4, a5} ∈ γm+3(R),
{a1, a2, a3, a5} ∈ γm+3(R). Os dois termos do meio restantes da˜o exatamente a primeira
afirmac¸a˜o
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{a1, a2, a3}{a4, a5}+ {a1, a2, a4}{a3, a5} ∈ γm+3(R)R.
Considere a segunda afirmac¸a˜o. Pela regra de Leibnitz:
{a5, a2a4, a1, a3} =
{




a2{a5, a4, a1}+ {a2, a1}{a5, a4}+ {a5, a2}{a4, a1}+ {a5, a2, a1}a4, a3
}
= a2{a5, a4, a1, a3}
+ {a2, a3}{a5, a4, a1}+ {a2, a1}{a5, a4, a3}
+ {a2, a1, a3}{a5, a4}+ {a5, a2}{a4, a1, a3}
+ {a5, a2, a3}{a4, a1}+ {a5, a2, a1}{a4, a3}
+ {a5, a2, a1, a3}a4.
Observe que o produto original, o primeiro e o u´ltimo termo acima pertencem a
γm+3(R)R. Aplicamos a primeira afirmac¸a˜o a`s somas na segunda e quarta linhas. Cada
uma delas pertencem a γm+3(R)R, pois permutamos os dois elementos a3, a1 em ambos
os casos.
Conclu´ımos que a soma dos dois elementos na terceira linha da u´ltima igualdades, nos
da´ a inclusa˜o desejada:
{a2, a1, a3}{a5, a4}+ {a5, a2}{a4, a1, a3}
= {a1, a2, a3}{a4, a5}+ {a1, a4, a3}{a2, a5} ∈ γm+3(R)R.

Lema 4.5.3 Seja R uma a´lgebra de Poisson arbitra´ria. Enta˜o para qualquer a5 ∈ γm(R),
com m ≥ 1, e quaisquer a1, a2, a3, a4 ∈ R temos
3{a1, a2, a3}{a4, a5} ∈ γm+3(R)R.
Demonstrac¸a˜o. Considere o produto W = {a1, a2, a3}{a4, a5}. Observe que, mo´dulo
γm+3(R)R, ele e´ antissime´trico nas letras a3, a4 (Lema 4.5.2, primeira afirmac¸a˜o) antis-
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sime´trico nas letras a2, a4 (Lema 4.5.2, segunda afirmac¸a˜o). Portanto, ele e´ antissime´trico
nas letras a2, a3 mo´dulo γm+3(R)R. Antissimetria em a1, a2 segue pela anticomutativi-
dade. Assim, W e´ antissime´trico nas letras a1, a2, a3. Considere so´ as permutac¸o˜es pares
{a1, a2, a3}{a4, a5}+ {a2, a3, a1}{a4, a5}+ {a3, a1, a2}{a4, a5}
= 3{a1, a2, a3}{a4, a5} mod γm+3(R)R.
Por outro lado, o lado esquerdo e´ igual a zero pela identidade de Jacobi. O resultado
segue. 
Lema 4.5.4 Seja R uma a´lgebra de Poisson arbitra´ria sobre um corpo K, charK 6= 2, 3.
Enta˜o
{γm(R)R,R,R} ⊂ γm+2(R)R, m ≥ 2.
Demonstrac¸a˜o. Sejam c ∈ γm(R) e x, y, z ∈ R. Considere o produto
{cx, y, z} = c{x, y, z}+ {c, y}{x, z}+ {c, z}{x, y}+ {c, y, z}x. (4.1)
Pelas propriedades dos comutadores de Lie, {c, y, z}x ∈ γm+2(R)R.
Claramente, {x, y, z} ∈ γ3(R), e como c ∈ γm(R), m ≥ 2, podemos considerar que
c = {a, b}, onde a ∈ R, b ∈ γm−1(R). Aplicando o Lema 4.5.3, obtemos que c{x, y, z} ∈
γm+2(R)R.
Considere os dois termos do meio restantes em (4.1)
{c, y}{x, z}+ {c, z}{x, y}
= {z, x}{y, c}+ {y, x}{z, c}
= {zy, x, c} − z{y, x, c} − {z, x, c}y ∈ γm+2(R)R.
Assim, {cx, y, z} ∈ γm+2(R)R, chegamos no resultado. 
Provaremos a primeira afirmac¸a˜o do Teorema 4.5.1 como uma afirmac¸a˜o separada.
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Lema 4.5.5 Seja R uma a´lgebra de Poisson arbitra´ria sobre um corpo K, charK 6= 2, 3.
Supondo que um dos inteiros n,m ≥ 1 e´ ı´mpar, enta˜o
γn(R) · γm(R) ⊆ γn+m−1(R) ·R, n,m ≥ 1;
Demonstrac¸a˜o. Vamos considerar que n e´ ı´mpar e procederemos por induc¸a˜o sobre n. A
base de induc¸a˜o n = 3 e´ provada no Lema 4.5.3.
Agora, seja n ≥ 5 ı´mpar. Considere a ∈ γn(R) e b ∈ γm(R). Como todos os produtos
de Lie sa˜o combinac¸o˜es lineares de produtos de Lie normados a` esquerda, sem perda de
generalidade, consideramos que a = {c, x, y}, onde c ∈ γn−2(R), x, y ∈ R. Enta˜o
a · b = {c, x, y}b
= {cb, x, y} − {c, x}{b, y} − {c, y}{b, x} − c{b, x, y}. (4.2)
Considere o primeiro termo em (4.2). Pelo argumento de induc¸a˜o, cb ∈ γn+m−3(R)R,
e pelo Lema 4.5.4, chegamos em {cb, x, y} ∈ γn+m−1(R)R.
Considere o u´ltimo termo em (4.2). Claramente, {b, x, y} ∈ γm+2(R), recordando que
c ∈ γn−2(R) e n− 2 e´ ı´mpar. Pela hipo´tese de induc¸a˜o, c{b, x, y} ∈ γn+m−1(R)R.
Resta-nos considerar os dois termos do meio de (4.2).
{c, x}{b, y}+ {c, y}{b, x} = {y, b}{x, c}+ {x, b}{y, c}
= {yx, b, c} − {y, b, c}x− y{x, b, c}.
Nos colchetes de Lie acima, c ∈ γn−2(R), b ∈ γm(R) e os elementos restantes pertencem
a R. Assim, todos os treˆs produtos acima pertencem a γn+m−1(R)R. O lema esta´ provado.

Provaremos a segunda afirmac¸a˜o do Teorema 4.5.1 como uma afirmac¸a˜o separada.
Lema 4.5.6 Seja R uma a´lgebra de Poisson arbitra´ria sobre um corpo K, charK 6= 2, 3.
Para todos x1, . . . , xn ∈ R, e todos n,m ≥ 2, temos
{x1, . . . , xn}m ∈ γ(n−1)m+1(R) ·R.
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Demonstrac¸a˜o. Caso 1: n e´ ı´mpar. A afirmac¸a˜o segue pela sucessiva aplicac¸a˜o da
afirmac¸a˜o 1 do Teorema 4.5.1, usamos este resultado abaixo regularmente sem menc¸a˜o
especial.
Caso 2: n e´ par em = 2. Denotaremos a = {x1, . . . , xn−1}, x = xn. Enta˜o a ∈ γn−1(R)







= 2{x, a}{x, a}+ 2x{x, a, a}.
Usando as propriedades dos comutadores de Lie, chegamos na inclusa˜o desejada:





− x{x, a, a} ∈ γ2n−1(R)R.
Caso 3: n e´ par e m = 2q, q > 1. Aplicamos o Caso 2 e o Caso 1:
{x1, . . . , xn}2q = ({x1, . . . , xn}2)q ∈ (γ2n−1(R)R)q
= (γ2n−1(R))qR ⊂ γ(2n−2)q+1(R))R = γ(n−1)m+1(R)R.
Caso 4: n e´ par e m = 2q + 1, q ≥ 1. Usamos os casos anteriores.
{x1, . . . , xn}m = {x1, . . . , xn}2q{x1, . . . , xn}
∈ γ(n−1)2q+1(R)γn(R) ⊂ γ(n−1)(m−1)+n(R)R = γ(n−1)m+1(R)R.
O lema esta´ provado. 
O seguinte lema e´ um ana´logo dos respectivos fatos para a´lgebras associativas, veja [25]
e [19]. Ele e´ mais fraco do que a Afirmac¸a˜o 1 do Teorema 4.5.1, mas ele e´ va´lido para
uma caracter´ıstica arbitra´ria.
Lema 4.5.7 Seja R uma a´lgebra de Poisson arbitra´ria sobre um corpo arbitra´rio K.
Enta˜o
γm(R)γn(R) ⊂ γm+n−2(R)R, n,m ≥ 2.
Demonstrac¸a˜o. Procedemos por induc¸a˜o sobre n ≥ 2 para algum m ≥ 2 arbitra´rio. No
caso n = 2 na˜o ha´ o que provar.
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Assumiremos que n > 2. Para estudar γm(R)γn(R) e´ suficiente considerar os produtos
u = {r, a}{x, y, z1, . . . , zn−2}, onde r ∈ γm−1(R) e todos os outros elementos pertencentes
a R. Considere um produto w = {a{x, y}, r, z1, . . . , zn−2}, comutando o comprimento de
Lie total, ganhamos w ∈ γn+m−2(R). Por outro lado












{a, zi1 , . . . , zis}{x, y, r, zj1 , . . . , zjn−2−s},
onde as somas acima correspondem a todas as partic¸o˜es do conjunto {1, . . . , n − 2} em
dois subconjuntos de ı´ndices tais que i1 < · · · < is, j1 < · · · < jn−2−s. O primeiro
termo nos da´ o produto desejado −u. Os produtos do primeiro par de somas pertencem
a γm+s(R)γn−s(R) ∈ γn+m−2(R)R pela hipo´tese de induc¸a˜o pois s > 1. Os produtos do
segundo par de somas pertencem a γs+1(R)γn+m−s−1(R) ∈ γn+m−2(R)R pela hipo´tese de
induc¸a˜o pois s+ 1 < n. Assim, o lema esta´ provado. 
4.6 A classe de Lie nilpoteˆncia
Agora no´s demonstramos a equivaleˆncia dos itens 1 e 3 do nosso Teorema 3.3.2.
Teorema 4.6.1 Seja L uma a´lgebra de Lie sobre um corpo K de caracter´ıstica positiva
p > 3, tal que s(L) e´ Lie nilpotente. Enta˜o a classe de Lie nilpoteˆncia de s(L) e´ igual a




Demonstrac¸a˜o. Pelo Teorema 3.3.1, L e´ nilpotente e L2 tem dimensa˜o finita. Deno-
tando di = dim γi+1(L)/γi+2(L), i ≥ 1, pelas condic¸o˜es, eles sa˜o finitos. Seja ds 6= 0 mas
ds+1 = ds+2 = . . . 0, para algum s. Seja {eij | 1 ≤ j ≤ di}, i ≥ 1 uma base para γi+1(L)
mo´dulo γi+2(L), 1 ≤ i ≤ s. Considere
0 6= v = ep−111 · · · ep−11d1 ep−121 · · · ep−12d2 · · · ep−1s1 · · · ep−1sds . (4.3)
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Observe que os elementos da base acima podem ser escolhidos como comutadores, isto
e´ eij = {y1, . . . , yi+1}, onde yj ∈ R. Pela Afirmac¸a˜o 2 do Teorema 4.5.1,
ep−1ij ∈ γi(p−1)+1(R) ·R, j = 1, . . . di,
para todos os fatores acima. Uma vez que todos os nu´meros i(p − 1) + 1 sa˜o ı´mpares,
podemos usar a Afirmac¸a˜o 1 do Teorema 4.5.1 e obtemos
ep−1i1 · · · ep−1idi ∈ γidi(p−1)+1(R) ·R.
A seguir, consideramos o produto total (4.3):




Assim, γN+1(R) 6≡ {0}. Por outro lado, γN+2(R) ⊂ R(N+1) ≡ {0} pela relac¸a˜o (3.2) e
pelo Corola´rio 4.3.3. Enta˜o, s(L) e´ Lie nilpotente de classe N + 1. 
Agora, podemos estabelecer uma cota inferior para a classe de Lie nilpoteˆncia para
caracter´ısticas p = 2, 3.
Teorema 4.6.2 Seja L uma a´lgebra de Lie na˜o abeliana sobre um corpo de caracter´ısticas
positiva, tal que s(L) e´ Lie nilpotente. Enta˜o a classe de Lie nilpoteˆncia de s(L) e´ limitada
acima pela classe de Lie nilpoteˆncia forte e limitada abaixo pelo seguinte nu´mero
2 + (p− 1)
∑
n≥2
(n− 1) · dim(γn+1(L)/γn+2(L)).
Demonstrac¸a˜o. Sejam eij ∈ γi+1(L) elementos da base escolhidos como na prova do
Teorema 4.5.1. Agora, usando o Lema 4.5.7, chegamos em
ep−1ij ∈ γ(p−1)(i−1)+2(R) ·R, 1 ≤ j ≤ di, 1 ≤ i ≤ s.
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Uma vez que L e´ na˜o abeliana, temos pelo menos um vetor e11 ∈ γ2(R), e o pro-
duto (4.3) e´ na˜o trivial. Aplicando o Lema 4.5.7 para o produto todo (4.3), ganhamos
0 6= v ∈ γM(R) ·R, onde M = (p− 1)
s∑
i=1
(i− 1)di + 2.




Neste cap´ıtulo demonstramos o nosso segundo resultado principal sobre solubilidade
da a´lgebra Poisson sime´trica truncada, isto e´, no´s demonstramos o teorema a seguir.
Teorema 3.4.1. Seja L uma a´lgebra de Lie sobre um corpo de caracter´ıstica p ≥ 3.
Considere sua a´lgebra de Poisson sime´trica truncada s(L). As seguintes condic¸o˜es sa˜o
equivalentes:
1. s(L) e´ Lie solu´vel forte;
2. s(L) e´ Lie solu´vel;
3. L e´ solu´vel e dimL2 <∞.
No caso p = 2 as condic¸o˜es 1 e 3 sa˜o equivalentes tambe´m.
5.1 Lie solubilidade da a´lgebra sime´trica truncada
Nesta sec¸a˜o provaremos o Teorema 3.4.1 todo no caso p 6= 2.
Primeiro, mostraremos que 3 implica 1 para carater´ıstica qualquer positiva. Vamos
supor que L e´ solu´vel e dimL2 <∞. Como L e´ solu´vel, temos uma sequeˆncia decrescente
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de ideais
L = δ0(L) ⊃ δ1(L) = L2 ⊃ δ2(L) ⊃ . . . ⊃ δk−1(L) ⊃ δk(L) = 0.
Para ver que s(L) e´ Lie solu´vel forte, iremos proceder por induc¸a˜o sobre o comprimento
de solubilidade k. A base de induc¸a˜o k = 1 e´ trivial, uma vez que L e´ abeliana e da´ı s(L)
sera´ tambe´m.
Vamos supor que k > 1. Seja L = L/δk−1(L) e considere a aplicac¸a˜o induzida
ϕ : s(L)→ s(L). Portanto, pela hipo´tese de induc¸a˜o, s(L) e´ Lie solu´vel forte, enta˜o existe
m tal que δ˜m(s(L)) = 0, isto implica que δ˜m(s(L)) ⊆ J = s(L)δk−1(L), que e´ o nu´cleo
de ϕ. Escolhemos {ai ∈ L\δk−1(L) | i ∈ I} uma base do espac¸o quociente L/δk−1(L) e
{b1, . . . , bl} uma base finita de δk−1(L). Agora, seja w ∈ J um monoˆmio da PBW-base de
J , enta˜o w e´ da forma w = aαbβ, onde
aα = aα11 a
α2
2 · · · aαnn , 0 ≤ αi < p,
bβ = bβ11 b
β2
2 · · · bβll ∈ s(δk−1(L)), 0 ≤ βj ≤ p− 1,
onde pelo menos um βj e´ na˜o nulo. Denotaremos por |α| = α1 + α2 + · · · + αn e por
|β| = β1 + β2 + · · · + βl. Observe que |β| > 1. Enta˜o considere w1, w2 como descrito
acima, e considere o produto deles {w1, w2} =
∑
uj ∈ δ˜1(s(L)). Pela regra de Leibnitz,




λtbt ∈ δk−1(L), λt ∈ K
(uma vez que δk−1(L) e´ um ideal de L), observe que {bi, bj} = 0 (pois δk−1(L) e´ abeliano).
Em todos os casos obtemos monoˆmios em que |β′′| ≥ |β| + |β′| ≥ 2, isto e´, em {w1, w2}
existem pelo menos dois b′js. Como δ˜m(s(L)) conte´m pelo menos um bj conclu´ımos que
δ˜m+N(s(L)) conte´m pelo menos 2
N de tais elementos. Como 2N > pl, onde pela hipo´tese
dimL2 = l <∞, temos que δ˜m+N(s(L)) = 0, como desejado.
A implicac¸a˜o 1 para 2 segue de δn(s(L)) ⊆ δ˜n(s(L)), por (3.3).
Agora provaremos que 2 implica 3 no caso p = 2. Assumiremos que s(L) e´ Lie solu´vel.
Como L ⊂ s(L), claramente L e´ solu´vel. Assim, resta-nos provar que L2 tem dimensa˜o
finita. Para provar este fato, no´s podemos assumir que K e´ algebricamente fechado.
Como s(L) satisfaz uma identidade Poisson multilinear na˜o-trivial, pelo Lema 4.1.1 e
Teorema 4.1.4, para algum nu´mero M temos ∆(L) = ∆M(L) e L/∆(L) tem dimensa˜o
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finita. Indicaremos ∆(L) apenas por ∆. Usando o Teorema 4.1.2 para a aplicac¸a˜o bilinear
∆ × ∆ → ∆, onde (u, v) 7→ [u, v], para todo u, v ∈ ∆ no´s ganhamos tambe´m que
dim ∆2 ≤ M2 tem dimensa˜o finita. Dessa forma, e´ suficiente provar que L = ∆. Para
fazer isto, vamos supor que L 6= ∆. Argumentando como na prova do Teorema 3.3.1,
assumiremos que ∆ e´ abeliano. De fato, considerando a a´lgebra quociente L = L/∆2, por
dim ∆2 ser finita, pelo Lema 4.1.3, temos ∆(L) = ∆/∆2. Portanto, ∆(L) e´ abeliano e
L 6= ∆(L). Substituiremos L por L.
O pro´ximo resultado tambe´m e´ va´lido para o caso p = 2.
Lema 5.1.1 Suponha que L e´ uma a´lgebra de Lie sobre um corpo K de caracter´ıstica
positiva p, x ∈ L \ ∆ e ∆ e´ um ideal abeliano. Seja s(L) (ou a a´lgebra sime´trica S(L)
sobre um corpo arbitra´rio) uma a´lgebra de Lie solu´vel de comprimento s. Enta˜o adx age
algebricamente sobre ∆, de grau limitado por
M(s) = (s+ 1)2s + s.
Demonstrac¸a˜o. Como s(L) e´ Lie solu´vel, ela satisfaz a identidade δs(x1, x2, . . . , x2s) ≡ 0.
Seja x ∈ L \ ∆ e 0 6= v ∈ ∆. Queremos provar que o espac¸o V = 〈(adx)iv | i =
0, 1, 2, . . .〉K = 〈v0, v1, v2, . . .〉K e´ de dimensa˜o finita, mais ainda, que para o tal M , os
elementos
v0 = v, v1 = (adx)
1v, v2 = (adx)
2v, . . . , vM = (adx)
Mv,
sa˜o linearmente dependentes. Vamos supor o contra´rio, que {(adx)iv | i = 0, 1, 2, . . . ,M}
e´ um conjunto linearmente independente. Mostraremos que, escolhendo N suficientemente
grande δs(xvN , xv2N , . . . , xv2sN) e´ um elemento na˜o nulo de s(L), chegando assim numa
contradic¸a˜o com o fato que δs(x1, x2, . . . , x2s) ≡ 0 em s(L).
Vamos comparar os elementos do mesmo comprimento da forma u = xvα1vα2 · · ·
vαk , w = xvβ1vβ2 · · · vβk lexicograficamente comec¸ando com os ı´ndices maiores. Ou seja,
assumiremos que α1 ≤ α2 ≤ · · · ≤ αk, β1 ≤ β2 ≤ · · · ≤ βk. Enta˜o u < w se, e somente se,
αk < βk, ou αk = βk, mas αk−1 < βk−1, etc.
Note que, para n = 1, por ∆ ser abeliano e usando a regra de Leibnitz, pela substi-
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tuic¸a˜o x1 = xvN , x2 = xv2N temos
δ1(x1, x2) = {x1, x2} = {xvN , xv2N}
= x(vNv2N+1 − vN+1v2N),
onde os elementos xvNv2N+1 e xvN+1v2N sa˜o na˜o nulos e diferentes.
Para n = 2, fazendo o mesmo processo, i.e´., fazendo as substituic¸o˜es x1 = xvN , x2 =
xv2N , x3 = xv3N e x4 = xv4N , obtemos
δ2(xvN , xv2N , xv3N , xv4N) = {δ1(xvN , xv2N), δ1(xv3N , xv4N)}
= {xvNv2N+1 − xvN+1v2N , xv3Nv4N+1 − xv3N+1v4N}
= {xvNv2N+1 − xvN+1v2N , xv3Nv4N+1}
− {xvNv2N+1 − xvN+1v2N , xv3N+1v4N}
= x(vNv2N+1 − vN+1v2N)(v3Nv4N+2 − v3N+2v4N)
+ x(vN+2v2N − vNv2N+2)(v3Nv4N+1 − v3N+1v4N)
onde o elemento xvNv2N+1v3Nv4N+2 e´ o u´nico maximal com respeito a` ordem lexicogra´fica.
Semelhantemente, para qualquer k ≥ 1, fazendo a mesma avaliac¸a˜o xi = xviN , para
todos i = 1, 2, . . . , 2k em δk(x1, x2, . . . , x2k), chegamos na soma∑
j
θxvN+ε1v2N+ε2 · · · v2kN+ε2k , θ ∈ Fp; para alguns j satisfazendo: (5.1)
1 + 2 + · · ·+ 2k = 2k − 1, 0 ≤ εi ≤ k, i = 1, 2, . . . , 2k.
A soma conte´m um u´nico elemento maior em termos da ordem lexicogra´fica, i.e´., ele
tem o coeficiente θ igual a 1, que e´ na˜o nulo em s(L) uma vez que ele e´ um elemento da
base.
De fato, para k temos um u´nico elemento maximal (5.1) dado pela tupla (α1, α2, . . . ,
α2k), enta˜o o u´nico elemento maximal para k + 1 na expansa˜o (5.1) e´ dado pela tupla
(α1, . . . , α2k , α1, . . . , α2k−1, α2k + 1).
Agora, considere k = s e fixemos N = s + 1 para garantir que os ı´ndices em (5.1)
na˜o se sobreponham. Assim, os fatores em cada produto xvN+ε1v2N+ε2 · · · v2sN+ε2s sa˜o
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diferentes. Pore´m, isto contradiz ao fato que δs(x1, x2, . . . , x2s) ≡ 0 em s(L). Portanto, a
aplicaca˜o ad x age algebricamente sobre ∆. O ı´ndice mais extremo que aparece em (5.1)
e´ limitado por M(s) = (s+ 1)2s + s. 
Vamos fixar x ∈ L/∆ e denotaremos por V v um subespac¸o de ∆ gerado por v. Ou
seja: V v = 〈(adx)iv | i ≥ 0〉. Enta˜o pelo Lema 5.1.1, dimV v ≤ M(s) para todo v ∈ ∆.







= {y ∈ V v | (adx− λiE)miy = 0},
onde mi e´ o nu´mero minimal positivo. Vamos juntar tais decomposic¸o˜es para diferentes
v ∈ ∆ para obtermos ∆ = ⊕i∈IV(λi).
Para qualquer subsoma finita ⊕ki=1V(λi) o grau do polinoˆmio para a ac¸a˜o (ad x) e´





V(λi), k ≤M(s), mi ≤M(s), i = 1, . . . , k.
Tambe´m, pelas propriedades da decomposic¸a˜o de Jordan, dimV(λi) ≤ dimVλi ·M(s),
i = 1, . . . , k.
Como L = 〈x〉⊕∆, onde dim{x,∆} =∞, devemos ter dim{x, V(λi)} =∞ para algum
i = 1, . . . , k. Denote λ = λi e nossa prova sera´ reduzida ao caso com uma componente so´:
L = 〈x〉K ⊕ V(λ).
Em nossa prova, consideramos dois casos: λ = 0 e λ 6= 0.
Considere o caso λ = 0.
Neste caso, temos V v(0) = { y | (adx)my = 0}, onde m e´ minimal. Podemos assumir
que (adx)2 = 0. Esta reduc¸a˜o e´ feita como no caso de Lie nilpoteˆncia. Logo abaixo, no´s
seguiremos os argumentos de [42].
Proposic¸a˜o 5.1.2 Seja L uma a´lgebra de Lie sobre um corpo K de caracter´ıstica ı´mpar
tal que
1. ∆ = ∆(L) e´ abeliano;
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2. L = 〈x〉 ⊕∆, (adx)2∆ = 0, dim{x,∆} =∞.
Enta˜o s(L) na˜o e´ Lie solu´vel.
Adotaremos a seguinte notac¸a˜o. Vamos denotar R = s(L) e a′ = {x, a}, para qualquer
a ∈ s(∆). Denotaremos tambe´m por 〈x〉 o conjunto {xi | 0 ≤ i ≤ p − 1}. Neste caso,
R = 〈x〉s(∆). Seja S = {a ∈ s(∆) | a′′ = 0}. Note que S e´ um subespac¸o linear de s(∆),
mas na˜o necessariamente um subanel. Pore´m, iremos fazer a seguinte afirmac¸a˜o.
Lema 5.1.3 Se a, b ∈ S, enta˜o a′b ∈ S.
Demonstrac¸a˜o. Como a, b ∈ S, enta˜o a′′ = {x, {x, a}} = 0 e b′′ = {x, {x, b}} = 0.
Pela regra de Leibnitz , segue que (a′b)′′ = {x, {x, a′b}} = {x, a′b′} = 0. 
Em particular, a′b+ ab′ ∈ S sempre que a, b ∈ S. Assim, temos o pro´ximo lema.
Lema 5.1.4 Sejam a, b ∈ S. Enta˜o para todo i > 0 e j ≥ 0 as seguintes identidades
valem.
1. {xi, a} = ixi−1a′;
2. {xia, xjb} = xi+j−1(iab′ − ja′b).
Demonstrac¸a˜o. Para a prova de 1 usaremos induc¸a˜o sobre i.
Para i = 1, temos a definic¸a˜o {x, a} = a′. Agora, suponhamos que a afirmac¸a˜o seja
va´lida para i > 1, iremos ver que e´ va´lida tambe´m para i+1. Usando a regra de Leibnitz,
temos
{xi+1, a} = {x · xi, a}
= x{xi, a}+ xi{x, a}
= xixi−1a′ + xia′
= (i+ 1)xia′.
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Portanto, 1 e´ va´lido para todo i > 0. Para 2, pela parte 1 temos {a, xj} = −jxj−1a′.
Portanto {xia, xj} = xi{a, xj} = −jxi+j−1a′ e {xia, b} = a{xi, b} = ixi−1ab′ pela parte 1.
Dessa forma,
{xia, xjb} = xjixi−1ab′ − jxi+j−1a′b
= xi+j−1(iab′ − ja′b).

Lema 5.1.5 Sejam a, b ∈ S tais que 〈x〉a, 〈x〉b ⊆ δn−1(R), enta˜o
〈x〉(a′b+ ab′) ⊆ δn(R).
Demonstrac¸a˜o. Para 1 ≤ j ≤ p− 1 temos pelo Lema 5.1.4 que
−jxj−1a′b ∈ δn−1(R)′ = δn(R).
Portanto xia′b ∈ δn(R), e analogamente xiab′ ∈ δn(R), para i = 0, 1, . . . , p−2. Resta-
nos considerar o caso i = p− 1. Pelo Lema 5.1.4,
xp−1(ab′ + a′b) = xp−1(1ab′ − (p− 1)a′b)
= {x1a, xp−1b} ∈ δn(R).
Isto completa a prova. 
Vamos munir S com uma nova operac¸a˜o bilinear dada por (a, b) 7→ a  b = a′b + ab′.
Para cada inteiro positivo n, definimos uma “se´rie derivada” de S por S{{0}} = S e
S{{n}} = S{{n−1}}  S{{n−1}}, o espac¸o vetorial gerado pelos elementos a  b onde a, b ∈
S{{n−1}} e n ≥ 1.
Lema 5.1.6 Para todo n ≥ 0 temos
〈x〉S{{n}} ⊆ δn(R).
Demonstrac¸a˜o. Segue do Lema 5.1.5 por induc¸a˜o sobre n. 
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Para todo a1, a2, . . . , al ∈ S, definiremos o novo produto:
{{a1, a2, . . . , al}} = a′1a′2 · · · a′l−1al + a′1a′2 · · · a′l−2al−1a′l + · · ·+ a1a′2 · · · a′l.
Enta˜o, com respeito a esse produto obtemos o seguinte resultado.
Lema 5.1.7 Para todo n e´ va´lido que
{{{a1, a2, . . . , a2n}} | a1, a2, . . . , a2n ∈ S} ⊆ S{{n}}.
Demonstrac¸a˜o. Faremos a prova por induc¸a˜o sobre n. Para n = 0 temos que {{a1}} ∈
S = S{{0}} e para n = 1, {{a1, a2}} = a1  a2 ∈ S  S = S{{1}}.
Note que, como a1, a2, . . . , a2n ∈ S, temos {{a1, a2, . . . , a2n}}′ = 2na′1a′2 · · · a′2n . Por-
tanto,





2 · · · a′2n{{b1, b2, . . . , b2n}}+ {{a1, a2, . . . , a2n}}b′1b′2 · · · b′2n
)
;
= 2n{{a1, a2, . . . , a2n , b1, b2, . . . , b2n}}.
Por induc¸a˜o, segue que
{{a1, a2, . . . , a2n}}, {{b1, b2, . . . , b2n}} ∈ S{{n}}.
Recorde que estamos assumindo p > 2, assim chegamos que
2n{{a1, a2, . . . , a2n , b1, b2, . . . , b2n}} ∈ S{{n}}  S{{n}} = S{{n+1}}.

Usando o Lema 5.1.6 e o Lema 5.1.7 obtemos o pro´ximo resultado.
Lema 5.1.8 Para todo a1, a2, . . . , a2n ∈ S vale que
〈x〉{{a1, a2, . . . , a2n}} ⊆ δn(R),
para qualquer n ≥ 0.
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Demonstrac¸a˜o. Como x /∈ ∆, L2 = {x,∆} tem dimensa˜o infinita, escolhemos uma
sequeˆncia {an |n≥1} ⊆ ∆ tal que {a′n | n ≥ 1} e´ um conjunto linearmente independente.
Afirmamos que {an | n ≥ 1} e´ linearmente independente mo´dulo L2. Com efeito, se















∈ {x, L2} = {x, x,∆} = 0
uma vez que (adx)2 = 0, portanto λn = 0 para todo n. Isto mostra que {an|n ≥
1} ∪ {a′n|n ≥ 1} e´ um conjunto linearmente independente. Como s(∆) e´ um anel de
polinoˆmios truncados, os monoˆmios que aparecem em {{a1, a2, . . . , al}} sa˜o linearmente
independente em s(∆) ⊆ R. Portanto, {{a1, a2, . . . , a2n}} 6= 0 para todo n, e assim
δn(R) 6= 0 para todo n pelo Lema 5.1.7. Uma contradic¸a˜o. 
Agora, os lemas anteriores completam a prova da Proposic¸a˜o 5.1.2.
Considere o caso λ 6= 0.
Temos o autoespac¸o Vλ, o qual esta´ contido no bloco de Jordan V(λ) (veja Lema 5.1.1).
Observe que dimV(λ) ≤ dimVλ ·M , onde M e´ o grau de algebricidade da ac¸a˜o de x sobre





adx(y) = y para todo y ∈ Vλ, sa˜o va´lidas, podemos considerar λ = 1, e
nosso caso e´ reduzido ao seguinte resultado.
Proposic¸a˜o 5.1.9 Seja L uma a´lgebra de Lie de caracter´ıstica ı´mpar tal que
1. ∆ = ∆(L) e´ abeliano;
2. L = 〈x〉 ⊕∆, {x, v} = v, para todo v ∈ ∆ e dim ∆ =∞.
Enta˜o s(L) na˜o e´ Lie solu´vel.
Faremos a seguinte definic¸a˜o: seja E(s(∆)) o conjunto dos todos autovalores por adx
em s(∆). Se a ∈ s(∆) e´ um autovetor de adx, escrevemos λa para seu autovalor. Assim
adx(a) = a′ = λaa.
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Lema 5.1.10 Sejam a, b ∈ E(s(∆)), enta˜o:
1. ab ∈ E(s(∆)) e λab = λa + λb;
2. {xa, xb} = x(λb − λa)ab.
Demonstrac¸a˜o. A parte 1 segue da aplicac¸a˜o da regra de Leibnitz, isto e´
{x, ab} = b{x, a}+ a{x, b}
= λaab+ λbab
= (λa + λb)ab.
Dessa maneira, ab ∈ E(s(∆)). Ale´m disso, λab = λa + λb. A parte 2 segue de
{xa, xb} = x(ab′ − a′b) e tambe´m de a′ = λaa, b′ = λbb. 
O pro´ximo resultado segue do Lema 5.1.10.
Corola´rio 5.1.11 Sejam a, b ∈ E(s(∆)) com λa 6= λb. Se ax, bx ∈ δn−1(R), enta˜o
xab ∈ δn(R).
Lema 5.1.12 Se l ≥ 2n − 1 e a1, a2, . . . , al ∈ V1, enta˜o xa1a2 · · · al ∈ δn(R).
Demonstrac¸a˜o. Iremos usar induc¸a˜o sobre n ≥ 0. Para n = 0 e´ evidente. Antes de
provar, iremos introduc¸a˜o a seguinte notac¸a˜o: para cada i ∈ {1, 2, . . . , l}, vamos colocar
λi = λai . Efetivamente neste caso λi = 1, para todo i. Vamos por λS =
∑
i∈S λi, para cada
subconjunto S ⊆ {1, 2, . . . , l}. Ale´m disso, vamos por aS =
∏
i∈S ai. E´ claro que λi 6= 0
para cada i ∈ {1, 2, . . . , l}. Agora, dado n > 0, afirmamos que existem subconjuntos
U, V ⊆ {1, 2, . . . , l} com U ∩ V = ∅, U ∪ V = {1, 2, . . . , l}, |U |, |V | ≥ 2n−1 − 1, de modo
λU 6= λV .
Para provar esta afirmac¸a˜o, vamos supor o contra´rio. Indicando ν =
∑l
i=1 λi, para
cada U ⊆ {1, 2, . . . , l} com |U | = 2n−1 − 1, temos que λU = ν/2. De fato, se V = U
o complementar de U em {1, 2, . . . , l}, enta˜o |V | ≥ 2n−1 − 1, de modo que λU = λV e
λU + λV = ν, consequentemente 2λU = ν. Analogamente, para cada U com |U | = 2n−1
obtemos λU = ν/2 uma vez que V = U o complemento de U e´ tal que |V | = l − |U | ≥
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2n − 1 − 2n−1 = 2n−1 − 1, isto implica que λU = λV e novamente λU + λV = ν. Em
particular,
λ1 + λ2 + · · ·+ λ2n−1−1 = ν/2 e λ1 + λ2 + · · ·+ λ2n−1 = ν/2,
o qual implica que λ2n−1 = 0, mas isto contradiz o fato que λi = 1 para todo i. Portanto,
a afirmac¸a˜o e´ va´lida.
Assim, por induc¸a˜o segue que xaU , xaV ∈ δn−1(R). Como λU 6= λV , pelo Corola´rio
5.1.11, obtemos xaUaV = xa1a2 · · · al ∈ δn(R), como quer´ıamos. 
Corola´rio 5.1.13 Se δn(R) = 0, enta˜o dimL
2 ≤ 2n − 2.
Demonstrac¸a˜o. De fato, vamos supor o contra´rio. Enta˜o existem a1, a2, . . . , a2n−1 ∈ L2
linearmente independentes de modo que xa1a2 · · · a2n−1 6= 0 em R e´ um monoˆmio da base.
Mas isto contradiz o Lema 5.1.12. 
Demonstrac¸a˜o da Proposic¸a˜o 5.1.9. Para o caso λ 6= 0, se dimL2 = ∞, enta˜o
δn(R) 6= 0 para todo n pelo Corola´rio 5.1.13. Neste caso, R na˜o e´ Lie solu´vel e final-
mente conclu´ımos a prova. 
Agora, os dois casos considerados na Proposic¸a˜o 5.1.2 e Proposic¸a˜o 5.1.9 completam
a prova do Teorema 3.4.1 no caso p 6= 2. 
5.2 Solubilidade da a´lgebra sime´trica truncada no
caso p = 2
Daremos uma resposta completa para a solubilidade forte. Como para problemas de
solubilidades da a´lgebra sime´trica truncada no caso p = 2, mostraremos que o problema
e´ diferente das outras caracter´ısticas. Em particular, Proposic¸a˜o 5.1.2 e Proposic¸a˜o 5.1.9
na˜o sa˜o va´lidas. Tambe´m, no caso charK = 2, obtemos dois exemplos de a´lgebras
sime´tricas truncadas que sa˜o solu´veis mas na˜o sa˜o solu´veis forte.
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Lema 5.2.1 Considere uma a´lgebra de Lie sobre um corpo K de caracter´ıstica p = 2
dada por uma base e relac¸o˜es:
L = 〈x, yi | [x, yi] = yi, i ∈ N〉,
os comutadores restantes sendo triviais. Enta˜o
1. L2 = ∆(L) = ∆1(L) = 〈yi | i ∈ N〉, o qual e´ de dimensa˜o infinita;
2. s(L) e´ solu´vel de comprimento 3;
3. s(L) na˜o e´ solu´vel forte.
Demonstrac¸a˜o. A primeira afirmac¸a˜o e´ checada diretamente.
Denote H = 〈yi | i ∈ N〉. Elementos da base de s(L) teˆm uma forma ou yi1 · · · yik ∈
s(H) ou xyi1 · · · yim , onde k,m ≥ 0. Agora, s(H) e´ abeliano e os comutadores restantes
de tais monoˆmios da base sa˜o como os catalogados abaixo:
{xyi1 · · · yim , yj1 · · · yjk} = kxyi1 · · · yimyj1 · · · yjk ;
{xyi1 · · · yim , xyj1 · · · yjn} = (n−m)xyi1 · · · yimyj1 · · · yjn . (5.2)
Assim, δ1(s(L)) = {s(L), s(L)} e´ gerado por monoˆmios acima contendo x. Considere
os demais comutadores (5.2), eles sa˜o na˜o nulos somente quando um dos nu´meros m,n
e´ par enquanto o outro e´ ı´mpar. Portanto, δ2(s(L)) e´ gerado pelos monoˆmios xyi1 · · · yim
onde m e´ ı´mpar. Finalmente, usando (5.2), ganhamos δ3(s(L)) = 0.
Para provar a u´ltima afirmac¸a˜o, verificamos por induc¸a˜o sobre k que δ˜k(s(L)) conte´m
uma quantidade infinita de monoˆmios xyi1 · · · yim para m par e ı´mpar. Usamos (5.2) e o
fato que podemos adicionalmente multiplicar os comutadores por ys faz a quantidade par
ou ı´mpar resultante. 
Lema 5.2.2 Considere uma a´lgebra de Lie sobre um corpo K de caracter´ıstca p = 2 dada
por uma base e relac¸o˜es:
L = 〈x, yi, zi | [x, yi] = zi, i ∈ N〉,
os comutadores restantes sendo triviais. Enta˜o
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1. ∆(L) = ∆1(L) = 〈yi, zi | i ∈ N〉;
2. L2 = 〈zi | i ∈ N〉;
3. s(L) e´ solu´vel de comprimento 3;
4. s(L) na˜o e´ solu´vel forte.
Demonstrac¸a˜o. As duas primeiras afirmac¸o˜es sa˜o verificadas diretamente.
Denote H = 〈yi, zi | i ∈ N〉. Seja a ∈ s(H), enta˜o denote a′ = {x, a}. Considere
um monoˆmio da base arbitra´rio w ∈ s(H), escreva w = v1 · · · vn, onde vi denota alguns
elementos da base de H acima. Enta˜o









v1 · · · v′′i · · · vn + 2
∑
1≤i<j≤n
v1 · · · v′i · · · v′j · · · vn = 0.
Como na prova do Lema 5.2.1, δ1(s(L)) = {s(L), s(L)} e´ gerado pelos monoˆmios
contendo x. Seja xa, xb, xc, xd ∈ s(L) elementos da base contendo x, onde a, b, c, d ∈ s(H).
Calculando
δ2(xa, xb, xc, xd) = {{xa, xb}, {xc, xd}}
= {x(a′b+ ab′), x(c′d+ cd′)}
= x(a′′b+ 2a′b′ + ab′′)(c′d+ cd′) + x(a′b+ ab′)(c′′d+ 2c′d′ + cd′′) = 0.
Conclu´ımos que δ3(s(L)) = 0.
A seguir, usaremos a seguinte observac¸a˜o
(y1z2 + z1y2)






2 = 2z1z2 = 0.
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Para provar a u´ltima afirmac¸a˜o, usamos a possibilidade de multiplicar adicionalmente
dentro a identidade de solubilidade forte
{xy1, xy2} = x(y1z2 + z1y2);{
{xy1, xy2}y5, {xy3, xy4}y6
}
= {x(y1z2 + z1y2)y5, x(y3z4 + z3y4)y6}
= x(y1z2 + z1y2)(y3z4 + z3y4)(y5z6 + z5y6).
Cada vez, inserimos novas varia´veis, como y5, y6 acima, para obter que δ¯n(. . .) 6≡ 0
para todo n ≥ 1 em s(L). 
Demonstrac¸a˜o do Teorema 3.4.1 no caso p = 2. Resta-nos provar que a solubilidade
forte implica que L2 tem dimensa˜o finita. Recorde que Lema 5.1.1 e´ va´lido no caso
p = 2. A seguir, nossa prova acima e´ reduzida ao fato que as a´lgebras de Lie descritas
em Proposic¸a˜o 5.1.2 e Proposic¸a˜o 5.1.9 na˜o sa˜o va´lidas. Esta verificac¸a˜o e´ feita em Lema
5.2.1 e Lema 5.2.2. 
Lema 5.2.3 Considere a a´lgebra de Poisson Hamiltoniana truncada P = h2(K) (ou a
a´lgebra de Poisson Hamiltoniana P = H2(K)) sobre um corpo K de caracter´ıstica 2.
Enta˜o
1. P e´ solu´vel de comprimento 3;
2. P na˜o e´ solu´vel forte.
Demonstrac¸a˜o. Seja P = h2(K) = 〈1, X, Y,XY 〉K . Verifica-se que
δ1(P ) = {P, P} = 〈1, X, Y 〉K ;
δ2(P ) = 〈1〉K ;
δ3(P ) = 0.
Como acima, checa-se que P na˜o e´ solu´vel forte. 
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5.3 Identidades na a´lgebra de Poisson sime´trica
Os seguintes resultados generalizam os resultados de Shestakov mencionados anteri-
ormente (veja Teorema 2.5.2, [44]). Agora, demonstramos o teorema.
Teorema 5.3.1 Seja L uma a´lgebra de Lie sobre um corpo arbitra´rio K, e S(L) sua
a´lgebra sime´trica. Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
1. L e´ abeliana;
2. S(L) e´ Lie nilpotente forte;
3. S(L) e´ Lie nilpotente;
4. S(L) e´ Lie solu´vel forte;
5. S(L) e´ Lie solu´vel (charK 6= 2).
Demonstrac¸a˜o. As implicac¸o˜es 1 ⇒ 2 ⇒ 3 ⇒ 5 e 1 ⇒ 4 ⇒ 5 sa˜o triviais.
A u´nica implicac¸a˜o na˜o trivial e´ 5 ⇒ 1. Vamos supor que L e´ na˜o abeliano e chegar
numa contradic¸a˜o. Pelos argumentos anteriores, temos: dimL/∆ < ∞, ∆ = ∆M(L), ∆
e´ abeliano, K e´ algebricamente fechado. Pegando x /∈ ∆, pelo Lema 5.1.1, a ac¸a˜o de adx
sobre ∆ e´ alge´brica, considere os respectivos autovetores.
Seja λ 6= 0, fazendo x = x
λ
, obtemos uma suba´lgebra de dimensa˜o dois:
H = 〈x, y | [x, y] = y〉.
Fazemos os ca´lculos a seguir, temos
δ1(xy
α1 , xyα2) = (α2 − α1)xyα1+α2 , α1, α2 ∈ N;
δ2(xy
α1 , xyα2 , xyα3 , xyα4)
= (α2 − α1)(α4 − α3)(α3 + α4 − α1 − α1)xyα1+α2+α3+α4 , αi ∈ N.
Continuamos o processo. Pegando inteiros apropriados α1, . . . , α2k , vemos que δk(xy
α1
, . . . , xyα2k ) 6≡ 0, para todo k ≥ 0. Uma contradic¸a˜o.
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Considere o caso λ = 0, como anteriormente reduzimos ao caso (adx)2 = 0. Assim,
obtemos uma suba´lgebra de dimensa˜o treˆs:
H = 〈x, y, z | [x, y] = z, [x, z] = [y, z] = 0〉.
Fazendo os ca´lculos abaixo, temos
δ1(xy
α1 , xyα2) = (α2 − α1)xyα1+α2−1z, α1, α2 ∈ N;
δ2(xy
α1 , xyα2 , xyα3 , xyα4)
= (α2 − α1)(α4 − α3)(α3 + α4 − α1 − α2)xyα1+α2+α3+α4−3z3, αi ∈ N.
Pegando inteiros apropriados α1, . . . , α2k , vemos que δk(xy
α1 , . . . , xyα2k ) 6≡ 0, para
todo k ≥ 0. Portanto, H na˜o e´ Lie solu´vel, um contradic¸a˜o. 
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