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Abstract
Distributions based Regression Techniques for Compositional Data
Divya Ankam
A systematic study of regression methods for compositional data, which are unique and rare
are explored in this thesis. We start with the basic machine learning concept of regression. We use
regression equations to solve a classification problem. With partial least squares discriminant analy-
sis (PLS-DA), we follow regression algorithms and solve classification problems, like spam filtering
and intrusion detection. After getting the basic understanding of how regression works, we move on
to more complex algorithms of distributions based regression. We explore the uni-dimensional case
of distributions, applied to regression, the beta-regression. This gives us an understanding of how,
when the data to be predicted, or the outcome, is assumed to be of beta distribution, a prediction
can be made with regression equations. To further enhance our understanding, we look into Dirich-
let distribution, which is for a multi-dimensional case. Unlike traditional regression, here we are
predicting a compositional outcome. Two novel regression approaches based on distributions are
proposed for compositional data, namely generalized Dirichlet regression and Beta-Liouville regres-
sion. They are extensions of Beta regression in a multi-dimensional scenario, similar to Dirichlet
regression. The models are learned by maximum likelihood estimation algorithm using Newton-
Raphson approach. The performance comparison between the proposed models and other popular
solutions is given and both synthetic and real data sets extracted from challenging applications such
as market share analysis using Google-Trends and occupancy estimation in smart buildings are
evaluated to show the merits of the proposed approaches. Our work will act as a tool for product
based companies to estimate how their investments in advertising have yielded results in the market
shares. Google-Trends gives an estimate of the popularity of a company, which reflects the effect
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In machine learning, we can say there are three main classical approaches, regression, classifi-
cation and clustering. A systematic study of regression methods for compositional data, which are
unique and rare are explored in this thesis. We start with the basic machine learning concept of
regression. We use regression equations to solve a classification problem. With partial least squares
discriminant analysis (PLS-DA), we follow regression algorithms and solve classification problems,
like spam filtering and intrusion detection. After getting the basic understanding of how regression
works, we move on to more complex algorithms of distributions based regression. We explore the
uni-dimensional case of distributions, applied to regression, the beta-regression. This gives us an
understanding of how, when the data to be predicted, or the outcome, is assumed to be of beta distri-
bution, a prediction can be made with regression equations. To further enhance our understanding,
we look into Dirichlet distribution, which is for a multi-dimensional case. Unlike traditional re-
gression, here we are predicting a compositional outcome. For example, with one input, the depth
of Arctic lake, we predict the soil composition of the Arctic lake sediments. The sediments are
composed of a portion of sand, silt and clay. There are 3 different outputs to be predicted in this
scenario. Classical methods will not be able to answer these questions, hence, distributions based
regression come into play. Interestingly, in this research arena, the research on multidimensional
distributions based regression stopped at Dirichlet regression. We take the study further into gener-
alized Dirichlet regression and Beta-Liouville regression. To prove our efficiency, we have chosen
a couple of real world examples and also an interesting application of how we can predict share
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market dynamics with the help of Google-trends.
Market share means the fraction of the market held by a company for the entire sales happening
for that particular product. For example, if for this month, a hundred mobile phones were sold in
a city, and if Apple company sold 80 phones out of them, then we can say Apple holds 80% of
mobile phone market shares in that city for that particular month. At present, when a company
wants to know how have its investments in advertisements have been fruitful in giving it a raise in
the market shares, it would have to look into the balance sheet of investments versus market shares.
There is no way of finding how much its competitors have invested in advertisements. To tackle
this problem, we have looked into Google-Trends. Googe-Trends is a golden trove of user web
searches. Here we can know how many time a company/brand name was googled for, and also
how it fared in comparison to its competitors. When a company has advertised its product, people
are attracted to look it up more in the internet, if the advertisement has reached them. Internet
marketing is the most common type of marketing in today’s era. more people are using the internet
compared to news-papers, roadside Ad-posts or pamphlets. Internet advertisements have the most
public reach. Utilizing the open source data available to us on Google-trends, we can estimate the
advertising investments of a company as well as its competitors. Using this method we propose
in our thesis, the companies are benefited with the most useful information of how popular they
are in comparison to their competitors, and they could also compare themselves with their past
performance. So to summarize this link, the company invests in advertisements, users are attracted
to the ads and look up the company name term in the internet, this is recorded by Google-trends,
our works gives a tool to compare this data with the market shares performance of the company in
question. The regression methods we propose are novel and also this approach we explained are
unique to our thesis.
1.2 Introduction
Compositional data are naturally generated by many applications from different domains. Ex-
amples of classic domains include analytical chemistry, geology, petrology, sedimentology, and
metabolomics [1]. Moreover, this kind of data has attracted recently attention in computer vision
[2, 3], pattern recognition [4, 5, 6, 7], and machine learning applications [8, 9, 10, 11, 12, 13].
Compositional data have a constant sum property while all components are positive real numbers.
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When the sum is equal to one, they are called proportional data [9]. In the study of ground-water
samples, Hydrogeology, scientists are interested in describing and understanding the composition
of water samples. It is more meaningful to express fluoride content of a sample in parts per million
or percentage. It is not of potential interest to know that a sample contains 1mg of fluoride, rather
5mg/L of fluoride (data on absolute frequencies) indicates toxic levels. In the analysis of images
[14, 15], it is common to represent a given image as a histogram representing the proportions of grey
levels [16, 17, 18]. In data mining, textual documents are often represented as vectors representing
the proportions of some keywords [19].
Mathematically compositional data are represented in a standard simplex of the sample space
given by,
SD = fx = [x1; x2; : : : ; xD] 2 RDg (1)
where xi > 0; i = 1; : : : ; D and
PD
i=1 xi = k ; x is aD-dimensional vector of features representing
a given object (e.g. document, image, video, etc.) and k is a constant. Due to the compositional
constraint the data points cannot be analyzed on the Euclidian space, simplex sample space is a
better projection of the data [20, 21, 22]. To analyze compositional data in Euclidian space and
for further analysis with known classification algorithms, it is necessary to convert those using
transformations to such co-ordinate system [23]. For instance, Log-ratio approach was proposed
to transform data from simplex to general coordinates, without the loss of relative scale property.
Thereafter, additive, centered and isometric log-ratio transformations are most widely used . Later a
data-based power transformation (- transformation) for compositional data was proposed by [24].
It was a compromise between the raw data analysis and log-ratio analysis.
1.3 Contributions
The contributions of this thesis are as follows:
 -tranformation with PLS-DA and Applications: In compositional data, the relative pro-
portions of the components contain important relevant information. In such case, Euclidian
distance fails to capture variation when considered within data science models and approaches
such as partial least squares discriminant analysis (PLS-DA). Indeed, the Euclidean distance
assumes implicitly that the data is normally distributed which is not the case of compositional
vectors. Aitchison transformation has been considered as a standard in compositional data
3
analysis. In this chapter, we consider two other transformation methods, Isometric log ratio
(ILR) transformation and data-based power (alpha) transformation, before feeding the data to
PLS-DA algorithm for classification [25]. In order to investigate the merits of both methods,
we apply them in two challenging applications namely spam filtering and intrusion detection.
This work has been published in [26].
 Generalized Dirichlet Regression applied to Market-Shares: We explore the idea that
market-shares of any given company have a linear relationship with the number of times
the company/product is searched for on the internet. This relationship is critical in deduc-
ing whether the funds spent by a firm on advertisements have been fruitful in increasing
the market-share of the company. To deduce the expenditure on advertisement, we consider
google-trends as a replacement resource. We propose a novel regression algorithm, gener-
alized Dirichlet regression, to solve the resulting problem with information from three dif-
ferent information-technology fields: internet browsers, mobile phones and social networks.
Our algorithm is compared to Dirichlet regression and ordinary-least-squares regression with
compositional transformations. Our results show both the relationship between market-shares
and google-trends, and the efficiency of generalized Dirichlet regression model.
 Beta-Liouville Regression and Applications: We propose a novel regression algorithm,
Beta-Liouville regression, to solve regression of compositional data, where the prediction
is multi-dimensional and sums to unity. Applications include market-share data mining in
relation to its score in Google-trends and smart building occupancy estimation. Occupant
behaviour in buildings gives useful insights on the required levels of air conditioning, lighting
and even initiating help during emergency. Sensors to estimate the occupancy of a smart
building include microphone, door/window positions, motion detection, power consumption.
The Beta-Liouville regression algorithm is compared to ordinary least squares regression with
compositional transformations and Dirichlet regression.
1.4 Thesis Overview
The rest of this thesis is organized as follows:
4
 Chapter 2 introduces different transformations of compositional data, implementation of Par-
tial Least Squares Discriminant Analysis, applied to spam filtering and intrusion detection
problems.
 Chapter 3 is devoted to Generalized Dirichlet Regression and its applications to market share
analysis.
 Chapter 4 introduces Beta-Liouville Regression, applied to market shares and occupancy es-
timation of smart buildings.
 Chapter 5 concludes and summarizes the thesis and points out future research directions.
5
Chapter 2
Compositional Data Analysis with
PLS-DA
2.1 Introduction
In this chapter, we focus on Partial least squares discriminant analysis (PLS-DA) when applied
in the case of compositional data. PLS-DA is devoted to a unique regression problem, where the
response is formed by categorical variables. Aim of the discriminant function is to decide which
group a sample belongs to using its composition profile. This technique can also be considered
as a compromise between linear discriminant analysis (LDA) and DA on the significant principal
components of the predictor variables [27]. A statistical explanation regarding the relation of PLS
to canonical correlation analysis (CCA), which in turn is related to LDA is given in [28]. PLS-
DA has been generally applied for Gaussian data. In this chapter, we propose some approaches
to handle compositional data. We apply the resulting models to two challenging problems namely
spam filtering and intrusion detection. This work has been accepted as a conference paper [26].
2.2 Partial Least Square Discriminant Analysis (PLS-DA)
PLS-DA is a special kind of regression analysis used for classification problems. The main goal
is to find a line/hyperplane that acts as partition between classes in a dataset. This is performed
by the partial least squares method. PLS-DA is chosen over Principal Component Analysis (PCA)
when dimensionality reduction is necessary along with classification [28]. PLS-DA works similar
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to a supervised version of PCA. In case of a PCA algorithm, the first principal component along the
first eigenvector is calculated by minimizing the projection error, in turn maximizing the variance
of projected data [29]. The algorithm iteratively projects all the points to a subspace orthogonal
to the last principal component and then repeats the process on the projected points. Further an
orthonormal basis of eigenvectors and principal components is formed. PLS-DA aims at finding
uncorrelated linear transformations, (latent components) of the original predictor variables, which
have high covariance with the response variables. Based on these latent components, PLS predicts
response variables Y and reconstructs original matrix X at the same time. In case of PLS-DA,
its principal components are linear combinations of features [30]; the number of these components
gives the dimension of the transformed space. As a standard, the components are orthogonal to each
other. The iterative process computes the transformation vectors also known as loading vectors,
which give the importance of each feature in that component. There are several algorithms for
Partial least squares (PLS) and its enhancements for Discriminant analysis. A comparison of nine
PLS1 algorithms is given in [31].
Consider a data set with n objects. Each object is described by D features. Matrix X of dimen-
sion n times D contains explanatory variables. The response variables are stored in Y (denoted as c
here), an n times q dimensional matrix, corresponding to n classes. Y consists of binary variables.
For example, in a two-class classification case, if the data point corresponds to class-I then Y vector
is (1, 0), if the point belongs to class-II then Y vector is (0, 1). Before feeding to the regression
model, Y is mean centered as is the usual case. Aitchison geometric mean centering is performed
on X due to compositional constraint. X transformations are explained in section III. The PLS can
be formalized as following [32]. PLS-DA is derived from PLS regression and involves forming a
regression model between X and c. PLS-DA is similar to any other linear decision function but is
often described algorithmically rather than statistically. Fundamental PLS-DA equations:
X = T P + E
c = T q + f (2)
T is the common score matrix, E and f are residuals of X and c, respectively. p and q are loadings
of X and c, respectively. By the decomposition of X and c, response values are decided by the latent
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variables and not by X alone. This makes it a more reliable model because the latent variables coin-
cide with the underlying structure of original data. The major point of PLS-DA is the construction
of components by projecting X on weights. PLS criterion is used to sequentially maximize the co-
variance between response variables and latent components. Following is the algorithm and model
building of PLS-DA.
2.2.1 Outer modeling
(1) Calculate the PLS weight vector w, as:
w = X 0c (3)





In PLS, line of best fit is calculated, in which the sum of squares of X residuals is minimized.
Regards to principal component, loadings are the angle cosines of the direction vector. Scores
are the projections of the sample points on the principal component direction [33].





(4) Calculate Y scores, given by
u = c q (6)
2.2.2 Residual Deflation











(3) By subtracting the effect of the new PLS component from the data matrix, we obtain a residual
data matrix
residX = X   tp (9)
(4) Calculate the Residual value of c
residc = c  tq (10)
Replace both X and c by their residuals and return to step 1 if further components are required.
2.2.3 Prediction
Once, the model has been built, prediction of class can be done for original or new data. The
regression coefficients   of dimension D times q is given by
B = pbq0 (11)
The PLS regression equation, when X is mean centred is shown as
Y = XB + E (12)
For compositional data, where X centring is carried out in Aitchison geometry as explained in further
sections, the linear regression takes the form
Y =  B + E (13)
where the regression coefficient is given by
  = pbq0 (14)
Training data are used to model PLS-DA and (13) is generated. Test data is substituted in (13) to




Statistical approaches, based on Gaussian assumption, cannot be directly implemented on com-
positional data due to constant sum constraint and co-relation among features, as explained in the
introduction. The proportions of the species are more pertinent than the number of instances. Ev-
idently the scale of proportions is not absolute but relative. In such a case, standard mean values
and variances are no longer valid, and a suitable transformation is used to convert into a new scale,
which can be assumed near to absolute [34]. We will consider three transformations in this chapter
and they are discussed in the following subsections.
2.3.1 CLR - Centered Log Ratio Transform
The centered log ratio transform [23] is defined as:















CLR can also be represented as follows














Here g(x) is the geometric mean of the composition. Resulting in D variables, each representing
one component of the original compositional part, it is easily interpretable as to what is the con-
tribution of each part individually. CLR has drawbacks – it generates a singular matrix, which is
sum of resulting parts is zero, sub-compositional incoherence is also an issue. Most of the present
statistical analysis methods cannot be performed on singular data. This can be overcome by ILR
transformation.
2.3.2 ILR - Isometric Log Ratio transform










; i = 1; : : : ; D   1 (18)
This results in D-1 coordinates in a chosen orthonormal basis. It represents only the ratios
between the components. ILR can also be represented in terms of CLR as
z = Hy (19)
where H is the Helmert sub-matrix, obtained by removing the first row of Helmert matrix [35]. It
is the most sought after orthonormal basis. ILR is applied on data matrix X, subsequent ILR co-
ordinates Z are fed into the PLS-DA algorithm in section II.A. The regression coefficient matrix thus
obtained, using equation (3) is  , has (D   1) times n dimensions. When substituted in equation
(3), the predictor variables Y are obtained.
2.3.3 Data-based power transformation
The data-based power transform, also known as -transform is defined as












(Du  1) HT (21)
Value of  lies between 0 and 1, chosen based on the data set itself [36]. As  ! 0 the equation
converges to ILR transform. As =1, it ignores the compositional constraint and treats the data as if
it were Euclidian. It is advantageous over ILR as it can be applied to datasets containing elements
with zero value, whereas ILR is not defined for them.
2.4 Experimental Results
In this section we present our experimental results through two real-world challenging appli-
cations. The first one concerns spam filtering and the second one deals with intrusion detection
[37].
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The below procedure is followed to convert the data generated by both applications to composi-
tional form. Features where relative frequencies with which the components occur is measurable are
selected. The components selected should be fractions of a whole. To obtain a D-part composition,
we divide the variables of the dataset by the sum of all variables.







For each of the transformations, the steps can be summarized as follows
(1) Split data into training and testing sets.
(2) Apply a transformation as in Section 2.3.
(3) Feed testing data to PLS-DA algorithm as in Section 2.2 to obtain PLS equation with regres-
sion coefficient as in Equation (14).
(4) Apply transformation to testing set, substitute in Equation (14) to get predictor variable Y .
(5) Use a classification decision rule to predict class.
The simplest rule of classification decision is based on the value of Y , if it is positive, assign value
1, and 0 for negative values. This is not a hard and fast rule, it may not be the most appropriate
decision rule for all data sets. Further discussion on this is given in [32].
2.4.1 Spam Filtering
Spam, also called unsolicited bulk e-mail or junk email, is an email that is sent to a gathering of
beneficiaries who have not requested for it. Spam can be also a serious threat. IBM Security today
announced results from 2017 IBM X-Force Threat Intelligence Index. It claims that malicious
attachments in a spam email are a primary delivery method of ransomware. There is 400% increase
in spam every year. Ransomware made up 85% of those malicious attachments in 2016. It is
important to have an email spam filter [38] for a company to save employees from frustration of an
overloaded mailbox of unimportant and occasionally dangerous emails.
Several approaches have been proposed in the past for Spam filtering. Among these approaches,
machine learning techniques have received particular attention. In this subsection, we apply our
framework for the problem of spam filtering. We have worked on two datasets to compare the
12








methodology proposed. The considered datsets have been previously used for spam filtering in
[33, 39]
a) Spambase dataset1 used in this chapter has been obtained from UCI machine learning
repository, created by Hewlett-Packard Labs. This dataset has 4601 instances and 58 attributes (57
continuous input attributes and 1 nominal class label target attribute). The number of spam mails is
1813 (39.4%) and non-spam are 2788 (60.6%).
As the study presented in this chapter is for compositional data. It has to be noted that the
relative ratio among features of compositional data is of key importance. In that context, it would
be appropriate to consider only those features which are of the same category, which in this case is
percentage of characters in the e-mail that match WORD/CHAR. There are 54 such features. The
dataset has been reduced to 3626 instances to have a balanced case for optimization of PLS-DA
algorithm. The feature vectors are normalized, transformed and fed to PLS-DA algorithm as in
section II. Both ILR and  transformations were applied. The corresponding confusion matrices
are given in Tables 2.1 2.2. The value of  is varied from 0 to 1 in steps of 0.1. The value with
1https://archive.ics.uci.edu/ml/datasets/spambase










ILR + PLS-DA 0.8295 0.9757 0.7549 0.0343
Alpha(0.5)+PLS-DA 0.8504 0.9812 0.7778 0.0254
Ling- spam
ILR + PLS-DA 0.9308 0.9154 0.9444 0.0821
Alpha(0.5)+PLS-DA 0.9385 0.9308 0.9453 0.0682
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Figure 2.1: Effect of  on accuracy: Spambase dataset.
best result is presented in Table 2.2. Variation of accuracy with the value of  is shown in Fig 2.1.
The accuracy is minimum (0.5) when  is zero, which implies the data is considered to be log ratio
transformed. The accuracy of ILR + PLS-DA method is (82.95%), and for Alpha + PLS-DA is
85.04%. Though both methods report good performance,  transformation is a better choice.
b) Ling   Spam corpus2 has been used to perform spam filtering. It consists of 2412 (82.4%)
linguist messages and 481 (16.6%) spam messages. Ling spam corpus is a collection of emails. The
data set has been split into training set of 702 emails and testing set of 260 emails, equal division
of spam and legitimate emails was done to ensure a balanced case. The text data were prepared
by removal of stop words and lemmatization [40]. A word dictionary created of 50 most common
words. Feature extraction was done by creating word count vector with frequency of occurrence of
dictionary words. The accuracy of ILR + PLS-DA method is 93.08%, and for Alpha + PLS-DA is
93.85%. There is almost similar performance with both methods. Variation of accuracy with the
value of  is shown in Fig 2.2. Besides overall accuracy, we evaluate the different transformations
in terms of their precision, recall and false alarm rate. Comparison of performance of both methods
on the 2 spam datasets is given in 2.3. It has to be noted that  transformation outperforms ILR
transformation with respect to all the evaluation measures.










Figure 2.2: Effect of  on accuracy: Ling-spam dataset.
2.4.2 Intrusion Detection
Rapid use of internet and technology has been the rule of the day. “Annual global IP traffic
will reach 3.3 ZB (ZB; 1000 Exabyte [EB]) by 2021.” Says Cisco executive summary3. Safe-
guarding the internet from intruders is a necessity. Intrusion detection systems (IDSs) are software
or hardware systems that automate the process of monitoring and analyzing the computer system or
network events for signs of security problems [41]. We have worked with the NSL-KDD dataset4
in this chapter. The full NSL-KDD train set including labels is in the file KDDTrain+.TXT and the
complete test set is from KDDTest+.TXT. Features of each network connection vector have been
mentioned in detail in [42]. There are 41 features in the dataset, of which 3 are nominal, they have
been enumerated. All the attacks have been grouped together. Test set contains 19,420 instances
and train set has 1,17,260 instances. Dataset has been equally divided, to attain a balanced case
based on normal and attack classes for optimization of PLS-DA algorithm. Tables 2.7 2.8 show
the confusion matrices of the 2 different transformations applied before PLS-DA. ILR transform


















ILR + PLS-DA 0.6487 0.3147 0.9479 0.4108
Alpha(0.5)+PLS-DA 0.7974 0.8371 0.7756 0.1770
emails classified correctly. As the dataset contains zero values,  transform is not defined for  =
0, hence a break in the graph is observed in Figure 2.3. Table 2.6 gives a summary of evaluation
metrics of both methods on NSL-KDD dataset. Though ILR transform has a bad accuracy, its
recall rate, also known as sensitivity is exceptional at 94.79% compared to 77.56% for  transform.
However, keeping in mind the false rate alarm is very high for ILR, the best method would be to use
 transform in conjunction with PLS-DA.









In this chapter, we described the use of various compositional transformation techniques within
PLS-DA. This is a unique combination that has not been explored before. Alpha transformation
seems to perform better than ILR in all these applications. The flexibility of  value helps maximize
the overall performance as shown by real-world challenging security applications namely spam
classification and intrusion detection. Future work could be devoted to other applications from
other domains where compositional data are naturally generated. Potential Future research could be
devoted also to unbalanced compositional data that we may encounter in real applications [1].
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Our aim is to predict the change in market-share [43] [44] composition with respect to share-
of-voice on social media. We assume it is directly proportional to the investment in marketing. We
are making a strong assumption that the google trends are a result of the user’s search which were
guided by advertisements and people talking about the company/product. We can thus deduce it
to be directly proportional to the money the company spends on advertising the product [45]. The
insider information on the companies spendings on advertisements is not readily available, though
it would be a valuable piece of information to have, it is confidential and the companies have no
obligation to disclose the same. It could also give the competitors an edge. Google-trends provides
data on ”interest over time” of the respective companies. This could be a good measure of share-of-
voice for the company. This will be the independent predictor. Market share [46] [47] of company
or similar data can be obtained as a monthly statistic for few years. This will be proportional data,
assumed to follow a generalized Dirichlet distribution. This will be the prediction.
Regression problems based on compositional data can be categorized into 2 groups. In the
first group the dependant variable is compositional [26], such problems have been solved by using
Aitchison’s geometric transformations. In the second group the response variables are composi-
tional, with either same or different predictors. The latter type of problems is more complex and
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this is what we have tackled in this chapter. So far, Dirichlet regression [48] has been the best ap-
proach in the industry to define compositional regression problems where the dependent variables
are compositional.
In this chapter, we develop generalized Dirichlet (GD) regression, where the dependent variables
follow a generalized Dirichlet distribution [49]. With double the number of parameters to estimate
in comparison with the Dirichlet, GD is more versatile and gives space to model a flexible line of
fit. We show how data fitting can be done by using a geometric transformation that reduces the
generalized Dirichlet into a product of Beta distributions.
The rest of the chapter describes the main crux of our research, it will answer the pinching
question, will the Google trends be able to predict the rise and fall of shares in any given field. To
demonstrate the same, we have chosen the following three interesting quintessential markets of the
modern world, related to technology and communication, mobile vendors in Canada, social network
sites in India and what is the most used browser in the world! Let’s explore this case and discuss
how successful is Google-trends in predicting the trends of the share markets. Section 3.2 describes
the machine learning algorithms employed for the research. Section 3.2.3 explains our contribution
in devising the GD regression algorithm. Section 3.3 gives the background for experimental set-up.
Section 3.4 shows our results and analysis. We conclude with Section 3.5. This work has been
accepted as a conference paper [50].
3.2 Machine learning techniques
In this section we discuss the various ML algorithms used in our research. They are explained
in the increasing order of computational complexity. Starting from ordinary least squares with a
combination of transformations like clr and ilr. After which we describe Beta regression, Dirichlet
regression and generalised Dirichlet regression.
3.2.1 OLS - Ordinary Least Squares Regression
Ordinary least squares (OLS) regression is a case of generalized linear modelling algorithm. It em-
ploys linear least squares method for estimating a single response variable. It could be multivariate
of single independant variable x, to predict the response [51]. Principle of least squares minimizes
the sum of squares of the differences between the actual response y, in the given data and prediction
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of the linear function [52]. If we consider a linear system of variables, with n data points:
nX
j=1
Xijj = yi; (i = 1; 2; : : : ;m) (23)
here  is the regression co-efficient
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Such a system usually has no arithmetic solution, rather the aim is to find the best coefficients 
which better fit the equations, to solve the quadratic minimization problem
^ = arg min

S() (26)
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Finally, ^ is the coefficient vector of the least-squares hyperplane, expressed as a product of Gramiam








In the share market case, both dependent and independent variables are compositional. Hence
both are transformed to the Aitchison plane by applying the transformations explained below. Then,
they are fed to ordinary least squares regression algorithm (ols). The resultant matrix is transformed
back to Euclidean plane by applying an inverse transform. Then, the actual and predicted values
are compared against the selection criteria explained in section 3.3.2. We discuss two Aitchison
transformations [23], CLR (centred log ratio transform) and ILR (Isometric log ratio transform) in
section 2.3 in Chapter 2. These are widely used in the case of compositional data.
3.2.3 Distributions-Based Regression
Beta regression
Assuming the response data is Beta distributed [53], The authors in [54] have proposed a regres-
sion model with mean and dispersion parameters of the distribution. In contrary to the transformed
response of a linear regression, Beta regression’s parameters are deduced using maximum likelihood
estimation. The Beta density function is given as follows:
Y  B(p; q); f(y; p; q) =  (p+ q)
 (p) (q)
yp 1(1  y)q 1 (29)
Maximum likelihood estimation is performed to deduce the values of p and q. The closed form
solution to this equation is given in [54]. The partial derivatives of log of Beta distribution with
respect to p and q are given by
@ log f(y; p; q)
@p
=  (p+ q)   (p) + log y (30)
@ log f(y; p; q)
@q
=  (p+ q)   (q) + log(1  y) (31)






The expected score equals zero, it can be re-written as:
E[log Y ] =  (p)   (p+ q) (33)
E[log(1  Y )] =  (q)   (p+ q) (34)
The distribution of response variable Yi is B (pi; qi) where pi and qi are, for each i, described by
sets of explanatory variables (x1; : : : ; xm) and (v1; : : : ; vM ) as
pi = g (1x1i +   + mxmi) (35)
qi = h (1v1i +   + MvMi) (36)
Here g and h are link functions. The above equations can be substituted in the log likelihood














pi log yi +
nX
i=1
qi log (1  yi)
(37)












h0ivRi [ (pi + qi)   (qi) + log (1  yi)]
(38)
Maximum likelihood estimation of  and  are obtained by solving the above equations, equating
to zero. Thus, the regression parameters are obtained. They can be multivariate or univariate,
depending on the application. It has to be noted that, in the case of compositional data, where
the predicted values are more than one, Beta regression needs to be extended to accommodate the
prediction of multiple dependant variables. This is explored in the further two sections, Dirichlet
regression and generalized Dirichlet regression.
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Dirichlet regression
Maier has proposed Dirichlet regression [48] [55], which assumes dependent variables are com-
positional and follow a Dirichlet distribution. He has deduced a framework similar to general linear
models for regression of Dirichlet distributed data. Dirichlet distribution is a generalized form of




















Alternately, Dirichlet distribution can also be represented as a function of mean  and variance  as
in equation 42, called alternate parametrization.





The full log-likelihood of the commonly parametrized model is defined below









log   (c) +
CX
c=1
(c   1) log (yc) (43)
The crucial part of converting a Dirichlet distribution to a Dirichlet regression problem, lies in the
link between the Dirichlet parameters () and the regression parameters (). The link function g(.)
is selected as a log(.) function, defined as
g(c) = c = X
[c][c] (44)























The second order derivatives of the log-likelihood with respect to s on the same and different
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Caution is to be taken to resist the urge to calculate of the Dirichlet distributed dependent variables.
As this is not the desired output, we are more interested in calculating the regression parameters ,
which will be found only after relating it to  in the link function. The maximum log-likelihood
estimation (MLE) of Dirichlet regression is different from that of Dirichlet distribution MLE.
Generalized Dirichlet (GD) regression
We now propose generalized Dirichlet regression to solve the compositional regression prob-
lems of interest. This distribution has double the number of parameters to estimate compared to
Dirichlet distribution. This gives it more degrees of freedom to fit the data in a better way. It’s











To evaluate the normalizing constant c, we integrate sequentially over xn; xn 1; : : : ; x2; x1, where











k=i+1 (ak + bk   1)
 (50)
In an n dimensional GD distributed data, there are 2n variables to estimate. There would be 2n
log-likelihood equations to solve simultaneously. [57] demonstrates that GD can be transformed to
n Beta distributions. Suppose (X1; : : : ; Xn)  GD (a1; : : : ; an; b1; : : : ; bn) where Zi = Zi:::Zn
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are n mutually independent Beta distributed variables
Zi  B (ai; bi+(
nX
k=i+1
(bk + ak   1)); i = 1; : : : ; n (51)
(X1; : : : ; Xn) ,
 











1A  B (ai; ci) (53)
where i = 1; :::; n for a random sample (X1j ; : : : ; Xnj) ; j = 1; : : : ; N; from X1; : : : ; Xn the
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The first order derivatives of MLE are n pairs, where i = 1; :::; n is below:
@ logL
@ai




log xil = 0 (55)
@ logL
@ci




log (1  xil) = 0 (56)
Since a Dirichlet MLE has been transformed to n Beta MLE, we will follow the steps in section
3.2.3 to convert the Beta distribution to Beta regression estimates using link function. Various link
functions can be used to relate the dependent variables to independent variable, for example, log-
link, logit-link, probit, log-log link.
There is no closed form solutions for the above equations. Newton-Raphson iteration is em-
ployed to arrive at the solution in maximum likelihood estimation. The initial values are obtained
from method of moments estimates [58]. The estimated values of regression are normalised to
equate to 1 as the expectation is compositional data.
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3.3 Experimental Set-up
3.3.1 k-fold cross validation
Our aim is to create a replica of the underlying model generating the data. The approach we
follow is to work backwards from the collected data. In the process, there is a danger of over-
fitting/under-fitting the data. This means that, the model is created specifically around the given
data. Any newly generated data, even though coming from the same source, will not be described
with this model. To overcome this issue, we have used the method of k-fold cross validation [59]. It
is a systematic hold out method, where the data is splitted into k parts. over a loop of k times, each
part is held out for testing and the model is trained over the remaining data (total-kth part). This way
k different models are created, and the features are averaged over the k models. This gives equal
opportunity for the data being represented fully compared to randomized hold-out cross validation.
The k-fold algorithm is used to compute the average of evaluation measures, and it is called
1000 times to average out the measures over the different partitions. Thus, each dataset is modelled
1000*10 times, that is 10,000 times for a 10-fold cross validation. This is the most computationally
expensive component of the regression problem we are solving.
Algorithm 1 k-fold cross-validation pseudo-code
Input Dataset, number of folds k,
Split the data into k equally sized (rounded to integer) folds
1: procedure K-FOLD-REGRESSION
2: for <s = 1:k> do
3: Train a model on sth fold’s training set
4: Test the model on sth fold’s test set
5: Compute corresponding evaluation measures
6: end for
7: Compute average of evaluation measures of all k sets
8: end procedure
3.3.2 Evaluation Measures
The goodness of fit of the regression models needs to be measurable. This helps us decide which
model is able to describe the data best. Since we are dealing with compositional data, the regular
measures of regression need to be modified accordingly, There are various measures explained in
[60]. The efficacy of the learned models is compared with these three parameters, sum of square of
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residuals, R-squared measure based on total variability and KL divergence.
R-squared measure based on total variability (R2T)
Th term total variability based R square measure was coined by Aitchison in the log ratio anal-
ysis [23]. It is defined as the ratio of total variance in the predicted values to the total variance in the
actual values.
R2T = totvar(bx)= tot var(x) (57)






Residual Sum of Squares (RSS)
Residual sum of squares (RSS) [61] is defined as the square of the difference between the pre-
dicted and actual values for each point in test set. In the compositional case, the sum of each




(yi   byi)2 (60)
Kullback-Leibler divergence (KL)
KL divergence is the sum of ratio of the logarithm of actual values of fitted values, weighed by
the actual, over each data point [62]. Minimum KL divergence is desired as it deduces maximum
likelihood [63].









KL divergence adapted to compositional data is defined as follows [64]:
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3.4 Datasets and Results
In order to assess the usefulness of the regression models, we have investigated 2 real-life data
sets followed by 3 different applications based on data collected from real-life sources. The market
shares data are obtained from global-stats1 website, the relation we are trying to observe is the com-
pany’s market-share to their trends in google-searches2, which is a good measure of the company’s
investment in advertising.
3.4.1 Real Data
Arctic Lake soil compositions dataset
We discuss Arctic lake data set, which shows how the composition of ground soil comprising of
silt, sand and clay is altered as the depth of lake increases. This is a famous dataset used by Aitchison
to investigate many transformations. It has been quoted in studies, like zero value substitution [65]
[66] and robustness checks [66]. There are 39 data points with three components. The distribution
of the data points is shown in ternary diagram, Figure 3.1. Unlike most regression problems, with a
single response variable and multiple independent variables, the Arctic lake data is different. It has
a single independent variable (x) and three different response variables, whose sum adds up to unity.
It is the compositions that we are predicting. We could use a variety of arithmetic transformations
of x, like log(x), x2, x + x2. Table 3.1 shows the regression measures of the different regression
algorithms explained in the above sections. GD regression has least residual sum of squares, which
represents a good fit. Dirichlet regression is the best in this case, given R2T and KL divergence
measures.
Glass composition dataset
Another dataset containing more number of compositions is the forensic glass dataset [65]. It
has 8 components and 214 observations. They are all dependant on a single parameter, the refractive
index (RI) of glass. The aim is to map how the refractive index of glass can alter the composition
of glass, the minerals in it, like Aluminium, magnesium to name a few. The regression should




reverse process to see if we can find the required composition to be able to manufacture/recreate the
intended RI. As per the results in Table 3.2, least SSR is by GD regression algorithm. Better KL
divergence is shown by the classical OLS methods, this could be due to the unequal distribution of
metals in the glass. Some metals like Silicon and Sodium have high compositions compared to the
rest.
3.4.2 Application - Market Shares for Information Technology Companies
For future researchers to be able to reproduce our work, we have chosen the public platform of
google-trends [67] [68]. It gives us a very good idea on how the data search has spiked over the
given time range, which is of prime importance. Here have been a couple of experiments done to
see if any lag in trends and share is observed. Trends seem to be more real time and the data seemed
to be more relevant to the current market share. A lag of two months is observed between the trends
and market shares. The companies investment on advertisements seem to have been fruitful a couple
of months later in getting the google clicks and thus for it to show affect on the market share. We
would further like to explain how the shares have changed over the time, any interesting patterns
are explained. It is to be noted that google-trends [69] only supports comparison of 5 key-words at
a time. To support more searches, we will compare the term with a standard term such as ”photo”
to get a relative measure of frequency. This process is done with all the variables, then put together
and normalized.
Browser market shares - Worldwide
It is interesting to note, in 2009, Internet-Explorer (64.97%) and Firefox (26.85%) were leading
the market, and today they are mere 3-5% share holders in the world-wide browser markets. This
owes to the introduction of new browser by Google, Chrome and Apple’s Safari. The major market
shares in internet browsers is held by Chrome (51.5%) followed by Safari (15.13%) in 2018. We
have collected monthly from 2009 January to 2018 September, with n = 118 data points, with
D = 6 components, including UC browser and Opera. The ternary diagrams of 3 sets of browsers
are given in Figures 3.2, 3.3, 3.4 and 3.5. This shows how the compositions have changed over
the course of 10 years. They clearly follow a linear pattern. Table 3.3 displays the results of the
experiment. It is observed that GD regression shows close to unity R2T, and least KL divergence
(0.23). Dirichlet regression has slightly better RSS (0.03) than GD regression (0.09). The arithmetic
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Table 3.1: Generalized Dirichlet Regression measures of Arctic lake sediments data
MethodsnMeasures SSR R2T KL
CLR + OLS 3.3287 11.0777 25.4432
ILR + OLS 3.3183 11.8528 25.3671
Dirichreg 0.8193 6.2170 15.9382
Generalized Dirichlet 0.5415 8.9557 17.9848
Table 3.2: Generalized Dirichlet Regression measures of forensic glass data
MethodsnMeasures SSR R2T KL
CLR + OLS 9.4718 0.0126 216.8152
ILR + OLS 9.4577 0.0129 217.3527
Dirichreg 0.0186 0.0023 333.3006
Generalized Dirichlet 0.0145 0.0015 336.3690
transforms combined with OLS with less computational complexity, take lesser time to execute, with
acceptable results.
Mobile Seller market shares in Canada
The Canadian mobile market was ruled by Apple (88.97%) in 2010. It is now sharing space
with Samsung (25.14%) in 2018. We have included LG, Huawei, Google and Motorola in the
study. With D = 6 and n = 95, we have the independent variables obtained from Google-trends,
individually for each company, the trends are in accordance with the share market patterns. Table
3.4 describes the results. Looking at the measures, we can say that google trends has been a good
measure of predicting the shares, with the regression fits of RSS close to zero. The generalized
Dirichlet regression performed well compared to other methods.
Social Networks market shares in India
Facebook is the most followed social networking site in India. It has been growing popularity
from 52.3% in 2010 to 86.56% in October 2018. Many companies have mushroomed in this space
but Youtube has sustained it’s second place with 10% and it saw it’s peak with 25% in 2012. Twitter
had a good 7% share in 2013, but now it has a mere 1% share. Results have been recorded in Table
3.5. Dirichlet regression seems to fit the data better than GD regression, with slight variation in the
measures.
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Table 3.3: Generalized Dirichlet Regression measures of world-wide browser shares
MethodsnMeasures SSR R2T KL
CLR + OLS 4.1566 0.9075 0.7468
ILR + OLS 6.2981 0.0386 11.4344
Dirichreg 0.0279 1.0533 0.2290
Generalized Dirichlet 0.0840 0.8230 0.8385
Table 3.4: Generalized Dirichlet Regression measures of mobile vendor shares in Canada
MethodsnMeasures SSR R2T KL
CLR + OLS 4.9768 5.6769 9.6099
ILR + OLS 4.9934 0.3337 9.1590
Dirichreg 0.0004 0.9443 0.0044
Generalized Dirichlet 0.0100 0.2747 0.1194
Table 3.5: Generalized Dirichlet Regression measures of Social Media Shares in India
MethodsnMeasures SSR R2T KL
CLR + OLS 5.0926 0.0419 11.3324
ILR + OLS 5.1004 0.0395 11.4662
Dirichreg 0.0720 0.0741 11.5216
Generalized Dirichlet 0.6679 0.1262 21.2748
Figure 3.1: Arctic Lake
3.5 Conclusion
We have introduced an implementation of generalized Dirichlet regression that extends Beta
regression for compositional, multiple response variables. An application in share-market analysis
demonstrates the modelling capabilities of this solution. Various compositional regression models
have been discussed, and their results compared. The question, ”Is google-trends a good predictor
of the share market dynamics?” is answered with three real-world examples. Google trends seem to
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Figure 3.2: Browser shares: Chrome, IE, Firefox
Figure 3.3: Browser shares: Chrome, IE, UC
Figure 3.4: Browser shares: Chrome, Safari, IE
Figure 3.5: Browser shares: Chrome, UC, Safari
capture the share-market trends well. The distribution-based regression algorithms fared better than
transformations-based regression. Though the trade-off is the use of more computationally complex
calculations.
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Additionally, we suggest future work should explore new choices of starting values for the max-
imum likelihood estimation of generalized Dirichlet regression and their corresponding sensitivity
studies for these choices. A more robust system with less sensitivity to the estimation of regression






Compositional data [23] [70] have been studied in metabolomics [1], hematology [48], electoral
votes [53]. Since Beta regression has been introduced by [54] [71], it has been vastly used for the
study of regression in compositional data. However, it is limited to one dimension. A generalization
of Beta regression was proposed as Dirichlet regression [48] [55]. A more generic form of distribu-
tion based regression is proposed in this chapter, the Beta-Liouville regression for continuous and
compositional/proportional data. Beta-Liouville is a part of the Liouville family of distributions. It
has been studied intensively in classification and clustering problems in computer vision, pattern
recognition and image processing [72] [73] [74] [56] [75].
We had several goals in carrying out this research. The first was to investigate the Liouville
family of distributions in regression analysis of compositional data and apply it to the fields of
market-share analysis and occupancy estimation of smart buildings. The Beta-Liouville (BL) distri-
bution has a more general covariance structure compared to Dirichlet, which makes it more useful
in real-life applications.
We want to predict the market-share [46] [43] of a company that has started offering its shares
of stock to the public. Market share is the percentage of total shares of a given company for that
particular product in the market, whereas shares of stock is part of the company’s ownership which
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is valued as a stock certificate. Following the general pipeline of machine learning, we first gather a
training set of data from all the companies manufacturing similar products in the given region with
known market shares. The region could mean a specific country, province or even the world wide
market. Next, we need to design features that are relevant to the task. The company’s investment
in marketing is one of potential features. We expect that higher the marketing expenditure, more
market-share the company owns. However, the money a company spends on its advertisements is
confidential. So a close approximation to it would be the internet presence of the company. In the
post-internet era today, the amount of discussion about a product on social networks like Facebook,
Twitter and even Google searches have shown to reliably predict the popularity of the brand. Here
the input feature is the Google-trends [67] data on how trending the company is on a certain month,
the output being its market-share during the corresponding time period. Now, in order to connect
the market-share to the marketing expenditure, we train a linear model or regression line using our
training data. Once the model is trained, the market share of a company can be predicted based on
its Google trend. Finally, comparing the predicted share to the actual share for a testing set of data,
we can test the performance of our regression model.
Another application explored in this chapter is inspired from [76], estimating occupancy in smart
buildings. Gaining information on the number of occupants in a given room helps us determine the
ambient living conditions. Accurate estimation allows in turn to set the automatic thermostat or
switches off unnecessary lights in a smart building, saving money and resources. It is costly to
depend on cameras or counting gates to gain information of occupancy for each room in a large
building/home/office. However, with the use of existing simple everyday apparatus, we can gain
few insights and use it to predict the number of occupants. This is a cost-effective method. There
have been several studies regarding smart buildings in the past.
This chapter describes the Liouville family of distributions, Beta distribution and Beta-Liouville
model in section 4.2. The parameter estimation and link functions are explained in section 4.3.
Section 4.4 delineates a set of challenging applications and presents our results. We conclude with
Section 4.5. This work has been accepted as a conference paper [77].
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4.2 The Model
In this section we shall discuss the Liouville family of distributions, Beta-Liouville distribution
and its relation to Dirichlet distribution.
4.2.1 Liouville Family of Distributions
For a vector Y = (Y1; :::; YD) with D variate Liouville distribution with positive parameters
(1; :::; :D) and density generator g(:), the probability density function is given by


















= E (U r)
QD





d=1   (d)  
PD
d=1 d + r
 (65)
The mean, variance and covariance are as follows.
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The rth moment of a random variable U 2 [0; 1] is given by E(U r), where r = r1 +    + rd. Its
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Substituting the value of g(u) in Eq. 64, the Liouville distribution of the second kind can be written
as follows















Beta distribution is a good choice for the distribution of u. The density function of Beta distri-
bution with positive parameters  and  is given as follows
f(uj; ) =  (+ )
 () ()
u 1(1  u) 1 (71)
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To obtain Beta-Liouville [79] distribution, we substitute Eq. 71 in Eq. 70









The mean, variance and covariance of Beta-Liouville distribution is obtained by substituting Eq 72
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It is interesting to note that Beta-Liouville distribution can be reduced to a Dirichlet distribution
of D + 1 components when we substitute  =
PD
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4.3 Model Learning
4.3.1 Link Function
The inverse of any cumulative distribution function corresponding to a continuous distribution
is called the link function [53] [49] relating the regression parameters to covariates. The parameters
of Beta-Liouville distribution can be related to the covariates to form a regression line as follows
 = g1 (1x1 +   + mxm)
 = h (1v1 +   + MvM )
d = g2
 
01dx1d +   + 0mdxmd
 (79)
we have chosen the link functions to be g1(:) = h(:) = logit(:) and g2(:) = log(:) If we
consider the final regression equation Y = m0 +m1x1 + :::+mnxn, the relationship between the
regression parameters of  and 0 to m is given as m = 0D, where D is the dimensionality of
Y .
4.3.2 Parameter Estimation
Maximum likelihood estimation (MLE) [58] [80] is chosen as there is no closed-form solution to
Beta-Liouville regression. MLE is a process that tries to find the most likely model to have produced
the observed outcome. The mechanics of the algorithm involve a Newton-Raphson optimization that
iterates between a scoring step, based on the current parameters, and an update to the parameters
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. The first derivatives of log-likelihood equation with respect to regression















































where 	() = @ log  ()@ is the digamma function.
Newton-Raphson method is employed to estimate the new values of model parameters. The
Hessian matrix has a block diagonal matrix format, shown as
























where i; k 2 f1; : : : ; Dg The inverse of Hessian matrix can be computed as







The inverse of Hessian matrix is used in the Newton-Raphson equation to estimate new parameters.
^i+1 = ^i  H 1 @l
@
(87)
4.3.3 Initialization of parameters
Numericl maximization of the log-likelihood is required as there is no closed form solution in
this case. Maximum likelihood estimation is used to estimate the parameters. This requires the
specification of initial values to be used in the iterative scheme. The authors in [54] suggest the use
of ordinary least squares estimate of the  parameter vector obtained from a linear regression of the
transformed response on X .
As discussed in Eq. 78 Beta-Liouville distribution of second kind can be reduced to Dirichlet
distribution [81] [82] with a specific set of parameters. Thus, the same method used in the case of
Dirichlet can be used for the initialization of the Beta-Liouville method [75].
4.4 Datasets and Results
The primary purpose of this section is to apply the proposed Beta-Liouville regression and
outline its effectiveness when compared to previously proposed techniques, namely ordinary least
squares (OLS) regression and Dirichlet regression. As we have considered compositional data, the
data is transformed using centered log ratio (clr) transform and isometric log ratio (ilr) transform
before feeding to OLS algorithm. Details of clr, ilr, OLS and Dirichlet regression are well docu-
mented in [55] [48] [65] [83], for instance. We empirically test our approach on several real world
applications in order to show its general capability and performance in various situations. Inter-
esting applications included in this chapter are share-market analysis based on google-trends and
smart-building occupancy estimation based on heterogenous sensors [76].
4.4.1 Real Data
We have investigated 2 famous real-life data sets traditionally used in compositional regression
analysis, Arctic lake soil and forensic glass compositions.
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Arctic Lake
We predict how the proportions of sand, silt and clay vary in Arctic lake ground soil with in-
crease in depth of lake. Table 4.1 displays the results of different regression algorithms. As the
depth of the lake increases, the percentage of sand decreases, clay and silt increases, in accordance
to our own experience in the real-world. With n = 39 and D = 3 the small size of dataset is com-
pensated with k-fold cross validation to justify the results. Beta-Liouville and Dirichlet regression
perform well in comparison to ordinary least squares with data transformation.
Glass Compositions
The forensic glass dataset shows how the composition of glass varies with the refractive index of
glass. The glass comprises of mainly Silicon and Sodium, with traces of Magnesium, Aluminium,
Potassium, Calcium, Barium and Iron. The dataset has 8 components and 214 observations. Results
of regression are recorded in Table 4.2. In all the methods, KL divergence is very high, this could
be due to the extremely uneven distribution of parameters. Nonetheless the RSS and R2T measures
of Dirichlet and Beta-Liouville regression are satisfactory, indicating a good fit.
4.4.2 Market Shares
In this section, we explore how the market-share dynamics of information technology companies
change over a period of 10 years. We make a regression between Google-trends for the company
name at the given point of time and their market-shares. We have chosen Browsers, mobile phones
and social networks as the field of study of market-shares individually. The data is readily available
at Global-stats1 website and Google-trends2 for those interested in reproducing this work.
Worldwide Browser market shares
In the year 2018, the worldwide browser market is shared by Google Chrome (61.5%), Safari
(15%), UC browser (4.4%), Firefox (5%), Opera (3%) and Internet Explorer (2.8%). This was
not the case in 2006 when Internet Explore and Firefox were leading with 65% and 27% shares
respectively. It is interesting to note how the markets have changed and made space for our new




A good fit of regression line is proof to this. The data set used here includes 6 components and 118
data-points. Table 4.3 records the results of regression. With very low residuals and KL divergence
and close to unity R2T measure, Beta-Liouville regression has proves to be a good fit.
Canadian Mobile Phone market shares
Canadians have been ardent fans of the mobile phone company Apple (88.97%) since 2010.
Recently a good portion of the users have switched to Samsung, raising its shares to 25% in 2018.
Other competitors include LG, Huawei, Google and Motorola. The dataset includes 6 components
and 95 data-points. Table 4.4 displays the results for this data.
India’s Social Network market shares
In India, Facebook has been the the most captivating social network, consistently improving
its market-share from 50% to 86% over a period of 8 years. There have been quiet a number of
companies mushrooming in this space, eg. Orkut, Digg, StumbleUpoon, Mixx etc. However only
Facebook, Youtube and Twitter have stood the test of time. The dataset consists of 6 components
and 106 instances, collected monthly from 2010-18. Results are shown in Table 4.5.
4.4.3 Smart buildings
Building energy consumption is majorly influenced by occupant behaviour. Control systems and
modeling methods to assist occupants have been discussed in [84]. Occupant behaviour models are
built using electricity metered office appliance data. Occupant’s computer logs the arrival/departure
of occupant. This could be intrusive and bothersome. Whereas in our study we avoid it with avail-
able non-intrusive sensors [76]. There have been various studies in multi-sensor and multi-feature
models to esimate occupancy levels. Studies in [85] [86] have used passive infra-red (PIR), mo-
tion and acoustic sensors. Magnetic reed switches and motion sensors used to estimate occupancy,
double utilize the HVAC systems in smart buildings.
The data are gathered from an office set up in Grenoble Institute of Technology, accommodating
a professor and 3 students. The office has frequent visitors for meetings and presentations all week
long. The ambience sensing network set-up gives information on the power consumption, motions,
acoustic pressure decibel from microphone, door and window position. This is used to estimate the
number of occupants in the office. The actual measure of the number of people in the room is taken
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Table 4.1: Beta-Liouville Regression measures of Arctic lake sediments data
MethodsnMeasures RSS R2T KL
CLR + OLS 3.3287 11.0777 25.4432
ILR + OLS 3.3183 11.8528 25.3671
Dirichreg 0.8193 6.2170 15.9382
Beta-Liouville 0.7916 8.7626 7.6380
from two video cameras installed. A centralized database with a web application for continuous
data retrieval and monitoring from different sources is included.
The measurements are determined at an interval of half an hour over a period of 15 days. The
time series data are considered as individual data points, treated unrelated. Since the output is one-
dimensional, the Beta-Liouville regression is reduced to Beta regression. We have compared it with
the ordinary least squares linear model regression. The data is normalized, number of data points
n = 720, dimension D = 4. Data are normalized and ensured to be between 0 and 1. Though
occupancy estimation is a classification problem, we are employing Beta regression algorithm. This
gives us the output in the range of (0-1). It is multiplied with the maximum occupants of the room
from test data and rounded off to the nearest integer to get the occupants number. To calculate the
fit of regression line, we use the same parameters of comparison as described in the above section.
4.5 Conclusion
In this chapter, we have introduced and investigated a new regression algorithm based on Beta-
Liouville distribution, which includes Dirichlet distribution as a special case. The advantage of our
method over the well established and widely used technique ordinary-least-squares regression is
that it can be viewed as a more general approach with better fit to data. We have illustrated our
results with many concrete examples and challenging applications. Namely, share-market analysis
of technology based companies with respect to their Google trends, occupancy estimation in an
office environment based on inputs from heterogeneous sensors. The proposed regression technique
is shown to offer improved results. Further application of our work could focus on applying Beta-
Liouville regression to other problems besides market-share analysis and smart buildings, since
compositional data are naturally generated in many other research areas, such as Bioinformatics,
Chemometrics, image processing and computer vision.
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Table 4.2: Beta-Liouville Regression measures of forensic glass data
MethodsnMeasures RSS R2T KL
CLR + OLS 9.4718 0.0126 216.8152
ILR + OLS 9.4577 0.0129 217.3527
Dirichreg 0.0186 0.0023 333.3006
Beta-Liouville 0.0147 0.00255 306.2127
Table 4.3: Beta-Liouville Regression measures of world-wide browser shares
MethodsnMeasures RSS R2T KL
CLR + OLS 4.1566 0.9075 0.7468
ILR + OLS 6.2981 0.0386 11.4344
Dirichreg 0.0279 0.8230 0.8385
Beta-Liouville 0.0314 1.0440 0.2551
Table 4.4: Beta-Liouville Regression measures of mobile vendor shares in Canada
MethodsnMeasures RSS R2T KL
CLR + OLS 4.9768 5.6769 9.6099
ILR + OLS 4.9934 0.3337 9.1590
Dirichreg 0.0004 0.2747 0.0044
Beta-Liouville 0.0441 0.3066 0.0884
Table 4.5: Beta-Liouville Regression measures of Social Media Shares in India
MethodsnMeasures RSS R2T KL
CLR + OLS 5.0926 0.0419 11.3324
ILR + OLS 5.1004 0.0395 11.4662
Dirichreg 0.6679 0.0741 11.5216
Beta-Liouville 0.1846 0.5477 116.3161
Table 4.6: Regression measures of Smart buildings
MethodsnMeasures RSS R2T KL
OLS 1.017579 0.8320775 1.330364




In this thesis, we have explored in detail different regression techniques for compositional data.
We start with different transformations to compositional data, combined with partial least squares
discriminant analysis. This is a regression technique used to classify objects. We have applied it
to intrusion detection and spam filtering. Further we explore different distribution based regression
algorithms. Beta regression and Dirichlet regression are existing approaches for proportional data.
We have generalized Beta regression for higher dimensionality. Generalized Dirichlet and Beta-
Liouville have been previously used in computer vision applications as a clustering approach. We
have exploited these distributions as regression-based techniques.
In order to validate the performance and accuracy of the proposed approach, applications in-
cluding market-share analysis and occupancy estimation of smart buildings have been conducted
and the results are analysed and compared with popular machine learning models. Our study could
help to determine if the investment a company makes on advertisements has been fruitful in increas-
ing its market shares by studying how it is trending compared to its competitors in google-trends.
Our work could be a useful tool for upcoming companies in the industry to estimate how they are
faring in comparison to their competitors in the share market of their product.
Future research directions will focus on model adjustments and improvements to achieve higher
regression accuracy. The proposed work could be applied to other applications such as computer vi-
sion, Bio-informatics and Chemometrics. Other areas of rerseach could focus on automated model
selection, like graphical modelling. All the features available in ”betareg” and ”Dirichreg” pack-
ages of R-Studio for beta regression and Dirichlet regression could also be extended to generalized
Dirichlet and Beta-Liouville regression algorithms explained in this work. Mixtures of Dirichlet
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distributions extended to Dirichlet regression mixture models and mixture models for generalized
Dirichlet and Beta-Liouville regression could be implemented.
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