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Abstract
We compute the Terwilliger algebra of a Hamming scheme H(d, q). This algebra can be
described as symmetric d-tensors on the T -algebra of H(1, q) which are all isomorphic for q > 2.
We give the decomposition into simple bilateral ideals using the representation theory of GL(2,C).
© 2004 Published by Elsevier Ltd
1. Introduction
The theory of association schemes provides a way of approaching several combinatorial
objects from an algebraic point of view (see [2,6]).
A new tool for the study of association schemes was first introduced in [11] as the
subconstituent algebra. It is now called the Terwilliger algebra and usually denoted as
T . This algebra is noncommutative, finite dimensional, semisimple C-algebra. It has
been studied for P- and Q-polynomial association schemes in [5], group association
schemes in [3,4], strongly regular graphs in [14]. In [7] there is a detailed study of the
irreducible T -modules for the hypercube H (d, 2). In this paper we focus on the Hamming
scheme H (d, q) with q ≥ 2. In Theorem 3.4 we give the structure of the algebra and in
Corollary 3.5 we compute its dimension. In Corollary 3.7 we decompose the T -algebra of
H (d, q) as a direct sum of T -algebras of hypercubes.
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2. Definitions
2.1. Association schemes
A symmetric association scheme of class d is a pair Y = (X, {Ri }di=0) consisting of a
finite set X and relations R0, R1, . . . , Rd on X such that:
(i) {Ri }di=0 is a partition of X × X .
(ii) R0 = {(x, x) : x ∈ X}.
(iii) Ri = Rti for 0 ≤ i ≤ d , where Rti = {(y, x) : (x, y) ∈ Ri }.
(iv) Given (x, y) ∈ Rh , |{z ∈ X : (x, z) ∈ Ri , (z, y) ∈ R j }| depends only on h, i and j .
This constant is denoted as by phi, j .
2.2. Bose–Mesner algebra
Given a symmetric association scheme Y = (X, {Ri }di=0) we define the corresponding
Bose–Mesner algebra as follows. For 0 ≤ i ≤ d we define a matrix Ai by the formula
(Ai )x,y =
{
1 if (x, y) ∈ Ri
0 otherwise.
We then have A0 = I (by (ii) above) and Ai A j = ∑dh=0 phi, j Ah (by (iv) above), so
A0, A1, . . . , Ad form a basis for a commutative algebra A, known as the Bose–Mesner
algebra of Y (see [1,2,9]). We will write A := A1.
2.3. Dual Bose–Mesner algebra and Terwilliger algebra
Given a symmetric association scheme Y = (X, {Ri }di=0) we define the corresponding
dual Bose–Mesner algebra as follows. Fix a vertex x ∈ X . For 0 ≤ i ≤ d , define a diagonal
matrix E∗i by the formula
(E∗i )yy :=
{
1 if (x, y) ∈ Ri
0 otherwise.
We observe
∑d
i=0 E∗i = I and that E∗i E∗j = δi j Ei for 0 ≤ i, j ≤ d . From this we
find that E∗0 , E∗1 , . . . , E∗d form a basis for a commutative algebra A∗, known as the dual
Bose–Mesner algebra with respect to x . Let T denote the algebra generated by A and A∗.
The algebra T is known as the Terwilliger algebra with respect to x (see [11–13]).
2.4. The Hamming scheme H (d, q)
Let Fq be a set with q elements and X = Fdq . Note that |X | = qd . Given vertices
y = (y1, . . . , yd ) and z = (z1, . . . , zd ) in X we define
∂(y, z) = |{i : yi = zi , 1 ≤ i ≤ d}|.
Then for 0 ≤ i ≤ d we define in X × X the following relation:
Ri = {(x, y) ∈ X × X : ∂(x, y) = i}.
F. Levstein et al. / European Journal of Combinatorics 27 (2006) 1–10 3
Then the configuration (X, {Ri }di=0) is a commutative association scheme, known as the
Hamming scheme H (d, q) (see [2]). Such a scheme satisfies the P-polynomial property:
given 0 ≤ i ≤ d , and the adjacency matrix Ai , there exists a polynomial pi of degree i
such that Ai = pi (A1).
2.5. Conventions
We will study the Terwilliger algebra T (H (d, q)) of the Hamming scheme H (d, q)
with respect to x = 0 (the all zero word). We also write T or T (d) instead of T (H (d, q))
when it is clear from the context. For this kind of scheme the isomorphism class of T is
independent of x .
The vertices will be ordered lexicographically (i.e. they can be thought of as numbers
in q-ary notation, and the order is the natural one).
Since sometimes we will deal with different sizes, when we put a superscript (d) on a
matrix, we mean that the matrix is in the algebra corresponding to H (d, q). For example,
A(d) means the matrix A defined above, for H (d, q), etc. Note that A(d) is a qd ×qd matrix.
If A and B are k × l and r × s matrices respectively, A ⊗ B will denote the kr × ls
matrix called the Kronecker product of the matrices A and B; i.e., replace each entry of A
by that entry multiplied by B:
A ⊗ B =


A1,1 B A1,2 B · · · A1,l B
A2,1 B A2,2,B · · · A2,l B
...
...
. . .
...
Ak,1 B Ak,2 B · · · Ak,l B


Note that I ⊗ I = I (with abuse of notation: the first I being k × k, the second, p × p
and the third kp × kp).
A⊗r will denote
r times︷ ︸︸ ︷
A ⊗ A ⊗ · · · ⊗ A.
We will use the following notation for symmetric tensor products:
We define
Sym(X1, . . . , Xd ) := 1d!
∑
π∈Sd
Xπ(1) ⊗ Xπ(2) ⊗ · · · ⊗ Xπ(d).
Given elements X1, . . . , Xt , and numbers r1, . . . , rt with r1 + · · · + rt ≤ d we write
Lr1,...,rt (X1, . . . , Xt ) :=
(
d
r0, r1, . . . , rt
)
Sym(Y1, . . . , Yd )
where Yi =
{
I if 1 ≤ i ≤ r0
X j if r0 + · · · + r j−1 < i ≤ r0 + r1 + · · · + r j
and r0 = d − (r1 + · · · + rt ).
L1 will be denoted just as L.
For example, L(I ) = I , and in the case d = 3, we have
L(J ) = I ⊗ I ⊗ J + I ⊗ J ⊗ I + J ⊗ I ⊗ I
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L1,1(J, E) = I ⊗ J ⊗ E + I ⊗ E ⊗ J + J ⊗ I ⊗ E + E ⊗ I ⊗ J
+E ⊗ J ⊗ I + J ⊗ E ⊗ I.
Whenever we want to stress the dependence on d , we will write L(d) to avoid confusion.
Note that L(d)d (A) = A⊗d . Also observe that Li, j (I, Z) = L j (Z) in our notation.
3. T algebra of H(d, q)
In order to compute T and taking into account that H (d, q) is a P-polynomial we will
study in detail the adjacency matrix of the scheme.
3.1. T algebra of H (1, q)
Observe that
A(1) =


0 1 1 · · · 1
1 0 1 · · · 1
...
...
...
. . .
...
1 1 1 · · · 0


i.e., A(1) is the q × q matrix J − I .
E := E∗0 is the q × q matrix with a 1 in the (1, 1) position and zero elsewhere. Then
E∗1 = I − E .
Lemma 3.1. Every matrix in the subalgebra T (H (1, q)) of Mq (C) generated by E, I and
J is a linear combination of the following matrices: I, J, E, G, Gt , where G = E J .
Proof. Since I and E are idempotents and J 2 = q J , the only products that one has to
worry about are the products in which there is an alternation of E and J . However, since
E J E = E and J E J = J , the only new elements that have to be considered are G = E J
and Gt = J E . 
Let us see in more detail the structure of T .
Define H = G − E , T = 1q−1 H t and K = 1q−1 (J − E − H − H t). Then, we get the
following multiplicative table:
E H K T
E E H 0 0
H 0 0 H E
K 0 0 K T
T T K 0 0.
If we call U the subalgebra of T generated by E, H, T, K , we then have that U is
isomorphic to M2(C), the isomorphism being
E 
(
1 0
0 1
)
, H 
(
0 1
0 0
)
, K 
(
0 0
0 1
)
and T 
(
0 0
1 0
)
.
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Also, if we take M = I − K − E , we see that M X = 0 ∀X ∈ U ; thus we get the
decompositions T = CM ⊕U . If q > 2, M = 0; however, when q = 2, M = 0. Thus, we
have the following:
Proposition 3.2.
T (H (1, q)) 
{
M2(C) if q = 2
C⊕ M2(C) if q > 2.
3.2. T algebra of H (d, q)
Now in the case d > 1, since we are taking the lexicographic order, we have that A can
be partitioned into blocks. The first block has words of the form 0w, where w is a word of
length d − 1. The second block will have words of the form 1w, etc.
A word of the form xw will be at distance 1 from yw′ if and only if either x = y and
w is at distance 1 from w′, or else if x = y and w = w′. So, the blocks along the diagonal
(i.e., those with x = y) will all be equal to A(d−1). Those outside the diagonal (i.e., with
x = y) will all be I . Thus,
A(d) =


A(d−1) I · · · I
I A(d−1) · · · I
...
...
. . .
...
I I · · · A(d−1)


i.e.:
A(d) = I ⊗ A(d−1) + (J − I ) ⊗ I (d−1)
= I ⊗ A(d−1) + J ⊗ I (d−1) − I ⊗ I (d−1)
= I ⊗ A(d−1) + J ⊗ I (d−1) − I (d).
In particular,
A(2) = I ⊗ A(1) + J ⊗ I − I ⊗ I
= I ⊗ (J − I ) + J ⊗ I − I ⊗ I
= I ⊗ J + J ⊗ I − 2I ⊗ I
= L(2)(J ) − 2I.
By the inductive hypothesis, assume that A(d−1) = L(d−1)(J ) − (d − 1)I . Then,
A(d) = I ⊗ A(d−1) + J ⊗ I − I
= I ⊗ (L(d−1)(J ) − (d − 1)I ) + J ⊗ I − I
= I ⊗ L(d−1)(J ) + J ⊗ I − (d − 1)I ⊗ I − I
= L(d)(J ) − d I
i.e., dropping now the superscripts (d), we have that A = L(J ) − d I . We have proved the
following:
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Lemma 3.3. Let A and A be the first adjacency matrix and the Bose–Mesner algebra of
the H (d, q) scheme. Then A = L(J ) − d I and so A is generated by the L j (J )’s (in fact
we need only L(J ) and I = L0(J )).
For the Terwilliger algebra, we also need to take into account all the E∗i .
Recall that E = E∗(1)0 . Then,
E∗(d)0 = E ⊗ E ⊗ · · · ⊗ E = Ld (E)
and
E∗(d)1 = Ld−1,1(E, I − E) = Ld−1(E) − Ld (E)
so, since we have in the algebra Ld (E) = E∗0 and E∗1 , we also have Ld−1(E). In general,
E∗j = Ld− j, j (E, I − E)
=
∑
i≤ j
(−1)i Ld− j, j−i,i (E, I, E)
=
∑
i≤ j
(−1)i Ld− j+i (E) (*)
so, if we assume by the inductive hypothesis that we have Ld− j+1(E), . . . , Ld (E), we get
Ld− j (E). In particular, L(E) = L1(E) is in the Terwilliger algebra.
Theorem 3.4. The Terwilliger algebra T = T (H (d, q)) of the Hamming schemes
H (d, q) is the symmetric tensor algebra Sd(T (H (1, q))) of expressions of the form
Li1,...,im (X1, . . . , Xm) where each Xi is in T (H (1, q)).
Proof. By (*)of our previous discussion, we get that all the E∗i ’s are in Sd(T (1)), since all
Lk(E)’s are in there. We had shown that the Bose–Mesner part of the Terwilliger algebra
was generated by just L(E), so T ⊆ Sd (T (1)).
Now to see the converse inclusion, first, let us prove that all expressions of the form
L(Z) with Z ∈ T (1) are in T .
We had seen that L(E) and L(J ) were in T , and clearly L(I ) = I is in T . Since L is
linear, by the previous lemma, we only need to see that L(G) and L(Gt ) are in T .
But, since J E = Gt and E J = G, we have that
L(J )L(E) = L(Gt ) + L1,1(J, E)
L(E)L(J ) = L(G) + L1,1(J, E)
from which we obtain, by subtraction, since L(J ) and L(E) are in T , that L(Gt −G) ∈ T .
Multiplying by L(E) on the right and on the left,
L(Gt − G)L(E) = L(Gt − E) + L1,1(Gt − G, E)
L(E)L(Gt − G) = L(E − G) + L1,1(Gt − G, E)
and subtracting, we obtain that L(Gt + G) ∈ T . Since we also had L(Gt − G) ∈ T , we
get that L(G) and L(Gt ) are in T .
Thus, we have proved that L(Z) ∈ T ∀Z ∈ T (1).
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Let us see now, by induction on j , that ∀ j, L j (Z) ∈ T ∀Z ∈ T (1).
We have just proved the case j = 1, so now assume that it is true for j ≥ 1 and let us
prove it for j + 1. We have
L(Z)L j (Z) = L j−1,1(Z , Z2) + L j+1(Z)
L(Z2)L j−1(Z) = L j−2,1(Z , Z3) + L j−1,1(Z , Z2)
L(Z3)L j−2(Z) = L j−3,1(Z , Z4) + L j−2,1(Z , Z3)
...
...
L(Z j−1)L2(Z) = L1,1(Z , Z j ) + L2,1(Z , Z j−1)
L(Z j )L(Z) = L(Z j+1) + L1,1(Z , Z j ).
Since L(Z j+1) ∈ T and, by the inductive hypothesis, all the left-hand sides are in T , by
telescoping the right-hand side we get that L j+1(Z) ∈ T , proving the inductive step.
In particular, expressions of the form Z⊗d = Z ⊗ Z ⊗ · · · ⊗ Z = Ld (Z) are in T . The
proof of the theorem will follow from a well known fact (see for instance Lemma B.2.5
of [8]). For the sake of completeness, we add a short proof of it below:
Lemma. Let S be a vector space; then Sd (S) is generated by the elements of the form
Z⊗d , Z ∈ S.
Proof. Let Sd be the subspace generated by Z⊗d , Z ∈ S.
For arbitrary λ, and elements Z , W ∈ S, we have that (Z + λW )⊗d ∈ Sd . But:
(Z + λW )⊗d =∑di=0 λi Ld−i,i (Z , W ).
Taking different λ1, λ2, . . . , λd+1, we get that
(Ld (Z), Ld−1,1(Z , W ), Ld−2,2(Z , W ), . . . , Ld (W ))


1 · · · 1
λ1 · · · λd+1
λ21 · · · λ2d+1
...
...
...
λd1 · · · λdd+1

 ∈ Sd
and so, by the invertibility of the Vandermonde matrix, we get that
Ld−i,i (Z , W ) ∈ Sd ∀Z , W ∈ S.
We can now repeat the previous argument for three variables: given U, W, Z ∈ S we
have that Ld−i,i (U, W + λZ) ∈ Sd and, as above, we get that Ld−i,i− j, j (U, W, Z) ∈
Sd ∀ U, W, Z ∈ S; repeating the argument, we get all Li1,...,im (X1, . . . , Xm). 
Corollary 3.5.
dim T (H (d, q)) =


(
d + 3
3
)
if q = 2(
d + 4
4
)
if q > 2.
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Proof. Because of the previous theorem, if q = 2, a basis for T will be given by all
elements of the form Le,h,k,t (E, H, K , T ), where e + h + k + t = d , and some of them
may be 0. Thus, the number of elements in this basis is equal to the number of weak
compositions of d into four parts, namely
(
d+4−1
4−1
)
. If q > 2, a basis of T is given by
Le,h,k,t,m (E, H, K , T, M), where e + h + k + t + m = d , and some of them may be 0.
Thus the dimension is
(
d+5−1
5−1
)
. 
Corollary 3.6.
 d2 ∑
r=0
(d + 1 − 2r)2 =
(
d + 3
3
)
.
Proof. Compare the dimension of T (H (d, 2)) given above with the one given in the
paper [10]. 
Corollary 3.7.
T (H (d, q)) 
{
Sd (M2(C)) if q = 2
Sd (M2(C)) ⊕ Sd−1(M2(C)) ⊕ Sd−2(M2(C)) ⊕ · · · if q > 2.
Thus
T (H (d, q))  T (H (d, 2)) ⊕ T (H (d − 1, 2)) ⊕ T (H (d − 2, 2)) ⊕ · · · if q > 2.
Proof. In the case q = 2 we have T (H (d, 2)) = Sd (T (1))  Sd(M2(C)). In the case
q > 2 we have
T (H (d, q)) = Sd (T (1))
 Sd (CM ⊕ M2(C))
 Sd (M2(C)) ⊕ S1(CM) ⊗ Sd−1(M2(C)) ⊕ S2(CM)
⊗ Sd−2(M2(C)) ⊕ · · ·
 Sd (M2(C)) ⊕ Sd−1(M2(C)) ⊕ Sd−2(M2(C)) ⊕ · · · . 
Remark. Observe that, by comparing the dimensions of the two sides in the case q > 2,
we get that
(
d+4
4
)
=
(
d+3
3
)
+
(
d+2
3
)
+
(
d+1
3
)
+ · · ·. This is a well known identity.
4. Decomposition of the T -algebra into simple ideals
The decomposition of T (H (d, q)) into simple ideals follows from the case q = 2 and
Corollary 3.7. The case q = 2 could be obtained from [10] but we will give a direct proof
using the representation theory of the general linear group G := GL(2,C).
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Proposition 4.1. Let R := E11 ⊗ E22 + E22 ⊗ E11 − E12 ⊗ E21 − E21 ⊗ E12 with Ei j
the canonical basis of M2(C). Then
T (H (d, 2)) =
 d2 ⊕
j=0
End(Vd−2 j )
=
 d2 ⊕
j=0
Vd−2 j ⊗ V ∗d−2 j
where Vd−2 j ⊗ V ∗d−2 j is the irreducible G × G module with highest weight vector
Sym(R⊗ j ⊗ E⊗d−2 j12 ) ∈ Sd (M2(C)).
Proof. We notice first that the bilateral ideals are modules for the following action of G×G
on Sk(M2(C)):
(g, h) · Sym(X1, . . . , Xk) = Sym(gX1h−1, . . . , gXkh−1).
It will be convenient to consider Sym as a projection taking k tensors to symmetric k tensors
defined by Sym(X1 ⊗ · · · ⊗ Xk) := Sym(X1, . . . , Xk).
Next we give a family of highest weight vectors, that is vectors invariant under the
action of N := {(I2 + t E12, I2 + s E12), t, s ∈ R} (where I2 = E11 + E22).
We have (g, h) · R = det(g)det(h−1)R.
Also
(g, h) · E⊗k12 = E⊗k12 when (g, h) ∈ N and
(g, h) · E⊗k12 = ek(t+s)E⊗k12 when (g, h) = (et E11 + e−t E22, es E11 + e−s E22).
Thus we have that Sym(R⊗ j ⊗ E⊗d−2 j12 ) is a highest weight vector of weight (d − 2 j,
d −2 j), so it generates an irreducible G ×G module Vd−2 j ⊗V ∗d−2 j  End(Vd−2 j ) where
Vd−2 j is the irreducible G-module of dimension d + 1 − 2 j .
One can see that there are no other bilateral ideals, checking that the equality in the
Corollary 3.6 holds. 
5. Concluding remarks
The symmetric group G = Sd acts on X = Fdq by permuting the coordinates. This gives
a representation of Sd on End(L2(H (d, q))).
EndG(L2(X)) denotes the algebra of endomorphisms of L2(X) that commute with the
action of G. It is interesting to compare this algebra with T (d).
In [10] the case q = 2 is studied, where the two algebras coincide. For q > 2 this is
no longer the case. Considering End(L2(H (d, q))) = Mqd (C) as d-tensors on Mq (C) it
can be seen as a result of Weyl’s double commutant theorem (see Theorem 3.3.8 of [8])
that EndG(L2(X)) is isomorphic to Sd (Mq (C)). On the other hand, we have seen in
Theorem 3.4 that T (d)  Sd (T (1)).
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