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Abstract 
Ultrafast two-dimensional infrared spectroscopy (2D IR) has been advanced in recent years 
towards measuring signals from only a monolayer of sample molecules at solid-liquid and 
solid-gas interfaces. A series of experimental methods has been introduced, which in the 
chronological order of development are: 2D sum-frequency-generation IR (2D SFG), 
transmission 2D IR, and reflection 2D IR, the latter in either internal, attenuated total 
reflection (ATR), or in external reflection configuration. The different variants of 2D 
vibrational spectroscopy are based on either the even- or the odd-order nonlinear 
susceptibility, and all allow resolving similar molecular temporal and spectral information. In 
this review, we introduce the basic principles of the different methods of 2D vibrational 
spectroscopy at surfaces along with a balanced overview on the technological aspects as well 
as benefits and shortcomings. We furthermore discuss the current scope of applications for 2D 
vibrational surface spectroscopy, which spans an impressively broad range of samples from 
biological molecules to heterogeneous catalysts. The emphasis is on the ultrafast structural 
dynamics of molecules at interfaces, environmental interactions, as well as intermolecular 
interactions. We furthermore consider important recent technological developments of 2D 
vibrational surface spectroscopy, which employ (i) surface-enhancement, (ii) methods for 
studying electrochemical interfaces, and (iii) extensions for resolving non-equilibrium 
processes (transient 2D IR). A detailed outlook is finally given regarding important future 
applications and technological developments of 2D vibrational surface spectroscopy.  
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1. Introduction 
1.1. The Importance of Solid-Liquid Interfaces 
The properties of chemical bonds of molecules at solid-liquid/gas interfaces play a prominent 
role in chemistry, biology and physics. Although this importance is widely acknowledged1–18, 
a detailed molecular understanding of dynamical properties at interfaces is still challenging to 
obtain experimentally. From a microscopic point of view, solid surfaces can adopt many 
different structures, such as nano-particulate patterns, porous textures, or extended crystalline 
areas. It is known that these interfacial structures can influence the conformations of 
molecules near interfaces and thus also determine their properties.19–23 In this regard, many 
examples exist ranging from fundamental science to technical applications. Possibly the best-
known process is related to molecular self-assembly of covalently bound adsorbates at 
surfaces19,20,24–27 and nanostructures28–32. Self-assembly is strongly determined by 
intermolecular interactions between functional groups of adsorbate molecules, as well as the 
microscopic surface structure. The concept of self-assembly is equally important for the 
understanding of adsorption of biomolecules at surfaces and biological film growth33–35, or 
surface molecular diffusion25,36,37. Moreover, great interest on solid-liquid/gas interfaces 
exists from the perspective of chemical synthesis or in the field of energy science, both of 
which have strong connections to heterogeneous (photo-) catalysis38–45. Here, pending goals 
are for instance to clarify the role of interactions between the surface and adsorbates46–49, the 
impact of interfacial solvent flow50,51, or vibrational energy flow at interfaces along with its 
relevance for chemical reactions52–55. Other aspects of surface science with high commercial 
and social relevance emerge from the fields of molecular electronics56–59 or energy supply. 
The latter currently focusses predominately on the optimization of artificial solar light 
harvesting60–63, design and performance of fuel cell assemblies64–67, or the understanding of 
charge migration at electrode-electrolyte interfaces in, e.g. battery devices68–70. One of the 
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most challenging aspects common for all the above examples is to determine how molecules 
at an interface actually perform in order to make a physical or chemical process happen. 
 
1.2. Vibrational Spectroscopy at Solid-Liquid/Gas Interfaces 
Vibrational spectroscopy in its different forms is ideally suited to study structure, function and 
dynamics of molecules.2,21,71–75 Out of the many existing methods for surface vibrational 
spectroscopy, this review focusses exclusively on techniques, which use electromagnetic 
radiation in the mid-infrared (IR) spectral range (3500–1000 cm-1) for excitation of the 
sample. In a typical IR spectrum, the spectral position, bandwidth, band-shape and intensity of 
a transition responds sensitively to changes in molecular structure as well as the environment. 
For most of the examples discussed in this review, the molecules of interest are adsorbed on a 
surface by covalent substrate-sample interactions. Such adsorbate molecules generally contain 
specific functional groups, which are key-constituents for different processes, for instance as 
catalytically active sites or as sensitizer, i.e., a part of a molecule, which can be externally 
activated by different methods to initiate a chemical process. When studying vibrational 
properties of adsorbates, one focusses on these functional groups.  
Any surface vibrational spectroscopy must be sensitive enough to detect the response from a 
very small number of molecules, since one is often interested in a molecular layer that is in 
direct contact with the surface, i.e., a monolayer (ML). Depending on the dimensions of the 
molecule of interest, the number of molecules in a ML is about 1 nmol cm-2 or less.19 In 
addition, the extinction coefficients of functional groups in the IR spectral range are often 
quite small (< 1000 M-1cm-1). Both of the above points reduce the overall signal strengths, 
and are thus a technological challenge to surface-related vibrational spectroscopy. To make it 
even more challenging, any form of time-resolved, or transient vibrational spectroscopy, 
selects only a sub-set of molecules at the surface to generate a signal that is even weaker.  
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It is instructive to compare that number to a typical bulk solution sample in a time-resolved 
experiment: Assuming a 50 µm path length sample cell and a 1 mM concentration of the 
sample, the number of molecules in the solution phase is about a factor five larger than that in 
a typical ML. Hence, the number of molecules in a ML is small, but in fact within reach for 
“state-of-the-art” infrared laser experiments. That is, time-resolved vibrational spectroscopy at 
surfaces, and in particular multi-dimensional methods, have been demonstrated as very 
valuable spectroscopies for addressing a broad range of scientific questions. 
 
1.3. The Importance of Ultrafast, Two-Dimensional Infrared Spectroscopy 
Ultrafast, two-dimensional IR spectroscopy (2D IR) has been introduced a couple of years 
ago.71,75–77 2D IR spreads signals into two frequency dimensions, which allows one to 
measure different types of spectral correlations. Moreover, the time evolution of 2D IR 
signals can be followed with sub-picosecond temporal resolution. As such, 2D IR is ideally 
suited to resolve mechanisms of line-broadening of vibrational bands and to unravel the 
underlying timescales and origins of molecular dynamics.71 
In addition, 2D IR is particularly powerful in determining interactions between functional 
groups or between molecules. In many cases, such interactions can be directly related to the 
formation and dissociation of chemical bonds. Several 2D IR studies in isotropic 
environments (i.e. in bulk solution) have demonstrated this, for instance the determination of 
intermolecular complex-formation78, hydrogen-bond interactions79–81, intramolecular 
isomerization reactions82, or molecular structure elucidation, e.g. in peptides and proteins83–88. 
These capabilities of 2D IR have triggered interest to make this type of information also 
available to surface sciences in order to determine the impact of an interface on inter- and 
intramolecular molecular dynamics of adsorbates. For example, distinct properties of a 
surface can be controlled on demand, e.g. by modifications of the surface structure (crystal 
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facets, ad-atoms, or nanoparticles), or by variations of the surface-charge. Also, adsorbates 
can exist in different binding configurations, which can interconvert over time. Moreover, 
depending on the actual geometry, an adsorbate can interact with the substrate in different 
ways, e.g. chemically or electrostatically. Adsorbates can thus transfer energy from localized 
vibrations to phonons or to the electronic system of the substrate (substrate-adsorbate 
coupling).89,90 The close packing of molecules in a ML can also facilitate intermolecular 
interactions and energy-transfer.91,92 As a further impact of the surface, molecules are 
motionally much more confined and restricted as compared to isotropic environments. 
Finally, the surface serves as a reference plane for orientation, which determines the way in 
which the adsorbate is immobilized. As many of the above points are expected to be sensitive 
to intermolecular orientation, the adsorption process and the adsorbates structure on the 
surface can have strong influences on molecular dynamics. This can have important 
consequences also for the relevant molecular function.  
 
1.4. Scope of this Review 
There has been a considerable technological development during the last approximately ten 
years in the field of 2D vibrational spectroscopy at surfaces. Three dominant variants of 2D 
vibrational spectroscopy at solid-liquid/gas interfaces are currently expedited, i.e., 
transmission, reflection and sum-frequency generation (SFG) versions. All three 
implementations have in common that they can measure 2D vibrational signals from a ML of 
molecules on a surface or less, i.e. they are all surface-sensitive. However, the methods 
exploit different nonlinear optical properties of the adsorbed samples. In particular, SFG 
selects only those molecules, which are influenced by the presence of an interface. This 
makes SFG vibrational spectroscopy strictly surface-specific. Despite the underlying 
fundamental differences in signal generation, most of the 2D spectra discussed here as 
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examples, which have been obtained with different methods, reveal very similar information. 
The similar information content calls for a combined overview of the different techniques, 
which we aim to provide in this review.  
In section 2.1, we first give a brief overview on the theoretical background of 2D IR 
spectroscopy at surfaces, in particular with regard to the different orders of nonlinearity. 
Section 2.2 is dedicated to a balanced overview of the methods, including a discussion of 
certain experimental differences and their pros and cons. Section 3 then highlights a series of 
applications for the investigation of the ultrafast dynamics and molecular structures at solid-
liquid interfaces. Here, the emphasis is on the applicability of the methods in terms of the 
range of functional groups, addressable timescales, applicable surface-coverages, structural 
constitutions of samples, or intermolecular interactions at surfaces. In addition, we present 
interesting extensions of the methods, which have been implemented to measure e.g. 
electrochemical processes or non-equilibrium dynamics in excited electronic states.  
Surface 2D vibrational spectroscopy is a very recent, rapidly growing field of research, and 
we will discuss here more the potential of the developed experimental methods rather than a 
comprehensive understanding of new physico-chemical phenomena. Many new and ground-
breaking experiments can be envisioned, which utilize the currently existing methods, or 
advance from them in future implementations. We therefore finally summarize the present 
results in section 4 and provide an outlook on important future advancements of 2D IR 
spectroscopy at surfaces. This includes a discussion of the wider scope of possible sample 
systems as well as experimental extensions.  
Concerning a more precise definition of 2D vibrational spectroscopy, we note that there exists 
another form of two-dimensional IR spectroscopy,93–96 i.e. 2D IR correlation spectroscopy. 
This method measures correlations in the change of the IR absorption in response to various 
external perturbations such as temperature, concentration, or mechanical stress. 2D IR 
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correlation spectroscopy reveals information that is very different from ultrafast 2D IR, and 
will not be considered here. 
We also note that there exists a number of other time-resolved surface-related vibrational 
spectroscopies such as surface-enhanced Raman spectroscopy97, surface-enhanced stimulated 
Raman spectroscopy98, high-resolution electron energy loss spectroscopy99, and more 
specialized approaches2,21,72. For none of these methods, an extension to 2D spectroscopy has 
been reported as of yet, and consequently they are not considered here either.  
 
2. Two-Dimensional Vibrational Spectroscopy at Interfaces 
2.1. Principles of Even and Odd-Order Nonlinear Spectroscopy 
We start with a brief survey of the theoretical background of 2D IR spectroscopy of molecules 
at surfaces. Thorough reviews100–102, books71,103 and overviews75 on the general theory of 
ultrafast nonlinear spectroscopy, including 2D IR spectroscopy, are available elsewhere. Here, 
we consider only aspects, which are necessary to highlight analogies and differences between 
odd- (χ(3)) and even-order (χ(4)) nonlinear techniques. 
In general, the polarization (P(𝜔𝜔)) of a sample induced by light of frequency 𝜔𝜔 is expanded in 
powers of the incident electric fields (Ei(𝜔𝜔)). The contributions that are predominately 
relevant for this review article are those up to the 4th-order term (eqn. 1).104 
𝑃𝑃(𝜔𝜔) = 𝜖𝜖0 �𝜒𝜒(1)(𝜔𝜔)𝐸𝐸1(𝜔𝜔) + 𝜒𝜒(2)(𝜔𝜔)𝐸𝐸1(𝜔𝜔)𝐸𝐸2(𝜔𝜔) + 𝜒𝜒(3)(𝜔𝜔)𝐸𝐸1(𝜔𝜔)𝐸𝐸2(𝜔𝜔)𝐸𝐸3(𝜔𝜔)+𝜒𝜒(4)(𝜔𝜔)𝐸𝐸1(𝜔𝜔)𝐸𝐸2(𝜔𝜔)𝐸𝐸3(𝜔𝜔)𝐸𝐸4(𝜔𝜔) + ⋯ �  
≡  𝑃𝑃(1)(𝜔𝜔) + 𝑃𝑃(2)(𝜔𝜔) + 𝑃𝑃(3)(𝜔𝜔) + 𝑃𝑃(4)(𝜔𝜔) + ⋯  
(eqn. 1) 
The lowest order of polarization is linearly proportional to the incident electric field strength 
with proportionality constant χ(1)(ω). This susceptibility is related to IR absorption 
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spectroscopy. Any molecule with a vibrational transition that is resonant with the frequency 
of the incident light will absorb, irrespective of whether it is adsorbed at a surface or dissolved 
in bulk solution. More generally speaking, only odd-order susceptibilities (χ(1)(ω), χ(3)(ω), …) 
contribute to the signal in centro-symmetric media and under the assumption of the electric 
dipole approximation.104 When the centro-symmetry of the sample is broken, for instance at 
an interface between two centro-symmetric media, a net orientation of molecules will be 
obtained. As a result, even orders of nonlinear susceptibilities (χ(2)(ω), χ(4)(ω), …) become 
relevant as well.105 As only molecules contribute to the even-order polarization for which the 
centro-symmetry is broken, only those result in the generation of a strictly surface-specific 
signal. In general, the susceptibilities are complex-valued with a real and imaginary 
component, each of which can have positive or negative values, depending on the specific 
molecular orientation.104,106–110 It has become the objective of various types of multi-
dimensional vibrational spectroscopy to selectively prepare the different orders of the non-
linear polarization, and to exploit their properties in order to reveal maximum information 
from the sample and its dynamics.  
 
2.1.1. Selection Rules for Molecules at Interfaces 
IR vibrational activity implies that the dipole moment (µ) of a molecule changes with the 
vibrational coordinate (Q), i.e., the transition dipole:71 
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
≠ 0  (eqn. 2) 
This also holds for any other high-order process of odd nonlinearity (≥ χ(3)), and therefore any 
method on the basis of these susceptibilities can measure IR-active vibrations. Maximum 
signal magnitudes are observed when the direction of the transition dipole is parallel to the 
polarization of the incident light.  
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Methods based on even-order nonlinear susceptibilities exhibit an additional requirement in 
terms of selection rules. The vibration needs to change both the dipole µ as well as the 
polarizability (α) along the vibrational coordinate Q:111–115  
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
≠ 0   (eqn. 3) 
This means that the vibration needs to be both IR- and Raman-active. The signal is related to 
the microscopic hyper-polarizability of the molecules and hence is described as a product of 
IR and Raman selectrion rules.90,115–117 Even-order methods therefore employ combinations of 
vibrationally-resonant IR and non-resonant visible (VIS) light to generate a signal. 
In addition, the presence of an interface provides a reference plane for the molecules under 
study, and the various spectroscopic methods can measure their orientation and alignment by 
employing different polarization-directions of the light. Most sensitive in this regard are even-
order spectroscopies, which can distinguish by the sign of the signal whether a molecular 
group points towards or away from the surface (which, however, requires a special form of 
signal detection, i.e. heterodyne detection, see section 3.2.2).106,107,109,118–121 This originates 
from the fact that the signs of the macroscopic susceptibility tensor-elements are related to 
linear combinations of several molecular hyper-polarizability tensor-elements.106,107,111,115,118 
Also odd-order spectroscopy can determine the average orientation of adsorbates via different 
signal strengths obtained from s- and p-polarized light.122–125 In contrast to even-order 
spectrosocpy, however, they cannot distinguish parallel from anti-parrallel alignment. 
Covalently bound sample molecules have an average orientation at the surface, which 
strongly depends on the surface morphology of the substrates as well as on details of the 
interaction between the substrate and the sample. For instance, well-defined, crystalline 
surfaces and a low degree of structural heterogeneity within a surface-bound ML allow a 
close internal packing of the molecules. Contrasting to that, roughened surfaces with 
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nanostructured particles and weak interaction between the ML constituents result in a rather 
heterogeneous distribution of orientations.19 
On highly polarizable metal substrates (in contrast to a dielectric such as a glas), additional 
selection rules become relevant in both even- and odd-order spectroscopy.126–128 That is, a 
transition dipole aligned along a surface normal induces a mirror-dipole in the metal, which 
points in the same direction (Figure 1, left). These contributions add up constructively, 
resulting in a total non-zero transition dipole moment of the combined adsorbate/substrate 
system. In contrast, if the transition dipole is aligned perpendicular to the surface normal, the 
induced mirror-dipole in the metal points in the opposite direction (Figure 1, right). The two 
contributions then add up destructively, and the total transition dipole moment will be zero. 
The first case therefore results in a spectroscopically active vibration on the surface, while the 
latter case results in a non-active vibration. This is known as the “surface selection 
rule”.127,129–132 Although this rule is most widely known for metal surfaces, it practically 
applies also on semiconductor surfaces, such as Si.3 
 
Figure 1. The surface selection rule. An electric dipole (µ) along the surface normal induces 
a mirror-dipole with the same magnitude in a highly polarizable substrate (e.g., a metal), 
which both add up constructively. In contrast, an electric dipole parallel to the surface 
induces a mirror-dipole of opposite direction, which both add up destructively and hence 
completely cancels the transition dipole of the combined adsorbate/substrate system. 
 
2.1.2. Surface-Sensitivity versus Surface-Specificity 
+
_
+
_
+_
?⃑?𝜕𝑚𝑜𝑙
?⃑?𝜕𝑚𝑖𝑖𝑟𝑟
+ _
Metal
Monolayer
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Consider a molecular ML as a sample, which is covalently bound at a solid surface (Figure 2 
(a), blue). If the ML is in contact with a medium (e.g. a solvent, grey), which is non-absorbing 
at the frequency of the sample, in principle any even or odd-order spectroscopic method can 
be used to obtain a signal from the sample, i.e. any method can be surface-sensitive. By the 
chemistry of the adsorption process, it can still be guaranteed that only molecules at the 
surface are detected.  
If, however, a comparable number of molecules of the same type as in the ML is present also 
in the bulk solution (Figure 2 (b), blue), odd-order spectroscopic techniques cannot easily 
discriminate them from the ML, unless the spectroscopic properties (e.g. band positions) are 
modified by the presence of the surface. In such a case, even-order methods are beneficial, 
since the non-linear susceptibilities are exploited to single out the response from only non-
centro-symmetric systems, i.e. the oriented ML. Consequently, even-order methods are 
surface-specific, as only molecules with a net polar orientation result in a signal. The same 
situation holds for a liquid-gas interface, where a preferentially oriented layer forms at the 
interface (Figure 2 (c)). The interfacial layer can then be discriminated by even-order 
spectroscopy from the subjacent isotropic bulk liquid as well as from evaporating isotropic 
gas-phase molecules. Note however that this does not necessarily imply that only a single 
layer of molecules bound to or located at the interface contributes to the even-order signal. It 
is rather all molecules that break the centro-symmetry. The presence of a surface may induce 
order up to several molecular layers away, which all contribute to an even-order 
signal.50,133,134 
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Figure 2. Schematic examples for systems, which can be investigated by surface-sensitive and 
surface-specific spectroscopy. (a) Example applicable for surface-sensitive spectroscopy 
(both even- and odd-order methods). Sample molecules (blue) arranged in a surface ML in 
contact with a non-absorbing solvent (grey). (b) and (c) Samples for which a surface-specific, 
even-order spectroscopy is required. In (b) a ML at a solid-liquid interface is in contact with 
an isotropic solution, which contains molecules that absorb at the same frequency as the ML. 
In (c) preferentially oriented molecules at a liquid-gas interface are in contact with a bulk 
liquid and gas-phase sample of the same type of absorbing molecules. Only a surface-specific 
spectroscopy can discriminate the preferentially oriented molecules in (b) and (c) from the 
isotropic environment. 
 
2.1.3. 2D IR Spectroscopy at Surfaces 
The differences in the underlying nonlinear susceptibilities have important consequences for 
the signal from both a theoretical and a technological point of view. Before moving to 
experimental aspects, we first briefly review the principles of 3rd- and 4th-order 2D IR 
spectroscopy.  
 
2.1.3.1. 3rd-Order Spectroscopy 
The relevant quantity for the lowest-order time-resolved spectroscopy considered here is the 
3rd-order nonlinear polarization P(3), which is associated with χ(3). In ultrafast spectroscopy, it 
is more convenient to use a time-domain instead of the frequency-domain representation of 
(eqn. 1). This reveals the time-domain polarization P(3)(t), (eqn. 4):103  
Sample
Solvent
(a) (b) (c)
Solid
Gas
Liquid
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∞
0
∞
0
∞
0
𝜕𝜕1𝐸𝐸1(𝑡𝑡 − 𝑡𝑡3)𝜕𝜕2𝐸𝐸2(𝑡𝑡 − 𝑡𝑡3 − 𝑡𝑡2)𝜕𝜕3𝐸𝐸3(𝑡𝑡 − 𝑡𝑡3 − 𝑡𝑡2 − 𝑡𝑡1) ∙
𝑅𝑅(3)(𝑡𝑡3, 𝑡𝑡2, 𝑡𝑡1)      
(eqn. 4) 
and the emitted signal field is given by:  
𝐸𝐸(3)(𝑡𝑡) ∝ 𝑖𝑖 ∙ 𝑃𝑃(3)( 𝑡𝑡) (eqn. 5) 
P(3)(t) results from a convolution of the externally applied IR fields (E1(t), E2(t), E3(t)) with 
the samples’ response function R(3)(t). For all cases considered here, the applied IR fields are 
assumed to be resonant with a vibrational transition. Thus, they act three times on associated 
transition dipole moments µ1,2,3. The variables ti are time intervals between successive light-
matter interactions under the temporal envelope of the ultrashort laser pulses (Figure 3). In the 
limit of impulsive excitation, i.e. when the temporal duration of the pulses is short compared 
to the molecular dynamics, these variables can be substituted by experimentally controllable 
delay times between the pulses. These delay times are scanned to map the dynamics of the 
sample and to acquire multi-dimensional spectra.  
 
Figure 3. Pulse sequence for 3rd-order spectroscopy, including a LO field (ELO) for 
heterodyne-detection (sections 2.1.4 and 2.1.5).135 Electric fields E1,2,3 correspond to the 
input pulses, which induce the 3rd-order signal. Oscillatory lines correspond to vibrational 
free-induction decays (FID). The exponential decay following E2 is associated with 
vibrational relaxation, for instance. Time runs from left to right and ti correspond to intervals 
between light-matter interactions. 
 
E1 E2 E3
time
ELOt1 t2 t3 tLO
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The fourth field in Figure 3 is termed the local-oscillator (LO), which is employed in multi-
dimensional spectroscopy in order to measure the signal field with its amplitude and phase, 
rather than just its intensity (sections 2.1.4 and 2.1.5). The response function R(3)(t) constitutes 
multiple pathways, through which the electric fields act on the sample and the signal is finally 
emitted.71,103 To visualize the different pathways, we use energy-level diagrams (Figure 4) 
introduced by Albrecht et al.136,137, in which horizontal lines represent vibrational states, and 
up-/down-pointing vertical arrows represent light-matter interactions with negative/positive 
(up) and positive/negative frequencies (down) for solid/dashed arrows, respectively. The 
fourth (wavy) arrow indicates signal generation and its interaction (µ4) is included in R(3)(t) 
for simplicity (eqn. 4). 
 
Figure 4. Energy level diagrams for 3rd-order IR spectroscopy. Only rephasing diagrams are 
shown for clarity. Vibrational states (v = 0, 1, 2) are represented by horizontal lines. 
Solid/dashed vertical arrows represent electric field interactions on the |ket〉- and 〈bra|-sides 
of the density matrix, respectively. Time runs from left to right in each diagram. Signal 
emission is indicated with a wavy arrow. GSB ≡ ground state bleach, SE ≡ stimulated 
emission, ESA ≡ excited state absorption. 
 
2D IR involves two pump pulses and a single probe pulse. Since all vibrations considered 
here have frequencies with ω >> kBT, the entire population is present initially in the 
vibrational ground state (v = 0). For a standard 2D IR signal, one has to consider the three 
lowest vibrational levels, i.e. v = 0, 1, 2 (Figure 4). A first interaction with the field of one of 
t1 t2 t3
GSB SE ESA
v = 0
v = 1
v = 2
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the pump pulses produces a vibrational coherence between the v = 0 and v = 1 states, which 
oscillates as a function of time t1, which thus is often referred to as a “coherence time”. The 
macroscopic polarization associated with the coherence of the many molecules from an 
ensemble will run out of phase over time (dephasing), resulting in a vibrational free-induction 
decay (FID, Figure 3).71,103 The second pump interaction converts the initial 0-1 coherences to 
a population in v = 1 (Figure 4) or back in v = 0. Following the second interaction, the sample 
can undergo, e.g. vibrational relaxation from v = 1 back to v = 0 via energy dissipation to the 
environment, or to other parts of the same molecule through internal vibrational energy 
redistribution (IVR) during time t2, which is referred to as the “population time”. After a third 
interaction with the probe pulse, a vibrational coherence is again generated, the FID of which 
oscillates during the coherence time t3 (Figure 3). The last coherence can be generated 
between the 0 and 1 levels, both as absorption as well as stimulated emission (Figure 4), or 
between the 1 and 2 levels as absorption. The 0-1 and 1-2 transitions result in different signs 
of the signal; that is, the 0-1 transition in a reduced absorption of the probe pulse, and the 1-2 
transition in a newly induced absorbance. Therefore, these signals are termed ground state 
bleach/stimulated emission (GSB/SE) as well as excited state absorption (ESA), respectively. 
This description holds for the simple case of a single vibrational mode, which is not coupled 
to any other mode. In cases of coupled oscillators, more advanced descriptions apply, which 
have been worked out in detail elsewhere.71,138–140 The total number of pathways can be 
grouped in “rephasing” as well as “non-rephasing” pathways71,103, depending on the sequence 
of the positive/negative frequencies to generate the signal. These determine whether or not a 
vibrational echo is formed after the interaction of the third electric field.140,141 For clarity, 
Figure 4 shows only the rephasing pathways for 3rd-order spectroscopy. 
2D IR spectra are obtained after a 2D Fourier transformation of the emitted field as a function 
of coherence times t1 and t3.71 This is done for a fixed population time t2, and the shape of the 
19 
 
resulting 2D IR spectra will depend on t2. To generate one frequency axis (ω3), the signal can 
be dispersed in a spectrograph, effectively performing the Fourier transformation with respect 
to coherence time t3. To generate the other frequency axis, the coherence delay (t1) between 
the first two pump pulses has to be scanned in time.71 This generates an oscillating signal in 
the time domain with respect to t1, the Fourier transformation of which then results in the 
frequency axis ω1. 
The two spectral axes in a 2D IR signal are often called “pump” (ω1) and “probe” axes (ω3), 
and it is instructive to interpret a 2D IR spectrum as a pump-probe signal that is spectrally 
resolved with respect to both pump and probe frequencies.142 Note, however, that the 
definition of pump and probe axes as horizontal and vertical axes is unfortunately not used in 
a unified way in the literature.143 Although Figure 4 shows only rephasing pathways, all 2D 
IR spectra shown in this review represent fully absorptive spectra, which are generated 
experimentally from the sum of rephasing and non-rephasing pathways. Most 2D IR studies 
nowadays report on this type of signal.71,103 The general concept of obtaining a 2D IR 
spectrum is similar for different experimental implementations of 3rd-order 2D IR, and 
technical details are discussed in Section 2.2.2. 
 
2.1.3.2. 4th-order Spectroscopy 
In order to make ultrafast 2D IR a strictly surface-specific method, one needs to go one order 
higher in nonlinearity, that is to χ(4). This is done by addition of a fourth pulse to the three-
pulse 2D IR sequence from Figure 3. The fourth electric field comes from a VIS pulse (green, 
Figure 5), which intercepts the FID of P(3)(t), and up-converts it to a VIS signal (blue). The 
VIS pulse is generally long in time, hence narrow in frequency, which defines the spectral 
resolution of the measurement (see 2.2.3 for details). Due to the summation of IR and VIS 
frequencies, the method is termed sum-frequency generation (SFG) 
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spectroscopy.90,107,109,110,115,117,144,145 Note that in variance to 3rd-order 2D IR, the LO pulse for 
heterodyne detection (blue) also needs to be in the VIS spectral range. 
 
Figure 5. Pulse-sequence for 4th-order 2D SFG spectroscopy including a LO field (blue, ELO) 
for heterodyne-detection. Electric fields E1,2,3 (black) correspond to the input IR pulses. The 
green EVIS pulse corresponds to the VIS up-conversion pulse, which generates a sum-
frequency signal (blue). Oscillatory lines correspond to free-induction decay curves (FID). 
The exponential decay following E2 is associated with vibrational relaxation, for instance. 
Time runs from left to right, and ti correspond to intervals between light-matter interactions.  
 
In analogy to (eqn. 4), the 4th-order polarization reads in a time-domain representation:  
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(eqn. 6) 
A fourth integral enters the calculation of P(4)(t) from the corresponding response function 
R(4)(t). The frequency of the up-converting VIS pulse is generally tuned off-resonance to any 
molecular (e.g. electronic) transition. The laser pulses interact with the sample either through 
the transition dipole moments (IR, µ1,2,3) or the molecular polarizability (VIS, α). As above, 
the final signal generation interaction is included in the response function R(4)(t) for clarity. 
Since the VIS-interaction with a non-resonant (virtual) level is very short-lived (≈ 1 fs) in 
E1 E2 E3
time
ELOt1 t2 t3 t4
tLO
tVIS
EVIS
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comparison to the IR response (a few hundreds of femtoseconds to picoseconds), it is 
generally approximated as δ-shaped in the time domain.135 The 4th-order response then 
reduces to: 
𝑅𝑅(4)(𝑡𝑡4, 𝑡𝑡3, 𝑡𝑡2, 𝑡𝑡1) = 𝑅𝑅(3)( 𝑡𝑡3, 𝑡𝑡2, 𝑡𝑡1) ∙ δ(𝑡𝑡4)  (eqn. 7) 
Under this assumption, the integral over the VIS field collapses, and the expression for P(4)(t) 
simplifies to a three-fold integral over the IR fields:  
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∙ 𝜕𝜕3𝐸𝐸3(𝑡𝑡 − 𝑡𝑡3 − 𝑡𝑡2 − 𝑡𝑡1)𝑅𝑅(3)(𝑡𝑡3, 𝑡𝑡2, 𝑡𝑡1) 
(eqn. 8) 
Again, P(4)(t) creates a signal field E(4)(t), which is emitted from the sample: 
𝐸𝐸(4)(𝑡𝑡) ∝ 𝑖𝑖 ∙ 𝑃𝑃(4)( 𝑡𝑡) (eqn. 9) 
According to (eqn. 8), the information content of P(4)(t) is very similar to P(3)(t), except that 
the polarizability (α) now enters. As a consequence, the sign of the signals in SFG now also 
depends on the orientation of the molecules with respect to the surface (see sections 2.1.1 and 
3.2.2),106,107,111,118,119 that is, GSB/SE and ESA can both result in positive or negative signals.  
The 4th-order 2D SFG response functions can again be visualized in terms of energy level 
diagrams (Figure 6, only rephasing pathways are shown). Here, dashed horizontal lines 
represent the short-lived virtual states. In general, the 2D SFG energy level diagrams are very 
similar to 3rd-order 2D IR (Figure 4), except for the fourth, VIS field (green) for up-
converting the signal (blue wavy arrow). The response function also comprises GSB/SE as 
well as ESA pathways. One has to keep in mind, however, that selection rules of the pump 
and probe processes are different due to the additional up-conversion process. 
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Figure 6. Energy level diagrams for 4th-order 2D SFG. Only rephasing diagrams are shown 
for clarity. Vibrational states (v = 0, 1, 2) are represented by solid horizontal lines, while 
virtual states are represented by dashed horizontal lines. Solid/dashed vertical arrows 
represent electric field interactions on the |ket〉- and 〈bra|-sides of the density matrix, 
respectively. Black arrows correspond to IR fields while green and blue arrows correspond to 
VIS fields. Time runs from left to right in each diagram. Signal emission is indicated with a 
wavy arrow. GSB ≡ ground state bleach, SE≡ excited state emission, ESA ≡ excited state 
absorption.  
 
To generate a 4th-order 2D SFG signal, one needs to do exactly the same as for the generation 
of a 3rd-order 2D IR spectrum. That is, dispersion of the signal field E(4)(t) in a spectrograph 
results in the “probe” spectral axis. A Fourier transformation of the oscillating signal along t1, 
which needs to be scanned explicitly, again gives the “pump” frequency axis. The final signal 
field encountered by the detector is located in the VIS spectral range and obeys the 
relationship ωsig = ωvis + ωvib. Knowing the spectrum of the VIS up-conversion pulse, the 2D 
SFG spectrum is commonly shifted back to the IR spectral range by subtracting the VIS 
center frequency from the signal frequency.  
3rd- and 4th-order 2D IR spectra generally contain very similar information and have similar 
appearance. To highlight this, Figure 7 (a) shows an example of a 3rd-order 2D IR signal of a 
bulk solution sample of an α-helical peptide in bulk solution acquired in the spectral region of 
t1 t2 t3
GSB SE ESA
v = 0
v = 1
v = 2
t4
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the amide-I band (1635 cm-1).121 The different spectral contributions of GSB/SE (blue/cyan) 
and ESA (red/yellow) exhibit specific pattern and separation, which reports on molecular 
properties (as discussed in section 3).121 Figure 7 (b) shows the same peptide as in (a), 
however, now immobilized on a Gold (Au) surface and measured with surface-specific 2D 
SFG.121 Again, the signal exhibits GSB/SE as well as ESA contributions, which are of 
similarly high signal to noise ratio as compared to the 3rd-order 2D IR data. However, the 
features are spectrally shifted and different in shape due to the immobilization of the sample 
at the Au surface.121 In many cases, 2D IR and 2D SFG spectra can be interpreted in a similar 
manner since they contain information from the same molecular parameters. 
 
Figure 7. 2D IR (left) and complementary 2D SFG (right) spectrum from an α-helical peptide 
in either (a) solution or (b) as ML on an Au surface in the spectral region of the amide-I 
band. Both spectra show GSB/SE (cyan/blue) as well as ESA signals (yellow/red), however, 
with different frequencies due to the immobilization of the sample. Adapted with permission 
from ref.121. Copyright (2014) American Chemical Society. 
 
2.1.4. Signal Field Detection 
The emitted signal can be detected in two ways. First, it may be measured by a detector that 
records simply its intensity (homodyne detection), in which case all phase information is lost. 
While homodyne detection is practically non-existent in 3rd-order 2D IR spectroscopy, it is in 
use for 4th-order 2D SFG, as its experimental realization is much easier.146–149 Alternatively, 
interferometry can be applied, where a so-called local oscillator (LO, Figure 3 and Figure 5) 
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with known field is overlaid with the signal field on the detector (heterodyne detection).150–152 
This results in the measured signal: 
𝑆𝑆 = �𝐸𝐸𝐿𝐿𝐿𝐿 + 𝐸𝐸𝑠𝑠𝑖𝑖𝑠𝑠�2 = |𝐸𝐸𝐿𝐿𝐿𝐿|2 + �𝐸𝐸𝑠𝑠𝑖𝑖𝑠𝑠�2 + 2�𝐸𝐸𝐿𝐿𝐿𝐿𝐸𝐸𝑠𝑠𝑖𝑖𝑠𝑠�cos (𝜙𝜙𝐿𝐿𝐿𝐿 − 𝜙𝜙𝑠𝑠𝑖𝑖𝑠𝑠) (eqn. 10) 
The general concept of heterodyne detection is the same for 3rd- and 4th-order 2D IR, and it 
involves the isolation of an interference term (last term in (eqn. 10)) from two other 
contributions, which can be either subtracted (|𝐸𝐸𝐿𝐿𝐿𝐿|2) or neglected (�𝐸𝐸𝑠𝑠𝑖𝑖𝑠𝑠�2) in the limiting 
case of ELO >> Esig. As a key-point, heterodyne-detection allows obtaining both amplitude 
and phase information of the signal. The phase is especially powerful in multi-dimensional 
spectroscopy, where molecular information is contained in the sign of the various peaks.71  
 
2.1.5. Phasing of 2D IR Signals 
In order to obtain interpretable 2D IR spectra after Fourier transformation, the spectra need to 
be “phased” in order to result in the sought absorptive response. Phasing is an important 
aspect in 2D IR spectroscopy, since it has an impact on spectral lineshapes.71 Inaccurate 
phasing results in a mixing between absorptive and dispersive features in the 2D IR 
lineshapes. The quantity of interest is the phase difference between two pairs of electric fields, 
i.e. E1/E2 and E3/ELO.71,151,153 Established phasing procedures are e.g. the signal projection 
onto the probe axis to match a reference pump-probe spectrum (projection slice 
theorem)142,154, acquisition of an interferogram of spatially separated beams at the sample 
position155,156, an interferogram from collinear pump pulse-pairs157,158, or the application of a 
mid-IR phase-modulator to generate known and fixed phase differences of the electric 
field159,160.  
For heterodyne-detected even-order spectroscopy, different phasing methods have been 
developed as well, which rely on interferometry of a LO with the signal.106–108,161–165 Phasing 
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in SFG is a considerably more difficult task, since the detected signal is in the VIS range, 
implying more stringent requirements regarding phase-stability of the setup. Despite 
tremendous technical development in heterodyne-detected VIS techniques166, the short 
wavelength is still a challenge. The major differences between the various developed schemes 
for heterodyne-detected SFG 2D IR lie in the generation and the origin of the LO. The 
corresponding experimental layouts will be discussed in section 2.2.3. 
 
2.2. Experimental Implementations 
2.2.1. Overview 
We start with an overview of the different layouts implemented by various research groups 
designed to obtain 2D IR signals from solid-liquid/gas interfaces. All 2D IR variants require 
three light-matter interactions between the IR pulses and the sample, which are controlled by 
two time delays. The basic difference between the methods lie in the way in which the signal 
is generated and detected. This is the origin of the different orders on nonlinearity (χ(3) vs. χ(4)) 
and different degrees of experimental complexity. Each technique exhibits benefits and 
shortcomings, which need to be evaluated on a case-by-case basis in view of the specific 
application one has in mind. A schematic overview of the experimental configurations 
discussed here is shown in Figure 8.  
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Figure 8. Experimental layouts for 2D IR spectroscopy at surfaces. (a) – (c) 3rd-order 
methods, (d) 4th-order spectroscopy. (a) BOXCAR 2D IR geometry in transmission mode. (b) 
BOXCAR geometry in reflection mode (R-2D IR). (c) 2D attenuated total reflectance (ATR) 
IR geometry. (d) 2D sum-frequency generation (SFG) IR spectroscopy. General definitions of 
s- and p-polarization with respect to the surface plane of the sample are indicated as arrows 
pointing to the paper plane and in the paper plane, respectively. 
 
The three configurations for 3rd-order 2D IR (Figure 8 (a) – (c)) use up to three independent 
mid-IR beams, and work either in transmission or reflection mode. Figure 8 (a) shows the 
typical BOXCAR arrangement for 3rd-order 2D IR (section 2.2.2.1).71,167–169 The three input 
beams are focused and spatially overlapped on the sample, and the signal light is emitted in 
the fourth corner of the box-arrangement defined by the input beams. The direction of 
emission is determined by the phase-matching of the incoming pulses.103 All three input 
pulses (1, 2, and 3) have similar intensities and contribute a single light-matter interaction to 
the signal generation. Following spatial filtering, phase-sensitive detection of the signal light 
involves heterodyning with a LO. The BOXCAR technique can also be operated in an 
“external” reflection mode170 (R-2D IR, Figure 8 (b)). In this case, the input beams are 
focused from the top onto the reflecting plane of a substrate, e.g. a metal layer, which is also 
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used for sample immobilization (section 2.2.2.2). As in transmission BOXCAR 2D IR, the 
signal is generated at the interface, however, it is now reflected from the surface, spatially 
filtered and again externally heterodyne detected. R-2D IR thus allows investigations on non-
IR-transparent substrates. The BOXCAR geometry exhibits the highest sensitivity among all 
existing forms of 3rd-order 2D IR, since all three incident pulses exhibit the same intensity, 
and the LO intensity can be adjusted independently.171  
The second form of reflective implementations of 3rd-order 2D IR exploits internal attenuated 
total reflectance (Figure 8 (c), 2D ATR IR).172–177 2D ATR IR (section 2.2.2.3) is designed as 
a two-beam pump-probe type157,158,160 spectroscopy, in which an intense IR pump beam and a 
weak IR probe beam are spatially overlapped at a small angle (< 10°) at the sample interface. 
The pump pulse contributes two interactions and contains a collinear pump pulse pair (1 + 2), 
while the probe pulse contributes a single interaction. Contrasting to the external reflection 
arrangement (Figure 8 (b)), the two beams are incident from the bottom of the sample. The 
substrate-sample interface is a single reflecting plane of an ATR substrate with a refractive 
index (n1), which is higher than that of the sample (n2). The sample molecules are 
immobilized at the reflecting ATR interface, and can be in contact with any medium that has a 
lower refractive index than the ATR material. The intensity of pump and probe beams is 
strongly different, and the intensity of the intrinsic LO (the probe beam itself) relative to the 
signal cannot be adjusted independently. As such, 2D ATR IR generally has a lower 
sensitivity as compared to the BOXCAR arrangements. It is nevertheless used, since it is 
experimentally simpler, in essence avoids the application of an external LO for phasing, and 
enables a smaller angle between the two beams.  
Finally, 2D SFG (Figure 8 (d), see section 2.2.3) is considered as the only truly surface-
specific method among the four presented layouts. 2D SFG employs three beams for signal 
generation that are focused on the interface at small angles (< 10°), and angles relative to the 
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surface normal of about 60 – 75°. These are the two IR beams (black, Figure 8 (d)) for 
excitation and probing, and one VIS beam for spectral up-conversion (green). As in R-2D IR 
spectroscopy, all current implementations for 2D SFG enter the sample-substrate interface 
from the top. The excitation pulse contributes two interactions and contains a collinear pump 
pulse pair (1 + 2), while the probe and VIS up-conversion pulses each contribute a single 
interaction. Phase-matching of the input beams determines the direction of signal emission 
(dashed blue) and the signal is spatially filtered from the excitation beams. The LO pulse 
(solid blue) for heterodyne signal detection is incident on sample with an angle, such that it 
spatially overlaps with the signal field.135  
In the following sections, we will discuss the various schemes, and their specific strengths and 
weaknesses, in more detail.  
 
2.2.2. Details on 3rd-Order Methods of 2D IR 
2.2.2.1. BOXCAR Transmission Configuration of Surface-Sensitive 2D IR 
Due to its high sensitivity, the BOXCAR geometry (Figure 8 (a)) is often considered 
advantageous for surface-sensitive 3rd-order 2D IR in transmission, since the number of 
contributing molecules is low at the interface (section 1.2).19 BOXCAR 2D IR moreover 
allows and requires measuring the rephasing and non-rephasing response signals separately, 
from which an absorptive 2D IR spectrum is obtained as the sum of the two. Furthermore, one 
may also collect complimentary time-domain signals such as from heterodyne-detected 
transient gratings or photon-echo peak-shifts.151,152,178–180 
In the standard transmission BOXCAR geometry, only IR transparent samples can be 
measured. In order to minimize the background from strongly absorbing solvents, 
experimental geometries generally require a very thin (< 50 µm) path-length of the sample 
cells. For the immobilization of molecules with established chemistry of surface-
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functionalization, one often coats an IR-transparent window (e.g. CaF2) with a thin layer of 
another substrate material such as SiO2. To that end, plasma-enhanced chemical vapor 
deposition (PECVD) has been used.181–183 The requirement of high IR transmission of that 
layer demands thicknesses on the order of a few tens up to about hundred nanometers. SiO2 
can afterwards be functionalized by chloro-silanes or acidic groups (carboxylic acids or 
phosphonic acids).  
The average alignment of the sample molecules at the interface can be determined from the 
dichroic ratio of polarization-dependent experiments.181–184 As the polarization of all three 
incident beams can be independently controlled, the polarization-dependent vibrational 
dynamics (e.g. anisotropy) can be measured.183,185–187 Also the relative orientation of the 
sample with respect to the beam propagation can be adjusted in an angular range in which the 
substrate does not exhibit too high reflectance. However, most experiments so far have been 
performed using either the Brewster angle of the window material, or normal incidence of the 
beams.23,181–183,185 The strengths of transmission BOXCAR 2D IR have been demonstrated by 
Fayer et al. in a series of studies employing MLs, which contained metal-carbonyl complexes 
with strong extinction coefficients (> 1000 M-1 cm-1).181,188,189 Experiments have been 
performed under different experimental conditions, also elucidating the impact of sample 
immobilization by in-depth comparison between bulk solution and ML dynamics (section 
3.2.1.1). 
 
2.2.2.2. External Reflectance 2D IR Spectroscopy 
Very recently, 3rd-order BOXCAR 2D IR has been realized in external reflection geometry 
(R-2D IR) also by Fayer et al.. In this variant, pump and probe pulses are incident on the 
sample from the top (Figure 8 (b)).170 The experimental layout was used to study ultrafast 
dynamics of organic MLs on single crystal surfaces of Au at the solid-gas interface. The 
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polarization in BOXCAR R-2D IR is always perpendicular to the surface, allowing the 
observation of vibrational bands with transition dipole components along the surface 
normal.170,190 This is due to the approximately π phase-change upon reflection for in-surface-
plane field components, nearly independent of the angle of incidence (AOI). The polarization 
component along the surface normal is enhanced also in external reflection,190 however, in a 
way that strongly depends on the AOI. Thus, an optimization of this parameter is beneficial in 
order to enhance the signal, the details of which have been worked out theoretically.170,190,191 
In general, a larger AOI increases the electric field components normal to the surface, and an 
approximately two-fold enhancement of the signal (compared to a transmission geometry 
layout) has been achieved.  
 
2.2.2.3. 2D Attenuated Total Reflectance IR Spectroscopy 
The ATR geometry can largely eliminate the background problem from strongly absorbing 
solvents and is therefore used extensively for linear FTIR spectroscopy.1,122,192–197 Recently, 
the approach has been extended towards 3rd-order 2D ATR IR spectroscopy in order to 
elucidate the vibrational dynamics at solid-liquid/gas interfaces.172–177 Ultrafast vibrational 
dynamics have been resolved from carbon monoxide (CO) bound to different types of metal 
nanoparticles172 and under electrochemical conditions175, or from self-assembled organic MLs 
on metal surfaces173,174. In addition to this, surface-enhancement effects from the presence of 
metal nanoparticles have been resolved176 and optimized towards multi-photon vibrational 
ladder-climbing on a surface177.  
While the methods described in the previous sections, i.e., 2D IR in transmission and external 
reflection, do not differ much from 2D IR in solution phase in terms of the optical design, 
ATR spectroscopy brings about a couple of new aspects, which originate from the total 
internal reflection. In general, total internal reflection occurs when light coming from an 
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optically denser medium encounters an interface to an optically rarer medium at an AOI that 
exceeds the so-called critical angle (θc):1,72,122,192,193  
𝜃𝜃𝑐𝑐 = 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑖𝑖𝑎𝑎 �𝑎𝑎2(𝜔𝜔)𝑎𝑎1(𝜔𝜔)� (eqn. 11) 
The AOI is defined with respect to the normal of the surface plane (x-y, Figure 8 (c)). The 
critical angle θc depends on the ratio (n2(ω)/n1(ω)), with n2(ω) and n1(ω) being the 
frequency-dependent refractive indices of the optically rarer medium (the sample) and the 
optically denser medium (the ATR substrate), respectively; that is n2(ω) < n1(ω) (Figure 8 
(c)). (eqn. 11) implies a large range of acceptable AOIs when the difference between the two 
refractive indices ratio is high.122,193,194,198 At the interface, the electric field of the incident 
wave generates an evanescent wave (Eev) in the medium of lower refractive index, which 
decays exponentially with increasing surface distance z,  
𝐸𝐸𝑒𝑒𝑒𝑒(𝑧𝑧) = 𝐸𝐸0𝑒𝑒𝑒𝑒𝑒𝑒 �− 𝑧𝑧𝑑𝑑𝑝𝑝� (eqn. 12) 
where E0 is the electric field strength at the interface and dp the penetration depth.72,194,198 The 
exponential decay of Eev results from the fact that the wave-vector of the incident electric 
field becomes imaginary beyond the interface.199–201 The evanescent wave Eev is the central 
quantity in ATR spectroscopy, which is in variance to transmission experiments, where plane 
waves are considered. Due to its non-propagating nature in the z-direction, a few differences 
exist with respect to the local electric fields between ATR spectroscopy and transmission 
experiments, as discussed in the following. 
The polarization of Eev may for instance differ from the polarization of the incident 
fields.176,202 That is, an incident p-polarized wave results in both x- and z-components in the 
sample, i.e., an elliptically polarized Eev, whose degree of ellipticity depends on the 
AOI.176,202,203 Contrasting to that, s-polarized light generates an exclusive y-component of Eev. 
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Due to the elliptically-polarized Eev for p-polarized light, determination of orientational 
dynamics of adsorbates at interfaces is not as straightforward as in transmission 
experiments.202,204 A common strategy in ATR absorption experiments is to work close to the 
critical angle204 in order to generate a linearly polarized Eev. However, this has not been 
implemented yet in 2D ATR IR, because of occurring lineshape distortions for AOIs too close 
to θc (vide infra).  
The penetration depth depends on multiple experimental parameters, i.e. the two refractive 
indices at the interface, the frequency of the incident light and its polarization, as well as the 
AOI.205,206 It is convenient to consider two penetration depths (ds,p) for s/p-polarizations.205 
The ds,p values can be tuned selectively for different substrates. To illustrate this, Figure 9 
shows three different substrate/sample systems, which can be employed in 2D ATR IR (ZnSe 
(2.43) / ZrO2 (2.01) / CaF2 (1.40)). The sample medium is assumed to have a refractive index 
n2 = 1.35 (e.g. water, at a wavelength of 5 µm). In general, the penetration depth of p-
polarized light (red) is larger than that for s-polarized light (black), and all curves approach 
zero for AOIs near 90°. Near θc, the penetration depths steeply increase. Moreover, the 
difference in ds,p curves is larger for substrates with a larger refractive index 
(ZnSe > ZrO2 > CaF2).  
 
Figure 9. Dependence of the penetration depth for s- and p-polarization (ds, p) as a function of 
the AOI for ZnSe, ZrO2, and CaF2 in contact with a medium of refractive index n2 = 1.35, 
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calculated for radiation of λ = 5µm. Red curves correspond to p-polarization, while black 
curves correspond to s-polarization.  
 
The interfacial electric field strength is enhanced due to overlapping incoming and outgoing 
electric fields as well as the generation of a surface polarization by the incident field.200,207 
The electric field vectors in all three dimensions (E0,x,y,z, Figure 8 (c)), however, exhibit 
different dependences on the AOI and the n1/2 values. The highest field strengths occur near 
θc, while close to an AOI of 90° all field intensities approach zero.203,205,199,205 Furthermore, in 
case of absorbing media, the refractive index of the sample (n2) becomes complex-valued. As 
a result, θc is not sharply defined anymore and a more gradual increase of the reflectivity 
occurs with AOIs farther away from θc.199 High reflectivity of the ATR interface is, however, 
strongly desired due to the generally weak intensity of the probe pulse in pump-probe-type 2D 
ATR IR.172 Thus, it is advantageous to work with AOIs exceeding θc by about 10° or more. 
In the existing reports on 2D ATR IR172–177, CaF2 has been used as an ATR material despite 
its low refractive index in the mid-IR spectral range (n = 1.4 at 5 µm). CaF2 exhibits distinct 
advantages for applications in ultrafast IR spectroscopy over more commonly used ATR 
materials such as Ge, Si. The limitation of these semiconductor materials is their low band 
gap, which can easily be excited by the intense IR pulses via multi-photon absorption. CaF2, 
in contrast, is highly transparent in a very broad spectral range from the mid-IR to the UV, 
and furthermore is a cheap, non-toxic and easily available material that is much less 
susceptible to mechanical stress compared to, e.g. BaF2, as another example for a widely used 
IR-transparent material in ultrafast IR spectroscopy. Other ATR materials exist (ZrO2, ZnSe), 
which exhibit a higher refractive index than CaF2 and thus support a broader range of solvents 
with higher refractive index (e.g., DMSO, DMF, decane). Also ZnSe is a semiconductor with 
a fairly low band gap, but if the pump power is kept below a certain threshold (≈500 nJ with a 
200 µm beam diameter), multiphoton absorption is negligible. ZrO2 would be ideal in terms 
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of its optical properties, but is not a common material, so prisms need to be custom made and 
thus are significantly more expensive than CaF2 or ZnSe. 
Due to the smaller number of beams, which allows smaller AOIs, it is advantageous to 
implement 2D ATR IR in pump-probe geometry157,158,160. Compared to the BOXCAR 
geometry, the pump-probe 2D IR layout has a lower sensitivity due to the fact that the LO 
intensity cannot be adjusted independently.157,160,166,171 Its inherent heterodyne-detection 
(Figure 8 (c)) however greatly simplifies the phasing procedure, since the relative phase of the 
signal light and the probe pulse is automatically set. Therefore, only the phase difference of 
the pump pulse pair defines the phase of the 2D IR signal, which in turn can easily be 
monitored and measured during a scan for obtaining the 2D data.158 Finally, 2D ATR IR in 
the pump-probe geometry automatically measures purely absorptive spectra without the need 
to independently measure the rephasing/non-rephasing signals and add them.  
Traditionally, ATR IR absorption spectroscopy is performed in multi-reflection geometries in 
order to increase the signal strengths and S/N ratio.193,194,208 Contrasting to that, ultrafast 2D 
ATR IR has to be implemented in a single reflection mode172–177 due to the required spatial 
overlap of pump and probe pulses. The much smaller ATR prisms then also reduce the 
dispersion of the ultrashort pulses inside the prism, which can be pre-compensated.176,209 
Sputter-coated, ultrathin (< 10 nm) metal layers haven been employed as substrates in 2D 
ATR IR spectroscopy for the straightforward immobilization of molecules with thiol-linkers19 
in analogy to immobilization techniques known from external reflection and ATR IR 
absorption spectroscopy.122,210–212 Such nano-structured layers enhance the nonlinear signal by 
plasmonic effects, and thus enable the measurement of ML of even very weak absorbers with 
extinction coefficients ε < 200 M-1 cm-1.173,174 Figure 10 (a) and (b) shows an example of 2D 
ATR IR spectra of para-mercaptobenzonitrile on sputtered Au surfaces (average thickness 
1 nm) and immersed in diethylether. Despite the only low extinction coefficient of the nitrile 
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label (ε ≈ 170 M-1cm-1), vibrational dynamics can be recorded over multiple integers of the 
corresponding vibrational lifetime (~ 8 ps)174 due to an approximately 50-fold signal 
enhancement.176 Enhancement factors from the nano-structured surfaces can be tuned with the 
metal layer thickness (section 3.4)177, but metal layers of > 10 nm have not been used in 2D 
ATR IR so far, mainly to avoid lineshape distortions and intrinsic absorption of the metal 
layer (vide infra). Other deposition techniques such as electrochemical deposition, or 
chemical vapor deposition (CVD) are applicable as well, which also result in nano-structured 
surfaces. Regarding the preparation of crystalline surfaces for 2D ATR IR, atomic layer 
deposition (ALD) of layers with nm-thickness213 could in principle be used, but has not been 
tested as of yet.  
Signal-enhancing metal layers are, however, not necessary to resolve interfacial vibrational 
dynamics of adsorbates with 2D ATR IR. The surfaces from semiconductor oxides can be 
functionalized with carboxylic214 or phosphonic acids215 and are similarly suited for 2D ATR 
IR spectroscopy. Figure 10 (c) and (d) shows as an example 2D ATR IR spectra from a ML of 
Re(4,4′-dicarboxyl-2,2′-bipyridine)(CO)3Cl immobilized at sputter-coated Indium-Tin-Oxide 
(ITO) surfaces with a thickness of 5 nm and in contact with Methanol. The 2D ATR IR 
spectra show well-resolved diagonal and cross-peaks from the symmetric (~2025 cm-1) and 
asymmetric (1880 – 1940 cm-1) stretching vibrations of the tricarbonyl ligands. These features 
report on intramolecular vibrational coupling and energy transfer of the adsorbate molecules, 
similar as known from metal tricarbonyl complexes in bulk solution.216,217. The vibrational 
dynamics can again be followed over multiple integers of the vibrational lifetime (here: about 
20 ps)22.  
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Figure 10. (a) and (b) Surface-enhanced and (c) and (d) non-surface enhanced 2D ATR IR 
spectra for different samples at solid-liquid interfaces and at the indicated population delays. 
(a) and (b) para-mercaptobenzonitrile (p-PhCN) on 1 nm Au immersed in Diethylether, and 
(c) and (d) Re(4,4′-dicarboxyl-2,2′-bipyridine)(CO)3Cl on 5 nm ITO and immersed in 
Methanol. 
 
An important effect in 2D ATR IR spectroscopy is related to distortions of the vibrational 
lineshapes for AOIs close to θc.205,218–220 This effect originates from the wavelength-
dependence of the samples` refractive index, which induces a wavelength-dependent 
penetration depth in the vicinity of a resonance. This is of particular importance when 
working close to θc, where a minimal change in the refractive index results in a large variation 
of the penetration depth.205 In addition, the variation of the penetration depth becomes 
stronger with increasing extinction coefficients of the sample.205 As both absorption and 
dispersion of the sample contribute to the refractive index n2, this effect can result in the 
presence of dispersive contributions to the measured spectrum (anomalous dispersion).205,218–
220 To illustrate this effect, Figure 11 shows 2D ATR IR spectra of a strongly absorbing model 
compound, i.e. Cr(CO)6 dissolved in bulk acetonitrile, on a CaF2 prism for two different AOI 
values. When working far away (i.e., ~ 85°) from θc, which is about 75° for this sample 
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substrate system, the 2D ATR IR spectra exhibit only GSB/SE (blue) as well as ESA bands 
(red) (Figure 11 (a)). A reduction of the AOI (~ 80°) closer to θc, the presence of anomalous 
dispersion induces spectral changes to the 2D ATR IR signals. These are discernible by 
dispersion-induced contributions on the high-frequency side of the GSB/SE band (arrow in 
(b)). Such changes might be artificially interpreted as ESA-like signal contributions.221–223 
Therefore, an optimization of the AOI in a 2D ATR IR experiment involves removing the 
anomalous dispersion effect in the spectra. 
 
Figure 11. Two sources of lineshape distortions in 2D ATR IR spectroscopy. (a) and (b) 
Influence of the AOI for a bulk solution sample. 2D ATR IR spectra of an isotropic solution of 
Cr(CO)6 in MeCN on a CaF2 prism with an AOI of (a) ~ 85° (absent distortion) and (b) ~ 80° 
(present distortion). (c) and (d) Influence of a plasmonic metal layer. 2D ATR IR spectra of a 
ML on para-mercaptobenzonitrile on sputter-coated Ag layers of (c) 1 nm (absent distortion) 
and (d) 1.5 nm thickness (present distortion) on CaF2 prisms. Effects of lineshape distortions 
are marked with arrows. All spectra are measured with s-polarization. 
 
A second source of lineshape distortions in 2D ATR IR can occur for adsorbates at nano-
structured, plasmonic metal layers, which are often used for sample immobilization.224–229 
Here, the distortion originates from the involvement of enhanced optical near-fields around 
the polarizable nano-structures in the excitation process of the adsorbate (see also section 3.4). 
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The optical near-fields are interpreted as scattering of the incident IR light from the highly 
polarizable nano-structure.229–231 The resulting adsorbate spectra often exhibit so-called Fano-
type asymmetric lineshapes, which result from the interference between the discrete 
resonances from the adsorbate with a broadband continuum from the metal layer.229,230,232–235 
The band shapes can thus be tuned experimentally by controlling the dielectric function of the 
metal layer, which is determined by the type of the metal, its thickness or microscopic 
morphology.227,228 The distortion effect can contribute even for experimental geometries, for 
which the AOI has been optimized to eliminate anomalous dispersion as discussed above. To 
illustrate this, Figure 11 (c) and (d) show 2D ATR IR spectra of a ML samples of para-
mercaptobenzonitrile (p-PhCN) adsorbed on ultrathin silver (Ag) layers of (c) 1 nm and (d) 
1.5 nm average thickness. For the 1 nm thickness, the GSB/SE and ESA signals of the CN 
stretch vibration appear undistorted, whereas slightly thicker Ag layers of 1.5 nm result in the 
appearance of dispersive signals on the blue-detuned side of the GSB/SE band (arrow). For 
the reported 2D ATR IR studies, this effect has been eliminated by tuning of the metal layer 
thickness of the substrate.172–177  
It is important to note that Fano-type lineshapes are not unique to ATR IR spectroscopy. In a 
very general sense, such lineshape distortions can occur for various vibrational spectroscopic 
methods, which involve plasmonic and or metallic sample substrates236, thus also for SFG237–
241, SERS242–245 transmission227–229, ATR220,224,225 and even more specialized methods such as 
high-resolution electron energy loss (HREEL)246,247 spectroscopy. 
 
2.2.3. 2D Sum-Frequency Generation Spectroscopy 
In its initial implementation, 2D SFG was used as a homodyne-detected method for 
investigations of liquid-air interfaces.146–149,248 These experiments have been the first to 
demonstrate that multi-dimensional vibrational spectroscopy can be extended to monolayer 
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thin samples at interfaces. The implementation of heterodyne-detection (Figure 8 (d)) 
afterwards considerably advanced 2D SFG regarding interpretation of the obtained spectra. 
2D SFG at solid-liquid interfaces has a broad range of applications and has been used to study 
surface-specific signals of CO adsorbed to Platinum electrodes135, surface-bound peptides121 
and DNA strands249, amyloid fibers250 as well as metal-carbonyl electro-catalysts49,251,252.  
Most conveniently, an 800 nm VIS pulse from a Ti:S amplifier is used for the up-conversion, 
which is spectrally narrowed to approximately 1 nm bandwidth (~15 cm-1) by use of an 
interference filter, for instance. Alternative methods are available for producing the up-
conversion pulse163 such as notch filters, etalons or grating-slit combinations. The spectral 
filtering stretches the pulse significantly in time and typically generates an asymmetric 
temporal profile with a single-sided exponential decay.253,254 The temporal delay between the 
IR probe and the VIS pulse is often set to zero in order to cover the complete temporal range 
of the vibrational FID for up-conversion. However, applications for non-zero delays exist as 
well for SFG spectroscopy, mostly aiming at reducing short-lived non-resonant background 
signal contributions, but such delays also alter the vibrational lineshape artificially.163,253  
It is well known from χ(2) SFG spectroscopy that the signal spectrum depends on the temporal 
shape of the up-conversion pulse.163 The single-sided exponential decay temporal profile of 
the VIS pulse leads to slight spectral distortions of a 2D SFG spectrum. This was 
demonstrated for the case of CO adsorbed to polycrystalline Platinum (Pt) electrode.135 Figure 
12 (a) and (b) show model calculations, assuming a VIS pulse profile with a 600 fs single 
sided exponential decay (panel (a)) or an infinitely spectrally narrow, continuous wave (cw) 
VIS field (panel (b)). The latter gives the direct 2D IR response, since it covers the entire 
vibrational FID. While both simulations reveal the same response in the ω1 direction, the ω3 
response is slightly broadened in Figure 12 (a). This is due to the VIS pulse acting as a 
window function on the FID.135  
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Figure 12. Effect of the LO on the shape of simulated 2D SFG spectra for CO on a Pt 
surface.135 The VIS up-conversion pulse is simulated as a single-sided exponential with decay 
time 600 fs in (a) and as cw-light in (b). Panel (c) shows a simulated 2D SFG spectrum with 
the intrinsic χ(2) SFG FID as LO. Adapted with permission from ref.135. Copyright (2011) 
National Academy of Sciences. 
 
Experimentally, a compromise has to be found between the intensity of the up-conversion 
pulse, spectral resolution and distortions of the spectra. Regarding intensity of the up-
conversion pulse, it is important that the signal intensity depends on the pulse duration.255 A 
narrower VIS spectrum results in a better frequency resolution and less spectral distortion, but 
at the same time in lower signal magnitudes. Alternative methods for up-conversion also 
exist, which directly sample the vibrational FID in the time domain.163 The latter method 
therefore circumvents spectral distortion in the ω3 axis. However, an additional temporal 
delay needs to be scanned in this case, which is time consuming and has only been 
implemented for χ(2) SFG so far. 
Initial studies of 2D SFG without an external LO beam employed intrinsic heterodyne-
detection by use of the χ(2) SFG signal, which co-propagated with the χ(4) signal in case of the 
experimental geometry depicted in Figure 8 (d).148,149 This approach leads to more 
complicated signals, whose analysis requires detailed simulations.135,146 To demonstrate this, 
Figure 12 (c) shows a calculated 2D SFG spectrum of CO on Pt with the χ(2) SFG response 
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used as intrinsic LO, instead of external (broadband) heterodyning (Figure 12 (a) and (b)). 
Since the χ(2) SFG spectrum exhibits only the spectral width of the 0-1 transition, it is not 
broad enough to cover both the 0-1 and 1-2 transitions with equal intensity. Thus, the 0-1 
response is strongly enhanced over the red-shifted 1-2 transition. This highlights the necessity 
for 2D SFG to get rid of the χ(2)-based SFG spectrum and to employ an external LO.  
An external LO beam can be generated by frequency mixing of a part of the IR light with a 
portion of the spectrally-narrowed VIS pulse in a nonlinear crystal (e.g. 5% Mg:LiNbO3).135 
This LO is then overlaid on the sample with an angle, such that the reflected LO beam 
matches the direction of the signal emission beam (Figure 8 (d)). The signal and the LO 
beams co-propagate to the detector and the delay between the two can be adjusted by a pair of 
ZnSe wedges.135 Regarding the phase-stability between the LO and the signal in SFG 
spectroscopy, realizations exist, which can be as good as only a few degrees over the course 
of up to ten hours.161  
As an alternative to the external generation of a LO field, non-resonant signals from substrates 
such as reflecting metal layers have been used as “intrinsic” LOs.119,121,249 Due to the 
instantaneous response of the metal, non-resonant background signals are temporally short 
(and thus spectrally broad), and have a defined phase with respect to the signal.256 Although 
this method is experimentally much easier compared to the implementation of an external LO, 
application of intrinsic LO fields always requires a careful validation of the phase relationship 
with respect to the signal. Phasing of the 2D SFG signal sign can afterwards be done by 
comparison with reference samples.249 Independent of that, optimization of the LO intensity 
can be used to control the signal magnitude of the heterodyned term (eqn. 10).  
In order to remove unwanted signal contributions (i.e. the χ(2)-response or light scattering), to 
speed up data acquisition, and to facilitate phasing, some 2D SFG works at solid-liquid/gas 
interfaces have employed a mid-IR pulse-shaper (acousto-optic modulator, AOM) to generate 
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phase-stable coherent pairs of pump pulses in a single IR excitation beam (Figure 8 (d)). The 
application of an AOM is beneficial since it allows facile generation of t1 delays, as well as 
easy phase-cycling for scatter-suppression and data collection in the rotating frame.135,163 In a 
pump-probe configuration, which is most commonly used, the signal beam contains both the 
sought χ(4) response as well as the χ(2) response. Due to two orders lower nonlinearity, the 
latter is much stronger than the former,135,165 but it can be eliminated by phase-cycling.135 
Alternatively, the two pump interactions may be spatially separated,257 resulting in different 
directions of the emitted χ(2) and χ(4) signals. 
The AOI as well as polarizations of the incident beams determine the signal intensity also in 
2D SFG.115,258 Typically, the IR beams exhibit a more grazing AOI (in the order of 60-75°) as 
compared to the VIS beam (Figure 8 (d)). Depending on the substrate, it is advantageous to 
use p- or s-polarized incident light in external reflection 2D SFG. For instance, intensity 
maximization on strongly polarizable substrates, such as metal surfaces, occurs for p-
polarized light121,135,249,250, while s-polarized contributions are suppressed.170,190 Contrasting to 
that, weak dielectric surfaces exhibit very low reflectivity of p-polarized light.161,258 In most 
implementations of 2D SFG at for instance solid-liquid interfaces, all pulses exhibit p-
polarization owing to the application of metal surfaces for immobilization.121,135,249,250 A full 
control of the polarization in 2D SFG is a powerful tool to study the sample orientation and 
the SFG-activity of certain modes.111,161 Note that the metal-surface selection rule (section 
2.1.1) applies for 2D SFG as well, which prevents measuring transition dipole components of 
samples that are parallel to a highly polarizable surface.121  
Compared to 3rd-order 2D IR methods, some practically relevant differences exist for 2D 
SFG. For instance, the high intensity of the incident beams, especially the VIS up-conversion 
beam, can make it necessary to spatially translate the sample in order to prevent sample 
degradation.49,119 This is particularly important for thermally susceptible samples, such as 
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biological molecules, or for substrates that absorb in the spectral region of the up-conversion 
pulse. In addition, 2D SFG requires multiple optical frequencies and at least three input 
beams, resulting in a rather complex setup. Moreover, the signal is generated in the VIS 
spectral range, which requires an about tenfold higher phase-stability between the LO and the 
signal compared to the mid-IR range. Finally, when the IR beams impinge on the sample in 
external reflection, the mid-IR beam may need to travel through an absorbing solvent. This 
reduces the IR intensity at the interface, just as in case of transmission and external reflection 
2D IR.  
Although all 2D SFG spectra from solid-liquid/gas interfaces reported so far have been 
acquired in an external reflection configuration (Figure 8 (d)), the method should in principle 
be applicable in internal reflection geometry as well, or even in a combined internal/external 
reflection scheme.50,114,258–262 It might therefore be possible in future extensions of 2D SFG to 
combine the advantages of truly surface-specific even-order spectroscopy with the benefits of 
avoiding to have to transmit the IR beams through strongly absorbing solvents. 
Despite its experimental complexity, 2D SFG has been applied for a series of substrates and 
samples. In addition to liquid/air interfaces147,148,263–269, strongly reflecting noble metal 
layers49,121,135,249–251 have most commonly been used as surfaces, either for the formation of 
organic/biological MLs, or for use as electrode surfaces. Alternatively, easy-to-functionalize 
interfaces have been employed, such as semiconductor surfaces.257 Although 2D SFG does in 
principle not require immobilization of the sample molecules at the surface, all of the reported 
studies at solid-liquid interfaces have exploited MLs that were covalently linked. To that end, 
thiol-containing linkers have been used either at evaporated metals on crystalline silicon 
wafers, or polycrystalline metal surfaces. In fact, the applicable range of samples is very 
broad, as demonstrated for 1D SFG studies.22,50,133,134,161,162,270–274 The details of all 
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experimental as well as theoretical benefits and shortcomings need to be carefully considered 
in order to evaluate whether the strictly surface-specificity of 2D SFG is required.  
 
3. Results and Discussion 
3.1. Information from 2D IR Spectra at Surfaces 
Many examples exist in literature, in which 3rd-order 2D IR was used to study molecular 
dynamics of samples in bulk solution.71,75,83–86,138,275–280 More recently, a couple of works 
have been presented, in which properties and dynamics of molecules immobilized on surfaces 
have been analyzed in a similar manner.23,50,133,134,147,148,173,174,181–183,185,263,269,274,281,282 It is of 
pivotal importance to elucidate the differences in molecular properties at interfaces compared 
to solution and relate them to the distinct properties of an interface. Here we present a first 
overview of recent examples from surface-sensitive and surface-specific 2D vibrational 
spectroscopy, which will then be discussed in more detail in the upcoming sections. 
Significant interest lies in vibrational lineshapes and the underlying mechanisms of line-
broadening.71 Besides two extreme cases of purely homogeneously and inhomogeneously 
broadened bands, much attention has been paid in 2D IR spectroscopy to the intermediate 
regime of spectral diffusion, i.e. when different oscillators under the envelope of an IR band 
interconvert in vibrational frequencies.71,103 Spectral diffusion can be caused by solvent-solute 
interactions such as hydrogen-bonding and solvent relaxation138,169,283,284, or by chemical 
exchange, energy-transfer as well as intramolecular conformational changes.91,92,181,283,285 
Determination of spectral diffusion on the timescales of sub-picoseconds up to nanoseconds at 
solid-liquid interfaces is valuable, since it reports on intra- as well as intermolecular dynamics 
of the adsorbate. Comparison of the adsorbate dynamics with reference experiments in bulk 
solution indicates the impact of the interface directly. This concept has been employed for 
different samples with mainly third-order surface 2D IR spectroscopy.173,174,181–183 A general 
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result that emerges from these studies is that the dynamics are considerably slower at the 
interface as compared to bulk solution. Impacts of surface-coverage, surface-structure or 
sample heterogeneity have been systematically investigated and report on purposely tuned 
vibrational dynamics at the interface, as shown in section 3.2.1. 
Besides spectral diffusion, a further important aspect is that 2D IR methods can measure 
intermolecular interactions, which manifest themselves as cross-peaks between different 
vibrational transitions.71 Cross-peaks are extremely valuable since they reveal the molecular 
structure due to the strong dependence of couplings and energy transfer rates on the distance 
between the corresponding molecular groups.71,92,147,285 If two vibrational modes cannot be 
described by independent potential energy surfaces, they are considered to be 
“coupled”.71,138,140 Vibrational coupling can exist between vibrations within a given molecule, 
or between vibrations of different molecules, if they are in close enough proximity. 2D IR is 
ideal to study delocalized vibrations in closely-packed molecular MLs121,249,286,287, and to 
investigate the effect of coupling in dependence of surface properties. Vibrational coupling 
between chromophores has for instance been identified in dye-sensitized systems286,287 or in 
self-assembled MLs on Au nanoparticles31, as discussed in section 3.2.3. Such interactions are 
likely to a play key-role in the performance of hybrid organic-inorganic devices in the fields 
of solar cells or heterogeneous catalysis. 
Energy transfer between different vibrations results in the appearance of 2D IR cross-peaks as 
well. Again, energy transfer can take place between vibrational modes of the same molecule 
(through IVR), but also between different molecules such as a solute and a solvent or within a 
densely packed aggregates. Responsible mechanisms of energy transfer can involve (near) 
resonance energy transfer92,281 or diffusive and ballistic transfer over sub-nm distances288–290. 
2D IR at surfaces has been used to identify energy transfer pathways at solid-liquid interfaces 
in various systems and to elucidate its impact on spectral diffusion92,173,181. Both the 
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presence287 or the absence172,173,183 of energy transfer between adsorbate molecules have been 
discussed, as shown in section 3.2.3. 
In addition to the dynamics of organic MLs on different surfaces, many recent works 
demonstrated future avenues, for which surface-sensitive 2D IR will become important. For 
example, it has been demonstrated by 2D ATR IR spectroscopy that ultrafast vibrational 
dynamics (spectral diffusion and vibrational relaxation) can be investigated in dependence of 
an electrochemical potential for adsorbates (e.g. CO) at electrode surfaces. These results are 
discussed in section 3.3. Another development is the use plasmonic structures to increase the 
signal strength and to improve surface-sensitivity. We refer here specifically to aggregates of 
plasmonic nanoparticles31,172,173,175,176 as well as to more elaborate versions with explicitly  
tunable nano-antennas291. These approaches allow ultra-sensitive 2D IR spectroscopy at 
interfaces with signal enhancement of up to more than four orders of magnitude. In addition 
to this, strong near-field enhancement even enables multi-quantum IR excitations, which can 
be relevant for studying highly-excited vibrational states of adsorbates, as discussed in section 
3.4.177  
Another extension of surface-sensitive 2D IR aims at expanding the dynamical information to 
excited electronic states. This is done by adding an actinic UV/VIS pump pulse to a third-
order 2D IR sequence in transient 2D IR spectroscopy. For instance, the charge-transfer 
dynamics between a dye and a substrate used in dye-sensitized solar cells has been 
investigated.292 It has been shown that different binding configurations of the dye at the 
semiconductor surface exhibits different charge-injection efficiencies. This is expected to 
have a great impact on the deeper understanding of dye-sensitized solar cells, as discussed in 
section 3.5.  
 
3.2. Ultrafast Dynamics of Adsorbates 
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3.2.1. Spectral Diffusion at Solid-Liquid/Gas Interfaces 
3.2.1.1. Alkyl Monolayers Equipped with Metal-Carbonyl Headgroups 
Extensive work on ultrafast vibrational dynamics of immobilized metal carbonyl complexes 
has been conducted by Fayer et al., who applied third-order BOXCAR 2D IR spectroscopy in 
transmission and in external reflection geometry. These experiments demonstrated that 
standard third-order 2D IR exhibits a high enough sensitivity to measure ultrafast vibrational 
dynamics from only ML thin samples. Transition-metal carbonyl complexes, as the ones 
employed in these studies, are widely known as catalysts for various chemical 
processes.40,293,294 Concerning IR spectroscopy, such compounds offer the benefit of distinct 
and experimentally easily accessible vibrational bands, which sensitively respond to 
environmental changes. They have a high extinction coefficient along with vibrational 
lifetimes that are long enough to measure spectral diffusion over several tens of picoseconds.  
In a series of papers, spectral diffusion dynamics of metal carbonyl headgroups embodied in 
different variants of self-assembled MLs have been investigated. The investigations 
systematically determined the impact of numerous experimental parameters on spectral 
diffusion, such as different solvent environments182, surface coverages23,183 , surface-structure 
and morphology23,170, or the distance of the headgroup from the surface185. Figure 13 shows 
examples of different surface compositions used in these studies.23  
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Figure 13. Structural variations of MLs studied with transmission BOXCAR 2D IR 
spectroscopy. (a) Scheme of the headgroup fac-Re(Phen)(CO)3Cl. (b) A model for a ML with 
full coverage (100%). (c) A model for reduced surface coverage (50-25%), prepared from 
mixed ML of C3 and C11 alkyl chains. (d) A model for a ML with lowest surface coverage 
(15%). Adapted with permission from ref.23. Copyright (2015) American Chemical Society. 
 
In a first report, the ultrafast dynamics of the Re-carbonyl headgroup in a ML with a C11-
chain as a spacer between the headgroup and the surface was investigated (Figure 13 (a) and 
(b)) and compared to dynamics of only the headgroup (without the C11 chain) in bulk 
solution,181 see Figure 14. Depending on experimental conditions, the headgroup dynamics 
are significantly different. For instance, bare MLs without any contact to solvent molecules 
(Figure 14 (a)) or MLs in contact with a solvent (CHCl3) (“wet”, Figure 14 (b)) show strongly 
elongated lineshapes of the GSB/SE (red-yellow) along the diagonal at early population times 
(0.5 ps), which evidence a large degree of inhomogeneity of the sample. The ML signals are 
drastically different from what is observed for the headgroup in bulk CHCl3 (Figure 14 (c)), 
where the anti-diagonal width of the 2D IR band is significantly larger. The anti-diagonal 
width reports on the relative contribution of homogeneous line-broadening to the total 
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(diagonal) linewidth71, indicating a largely homogeneous line broadening mechanisms in the 
latter case. Moreover, the signals from bare and wet MLs exhibit only very minor evolution in 
lineshapes with increasing population delay. Again, this is in sharp contrast to the bulk 
solution sample, where the signals evolve from slightly elongated signals to almost circularly 
shaped 2D IR signals within a few picoseconds after excitation, (c).  
 
Figure 14. Transmission BOXCAR 2D IR spectra (GSB/SE) of the symmetric carbonyl 
stretching mode a fac-Re(Phen)(CO)3Cl headgroup in different environments at indicated 
waiting times. (a) The headgroup incorporated in a bare ML (no solvent), and (b) in a 
solvent-incubated ML (CHCl3, “wet”). MLs were formed from C11 alkyl-chains attached to 
silica surfaces. (c) The same from solely the headgroup (no C11-chain) as a bulk solution 
sample. Adapted with permission from ref.181. Copyright (2011) AAAS.  
 
The central quantity used in the studies of ultrafast spectral diffusion is the center line slope 
(CLS) as a function of population delays.181 The CLS is a measure of spectral elongation of 
2D IR signals along the diagonal and therefore reports on structural heterogeneity of the 
sample. The temporal evolution of the CLS moreover resembles the normalized frequency-
frequency correlation function.295 A close analysis of the CLS dynamics extracted from the 
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2D IR signals of Figure 14 quantified that the structural dynamics slows down by a factor of 5 
upon immobilization of the headgroup in a wet ML, and even more by a factor of 15 when the 
solvent is removed, i.e. the bare ML.181 These differences between all three samples showed 
for the first time that both the structural dynamics of the ML as well as the solvent molecules 
are considerably slowed down at the interface. It is noteworthy, however, that even an 
immobilized and bare ML sample is not static, but exhibits inherent structural fluctuations on 
timescales of much less than a nanosecond. This is still significantly faster compared to for 
instance structural fluctuations in (pseudo)nematic domains of liquid-crystal samples with 
aromatic chain-structures.296,297 MD simulations of structural fluctuations of similar aliphatic 
MLs with Re-carbonyl headgroups later on revealed that strong contributions to the structural 
fluctuation originate from dihedral flips in the aliphatic chains as well as flips in the triazole 
ring structure.170 This indicates a high degree of structural flexibility in the chains even in the 
ML. 
The systematic manipulation of the surface-composition of the MLs revealed clear trends in 
the spectral diffusion of the headgroup, which were largely attributed to motions of the alkyl 
chains in the absence of a solvent.23 Figure 15 shows the decay of the CLS obtained from 2D 
IR spectra from samples with different surface-coverages of the headgroup. Experimentally, 
the headgroup surface-concentration has been controlled either by preparation of mixed MLs 
from short-chain and long-chain aliphatics (50-25%, Figure 13 (c)), or even further (15%, 
Figure 13 (d)) by an independent attachment procedure using a mono-chlorsilane linker.23 By 
use of short- and long-chain mixed MLs, these experiments aimed at elucidating the effect of 
collapsing ML structures due to a local perturbation of the chain conformation. In the range of 
100 – 50 % surface coverage (Figure 15, black/red), the dynamics can be described well by a 
single exponential decay and slows down only mildly when reducing the coverage. However, 
a breakup in two different timescales of spectral diffusion was observed for surface-coverages 
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below 50 % (blue and green). Here, exponential fitting required the introduction of a constant 
offset, which reflects a seemingly static process that much slower than the accessible 
experimental timescale, i.e. >> 80 ps. The increasing offset contribution with decreasing 
surface coverage was explained by collapsing ML structures at lower surface coverages 
(Figure 13 (c) and (d)), which resulted in high energetic barriers for the interconversion of 
chain structures.23  
 
Figure 15. Center line slope (CLS) evolution in dependence of population delay (Tw) for the 
ML samples depicted in Figure 13 as bare ML. 100% coverage of the headgroup (black 
points), 50% coverage of the headgroup (red points), 25% of the headgroup (blue points), 
15% coverage of the headgroup (green points). Symbols represent experimental data, while 
solid lines represent experimental fits. Adapted with permission from ref.23. Copyright (2015) 
American Chemical Society. 
 
A similar slowdown of spectral diffusion with decreasing surface-coverage of the Re-carbonyl 
headgroup was observed by Fayer et al. on single-crystalline Au surfaces by use of R-2D IR 
spectroscopy, albeit with less drastic differences (Figure 16).170 In this case, the effect was 
attributed solely to the dilution of the Re-carbonyl headgroups while keeping an overall 
upright orientation of both the labelled and the non-labelled C11 chains intact. The effect is 
thus distinctively different from the collapsing ML structures discussed in Figure 13 and 
Figure 15: Experimental data and accompanying MD simulations suggested that subtle 
structural defects are induced in the backbone structure of the C11 chains (Figure 16),170 
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Experimental data (red) and simulated (blue) spectral diffusion dynamics for 40% (HGhigh (a)) 
and 20% headgroup surface-coverages (HGlow (b)) demonstrated that the presence of the Re-
carbonyl headgroup causes an increasing amount of gauche-defects in the long alkyl chains 
along with triazole ring flips. These structural changes slightly (about 15%) accelerate the 
conformational fluctuations of the headgroup, which manifest themselves by an increased 
spectral diffusion rate. Such small effects can be better investigated on a mono-crystalline 
surface, which has a significantly smaller number of structural defects as compared to MLs on 
rough sputtered surfaces.19,170  
 
Figure 16. Normalized CLS dynamics from R-2D IR spectroscopy of MLs on Au surfaces. (a) 
HGhigh refers to a high headgroup density, whereas (b) HGlow refers to a low headgroup 
density. Red and blue solid circles correspond to experimental and simulated data points (MD 
simulations). Solid lines correspond to exponential fits with indicated time constants. Adapted 
with permission from ref.170. Copyright (2016) National Academy of Sciences. 
 
In addition to the ultrafast dynamics, spectral band positions of the IR labels also change upon 
adsorption (Figure 14) and in dependence of surface coverage.23,170 This effect has been 
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attributed to the vibrational Stark effect298,299, caused by interactions of a given molecular 
dipole with the total electric dipole field generated by all surrounding headgroups. As the 
surface-coverage is increased, the total electric field at each headgroup increases as well, 
thereby causing a frequency shift. Since the headgroups of the molecules fluctuate, the total 
electric dipole fields also become time-dependent, causing spectral diffusion.23,170 
As the headgroup often is the part of a molecule, which is of chemical or physical importance 
for the application of a ML, another important aspect is its distance to the surface, since the 
substrate might impact the chemical properties of the headgroup. In this context, it is known 
that long hydrocarbon chains tend to form well-ordered MLs by extensive hydrophobic 
interaction between the aliphatic chains.19,20 As such, the structural dynamics of the ML is 
expected to depend on chain length of the spacer between the headgroup and the surface, 
which has indeed been observed experimentally (Figure 17). A significantly slower timescale 
of spectral diffusion was observed for MLs with short alkyl-chains (C3, blue) as compared to 
long chains (C11, red), which was attributed to the lower number of internal degrees of 
freedom and the more rigid structure of the short alkyl chains.185  
 
Figure 17. CLS evolution of the symmetric carbonyl stretching mode of a fac-
Re(Phen)(CO)3Cl headgroup in bare MLs with different chain lengths of 3 (C3, blue) and 11 
(C11, red). Symbols represent experimental data, while solid lines represent experimental fits 
with indicated time-constants. Adapted with permission from ref.185. Copyright (2014) 
American Chemical Society. 
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Furthermore, detailed investigations have been performed on the impact of different chemical 
environments on the MLs, e.g. different solvents in contact with the MLs.182 As a general 
observation, interaction of the MLs with solvents accelerated spectral diffusion of the 
headgroups. Strongly interacting solvents also evoked a separation of timescales for structural 
dynamics within the ML and solvent-related spectral diffusion, revealing multi-exponential 
spectral diffusion dynamics.185  
 
3.2.1.2. Organic Monolayers with Weakly Absorbing IR Headgroups 
The metal carbonyl groups exhibit extinction coefficients, which are among the highest 
available for IR-labels (ε > 103 M-1 cm-1).181 Such high values facilitate the detection of 
nonlinear signals from a small numbers of molecules. Exploiting enhanced optical near-fields 
from thin metal layers (which will be discussed further in section 3.4) in 2D ATR IR 
facilitates the investigation of also vibrational labels with much smaller extinction 
coefficients.176,177 Figure 18 shows examples of 2D ATR IR spectra obtained for vibrational 
headgroups with different extinction coefficients, i.e., (a) and (b) an azide group (-N3) with 
ε ≈ 550 M-1cm-1, and (c) and (d) a selenocyanate group (-SeCN) with ε ≈ 100 M-1cm-1, 
attached to different aliphatic or aromatic organic backbones and immobilized on an ultrathin 
(average thickness 1 nm) noble metal layer (Au or Ag). Such IR-labels are highly sensitive to 
their chemical environments and are widely used in ultrafast IR spectroscopy.60,296,297,300–302 
Their vibrational lifetimes, N3 (~1.5 ps) << SeCN (~200 ps),173,174,296,297,300,303 allow 2D IR 
measurements on a broad range of timescales, i.e. between a few picoseconds and up to a few 
hundreds of picoseconds. Spectral diffusion dynamics of MLs with such functional groups 
have been studied at noble metal surfaces in different chemical environments. It was shown 
that also at noble metal layers, vibrational lineshapes are dominated by inhomogeneous 
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broadening (Figure 18).173,174 Similar to metal carbonyl samples, spectral diffusion was found 
to be much slower at interfaces as compared to isotropic samples by factors ranging between 
three to 20, depending on the chemical nature of the environment and the structure of the 
MLs.173,174  
 
Figure 18. 2D ATR IR spectra at the indicated population delays for (a) and (b) 2-
azidoethanthiol (2N3) on 1 nm Au immersed in Acetonitrile, (c) and (d) para-
mercaptophenylselenocyanate (p-PhSeCN) on 1 nm Ag immersed in Methanol. Blue signals 
correspond to GSB/SE, while red signals correspond to ESA. Panels (a) and (b) are adapted 
with permission from ref.173. Copyright (2015) AIP Publishing LLC. 
 
In contrast to the spectral diffusion dynamics, vibrational relaxation with lifetimes varying by 
only about ± 25% is not strongly dependent on the immobilization process, as demonstrated 
by several studies from all employed 2D IR methods.121,173,174,176,182 This mild variation was 
interpreted by the weak interaction between the substrate and the headgroups. Thus, energy-
transfer to the substrate is inefficient, and dominant vibrational relaxation occurs via IVR or 
energy transfer to the solvent environment. 
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3.2.1.3. Monolayers of Small Molecules 
In addition to organic MLs equipped with different IR labels, strong interest also exists in the 
characterization of the vibrational properties of small molecules with only few atoms, such as 
carbon monoxide (CO)89,135,172,304, adsorbed hydrogen89,305–307, pseudo-halides (e.g. CN-) 
90,308–310, or water50,52,311–314. These adsorbates are important in heterogeneous catalysis and 
also allow one to address fundamental questions of substrate-adsorbate coupling and energy 
transfer. Small molecules often adsorb on metal surfaces via strong covalent bonds, which 
may significantly change their electronic properties, giving rise to frequency shifts and 
changes in the transition dipole moment.130,315 They frequently exist in different binding 
configurations on the surface, which can be distinguished spectroscopically.  
Similar to organic MLs, 2D IR signals of adsorbates from small molecules can reveal ultrafast 
spectral diffusion dynamics. Figure 19 shows 2D ATR IR spectra of CO adsorbed from 
aqueous solutions onto different types of metal surfaces, i.e. ultrathin (sub-nm) (a) Pt layers 
and (b) Gold/Palladium (Au/Pd, 80:20) alloys. CO exhibits spectral diffusion dynamics that 
are much faster (~6 ps, Figure 19 (c)) than those of organic ML systems (Figure 15 and 
Figure 17).172 It is believed that spectral diffusion of surface-bound CO originates 
predominately from hydrogen-bond interactions with water molecules.172 On the other hand, 
spectral diffusion is still rather slow as compared to typical timescales of, e.g. organic 
carbonyl compounds in water (< 2 ps).80,283,316 This again indicates a rather confined nature of 
the water layer at the metal surface, slowing down the dynamics by hindered rotations or 
changes in hydrogen-bond strengths. 
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Figure 19. 2D ATR IR spectra of CO adsorbed to (a) Pt nanoparticles and (b) Au/Pd alloys 
on a CaF2 ATR substrates at a population delay of 0 ps. Blue signals correspond to GSB/SE 
while red signals are due to ESA. Linearly-bound CO is observed with frequencies 
> 2000 cm-1, while bridged-bound CO is observed at ~1975 cm-1 for Au/Pd and lies outside 
the observation window for Pt (~1820 cm-1).195 (c) Spectral diffusion dynamics characterized 
by the CLS between GSB/SE and ESA signals. Circles correspond to experimental values, 
while solid lines are exponential fits including a static offset. Adapted with permission from 
ref.172. Copyright (2014) American Chemical Society.  
 
3.2.1.4.  Spectral Diffusion at Liquid-Gas Interfaces 
Also fourth-order 2D SFG may be used to investigate spectral diffusion, which has been 
demonstrated for water-air147,148,263, water-lipid264,265, water-surfactant266–268 or salt-water-air 
interfaces269. The strength of fourth-order 2D SFG spectroscopy lies in the fact that such 
systems can also be investigated, in which the sample molecules are not linked covalently to 
the surface, owing to the true surface-specificity of the method (section 2.1.2). Both 
homodyne (without LO) and heterodyne-detected (with LO) 2D SFG has been used for that 
purpose.147,148,263 Of particular interest is the impact of an interface on the intermolecular 
interactions and dynamics of water molecules.147,263 For example, Figure 20 shows 
homodyne-detected 2D SFG spectra of the D2O-air interface (white lines are the CLS) in the 
spectral region of the ground-state bleach of the OD-stretching bands at a series of population 
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delays together with the retrieved temporal evolution of the CLS (lower right panel).147 The 
measurements show a rapid loss of spectral correlation on the sub-picosecond to picosecond 
timescale for surface water, which is, however, slower than in bulk water317. Isotope-dilution 
experiments were employed to proof that intermolecular energy transfer is the only relevant 
mechanism for spectral diffusion at the interface, and not the structural mobility of the water 
molecules. On the basis of a modified Förster-theory for resonant energy transfer at an 
interface with only one hemisphere of acceptor molecules, the experimentally observed 
temporal evolution could be modelled successfully without incorporating free fitting 
parameters (black line in the lower right panel).147 It was inferred that the reduced number of 
water molecules at the interface alters the probability for intermolecular energy transfer, 
thereby slowing down the spectral diffusion.  
 
Figure 20. Homodyne-detected 2D SFG data of the D2O-air interface at (a) 0 fs, (b) 300fs 
and (c) 2100 fs. White lines correspond to the CLS for the GSB signal of the OD-stretch 
vibration. (d) Shows the spectral diffusion dynamics obtained from the CLS at different 
waiting times. The solid, black line is based on a Förster energy-transfer model (the 
uncertainty from the Förster radius is indicated by the shaded region). Adapted with 
permission from ref.147. Copyright (2011) Nature Publishing Group. 
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Heterodyne-detected 2D SFG has been employed afterwards to study spectral diffusion at 
H2O-air interfaces, resolving both the GSB and ESA features of the OH-stretching vibration 
(Figure 21). From the evolution of the nodal slope (black line ≡ experimental data, green line 
≡ linear fit), a time constant for spectral diffusion of about 250 fs has been deduced.263 The 
slowdown of the spectral diffusion with respect to bulk water317 is very close to the expected 
factor of two, which is again explained by only half the number of adjacent molecules at the 
interface to which energy can be transferred.263 The differences in dynamics between the D2O 
and H2O data (Figure 20 and Figure 21) are the result of lower transition dipole moment of 
the former, which results in a lower rate for intermolecular energy transfer.147 Overall, the 
sub-picosecond energy-transfer dynamics of surface-water are more than one order of 
magnitude faster when compared to the structural dynamics of organic MLs discussed above. 
This reflects the persistent strong coupling of water even at the water-air interface, which 
results in energy transfer dynamics that are faster than the structural dynamics.147 
 
Figure 21. Heterodyne-detected 2D SFG spectra of the water (H2O)-air interface at indicated 
population delays in the spectral region of the OH-stretch vibration. GSB/SE signals are 
shown in red, while ESA signals are shown in blue. Linear fits (green) to nodal slopes (black 
lines) have been used to determine spectral diffusion. Adapted with permission from ref.263. 
Copyright (2014) John Wiley and Sons. 
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The dynamics of surface water at liquid-air interfaces have also been studied dependent on the 
presence of either positive or negatively charged surfactants.265,266,268,318 For instance, 
positively charged interfaces, generated by using Langmuir MLs of the cationic surfactant 
(cetyltrimethylammonium bromide (CTAB), Figure 22), have been investigated by use of 
heterodyne-detected 2D SFG. In this case, isotope diluted water has been used (HOD/D2O) in 
order to eliminate the otherwise existing double band structures in the SFG spectrum of 
surfactant-water interfaces, which has been attributed to either Fermi-resonances or multiple 
water species.263,266,268 Spectral diffusion is only slightly slower (~300 fs) than for the 
uncharged water-air interface (~250 fs, Figure 21). However, the cationic surfactant 
introduces a high degree of structural inhomogeneity in the surface-water, reflected by a 
comparatively high CLS value (black line) at early population times (0 ps). These 
experiments have demonstrated that the presence of surface-charge does not significantly alter 
the spectral diffusion dynamics of surface water.  
 
Figure 22. 2D SFG spectra in the OH-stretch region of the CTAB/(HOD in D2O) interface at 
the indicated population delays. Black points indicate the center frequencies for specific pump 
frequencies, which are used to construct the CLS (black lines) of the GSB/SE signal (red). 
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Blue signals indicate ESA bands. Adapted with permission from ref.268. Copyright (2015) AIP 
Publishing LLC. 
 
3.2.1.5. Summary on Spectral Diffusion Dynamics at Surfaces 
As a general result from different sample systems, spectral diffusion is significantly slowed 
down at interfaces as compared to bulk solution. The examples furthermore demonstrate that 
different contributions to the ultrafast dynamics can be disentangled by comparative studies of 
the samples under different experimental conditions. The effect of the substrate, the inherent 
intramolecular contributions as well as the chemical environments have been studied in detail. 
Experiments even at low coverage (< 20%) are possible with the currently employed methods. 
The range of IR labels, which have been used, is broad, ranging from strongly absorbing 
metal carbonyls to labels with lower extinction coefficients, such as azides or nitriles and 
selenocyanates. The employed IR labels all absorb in a similar range of vibrational 
frequencies (~2300 – 1900 cm-1), which is beneficial from an experimental point of view due 
to the low water absorption in this range. However, there is no intrinsic limitation that would 
not allow one to extend the technique over the entire spectral range of organic functional 
groups of interest (3500 – 1000 cm-1). This has consequently been demonstrated by 
applications to OH and OD oscillators at liquid-gas interfaces. 
 
3.2.2. 2D SFG for Studying Orientation of Functional Groups 
3.2.2.1. Theoretical Considerations 
Adsorbed molecules can orient with respect to the interface by different types of interactions 
with the surface. Such orientational effects can be investigated very sensitively by 2D SFG, 
since both the signal magnitudes and the signal sign are strongly dependent on molecular 
orientation (see also section 2.1.1). Zanni et al. have investigated in detail the impact of 
orientation of functional groups in 2D SFG.111,121,249 Their studies emphasize the benefit of 
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fourth-order 2D SFG over second-order SFG via observable cross-peaks, which can appear 
between coupled oscillators or via energy transfer.  
Figure 23 shows a theoretical case study of 2D SFG spectra (assuming that all pulses are p-
polarized) of two coupled modes with frequencies ωa and ωb and different relative 
orientations and different absolute orientations with respect to the surface normal. Only 2D 
SFG spectra from rephasing response pathways have been considered for simplicity.111 If the 
modes are coupled and aligned in parallel (Figure 23 (a), left panel), two sets of diagonal and 
cross-peaks appear in the 2D SFG spectrum with similarly high intensity. However, if the 
modes exhibit the same absolute orientation relative to the normal, but 90° relative to each 
other (Figure 23 (a), right panel), the diagonal peaks persist but the cross-peaks are strongly 
diminished. This is not due to a change of coupling between the modes, but originates from 
changes in the signs of distinct elements of the χ(4) tensor, which cause partly destructive 
interference between response pathways.111 The two cases demonstrate that cross-peak 
intensities relative to diagonal peaks can be used to determine the relative orientation of 
functional groups.  
An additional effect comes into play when the orientational flexibility of functional groups is 
taken into account (Figure 23 (b), left panel). This is most prominent if the two transition 
dipoles enclose an angle of 90°, and the ωb mode is isotropically distributed in angles ψ, in 
which case the corresponding diagonal peak averages out due to the changing sign of the 
signal with orientation.111 Consequently, the ωb mode is invisible in 2D SFG (Figure 23 (b), 
left panel). If, alternatively, ωa and ωb modes point in opposite directions, both diagonal 
peaks show up with opposite signs (Figure 23 (b), right panel).  
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Figure 23. Impact of orientation in 2D SFG with all p-polarized pulses and rephasing 
pathways. Two coupled vibrations with frequencies ωa and ωb are oriented with respect to 
the surface normal n as sketched above the 2D SFG spectra. (a) Both vibrations have the 
same angles relative to the normal, but different angles with respect to each other. The top 
panels show second-order SFG spectra, which are identical, but the cross-peak intensity 
depends on relative angle between ωa and ωb. (b) Effect of orientational averaging in ψ of 
mode ωb. Mode ωa lies along the rotation axis. In the left panel, the ωb diagonal signal is 
averaged out, since it is isotropically oriented in ψ. Cross-peaks between ωa and ωb are still 
visible. In the right panel, ωb is not completely averaged out. Note the different signs of the 
diagonal peaks, which stem from opposite (average) orientation with respect to the surface. 
Adapted with permission from ref.111.Copyright (2013) American Chemical Society. 
 
Interestingly, weak cross peaks may still persist despite the fact that the corresponding 
diagonal peaks disappear due to isotropic averaging (Figure 23 (b), left panel). Hence, an 
SFG-inactive, isotropic distribution of modes (ωb) can still result in a 2D SFG signal at cross-
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peak positions through coupling with an SFG-active mode (ωa). This effect has been used to 
determine the orientation and structure of surface-bound oligo-nucleotides249 or peptides121 on 
Au surfaces, as discussed further below. Independent of that, a vibrational mode can also be 
invisible to SFG because of its Raman-inactivity (section 2.1.1),111 but again, such a mode 
may contribute to 2D SFG spectra via a cross-peak as long as it interacts with the first three 
IR fields in the 2D IR sequence. This effect has been exploited in homodyne detected 2D SFG 
on Raman-inactive CH2 modes in organic MLs at the water air interface.146,149  
 
3.2.2.2. Practical Applications 
As an example for the use of 2D SFG to determine molecular orientation, oligonucleotides on 
an Au surface have been investigated.249 Such samples are of interest in the fields of 
molecular recognition and drug delivery.319–321 Figure 24 (a) shows a 2D SFG spectrum of a 
poly(thymine) ML with a chain length of 25 nucleotides on Au in the spectral region of 
mainly the C=O and C=C stretching vibrations. The 2D SFG spectrum exhibits diagonal 
peaks from the 0-1 transitions (Ti) and 1-2 transitions (Oi) along with cross-peaks (Cij) 
between the different modes i and j. Note the inversion of sign of the diagonal peaks T1 vs. 
T2, which reflects the opposite orientation of the corresponding groups relative to the surface 
(see Figure 23). Intra-base cross-peaks (C21 and C23) are observed, for which the C23 peak 
lacks a diagonal counterpart (i.e. T3), which has been attributed to orientational averaging.249 
The presence of this cross-peak has thus been taken as an experimental indication for the 
theoretical prediction shown in Figure 23 (b).  
As a second important observation, a distinct off-diagonal feature (i.e. C11) could not be 
explained by coupling between any of the modes T1-T3. Also the C11 cross-peak has no 
diagonal counterpart and was thus suggested to report on a previously unresolved inter-base 
coupling between bright and dark T1 modes of neighboring thymine bases, induced by base-
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stacking.249 This interpretation has been confirmed by DFT calculations of a reduced model 
system with four thymine bases (Figure 24 (b)), from which an excitonic Hamiltonian has 
been deduced that describes the inter-base coupling. From this model, the experimental 2D 
SFG spectrum could be reproduced qualitatively (Figure 24 (c)), including the C11 cross-peak. 
From the observed inter- and intra-base cross-peaks in the 2D SFG spectrum and the 
theoretical model, the absolute orientation of the oligo(thymine) chain with respect to the Au 
surface could be determined, as well as the relative orientation between bases. An in-depth 
comparison of 2D SFG data from different samples was furthermore used to show that the 
order in the poly(thymine) chains increases with chain-length over a range of up to 25 
nucleotides. 
 
Figure 24. (a) 2D SFG spectrum of poly(thymine) (dT)25SH at a population delay of 0 fs in 
the spectral region of the carbonyl-stretching vibrations. (b) A molecular model with four 
stacked and coupled bases on an Au surface. (c) Simulated 2D SFG spectrum for the model 
shown in (b), which qualitatively describes the experimental spectrum in (a). Adapted with 
permission from ref.249. Copyright (2015) American Chemical Society. 
 
3.2.2.3. Summary on Orientation at Surfaces 
The discussed example demonstrates the extraordinary sensitivity of 2D SFG to determine 
both the absolute orientation relative to the surface and the relative orientation between 
modes. The results have been supported by similar observations made for peptides on Au 
surfaces.121 The same level of orientational resolution can probably not be achieved with 
third-order 2D IR techniques, since in that case only the signal magnitude, and not its signs, 
depends on orientation. Although most reported 2D SFG studies so far employed all pulses 
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with p-polarization, other polarization condition should enhance the orientational resolution 
power even more.111 For instance, the cross-peak intensity might be increased relative to often 
dominating diagonal peaks,111 in analogy to what has been implemented for third-order 2D 
IR322. Note, however, that (i) s-polarized components of the incident light are diminished in a 
reflective geometry on metal surfaces (section 2.1.3) and (ii) also for 2D SFG the “surface 
selection rule” (section 2.1.1) applies, which prevents measurements on vibrations with 
transition dipole moments oriented parallel to the surface of immobilization.   
 
3.2.3. Vibrational Coupling and Energy Transfer at Interfaces 
Since molecules in a ML are in very close proximity, one might expect to observe 
intermolecular interactions via 2D IR cross-peaks between vibrational modes of different 
molecules, induced by either direct coupling119,121,249,286,287 or by excitation energy 
transfer92,173,181,183. The search for such cross-peaks has been expedited with all currently 
available methods for 2D surface vibrational spectroscopy. The interest in intermolecular 
cross-peaks is reasoned by the fact that the underlying interactions are strongly distance and 
orientation-dependent.71 Cross-peaks and their dynamics should therefore be a measure of 
intermolecular structure. 
As a first example, third-order transmission 2D IR studies on organic capping layers of 
isolated Au nanoparticles have shown that vibrations on different molecules in a ML can 
indeed couple.31 Figure 25 shows 2D IR spectra of symmetric (υs) and anti-symmetric stretch 
vibrations (υa) from a carboxylate group (COO-) of either acetate dissolved in bulk 
D2O/NaOD ((a) and (c)) or as a ML of marcaptoundecanoic acid (MUA) on Au nanoparticles. 
Both the υs and υa exhibited only a single band in bulk solution (unbound, Figure 25 (a) and 
(c)) with GSB/SE (blue) as well as ESA contributions (red). In contrast, the vibrations are 
coupled within the ML due to close packing of the long (C11) alkyl-chains, manifested by a 
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splitting of the υs band into a doublet structure (at 1450 cm-1 and 1420 cm-1, Figure 25 (b)). 
Moreover, cross-peaks appear between the two bands in the 2D IR (indicated by an arrows), 
which were attributed to excitonic coupling of the υs modes on the ML. Interestingly, the υa 
band remains uncoupled even though the same functional groups contributes to the signal 
(Figure 25 (c) and (b)). This suggests that the coupling mechanism is strongly dependent on 
the orientation of the transition dipole moment, which is different for the υa and υs bands. 
 
Figure 25. Observation of excitonic coupling in a ML on Au nanoparticles. (a) 2D IR 
spectrum of the symmetric stretch vibration υs from acetate dissolved in bulk solution 
(unbound). (b) 2D IR spectrum of υs in a mercaptoundecanoic-acid (MUA) ML on Au 
nanoparticles. (c) and (d) same as (a)/(b), however, for the asymmetric stretch vibration υa. 
Cross-peaks (arrows) appear only for υs of MUA ML on Au nanoparticles. All measurements 
were performed at a population delay of 300 fs in D2O/NaOD as a solvent to deprotonate the 
carboxylic acids. Adapted with permission from ref.31. Copyright (2013) John Wiley and Sons. 
 
Interactions between adsorbate molecules is far from universal in MLs and can strongly 
depend on the functional group under study, despite the close packing of molecules. For 
instance, 2D ATR IR signals from the azido-groups in MLs of 11-azidoundecanthiol (11N3) 
on an Au surface have not revealed any indication of excitonic coupling.173 Excitation energy 
transfer between neighboring azide labels has been ruled out as well with the help of isotope-
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dilution experiments. Isotope-dilution is a preferred tool to study the interaction of adsorbates, 
since the chemical properties of the ML is not changed. To illustrate this, Figure 26 (a) and 
(b) shows 2D ATR IR spectra of all-15N (2027 cm-1) and all-14N (2095 cm-1) terminated MLs 
co-adsorbed with a ratio of 2.4:1 at early (0.15 ps) and at late (3 ps) population delays. No 
cross-peaks can be detected, indicating the absence of vibrational excitation energy transfer. 
Due to the spectral separation of the 15N and 14N bands, such energy transfer would have to be 
non-resonant. But also resonant (e.g. Förster-type) excitation energy transfer can be ruled out, 
since the spectral diffusion dynamics of the isotope-mixed (MML) samples is the same as that 
of the isotope-pure samples (ML, Figure 26 (c)).  
 
Figure 26. Absent excitation energy transfer in mixed MLs (MML) of isotope-labelled (all-14N 
(11N3) vs. all-15N (11N3*)) 11-azidoundecanethiol. (a) and (b) 2D ATR IR spectra of a 1:2.4 
mixed ML at early (0.15 ps) and late (3 ps) population delays. (c) CLS decay curves of both 
peaks in the 2D IR spectrum (11N3 (MML) and 11N3*(MML)) compared to an isotope-pure 
sample (11N3 (ML)). Symbols are experimental data while red lines correspond to single 
exponential fits including an offset. Adapted with permission from ref.173. Copyright (2015) 
AIP Publishing LLC. 
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The same observation has been reported for MLs with Re-carbonyl headgroups with different 
surface coverages on a SiO2 surface.183 In that case, C11-chains with and without Re-carbonyl 
headgroups were co-immobilization on the surface, without any change in the spectral 
diffusion kinetics in dependence on surface coverage of the labelled compound. Energy-
transfer or coupling between different molecules is thus not always present in a ML, probably 
since the interaction between the adsorbates requires distinct chemical or electrostatic effects, 
which strongly depend on the chemical nature of the sample. 
In another example of a Re-carbonyl without any spacer between the headgroup and the linker 
(Figure 27 (a)), on the other hand, energy transfer between adjacent molecules was indeed 
observed.286,287 This type of molecules undergoes charge-injection into a semiconductor 
substrate after VIS photo-excitation.323 It has been suggested that the dyes form domains of 
mono-, di- and trimers on a sapphire surface, which are identified by multiple peaks the 2D IR 
spectrum. Initially (0 ps, (b)), only GSB/SE and ESA diagonal peaks (red) exist in the 
transmission 2D IR signal, which correspond to the different dye aggregates. Increasing 
population delays, however, reveal cross-peaks (dashed circles in Figure 27 (c) and (d)), 
indicating excitation energy transfer among the adsorbate molecules.  
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Figure 27. Third-order transmission 2D IR reveals interaction of Re-carbonyl dyes on 
sapphire substrates. (a) Structure of the employed dye. (b) – (d) Waiting time dependence of 
the 2D IR spectra; the dashed circles indicate the formation of a cross-peak. Adapted with 
permission from ref.287. Copyright (2015) AIP Publishing LLC. 
 
Vibrational coupling and energy transfer has also been investigated at a charged liquid-air 
interface by use of 2D SFG spectroscopy,266 revealing intermolecular interactions between 
non-immobilized molecules in the vicinity of the interface. Figure 28 shows homodyne-
detected 2D SFG spectra of water in contact with a surfactant (sodium dodecyl sulfate, SDS). 
Two diagonal peaks are clearly observed, which are assigned to water molecules directly 
hydrogen-bonded to SDS (2510 cm-1) and aligned water molecules below the surfactant 
(2380 cm-1). The cross-peaks between the two sub-ensembles of water molecules reveal an 
ultrafast energy transfer process. The different intensities for the upper and lower diagonal 
cross-peaks were suggested to originate from different transfer efficiencies between the two 
subsets of water molecules, possibly including entropic contributions, which make transfer in 
one direction more likely than in the other direction. These experiments thus gave 
unprecedented insight into the mechanisms with which different water molecules can interact 
near charged surfaces. 
 
Figure 28. Homodyne-detected 2D SFG spectra of the water-surfactant interface (SDS) in the 
spectral region of the OD-stretching vibration at population delays of (a) 0 fs, (b) 150 fs, and 
(c) 500 fs. Upper and lower diagonal peaks correspond to water molecules in contact with 
SDS versus aligned water molecules below the surfactant, respectively. The cross-peaks 
report on an energy-transfer between these species. Adapted with permission from ref.266. 
Copyright (2015) American Chemical Society. 
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3.2.4. Substrate-Adsorbate Interactions 
The interaction of an adsorbate from Re(diCN-bpy)(CO)3Cl with an Au substrate has been 
investigated by 2D SFG.49,251 Figure 29 (a) and (b) show fourth-order 2D SFG of the 
immobilized molecule and complementary third-order 2D IR spectra in bulk solution at a 
population delay of 80 fs. Clear features of GSB/SE and ESA diagonal peaks were observed 
at about 1930 cm-1, and at 2025 cm-1. In the case of the 2D SFG spectrum, the diagonal 
features exhibit opposite signs, indicating different orientations with respect to the surface, 
with the carbonyl groups dominating the lower-frequency mode being closer to the surface 
(see section 3.2.2).49 The emphasize here lies in the amplitude of the intra-molecular cross-
peaks, which oscillates as a function of population time with a period of about 330 fs 
(100 cm-1, see Figure 29 (d)), which reflects the inter-state coherences between different 
carbonyl stretching modes within each of the adsorbed molecules.49 This low-frequency 
oscillation matches well the difference frequency of the diagonal peaks (Figure 29 (c)).139,140 
The dephasing of that coherence is faster for the immobilized molecule, which has been 
attributed to the interaction with the metal substrate via its mirror-dipoles.324 This conclusion 
is supported by the fact that other origins of dephasing (e.g. intermolecular coupling of the 
adsorbed catalysts, or coupling to low-frequency substrate phonons) could be ruled out.49,251 
Substrate-adsorbate coupling hence might influence molecular dynamics even though the IR-
label is not in direct contact with the surface. That mechanism is believed to be relevant as 
long as the functional group under study is in close enough proximity to the surface 
(<< 10 nm).49  
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Figure 29. (a) 2D SFG spectrum of a Re(diCN-bpy)(CO)3Cl ML on Au and (b) 2D IR 
spectrum of Re(diCN-bpy)(CO)3Cl in bulk solution (DMSO). Both spectra are for a 
population delay of 80 fs and with all pulses p-polarized. (c) Oscillations in integrated cross-
peak amplitudes in dependence of population delays. The coherences for the surface-bound 
molecules dephase faster than in bulk solution. (d) Fourier-transformation of the oscillations 
in (c). Adapted with permission from ref.251. Copyright (2016) Elsevier. 
 
3.2.5. Summary on Intermolecular and Substrate-Adsorbate Interactions 
Overall, the different forms of surface 2D IR spectroscopies are well-suited to investigate 
intermolecular interactions of adsorbates. Being able to determine such interactions is one of 
the strengths of 2D IR spectroscopy compared to techniques revealing only a single spectral 
dimension. Interactions between adsorbates is one of the major research directions in surface 
2D vibrational spectroscopy, since many physical or chemical properties of a ML are 
expected to depend on such effects. These include for instance dissipation of excess 
vibrational energy among different adsorbate molecules, structural re-arrangements within the 
MLs, the order of packing within the MLs, the ability to intercalate host molecules, or 
interactions between functional groups in a ML and their accessibility by the surrounding. 
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These points are relevant regarding, e.g. the thermal stability and the thermal conductance of 
molecular surfaces, chemical sensing or molecular recognition, as well as electrical 
conductance of holes, electrons or ions and electron injection dynamics after photo-excitation. 
Especially for the latter, one of the major questions has been raised by Zanni et al.286,287 
regarding the possible relationship of electronic vs. vibrational interaction of aggregated 
photosensitizer on semiconductor interfaces. It has been suggested that aggregation will not 
only lead to energy transfer and coupled vibrational states, but also between electronic states. 
As the electronic dynamics are relevant for, e.g. charge-injection into the semiconductor 
substrate, delocalized electronic states might have an impact on the performance of a 
functional device. It is therefore desirable to advance the current investigations from model 
systems to working devices in order to test the impact of intermolecular interactions on their 
performance in-situ. 
A clear picture of whether or not intermolecular interactions occur at surfaces has not yet 
emerged from the currently available spectroscopic data. We expect that details of the sample 
preparation contribute to the observation of such effects. Knowing precisely the substrate 
structure and adsorption geometry will be a promising starting point to further investigate the 
open questions.  
 
3.3. 2D ATR IR at Electrode Surfaces 
Charged interfaces are of significant importance due to their involvement in heterogeneous 
catalysis38,193,196,325, biochemical processes326–328 or solar cell materials60,329,330. Regarding 
catalysis, a particularly important field of research concerns the spectro-electrochemistry at 
solid-liquid electrode interfaces. It is therefore highly desirable to resolve ultrafast vibrational 
dynamics of adsorbates at electrode surfaces, since these can report on how interfacial charges 
influence intermolecular and environmental interactions. The different substrate materials 
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used for sample immobilization at surfaces, e.g. metals or semiconductors, often exhibit high 
electrical conductivity, which allows one to use such layers as the working electrode of an 
electrochemical cell. By applying an electrochemical potential to that electrode and adding a 
counter and a reference electrode, it is therefore possible to transform the sample cell into a 
spectro-electrochemical device.135,293,331–333 However, the intrinsic IR-absorbance of a metal 
layer on the order of a few nanometer, the electrolyte solution, as well as the geometrical 
arrangements of working-, counter- and reference-electrodes impose experimental 
challenges.175 
We have recently devised surface-sensitive third-order 2D ATR IR in combination with 
spectro-electrochemistry in a way that reduces these constraints.175 In this approach, the 
totally-reflecting interface of a CaF2 prism was made conductive by deposition of a 5 nm 
Indium-Tin-Oxide (ITO) layer. The use of ITO instead of metal layers is beneficial due to the 
low intrinsic IR absorbance of the material.175 CO has then been bound to an additional Pt 
layer, which was so thin (average thickness of 0.1 nm) that it would not be conducting by 
itself, since it forms disconnected Pt nanoparticles. Figure 30 (a) – (c) shows 2D ATR IR 
spectra of that configuration with varying electrochemical potential. In a potential range of 
-1 V to +0.4 V, the frequency of the stretching mode of linearly-bound CO changes due to a 
vibrational Stark-shift with a tuning rate of 24 cm-1 V-1 (Figure 30 (d)), in good agreement 
with earlier reports obtained by other methods.271,310,334 The Stark-effect is commonly 
explained by two combined effects, i.e. (i) potential-dependent changes in electron densities 
in the molecular orbitals of the adsorbate332,335,336, and (ii) potential-dependent changes in 
energetic positions of vibrational states relative to each other due to slightly different dipole 
moments in these levels337,338.  
75 
 
 
Figure 30. 2D ATR IR spectra of CO on sputter-coated Pt nanoparticles (average thickness 
0.1 nm) on an ultrathin ITO electrode (average thickness 5 nm) in a potential region of (a) 
-1 V, (b) 0 V, and (c) +0.4 V. Blue signals correspond to GSB/SE, while red signals are due to 
ESA. White lines in the regions of GSB/SE correspond to the CLS. (d) The frequency of the 
CO stretching vibration shifts with a tuning rate of 24 cm-1 V-1. Open circles represent 
measured data while the red solid line is a linear fit. All potentials were measured against a 
Ag/AgCl reference electrode. Adapted with permission from ref.175. Copyright (2016) 
American Chemical Society. Copyright (2016) American Chemical Society. 
 
In addition, the spectral diffusion dynamics of the CO have been measured in dependence of 
the applied potential.175 The CLS (white lines in Figure 30 (a) – (c)) at a series of population 
times revealed that the spectral diffusion of the CO molecule accelerates, if at all, only 
marginally from ~9.7 ps to ~8.6 ps when increasing the potential from -1.0 V to +0.4 V, 
respectively (Figure 31).175 This indicates that the electrostatic potential induced by the 
surface charge has only a minor effect on the hydrogen-bonding network and the re-
orientation dynamics of water molecules at the interface. This nearly absent surface-charge 
dependence is in contrast to water dynamics at other inorganic oxide-water interfaces (e.g. 
SiO2), where the formation of hydrogen-bonds between water and the charged surface oxides 
strongly influences the network of water molecules and the associated vibrational 
dynamics.50,133,134 
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Figure 31. Spectral diffusion obtained from CLS from 2D ATR IR data of CO on an ITO/Pt 
electrode for electrochemical potentials of +0.4 V (circles) and -1.0 V (triangles). Solid lines 
correspond to single exponential fits including an offset. The potentials were measured 
against a Ag/AgCl reference electrode. Adapted with permission from ref.175. Copyright 
(2016) American Chemical Society. 
 
The combination of 2D IR methods with electrochemistry allows one to study potential-
dependent ultrafast dynamics near the electrodes of electrochemical devices. Many important 
phenomena can be investigated, including potential-dependent re-orientation of 
adsorbates339,340, redox-active samples and electro-catalysts308,341–343, structural dynamics 
within the Helmholtz double layer344,345, or the origin of overpotentials for electrochemical 
reactions343,346. The possible range of applications is broad, ranging from catalytic water-
splitting347–349 and CO2-reduction293,343,350,351 to biologically-relevant redox-active 
proteins326,327.  
 
3.4. Surface-Sensitivity Through Surface-Enhancement 
A common approach to gain surface sensitivity is based on short-ranged optical near-field 
effects generated in plasmonic nanostructures.31,73,130,352,353 Despite lacking strict surface-
specificity, this method has proven its use in χ(1) FT-IR spectroscopy for various 
samples.130,230,233,353–360 The basis is the generation of enhanced near-fields at interfaces from 
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plasmonic nanostructures such as noble metal particles73,130,226,354,360,361 or nano-
antennas231,234,235,362–364, similar to surface-enhanced Raman spectroscopy (SERS).365–368 The 
near-field enhancement extends to distances of only a few nanometers (< 20 nm) from the 
surface31,73,130,352,353, and artificially enhances the sensitivity of the spectroscopic method to 
molecules at the interface by concentrating the interaction volume of the light and the sample. 
In this section, we give an overview on the strategies and results, which have been developed 
to exploit these surface-enhancement effects in the field of 2D IR spectroscopy at surfaces. 
 
3.4.1. Enhancement from Noble Metal Nanoparticles 
Using plasmonic Au nanoparticles as a source of near-field enhancement, we have 
characterized enhancement factors (EFs) for organic MLs under various experimental 
condictions,31,176,177 The EF is defined as the enhancement for linear absorption, which scales 
as 〈µeff〉2, where µeff is the effective (i.e., possibly enhanced) transition dipole and 〈..〉 denotes 
an orientational average. On isolated Au nanoparticles in solution, comparatively small EFs of 
about 5 have been observed.31 The dominant effect is the polarizability of the metal 
nanoparticles, which induces an enhanced radial electric field around the particle that can be 
lumped into µeff. This effect acts twice, i.e. for the excitation of the molecules transition dipole 
via the external field of the laser as well as for the resubmission of a free induction decay. In 
addition, also the orientational alignment of the transition dipoles on the metal surface relative 
to the local field contributes to the signal enhancement. Since the 2D IR signal scales as 
〈µeff〉4, it in fact scales with EF2, 31,176 implying that an EF2-fold smaller number of molecules 
is needed to reveal the same 2D IR signal strength as a comparable non-enhanced signal.  
The EFs can be significantly larger on sputter-coated substrates, which consist of aggregated 
of nanoparticles on the surface as long as the average metal layer thickness is small (≈1 nm). 
These aggregates result in a concerted action of near-fields from neighboring nanoparticles 
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that increases the local field in so-called “hot spots”176,226, i.e., the gaps between particles 
(Figure 32 (a) and (b)). By the polarization of the measurement light, one can select which 
parts of the nanoparticles are addressed. That is, s-polarized light generates an evanescent 
wave with a y-component at the interface, which polarizes the nanoparticles in the prism-
plane and hence generates a strongly enhanced field in these gaps between the nanoparticles 
(shaded regions in Figure 32 (b)).176,202 In contrast, p-polarized light generates an evanescent 
wave, which is predominately z-polarized at the interface,176,202 and hence polarizes the 
nanoparticles along the normal of the prims surface (z-direction, Figure 32). In that case, the 
highest fields (shaded regions in Figure 32 (a)) are generated on the top of the 
nanoparticles,176,226 which however are significantly smaller than for s-polarization. The shape 
of the nanoparticles is known to also have an effect on the near-field enhancement. That is, 
ellipsoidal particles have a long and a short axis, with the polarizability being larger along the 
long axis.72 This effect increases the enhancement for s-polarized light even further, when the 
particles are flattened on the surface.  
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Figure 32. Surface-enhancement by (a) and (b) metal nanoparticles and (c) by a continuous 
surface. The predominant polarization of the nanoparticles for p-polarized and s-polarized 
light is shown in panels (a) and (b), respectively, with the dashed lines plotting the local 
electric fields around the nanoparticles and the red shades indicating regions of highest field 
strengths. (c) Excitation of a surface plasmon polariton, which is possible only for p-
polarization. Adapted with permission from ref.177. Copyright (2016) Published by the PCCP 
Owner Societies. 
 
For a continuous metal layer surface, a different enhancement mechanism dominates. p-
Polarized light then can excite a surface plasmon polariton (SPP), which results in 
polarization of the metal layer along the z-direction (Figure 32 (c)).200,369–373 Such a SPP can 
travel along the interface and generate local fields, which are perpendicular to the prism 
surface plane and are responsible for signal enhancement. For a perfect metal layer, the SPP 
can be excited only with p-polarized light, however, if the surface is structured on nanometer 
dimensions, it is still possible to obtain signals with s-polarized light due to the excitation of 
hot-spots between these nanostructures.31,176,177,226  
The discussed near-field excitation mechanisms have been explored by polarization-resolved 
2D ATR IR for MLs from para-mercaptobenzonitrile (p-PhCN) on Au surfaces.176,177 Figure 
33 shows the observed signal enhancement factors in dependence of the average metal 
thickness. Starting at EFs well below 100 for ≤ 1 nm (s-polarization), the EF increases 
continuously up to about 470 (3 nm) and afterwards decreases again due to the increasing IR 
absorbance of the metal layer itself. The gradual increase of EFs with average metal thickness 
results from the growth of the nanoparticles and the formation of hot-spots between the 
aggregates.176 Contrasting to that, EFs for p-polarization stay low below 3 nm (< 10), but 
increase abruptly for a layer thickness of about 3.5 nm. That abrupt rise coincides with the 
percolation threshold, where the gold layer starts to become macroscopically conductive, and 
hence a SPP can form.200,369–372 Enhancing 2D IR signals by plasmonic substrates is a 
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powerful tool to measure dynamics from MLs with very only low extinction coefficients 
(here: ε(p-PhCN) ≈ 170 M-1 cm-1).  
 
Figure 33. Dependence of the polarization-resolved EF for the CN stretch vibration of p-
PhCN MLs on the average Au metal layer thickness. Solid circles are for s-polarization, open 
circles for p-polarization. Adapted with permission from ref.177. Copyright (2016) Published 
by the PCCP Owner Societies. 
 
3.4.2. Vibrational Ladder Climbing in Surface-Enhanced 2D ATR IR Spectroscopy 
With large EFs, the probability of multiple light-matter interactions between the excitation 
pulses and the sample increases. We have examined this effect177 by employing an almost 
continuous Au layer (average thickness 3.5 nm) for the preparation of MLs. As shown in 
Figure 34, 2D ATR IR signals from MLs of p-PhCN exhibit clear signatures of multi-photon 
excitation pathways, which are absent for molecules in solution but otherwise measured under 
the same conditions. While the bulk signals exhibited a GSB/SE signal along with only a 
single red-shifted ESA bands, the surface-enhanced signal shows a series of increasingly red-
shifted ESA bands, which correspond to the 2-3, 3-4 and even 4-5 transitions (Figure 34 (c) 
and (f)). Excitation with s-polarized light reveals a longer progression of ESA signals as 
compared to p-polarization, since the EF is larger (Figure 33).  
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Figure 34. Vibrational ladder-climbing in 2D ATR IR for p-PhCN on a 3.5 nm thin Au layer. 
Panels (a) and (c) used s-polarized light, panels (d) and (f) p-polarized light, the left column 
was measured in bulk solution, the center column as a ML, and the right column contains cuts 
along the probe axis at the center frequency of the transition (indicated as white lines in 
(a)/(b) and (d)/(e)). Adapted with permission from ref.177. Copyright (2016) Published by the 
PCCP Owner Societies. 
 
Significant interest exists in the characterization of highly excited vibrational states from 
different experimental and theoretical perspectives, since this represents a concentration of a 
large amounts of vibrational energy in a single chemical bond.55,89,90,305,374–381 A particular 
focus lies on the mechanism of preparation of these states and how highly excited molecules 
dissipate the excess energy to the environment. The energy can for instance be transferred to 
the substrate and its phonon bath, leading to an increase in the sample temperature.52,90 The 
energy can also be transferred to other adsorbed molecules via Förster-type energy transfer, or 
via intra- and intermolecular energy dissipation to lower-frequency modes.90 Other 
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applications can be envisioned in the direction of mode-selective chemistry382–384 at surfaces. 
Highly-excited molecules may be prepared in the vicinity of transition states of chemical 
reactions such as isomerization385–387, surface-desorption reactions306,388–393, or bond 
dissociation reaction13,382,384,394–397. Especially 2D IR methods are very powerful in this 
regard, since they allow one to directly observe energy transfer processes and couplings via 
cross-peaks and their associated kinetics.71 Vibrational ladder-climbing on a surface therefore 
opens up a series of exciting applications regarding the investigation of vibrational dynamics 
in high energy regions of the ground state potential, which are not accessible by direct IR 
excitation.  
 
3.4.3. Antenna-Enhanced Surface Spectroscopy 
Purposely tailored nano-antennas with different size and shapes to enhance weak signals from 
very low numbers of molecules are widespread in ultra-sensitive IR spectroscopy.229–
234,362,363,398–400 This concept has recently been extended to ultrafast 2D IR spectroscopy by 
Rezus et al..291 The plasmon-resonance for the metal nano-structures can be shifted from the 
VIS spectral range to the mid-IR by tuning of the size and shape of the antenna.229–
234,362,363,398–400 Figure 35 (a) and (b) show antenna-enhanced transmission 2D IR signals from 
the CO stretch vibration of 5 nm thin polymethylmetacrylate (PMMA) layers atop of 
randomly-positioned Au antennas (Figure 35 (c)).291 The antennas have been randomly 
positioned to average out coupling between the antennas. The two given antenna lengths 
corresponded to plasmon resonances that are spectrally red- (a) or blue-shifted (b) with 
respect to the carbonyl-band of PMMA (1730 cm-1). In this case, EFs as high as 60000 have 
been estimated,291 which are much larger than what has been observed for sputter-coated 
metal surfaces. 
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Figure 35. (a) and (b) 2D IR signals from a 5 nm layer of polymethylmetacrylate (PMMA) on 
Au nano-antennas of lengths L = 2200 nm and 1900 nm, respectively. Blue bands correspond 
to GSB/SE signals and red bands to ESA signals. The blue and red lines correspond to the 
center lines of the bands. (c) Scanning electron microscopy image of a random array of Au 
nano-antennas. Adapted with permission from ref.291. Copyright (2015) American Physical 
Society. 
 
In this case, the optical near-fields are excited resonantly with the incident IR light.233,234 Such 
surface-enhanced signals have been interpreted by a coupled-dipole model, which assumes a 
multiple scattering process for signal generation.231,401 The near-resonance of vibrational 
transition and plasmon resonance results in a Fano-type lineshape (see also section 2.2.2.3), 
i.e. an interference between the sharp resonance of the vibrational transition with a broadband 
continuum.229,232,234,235,402–404 Its asymmetric line profile can be discerned from the 2D IR 
signals by the different relative amplitudes of the GSB/SE and ESA bands (Figure 35 (a) 
compared to (b)).  
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3.4.4. Summary on Surface-Enhanced 2D IR Spectroscopy 
Metal surfaces, metal nanoparticles at surfaces as well purposely designed nano-antennas at 
surfaces reveal significant EFs for 2D IR signals, which enable many possible applications. 
For example, peptides and proteins121,326,327,398,405 or other biomolecules249,406, as well as 
organic thin films24,407,408 exhibit a variety functional groups with only low to intermediate 
absorption coefficients (~100 - 1000 M-1 cm-1). Such systems can nevertheless be investigated 
with surface-enhanced 2D IR. Applications may be found in label-free diagnostic tools for 
chemical sensing409–411 or molecular recognition319,412,413.  
Surface-enhanced 2D IR spectroscopy is currently applied in transmission and ATR 
geometry. However, similar electromagnetic signal enhancement effects can contribute in  
SFG as well259, but have not been discussed so far in multi-dimensional signals. When using 
continuous metal layers for immobilization of the samples, it is noteworthy that a SPP cannot 
be excited under external reflection conditions due to missing wave-vector 
matching.132,369,371,372 This would require an ATR techniques in surface-enhanced 2D SFG. 
Alternatively, periodic structures such as gratings may still excite a plasmon-polariton,369 or 
local surface plasmons from nanoparticles can be exploited.31,176  
 
3.5. Transient 2D IR at Interfaces 
The majority of 2D IR studies at interfaces explored the equilibrated electronic ground state 
of the sample. Predominately in the fields of light-to-energy conversions60,62,329,330,414 and 
photo-catalysis38,42,415–421, significant interest also exists in non-equilibrium dynamics induced 
by either the transient formation of new chemical species or electronically excited states. We 
consider here transient 2D IR spectroscopy obtained by the implementation of an extra pulse 
to the 2D IR sequence, i.e. a UV-VIS actinic pump pulse.83,217,277,292,422–424  
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One example in this regard is the study of the excited electronic state of a metal-carbonyl dye 
following charge-injection into a semiconductor surface (TiO2).292 IR spectroscopy is a 
powerful method for studying such reactions, since vibrational frequencies of metal-carbonyl 
complexes sensitively respond to changes in oxidation states of this type of photo-
sensitizers.216,277,423,424 Figure 36 shows a comparison of (a) third-order 2D IR data along with 
(c) and (d) transient 2D IR data, and (b) the relevant pulse sequences for obtaining the spectra. 
The 2D IR signals of the symmetric carbonyl stretch vibration (top row sequence in (b)) were 
characterized by three GSB/SE (blue) and ESA (red) signals, which corresponded to different 
binding configurations and aggregates of the dye, similar as in Figure 27 (section 3.2.3).286,287  
UV excitation followed by a 2D IR sequence (Type I, middle row in Figure 36 (b)) revealed 
excited state features (2060 cm-1) in the 2D IR spectra, and the depletion of the electronic 
ground state of the dye (Figure 36 (c)). The formation of spectrally-shifted excited state 
features occurred since the CO stretch vibration is influenced by the oxidation state of the 
metal center.217,423–425 However, from the transient 2D IR signal in Figure 36 (c) it is not 
directly clear if all existing adsorbate conformations contribute to the formation of the charge-
injected species. This was determined from an additional transient 2D IR sequence, i.e. by 
placing the UV excitation pulse after the two first IR interactions (Type II, bottom row in 
Figure 36 (b)). Such a sequence is used to spectrally correlate the ground-state vibrational 
signature excited by the IR pump pulses with the excited state vibrational signature 
encountered by the IR probe pulse.424,426 Figure 36 (d) shows that for this pulse sequence, a 
cross peak appears only for the lower frequency ground state absorption band (< 2035 cm-1), 
but not for the other one. A more careful analysis of the cross-peak intensities revealed that 
the different conformations exhibit different efficiencies for electron injection.292  
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Figure 36. Comparison of 2D IR and transient 2D IR signals of a Re-carbonyl dye on a nano-
particulate TiO2 film. (a) Equilibrium 2D IR for the Re-dye (inset). (b) pulse sequences used 
for equilibrium and transient 2D IR. (c) and (d) Transient 2D IR spectra of the Re-dye for the 
Type I and Type II sequences in (b), respectively. Adapted with permission from ref.292. 
Copyright (2009) American Chemical Society.  
 
Although reports on surface-sensitive transient 2D IR are still rare, with applications currently 
being limited to only strong IR-labels (i.e. metal carbonyls) and micrometer thicknesses of 
samples, its development is a significant advance for time-resolved surface spectroscopy. 
Charge injection between organic or inorganic dyes and semiconductors is an intense field of 
research292,427–436, to which transient 2D IR can contribute by resolving adsorption geometries 
for optimal charge-injection dynamics, as shown above. Additional valuable information 
concerns degradation mechanisms, long-time performance, along with dye migration and 
restructuring of the surface. Other possible applications exist regarding isomerization 
reactions of molecular switches at surfaces,385 or the impact of surface electronic states on 
adsorbates.46–48,437–443 We expect that third-order 2D IR is going to be advantageous as a 
starting point for implementing transient 2D IR over a broader range of sample systems, since 
2D SFG is already a higher-order nonlinear method with even weaker signals. 
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4. Conclusions and Outlook 
4.1. General Remarks 
Third-order 2D IR spectroscopy for samples in solution is an established method in time-
resolved spectroscopy. After almost two decades of technological development, 2D IR is 
capable for routinely resolving, for instance, ultrafast conformational changes88, structural 
diversity of bio-molecules159,279, drug-binding to enzymes444 or multi-ion configurations in K+ 
channels445. Application of 2D IR methods to molecules at interfaces is, however, much less 
common as of now. Since the initial reports of 2D IR at surfaces less than ten years 
ago135,149,181, three techniques have emerged, which we have discussed here. These are in 
chronological order of development: (i) 2D SFG, (ii) transmission 2D IR, and (iii) internal 
(ATR) and external reflection 2D IR spectroscopy. We have defined surface-sensitivity as the 
capability of a method to measure 2D IR spectra from only ML thin samples at solid-liquid 
interfaces. The methods can be further divided into truly surface-specific (2D SFG) and 
surface-sensitive versions (transmission and reflection 2D IR). This is based on the 
involvement of even- and odd-order nonlinear susceptibilities. It has been demonstrated that 
all three methods reveal similar molecular information with comparable temporal (sub-
picosecond) and spectral resolution (< 10 cm-1). Fourth-order 2D SFG, however, offers the 
benefit of being specific to only the molecules at the interface, and to allow determining 
molecular orientation. At the same time, 2D SFG is experimentally more demanding as 
compared to third-order 2D IR methods (transmission and reflection). 
The extraordinary sensitivity of all described methods, i.e. being able to generate a nonlinear 
signal from a very low number of molecules in a monolayer or less, is a major experimental 
achievement. Such sensitivity-levels would have been considered “out-of-reach” during the 
early days of ultrafast multi-dimensional infrared spectroscopy about eighteen years ago,77 
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and for a long time, concentrations of ≿10 mM were needed to measure a 2D spectrum and 
meaningful temporal evolution thereof. With the current experimental layouts, the 
investigation of ultrafast equilibrium dynamics at solid-liquid/gas interfaces is almost routine 
and it should be rather straightforward to extend them also to non-equilibrium processes.  
Each of the surface 2D IR methods have proven to be useful for certain aspects of ultrafast 
vibrational dynamics at interfaces. The number of investigations is constantly expanding and 
the methods hold promise to create a fundamentally new view of surface-related phenomena 
in the near future. The current scope of 2D IR methods at solid-liquid/gas interfaces includes 
(i) the elucidation of ultrafast structural dynamics of ML samples and interfacial molecular 
orientation, (ii) intermolecular interactions (energy transfer and vibrational coupling), (iii) 
strategies of enhancing the signal magnitude by plasmonic interactions, (iv) ultrafast 
dynamics at charged interfaces in electrochemistry, and (v) transient investigations of non-
equilibrium dynamics. Thus, the different forms of 2D IR spectroscopy have emerged as 
powerful tools for surface-science revealing information that could not be obtained by other 
methods.  
Taking spectral diffusion dynamics of MLs as an example, a general result from the studies 
reported so far is that structural fluctuations of molecules at interfaces are significantly slowed 
down when compared to similar systems in bulk solution. This slow-down originates from the 
confined environment of the MLs at the interface, as well as from reduced interactions of the 
ML constituents with the solvation environment induced by packing effects. With the 
different methods developed so far, ultrafast structural dynamics of MLs can routinely be 
investigated, even for low surface coverages (< 20%) and for weakly absorbing functional 
groups (ε ≈ 100 M-1 cm-1). 
Concerning interactions of molecules at surfaces, a surprisingly low number of studies have 
identified intermolecular cross-peaks in 2D IR spectra. Despite the close contact and short 
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intermolecular distances in a ML, the rare observation of cross-peaks indicates inefficient 
energy transfer pathways between adsorbate molecules at solid-liquid/gas interfaces. 
Intramolecular energy redistribution, or in some cases energy transfer to the substrate, is much 
more efficient.  
In order to enhance 2D IR signals from surfaces with a limited number of weakly absorbing 
molecules, plasmonic near-field effects from nano-structured substrates have been exploited 
in different experimental layouts. In the extreme case, tailored noble metal nano-antennas 
may increase the signal magnitude by more than four orders of magnitude. The only low 
number of molecules in a ML is thus no limitation.  
Finally, ongoing method developments revealed ultrafast, 2D IR signals under 
electrochemical conditions or of non-equilibrium processes. The former was accomplished by 
designing the ATR surface as the working electrode of an electrochemical cell. Non-
equilibrium dynamics were studied by incorporating an additional actinic pump pulse to a 
standard transmission 2D IR sequence in order to induce a perturbation of the sample 
(transient 2D IR). These developments are important steps towards making a broad range of 
future investigations available, as further outlined below. 
Based on the studies that have appeared over the last few years in the field of 2D IR surface 
spectroscopy, we summarize the relevant points in Table 1. The biggest difference between 
the methods clearly lies in the odd- (transmission 2D IR, R-2D IR and 2D ATR IR) versus 
even-order nonlinear susceptibilities (2D SFG). A particular feature of 2D SFG is its 
possibility to discriminate molecular alignment from orientation, and 2D SFG can be 
performed even when molecules are not, or cannot be covalently bound to an interface, e.g., at 
a liquid-gas or a liquid-liquid interface. Conversely, third-order methods are only applicable 
for immobilized samples on solid-liquid/gas interfaces, since the chemical step of surface 
binding is needed to discriminate the sample from the bulk solution. The probably most 
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prominent benefit of the odd-order methods is the comparatively easy operation based on 
well-established setups that can extended in a straightforward manner to a transient version 
for the investigation of excited electronic states. Apart from these aspects, all methods are in 
principle capable to resolve very similar information of molecular dynamics. With the current 
status of experimental methods, a powerful toolbox has already been developed that holds 
promise to tackle many relevant questions of surface science. In the remainder of the paper, 
we will give an outlook of where we think the field will go from here on.  
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Table 1. Overview on the presented surface spectroscopic techniques, their characteristics, applicability, benefits, challenges. 
Method 
(Year) Surface-... Applied samples 
Demonstrated 
Information 
Demonstrated 
Benefits Challenges/Limitations Refs. 
transmission 
2D IR 
(2009) 
sensitive 
(χ(3)) 
chemi-sorbed 
monolayers 
IR-transparent 
semiconductors 
solid-liquid/gas 
interfaces 
µm-thick layers 
spectral diffusion 
vib. relaxation 
energy transfer 
alignment 
excited state spectra 
BOXCAR-sensitivity 
orientational dynamics 
non-enhanced and 
enhanced signals 
facile implementation 
thin solvent layers 
transparent substrates 
sample immobilization 
23,31,181–
183,185,286,287,291,292 
R-2D IR 
(2016) 
sensitive 
(χ(3)) 
chemi-sorbed 
monolayers 
reflective surfaces 
solid-gas interfaces 
spectral diffusion 
vib. relaxation 
alignment 
BOXCAR-sensitivity 
crystalline surfaces 
facile implementation 
thin solvent layers 
sample immobilization  
170 
2D ATR IR 
(2014) 
sensitive 
(χ(3)) 
chemi-sorbed 
monolayers 
nanostructured metal 
layers 
IR-transparent 
semiconductors 
solid-liquid/gas 
interfaces 
spectral diffusion 
vib. relaxation 
ladder-climbing 
vib. Stark-shift 
energy transfer 
vib. coupling 
non-enhanced and 
enhanced signals 
minimal and tunable 
solvent background 
facile implementation 
pump-probe sensitivity 
refractive indices of 
prism/sample 
sample immobilization 
polarization of 
evanescent waves 
thin metal layers 
172–177 
2D SFG 
(2008) 
specific 
(χ(4)) 
chemi-sorbed or physi-
sorbed samples 
solid-liquid/gas 
interfaces 
liquid-gas interfaces 
orientation vs. alignment 
spectral diffusion 
vib. relaxation 
energy transfer 
vib. coupling 
surface-specificity 
orientation vs. 
alignment 
sensitivity to SFG-
inactive modes via 
cross-peaks 
phase-stability 
VIS- and mid-IR light 
sources 
intensity of VIS pulse 
thin solvent layers 
49,111,119,121,135,146–
149,248–
252,257,263,265,266,268,318 
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4.2. Advancements of Sample Systems 
Most of the examples discussed in this review have employed a sample covalently 
immobilization at the interface. While this is essentially unavoidable for any third-order order 
2D IR method (transmission as well as reflection), 2D SFG is intrinsically able to resolve 
signals not only from chemisorbed species, but also from non-covalently bound samples 
(physi-sorption).50,117,133,134 Future works are thus likely to involve applications of 2D SFG to 
solid-liquid interface and non-immobilized samples, similar as recently performed for, e.g. 
liquid-air interfaces.107,263,268 Interesting applications in this direction are for instance 
dynamics of the solvation shell of adsorbates at interfaces. As an example, surface layers of 
water molecules exhibit different properties as compared to bulk water.446–449 2D SFG could 
be used to address hydrogen-bond networks at surfaces, and resolve analogies and differences 
to confined water molecules.450–453 Elucidating the environmental dynamics around MLs 
might be an additional crucial step in establishing an understanding of the function of, e.g. 
heterogeneous catalysts. Here, dynamics and accessibility of the active sites is expected to 
play a key-role in their performance. 
The reports on the different forms of 2D vibrational spectroscopy reviewed here employed 
“traditional” IR labels, which have also been used extensively in ultrafast IR spectroscopy in 
bulk solution.300 While these labels are well-suited to obtain distinct information on ultrafast 
dynamics, such functional groups cannot always be incorporated in any sample. In addition, 
the labels often simply perform as “spectator” groups, being only indirectly related to the 
process under investigation (e.g. a metal-carbonyl group in a catalyst or a sensitizer). It is 
therefore highly desirable to expand the applicability of all types of 2D IR at surfaces to study 
active vibrations over a much broader spectroscopic range as considered so far. Interesting 
expansions might involve systems such as metal-oxygen bonds454, oxygen-oxygen bonds455, 
adsorbed atoms456, small ions457 and small molecules458,459. Similarly interesting would be the 
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collective intermolecular response of ML chains and solvent molecules at the interface. 
Modes with very low frequencies (< 1000 cm-1), however, will require a combination of 
surface-sensitive spectroscopy with light sources from the THz spectral range.460–463 
Another major point is the application of the surface 2D IR methods in conjunction with in-
situ or in-operando working samples and devices. The most striking examples are related to 
vibrational dynamics in catalysis. Photo- and electro-catalysis38,308,325,343,415,419,420,464,465, in the 
larger framework of “light-to-energy-conversion”, are currently among the most intensely 
expedited fields of chemical research today. Here, countless molecular systems have been 
developed for potential applications regarding, e.g. water-splitting41,465–468, CO2-
reduction293,343,350,351 or waste-water treatment418,419,469. These systems exhibit considerably 
different degrees of catalytic activity, efficiency, and lifetime, for reasons that are often not 
clear. Establishing a correlation of the sample performance with in-situ structural and 
dynamical information is likely to help gaining a fundamental understanding of the systems 
and the underlying catalytic mechanisms.  
 
4.3. Advancements of Experimental Methods 
The currently existing experimental layouts are likely to undergo further technological 
development. A major up-coming trend will be the simplification of experimental setups, 
which will beneficially result in a more facile and rapid as well as in a possibly even 
automated data-acquisition159,160,279. The goal of such a development is to make 2D IR 
spectroscopy at interfaces routinely available as an analytical tool also to non-experts in other 
research fields that deal with surface-related phenomena.  
In order to investigate chemical reactions at surfaces, e.g. catalytic cycles, an external trigger 
will be needed that starts the process. These triggers can be the sudden a change in interfacial 
temperature (T-jump)470, surface-potential at an electrode (V-jump)471,472, interfacial proton 
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concentration (pH-jump)473, or electron-hole pair excitations421,474–476. Since the direct 
induction of such changes by electrical methods is often too slow for applications in time-
resolved spectroscopy, different variants exist to produce these perturbations with the help of 
ultrafast laser pulses and the absorption of a photon. Optimally, the photon-induced changes 
in the sample are then monitored over many orders of magnitude in time (e.g. from 
femtoseconds to minutes or longer) to cover all possible responses of the sample and the 
formation of reaction products. This includes diffusion-related processes, energy dissipation 
between the sample and the environment, and the recovery of the initial state. 
Finally, most studies reported here have employed heterogeneous surfaces, composed of 
nano-structured metal-, metal-oxide or semiconductor layers. It is expected that there exists a 
broad distribution of surface-binding configurations of the sample molecules, their interfacial 
orientation and consequently also possible intramolecular dynamics and intermolecular 
interactions.22 Future developments of 2D IR at interfaces will thus need to work on resolving 
such spatial variations and their relevance regarding the ultrafast dynamics of the sample by 
the application of ultrafast nanoscopy.477,478 This might require applications of currently 
developed more advanced mid-IR light-sources with for instance high (>100 kHz) repetition 
rates.479–481 Employing conventional IR optics for focusing of the excitation and probing 
beams, the best spatial resolution that can be achieved is a few micrometers.482 In contrast, 
optical near fields, generated by plasmonic nanostructures such as nano-tips, allow a 
considerably higher spatial resolution down to the regime of a few tens of nanometers.483,484 
In any case, the resolution of spatial differences and the establishment of an in-depth 
understanding of the processes at surfaces will additionally require a considerable 
involvement of theoretical signal analysis by help of quantum chemical calculations and MD 
simulations in order to interpret the results.170,485–489 
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To conclude, 2D vibrational spectroscopy at surfaces has opened up a completely new way of 
measuring ultrafast dynamics and spectral correlations in highly interesting and relevant 
samples. 2D vibrational at surfaces therefore allows the direct investigation of molecular 
interactions in highly heterogeneous environments. We have highlighted here the most recent 
technological developments in this research field along with detailed applications, which 
already at this point span a wide range of sample systems from biological molecules to 
catalysts. Starting from the current state of the art, the range of future applications for ultrafast 
2D vibrational surface spectroscopy is very broad and the possible impact of the methods can 
hardly be overrated.  
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