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Abstract— Compressed sensing (CS) has been introduced to
accelerate data acquisition in MR Imaging. However, CS-MRI
methods suffer from detail loss with large acceleration and
complicated parameter selection. To address the limitations of
existing CS-MRI methods, a model-driven MR reconstruction is
proposed that trains a deep network, named CP-net, which is
derived from the Chambolle-Pock algorithm to reconstruct the
in vivo MR images of human brains from highly undersampled
complex k-space data acquired on different types of MR
scanners. The proposed deep network can learn the proximal
operator and parameters among the Chambolle-Pock algorithm.
All of the experiments show that the proposed CP-net achieves
more accurate MR reconstruction results, outperforming
state-of-the-art methods across various quantitative metrics.
I. INTRODUCTION
Accelerating MR imaging has been an ongoing research
topic since its invention in the 1970s. Among variety of
acceleration techniques, compressed sensing (CS) has become
an important strategy using sub-Nyquist samples based on
sparse prior during the past decades [1,2]. To recover the
signals from sampled measurements, CS-based MR
reconstruction can be formulated as an optimization problem
which consists of the data consistency and the sparsity
constraint. A number of iterative algorithms have been
developed to solve the reconstruction problem, such as FISTA
[3], ADMM [4], Chambolle-Pock algorithm [5], etc. Among
them, Chambolle-Pock algorithm is a primal dual algorithm
that solves the optimization problem simultaneously with its
dual. And it has been successfully applied in medical image
reconstruction due to its general coverage on many
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optimization formulations of interest [6]. Previously, the
Chambolle-Pock algorithm has been applied by our group for
accelerating MR imaging [7].
Although CS-based method can achieve high performance
with many theoretical guarantees [1], it’s challenging to
determine the numerical uncertainties in the model such as the
optimal sparse transformations, sparse regularizer in the
transform domain, regularization parameters and the involve
parameters of the optimization algorithm.
Recently, deep learning has demonstrated tremendous
success and has become a growing trend in general data
analysis [8-11]. It also has been applied successfully in
medical imaging such as Ultrasound, CT, MRI, PET and so on
[12-16]. Inspired by such success, deep learning has been
applied in MR reconstruction and shown potential to
significantly speed up MR acquisition and improve image
quality [16-27]. Deep learning–based MR reconstruction can
be roughly divided into two categories: data-driven [16-22]
and model-driven [23-26]. Data-driven methods directly learn
an end-to-end mapping between the input and the output with
large training datasets and long training time. Model-driven
networks formulate image reconstruction as unrolling the
procedure of an iterative optimization algorithm to a network,
while learning the transforms and parameters in the model.
In this work, we have proposed to incorporate the
Chambolle-Pock algorithm into a network for accelerating
MR imaging, which was named as CP-net, to learn the
proximal operator and parameters among the Chambolle-Pock
algorithm. This is inspired by the learned primal dual in CT
reconstruction [14] and its application in MR reconstruction
[27]. Whereas in our work, the network could handle complex
data and maintain the algorithm structure of Chambolle-Pock
algorithm to guarantee convergence. The proposed method
can reconstruct images from highly undersampled complex
k-space data for accelerating MR imaging. After many in vivo
human brain experiments on different types of MR scanners,
our results have shown that the proposed method can achieve
superior results compared to traditional CS method [28] and
the current state-of-the-art model-driven method ADMM-net
[23] and data-driven method D5-C5 [21].
II. METHODS
In general, the problem to reconstruct the images from
sub-Nyquist sampled k-space data can be written as
min ( ) ( )F Ap G p (1)
where ( )F Ap is the data consistency term and can be
expressed as
2
2
( )F Ap Ap y  , A is the encoding matrix,
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Figure 1. (a) Architecture of the proposed CP-net. The dual iterates are given on the first row, while the primal iterates are on the
last row and the linking parts are in the green boxes. The architectures are illustrated in the corresponding enlarged boxes. (b) The
plot of training (red line) and validating errors (blue line) versus epoch.
TABLE I. The detailed comparison on performance metrics of different reconstruction methods with different acceleration factor
on the axial dataset.
here A denotes the undersampled Fourier encoding, p is
the image to be reconstructed, y is the sampled k-space
data, and ( )G p denotes the regularization term with
respect to the image prior information.
With the Chambolle-Pock algorithm, the MR
reconstruction problem (1) can be solved as follows:
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where d is the dual vector in k-space,  ,  and are
algorithm parameters. *F is the convex conjugate of the
function F , A is the corresponding undersampled Fourier
operator and prox denotes the proximal mapping which can
work directly with non-smooth objective functions.
Here, a parameterized operator, where the parameters are
learned by the network from training data, is used to replace
the original proximal operator, thus the whole algorithm can
be formed as:
 
 
 
1
*
1
1 1 1
,
1
d d Apnn n
p p A d
n n n
p p p p
y
n n n n



 
  
  
    

(3)
In the CP-net, the primal proximal  , dual proximal  ,
parameters , and would be learned from training data.
The structure of the proposed CP-net model is shown in Fig.
1(a). CP-net consists of three parts: dual iterates, primal
iterates and a linking part. The dual and primal iterates have
the same architecture with 3 convolutional layers in each box.
To train the network more easily, we made it a residual
network. As MR data is complex, the real and imaginary parts
of the data are separately saved in two channels of the network.
The convolutions involved are all 3×3 pixels in size, and the
number of channels is 2-32-32-2 for each primal update, and
4-32-32-2 for the dual update. The original input
undersampled k-space data is supplied to the dual iterates. The
nonlinearities are chosen to be Rectified Linear Unites (ReLU)
functions and we let the number of iterations be 10. Since each
iteration involves 2 3-layer networks, the total depth of the
CP-net is 60 convolutional layers.
We trained the network using in-vivo MR datasets. Overall
200 fully sampled multi-contrast data from 8 subjects with a
3T scanner (MAGNETOM Trio, SIEMENS AG, Erlgen,
Germany) were collected and informed consent was obtained
from the imaging object in compliance with the IRB policy.
The fully sampled data was acquired by a 12-channel head coil
with matrix size of 256×256 and combined to single-channel
data and then retrospectively undersampled using Poisson disk
sampling mask. After normalization and image augmentation,
we got 1600 k-space data, where 1400 for training and 200 for
validation. The model was trained and evaluated on an Ubuntu
16.04 LTS (64-bit) operating system equipped with a Tesla
TITAN XP Graphics Processing Unit (GPU, 12GB memory)
in the open framework Tensorflow with CUDA and CUDNN
Figure 2. Comparison (Axial view) of the different
reconstruction methods with R = 6. The images in second row
are the sampling mask and the corresponding error maps
between the reconstructions and the reference. The proposed
achieves the highest accuracy reconstruction.
Figure 3. Comparison (Coronal view) of reconstruction
methods with R=4. The proposed CP-net achieves better
reconstruction than others.
support. The mean square error was chosen as the loss
function, and we trained the networks by minimizing the loss
function using the ADAM optimizer in TensorFlow. The
performance of training convergence is illustrated in Fig. 1(b).
Three human brain datasets with different view of sections
from the SIEMENS 3T scanner were used as the test data and
we also have tested the proposed model on the human data
acquired from another 3T scanner (uMR 790, United Imaging
Healthcare, Shanghai, China).
III. RESULTS
We used the data from three different views to evaluate the
model and compared the CP-net with other CS-MRI
reconstruction methods: 1) zero-filling, the inverse Fourier
transform of the undersampled k-space data, 2) Rec_PF,
traditional CSMR reconstruction method, 3) ADMM-net,
state-of-the-art model-driven CSMR reconstruction method,
4) D5C5, an end-to-end deep learning method with data
consistency. Several similarity metrics, including MSE,
SSIM and PSNR, were used to compare the reconstruction
results of different methods to reference image from fully
sampled data.
From quantitative metrics shown in Table 1, on the axial
dataset with different acceleration factors, the proposed
CP-net all shows significant improvements over other
methods. Fig. 2 illustrates the visual comparison and error
distributions with acceleration factor of 6 on the axial data. It
can be seen from Fig. 2 that the proposed method can obtain
better image quality.
Figure 3 shows the visual comparison and error
distributions from coronal view with a reduction factor of 4.
Figure 4. Visual comparisons (Sagittal view) for R=6. The
enclosed part is enlarged for a close-up comparison. The
zoom-in visualization and the corresponding error maps show
the improvement of the proposed in detail preservation.
Figure 5. Comparison of reconstruction methods for R=5 with
data from UIH scanner. The zoom-in visualization shows that
the CP-net preserves more details.
Reconstruction accuracy is significantly improved using
CP-net, which is indicated by both error maps and the
quantitative metrics.
The reconstructions of different methods on sagittal data
with R=6 are demonstrated on Fig. 4. The zoom-in views are
on the second row and the corresponding error maps on the
last row. It can be seen that CP-net preserves more fine details
while removing the undersampling artifacts. Detailed
accuracy metrics are also shown in figure.
Fig. 5 shows the reconstructions of data from UIH scanner,
which of zoom-in visualization shows that the proposed
method preserves more details via the trained CP-net.
Therefore, the image results presented that the proposed
method could robust overcome the traditional CS method and
current ADMM-net method via image data from different
types of MR scanners.
IV. CONCLUSION
In sum, we proposed an effective deep Chambolle-Pock
network for accelerating MR imaging. The architecture of the
proposed CP-net is defined over a data flow graph determined
by the CP algorithm. Here, CP-net not only learns all the
parameters in original algorithm but also learns the proximal
operators for MR reconstruction. The current experimental
results on in vivo human brain data have shown the highly
efficient reconstruction of the proposed CP-net in terms of
both artifacts removal and detail preservation. In the future,
the proposed CP-net method will be applied those MRI
applications of nonlinear gradients [29, 30].
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