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Abstract
Background
Foodborne diseases are common and costly in Australia. There are over 5 million cases of foodborne
disease annually (in a population of 24 million), costing more than $1.25 billion in lost productivity,
medical treatment and surveillance systems, and incidence rates are increasing. The rise in case numbers
may be in part due to climate change. Warmer temperatures may be facilitating the growth of bacterial
foodborne pathogens, enabling them to colonise in host animals or proliferate when food is stored
incorrectly. Changes in precipitation frequency or quantity may also influence the pathogen levels in
surface waters which are used to irrigate crops or as recreation or drinking water. These climate changes
potentially mean that the health and economic costs of foodborne diseases to the community may be
different in the future. Estimating what these future costs may be is important in guiding the development
and implementation of preventative strategies to reduce the impact of foodborne diseases.
The few previous studies which projected the health or economic costs of diseases in the future used simple
methods of extrapolating current weather–disease associations to projected populations to estimate the
costs. This study sought to test if microsimulation models were an effective method for modelling the
health and economic costs of foodborne diseases under climate change.
Objectives
The primary objective of this thesis was to answer the following question:
What will be the health and economic costs of salmonellosis, campylobacteriosis and
cryptosporidiosis in regions of Queensland under no, low and high climate change scenarios
until 2036?
I selected salmonellosis, campylobacteriosis and cryptosporidiosis as the foodborne diseases to study based
on a survey of experts, the availability of data for these diseases, and because these diseases account for
approximately 97% of all gastrointestinal disease notifications annually. The second objective was to
determine whether microsimulation models are an useful tool for modelling the complex interactions
between climate, disease and demographic factors over time to estimate the health and economic costs of
future foodborne disease.
Methods
There were two methodology components for this thesis. First, I determined the associations between the
three foodborne diseases and daily mean temperature and precipitation in 13 regions of Queensland using
lagged regression models and Markov switching models. I then developed microsimulation models for each
ix
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of the diseases in each region of Queensland for three climate change scenarios – no change in climate from
a baseline of 2004–2013, a low level of change, or a high level of change – and projected the population
forward from 2016 to 2036. Each model included the age- and sex-specific incidence rates of each disease
and its sequelae conditions under each climate scenario, as determined by the first methodology component.
The number of Quality-Adjusted Life Years (QALYs) lost were calculated for the total time each
population spent unwell with a foodborne disease or its sequelae between 2016–2036. I then converted this
to an economic cost by multiplying the QALYs lost by $64,000 as this figure represents the amount
Australians would be willing to pay to regain a full year of health. I ran multiple simulations of each
scenario to account for stochastic uncertainty and calculated the mean QALYs lost and economic costs for
the scenario and the 95% confidence intervals. I subtracted the mean QALY and economic costs in the low
and high change scenarios from the costs of the no change scenario to calculate the difference in future
costs due to climate change.
Results
The future health and economic costs of foodborne diseases varied substantially by disease and region.
Campylobacteriosis incurred the highest costs at 27,098 QALYs (95% confidence interval [CI] = 22,683,
28,131) and $1.73 billion (95% CI = $1.45b, $1.80b) lost between 2016–2036 under baseline conditions.
Salmonellosis was estimated to cost the Queensland population 8,680 QALYs (8,316, 9,046) and $556
million ($534m, $579m) under baseline conditions, while cryptosporidiosis cost the least, incurring losses of
65.1 QALYs (59.5, 70.6) and $4.2m ($3.8m, $4.5m). Only the costs of cryptosporidiosis were found to
substantially increase under climate change, rising by 18.0% (4.6%, 17.3%) under the high climate change
scenario, which was an additional 11.7 QALYs (2.7, 12.2) and $751,000 ($199,000, $808,000) lost. The effect
of climate change on the overall costs of campylobacteriosis and salmonellosis in Queensland was negligible.
In some regions the costs of foodborne diseases were estimated to change under climate change conditions.
The costs of campylobacteriosis increased in Eastern Downs by 7.3% (3.2%, 10.4%) under the low scenario
and by 7.2% (4.3%, 10.3%) under the high scenario, and decreased in Wide Bay–Burnett by 4.9% (3.3%,
7.5%) under the low scenario, and by 6.5% (4.9%, 8.6%) under the high scenario. The costs of salmonellosis
increased under the high change scenario in Eastern Downs (7.9%, 4.0%, 13.4%), South-East Queensland
(6.4%, 2.2%, 9.6%) and Mackay–Whitsundays (4.3%, 1.4%, 8.8%), and under both change scenarios in
Central Queensland (5.2%, 1.3%, 8.7% under low change, 6.6%, 1.2%, 10.4% under high change).
The costs of salmonellosis decreased in the Townsville–Thuringowa region by 6.6% (2.4%, 10.4%) under the
low change scenario and by 4.3% (2.2%, 7.7%) under the high change scenario, and by 11.0% (6.7%, 17.2%)
under low change and 7.6% (3.9%, 12.4%) under high change in Far North Queensland. Cryptosporidiosis
costs increased under the low change scenario in Eastern Downs (12.4%, 3.7%, 20.6%) and under the high
scenario in South-East Queensland (18.2%, 11.6%, 22.6%), while costs decreased by 12.1% (5.5%, 19.0%)
under the low scenario and by 5.9% (1.8%, 12.7% under the high scenario in Far North Queensland.
I also found that mitigating the current trajectory of high climate change toward the low change scenario
could reduce the costs of cryptosporidiosis in South-East Queensland (16.4%, 12.5%, 21.7%), the
Townsville–Thuringowa region (5.1%, 3.2%, 10.9%), Far North Queensland (7.8%, 1.0%, 13.1%), and in
Queensland overall (12.2%, 7.6%, 18.3%), and reduce the costs of salmonellosis by 3.0% (0.3%, 6.2%) in
Far North Queensland and by 2.7% (0.5%, 6.0%) in Wide Bay–Burnett.
Further, the populations simulated by the microsimulation models matched those from official population
projections, and the percentage of cases following disease-outcome pathways was consistent with those
previously found in the literature.
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Conclusions
The findings of this thesis are that climate change will have varied effects on the costs of these three
foodborne diseases in regions of Queensland between 2016–2036. Regardless of the effect of climate change,
salmonellosis and campylobacteriosis will be costly to the Queensland public in the future. For instance,
the population of South East Queensland alone was estimated to lose more than 19,800 QALYs and $1.2
billion to campylobacteriosis between 2016–2036 in a scenario in which there is no change in current
climate. This is a significant public health cost which is worthy of investment.
These findings are useful to policy-makers in deciding the need for and the specific targets – diseases, age
groups, regions – of such preventative actions to reduce the future health and economic costs of foodborne
diseases in Queensland. This thesis also demonstrated that microsimulations are a useful tool for modelling
disease pathways to estimate the health and economic costs of diseases under climate change, although
they have their disadvantages.
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Chapter 1
Introduction
1.1 Context and motivation for the study
Climate change is a pressing global issue which, unabated, will permanently alter Earth’s ecosystems [1].
The release of greenhouse gases from activities which burn fossil fuel is enhancing Earth’s natural
greenhouse effect and warming the planet. Rising temperatures in turn alter other climate conditions such
as rainfall, evaporation and extreme weather events. Climate projections for Queensland indicate that by
2050, the average temperature could be up to 2.2 ◦C higher, overall rainfall could have decreased by 7%
and cyclones, bushfires, floods and heatwaves could all have increased in frequency and intensity [2].
Importantly, the current concentration of greenhouse gases in the atmosphere means that climate changes
will continue to occur regardless of immediate mitigation action [3]. Consequently, it is important to
establish what effects climate change may have on human health.
Recent public health research has identified a number of ways in which climate changes could affect human
health. Hotter temperatures are associated with higher mortality rates, particularly among older people
[4, 5]. Decreased air quality has been linked to respiratory illnesses such as asthma [6]. Extreme weather
events such as cyclones and droughts carry the immediate risk of injury and mortality, and also longer-term
mental health risks including depression, anxiety, post-traumatic stress disorder, drug abuse and suicidal
behaviour [1, 7]. Clear evidence is building that climate change will be detrimental to human health.
Little research has investigated how climate change will influence foodborne diseases, compared to
well-studied effects such as heat-related cardiovascular events. Foodborne diseases are often overlooked as a
significant health issue as they are perceived to be a largely harmless illness due to their self-limiting
symptoms. However, foodborne disease pose sizeable health and economic costs. Around the year 2000,
there were an estimated 5.4 million cases of foodborne infections in Australia annually [8], costing the
Australian public around $1.25 billion through lost productivity, health care services, food recalls,
government disease surveillance, and premature mortality [9]. In addition to the acute effects, foodborne
diseases can cause chronic conditions which carry significant health and economic costs. There were an
estimated 42,000 cases of sequelae conditions such as Guillain–Barre Syndrome or Post-infectious Irritable
Bowel Syndrome arising from foodborne disease in Australia circa 2000 [10]. The medical and social costs
of Guillain–Barre Syndrome resulting from foodborne infection are estimated to be $25 million annually [9].
Recent studies have found that foodborne pathogens are influenced by climate and the climate changes
projected for Australia may alter the incidence of foodborne diseases. D’Souza et al (2004) estimated that
the average number of cases of salmonellosis in Brisbane increased by 10% with every 1 ◦C increase in
average temperature, up to 62% when the temperature rose by 5 ◦C [11]. A second study projected that
the years of life lost to salmonellosis by Brisbane residents could increase by 143% up to 129 years lost
annually due to changes in average temperature [12]. Cryptosporidiosis – a parasitic infection typically
transmitted through water – was also found to increase by 50 cases annually when the temperature in
Brisbane rose by 1 ◦C [13]. If these estimates are extrapolated to the whole of Queensland, the impact of
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these foodborne diseases could be very costly.
These studies suggest that climate change will negatively impact human health by increasing the incidence
of foodborne diseases. However, a comprehensive investigation establishing the effect of climate change on
multiple foodborne diseases is lacking. Often studies are limited to a single climate variable, geographic
region, or foodborne disease. This narrow focus does not adequately capture the potential costs of
foodborne diseases under climate change. Studies also often group all gastrointestinal illnesses together
without distinguishing between causative pathogens, which does not allow us to identify the most costly
diseases so that we may target preventative strategies. A further limitation is that studies often simply
extrapolate the current incidence rate to future populations to estimate the future costs of disease,
discarding important information about population trajectories. As such, there is a gap in our knowledge
of which foodborne diseases will carry the highest health and economic costs in future under climate
change, and methodological limitations to overcome.
1.2 Research aim and scope
The aim of this research was to establish the health and economic costs of key foodborne diseases in
regions of Queensland until 2036 under no, low and high climate change scenarios.
For this thesis, I defined ‘key’ foodborne diseases as diseases which: were primarily transmitted through
consuming contaminated food or water, posed a substantial health risk to humans, were susceptible to
weather, and occurred in Queensland. I further narrowed this scope to select a manageable number of
diseases by carrying out a survey of experts, described in Chapter 2, and ensuring sufficient data were
available to study the disease. The final scope was salmonellosis, campylobacteriosis and cryptosporidiosis.
The geographic scope of the project is Queensland, which was divided into 13 regions. I limited the scope
to Queensland to ensure the project remained feasible within the allotted time-frame and also due to the
availability of regional climate projections for Queensland [1].
I selected an upper time limit of 2036 based on the availability of regional population projections to 2036
which were used to validate the populations simulated by the microsimulation models. This 20-year period
also avoids the greater uncertainty that occurs with population and climate projections into the distant
future due to their dependence on actions in earlier years, such as attempts to reduce greenhouse gas
emissions [3].
1.3 Significance of the study
This thesis provides comprehensive estimates of the health and economic costs of key foodborne diseases
across Queensland. Such information is important to policy-makers to inform strategies to mitigate and
adapt to climate change and reduce the costs of foodborne diseases. Further, this thesis estimated the costs
of three specific diseases in several geographic regions, overcoming a common limitation of such studies and
allowing us to determine i) which region or regions of Queensland will incur the highest health and
economic costs by 2036, ii) which of the three diseases incurs the highest costs, iii) and if climate change
influenced the cost of diseases until 2036. These are all important questions policy-makers may ask when
determining where to direct funding for strategies to prevent or reduce the health and economic costs of
disease in Queensland.
This research is the first to apply microsimulation modelling to the study of foodborne diseases and climate
change. Previous studies of the effect of climate change on foodborne disease often extrapolated current
weather–disease associations to future populations, however such approaches lose key information about
disease pathways in the intervening years. Microsimulation models are a more sophisticated methodology to
obtain estimates of the future costs, retaining data for the intervening period allowing, for example, annual
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estimates of costs rather than just the final year. The use of microsimulation here to model the effect of
climate change on foodborne diseases tested this methodology for wider use within public health studies.
Chapter 2
Survey to define study scope
I have begun this thesis by describing a survey I undertook as I felt it was important to explain how the
foodborne diseases were selected before delving into a review of the literature around these diseases. The
concepts I introduce briefly here, such as transmission modes and notifiable conditions, are discussed
further in Chapter 3.
A multitude of food- and waterborne infectious diseases occur in Queensland ranging in incidence from
thousands of cases per year to one case per decade. To ensure this study’s results would be useful to
reducing the health and economic costs of infectious diseases in Queensland, it was imperative that I
selected diseases for this study which will be costly to Queensland in future either because of their
susceptibility to climate or their high negative impact on human health. I surveyed experienced researchers
in climatology, epidemiology and public health regarding their opinions of which infectious diseases are
most costly to Queensland or susceptible to climate to assist in selecting important diseases. The survey
also asked the researchers how relevant several socio-demographic variables were to contracting a food- or
waterborne disease to inform which socio-demographic variables may be important to model.
This chapter describes the survey, participants, results and how the diseases selected for the study.
Originally the study scope also included vectorborne diseases and the survey asked the researchers about
these diseases. I later narrowed the scope to only food- and waterborne diseases so I do not discusse the
vectorborne results here, but they are in Appendix A.
2.1 Participants
I identified 74 individuals from 16 Australian institutes as active researchers in the fields of climatology,
epidemiology or public health, having published a paper related to infectious diseases and/or climate
change in a journal on an Ebscohost database within the past two years (mid-2011 to mid-2013). All 74
researchers were sent an invitation via email to participate in the online survey (see Appendix B). Twelve
researchers completed the survey, a response rate of 16%.
2.2 Method and Analysis
2.2.1 Survey
The survey consisted of 22 questions over three sections. The first section established the participants’ level
of experience with climate change and food- and waterborne diseases by asking them to rate, from ‘none’
4
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to ‘a great deal’, how much professional experience they had with these topics. Participants were also
asked to report their primary field of research and their length of experience in this field.
The second section aimed to identify which diseases were most susceptible to climate and most detrimental
to human health. The diseases included in the survey were selected by identifying food- and waterborne
diseases which had previously been studied in Australia with regard to how climate change would affect
their incidence [10, 11, 13–15], or if they were notifiable diseases to Queensland Health as evidence of their
importance to public health [16]. These steps identified 22 diseases which posed a substantial health risk to
humans through current high incidence, likely increased incidence under climate change, or significant
adverse effects on health. Nine diseases were presented as only foodborne, 5 were only waterborne, and 8
were presented as both food- and waterborne.
Participants were given the following climate change scenario, which reflects the likely extent of climate
change in Queensland as projected by the Queensland Climate Change Centre of Excellence [1]:
“If current greenhouse gas emissions remain the same, by 2070 Queensland is predicted to be
hotter and experience longer periods of dry weather interspersed with more intense rainfall
when it does rain. Average annual temperatures could be up to 2.2 ◦C hotter, while annual
rainfall is predicted to decrease by 1–7% [1].”
Participants were asked to rate on a Likert scale if they believed the incidence of the disease would flourish
under the described climate changes (3 points), be unchanged (2 points), suffer under the climate changes
(1 point), or they were unsure (0 points). Participants were then asked to rate the impact of each disease
on human health, from high impact (3 points) to no impact (1 point), or unsure (0 points). The responses
to the questions identified which diseases the researchers thought were most harmful to human health and
would be affected most by climate change.
The third component of the survey asked participants to indicate how relevant they thought a number of
socio-demographic variables were to contracting food- and waterborne diseases. Scores ranged from
irrelevant (1 point) to relevant (3 points), and unsure (0 points). Participants were given the opportunity
to note any other diseases or socio-demographic variables not mentioned that they believed were relevant
to the study. The survey was approved by the Queensland University of Technology Human Research
Ethics Committee (no. 1300000702) and can be seen in its entirety in Appendix C.
2.2.2 Analysis
I multiplied each participant’s scores for a disease’s health impact by their scores for incidence under
climate change to create a single score encompassing both criteria. Higher scores indicated a higher
incidence under climate change and a more detrimental impact on health. To accommodate the varying
levels of expertise participants reported with climate and infectious diseases, I calculated a weighting for
each participant by adding together the participant’s scores for experience with climate change and the
disease group. Higher scores reflected greater experience. I applied these weightings to the participant’s
combined incidence and impact score. I then summed the 12 scores – one from each participant – for each
disease, resulting in a final score for each disease. I applied the same experience weightings to the
participants’ score for each socio-demographic variable.
I ranked the diseases within foodborne and waterborne groups to identify the most pertinent diseases in
each group. I examined research articles and government surveillance data to determine if sufficient
incidence and health outcome data were available to enable the disease to be modelled as an absence of
this data would preclude the disease from the study. The survey results were further supplemented with:
data from the literature about infectious diseases’ incidence in Queensland, the diseases’ effects on health
and susceptibility to climate, and the importance of socio-demographic characteristics to contracting these
diseases. This was done to ensure the most suitable diseases and socio-demographic variables were selected.
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2.3 Results
2.3.1 Experience
Of the 12 participants, 7 were epidemiologists, 2 were environmental scientists, 1 an entomologist, 1 a
biologist, and 1 a social scientist in public health. Participants had on average 19 years experience in their
fields, ranging from 7 to 40 years. Half of the participants reported at least ‘some’ experience with
infectious diseases, with one reporting ‘a great deal’ of experience. Nine participants also reported at least
‘some’ experience with climate change research. The participants’ experience was sufficient to provide
insight into the most pertinent diseases and socio-demographic characteristics to study.
2.3.2 Food- and waterborne diseases
The weighted scores ranged between 20 to 225 points from a possible 540 points. Higher scores represented
a greater incidence of the disease under climate change, a more negative impact on human health, and
more experienced participants. Foodborne diseases cannot be compared to waterborne diseases due to the
varying levels of participants’ experience between groups, however the scores identify the most important
pathogens from each group. The results are presented in Table 2.1.
Shiga toxin-producing Escherichia coli (STEC) was the highest ranked foodborne pathogen, followed by
Cryptosporidium, Salmonella and Shigella. Infections from all four pathogens are notifiable conditions in
Queensland, supporting the researchers’ opinions of them as important and ensuring sufficient incidence
data was available. All four were selected for the study. The source of gastrointestinal infectious diseases is
difficult to trace, so where a foodborne disease was selected all cases of the disease were included regardless
of transmission mode.
I also included campylobacteriosis. Although Campylobacter was ranked tenth due to a perception of mild
health effects, campylobacteriosis accounts for approximately 50% of foodborne disease notifications in
Queensland annually and can result in serious health complications, such as a progressive paralysis [17],
making it important to understand the potential impact of climate change on its incidence.
These five pathogens – STEC, Cryptosporidium, Salmonella, Shigella and Campylobacter – account for
approximately 97% of the food- and waterborne disease notifications in Queensland annually [17]. A strong
argument was therefore required to include further diseases given time and resource constraints.
Of the waterborne pathogens, Cyanobacteria – also known as blue-green algae – was ranked most highly
due to its susceptibility to climate, which is supported by studies which found that warmer water
temperatures under climate change will likely facilitate Cyanobacteria growth [18]. However the health
effects of Cyanobacteria are mild and uncommon [18, 19] so I did not include it in the study. I also decided
not to include Giardia lamblia, Leptospira and Legionella although they ranked highly because of a lack of
incidence data for Giardia lamblia, and Leptospira and Legionella each cause only a few hundred mild
illnesses in Australia annually [17] so neither is particularly costly.
The participants identified an additional four diseases which could be relevant to the study: Toxoplasmosis
gondii, Trichinella spiralis, Naegleria fowleri and melioidosis. The small number of additional diseases
identified suggests the scope of the survey was appropriate and did not exclude any major diseases. The
four suggested diseases were rejected because three (Trichinella spiralis, Naegleria fowleri and melioidosis)
rarely occur in Queensland, and the fourth Toxoplasmosis gondii, while a common infection, is
asymptomatic in the majority of cases [20]. The final scope of the study was STEC, Cryptosporidium,
Salmonella, Shigella and Campylobacter.
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Table 2.1: Diseases ranked within groups by total score, with average incidence and impact scores
Foodborne diseases Total score
Average
incidence score
Average health
impact score
STEC 222 6.4 7.3
Cryptosporidium 197 6.8 6.4
Salmonella 197 6.8 5.9
Shigella 172 6.0 5.9
Giardia lamblia 169 6.4 5.4
Listeria monocytogenes 163 5.3 6.7
Staphylococcus aureus 151 5.7 5.9
Non-STEC 130 5.2 5.3
Clostridium 124 4.4 4.9
Campylobacter 120 6.4 4.2
Rotavirus 120 4.8 6.3
Hepatitis A 104 3.2 6.2
Yersinia 104 4.4 3.8
Vibrio parahaemolyticus 96 4.0 3.3
Bacillus cereus 68 3.7 2.8
Aeromonas 60 2.5 1.8
Astro/adenovirus 20 2.3 1.8
Waterborne diseases
Cyanobacteria 225 7.8 6.3
Legionella 222 7.0 6.7
Leptospira 210 6.9 7.4
Giardia lamblia 197 7.1 5.9
Shigella 182 5.8 6.5
Rotavirus 175 5.8 7.0
Vibrio cholerae 172 5.3 7.1
Non-STEC 165 5.9 5.9
STEC 165 4.9 7.2
Campylobacter 157 5.7 5.8
Norovirus 142 5.4 6.3
Cryptosporidium 119 4.3 6.3
Hepatitis A 107 3.4 7.1
2.3.3 Socio-demographic variables
The weighted scores for the relevance of each socio-demographic variable to contracting an infectious
disease are shown below in Table 2.2. Higher scores indicate greater influence of the variable on contracting
an illness, and also incorporate the participants’ level of experience with pathogen groups.
Socio-economic status was considered the variable most relevant to contracting a foodborne illness. This is
supported by literature which suggests that individuals of higher socio-economic report more foodborne
illness due to dietary habits such as dining at restaurants more often and eating riskier foods such as soft
cheeses and rare-cooked meat [21]. However, the higher rates among people of higher socio-economic status
may also reflect a greater tendency for individuals of this group to visit a doctor when ill compared to
individuals from lower socio-economic groups [21].
Pre-existing medical conditions, particularly those which compromise the immune system, ranked highly
for both food- and waterborne illnesses. This is in accordance with studies showing that individuals with a
compromised immune system through conditions such as HIV/AIDS or individuals receiving cancer
treatments or organ transplants are more susceptible to contracting food- and waterborne diseases [22].
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Table 2.2: Total scores for socio-demographic variables by disease type, ordered by the score for foodborne
diseases.
Variable Foodborne Waterborne
Socio-economic status 107 97
Pre-existing medical conditions 105 113
Water source 103 111
Housing conditions 99 106
Travel patterns 94 97
Indigenous status 93 103
Sewage system 83 107
Occupation 79 96
Immunisation uptake 74 72
Having health insurance 71 65
Marital status 68 96
The researchers noted a number of additional socio-demographic characteristics which were relevant to
contracting these illnesses, including: geographic location or urban/rurality, level of education, water
storage systems, behaviour in seeking medical treatment, and attitudes toward health and water
management. Time constraints eventually precluded the inclusion of any of these variables in this study,
however these results suggest further avenues of research.
2.4 Discussion
There are a large number of infectious diseases in Queensland and this survey served to narrow the focus of
this study to the most pertinent diseases due to their potential health and economic costs under climate
change. Although there were a small number of survey respondents, the participants had substantial
experience in relevant fields and their knowledge was supplemented by data about disease incidence and
health outcomes to ensure appropriate diseases were selected. The diseases selected for inclusion were
Salmonella, Campylobacter, Cryptosporidium, Shigella and STEC.
During the course of study, the scope was further revised. Models of the effect of temperature and rainfall
of these five diseases, as discussed in Chapter 6, found that weather exerted little influence on the incidence
of shigellosis and STEC infection in Queensland (see Appendix D). The scope was thus refined to
salmonellosis, campylobacteriosis and cryptosporidiosis. These three diseases still account for
approximately 97% of notified gastrointestinal infectious diseases in Queensland [17]. For simplicity, I refer
to them as foodborne diseases throughout this thesis although they may be transmitted by either food or
water.
Chapter 3
Foodborne diseases in Queensland are
common and costly
3.1 Overview of foodborne diseases
Foodborne diseases are illnesses which occur as a result of consuming food contaminated with infectious
pathogens such as parasites, bacteria, viruses, or bio-toxins. The typical symptoms of foodborne diseases
are gastrointestinal, including nausea, vomiting, diarrhoea and abdominal pain, however the duration and
the potential sequelae conditions which arise from foodborne infections are varied [23].
The following section details how foodborne disease data are collected in Australia to provide context to
the discussion of the selected foodborne diseases which follows. In this discussion, I examine the incidence,
transmission methods, presentation and duration of symptoms, and sequelae conditions of each foodborne
disease. I then provide an overview of the health and economic costs of foodborne diseases in Australia and
globally to highlight the importance of studying foodborne diseases and their potential costs in future
under climate change.
3.2 Australia’s infectious diseases notification system
Disease surveillance systems are central to tracking trends in disease incidence in the community.
Australia’s disease notification system, the National Notifiable Disease Surveillance System (NNDSS), was
implemented in 1990 and surveils 60 communicable diseases [24]. Each state and territory, under its own
public health legislation, collects the demographic details of individuals who present to medical practices
with a notifiable condition and forwards this data to the NNDSS to compile the national dataset.
The criteria for a case to be reported to the NNDSS vary by disease. Most foodborne diseases, including
salmonellosis, campylobacteriosis and cryptosporidiosis, require the pathogen to be detected or isolated
from a biological sample from the patient by a laboratory before the case is reported to the NNDSS [25].
Such cases are known as laboratory-confirmed cases. Once cases are reported to the NNDSS, the
aggregated data are published daily through the federal Department of Health’s website, in fortnightly
summary reports published by the Department of Health, and in quarterly and annual reports published in
the journal Communicable Diseases Intelligence [26].
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3.2.1 Data quality of disease notifications
Australia maintains a strong disease surveillance system, however all such systems have limitations. Two
key limitations are that notifications likely underestimate the number of cases in the community [10, 27],
and the notified cases may not be representative of the community cases [21].
Several steps must be completed for a case of foodborne illness to reach the NNDSS, which are detailed in
Figure 3.1. An infected person must become ill, visit a doctor, and have a viable stool sample taken. That
sample must be correctly stored and transported to a laboratory, where the technician must be able to
detect the pathogen in the sample. If any of these steps are not completed, the case is not notified. The
notification process most often fails in the first two steps when the common, self-limited symptoms of
foodborne disease mean individuals may not see a doctor, and the doctor may not always order a stool
sample as identifying the specific pathogen is not always important to resolving the symptoms [27].
Figure 3.1: Under-reporting of infectious diseases within the Australian healthcare system, reproduced from
the Department of Health (2013) [28].
This under-reporting is evident even within study populations. One study of the community incidence of
gastrointestinal illness followed 2,811 individuals over 15 months. During this time the participants
experienced 2,669 episodes of gastrointestinal symptoms, however only 795 stool samples were submitted
for analysis and pathogens could be identified in only 198 of these samples [29].
The steps required to have a disease notified may also mean that the cases which are notified may not be
representative of community cases of foodborne diseases. For instance, individuals in higher socio-economic
brackets may be more likely to see a doctor when unwell because of greater access to medical services than
individuals from lower socio-economic brackets [21]. Individuals with severe cases of illness are also more
likely to see a doctor. Severe cases occur more often in very young and elderly populations resulting in an
over-representation of these groups in notifications data.
Another limitation of surveillance systems is that information about the source of each case is not usually
available. Data about the source of an infection is important in outbreak situations where the causative
pathogen behind multiple related cases must be identified to prevent further cases, such as a contaminated
batch of widely-distributed product or a restaurant with poor hygiene practices. Epidemiological studies to
identify sources are usually confined to outbreak situations as tracing cases back to the contaminated item
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is difficult, expensive and time-consuming as symptoms of illness present days after the item was
consumed, making these investigations infeasible for single cases.
Knowing the source of each infection is also important to determining whether the case was acquired
locally or overseas, and whether the infection was foodborne or transmitted via animals, other people, or
the environment. This information is particularly pertinent to studies such as this one which seek to
determine whether the climate – a factor specific to the place an individual lives and what an individual
eats – is influential on their likelihood of contracting a foodborne disease. The lack of this information for
cases in national notification systems requires statistical adjustments to estimate the incidence of cases
acquired locally or internationally, and whether by food or another method [30, 31].
These issues demonstrate that while disease notifications data in Australia are reliable and useful for
tracking disease incidence, there are limitations which need to be considered when applying the data in
research studies so as to not under-count the disease incidence, or over-ascribe cases to foodborne
transmission or local conditions.
Adjusting for under-reporting in disease notifications
A common method to adjust for the limitations in notifications data is multipliers, wherein the number of
notified cases is multiplied by a particular number derived from research to make it more representative of
community cases [27, 30]. The degree of under-reporting in surveillance data is perhaps the most difficult
multiplier to estimate as it requires the incidence of the disease in the community to be measured. Cohort
studies are the best method of estimating community incidence of gastrointestinal illnesses. These studies
survey a selected cohort about any gastrointestinal symptoms over a period of time to determine the
community incidence of a disease. A multiplier can then be calculated from the community incidence
compared to the number of cases notified to inform the percentage increase which should be applied to the
notification data to correct for under-reporting.
The most comprehensive study of community incidence of gastroenteritis in Australia was the National
Gastroenteritis Survey (NGS) undertaken in 2001–2002 and again in 2008–2009 by Hall and the
OzFoodNet Working Group [17, 32]. The NGS telephone-surveyed 6,087 individuals across Australia about
demographic information and gastrointestinal symptoms experienced in the previous four weeks. A case of
gastroenteritis was defined as 3 loose stools or 2 vomiting episodes in 24 hours which were not due to a
non-infectious cause, or 4 stools or 3 vomiting episodes in 24 hours if respiratory symptoms were also
present, to reduce the number of respiratory infections captured. The survey estimated there were 17.2
million episodes of gastroenteritis in Australia each year (95% confidence interval [CI] = 14.5 million - 19.9
million). From these episodes, 3.7 million visits to doctors resulted and more than half a million stool tests
were conducted, which highlights the low proportion of ill individuals who seek medical treatment and have
a notification registered [27].
As cohort studies generally involve a large number of participants, it is often prohibitively expensive to
analyse biological samples for gastrointestinal illnesses. Acute gastrointestinal symptoms may result from a
number of diseases unrelated to foodborne illness such as the common cold so without testing biological
samples cohort studies cannot determine the pathogen causing the illness or whether the illness was
foodborne. Even when study do examine biological samples, individuals may not submit a sample,
pathogens may not be identified from samples, or the number of cases of particular pathogens identified is
too small to generalise [27, 29]. Consequently, cohort studies are excellent for estimating community
incidence of gastrointestinal illnesses generally, but often cannot provide disease-specific incidences, such as
the community incidence of salmonellosis.
To derive estimates of the community incidence of specific pathogens, Hall and colleagues developed a
complex methodology based on the community incidence of gastroenteritis from the NGS and the steps
during the notification process at which attrition can occur [27]. This method involved calculating the
probability of a case-patient seeing a doctor, having a stool sample taken (both of which were included in
the NGS questions), having the laboratory detect a pathogen (garnered from quality assurance studies),
and having the case reported to the surveillance system (derived from discussions with state
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epidemiologists). The community incidence of salmonellosis was estimated at 7 (95% CI = 4-16) times the
number of cases notified and campylobacteriosis at 10 (95% CI = 7-22) times the number of cases notified
[27]. While cryptosporidiosis was not included in the study, the multiplier for salmonellosis has been
applied for cryptosporidiosis in other studies [17].
Although Hall and colleagues’ study is a hallmark work with a sound methodology, a limitation of this use
of multipliers is that, to my knowledge, there are currently no data regarding differences in the multiplier
to be applied based on age or other demographic factors. For instance, it could be expected that very
young or elderly individuals are more likely to receive medical attention for foodborne infections and as
such the multiplier to account for under-reporting in these age groups would likely be smaller than that of
other age groups, however this data is not currently available.
Adjusting for the proportion of cases which are foodborne
Infectious pathogens can be transmitted to an individual through a number of pathways, including
consuming contaminated food or water or through contact with infected individuals, animals or
contaminated items in the environment. To accurately assess the costs of foodborne diseases specifically,
the incidence of a disease must be adjusted to account for those cases which are not transmitted via food.
This adjustment can be one of the most uncertain areas of such studies as tracing an illness back to its
source usually occurs only for outbreaks, making it difficult to accurately know the proportion of cases
contracted through each transmission mode [17, 33].
A common method of estimating the foodborne proportion is expert elicitation in which the professional
opinions of experts such as public health scientists, physicians, and epidemiologists are quantified and
analysed to determine the proportion of cases acquired through each transmission mode. Elicitation of 11
experts was used by Vally et al. (2014) to estimate the mean percentage of cases of salmonellosis and
campylobacteriosis acquired through food, water, or contact with humans, the environment, or animals
[34]. The results are shown in Table 3.1.
The proportion of cryptosporidiosis cases transmitted via each pathway are also shown in Table 3.1 which
are drawn from a Canadian study [35]. These results align with an expert elicitation study in Australia
which estimated that 10% (90% CI = 1-27%) of cryptosporidiosis cases in Australia are foodborne,
although the proportion of cases transmitted by other means were not determined [17].
Table 3.1: Mean, minimum and maximum percentage of cases of salmonellosis, campylobacteriosis and
cryptosporidiosis contracted via each transmission mode
Transmission mode Non-typhoidal salmonellosis Campylobacteriosis Cryptosporidiosis
Food 71 (65, 75) 76 (70, 80) 11.3 (1.1, 37.1)
Water 5 (1, 10) 6 (2, 10) 36.8 (13.3, 67.6)
Environment 15 (5, 25) 3 (0, 7) 4.7 (0.3, 25.7) †
Person 5 (1, 10) 5 (1, 10) 24.2 (4.5, 61.2)
Zoonotic 4 (1, 9) 10 (5, 15) 23.0 (4.9, 57.1)
Data from Salmonella and Campylobacter are drawn from Vally et al. (2014) [34], and Cryptosporidium data are drawn from
Butler et al. (2015) [35].
† This figure pertains to ‘other’ transmission methods for cryptosporidiosis which were not food, water, zoonotic or person-to-
person modes
Expert elicitation has limitations. For instance the results can be biased if the expert group is not
sufficiently diverse or biased by the preparatory information presented to the experts. Experts may
understate the uncertainty of their estimates, and uncertainty is added when experts disagree on estimates
[33]. However, expert elicitation has been internationally applied and can be a strong methodology for
estimating the source attribution of foodborne diseases where the epidemiological data is unavailable to
enable empirical methods [33].
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Adjusting for domestically-acquired cases
The incidence of foodborne diseases must also be adjusted to account for the number of cases acquired
overseas to ensure the estimate of illnesses which occur due to local conditions such as weather and food
safety practices in Australia is accurate. Australia’s NNDSS does sometimes report whether a case was
domestically or internationally acquired, however only Victoria and Western Australia have mostly
complete data for this item [17]. One national study of foodborne disease incidence estimated the median
cases of foodborne disease acquired domestically by extrapolating the proportion of domestically or
internationally acquired cases in Western Australia to the Northern Territory, and the
domestic-international proportion of Victorian cases to the remaining states and the ACT [17].
Figure 3.2: Map of Australian States and Territories. ACT is Australian Capital Territory.
The minimum and maximum estimates, and validation of the median, were then calculated by testing
three further methods of estimating the domestically acquired proportion: i) the Western Australian
proportions were extrapolated to the Northern Territory and Queensland and Victorian proportions
applied to all other states and the ACT; ii) calculate the proportion of domestically acquired cases based
on the cases noted as domestically or internationally acquired, ignoring those where the place of acquisition
was not stated; iii) and assume all cases with no noted place of acquisition as acquired in Australia [17].
This method has subsequently been adopted in other similar studies [30, 36]. The results indicated that
85% (70-95%) of non-typhoidal salmonellosis cases, 97% (91-99%) of campylobacteriosis, and 97% (92-99%)
of cryptosporidiosis cases are acquired in Australia [17].
3.2.2 Summary of the strengths and limitations of disease notification systems
Australia’s NNDSS is a high quality system for analysing trends in communicable disease notifications.
However, as with all surveillance systems which rely on affected individuals to seek medical treatment for a
notification to be registered, the system greatly under-reports the community incidence of the diseases it
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surveils, particularly foodborne diseases due to the common and self-limiting nature of their symptoms.
Researchers have developed a series of adjustments to be implemented when using notifications data to
account for the known limitations of the surveillance system including under-reporting incidence and
adjusting the incidence to the cases which are foodborne and domestically acquired. These adjustments
allow more accurate estimates of the community incidence of foodborne diseases contracted locally which
facilitates more accurate estimates of the costs of foodborne diseases and highlights where interventions to
reduce these costs could be most effective.
3.3 Selected foodborne diseases in Queensland
The following section describes the selected foodborne diseases in this study – campylobacteriosis,
salmonellosis and cryptosporidiosis – their incidence rates in Queensland, symptoms, duration of illness
and transmission modes. This information is important for accurately modelling the incidence and
presentation of the diseases in the microsimulation models used later in this study.
3.3.1 Campylobacteriosis
Campylobacteriosis is the most common foodborne infection in Queensland with approximately 4,900 cases
notified annually. Between 2003 and 2014, campylobacteriosis cases accounted for between 48% and 62% of
infectious gastrointestinal diseases notified to Queensland Health, a rate of between 82–132 cases per
100,000 population [24]. When under-reporting in notification data is accounted for, the incidence rate
could be as high as 1,184 cases per 100,000 people [27]. Australia records one of the highest rates of
campylobacteriosis worldwide with incidence rates 10 times higher than in the US, twice as high as the
Netherlands, and higher than the UK rate [17].
There are 25 species of Campylobacter, but two species cause the majority of infections in humans; C.
jejuni causes approximately 80% of infections and C. coli most of the remaining 20% [37, 38]. Children
under 5 years and young adults aged 20–29 years are most susceptible to campylobacteriosis, as shown in
Figure 3.3, which is believed to be due to less developed immune systems in young children and exposure
by young adults to children through carer roles [38]. Males also have consistently higher rates of
campylobacteriosis with between 1.1 and 1.9 times as many notifications as females.
Figure 3.3: Rate of campylobacteriosis notifications per 100,000 population in Queensland during 2004–2013
by age group
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Approximately 76% of cases of campylobacteriosis are transmitted through food [34]. The optimal
environment for growth of Campylobacter occurs in the intestinal tract of warm-blooded animals as
replication occurs at temperatures higher than 30 ◦C. Consequently, campylobacteriosis is frequently
transmitted via meat and other animal products which can be contaminated during butchering processes
when faeces or visceral matter may come into contact with meat [37]. Poultry products are particularly
common sources of infection. New Zealand successfully reduced its rate of campylobacteriosis by 54%
between 2006 and 2008 and decreased hospitalisations for Guillain-Barre Syndrome – a sequelae condition
– by 13% through intervention methods such as recommending freezing raw poultry meat and introducing
performance targets for producers of broiler chickens [17, 39].
In Australia, one study isolated Campylobacter from 84% of all chicken carcasses after processing [40].
Campylobacter can survive at refrigeration temperatures for over 7 months [37], enabling the bacteria to
survive transit from processing centres to the retail setting where cross-contamination between products
may occur. The external packaging of raw meat products has been identified as a key means of
cross-contamination within shops and in homes [37]. Campylobacter can be destroyed through cooking at
70 ◦C, however if food is undercooked, an infectious dose consists of only 1,000 organisms [38]. The wide
distribution of Campylobacter in most warm-blooded animals, its durability, the ease at which it is
transmitted and its low infectious dose all contribute to the high incidence rate of campylobacteriosis in
Queensland.
Once infected, symptoms usually appear within 2–7 days. Campylobacteriosis presents as diarrhoea,
abdominal pain, fever, muscle pain, headache and nausea lasting 2–10 days [37]. Infections are rarely fatal,
however the health outcomes of campylobacteriosis can be severe. Approximately 3,200 people are
hospitalised due to campylobacteriosis in Australia each year, and 2–4 individuals die [17].
Campylobacteriosis is also associated with a number of chronic sequelae conditions.
Sequelae conditions of foodborne diseases are under-recognised as a consequence of foodborne infections as
weeks or months may transpire before the sequelae condition manifests, making it difficult to reliably
attribute it to the foodborne infection. Additional barriers to determining if a foodborne infection caused a
sequelae condition include the need to prove through medical or epidemiological studies that the
relationship is causal, which is hampered by the need to have identified the cause of the initial foodborne
infection, identified the microbiological pathway through which the sequelae manifests, and is complicated
by environmental and genetic factors of both the host and pathogens [41]. Despite these issues, estimates
of the costs of sequelae illnesses are high [41]. For instance, more than half of the cost of
campylobacteriosis in the United States results from the number of cases from which Guillain-Barre
Syndrome (GBS) manifests [42], and campylobacteriosis causes 80% of sequelae conditions attributable to
foodborne diseases in Australia [17].
GBS is an acute flaccid paralysis caused by an abnormal reaction between nerve endings and the
antibodies produced to fight campylobacteriosis [43]. This reaction causes neurological damage which
appears as weakness in the legs and quickly develops into ascending paralysis. GBS onsets around 6 weeks
post-infection with Campylobacter jejuni and if untreated can cause respiratory arrest and death, as occurs
in approximately 4–15% of cases [17, 41]. Outcomes of GBS are varied; 2% of patients remain bedridden or
require breathing assistance up to one year later, 20% remain permanently unable to walk, and a further
25% of patients experience disabilities which may slowly resolve over a number of years [38, 41]. Around 1
in 1,000 cases of campylobacteriosis result in GBS, which is approximately 70 cases in Australia each year
which accounts for 25% of all new GBS cases [9, 17, 36, 38, 41, 43]. GBS is estimated to cost Australia $25
million annually [9].
Another common sequelae is reactive arthritis (ReA). ReA is an autoimmune disorder which presents as
arthritis in the legs and other inflammatory conditions including tendonitis and back pain. When
accompanied by conjuctivitis, uveitis or urethritis, the condition is known as Reiter syndrome [41].
Incidence rates of ReA following campylobacteriosis range between 3–13% [41, 44, 45]. ReA may develop
7–30 days after the onset of campylobacteriosis and symptoms typically resolve within one year [41].
Women are more at risk than men, with a Dutch case-control study of 457 campylobacteriosis patients
finding that women accounted for 90% of patients who developed ReA [45]. It is estimated that 48% of the
new ReA cases in Australia each year are sequelae of campylobacteriosis or salmonellosis, which is around
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16,200 cases, approximately 25 of which require hospitalisation [17].
Campylobacteriosis has also been associated with post-infectious irritable bowel syndrome (PI-IBS).
Normal IBS – that not acquired following an infection – affects around 10-20% of Western populations and
presents as abdominal pain and discomfort and either diarrhoea or constipation [41]. The risk of
developing PI-IBS is increased by nearly 8 times within three months of an acute gastrointestinal infection
such as campylobacteriosis and the risk remains nearly 4 times higher for the 2–3 years following infection
[46]. Overall incidence of PI-IBS is between 5% and 32% after acute infections [41, 46, 47]. PI-IBS
typically resolves without treatment over time with approximately 50% of exposed individuals recovered
within 5–6 years [47]. Women also have a higher risk than men of developing IBS after campylobacteriosis
at a relative risk of 1.5–2.9 [47]. Approximately 13% of new PI-IBS cases arise due to an acute
campylobacteriosis or salmonellosis case in Australia each year, with around 19,500 cases each year causing
915 hospitalisations and 1–2 deaths [17].
Neurological conditions may also result from campylobacteriosis infection, however this occurs through
more indirect pathways in which campylobacteriosis develops into sepsis or respiratory distress syndromes
causing cognitive or other functional impairments. Similarly, psychological conditions such as depression
and anxiety can result from gastroenteric infections, however this is an area of research which has only
recently begun to be explored as evidence of gut–brain interactions emerge [41].
3.3.2 Salmonellosis
Salmonellosis is the second most common foodborne illness in Queensland with around 3,100 notified cases
annually, accounting for between 26% and 41% of all gastrointestinal diseases notified in Queensland
annually between 2003 and 2014, a rate of 47.4–104.5 cases per 100,000 people [24]. After accounting for
under-reporting, the rate is estimated at 262 cases per 100,000 population [27].
The Salmonella bacteria genus is very large with over 2,500 serotypes [48] (see Figure 3.4). The subspecies
Salmonella enterica enterica causes most human cases of salmonellosis [37], with S. Typhimurium, S.
Virchow, and S. Saintpaul the three most commonly reported serotypes, accounting for 39-50% of the cases
reported each year between 2009 and 2013 [24, 49].
Figure 3.4: Salmonella phylogeny [37, 48].
Two major types of illness result depending on the serotype of S. enterica ingested: nontyphoidal
salmonellosis, and typhoid fever. Typhoid fever is a severe condition caused by serotype S. enterica Typhi.
Typhoid fever presents as high fever with gastrointestinal symptoms, aches, loss of appetite and a rash,
which can develop into septicaemia, septic arthritis and chronic infections. Mortality rates can be as high
as 10% if typhoid fever is untreated, but deaths rarely occur in Australia with around 15 patients
hospitalised each year [17, 48]. Typhoid fever is rare in Queensland with 10–30 cases annually, nearly all of
which are acquired overseas [49].
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Nontyphoidal salmonellosis is far more common than typhoid fever and is caused by all serotypes of S.
enterica except S. Typhi [48]. Salmonellosis symptoms last up to a week and include abdominal cramps,
diarrhoea, nausea, mild fever, chills, vomiting, joint pain, general malaise, dehydration and headaches
[37, 50].
The notification rate of salmonellosis cases in Queensland between 2004–2013 by age group is in Figure 3.5.
As with most gastrointestinal infections, children under 5 had the highest rates of infection with 315.4
cases per 100,000 girls and 339.6 cases per 100,000 boys. Incidence rates then remain relatively stable with
rates varying between 31.4 and 60.8 notifications per 100,000 after the age of 5 years. Salmonellosis
notifications are also quite similar between females and males with the highest difference in rates occurring
in the early 20s when females report 1.4 times as many cases as men which may reflect more contact with
young children by females of this age group than males.
Figure 3.5: Rate of salmonellosis notifications per 100,000 population in Queensland during 2004–2013 by
age group
Around 71% of salmonellosis cases are transmitted via food or water which has been contaminated with
infectious faecal matter. The remaining 29% of cases are transmitted by contact with infectious animals,
people or the environment [34]. Contaminated poultry products are most commonly implicated in
transmission, along with red meat and unpasteurised milk [51]. Nearly 40% of chicken carcasses in
Australia tested positive for Salmonellae post-processing [40]. Fresh produce is also frequently identified as
the transmission vehicle, having been contaminated during growth, harvesting or production by water
polluted with faecal matter or contact with animal faeces [50]. Outbreaks in Australia via this method
have been linked to rock melons [52], alfalfa sprouts [53], and papaya [54].
Outbreaks of salmonellosis can be far-reaching and expensive. In February 2015, an outbreak of
salmonellosis among school administrators throughout Queensland was traced back to a conference held in
Brisbane at which contaminated food was served. Over 250 people were affected, with 26 hospitalised [55].
A month earlier another outbreak had occurred at a Brisbane restaurant in which 141 people were aﬄicted.
These outbreaks are the second and third highest on record, succeeded by an outbreak associated with a
racing carnival function in 2013 at which contaminated eggs were used in a mayonnaise resulting in
approximately 350 cases of which 12 were hospitalised, and one person died [49].
Salmonellosis is typically self-limiting and resolves without treatment, however salmonellosis causes around
9 deaths in Australia each year, contributes to around 4 times more [56], and the initial infection can lead
to sequelae. Complications can result if Salmonellae enter the bloodstream causing potentially fatal
infections in the heart, appendix, brain or lungs [37, 50, 51]. Salmonellosis has also been associated with
PI-IBS with 5–32% of salmonellosis patients reporting PI-IBS, with risks 8 times higher over the 3 months
post-infection and 4 times higher over the 3 years following infection than individuals who did not have
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salmonellosis [41, 46, 47]. ReA also occurs in 2–15% of salmonellosis patients [41]. A Dutch case–control
study of 193 salmonellosis patients 3 years after infection found that 4% of patients developed the
condition compared to 2% of controls. Women were more often affected by the condition, accounting for
88% of the salmonellosis patients who developed ReA [45].
More rarely, salmonellosis can develop into sepsis or respiratory distress syndromes, which can result in
cognitive and functional impairments [41]. Salmonellosis has also been linked to occasional cases of
post-diarrhoeal haemolytic uraemic syndrome (D+HUS). D+HUS is a severe condition which
disproportionately affects children and is characterised by haemolytic anaemia and acute kidney failure,
which can trigger chronic kidney failure, end-stage renal disease, and chronic hypertension [41, 57].
D+HUS is a rare outcome of salmonellosis, however it can have severe health outcomes and is estimated to
cost $6.7 million annually in Australia [9].
3.3.3 Cryptosporidiosis
Cryptosporidiosis is a parasitic infection which affects around 800 people in Queensland each year,
accounting for 4% to 17% of infectious gastrointestinal diseases reported each year, a rate of 7–34 cases per
100,000 people [24]. There are 23 species of Cryptosporidium currently known, but only two infect humans,
C. hominis and C. parvum. C. parvum is transmitted from animals hosts to humans, while C. hominis is
transmitted between humans. C. hominis accounts for most infections in Australia [58, 59].
Cryptosporidiosis varies from asymptomatic to a severe, life-threatening illness. Typical symptoms include
watery diarrhoea, abdominal pain, fever, nausea and vomiting which resolves spontaneously within 1–4
weeks [58].
Children aged under 5 years also have higher incidence rates than other age groups with 111.6 cases per
100,000 girls and 137.0 cases per 100,000 boys (see Figure 3.6), with a second peak in adults aged 20–39
years with 24.4 cases per 100,000 women and 11.7 cases per 100,000 men.
Figure 3.6: Rate of cryptosporidiosis notifications per 100,000 population in Queensland during 2004–2013
by age group
Cryptosporidiosis is typically transmitted by ingesting water which has been contaminated by human or
animal faecal matter. Both recreational and drinking water have been implicated in outbreaks. For
instance, an outbreak of 52 cases of cryptosporidiosis in Brisbane in 1998 was linked to swimming in public
pools [60]. Recreational waters such as lakes have also been implicated in transmission as they can be
contaminated through run-off from agricultural land or infected swimmers [59]. The largest reported
outbreaks of cryptosporidiosis occurred in Milwaukee in 1993, in which around 400,000 people were
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infected, and in Ostersund, Sweden in 2010 when approximately 27,000 people (45% of the city’s
population) were affected [61, 62]. Both instances were the result of public water supply becoming
contaminated with cryptosporidium oocysts.
Cryptosporidium oocysts – tough-shelled cysts which carry the parasite’s infectious zygotes – are highly
adapted to waterborne transmission as infected hosts shed large numbers of oocysts, only a very small
number are required to induce illness, and oocysts are resistant to environmental conditions [59].
Cryptosporidium are difficult to remove from water through normal disinfection and filtration methods as,
unlike bacteria, Cryptosporidium oocysts are resistant to chlorine at the levels used to disinfect water, and
their small size makes them difficult to capture in filters [58].
There are two primary sequelae associated with cryptosporidiosis. Cryptosporidiosis is consistently
reported with relapses of gastrointestinal symptoms after two or more days during which no
gastrointestinal symptoms were present [61, 63, 64]. Case-control studies of cryptosporidiosis patients have
found that gastrointestinal symptoms such as diarrhoea and abdominal pain are 2–3 times more likely to
be reported by patients than controls [64], with 41% of patients experiencing such symptoms within 2
months post-infection compared to 13% of controls [63]. Fifteen percent of patients in a Swedish study
reported such symptoms up to 36 months after the initial infection [65]. Estimates of 29% of patients
relapsing have been reported in the United States [66].
Joint pain, or arthralgia, has also been associated with cryptosporidiosis [63, 65]. Nearly 20% of 201
patients in a United Kingdom study reported experiencing joint pain in the 2 months after having
cryptosporidiosis [63]. A case–control study of three groups of patients interviewed at annual intervals after
an outbreak in Sweden reported an increasing incidence of myalgia and arthralgia after infection, starting
at 4.5% of patients at 6–12 months post-infection, 5.3% at 13–24 months after infection, and 7.5% at 25–36
months after infection [65]. This study highlights how sequelae conditions can affect individuals for years
after the initial infection has resolved.
3.4 Health and economic costs of foodborne diseases
Historically, the public health impact of disease was typically measured simply by its incidence and
prevalence of non-fatal and fatal cases. Cost-utility analyses and their associated measure of
Quality-Adjusted Life Years (QALYs) were developed by health economists to account for not only the
number of years lost to premature death, but also the quality of life lost to illness [67]. In the 1990s,
Murray and Lopez’s seminal Global Burden of Disease studies introduced Disability-Adjusted Life Years
(DALYs) and this rival measure of population health is now used in studies of burden of disease worldwide
and selected by the World Health Organization as its primary population health measure [42, 67]. Despite
their far-reaching applications, DALYs have come under substantial scrutiny and their use is not uniformly
recommended [67].
The following section discusses the theories and uses of these two measures, DALYs and QALYs, how to
calculate them as measures of population health, and examines methods of calculating corresponding
economic estimates of foodborne disease. This background detail is important as a quality of life measure
was key in my analysis and as DALYs are the more common measure used, I justify my use of QALYs
instead. Previous estimates of the health and economic costs of foodborne diseases in Australia and
internationally are then discussed.
3.4.1 Methods for calculating the costs of foodborne diseases
QALYs and DALYs
Studies of the health and economic costs of foodborne disease through incidence, hospitalisations and
deaths “provide valuable evidence for intervention and food safety policy” [30], however two fundamentally
different outcome measures have emerged through the literature, DALYs and QALYs.
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Cost-utility analyses are used by health economists to calculate the cost of a particular treatment or
intervention to determine whether the outcomes justify the cost of implementing the treatment or
intervention. In this way, priorities can be set by identifying the interventions with the best outcomes per
cost. The outcomes of such interventions are measured in Quality-Adjusted Life Years (QALYs).
QALYs are a measure of one’s Health-Related Quality of Life (HRQoL). HRQoL is measured on a scale of
0 to 1, where 0 represents death and 1 represents perfect health. Diseases can be assigned weights along
this scale which reflect how the illness affects an individual’s quality of life. These weightings are
commonly derived from studies which use the EuroQol 5 Dimensions (EQ-5D) scale to assess a population
based on 5 dimensions: mobility, self-care, ability to conduct usual activities, pain or discomfort, and
anxiety or depression. Each dimension is scored as 1–3 based on ‘no problems’, ‘some problems’, or
‘extreme problems’, and these scores are then combined to determine the health state accorded to the
condition, of which there are 243 possibilities. A response of ‘11111’ is a perfect health state, while ‘33333’
is the worst state possible [68, 69]. These states can then be converted to utility values on the 0-1 scale
through regression and prediction analyses [69, 70].
Utility values can also be calculated through Time-Trade-Off (TTO) or Visual Analogue Scale (VAS)
studies. TTO studies require individuals to decide between remaining in a particular health state for a
period of time or trading off a period of life to be returned to perfect health. For example, individuals may
be asked whether they would prefer to be blind for 10 years, or to have perfect health for 8 years and then
die. In VAS studies, individuals rate their perception of the quality of life of a particular health state from
0, representing dead, to 100, representing perfect health. These ratings can then be converted to utility
values [69, 70].
No study to date has focused on obtaining utility values for foodborne diseases, however the HRQoL
literature has been developed extensively in recent years and utility values for foodborne diseases and their
sequelae have been derived from secondary sources [68]. For instance, the utility values for acute
salmonellosis and campylobacteriosis infections have been estimated as 0.80 and 0.77 respectively, while
being hospitalised for severe cases of either infection has been estimated at 0.44 [66]. Through the use of
utility values and QALYs, the impact of diseases on quality of life, including morbidity and premature
mortality, can be standardised to a common scale.
DALYs
DALYs are the outcome measure of ‘burden of disease’ (BOD) studies. BOD provides a conceptual and
methodological framework through which the effect of diseases on the health of a population can be
standardised and compared. The primary purpose of burden of disease studies is to establish the relative
costs of diseases and their associated risk factors to the population in DALYs as a standardised measure of
population health so that resources to reduce the highest burdens may be targeted appropriately [23].
DALYs represent the years of life lost due to mortality (YLL) and the amount of time spent in less than
perfect health due to disease and disability (YLD) in comparison to no ill health or premature mortality.
YLL is calculated by subtracting the age at death from the years of life expected (often considered 82.5 for
women and 80 for men [67]). YLD is calculated by multiplying the duration of the illness by the disability
weight assigned to the disease [23].
One DALY is the equivalent of one healthy year of life lost, while one QALY is one healthy year of life
gained so the goal for interventions is to increase QALYs and decrease DALYs [67]. The example in
Figure 3.7 shows a single year in which a 79-year-old man contracts an acute case of campylobacteriosis of
7 days duration, develops GBS and then dies after 103 days. The utility values and disability weights are
the same, with perfect health at 1.0, campylobacteriosis at 0.77, GBS at 0.35, and death at 0.0. The QALY
is calculated by multiplying the utility value of each state by the duration of the year spent in that state
and summing the results: (1.0 × 0.08 years) + (0.77 × 0.019 years) + (0.35 × 0.28 years) + (0.0 × 0.62
years) = 0.19 QALYs, the dark blue area in Figure 3.7.
An individual who experienced perfect health throughout this year would have a QALY of 1, so the impact
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of an illness as the period of perfect health lost is the DALY, which is the light blue area in Figure 3.7 and
is 0.81 for this example. Most commonly, DALYs or QALYs for individuals are summed across a sample to
calculate the aggregate effect of an illness or disease on an aggregate group of individuals. These figures
may then be compared with other illnesses and diseases to determine which condition most adversely affects
a population to assist in targeting prevention strategies to have the most beneficial outcomes for society.
Figure 3.7: Example of how QALYs and DALYs are calculated for a single year
While DALYs are more commonly used given the popularity of BOD studies, the means through which
disability weights are generated fundamentally undermines the use of DALYs. As described, the utility
values for QALYs are calculated by carrying out TTO and VAS tasks with samples of the general
population. Surveying the general population inherently incorporates the value placed by most people on
their own health state. Disability weights for DALYs are generated by asking medical experts to decide
between, for example, extending the lives of 1,000 healthy individuals by 1 year or extending the lives of
1,500 blind individuals by 1 year [67]. The number of blind individuals involved is changed until the expert
cannot trade off between the groups, at which point the disability weight is taken. The primary concern
with this technique is that in asking someone to trade off between people of different health states, the
person is asked to evaluate the health state – which is the core purpose of the task – but is also asked
about their ethical beliefs regarding the opportunities which should be afforded to people with disabilities.
It is then impossible to disentangle health from the ethical considerations [67].
Further, the medical experts evaluating health states are required to reach a consensus on the weighting.
This eliminates any measure of the variance in weightings and, as these tasks are carried out in group
settings, subjects the decision-making process to group dynamics in which individuals have differing
bargaining skills and authority [67]. Medical experts also have different experiences with health than the
general population. While using medical experts ensures a full understanding of the symptoms of a health
state, medical experts’ valuations of states may not agree with the experience with health and disability,
undermining the weightings as a measure of population health [67]. For these reasons I used QALYs in this
study.
Economic costs of foodborne diseases
There are two common methods of calculating the economic costs of disease. The first, Cost of Illness
(COI), involves identifying the monetary costs of each component of an illness, such as health care and lost
income, and calculating the total economic costs . This method has been criticised for its inability to
account for the personal experience of an illness which may not incur any economic costs, such as an
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individual who is ill over a weekend and seeks no medical attention with no lost income [71]. The COI
method may thus underestimate the true costs of foodborne diseases [71, 72].
The second method accounts for these personal costs and uses ‘willingness to pay’ (WTP) to estimate the
cost of the illness based on how much individuals would be willing to spend to avoid the illness [9, 41].
WTP is a means of estimating the cost of something, such as one’s health, based on the premise that the
item’s value is what individuals are willing to pay for it [9]. For instance, in Australia the value of a life
lost is often $1 million, which reflects the potential future income lost [9]. However, when individuals are
asked how much they would be willing to pay to reduce their risk of death, lives are often valued at $2.5 to
$7.0 million [9].
It is becoming more common for studies to gain the advantages of both COI and WTP methods by using
both to estimate components of disease costs. For example, Abelson, Potter Forbes and Hall (2006)
combined these approaches to study the costs of foodborne disease in Australia [9]. This comprehensive
study calculated four categories of costs associated with foodborne disease: i) health care services, ii)
illness surveillance and control, iii) business costs in providing safe food, and iv) health costs to businesses
and individuals. These costs were calculated via the following methods:
• i) the medical costs of foodborne: the unit cost of each treatment, such a stool tests, GP visits, and
medications, multiplied by the typical number of resources consumed by individuals with each disease
or sequelae (COI)
• ii) surveillance and infection control costs: national costs for laboratory testing ($11 million), disease
surveillance ($2.3 million), maintaining surveillance systems ($2.1 million), and administering food
standards regulations ($24 million) were estimated through government departments in charge of
these activities (COI)
• iii) providing safe food by complying with food standards regulations and managing contamination
events: these were costed by obtaining best estimates from literature regarding the cost of adhering
to regulations and having to manage and recall products found to be contaminated. While best
estimates were sought, the costs of food recall activities are highly variable (COI)
• iv) health costs to businesses and individuals including lost productivity at work and at home, costs
of carers, lifestyle costs, and premature mortality: these costs were calculated via assigned monetary
values per day of work or day of home and carer duties lost ($175 and $87.50, respectively), while
lifestyle costs and premature mortality were calculated using WTP, as described below.
Abelson et al. (2006) calculated WTP to avoid an illness using the formula WTP = Severity weight ×
Days with illness × Value of a healthy day (set at $296) [9]. Severity weights were the DALY disability
weights as previously described. The WTP of individuals to avoid gastroenteritis varied based on the
severity of the illness: a hospitalised case was valued at $354 to avoid 9 days of illness, while a case
requiring a GP or emergency room visit was valued at $111, and a case with no medical attention required
was valued at $50 [9]. Individuals were calculated as willing to pay $2,090 to avoid PI-IBS, $2,314 to avoid
ReA, primarily due to the lengths of these illnesses, and $9,693 to avoid GBS, the most severe sequelae [9].
Other studies have also used WTP to value foodborne diseases or interventions to reduces infection. For
instance, a US study estimated from a national survey of over 3,500 people that Americans – as a nation –
would be willing to pay $US40 million to ensure a 10% reduction in the probability of there being Listeria
monocytogenes in food, and up to $US305 million for a 10% reduction in the probability of a food
containing E. coli [71].
In this thesis I used the WTP method to estimate the economic costs of salmonellosis, campylobacteriosis,
cryptosporidiosis and their sequelae. Obtaining the data to calculate the COI components of foodborne
diseases currently and in the future would be difficult given the issues the described by Abelson et al.
(2006) despite their partnerships with the relevant agencies, and the uncertainty of the possible future
costs of activities such as surveillance and medical services. WTP also offers the perspective of how much
individuals or groups would be willing to pay to avoid an illness, which is a useful guide for policy-makers
concerning funding for interventions.
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Table 3.2: Estimates of the health and economic costs of foodborne diseases and their common sequelae in
Australia and other developed countries.
Disease No. cases p.a. Days lost per case Days lost annually $ cost per case $ cost annually DALY weight
All foodborne diseases
Australia [9] 5,400,000 3-9 days 5,800,000 days $262 $810m 0.056-0.402
Salmonellosis
Australia [73] 71,255 3-12 days 373,242 days na na 0.005-0.21
United States [66] 1,027,561 2-9 days 6,125,430 days $3,221 $3.3b 0.14-0.563 c
United States [68] na 6-11 days 1,661,259 days $5,337 a $5,483,959 a na
Japan [74] 40,571 7-11 days 70,080 days na na 0.07-0.39
New Zealand [75] 16,800 6-16 days 40,880 days $220 a $2.8m a 0.067-0.393
The Netherlands [76] 35,000 6-16 days 207,750 days e200 e7.0m 0.067-0.393
Campylobacteriosis
Australia [73] 774,003 4-15 days 3,190,947 days na na 0.005-0.21
United States [66] 845,024 2-9 days 4,838,440 days $2,067 $17.5 b 0.14-0.563 c
United States [68] na 6-7 days 1,779,190 days $3,488 a $2,963,541 a na
Japan [74] 114,219 4-11 days 44,530 days na na 0.07-0.39
New Zealand [75] 123,000 3-14 days 196,370 days $600 a $74m a 0.067-0.393
The Netherlands [76] 59,000 3-14 days 219,000 days e194 e11.5m 0.067-0.393
Cryptosporidiosis
Australia [73] 195,495 4-22 days 839,157 days na na 0.005-0.21
United States [66] 57,616 4-25 days 72,635 days $809 $47m 0.14-0.563 c
United States [68] na 7-33 days 82,244 days $2,149 a $123,824 a na
PI-IBS
Australia [9] 20,200 109 days 49,500 days $1,555 $36.5m 0.056-0.402
Australia [73] 74,382 5 years Not reported na na 0.26
The Netherlands [77] 10,600 5 years 795,700 days na na 0.042
Japan [74] 654 b 44-50 years 2,932,410 days na na 0.26
New Zealand [75] 53 b Life-long 212,430 days na na 0.26
The Netherlands [76] 29 b Life-long 120,450 days e221,000 e6.4m 0.26
Reactive arthritis
Australia [9] 21,000 148 days 61,050 days $1,667 $40m 0.056-0.402
Australia [73] 13,757 219 days na na na 0.127-0.37
Japan [74] 8,643 223 days 272,655 days na na 0.14
New Zealand [75] 3,565 222 days 115,705 days na na 0.127-0.37
The Netherlands [76] 1,460 222 days 51,100 days e96 e140,000 0.127-0.37
GBS
Australia [9] 120 103 days 9,900 days $4,106 $25.4m 0.257-0.747
United States [66] 1,916 57-295 days 66,430 days na na 0.292-1.109 c
Australia [73] 102 Up to 1 year 37,230 days na na 0.1-0.94
Japan [74] 35 1-30 years 17,885 days na na 0.16-0.25
New Zealand [75] 28 Not reported 74,460 days na na 0.1-0.94
The Netherlands [76] 59 Not reported 105,850 days e89000 e5.3m 0.1-0.94
a includes sequelae, b Inflammatory Bowel Disease, c converted from QALY, all currencies are country-specific, na not available
3.4.2 Estimated costs of foodborne diseases
Foodborne diseases currently incur sizeable costs in Australia. There are an estimated 5.4 million cases of
foodborne illness annually, costing more than $1.25 billion each year [9]. The costs include not only health
care services ($222 million), but also lost productivity for both individuals and businesses ($1 billion),
disruption to industry ($14 million), and surveillance and investigation activities ($10 million) [9].
The health and economic costs of foodborne disease and their common sequelae, PI-IBS, ReA and GBS, in
Australia and other developed countries are in Table 3.2. Differences between studies in the case
definitions, weights for disease states, disease incidence, population size and duration of illnesses makes it
difficult to compare the costs of illnesses between regions [73], however this table is useful to gauge the
incidence of foodborne diseases and their costs in similar countries.
All countries but the United States’ study reported higher incidences of campylobacteriosis than
salmonellosis, with campylobacteriosis typically being the most commonly reported foodborne disease.
However, campylobacteriosis was not a notifiable disease in the United States until 2015, whilst
salmonellosis has been notifiable since the 1940s which may account for the differences.
Studies in Japan, the Netherlands and New Zealand reported the costs of Inflammatory Bowel Disease
(IBD). IBD is a more severe condition related to PI-IBS in which individuals experience chronic
24 CHAPTER 3. FOODBORNE DISEASES IN QUEENSLAND ARE COMMON AND COSTLY
gastrointestinal symptoms, pain and fatigue. PI-IBS is a milder condition which occurs more often than
IBD as can be seen in the differences in incidence rates.
These data demonstrate the high costs of salmonellosis, campylobacteriosis and cryptosporidiosis to
populations worldwide, highlighting how actions to prevent these diseases could have a substantial effect in
reducing the cost of foodborne diseases in Australia. The small number of estimates of the economic costs
also highlights the dearth of economic costing information available and the need for this data in Australia.
In particular, there exists very little data on the costs to Australia’s states and territories. Estimates of
these costs at regional levels would highlight where resources could be directed to achieve the greatest
reductions in harm, and may spur local initiatives.
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3.5 Summary
Campylobacter, Salmonella and Cryptosporidium are three common foodborne pathogens in Queensland
which cause thousands of illnesses annually. Each illness presents as gastrointestinal symptoms ranging in
severity and lasting for around one week. However serious sequelae may result, including GBS, PI-IBS and
ReA. Each sequelae lasts substantially longer and has more severe health outcomes than the initial
infection. The high incidence of foodborne diseases in Queensland and their sequelae impose a significant
health and economic cost. Estimates of the costs to Australia annually exceed $1.25 billion and 5.8 million
days [9], however such estimates have not yet been calculated for Queensland.
Chapter 4
Climate change is altering the
incidence of foodborne diseases
Human health is tied to climate and weather in many different ways. Rainfall is necessary to provide us
with drinking water and to irrigate crops to stave off malnutrition, but extreme rainfall can lead to injury,
psychological trauma and deaths through flooding and drowning. Similarly, extreme temperatures are
associated with deaths in vulnerable populations ill-equipped for heat or cold. Together, temperature and
rainfall enable or disable the growth of food- and waterborne pathogens.
It is important that we understand the potential effects climate change will have on foodborne diseases and
other aspects of human health. In this study, I sought to quantify the effect of climate change in
Queensland on the incidence of salmonellosis, campylobacteriosis and cryptosporidiosis. The resultant cost
estimates could then be compared to the costs of other diseases, for instance premature mortality due to
heatwaves, to determine where best to direct strategies and resources to most effectively reduce the impact
of climate change on our health.
In this chapter I discuss the mechanisms of climate change and what is projected for Queensland. I then
examine the current evidence regarding what these changes could mean for the incidence of foodborne
diseases given the relationships between temperature, rainfall and the transmission of foodborne
pathogens. I finish the chapter with a discussion of previous estimates of the costs of foodborne disease
under climate change and common methodological issues with such studies.
4.1 What is climate change and what does it mean for
Queensland?
4.1.1 Terminology
First, a few key terms are integral to this discussion. ‘Climate’ and ‘weather’ are commonly used
synonymously, however they are separate constructs. Weather refers to the localised atmospheric
conditions at a particular time and place, whereas climate is a set of meteorological conditions, such as
average annual rainfall or temperature, which are maintained over decades or longer [78]. As described by
McMichael and Woodruff, “climate is what you expect, weather is what you get” [79].
Although climates are by definition consistent over long periods, this does not mean they do not change.
Natural cycles of climate conditions cause annual variations, explaining why no two consecutive years are
exactly the same in temperature, rainfall and other climatic features. These natural changes are called
‘climate variability’. However, ‘climate change’ is when the climate is altered systematically and chronically,
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a phenomenon internationally recognised since the 1970s as gradual alterations in the global climate due to
human actions [3]. The Intergovernmental Panel on Climate Change (IPCC) encompasses both climate
variability and anthropogenic changes in its definition of climate change, saying climate change is:
“...a change in the state of the climate that can be identified (e.g. using statistical tests) by
changes in the mean and/or the variability of its properties, and that persists for an extended
period, typically decades or longer. It refers to any change in climate over time, whether due to
natural variability or as a result of human activity [3].”
Throughout this document, and in line with most other research, the term ‘climate change’ is used in
accordance with the IPCC’s definition and refers to all sustained changes in climate.
A further key distinction in terms is between predictions and projections. Predictions infer that today’s
circumstances are most pertinent to the likelihood of an event occurring and future circumstances will have
little effect on whether the event occurs [80]. In contrast, projections acknowledge the influence of future
circumstances on the likelihood of an event occurring. The likelihood of climate changes occurring relies
strongly on future circumstances, such as changes in anthropogenic greenhouse gas emissions. Hence
projections are more appropriate for climate change than predictions [80]. In this document, projections of
the climate in Queensland are examined and this research produces projected costs of foodborne diseases in
Queensland dependent upon whether the projected climate conditions eventuate over the coming decades.
4.2 Mechanisms of climate change
Climate changes are caused by excessive greenhouse gas concentrations in the atmosphere. The greenhouse
effect is a naturally-occurring phenomenon which is vital to the survival of humans on Earth. As the sun’s
energy reaches Earth’s surface, some energy is immediately reflected back into the atmosphere while some
energy is absorbed and then reradiated back into the atmosphere as heat. Greenhouses gases (GHGs) in
the atmosphere absorb the reradiated heat, warming the atmosphere. This process maintains Earth as
inhabitable by humans, keeping the planet’s average temperature about 32 ◦C warmer than it would be
without this protective layer [81]. However, human activities have increased atmospheric GHG
concentrations to the highest ever recorded [81, 82], enhancing the natural greenhouse effect to the extent
of inducing permanent global warming.
Global warming through the enhanced greenhouse effect is projected to increase temperatures in
Queensland by over 2 ◦C by the year 2050 [2]. These local and global temperature increases will also alter
the natural environmental processes, such as the Sub-Tropical Ridge (STR) and El Nin˜o Southern
Oscillation (ENSO), which determine other aspects of the Queensland climate, including rainfall and
extreme weather events [1]. The STR is band of high atmospheric pressure which forms south of Australia
and moves north into Queensland during winter. This band blocks northern rain-bearing systems from
moving southward causing less winter rainfall in southern Queensland [1]. Warming global surface
temperatures have intensified the STR, further decreasing the rainfall received in southern Queensland
[83]. This effect was most evident throughout the 2000s when, while most of Australia received higher than
average rainfall, south-eastern Australia experienced its driest conditions in 110 years [83].
The ENSO has also been affected by global warming. ENSO is the oscillation between La Nin˜a and El
Nin˜o conditions in the Pacific due to variations in the surface temperature of the Pacific Ocean and
atmospheric conditions above it [1]. The ENSO is strongly linked with rainfall in Queensland, such that
above average rainfall occurs in La Nin˜a conditions and below average rainfall in El Nin˜o conditions [1].
Since the 1970s there has been an increase in the frequency of El Nin˜o conditions and reduced frequency of
La Nin˜a conditions [84], which is argued to be due to global warming [85]. A higher frequency of El Nin˜o
conditions infers more frequent periods of low rainfall which, when paired with temperature increases, are
likely to cause or exacerbate droughts in Queensland [86].
Excessive concentrations of GHGs in the atmosphere are driving global warming, which are in turn altering
the environmental processes which influence other aspects of the Queensland climate resulting in changed
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patterns of rainfall and extreme weather events across the state. Importantly, even immediate actions to
decrease GHG emissions will fail to reduce the effects of climate change until late into the 21st century
[82]. As the approaching changes cannot be halted, it is important to understand the effects of the future
Queensland climate on our health to inform mitigation strategies.
4.3 Projected climate changes in Queensland
Queensland is geographically large and climatologically diverse with 5 distinct climates. Consequently, the
changes in climate projected vary by region. The Australian Bureau of Meteorology (BOM) and the
Commonwealth Science and Industry Research Organisation (CSIRO) together projected climate changes
for 13 regions of Queensland by combining the results of 23 Global Climate Models. These 13 regions are
comprised of Local Government Areas as at October 2007 (A. Peacock, personal communication, March
31, 2014; see Figure 4.1 and Appendix E). The models projected the change in average climate in each
region for 30-year periods centred around 2030, 2050 and 2070 in comparison with the climate in the
baseline period of 1980 to 1999. They also generated projections based on different scenarios of future
greenhouse gas emissions.
Figure 4.1: Map of the 13 Queensland regions from ClimateQ report [2].
The IPCC developed a series of 40 global scenarios of the future based on economic and technological
development, population growth, and uses of land and energy. The amount of greenhouse gases emitted in
4.3. PROJECTED CLIMATE CHANGES IN QUEENSLAND 29
Table 4.1: Projected changes in average annual temperature (◦C) and rainfall (%) for Queensland regions
in 2050 under low and high emissions scenarios. Regions ordered by latitude.
Region Current climate B1 A1FI
Temperature Rainfall Temperature Rainfall Temperature Rainfall
Cape York 26.5 ◦C 1,431 mm +1.0 0 +1.7 –1
Far North 24.4 ◦C 1,250 mm +1.1 -1 +1.8 –2
Gulf Region 26.6 ◦C 855 mm +1.2 -1 +2.0 –1
North West Qld 25.2 ◦C 534 mm +1.3 -2 +2.1 –3
Townsville–Thuringowa 23.3 ◦C 813 mm +1.1 -3 +1.9 –5
Mackay–Whitsundays 22.7 ◦C 837 mm +1.1 -4 +1.9 –7
Central Queensland 21.6 ◦C 692 mm +1.2 -4 +2.0 –7
Central West Qld 23.6 ◦C 362 mm +1.4 -4 +2.2 –6
South West Qld 21.6 ◦C 383 mm +1.4 -4 +2.2 –6
Maranoa and District 20.2 ◦C 582 mm +1.3 -4 +2.2 –6
Wide-Bay Burnett 20.5 ◦C 862 mm +1.1 -4 +1.8 –6
Eastern Downs 18.3 ◦C 694 mm +1.2 -3 +2.0 –6
South-East Qld 19.4 ◦C 1,135 mm +1.1 -3 +1.8 –5
each scenario was then calculated to determine how the climate would be affected [87]. BOM and CSIRO
generated climate projections for Queensland based on three of these scenarios: B1, A1B and A1FI [2].
In all three scenarios the global population peaks around 2050 and declines toward 2100, and each scenario
describes rapid economic growth and new, more efficient technologies [87]. The scenarios vary most
regarding their energy source and demands. B1 moves toward an information and service economy with
cleaner resources and less dependency on materials, making it a low GHG emissions scenario. A1B involves
a balance of energy sources and is a medium emissions scenario. A1FI has a continued reliance on
fossil-fuel as the primary energy source and is a high emissions scenario [87]. The IPCC made no indication
about how likely any scenario was, however current global CO2 emissions are higher than those projected
in A1FI, the high emissions scenario [2]. This suggests that, if greenhouse gas emissions are not
significantly reduced, the climate changes projected under the A1FI scenario are the most likely. The
projected annual changes in temperature (◦C) and rainfall (%) in the low (B1) and high (A1FI) emissions
scenarios are in Table 4.1. The projections demonstrate both the severity of changes across Queensland,
and the variability within the state.
While the projected climate changes in Queensland vary by region, the state as a whole is likely to become
hotter and receive less rainfall. Annual mean temperatures in Queensland have been steadily increasing
since 1950 with the seven hottest years on record occurring since 2002 [2]. Minimum temperatures are
increasing more quickly than maximum temperatures. The minimum temperature in inland Queensland
has increased by over 2 ◦C since 1950 [2]. Inland Queensland is projected to have the greatest increases in
annual mean temperature with rises of 1.4 ◦C projected under a low emissions scenario and 2.4 ◦C under a
high emissions scenario by 2050 (see Figure 4.2). Northern Queensland is likely to experience smaller
increases of between 0.8 ◦C and 1.4 ◦C by 2050 under the low and high emissions scenarios respectively [2].
Annual rainfall also varies across Queensland from over 1400 mm around Cape York to less than 400 mm
in central-west and south-west Queensland [2]. From the 1950s onward, far northern Queensland has
received above average annual and summer rainfall [2], perhaps due to more frequent Madden-Julian events
[1]. Conversely, coastal and particularly southern Queensland have received less autumn and winter rainfall
during this period [2], which could be linked to stronger Sub-Tropical Ridge activity [1].
Projections of future rainfall vary greatly across Queensland (Figure 4.2) and are more uncertain than
projections of other climate variables. Northern Queensland is projected to receive only small decreases in
annual rainfall (0–1%), but extreme rainfall events are likely to occur more frequently [2]. In coastal and
southern areas, more significant decreases in annual and seasonal rainfall are expected with up to 4–7%
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Figure 4.2: Projected changes in annual and seasonal rainfall and average temperature by 2050 under the low
(left column) and high (right column) emissions scenarios, from Department of Environment and Resource
Management [2]
decreases in these regions across low and high emissions scenarios [2]. Projections of rainfall in Queensland
are more uncertain and more varied than those for temperature, but all regions are expected to receive less
annual rainfall.
4.4 How will climate change influence foodborne diseases?
There is now largely scientific consensus that climates are changing worldwide, which will have substantial
impacts on human health [88]. Despite our ability to create infrastructure and systems to protect
ourselves, human health is still widely affected by climate, some of which are shown in Figure 4.3. Changes
in climate may have a positive influence on some aspects of human health. For instance, milder winters
may reduce mortality associated with cold temperatures and reduced frost may boost crop yields, aiding
global nutrition [86, 89]. However climate change is largely expected to negatively affect health [88]. For
instance, it has been established that hotter temperatures are associated with higher mortality rates,
particularly among elderly people [4, 5]. Decreased air quality, as occurs through the burning of fossil fuels
and bushfires, has been linked to respiratory illnesses such as asthma [6]. Extreme weather events such as
cyclones, droughts and floods cause an immediate risk of injury and mortality, and also longer-term mental
health risks [1, 7]. The evidence suggests that negative effects on human health from climate changes will
outweigh any positive effects.
Foodborne diseases are an area which has received less attention from climate change researchers than
other aspects of health, such as cardiovascular disease. However each of the three important factors for
foodborne disease transmission – pathogen, host and human behaviour – are influenced by climate [79, 91],
suggesting that the higher temperatures, decreased rainfall and more frequent extreme weather events in
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Figure 4.3: Pathways through which climate change can affect human health from Blashki et al. (2007)
[90].
Queensland may affect the incidence of foodborne infectious diseases [11, 12, 92]. To understand how
climate may influence foodborne diseases, we must first examine the methods through which foodborne
diseases are transmitted.
4.4.1 Pathogen
Pathogens are infectious agents which cause illness in humans, for example the Cryptosporidium parasite or
the Salmonella or Campylobacter bacteria. Pathogens develop within a host or vector or in the
environment, and are ingested by humans through contaminated food or water. Pathogens are susceptible
to climate and require specific environmental conditions to survive. Changes in climate can affect the
prevalence of a pathogen in the environment by beneficially aligning with conditions suitable for the
pathogen’s survival or detrimentally changing to conditions unsuitable for life, or affecting the transport of
pathogens into water or food sources. Such changes influence the incidence of human illness by increasing
or decreasing the likelihood of an individual encountering the pathogen and the likelihood of the encounter
resulting in a dose of the pathogen sufficient to induce illness [93].
Temperature is a particularly important condition. Warmer temperatures facilitate the reproduction and
replication of pathogens, enabling quicker reproduction in shorter periods of time [92]. For example,
Campylobacter grows optimally at 30–45 ◦C and can double in number in just 6 hours at 32 ◦C [37]. The
projected increases in temperature for Queensland mean that there will be more days with temperatures
within the optimal growth range for Campylobacter, lengthening its peak transmission period and
increasing its prevalence in the environment. Warmer temperatures, through their effect in enhancing
pathogen replication, also mean that mistakes during food handling, such as improperly storing food, can
result in more illness and outbreaks [94].
However, temperatures which are too high are debilitating. The increased reproduction associated with
warm temperatures requires higher energy expenditure, which can be limiting for certain life stages such as
cysts and larvae which do not feed to intake energy. Exposure to very high temperatures may then reduce
pathogen populations [92]. Waterborne pathogens are similarly affected as warmer temperatures heat the
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water aiding faster replication, but bacterial pathogens are inactivated in water that becomes too warm. In
this way, tropical waters which warm too greatly will experience a reduction in pathogen loads, however
temperate waters may warm sufficiently so that pathogen loads increase [95]. Even small changes in
pathogen concentrations in water can impact significantly on human health due to the low dose of some
pathogens, including Cryptosporidium, required to cause illness [96].
Climate changes may also affect the natural processes whereby pathogens are introduced into food or water
sources. In heavy rainfall, rainwater not absorbed by the land runs off into surface waters, carrying with it
any pathogens picked up. Run-off from agricultural land is particularly prone to heavy pathogen loads
which have been shed from animals and then contaminate the water [97]. For example, 64% of 50
Pennsylvanian farms tested positive for Cryptosporidium parvum [98], which is a contamination risk for
water sources nearby. Cryptosporidium is a particularly hardy parasite as its tough-shelled cyst is resistant
to environmental conditions and also filtration and chlorine treatments [58], and is commonly identified as
a cause of waterborne disease outbreaks through mains water supplies following heavy rainfall or flooding
[99].
Heavy rainfall can also overload stormwater drains, sewage treatment ponds and water treatment plants,
spilling contaminants into drinking water [97, 99]. Fifty-one percent of outbreaks of gastrointestinal illness
in the United States between 1948 and 1994 were preceded by periods of heavy rainfall [98], and mains
water supplies were identified as the source of 67% of waterborne outbreaks globally [99].
In developed countries, the most likely cause of waterborne outbreaks following heavy rain is through
decreased effectiveness of water treatment. More water moving into a treatment plant creates turbidity
which impairs the sedimentation process where larger material falls to the bottom, and also lifts old
sediment from the bottom resuspending pathogens in the water [97]. The additional pathogen loads in
heavy run-off means that standard treatments may be less effective in eliminating pathogens as well as
being impaired by the additional sediment in the water [95]. Further, organic matter in water, if not
removed during treatment, can provide a nutrient source for pathogens, encouraging growth and
replication between the treatment plant and the home [95].
Conversely, less rainfall than usual means that surface waters are diluted less by fresh water, increasing the
concentration of pathogens in surface waters [95, 99, 100]. Reduced rainfall also requires manual irrigation
of crops, often sourced from surface water such as lakes and dams, increasing the risk of contamination of
the crops through irrigation [32, 86, 96]. Outbreaks of foodborne disease have been linked to water used in
irrigation or processing [37, 96], such as a salmonellosis outbreak in Western Australia and Queensland
traced to papaya contaminated via washing in untreated river water [54].
Other water sources are also likely to have increased pathogen loads after rainfall, especially after dry
weather. Communities which rely on private water supplies from bore water, dams and other reservoirs are
especially susceptible to waterborne disease as these communities are often close to agricultural land and
the frequent lack of treatment of water from these reservoirs [98, 101]. High pathogen loads also occur in
recreational waters after heavy rain or flooding increasing the likelihood of waterborne disease through
recreational water use [99].
4.4.2 Host
Host animals act as reservoirs for a pathogen. For instance, the bacteria Campylobacter and Salmonella
are frequently found in the gastrointestinal tract of chickens and cattle. During slaughter for food,
contaminated visceral matter may come into contact with the meat, causing illness if the meat is not
adequately cooked before consumption. Climate can influence the role of the host in transmitting the
pathogen to humans, as in the case of Campylobacter and Salmonella where warmer temperatures
facilitate colonisation of chickens with the bacteria [91, 102], increasing the likelihood of chicken products
being contaminated.
The influence of weather on foodborne disease is often not immediate, but delayed by days or weeks. For
instance, colonisation of chicken flocks may occur on a particularly warm day, but the consequent illnesses
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are not seen until those chickens are consumed days, weeks or months later. Studies of the influence of
weather on foodborne disease therefore often examine the weather for weeks preceding disease cases.
4.4.3 Humans
Climate also influences human behaviours which alter the risk of infection. In warmer temperatures, people
are more likely to engage in outdoor activities such as camping, swimming or hiking which heighten their
risk of contracting diseases through environmental contact with contaminated waterways. Eating habits
also change in warmer months when people are more likely to barbecue meat and eat uncooked foods such
as salads [79]. Cooking eliminates most foodborne pathogens, so raw fruit and vegetables or undercooked
meat present a risk for foodborne infection. Salad is one of the top five causes of foodborne infection,
alongside poultry, fish, shellfish, and red meat [32].
Contact with flood-affected waterways during either clean-up activities or recreation is a risk for
waterborne infections [103], identified as the cause of 17% of waterborne disease outbreaks globally [99].
Conversely, drought conditions may increase use of personal water sources such as domestic water tanks
[100], as occurred in south-east Queensland in 2006 following severe drought conditions across the state.
Domestic water tanks are often untreated, exposing people to waterborne diseases. For example, of 100
south-east Queensland water tanks sampled, 58% contained E. coli, 20% contained Campylobacter, and
17% contained Salmonella [101].
Climate is integral to the transmission of foodborne diseases through its influence on hosts, humans and
the pathogens themselves, indicating climate change may influence the incidence of foodborne diseases in
Queensland. The following section examines the current evidence for how climate changes will affect the
incidence of campylobacteriosis, salmonellosis and cryptosporidiosis. I then examine the quality of these
studies, identify gaps in our knowledge of the influence of climate and explain how my research sought to
address these gaps.
4.5 Current evidence for the effect of climate on foodborne
diseases
4.5.1 Campylobacteriosis
Campylobacteriosis shows seasonal trends globally. A systematic review of more than 15 countries
including Australia found campylobacteriosis incidence consistently peaked in spring to summer
[14, 17, 37, 104–106] suggesting a seasonal association. Indeed, a study in Massachusetts, US, found that
campylobacteriosis cases peaked within a two-day window of the warmest temperatures of the year [107],
and outbreaks of campylobacteriosis in South Korea were strongly positively correlated with the monthly
mean temperature (r = 0.66) [108].
However several studies have sought to quantify the association between temperature and
campylobacteriosis, with inconsistent results. One Australian study found warmer weekly maximum and
minimum temperatures were associated with increased campylobacteriosis cases in Brisbane, but fewer
cases in Adelaide, citing the different climates – sub-tropical in Brisbane and temperate in Adelaide – as
the likely reason for the difference [109]. However, studies of other temperate regions have found positive
associations between campylobacteriosis and temperature, such as in England and Wales where a 1 ◦C
increase in mean weekly temperature was associated with a 5% increase in cases up to 14 ◦C [106].
Studies in Canada also found temperature to be positively associated with campylobacteriosis, with
average weekly temperature associated with an increase in risk of 2.2% per degree of warmer weekly mean
temperature in Alberta, and by 4.5% in Newfoundland–Labrador [105], and a 1 ◦C increase in temperature
over 10 ◦C increased cases by 0.8% in Montreal [110].
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Table 4.2: Increases in salmonellosis risk per 1 ◦C increase mean temperature by city or country
City / Country Increased risk
Estonia [112] 18.3%
England and Wales [112] 12.4%
Townsville, Australia [11, 113] 11.9%
Brisbane, Australia [11, 113] 8.8–10.0%
Czech Republic [112] 9.5%
The Netherlands [112] 9.3%
Switzerland [112] 8.8%
Poland [112] 8.7%
Sydney, Australia [11, 113] 6.0%
Melbourne, Australia [11, 113] 5.0%
Adelaide, Australia [11, 113] 5.0%
Spain [112] 4.9%
Scotland [112] 4.7%
Perth, Australia [11, 113] 4.0%
Alberta, Canada [105] 1.2%
Limited evidence has been found for the influence of rainfall on campylobacteriosis, with studies finding no
association in Brisbane [109], the UK [104], or New Zealand [94]. However, a systematic review of 74
studies examining causative agents of waterborne disease outbreaks following extreme water-related events
such as flooding and heavy rainfall, implicated Campylobacter in ten outbreaks, usually due to excessive
run-off into water supplies [99]. Samples taken from six Brisbane creeks following storm events also tested
positive for C. jejuni (77.3%) and C. coli (54.5%) [111], suggesting the effect of rainfall may be due to
extreme weather events.
The majority of studies suggest there is a positive association between campylobacteriosis and
temperature, and perhaps also with extreme rainfall events. However the inconsistency in direction and
magnitude of the associations reported between campylobacteriosis and weather highlights how estimates
for one region are not necessarily transferable to other regions due to potential differences in the
population characteristics and weather patterns [109]. As such, it was important to identify the
associations between diseases and weather for each region in this study.
4.5.2 Salmonellosis
Salmonellosis is strongly seasonal, with peak incidence occurring in summer in Europe [14, 112], Canada
[105], Australia [11, 113] and the United States [107, 114]. Rates of salmonellosis in tropical northern
Queensland are nearly double those of cooler, southern regions (89.1 and 56.6 cases per 100,000 people,
respectively [115]), and temperature had strong positive associations with salmonellosis outbreaks in South
Korea (r = 0.75, [108]), and Mississippi, Tennessee and Alabama in the US (r = 0.64, [114]).
Strong associations with temperature have been found for salmonellosis in many countries worldwide.
Salmonellosis cases were positively associated with the temperature in the previous two months in New
Zealand [94], with the previous 6 weeks’ temperature in Alberta, Canada [105], with the temperature two
weeks and two months previously in Brisbane, Townsville, Sydney, Perth, Melbourne and Adelaide
[11, 113, 116], and with the temperature in the previous 0–9 weeks in 8 European countries [112]. Around
35% of salmonellosis cases in England and Wales, Poland, the Netherlands, the Czech Republic, Spain and
Switzerland are thought to have been influenced by temperature [112]. These associations translate into
the increases in salmonellosis cases per 1 ◦C increase in the city or country’s mean temperature outlined in
Table 4.2
Rainfall appears less influential on salmonellosis than temperature. No effect of rainfall on salmonellosis
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was found in the mid-east US [114], New Zealand [94], and negligible and protective effects found in
Queensland [113] and Adelaide [116]. A study of the effect of extreme precipitation in coastal and
non-coastal communities in Maryland, US, found that precipitation above the 95th percentile was
associated with a 3.6% increase in cases in non-coastal areas and a 7.1% increase in coastal areas,
suggested to be due to a greater susceptibility to flooding in coastal areas and the likely higher contact
with recreational water of coastal residents [117]. Salmonellosis was identified as the cause of only 3 of 74
outbreaks of waterborne illness following extreme water-related weather events globally [99], suggesting
extreme precipitation may not influence salmonellosis in all regions.
4.5.3 Cryptosporidiosis
The seasonality of cryptosporidiosis has received less attention than campylobacteriosis or salmonellosis,
presumably due to its less significant health and economic costs in developed nations. However, one
meta-analysis of studies conducted between 1966 and 2008 across 61 sites globally identified seasonal
patterns of incidence based on the temperature and rainfall received in different climatic zones. The study
found that cryptosporidiosis was strongly associated with temperature and rainfall in tropical regions, such
as northern South America and far northern Australia, while no seasonality was observed in semi-arid/arid
regions such as central Australia and Saharan Africa. In mid-latitude climates (e.g. eastern Australia, New
Zealand, eastern USA), cryptosporidiosis incidence peaks in spring, while in cold, temperate climates (e.g.
northern Europe, Canada), incidence peaks in autumn [118].
In tropical regions, the influence of rainfall was stronger than that of temperature, although both were
significantly positively associated with cryptosporidiosis cases. Neither temperature or rainfall was
associated with cases in semi-arid/arid areas, and temperature exerted the stronger influence in both
mid-latitude and cold, temperate climates [118]. These findings are supported by other studies in New
Zealand where incidence peaked in spring and cases were strongly associated with the temperature over the
previous two months and rainfall in the current month [14, 94].
Two studies in Brisbane also identified effects of weather on cryptosporidiosis. The first found that a 1 ◦C
increase in mean monthly temperature over the last 1-3 months was associated with an additional 50 cases
[13]. The second, later study indicated that the relationship was best captured by an interaction between
maximum temperature and relative humidity, wherein cryptosporidiosis cases increased by 14% when
temperature is above 31 ◦C and relative humidity is below 63%. If humidity increased over 63%, the
relationship ceased to exist [119].
4.5.4 Estimates of future health and economic costs of foodborne disease
This thesis fits into a broader group of studies called health impact assessments (HIA) which aim to
determine the effects on population health of the introduction of an influencing factor, such as climate
change or a component of climate change like increasing temperatures or altered rainfall. Comparative risk
assessments, a subset of HIAs, compare the risk of particular health outcomes between geographic regions
based on the expected effect of climate change on specific risk factors to identify which populations will
have the highest burden of disease, which can assist global or national authorities to direct resources
accordingly [120].
For example, a comparative risk assessment conducted by the World Health Organization found that all
regions globally could expect higher numbers of heat-related deaths of individuals aged 65 years and older
by 2030 due to increasing temperatures under climate change, however sub-Saharan Africa, Latin America
and south Asia were more adversely affected than other regions [121], indicating these regions may benefit
more than others from assistance in developing preventative strategies against heat-related mortality.
However, although there are an array of studies which have estimated the impact of climate change on
health outcomes, very few have looked at the effects of climate change on foodborne diseases. I identified
only two studies which projected detailed costs of foodborne diseases under climate change. First, a study
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of Beirut, Lebanon estimated the future morbidity burden of food- and waterborne diseases by applying
the associations between cases and temperature to climate projections under three emissions scenarios –
A2 (high), A1FI (high) and B1 (low) – and population projections to 2100 obtained from the United
Nations [122]. By 2050, morbidity was projected to increase by 16% in the B1 scenario, 25% in the A1FI
scenario and 28% in the A2 scenario. This is compared to a 10% increase in morbidity to 2050 in a
situation with no climate change due simply to population growth and other non-climate related factors.
By 2100, the increase in morbidity was estimated to be negligible under the B1 scenario due to the
mitigating effects of reducing emissions and slowed population growth. However, under the A2 and A1FI
scenarios, morbidity continued to climb to 35% and 42% higher than current levels [122].
A second study estimated the morbidity burden of salmonellosis in Brisbane in 2030 and 2050. The
estimates were derived from the associations between temperature and salmonellosis calculated by Zhang
et al. ([113, 116]) applied to projected temperatures from the CSIRO and projected population structures
from the Australian Bureau of Statistics (ABS) to estimate the number of future cases. A 1 ◦C increase in
maximum temperature was associated with a 7.6%–10.0% increase in salmonellosis cases. Maximum
temperatures in Brisbane were projected to increase by 0.3 ◦C to 2.0 ◦C by 2030 and 0.5 ◦C to 3.2 ◦C by
2050, resulting in 51%–100% increase in salmonellosis cases by 2030, and up to 143% more cases by 2050
[12]. This translates to 80–106 years lost to salmonellosis in 2030 and 99–129 years lost in 2050, compared
to 53 years lost in the baseline year 2000 [12].
Other studies have made simple estimates of the health costs of diseases under climate change, such as the
estimated 23% increase in campylobacteriosis in Montreal by 2055 under the projected 4.5 ◦C increase in
temperature for the city [110]. Each of these studies has used a simplistic approach of extrapolating
current weather–disease associations to future scenarios, none have included the sequelae of foodborne
diseases, nor calculated the associated economic costs of foodborne disease under climate change.
4.5.5 Methodological issues with weather–disease association studies
Further limitations of previous studies arise from the methods used to determine the associations between
weather variables and foodborne disease incidence. As noted earlier, seasonal fluctuations in foodborne
disease cases can result from direct or indirect influences of season. For example, patterns of food
consumption change seasonally as leafy green vegetables, an increasingly common source of salmonellosis,
are eaten in larger quantities in warmer months [123]. Food safety campaigns are also run throughout
summer which raises awareness of symptoms and subsequent rates of seeking medical attention, generating
an artificial peak in case numbers. These factors introduce both genuine and artificial seasonal fluctuations
into disease incidence.
The common practice in time-series studies of foodborne diseases to statistically control seasonality aims to
reduce the effect of artificial influences, however it also eliminates the genuine influences. Analyses have
resorted to using the immediate past to predict the future by including autoregressive or moving average
terms, splines and random effects to remove unexplained variance and fit omnibus terms for season,
without explaining what season is [105, 106, 109, 110, 113, 122]. These models may produce well-behaved
residuals, but these techniques may obscure the effects of weather variables on foodborne diseases and
hinder our understanding of the aetiological processes through which these associations occur.
Autoregressive terms in particular simply explain the variance in cases using the past, and this naturally
strong predictor may absorb variance that could be explained by temperature and rainfall. Consequently,
we need specialised methods to filter out extraneous seasonal factors while retaining the causal effects of
temperature and rainfall on disease.
Markov switching models may be one method of obtaining better estimates of the independent effects of
weather variables by adjusting for outbreaks. Foodborne diseases may be contracted sporadically by an
individual consuming contaminated food, or in an outbreak where multiple people are infected in close
temporal proximity due to a common food source. Sporadic cases are of more interest than outbreak cases
in examining the effect of weather as weather may instigate an outbreak, for example a restaurant not
refrigerating its eggs is riskier in summer when room temperatures are higher, but the high case numbers
mostly result from the common point of contamination rather than from temperature directly. Previous
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studies have attempted to reduce the effect of outbreak cases by removing known outbreaks, downweighting
outbreaks or by truncating case numbers at an upper limit [11, 94, 105, 112], however these methods are
not infallible as outbreak cases cannot always be identified and the upper limits are often arbitrary.
Switching models simultaneously fit two models to a time-series and alternate between modelling sporadic
and outbreak cases [124]. Outbreak cases are modelled using an AR-1 autoregressive term, reflecting the
nature of outbreaks as inter-related, while sporadic cases are modelled using temperature and rainfall
predictors. In modelling outbreak and sporadic cases separately, the extraneous influence of outbreak cases
can be removed from estimates of the association between weather and sporadic cases which eliminates the
need to make adjustments for season and provides estimates of the independent effects of temperature and
rainfall. As such, I used switching models in this thesis to overcome the common limitations in studies
designed to estimate the association between weather and foodborne diseases.
4.6 Summary
Climate change is the persistent and systematic change in the climate, now known to be primarily due to
anthropogenic greenhouse gas emissions. Global and local changes in meteorological processes will induce
changes in Queensland’s climate over the coming decades. As Queensland is large and climatically diverse,
these changes will vary by region, however in general the average temperature is projected to increase by
up to 2.4 ◦C and rainfall to decrease by 1–7% by 2050.
Climate and weather influence many health conditions, including foodborne diseases, through their
influence on pathogens, hosts and human behaviour. Increases in temperature will facilitate the
proliferation of bacterial pathogens such as salmonellosis and campylobacteriosis in the environment and
host animals such as chickens. Varied rainfall patterns may also change the concentrations of bacterial and
parasitic pathogens in water sources by depleting the amount of water in dams and lakes, or increasing
pathogen-laden run-off into surface waters. Humans are also more likely to engage in behaviours which put
them at risk of foodborne disease in a warmer climate, such as swimming and eating salads and barbecued
foods.
Previous studies have found Campylobacter, Salmonella and Cryptosporidium to have strong positive
associations with either or both temperature and rainfall with significant increases in the number of cases
expected with increases in these weather variables in many countries, including Australia. A few estimates
have been made of the potential health and economic costs of foodborne diseases, however no study has yet
comprehensively assessed the health and economic costs of foodborne diseases in Queensland under climate
change.
The purpose of this study was to fill this research gap and determine what the health and economic costs
of salmonellosis, campylobacteriosis and cryptosporidiosis will be in regions of Queensland under no, low
and high climate change scenarios until 2036. The first step in this aim was to quantify the associations
between temperature, rainfall and each of the foodborne diseases in each region of Queensland. The next
chapter describes the methodology I used to quantify these relationships, the results of which were used in
the microsimulations to model the incidence of each foodborne disease in Queensland until 2036 to
estimate the health and economic costs.
Chapter 5
Methodology I: How does weather
influence foodborne diseases?
This study had two method components: first, estimating the magnitude and direction of the associations
between weather variables and each of the three foodborne diseases in the 13 Queensland study regions.
These associations informed the transition probabilities of the microsimulation model, the second
methodology component.
Time-series regression models are a useful technique to determine if two time-series variables are causally
related while controlling for confounding factors. Such models are commonly used in epidemiology to
quantify associations between weather patterns and diseases [125]. A time-series regression was the most
appropriate choice to begin investigations, given the aim to identify if foodborne disease incidence could be
explained by daily temperature and rainfall [125]. This chapter describes the process to calculate the
weather–disease associations, including data sources and developing the regression and switching models.
5.1 Data
I chose to analyse the relationships between the foodborne diseases and weather on a daily basis as spikes
in salmonellosis cases occur within days of exposure, the details of which could be lost or greatly reduced if
I was to examine the data on a monthly basis, and also due to the availability of data at the daily level. As
such, the data required were daily time-series of weather data and disease notifications in each study
region. The following section describe the attributes, source and data cleaning for these two datasets.
5.1.1 Weather data
I selected the years 2004–2013 as the period from which I would assess the weather–disease associations as
this was the most recent data available and ten years was considered a sufficient sample of weather.
However this period also includes several extreme weather events including those listed below. While these
events represent unusual weather, such events occur annually in Queensland so selecting a period without
major events is difficult and would not represent the typical Queensland climate.
• the Millennium drought years of 2004–2009,
• cyclones which affected rainfall in northern Queensland in March 2005 (Cyclone Ingrid), March–April
2006 (Cyclone Monica), and January–February 2011 (Cyclones Larry and Yasi)
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• flooding in Mackay in February 2008, central Queensland in March 2010, and much of south-eastern
Queensland in December 2010–January 2011,
• and a heatwave affecting southern and central Queensland in January 2013.
The Australian Bureau of Meteorology (BOM) compiles the most comprehensive, high-quality weather
data for thousands of Australian sites. I obtained daily recordings of minimum and maximum temperature,
relative humidity at 3pm and precipitation from BOM for all weather stations in Queensland which
recorded these variables for at least one day between 1 January 2004 and 31 December 2013. BOM
supplied 2,095 individual text files, one for each weather station. I read these text files into R and
amalgamated them into a single file per station which consisted of the date, station number, and daily
weather recordings. Of the 2,095 stations, 172 stations recorded minimum or maximum temperature and
relative humidity on at least one day in the 2004–2013 period, and 2,069 recorded precipitation on at least
one day in 2004–2013. The basic configuration of a weather station includes collecting precipitation, while
temperature gauges are used less often, hence the greater number of precipitation stations.
I determined the number of stations with viable data by eliminating stations which were unsuitable due to
high proportions of missing data or an unsuitable physical location. Data from 12 weather stations on
islands a great distance offshore, such as Willis Island and Middle Percy Island, were discarded. Small or
specialised populations exist on these islands, such as weather or research station staff, meaning little
implication for the effect of climate on foodborne illness, while the station’s distance from its corresponding
mainland region may bias the averaged climate for the region. Islands close to shore with sizeable
populations were retained, such as Moreton Island, Mornington Island, Magnetic Island and the Torres
Strait Islands.
I calculated the percentage of missing data for each station and mapped the data to visually examine a
geographical bias for missing data. No pattern of missing data was observed, with stations across the state
showing any percentage of missing data. On average, 21.5% of data was missing per temperature station
and 28.0% per precipitation station, whilst each variable ranged from no missing data to 99.5% missing. I
set the threshold for inclusion of a station’s data at no missing data for precipitation stations and less than
6% missing data for temperature stations. This optimally balanced minimising the need to impute data
with the spread of stations in the 13 regions to achieve an accurate representation of the regions’ climates.
The higher number of precipitation stations allowed a higher threshold to be set. These thresholds
included 103 maximum temperature stations, 99 minimum temperature stations and 414 precipitation
stations, with 5–15 temperature stations in each region and 4–41 precipitation stations. The distribution of
included stations are in Figures 5.1, 5.2 and 5.3.
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Figure 5.1: Distribution of 103 maximum temperature stations with <6%
missing data across the 13 Queensland regions.
Figure 5.2: Distribution of 99 minimum temperature stations with <6% miss-
ing data across the 13 Queensland regions.
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Figure 5.3: Distribution of 414 precipitation stations with no missing data across the 13 Queensland regions.
I adjusted the data to account for accumulated measurements and missing data. Weather stations are
sometimes unstaffed over holidays or when staff are unwell and no measurements are taken until the
station returns to regular staffing [126]. When the station is unattended, the amount of rainfall
accumulates over the unstaffed days and the total figure is provided, along with the number of days over
which it was collected.
Sixteen percent of precipitation stations recorded no instances of accumulated measurements, while the
remaining stations recorded between 1 and 106 instances of accumulated measurements. The majority of
accumulated measures were for 2 days (72%), with less than 5% of accumulated periods containing more
than 5 days. To manage these instances, the accumulated precipitation was divided equally across the
number of days in the period of measurement.
When temperature measurements were not taken, the highest maximum and lowest minimum temperature
experienced during the period were recorded. For instance, if the temperature was not monitored over
three days, the lowest minimum temperature and highest maximum temperature during this period were
recorded and the remaining days in the period are noted as missing [126]. These accumulated
measurements occurred around 15 times for each station, 95% of which involved 2–3 days. It could not be
determined on which day the highest or lowest temperature occurred so the reported temperatures were
accepted for the final day of the accumulated period and the remaining days in the period treated as
missing. This approach is not expected to temporally shift temperatures to a great extent, ensuring the
temporal placement of the data is reasonably accurate for comparison with disease notifications.
The second adjustment was to impute missing data for minimum and maximum temperature. I did this
using the R package RClimTool which uses the R Multi-site Auto-regressive Weather Generator
(RMAWGEN) package to generate mean monthly measurements for minimum temperature, maximum
temperature and rainfall, and imputes daily measures of these variables derived from the monthly means
[127].
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Three additional weather variables were calculated from the BOM data: mean temperature, dew point
humidity and log precipitation. Daily mean temperature was calculated by averaging the daily minimum
and maximum temperatures for 99 stations which recorded both temperatures. Dew point humidity is a
better measure of humidity than relative humidity as it is independent of temperature. Relative humidity
is a measure of the amount of water vapour in the air relative to the maximum humidity possible at that
temperature. Warmer air can hold more water vapour than cooler air, so as the temperature increases, the
relative humidity may decrease even though there may be approximately the same level of water vapour in
the air [128]. Dew point humidity refers to the temperature at which water vapour will condense into dew
and is a measure of the total humidity in the air independent of the temperature. Dew point humidity was
calculated in relation to minimum, mean and maximum temperatures using the following equation:
243.04× (LN(RH/100) + ((17.625× T )/(243.04 + T )))/(17.625− LN(RH/100)− ((17.625×
T )/(243.04 + T )))
where RH is the relative humidity at 3pm and T is the temperature, and the figures 243.04 and 17.625 are
specified in the August-Roche-Magnus formula [128]. Log precipitation was calculated as the distribution
of rainfall had a strong positive skew due to the high number of days with no rainfall.
Once missing data were imputed the data were considered clean and I used MapInfo (MapInfo
Professional, Pitney Bowes) to allocate each station to a study region based on its longitude and latitude. I
calculated regional averages of each weather variable by averaging the daily measurements across all
stations in the region. This had the effect of ‘flattening’ the extremes, however was necessary to obtain
regional weather patterns and substantial variance was still observed in the daily recordings.
The final weather dataset used in analyses had daily data between 2004–2013 for the following variables:
Minimum temperature (◦C), mean temperature (◦C), maximum temperature (◦C), precipitation (mm), log
precipitation, relative humidity at 3pm (%), and dew point humidity relative to minimum, mean and
maximum temperatures (◦C). Both dew point and relative humidity were analysed for South East
Queensland, however as they demonstrated little association with foodborne diseases cases, as discussed
below, these measures were not included in analyses for the 12 other regions.
5.1.2 Foodborne disease notifications
The second dataset required for the time-series analyses was the daily number of notifications of
salmonellosis, cryptosporidiosis and campylobacteriosis in Queensland in 2004–2013. I obtained this data
from Queensland Health’s Communicable Disease database. Under the Public Health Act 2005, clinical
medical staff operating in Queensland are required to notify Queensland Health about cases of specific
conditions and diseases for surveillance purposes, as I described in Section 3.2. Although disease
notifications are known to under-estimate the community incidence of salmonellosis and cryptosporidiosis
by 7 times and campylobacteriosis by 10 times [27], under-reporting is believed to have been stable across
2004–2013 (R. Stafford, Queensland Health, personal communication, 30 April 2015) and so
under-reporting will not influence estimates of the association between weather and foodborne diseases.
I acquired unit record data from Queensland Health for all cases of the three foodborne diseases notified
between 1 January 2004 and 31 December 2013. Queensland University of Technology Human Research
Ethics Committee assessed this research as meeting the requirements of the National Statement on Ethical
Conduct in Human Research (approval number 1400000850, see Appendix F) and the Queensland Health
Director-General approved the release of the data under the 2006 Public Health Act (see Appendix G).
The data received were the following variables for each notification: the pathogen involved and the number
of species detected, date of infection, individual’s birthdate, age, sex, state of residence, and the Statistical
Local Area (SLA) of residence and the year this SLA was instituted. I consulted the data custodians at
Queensland Health regarding the fitness for purpose of the variables held within the Communicable
Diseases dataset who advised that all data were fit for purpose, but that the recorded date of infection was
actually the date a stool sample was taken (N. Burt and J. Marquess, Queensland Health, personal
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communication, October 15, 2014). Individuals would have contracted the disease several days before a
stool sample is taken, which has implications for aligning the date of infection with weather.
I also consulted with epidemiologists at Queensland Health to determine if there were any changes to the
disease notification system during the study period. Experts advised that a more sensitive test for
salmonellosis was introduced to Queensland Health’s pathology processes in August 2013 (R. Stafford,
Queensland Health, personal communication, April 30 2015) which was factored into the analyses.
There were 78,610 records of infection, however 597 were discarded due to data quality issues: 54 had
multiple fields of data missing, 319 occurred outside Queensland, and 224 had an invalid SLA. The counts
of these invalid records by pathogen are in Table 5.1. No significant pattern was identified in the 597
records discarded, the records constituted less than 1% of the total dataset, and the counts of discarded
records across pathogen types are consistent with the counts of valid records, so it was felt no bias would
be introduced by discarding these records. After removing invalid records, 78,013 records remained.
In the last step of preparing this data, I mapped each record to its associated study region via MapInfo
using SLA. SLAs are a standard small-level statistical geographic unit devised by the Australian Bureau of
Statistics (ABS). Local Government Areas (LGAs) are much larger, non-ABS areas which can be built up
from SLAs, and the study regions are comprised of several LGAs. The ABS introduced new SLAs annually
and Queensland Health updated their geographic coding to the new SLA version each year until 2006. As
such, I obtained SLA to LGA correspondences from the ABS for each year from 1995–2006 indicating
which SLAs were geographically placed in each LGA and ‘daisy-chained’ correspondences to allocate each
record to a study area by first determining which LGA each record belonged to from its SLA and the year
that SLA was introduced, then which study region included that LGA.
Table 5.1: Number of invalid records by pathogen and reason
Reason Campylobacteriosis Salmonellosis Cryptosporidiosis Total
Multiple data missing 26 22 6 54
Non-QLD record 158 153 8 319
Invalid QLD SLA 110 97 17 224
Total 294 272 31 597
5.2 Descriptive analysis
The first step in developing the time-series models was to examine the structure of the disease notifications
and weather data and check for relationships between weather patterns and disease incidence. The same
analyses were conducted for all three diseases and 13 regions, however to avoid cumbersome repetition for
the reader, salmonellosis data for South-East Queensland (SEQ) are used as the example throughout the
remainder of this chapter. I have noted where substantial variations from normal processes for a disease or
region occurred.
There were regional differences in disease notifications, as shown in the number and range of daily
salmonellosis, cryptosporidiosis and campylobacteriosis cases and rate of notifications per 100,000
population during 2004–2013 in Table 5.2. Campylobacteriosis had the highest number of cases of the
three diseases examined with 43,841 notifications, followed by salmonellosis with 25,998 notifications and
cryptosporidiosis with 8,174 notifications.
The regional variation in notification rates is evident in Figures 5.4, 5.5 and 5.6. Salmonellosis had a higher
incidence in inland regions compared to coastal areas, while cryptosporidiosis was highest in northern
Queensland and the inland south-east region. Campylobacteriosis had widespread high incidence
throughout Queensland with Cape York and Gulf Region reporting the lowest incidence rates. The varying
rates support the need to analyse the diseases at a sub-state level.
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Table 5.2: Range of daily disease notifications and number and rate of notifications per 100,000 people during
2004–2013 by region of Queensland
Salmonellosis Campylobacteriosis
Region Range Number Rate Range Number Rate
South East Qld 0–24 14,800 50.0 0–38 29,826 100.8
Townsville–Thuringowa 0–5 2,053 95.6 0–10 2,851 132.7
Maranoa and District 0–4 390 119.4 0–3 379 116.1
Far North Qld 0–5 1,614 71.0 0–8 2,465 109.2
South West Qld 0–2 80 100.3 0–2 88 110.3
Central West Qld 0–2 198 165.2 0–2 136 113.5
Central Queensland 0–5 1,874 91.3 0–7 2,243 109.2
Cape York 0–4 342 137.2 0–2 177 71.0
Mackay–Whitsundays 0–5 1,317 80.5 0–6 1,448 88.5
Eastern Downs 0–4 647 56.5 0–4 1,407 122.8
Wide-Bay Burnett 0–5 1,894 68.6 0–6 2,411 87.3
Gulf Region 0–3 184 249.6 0–1 48 65.1
North West Qld 0–4 605 212.0 0–3 362 126.9
Queensland 0–32 25,998 60.8 0–49 43,841 102.6
Cryptosporidiosis Total
Region Range Number Rate Range Number Rate
South East Qld 0–23 4,967 16.8 0–53 49,593 167.6
Townsville–Thuringowa 0–6 711 33.1 0–12 5,615 261.4
Maranoa and District 0–3 114 34.9 0–4 883 270.4
Far North Qld 0–7 674 29.6 0–12 4,753 209.0
South West Qld 0–2 17 21.3 0–2 185 231.9
Central West Qld 0–1 26 21.7 0–3 360 300.4
Central Queensland 0–5 384 18.7 0–10 4,501 219.2
Cape York 0–2 166 66.6 0–4 685 274.7
Mackay–Whitsundays 0–6 290 17.7 0–7 3,055 186.8
Eastern Downs 0–7 394 34.4 0–8 2,448 213.6
Wide Bay–Burnett 0–3 339 12.3 0–8 4,644 168.1
Gulf Region 0–2 23 31.2 0–3 255 345.9
North West Qld 0–2 69 24.2 0–5 1,036 363.1
Queensland 0–33 8,174 19.1 0–75 78,013 182.5
5
.2.
D
E
S
C
R
IP
T
IV
E
A
N
A
L
Y
S
IS
45
Figure 5.4: Rates of salmonellosis notifications in 2004–2013 by region Figure 5.5: Rates of campylobacteriosis notifications in 2004–2013 by region
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Figure 5.6: Rates of cryptosporidiosis notifications in 2004–2013 by region
Queensland covers a large geographic area and, as such, substantial differences in weather occur across the
state. The range of daily minimum and maximum temperatures and precipitation recorded in the 13
regions of Queensland during 2004–2013 is in Table 5.3.
To identify potential associations between weather and foodborne diseases, I visually compared patterns in
daily disease notifications to daily recordings of mean temperature, precipitation and dew point humidity
based on mean temperature using the R package STL (R Core Team, 2015). Figures 5.7 and 5.8 show this
data for SEQ. The left-hand column of Figure 5.8 shows the long-term trend in weather and disease cases
over the study period, while the right-hand column shows the seasonal trends. As expected, there were
strong seasonal patterns observed for salmonellosis and campylobacteriosis, with a weaker seasonal pattern
for cryptosporidiosis.
Salmonellosis had an increased number of cases in SEQ between 2004 and 2013 which is likely primarily
driven by non-weather-related factors such as population growth. Campylobacteriosis cases peaked in 2009
and declined thereafter. New Zealand introduced campylobacteriosis prevention methods through its
broiler industry between 2006 and 2009 which halved the infection rate, and while no such methods were
formally introduced in Australia, this reduction in cases after 2009 might reflect the informal take-up of
such methods following New Zealand’s published success. Long-term trends in cryptosporidiosis are largely
obscured by outbreak peaks in 2005, 2009 and 2012.
The long-term trends in mean temperature and precipitation are primarily due to the El Nin˜o Southern
Oscillation in which El Nin˜o conditions bring low rainfall and La Nin˜a bring high rainfall. The decade
began with low rainfall due to drought conditions from 2000 to an El Nin˜o event in late 2006. Sustained
precipitation brought some relief from drought conditions under La Nin˜a events from mid 2007 to April
2009. An El Nin˜o event occurred from May 2009 to March 2010, before a return to La Nin˜a in July 2010
through to March 2011. The above-average rainfall received during this period has been implicated in the
extensive flooding through much of Queensland in late 2010 and early 2011. Neutral conditions returned in
April 2011, with no further La Nin˜a or El Nin˜o events before the end of 2013. The Oscillation is similarly
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Table 5.3: Ranges of daily weather recordings by region of Queensland, 2004–2013
Region Minimum temp. Maximum temp. Precipitation
South East Qld 1.6–25.8◦ C 12.9–38.8◦ C 0.0–175.2 mm
Townsville–Thuringowa 4.6–26.0◦ C 12.9–39.6◦ C 0.0–157.0 mm
Maranoa and District −3.5–27.2◦ C 9.5–44.2◦ C 0.0–102.0 mm
Far North Qld 7.3–26.0◦ C 20.0–37.6◦ C 0.0–166.2 mm
South West Qld −1.2–32.0◦ C 12.7–46.7◦ C 0.0–79.7 mm
Central West Qld 0.2–30.7◦ C 10.5–45.7◦ C 0.0–50.1 mm
Central Queensland 3.5–26.2◦ C 12.6–39.4◦ C 0.0–109.0 mm
Cape York 12.3–26.6◦ C 24.9–37.0◦ C 0.0–109.2 mm
Mackay–Whitsundays 4.1–26.4◦ C 15.1–38.0◦ C 0.0–179.8 mm
Eastern Downs −4.9–24.3◦ C 7.9–39.8◦ C 0.0–73.5 mm
Wide Bay–Burnett 3.4–26.2◦ C 11.9–36.1◦ C 0.0–214.6 mm
Gulf Region 8.5–28.7◦ C 16.2–41.0◦ C 0.0–90.2 mm
North West Qld 1.1–29.1◦ C 12.9–45.5◦ C 0.0–64.0 mm
Figure 5.7: Daily disease notifications, mean temperature, precipitation and dew point humidity in SEQ,
2004–2013. The dots show observed days and the lines are smoothed means.
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reflected in the yearly mean temperature trends which show increased temperatures during El Nin˜o events
when little cloud-cover generates warmer temperatures, while the cloudiness and rainfall in La Nin˜a
conditions bring cooler temperatures.
Figure 5.8: Long-term annual and seasonal trends in foodborne diseases notifications, mean temperature
and precipitation in SEQ, 2004–2013
Correlation coefficients were calculated between the daily weather variables and disease notifications (see
Table 5.4). Salmonellosis most strongly correlated with the weather variables with moderate associations
with temperature (r = 0.37 and r = 0.31) and dew point humidity (r = 0.31), and weaker associations with
relative humidity (r = 0.15) and log and non-log precipitation (r = 0.10 and r = 0.04). Similarly,
cryptosporidiosis was more strongly correlated with temperature (r = 0.18− 0.23) and dew point humidity
(r = 0.19) than relative humidity or log or non-log precipitation (r = 0.00− 0.10), while campylobacteriosis
showed weak associations with all weather variables.
As correlation coefficients capture only linear relationships, scatterplots of disease notifications and
weather variables were examined for non-linear relationships. However, as seen in Figure 5.9 non-linear
relationships were not evident. Although the associations between weather and foodborne diseases were
not particularly strong in these preliminary analyses, the literature discussed in Chapter 4 indicates such
associations do occur in Queensland and so regression analyses were undertaken.
5.3 Standard lagged regression model
Salmonellosis cases in SEQ are used to demonstrate the process of developing the models to estimate the
weather–disease associations in each region. Models for all three diseases in all regions were developed via
a similar process, with substantial deviations noted for regions or diseases.
The key objective of the regression model was to identify how much variation in daily foodborne disease
cases could be explained by daily weather over the past three weeks. As seen in Figure 5.8, salmonellosis
and campylobacteriosis have seasonal patterns of peaks in summer and troughs in winter, which could be
partly explained by temperature, rainfall and other meteorological factors. I decided a priori to examine a
5.3. STANDARD LAGGED REGRESSION MODEL 49
Table 5.4: Correlation coefficients of daily weather variables and disease notifications, South East
Queensland 2004–2013
Crypto. Campyl. Salm. Min temp. Mean temp. Max temp.
Cryptosporidiosis 1.00 0.24 0.30 0.23 0.22 0.18
Campylobacteriosis 0.24 1.00 0.32 0.11 0.12 0.11
Salmonellosis 0.30 0.32 1.00 0.37 0.37 0.31
Minimum temp. 0.23 0.11 0.37 1.00 0.95 0.75
Mean temp. 0.22 0.12 0.37 0.95 1.00 0.92
Maximum temp. 0.18 0.11 0.31 0.75 0.92 1.00
Precipitation 0.00 0.03 0.04 0.25 0.15 0.00
Log precipitation 0.04 0.05 0.10 0.40 0.25 0.02
Relative humidity 0.10 0.05 0.15 0.54 0.35 0.06
DPH - min temp. 0.19 0.10 0.31 0.90 0.78 0.51
DPH - mean temp 0.19 0.11 0.31 0.90 0.82 0.60
DPH - max temp. 0.19 0.11 0.31 0.87 0.85 0.70
Precip. Log precip Rel. hum. DPH min. DPH mean DPH max
Cryptosporidiosis 0.00 0.04 0.10 0.19 0.19 0.19
Campylobacteriosis 0.03 0.05 0.05 0.10 0.11 0.11
Salmonellosis 0.04 0.10 0.15 0.31 0.31 0.31
Minimum temp. 0.25 0.40 0.54 0.90 0.90 0.87
Mean temp. 0.15 0.25 0.35 0.78 0.82 0.85
Maximum temp. 0.00 0.02 0.06 0.51 0.60 0.70
Precipitation 1.00 0.78 0.39 0.33 0.30 0.25
Log precipitation 0.78 1.00 0.55 0.50 0.45 0.37
Relative humidity 0.39 0.55 1.00 0.84 0.81 0.74
DPH - min temp. 0.33 0.50 0.84 1.00 0.99 0.94
DPH - mean temp 0.30 0.45 0.81 0.99 1.00 0.98
DPH - max temp. 0.25 0.37 0.74 0.94 0.98 1.00
DPH refers to dew point humidity followed by the temperature on which the dew point humidity
was calculated
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Figure 5.9: Scatterplots of disease notifications and weather variables in South East Queensland, 2004–2013
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lag of 21 days because this represented a biologically plausible time-frame in which Salmonellae could be
transmitted to humans from an animal or environment, and also included the delay for a stool sample
verification to be made and the case notified. Cross-correlations between the weather variables and disease
notifications identified potential associations within the previous 3 weeks (see Table 5.5) [129].
Table 5.5: Cross-correlation coefficients of salmonellosis with mean temperature and log precipitation up to
21 days lag, South East Queensland
Day Mean temp. Log precip. Day Mean temp. Log precip. Day Mean temp. Log precip.
0 0.37 0.10 8 0.39 0.16 16 0.41 0.14
1 0.37 0.12 9 0.39 0.16 17 0.41 0.14
2 0.38 0.14 10 0.40 0.16 18 0.41 0.15
3 0.38 0.13 11 0.39 0.16 19 0.41 0.12
4 0.38 0.14 12 0.39 0.16 20 0.41 0.13
5 0.38 0.14 13 0.40 0.15 21 0.41 0.14
6 0.38 0.16 14 0.40 0.14
7 0.38 0.13 15 0.40 0.15
Although humidity was moderately correlated with foodborne disease, preliminary analyses found no
measure of humidity to be a strong predictor of salmonellosis, cryptosporidiosis or campylobacteriosis so I
removed it from further analyses (see Appendix H). Similarly, I assessed minimum, mean and maximum
temperatures, however I used mean temperature in the final analyses as results were similar and I preferred
mean temperature as a more stable measure which, through averaging the minimum and maximum
temperatures, is less likely to be an extreme or outlying recording due to measurement error.
I fitted a Poisson regression model for daily salmonellosis cases with distributed lags of 21 days for daily
mean temperature and precipitation using natural splines with 3 degrees of freedom as predictors. The
number of degrees of freedom refers to the number of knots or joining points in the spline’s curve and so
how flexible the spline will be in fitting the data [125]. I selected a Poisson model due to the high number
of days in which no notifications were recorded. Over-representation of zero-counts is common in
epidemiological studies, particularly in time-series data of fine temporal scales [125]. The standard Poisson
regression model used in environmental epidemiology is thoroughly described in a book by Peng and
Dominici (2008) [130] and the paper by Bhaskaran et al (2013) [125].
Using a spline for temperature and precipitation reduced the collinearity between the lag terms, improving
the accuracy of the model [125]. I included quadratic and linear terms for time to control for the upward
trend in salmonellosis incidence over time due to population growth and non-weather-related factors, as
seen in Figure 5.8. The linear term was a simple count of days over time, and the square of this count was
the quadratic [129].
In preliminary analyses I identified effects of day of the week and public holidays, in that weekends and
public holidays has fewer notifications than weekdays. This is an artefact of the infection date – the date
the stool sample was taken – as individuals are less likely to see a doctor on these days compared to
weekdays, when individuals may need medical certificates and clinics have restricted hours. I modelled this
effect using categorical variables (day of the week, public holiday). I used a binary variable for days after 1
August 2013 to control for the change in pathology tests (used only in the salmonellosis models). The
regression model was:
log(µt) = αXt + β
L∑
l=0
temperaturet−l + γ
L∑
l=0
rainfallt−l
where X is a design matrix that fits the intercept, day of the week, public holiday, trend and change in
pathology test. The vectors β and γ were constrained using a distributed lag model. The value of the
maximum lag L was set a priori to 21 days. No lagged effects were found in some regions, identified by the
credible interval band on the estimated effect of temperature or rainfall always containing zero. For these
52 CHAPTER 5. METHODOLOGY I: WEATHER AND FOODBORNE DISEASES
regions, I used a standard regression with daily cases and daily weather variables. I calculated the percent
change in salmonellosis risk at the 95th percentile and maximum temperature and precipitation, with
Bayesian credible intervals. To assess performance and compare models I used each model’s deviance
information criterion (DIC), and examined the residuals using an autocorrelation function (ACF) and
cumulative periodogram plots [129].
When the residuals of the standard lagged model were examined for SEQ, the ACF displayed high levels of
autocorrelation and the cumulative periodogram line burst from the confidence band (see Figure 5.10).
The cumulative periodogram is a measure of the seasonality in the model residuals; if all seasonality is
accounted for, the plotted line should remain within the confidence band. The burst here indicates that
there is a seasonal pattern which has not been accounted for by the lagged regression model. As such, these
results demonstrate that the standard lagged regression model cannot sufficiently explain the associations
between salmonellosis and temperature and precipitation in SEQ. This model was similarly unable to
explain the associations between the weather variables and campylobacteriosis and cryptosporidiosis.
Figure 5.10: Autocorrelation function plot (A) and cumulative periodogram (B) for the standard lagged
regression model for salmonellosis in SEQ
I tested several regression models and adjustments in attempt to achieve an acceptable fit, including
varying the temperature and rainfall measures used (e.g. minimum, maximum or mean temperature,
averaged or summed rainfall), using splines for temperature and rainfall with varying degrees of freedom,
using monthly data, using variables for school holidays or summers, using a number of autoregressive terms
and lags, using quasi-Poisson and Poisson distributions, and using interaction effects for temperature and
precipitation. However, all produced results with unacceptable autocorrelation in the residuals and
cumulative periodograms (see Appendix H).
One method which was effective in improving the models’ fit was controlling outbreaks. Removing cases
associated with outbreaks or otherwise adjusting data to reduce the effect of outbreaks is common in
epidemiological studies [94, 105, 112, 116]. Outbreaks, while potentially triggered by weather factors, are
the result of a single source of contamination for several people and so are likely to have different
relationships with weather than sporadic cases [116]. The Queensland Health dataset did not flag cases
which were associated with outbreaks so I truncated notifications at two standard deviations above the
mean. While this improved the fit, the model was still not able to sufficiently explain all of the variance
and the selection of the truncation point was arbitrary and not epidemiologically or methodologically
informed, so I chose not to control outbreaks through this method.
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5.4 Autoregressive lagged regression model
Autocorrelation occurs when sequential observations of a variable are related. This is often the case in
epidemiological studies where the disease incidence on consecutive days is likely influenced by common
factors such as weather. Ignoring this inter-relatedness would incorrectly assume that observations are
independent and potentially underestimate the model’s standard errors [131]. To address the
autocorrelation observed in the standard model, I used an AR-1 term as this lag showed the strongest
autocorrelation. This model included all the same terms as the standard regression model with the
addition of the autoregressive term:
log(µt) = ρst−1 + αXt + βtemperaturet + γrainfallt
The autoregressive term uses yesterday’s case numbers, so when yesterday’s case numbers are high the
expected number of cases today is also high (assuming ρ > 0). I experimented with using the log-number
of yesterday’s cases and using the identity link in place of the log-link, but neither gave as good a fit to the
data as the above model according to the DIC. The DIC decreased by 89 points between the standard and
autoregressive models. Ten points is considered a substantial difference so this is strong evidence for the
improved fit of the autoregressive model.
As with the standard regression model however, the residuals still showed high levels of autocorrelation
(Figure 5.11, panel A) and the cumulative periodogram indicated there was still a residual seasonal effect
(panel B). The addition of an AR-2 term to capture the autocorrelation between today’s cases and cases
two days previously was sufficient to resolve this problem for some regions (see results in Chapter 9).
Figure 5.11: Autocorrelation function plot (A) and cumulative periodogram (B) for the autoregressive lagged
regression model for salmonellosis in SEQ
For SEQ, the poor performance of the regression models suggests there is some element of seasonality in
foodborne disease cases which is not adequately captured through the regression terms. As described in
Section 4.5.5, there are common methodological methods of attempting to account for the seasonality of
foodborne diseases, such as autoregressive terms, splines or random effects, which produce good fit by
explaining variance in disease cases, but offer no explanation as to the disease pathway. One method of
obtaining better estimates of the independent effects of weather variables may be Markov switching
models, which model outbreaks [129].
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5.5 Markov switching models
Foodborne diseases may be contracted sporadically by an individual consuming contaminated food, or in
an outbreak where multiple people are infected in close temporal proximity due to a common food source.
Switching models were used here to overcome the limitations of previous methods to address outbreak
cases, as discussed in Section 5.3.
Switching models simultaneously fit two models to a time-series and alternate between modelling sporadic
and outbreak cases [124]. Outbreak cases are modelled using an AR-1 autoregressive term, reflecting the
nature of outbreaks as inter-related, while sporadic cases are modelled using temperature and precipitation
predictors. In modelling outbreak and sporadic cases separately, the extraneous influence of outbreak cases
can be removed from estimates of the association between weather and sporadic cases, which eliminates the
need to make further adjustments for season and provides estimates of the independent effects of
temperature and precipitation [129].
Switching models are currently applied to infectious disease surveillance, such as in influenza monitoring in
Spain [124]. The use of a switching model in this circumstance, to disentangle independent effects of
weather variables from other seasonal influences, presents a novel application of this methodology which
could be applied beyond the scope of foodborne diseases in future.
The switching model includes two regression equations:
log(µt) =
{
ρst−1 + αXt, t ∈ outbreak,
αXt + βtemperaturet + γrainfallt, t ∈ sporadic,
The model applied one of the two equations to predicting foodborne disease cases by determining shifts in
the daily number of cases, with large changes incurring a phase change [124]. The probability of switching
at time t depends on the state at time t− 1. An example of the mean probability of switching between the
outbreak and sporadic phases, taken from the salmonellosis model for South-East Queensland, is in
Table 5.6 and demonstrates how a phase would remain in place until a sufficiently large change in daily
case numbers occurred to trigger a switch. The switching probabilities and states are unknown parameters
which are estimated together with the regression parameters. The high number of cases occurring during
the outbreak phase was modelled using both the AR-1 term and the predictor variables, while only the
predictor variables were used to model the smaller number of daily cases during the sporadic phase. The
switching model included the same predictor variables noted for the regression models; daily salmonellosis
cases with distributed lags of 21 days for daily mean temperature and precipitation using natural splines
with 3 degrees of freedom, linear and quadratic terms for long-term trends, categorical variables for day of
the week, public holiday and for days after 1 August 2013 for the change in salmonellosis tests.
Table 5.6: Example of the mean probability of switching between the outbreak and sporadic phases from
the model of salmonellosis in South-East Queensland.
From To sporadic To outbreak
Sporadic 0.988 0.012
Outbreak 0.017 0.983
Bayesian estimates for both switching probabilities in the model were run using two Monte Carlo Markov
Chains with 3000 iterations, using R version 3.1.1 and JAGS version 3.4.0. I visually examined the
coalescence of the two chains to check for convergence. The R and JAGS code for the switching model and
one regression model are in Appendix J. I also conducted sensitivity analyses on the switching models to
assess the effect of precipitation and temperature separately, and tested the ability of the model to predict
outbreaks by comparing its recorded outbreak phases with those reported in government surveillance.
As shown in Figure 5.12, the ACF of the switching model’s residuals have far less autocorrelation than
those of either of the regression models, indicating the outbreak phase of the switching model adequately
managed the autocorrelation between consecutive days’ cases. The cumulative periodogram shows the
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switching model also adequately accounted for all the seasonality by controlling the influence of outbreaks.
Further, with a DIC 313 and 402 points lower than the autoregressive and standard regression models,
respectively, the switching model achieved a far better fit than the regressions [129].
Figure 5.12: Autocorrelation function plot (A) and cumulative periodogram (B) for the switching model for
salmonellosis in SEQ
5.5.1 Switching model validation
I validated the switching model by comparing the timing of its modelled outbreaks (see Figure 5.13) with
those reported by OzFoodNet, a government agency which monitors and reports on foodborne diseases (see
Table 5.7). The switching model detected many of the outbreaks reported by OzFoodNet, although the
model’s outbreaks often persisted for longer than OzFoodNet reported. OzFoodNet links cases to an
outbreak through environmental or epidemiological evidence, which can limit the number of cases
attributed to an outbreak. The model has no such requirements and so may associate earlier and more
cases with an outbreak than OzFoodNet, estimating longer durations of outbreaks. Four outbreaks
reported between October 2011 and July 2013 were not considered outbreaks by the model, although the
smaller peaks in Figure 5.13 indicate the model detected increased cases at these times but explained most
cases in these outbreaks using temperature and precipitation [129]. The similar pattern of outbreaks
reported by OzFoodNet and the switching model validate the model’s ability to predict outbreaks.
Sensitivity analyses
I also conducted sensitivity analyses on the switching model to assess the effect of temperature and rainfall
on salmonellosis cases when modelled separately. The results of the temperature-only, rainfall-only and
combined switching models are in Table 5.8.
These higher estimated effect of temperature or rainfall in the single variable models are expected as these
models attempt to explain as much variance as possible with the predictor variables. The rainfall-only
model potentially over-predicted outbreaks, modelling more than half of days using an autoregressive term,
while the temperature-only model potentially under-predicted outbreaks, compared with 22% of days for
the model using both temperature and rainfall [129]. The temperature-only and rainfall-only models were
tested for South-East Queensland. In this region, temperature had a much stronger association with
salmonellosis cases than did rainfall (e.g. at the 95th percentile temperature, salmonellosis cases increased
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Figure 5.13: Plot of switching model’s epidemic (‘yes’) or sporadic (‘no’) phases to model salmonellosis cases.
by 57%, while cases increased by only 29% at the 95th percentile rainfall, see Section 6.2). As such, rainfall
alone may have been unable to explain much of the variance in daily case numbers, allowing more days to
be modelled as outbreaks, while the strong relationship between temperature and salmonellosis attributed
more days to temperature than to outbreaks.
All three models showed little residual autocorrelation – with the combined model showing the least
autocorrelation – and no residual seasonal patterns, suggesting that switching models are effective in
controlling autocorrelation and outbreaks, removing extraneous seasonality (Figure 5.14). The model with
both temperature and rainfall had the lowest DIC at 137 points below the temperature-only model and 174
points below the rainfall-only model [129]. These findings indicate the inclusion of both weather variables
is important to attaining accurate estimates of salmonellosis cases.
5.6 Summary
Several models were run for each region of Queensland including lagged and non-lagged standard
regressions, lagged and non-lagged AR-1 or AR-2 regressions, and a lagged switching model. Switching
models improved on traditional techniques of modelling salmonellosis in SEQ, with substantially lower
DICs than the regression models, less autocorrelated residuals and no confounding residual seasonal
patterns. I also validated the model by showing it accurately predicted most outbreaks reported by
government surveillance.
The switching model’s better fit likely stems from its improved control of outbreaks. Traditional techniques
of modelling weather-salmonellosis often manage outbreaks through imperfect means such as truncating
case numbers or discarding outbreak cases. Similarly, multiple temperature splines or moving average
terms are often included to control for unexplained seasonal patterns, which produces well-behaved
residuals but does not explain what aspect of season influences salmonellosis. Our switching model required
no such techniques to control for seasonality and managed outbreaks by modelling them separately to
sporadic cases. The results indicate that adequately controlling outbreaks, as the switching model does but
regression models do not, accounts for extraneous seasonal patterns and produces a better fit [129].
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Table 5.7: Outbreaks of salmonellosis in South-East Queensland reported by OzFoodNet (OFN) between
2004 and 2013 and outbreaks detected by the switching model.
Date of OFN outbreak No. confirmed cases Date of outbreak from model
March–April 2004 13 January–April 2004
April–June 2005 25 March–May 2005
July 2005 40 August 2005
October 2005 6 None detected
December 2005 23 December 2005–April 2006
None reported None reported May 2006
December 2006–March 2007 55 December 2006–May 2007
May 2007 15 December 2006–May 2007
January 2009 20 December 2008–March 2009
May 2010 19 January–June 2010
June 2010 34 January–June 2010
January–March 2011 49 January–April 2011
October–December 2011 11 None detected
December 2011 6 None detected
December 2012-March 2013 29 None detected
July 2013 22 None detected
November 2013 83 October–December 2013
November-December 2013 13 October–December 2013
Table 5.8: Estimates and 95% credible intervals of the increase in salmonellosis cases per 5 ◦C increase
in mean temperature or 10 mm increase in rainfall between temperature-only, rainfall-only and combined
switching models in SEQ
Model Temperature Rainfall % outbreaks days
Temperature-only 86.2% (77.9%, 94.8%) na 14%
Rainfall-only na 55.1% (34.2%, 79.4%) 55%
Combined model 45.4% (40.4%, 50.5%) 24.1% (17.0%, 31.6%) 22%
However, in most regions, a switching model was not the best performing model in terms of lowest DIC,
least autocorrelated residuals, or parsimony and so the standard or auto-regressive regression models were
usually selected. As the switching models did not include functions to control for unknown seasonal trends
– such as the autoregression term in the regression model – the variance in foodborne disease incidence is
explained through the predictor temperature and rainfall variables, which is most helpful in identifying the
aetiological processes through which weather influence disease. However, analysis of the residuals of the
standard regression models shows they were a good fit, and the best fit of the models examined for each
region. One reason the simpler regression models fit better than the more complex switching models may
be that the small daily counts of notifications in most regions of Queensland meant outbreaks were less
able to be distinguished from sporadic cases and modelled by the switching model than in SEQ where the
number of daily cases was much higher.
Two limitations are i) under-reporting in notification data, and ii) the slight misalignment between daily
weather and disease cases. Notification data under-report cases and severe cases are likely over-represented
[27]. Although under-reporting is believed to be consistent across the study period and unlikely to
influence the weather–disease relationship, under-reporting may obscure important social patterns such as
whether risk is increased on weekends with different eating patterns, or generate artificial patterns in
salmonellosis incidence such as the observed decreased cases on weekends and public holidays.
The slight misalignment between date of infection and weather due to each case’s date being the date a
stool sample was taken, not the date of symptom onset. This potentially introduces measurement error
and reduces the estimates of weather–salmonellosis associations [129]. However, our strongly statistically
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Figure 5.14: Cumulative periodograms (top) and autocorrelation function plots (bottom) for the residuals
of the precipitation (A), temperature (B) and precipitation and temperature switching models (C).
significant results suggest these limitations have not greatly affected the estimated associations.
The results from this process, detailed in the next chapter, consisted of estimates of these weather–disease
associations which were incorporated into the microsimulation models for each disease and region to model
their health and economic costs in a baseline scenario and low and high climate change scenarios.
Chapter 6
Results I: How Queensland weather
influences foodborne diseases
This chapter presents the results of the regression and switching models developed to estimate the
association between salmonellosis, campylobacteriosis and cryptosporidiosis and mean temperature and
precipitation in each region. Results are first presented by region moving north to south in Section 6.1,
then synthesised in Section 6.2 to analyse trends across regions. I finish the chapter by discussing the
limitations of this methodology in Section 6.3.
6.1 Results for each Queensland region
This section details the results for the three diseases in each of the 13 regions (see Figure 6.1). I have
structure the results for each region in the following way: first, I describe the region’s location, population,
and weather between 2004–2013. Then, using bullet points to minimise repetition, I present for each
disease: i) the rate of disease between 2004–2013, ii) the model selected (of the standard, autoregressive or
lagged regression or switching models), iii) the percent change in cases at the 95th percentile mean
temperature, iv) and 95th percentile rainfall, and v) the lagged effects of temperature and rainfall on cases.
The results for all regions are summarised in Tables 6.1–6.3 in Section 6.2. The results of all models tested
are in Appendix I.
I have presented the results as the percent change in disease cases at the 95th percentile temperature and
rainfall, with 95% credible intervals in brackets, for each region to allow comparison of the effects of
weather on the diseases between regions. The 95th percentile represents a warm day or substantial rainfall,
e.g. 26.5 ◦C and 17 mm rainfall in South-East Queensland.
6.1.1 Cape York
Cape York is the northern most region of Queensland, covering approximately 124,000km2. The average
annual population was 24,900 during 2004–2013. Cape York has a tropical climate with hot temperatures
throughout the year, ranging from 20–29 ◦C in winter to 24–32 ◦C in summer. Rainfall occurs
predominantly in October–March, typically as thunderstorms [132]. In 2004–2013, average summer rainfall
was 268 mm and 5 mm in winter. Weather data for this thesis was taken from 8 temperature stations and
4 rainfall stations.
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Figure 6.1: The 13 regions in Queensland
Salmonellosis
• The annual case rates were between 61 and 199 cases per 100,000 people, for an average of 137 over
the study period. The highest incidence rate occurred in summer (42 cases per 100,000 people)
compared to rates of 30–33 in other seasons.
• The lagged standard regression model best fit the salmonellosis data for Cape York, showing
moderate improvements of 2.5–7.1 points on the DICs of the other regression and switching models.
Ten points is considered substantial.
• Temperature was strongly associated with cases: cases increased by 25.4% (95% CrI = 6.1%, 48.3%)
at 29.0 ◦C compared to 26.5 ◦C day, as shown in Figure 6.2.
• Rainfall was not strongly associated with salmonellosis cases as determined by the credible interval
band always including zero (see Figure 6.2).
• No lagged effects of rainfall were identified for salmonellosis in Cape York. The effect of temperature
was delayed, with increased cases 18-21 days after a 29.0 ◦C day, peaking at 11.3% (2.0%, 21.5%) 21
days later.
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Figure 6.2: Overall effect of temperature on salmonellosis cases in Cape York (A), lagged effects of a 29.0 ◦C
day (B), overall effect of rainfall (C) and lagged effects of 62 mm rainfall (D).
Campylobacteriosis
• The annual rate of campylobacteriosis ranged between 43 and 97 cases per 100,000 people. The
highest rates occurred in summer at 22 cases per 100,000 people, compared to 16.0–16.8 cases per
100,000 people in spring, winter and autumn.
• All models achieved a good fit of the data with little autocorrelation in the residual and all DICs
were similar.
• No model detected a strong effect of temperature. For instance, the standard regression model, which
achieved the lowest DIC, estimated a 2.3% (−30.6%, 53.8%) increase in cases per 5 ◦C increase in
mean temperature.
• Rainfall was also not strongly associated with cases, with a 14.9% (−1.2%, 30.7%) increase per
10 mm increase in rainfall estimated by the standard regression model.
• No statistically significant lagged effects of temperature or rainfall on campylobacteriosis were
detected by the lagged regression or switching models.
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Cryptosporidiosis
• Cape York recorded the highest incidence rate of cryptosporidiosis in Queensland at 67 cases per
100,000 people over 2004–2013 – over three times the state’s rate of 19. The average annual rate
ranged between 15–130, and over 45% of cryptosporidiosis cases occurred in summer.
• The results of all four models showed some autocorrelation in the residuals and bursts from the
confidence interval of the cumulative periodogram at the lower frequencies indicating the models
weren’t capturing a short-term autocorrelation. I added an AR-2 term to both the non-lagged and
lagged regression models to attempt to account for this trend and the autocorrelated residuals. Both
AR-2 models improved on the DIC of their corresponding AR-1 models and the lagged AR-2 was
selected.
• Temperature was not strongly associated with cryptosporidiosis in Cape York.
• A strong association was found with rainfall, cryptosporidiosis cases increased by 332.4% (147.4%,
655.4%) after 20 mm of rainfall.
• No lagged effects on cryptosporidiosis were observed for temperature but cases increased 3–18 days
after rainfall, peaking at 9.4% (3.3%, 15.9%) 10 days after 20 mm rainfall.
6.1.2 Gulf region
The Gulf region is an area approximately 186,000km2 stretching around the Gulf of Carpentaria in
Queensland’s north. The average population was 7,400 in 2004–2013. It has a savannah climate with hot
temperatures year-round; 25–34 ◦C in summer and 16–29 ◦C in winter. It has a defined wet season during
November–March. Average summer rainfall in 2004–2013 was 199 mm and 6 mm in winter. Weather data
was obtained from 9 rainfall stations and 8 temperature stations.
Salmonellosis
• The Gulf region had the highest salmonellosis incidence in Queensland at 250 cases per 100,000
people, over four times the Queensland rate of 61. Annual rates ranged between 65 and 453 cases per
100,000 people. The incidence rate in summer (83 cases per 100,000 people) was substantially higher
the rates of 41–65 for the other seasons.
• The standard regression model was selected for Gulf Region as, despite its simplicity, it achieved the
lowest DIC and fit the data well as determined by inspection of the autocorrelation function (ACF)
plot and cumulative periodogram of the model’s residuals.
• Temperature was strongly associated with salmonellosis with cases increasing by 55.2% (24.2%,
96.4%) per 5 ◦C increase in mean temperature.
• Rainfall was not found to be associated with salmonellosis cases.
• No lagged effects of temperature or rainfall were detected by the lagged regression or switching
models in Gulf Region.
Campylobacteriosis
• Campylobacteriosis occurred at a rate of 65 cases per 100,000 people during the study period, the
lowest incidence rate in Queensland. Annual notification rates ranged between 14–130 cases with the
highest rate in summer, 22 cases per 100,000 people compared to 18 in spring and autumn and 8 in
winter.
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• The standard regression model achieved the best fit of the data and the lowest DIC (498.4, compared
to 500.6–511.0).
• Campylobacteriosis cases were estimated to increase by 74.9% (9.7%, 187.6%) per 5 ◦C increase in
mean temperature.
• Rainfall was also associated with campylobacteriosis, with a 34.1% (2.2%, 65.2%) increase per 10 mm
increase in rainfall.
• No lagged effects of temperature or rainfall were identified.
Cryptosporidiosis
• Cryptosporidiosis is uncommon in the Gulf with only 23 cases notified during the study period.
Annual incidence rates of cryptosporidiosis ranged from 0–57 cases per 100,000 people in the Gulf
region, with a rate of 12 cases per 100,000 people in summer compared to 8 in spring and 5 in both
autumn and winter.
• All models tested for cryptosporidiosis achieved a good fit with little residual autocorrelation and
little difference in the DICs (281.3–284.3). However, no model detected strong associations between
temperature, rain and cryptosporidiosis.
• The standard regression model estimated a 40.3% (−23.5%, 17.3%) increase in cases per 5 ◦C
increase in mean temperature.
• The same model estimated a 7.5% (−43.5%, 64.8%) increase in cases per 10 mm increase in rainfall.
• No lagged effects of temperature or rainfall were detected. It may be that temperature and rainfall
may have little influence on cryptosporidiosis cases in the Gulf region or the limited number of cases
may not allow an association to be detected.
6.1.3 Far North Queensland
Far North Queensland stretches from the eastern coast to the western tablelands, with an average
population of 225,100 during 2004–2013. The region’s climate varies by the distance from the coast but is
generally hot and humid [133]. Summer temperatures range from 23–32 ◦C and 16–26 ◦C in winter. Most
rainfall occurs in summer and autumn, averaging 368 mm and 295 mm respectively in 2004–2013 compared
to 68 mm and 94 mm in winter and spring. Rainfall was collected from 23 stations and temperature from 5
stations.
Salmonellosis
• Annual salmonellosis incidence ranged between 51 and 100 cases per 100,000 people in 2004–2013.
Incidence was highest in summer – 26 cases per 100,000 population – over twice the incidence rate of
11 in winter.
• Salmonellosis incidence was best modelled using the lagged AR-1 regression model which achieved a
DIC 58–88 points lower than the non-lagged regression and switching models, as well as having little
autocorrelation in the residuals and no bursts from the confidence band in the cumulative
periodogram.
• Temperature was strongly associated with salmonellosis with any day with a mean temperature over
24.5 ◦C associated with higher incidence. Mean temperatures of 26.0 ◦C (95th percentile) increased
salmonellosis incidence by 21.7% (16.7%, 27.0%) compared to a 24.5 ◦C where no increase was
evident.
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• Rainfall was also positively associated with salmonellosis. After 35 mm (95th percentile) rainfall,
salmonellosis incidence rose by 52.4% (24.8%, 86.1%).
• The effect of temperature on salmonellosis was lagged with incidence increasing 6–18 days after a
26.0 ◦C day, peaking at 14 days (1.4% increase, 0.5%, 2.3%). The influence of rainfall was more
immediate with higher incidence over the two weeks following 35 mm rainfall, peaking 5 days after
the rainfall event at 3.2% (1.8%, 4.6%).
Campylobacteriosis
• Annual notification rates fluctuated between 80–100 cases per 100,000 in 2004–2013, before spiking to
236 during an outbreak of 557 cases in 2011 due to machinery issues at a local abattoir [134].
Campylobacteriosis was slightly seasonal with higher incidence rates in spring (30) and summer (28)
than winter (25).
• None of the four models achieved a good fit, with substantial residual autocorrelation. The lagged
AR-1 model achieved the lowest DIC so an AR-2 term was added to this model to reduce the
autocorrelation. The lagged AR-2 model achieved a DIC a further 59.6 points better than the lagged
AR-1 model, and reduced the autocorrelation in the residuals to an acceptable level.
• Mean temperature was not strongly associated with campylobacteriosis, with decreases in cases of
1.2% (−4.3, 2.0%) after a day with a mean temperature of 26.0 ◦C.
• Rainfall was associated with a 36.3% (13.8%, 63.3%) increase in cases after 35 mm rainfall.
• Lagged effects of temperature on campylobacteriosis were not detected. The effect of rainfall on
campylobacteriosis was delayed, with increased incidence 8 to 19 days after heavy rainfall, peaking at
2.3% (0.9%, 3.6%) 15 days after 35 mm (see Figure 6.3).
Cryptosporidiosis
• The annual incidence rates were between 7 and 65 cases per 100,000 population. Over half of
cryptosporidiosis cases occurred in summer giving an incidence rate of 16, nearly double that of
autumn (8) and nearly four times the winter (3) and spring (2) rates. respectively.
• All four models showed autocorrelated residuals so I added AR-2 terms to both the lagged and
non-lagged models. Both AR-2 models better fit the data than their AR-1 counterparts; the
non-lagged AR-2 improved on the non-lagged AR-1 DIC by 94 points, and the lagged AR-2 improved
on the lagged AR-1 DIC by 83.6 points. The lagged AR-2 model achieved the lowest DIC of all
models and was selected although some autocorrelation was still evident in the ACF.
• Higher mean temperatures were associated with increased cases, with increases of 47.8% (36.7%,
59.7%) following a day with a mean temperature of 26.0 ◦C.
• Rainfall was not found to be strongly associated with cryptosporidiosis.
• The effect of temperature on cases was delayed with increased incidence occurring 11–17 days after
warm days, peaking at 6.3% (2.6%, 10.1%) after 26.0 ◦C. Lagged effects were not observed for rainfall.
6.1.4 North West Queensland
North West Queensland stretches from the Northern Territory–Queensland border to midway across
Queensland with a population of 28,400. North West Queensland is semi-arid with summer temperatures
between 24–37 ◦C and average rainfall of 117 mm. Winter temperatures range between 10–27 ◦C with
12 mm rainfall. Rainfall data was collected from 20 stations, and temperature data from 8 stations.
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Figure 6.3: Overall effect of temperature on campylobacteriosis cases in Far North Queensland (A), lagged
effects of a 26.0 ◦C day (B), overall effect of rainfall (C) and lagged effects of 35 mm rainfall (D).
Salmonellosis
• At 212 cases per 100,000 population, North West Queensland had the second highest notification rate
in Queensland after the Gulf region. Annual incidence rates were consistently around 200 over
2004–2013 except a spike to nearly 300 in 2006 and a drop in the rate to 160 in 2013. Incidence rates
in autumn (66) and summer (61) were about double the incidence rate of winter (33).
• The lagged standard regression model had the best fit based on DIC (lowest by 8.5–25.9 points),
limited autocorrelation in the residuals and no bursts from the confidence band in the cumulative
periodogram.
• Temperature was strongly associated with salmonellosis with temperatures of 32.5 ◦C increasing
incidence by 47.1% (28.1%, 68.9%).
• Rainfall showed no strong overall association with salmonellosis incidence.
• No lagged effects of temperature were observed. Lagged effects of rainfall of 9 mm were evident with
slightly elevated incidence two weeks after 9 mm rainfall (3.3% increase, 0.9%, 5.8% 10 days later),
however the decreased incidence in the first and third weeks meant there was no overall effect.
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Campylobacteriosis
• Incidence rates fluctuated between 94–127 cases per 100,000 people annually with a peak rate of 206
in 2011 due to issues with processing chicken at a northern Queensland abattoir [134]. Rates of
campylobacteriosis were similar between seasons with a slight peak in autumn (34) over winter (32),
summer (31) and spring (30).
• All models achieved a good fit of the data as demonstrated by minimal autocorrelation in the
residuals and no bursts from the confidence band of the cumulative periodogram. The standard
regression achieved the lowest DIC by 0.7–7.6 points.
• No strong association between temperature and campylobacteriosis was detected by any model. The
standard regression models estimated a 0.4% (−9.0%, 10.6%) increase in cases per 5 ◦C.
• No association was found between rainfall and campylobacteriosis either, with a 10 mm increase in
rainfall associated with an 11.2% (−10.5% and 34.2%) increase in cases.
• No lagged effect of temperature or rainfall was identified.
Cryptosporidiosis
• North West Queensland recorded a rate of 17 cases per 100,000 people during 2004–2013, or annual
rates of 10–51 cases per 100,000 people. Nearly half of all cases occurred in summer (49%) and a
further 36.2% of cases occurred in autumn generating much higher incidence rate in summer (12) and
autumn (9) than winter (1) or spring (3).
• The lagged AR-1 model was the best fit for the cryptosporidiosis data with a DIC 8.9–14.1 points
lower than the other models.
• Mean temperatures over 25.5 ◦C were associated with increased cryptosporidiosis. At 32.5 ◦C, cases
increased by 159.0% (55.9%, 330.4%) compared to a 25 ◦C day (see Figure 6.4).
• A strong association was also found between cryptosporidiosis and rainfall with 9 mm associated with
a 123.0% (15.7, 329.8%) increase in cases.
• No lagged association was observed between temperature and cryptosporidiosis. The lagged
association between cryptosporidiosis and rainfall was U-shaped with increased risk in the first 0–3
days after rainfall and again 18–21 days after the rainfall event. The peak increase in cases occurred
on the same day as the rainfall, with a 12.2% (0.4%, 25.4%) increase in cases after 9 mm of rainfall.
6.1.5 Townsville–Thuringowa region
The Townsville–Thuringowa region is a mostly coastal region with an average annual population of 214,100
between 2004–2013. The region has a tropical climate with distinct wet and dry seasons [135]. Summer has
temperatures between 23–32 ◦C and on average 276 mm on rainfall, while winter is between 13–25 ◦C and
averages 30 mm rain. Temperature data was obtained from 6 stations and rainfall data from 17 stations.
Salmonellosis
• Townsville–Thuringowa reported a rate of 96 cases per 100,000 people over 2004–2013. Incidence
declined over the study period from 132 in 2004 to 78 cases per 100,000 people to in 2013. Nearly
40% of salmonellosis cases occurred in summer, a rate of 35 cases per 100,000 people, more than
twice the incidence rate in winter of 12 when only 12% of cases occurred. Autumn had a similar
incidence rate to summer at 33.
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Figure 6.4: Overall effect of temperature on cryptosporidiosis cases in North West Queensland (A), and
lagged effects of a 33.0 ◦C day (B).
• The lagged AR-1 regression model was the best fitting model for salmonellosis, improving on the
DICs of the other models by between 148.8 and 205.4 points.
• Mean temperature was strongly associated with salmonellosis incidence in the Townsville–Thuringowa
region, with temperatures over 24.0 ◦C associated with at least a 4.7% increase in cases (4.0%, 5.4%).
At 28.5 ◦C, salmonellosis incidence increased by 77.5% (63.6%, 92.6%).
• Salmonellosis incidence steadily increasing with rainfall greater than 5 mm. Rainfall of 20 mm was
associated with a 33.3% increase in salmonellosis incidence (19.4%, 48.8%).
• The effect of higher mean temperatures was delayed by 9 days after a 28.5 ◦C day (2.7%, 0.3%,
5.2%), rising to their peak at 21 days (7.9%, 3.0%, 13.0%). Rainfall influenced salmonellosis
immediately with incidence increasing the day after 20 mm of rain (1.7%, 0.1%, 3.3%) and persisting
until 18 days after the rainfall event (1.2%, 0.1%, 2.6%).
Campylobacteriosis
• The Townsville–Thuringowa region had the highest rate of campylobacteriosis during 2004-2013 at
133 cases per 100,000 people, 1.3 times the Queensland rate of 103. Incidence rates tracked around
100–115 in most years, rising to 266 cases per 100,000 people during a 2011 outbreak. Winter had the
lowest incidence rate at 30 cases per 100,000 people and summer the highest rate at 36 cases.
• The residuals of all four models showed some level of autocorrelation. The non-lagged AR-1
regression model and lagged AR-1 achieved similarly better DICs (27.4 and 32.3 points improvement
respectively) so AR-2 terms were added to both models. Both AR-2 models achieved lower DICs and
less autocorrelated residuals, with the non-lagged AR-2 model performing the best.
• No strong overall or lagged association was detected between temperature and cases – cases increased
by 4.2% (−2.1%, 10.7%) after a day with day with a mean temperature of 28.5 ◦C.
• Rainfall was associated with increased cases, with rainfall of 20 mm associated with a 15.0% increase
in cases (3.4%, 27.8%).
• The effect of rainfall was delayed with increased cases occurring 2–7 days after 20 mm of rainfall,
peaking on day 2 at 1.2% (0.2%, 2.2%).
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Cryptosporidiosis
• Annual incidence rates varied between 4 and 67 cases per 100,000 population. Cryptosporidiosis
showed strong seasonality with much higher incidence rates in summer (16) when 48% of cases
occurred, and autumn (13, 38%) than spring (3, 9%) or winter (2, 5%).
• All four models for cryptosporidiosis had substantial autocorrelation in the residuals and bursts from
the confidence band of the cumulative periodogram. AR-2 terms were added to the lagged and
non-lagged regression models to improve the fit and reduce autocorrelation in the residuals. The
AR-2 terms improved the DIC of the non-lagged model by 78.9 points and the lagged model by 55.9
points, with the AR-2 lagged model achieving the lowest DIC of all models.
• A mean temperature of 28.5 ◦C was associated with a 221.9% (168.9%, 285.3%) increase in cases.
• Rainfall of 20 mm increased cases by 49.9% (26.2%, 78.0%).
• The influence of temperature on cryptosporidiosis was delayed, with increased incidence occurring
10–21 days after warm days. The peak increase occurred 21 days later with increases of 17.8% (7.3%,
29.4%) following a 28.5 ◦C day. The influence of rainfall was more immediate than temperature, with
increased cases occurring within 3–18 days of heavy rainfall events. Peak increases occurred 11 days
after a 20 mm rainfall event at 2.0% (0.5%, 3.5%).
6.1.6 Central West Queensland
Central West Queensland is in the corner of Queensland bordering the Northern Territory and South
Australia and had an average annual population of 12,100. The region is semi-arid to arid with very hot
summers and dry, warm winters [136]. Summer temperatures range between 23–37◦C, and 8–24 ◦C in
winter. Little rainfall occurs throughout the year, with an average of 70 mm in summer and 15 mm in
winter. Rainfall data was collected from 35 stations and temperature data from 9 stations.
Salmonellosis
• Central West had the highest rate of salmonellosis in Queensland at 165 cases per 100,000 people –
2.7 times the Queensland rate. Annual incidence rates ranged between 101 and 246 cases per 100,000
people. Seasonal patterns were observed with peaks of 62 and 53 cases per 100,000 in autumn and
summer respectively, compared to 41 cases in spring and 10 cases per 100,000 people in winter.
• The lagged AR-1 autoregressive regression model best fit the salmonellosis data for Central West
Queensland. This model achieved a 19.8–21.7 improvement in DIC over the other three models and
also presented little autocorrelation in the residuals.
• Temperature was strongly associated with salmonellosis with incidence increasing at mean
temperatures of 24.0 ◦C or higher. At 32.0 ◦C, salmonellosis incidence increased by 115.7% (67.1%,
178.4%).
• No overall association was found between rainfall and salmonellosis.
• The effects of temperature were delayed with salmonellosis incidence increasing 11–17 days after hot
weather, peaking at 9.6% 13 days after a 32.0 ◦C day. No lagged association was observed with
rainfall.
Campylobacteriosis
• Annual incidence rates varied between 73 and 126 with a spike to 172 in 2010. Nearly 40% of cases
occurred in autumn, an incidence rate of 43 cases per 100,000 people. Rates were lower in summer
(28) and lowest in winter (20).
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• There were minimal differences between the DICs of the initial models tested (1,175.3–1,178.8) and
all models achieved similarly good fits of the data.
• However, no strong overall associations were found between temperature and campylobacteriosis –
the switching model estimated that mean temperatures of 32.0 ◦C were associated with a 20.8%
increase in cases.
• No strong association with rainfall was noted either – cases were estimated to decrease by 29.2%
(−77.1%, 118.7%) at 7 mm of rainfall.
• Lagged associations were not detected for temperature or rainfall and campylobacteriosis.
Cryptosporidiosis
• Annual cryptosporidiosis rates ranged between 0 and 59 cases per 100,000 people. Fifty-eight percent
of cases occurred in autumn giving the peak incidence rate of 13 cases, nearly double the next highest
incidence rate of 7 cases per 100,000 people in summer. Winter had the lowest rate at less than one
case per 100,000 people.
• The AR-1 autoregressive lagged regression model best fit the cryptosporidiosis data. The model’s
DIC was around 5 points better than the regression models and 12.2 points better than the switching
model. The model also had minimal autocorrelation in the residuals and no bursts from the
confidence band in the cumulative periodogram.
• A strong association between temperature and cryptosporidiosis was detected with temperatures
above 24.0 ◦C associated with increased cases. At 32.0 ◦C, cases increased by 202.0% (35.5%,
572.8%).
• No overall association between rainfall and cryptosporidiosis was observed.
• The effect of temperature on cryptosporidiosis was lagged by 17–21 days, peaking at 60.9% (5.1%,
146.4%) 21 days after a 32.0 ◦C day. No lagged association was noted for rainfall.
Figure 6.5: Overall effect of temperature on cryptosporidiosis cases in Central West Queensland (A), and
lagged effects of a 32.0 ◦C day (B).
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6.1.7 Mackay–Whitsundays region
The Mackay–Whitsundays region is a coastal area with an average population between 2004–2013 of
162,900. The coastal region, where most of the population resides, is tropical with hot, wet summers and
warm, dry winters [137] Average summer rainfall was 228 mm in 2004–2013, with temperatures between
23–31 ◦C. Winter rainfall averaged 30 mm and cooler temperatures of 13–23 ◦C. Weather data were
temperatures from 5 stations and rainfall from 23 stations.
Salmonellosis
• Incidence rates ranged between 70-103 cases per 100,000 people annually, with a small dip to 60 cases
in 2011. About a third of cases occurred in summer (rate of 29) and another third in autumn with
incidence (26). Incidence rates dropped to 14 in spring and 11 cases per 100,000 people in winter.
• The lagged AR-1 autoregressive regression model best fit the salmonellosis data. This model achieved
a 78.1–127.6 improvement in DIC over the other three models, as well as less autocorrelated residuals
and no bursts from the confidence band in the cumulative periodogram.
• Temperature showed a strong association with salmonellosis, with all mean temperatures over
23.5 ◦C associated with increased salmonellosis incidence. At mean temperatures of 28.5 ◦C,
salmonellosis cases increased by 87.1% (68.2%, 108.2%).
• Rainfall was also strongly associated with incidence steadily increasing with rainfall over 5 mm.
Twenty mm of rainfall was associated with a 25.2% increase in salmonellosis cases (3.3%, 51.8%).
• The effect of temperature on salmonellosis was delayed with incidence steadily rising from a 4.0%
increase (0.7%, 7.3%) to a 9.2% increase (2.7%, 16.1%) between 12 and 21 days after a day with a
mean temperature of 28.5 ◦C. No lagged effects of rainfall on salmonellosis incidence were detected.
Campylobacteriosis
• Annual incidence rates were relatively stable between 71 and 91 cases per 100,000 people, except for
peaks in rates of 109 in 2010 and 236 cases per 100,000 people in 2011. Camplyobacteriosis cases
demonstrated little seasonality with spring recording the highest incidence rate of 25 cases per
100,000 people, while the remaining seasons ranged between 21.0 and 21.8 cases per 100,000 people
suggesting temperature and rainfall may be of little relevance to campylobacteriosis incidence in the
Mackay region.
• The differences between DICs for the four models were minimal. The autoregressive model achieved
the lowest DIC at 5,818.7 compared to 5,822.0–5,827.6. All models achieved similarly good fit for the
campylobacteriosis data, however no model detected a strong association between temperature,
rainfall and campylobacteriosis.
• The autoregressive model estimated cases increased by 2.7% per 5 ◦C increase in mean temperature
(−4.3%, 10.2%).
• Cases were estimated to decrease by 0.2% per 10 mm increase in rainfall (−5.6%, 5.0%).
• The lagged models detected no strong lagged associations between temperature, rainfall and
campylobacteriosis cases.
Cryptosporidiosis
• Annual incidence rates varied substantially between 0.6 and 45 cases per 100,000 people. Summer
recorded the highest incidence rate at 8 cases per 100,000 people, followed by autumn (7) while winter
and spring had similarly low incidence rates at 1.5 and 1.3 cases per 100,000 people respectively.
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• The AR-1 lagged regression model achieved the lowest DIC of the four models by 50.7–111.8 points,
however substantial autocorrelation was observed in the model’s residuals. An AR-2 term was added
to the model which reduced the autocorrelation and improved the DIC by a further 8.3 points.
• A strong association was observed between mean temperature and cryptosporidiosis. Mean
temperatures of 28.5 ◦C increased cases by 207.5% (135.1%, 302.3%).
• Rainfall did not have a strong association with cryptosporidiosis, with 20 mm of rainfall estimated to
increase cases by 46.3% (−2.2%, 118.9%).
• Lagged effects were observed with temperature increasing cases 11–21 days after warm days, peaking
at 18.2% (2.5%, 36.4%) 21 days after a 28.5 ◦C day. Lagged effects were not observed for rainfall.
6.1.8 Central Queensland
Central Queensland had an average population of 205,200 between 2004–2013. Central Queensland is
sub-tropical with hot, moist summers and warm, dry winters. Summer temperatures range between
22–31 ◦C with on average 124 mm of rainfall. Winter temperature range between 11–23 ◦C with an average
of 28 mm of rainfall. Temperature data were obtained from 10 stations and rainfall data from 46 stations.
Salmonellosis
• Annual incidence rates ranged between 67–136 cases per 100,000 people. Around a third of cases
occurred in summer (37%) and autumn (34%), giving incidence rates of 34 for summer and 31 for
autumn, which were more than double of the incidence rates of 14 in spring and 12 case per 100,000
people in winter.
• The lagged AR-1 autoregressive regression model were selected for Central Queensland as it achieved
a DIC 124.1 points better than the next closest model, as well as less autocorrelated residuals and no
bursts from the confidence band in the cumulative periodogram.
• Salmonellosis cases in Central Queensland were strongly associated with mean temperature with
incidence increasing at temperatures higher than 22.0 ◦C. At 28.0 ◦C, salmonellosis incidence rose by
87.1% (72.0%, 103.6%).
• An overall association between rainfall and salmonellosis was detected, however credible intervals for
all estimates were wide and the lower interval reached only 2.9% at its furtherest point from 0.0%,
suggesting high uncertainty of these estimates. Twelve mm of rainfall was associated with a 22.3%
increase in salmonellosis cases (0.3%, 49.1%).
• Incidence steadily rose between 10–21 days after a 28.0 ◦C day, from 3.3% on day 10 (0.6%, 6.0%) to
9.2% (4.1%, 14.7%) on day 21. Rainfall demonstrated lagged effects with increased incidence 5–14
days after 12 mm of rainfall, peaking at 10 days after with a 2.0% increase (0.7%, 3.4%) after 12 mm.
Campylobacteriosis
• The annual rates were campylobacteriosis were between 77 and 130 cases per 100,000 population.
Slight seasonality was evident with incidence rates peaking in summer at 31, slightly higher than
spring (29), autumn (26) and winter (24 cases per 100,000 people).
• The autoregressive regression model was the best model for campylobacteriosis in Central
Queensland as it achieved good fit and the lowest DIC (7,322.6 compared to 7,324.5–7,345.5).
• The AR-1 model estimated a 14.0% (8.4%, 19.9%) increase in campylobacteriosis cases per 5 ◦C
increase in mean temperature.
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• No strong associations were found between campylobacteriosis and rainfall – cases were estimated to
decreased by 4.9% (−12.3%, 2.6%) per 10 mm increase in rainfall.
• The lagged regression and switching models detected no lagged associations between temperature,
rainfall and campylobacteriosis in Central Queensland.
Cryptosporidiosis
• Annual incidence was highly variable with rates between 2 and 52 cases per 100,000 people. Seasonal
patterns were evident with the highest incidence rates occurring in autumn (8) and summer (7) and
substantially lower rates in winter (2) and spring (1 cases per 100,000 population).
• The residuals of the four models had substantial autocorrelation, so AR-2 terms were added which
improved the fit of the models but did not completely resolve the autocorrelation in the residuals. I
decided to use the AR-2 lagged regression model as this demonstrated the best DIC (35.4–177.2
points better than the other models) and least autocorrelated residuals.
• Mean temperature was strongly associated with cryptosporidiosis incidence, increasing cases by
151.5% (103.4%, 211.0%) after a 28.0 ◦C day.
• Overall, rainfall was not strongly associated with cryptosporidiosis, with cases decreasing by 31.9%
(−58.1%, 10.8%) after 12 mm of rain.
• The influence of temperature was delayed, with increased cases 13–21 days after a warm day, peaking
at 26.4% (12.2%, 42.5%) 21 days after a 28.0 ◦C day. Slight lagged effects were observed for rainfall
with cases decreasing 8–12 days after 12 mm of rain, peaking on day 10 at 3.7% (−7.1%, −0.1%).
6.1.9 South West Queensland
South West Queensland is in the corner of Queensland bordering South Australia on the west and New
South Wales to the south. It is a remote, sparsely-populated region with around 8,100 people. The climate
is semi-arid to arid, with very hot summers, warm winters and very little rainfall. Average summer rainfall
is 59 mm, with temperatures of 23–36 ◦C, while winter has 19 mm of rainfall and temperatures of 7–21 ◦C.
Rainfall data were collected from 18 stations and temperature data from 5 stations.
Salmonellosis
• South West Queensland had an incidence rate of 100 cases per 100,000 population over 2004–2013.
Annual rates varied between 48.1–111.5 cases per 100,000 people due to the small population. Strong
seasonality was observed as 45% of case occurred in summer months (45 cases per 100,000 people),
followed by autumn (29 case per 100,000 population), with winter having the lowest rate at 9.
• A lagged standard regression model was selected as this model had a 9.1–24.2 point improvement in
DIC over the other models. The model also had little autocorrelation in the residuals and no bursts
from the confidence band of the cumulative periodogram.
• Temperature demonstrated a strong association with salmonellosis, with temperatures higher than
22.0 ◦C associated with increased cases. Salmonellosis cases increased by 184.0% (80.0%, 348.0%) at
32.5 ◦C.
• No overall effects of rainfall were observed.
• No lagged effects of either temperature or rainfall were detected in South West Queensland.
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Campylobacteriosis
• The annual incidence rate ranged between 62 and 199 cases per 100,000 population.
Campylobacteriosis cases had seasonal patterns with the highest incidence in winter (34 cases per
100,000 people), followed by autumn (30), spring (25) and summer (21).
• The standard regression model achieved a good fit and had the lowest DIC of the models at 834.1
compared to 834.6–846.6.
• No strong association was found between temperature and campylobacteriosis – cases were estimated
to decrease by 3.5% (−17.0%, 12.0%) per 5 ◦C increase in mean temperature.
• An association was found between campylobacteriosis and rainfall and cases were estimated to
decrease by 77.4% (−95.8%, −21.7%) per 10 mm increase in rainfall.
• No lagged associations between temperature and rainfall and campylobacteriosis were detected by the
lagged regression or switching models.
Cryptosporidiosis
• Annual incidence rates ranged from 0 to 61 cases per 100,000 population. Seasonal patterns were
observed with incidence rates peaking in autumn (10), followed by summer (8) and lowest in spring
(1 cases per 100,000 population), however these patterns should be interpreted with caution as only
17 cases were reported between 2004-2013.
• There were minimal differences in the performance of the four models of cryptosporidiosis in South
West Queensland with all models achieving a good fit and DICs within 6 points of one another. The
standard regression model achieved the lowest DIC at 233.7, compared to 234.2–240.2. However, no
model detected a strong association between temperature and rainfall and cryptosporidiosis.
• The standard regression model estimated that a 5 ◦C increase in mean temperature would result in a
27.6% (−10.1%, 84.6%, p=0.18) increase in cases.
• The regression model estimated a 10 mm increase in rainfall was associated with a 78.4% (−99.4%,
50.1%) decrease in cases.
• No lagged effects of temperature and rainfall were detected by the lagged regression or switching
models.
6.1.10 Maranoa and District
Maranoa and District is situated inland from the east coast and had an average annual population of
32,700 people between 2004–2013. Maranoa and District is semi-arid with hot summers of 20–33 ◦C, and
warm, dry winters of 5–21 ◦C. Rainfall occurs mostly as thunderstorms in summer, averaging 87 mm
throughout the season. Winter rainfall is around 25 mm. Temperature data were obtained from 7 stations
and rainfall data from 37 stations.
Salmonellosis
• Annual incidence fluctuated between 94–123 cases per 100,000 population in most years spiking to
184 in 2006 and 2011. 2013 had the lowest incidence rate at 75 cases per 100,000 people.
Temperature and rainfall may influence salmonellosis with substantial differences in incidence rates
between seasons. Autumn had the highest rate at 42 cases, followed by summer with 39 while winter
had the lowest rate at 11 cases per 100,000 population.
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• The lagged AR-1 autoregressive regression model was selected for the Maranoa and District region as
it was the best fit for the data. This model’s DIC improved upon the other models by between 15.9
and 46.3 points. The lagged AR-1 model also had an acceptable cumulative periodogram and
acceptable levels of autocorrelation in the residuals.
• A strong association was observed between salmonellosis and temperature – incidence steadily
increased as mean temperatures passed 20.5 ◦C. At 29.5 ◦C salmonellosis increased by 118.3%
(78.9%, 165.1%).
• No overall or lagged association between salmonellosis and rainfall was detected.
• The effect of temperature of salmonellosis was delayed with incidence increasing in the 6–16 days
after a 29.5 ◦C day. Incidence peaked 11 days after a 29.5 ◦C day at 7.4% (1.7%, 13.4%).
Campylobacteriosis
• The annual incidence rate remained fairly stable, ranging between 81–144 cases per 100,000
population. Incidence rates peaked in spring with 36 cases per 100,000 people, followed by summer
(33) and were lowest in autumn and winter (24 cases per 100,000 people).
• The lagged AR-1 regression model was selected as it had the best fit, with the lowest DIC by between
8.6 and 18.5 points, and limited autocorrelation in its residuals.
• No strong association between temperature and campylobacteriosis cases was detected – at 29.5 ◦C,
cases increased by 6.0% (−11.6%, 27.1%).
• An association between rainfall and cases was observed with cases increasing by 88.8% (17.8%,
202.7%) following 10 mm of rainfall.
• No lagged effects of temperature were detected, however rainfall was found to increase cases over the
5–16 days following 10 mm rainfall, peaking at 8.4% (5.2%, 11.7%) 10 days after 10 mm rainfall.
Cryptosporidiosis
• The 2004-2013 rate of cryptosporidiosis of 35 cases per 100,000 people was almost double the
Queensland rate of 19 cases. The annual incidence rates were between 6 and 114 cases per 100,000
population. Seasonal patterns to cryptosporidiosis cases was evident with substantially higher
incidence rates in summer (15) and spring (12) than autumn (6) and winter (2 cases per 100,000
people).
• The AR-1 lagged regression achieved the lowest DIC by 3.5–29.2 points less than the other models.
However, the residuals of the AR-1 lagged regression had substantial autocorrelation, so an AR-2
term was added. The AR-2 lagged regression model improved the lowest DIC by 1.2 points, ahead of
the AR-1 lagged regression, and lowered the autocorrelation in the residuals.
• Higher mean temperatures were associated with more cases with temperatures of 29.5 ◦C increasing
cases by 278.3% (149.5%, 473.6%).
• Rainfall was not strongly associated with cryptosporidiosis with increases of 36.0% (−44.9%, 235.8%)
after 10 mm.
• The effect of temperature was almost immediate with increased cases 3–6 days after warm days,
peaking at 11.1% (1.2%, 22.0%) 3 days after a day with a mean temperature of 29.5 ◦C. No lagged
effects were found for rainfall.
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6.1.11 Eastern Downs
Eastern Downs is a geographically small region bordering New South Wales to the south and the greater
Brisbane area to the east. It had an average annual population of 114,000 people. Eastern Downs has a
temperate climate. Summers are hot, with temperatures between 17–30 ◦C, but winters are cool with
temperatures between 5–19 ◦C. Average rainfall between 2004–2013 was 95 mm in summer and 38 mm in
winter. Temperature data for Eastern Downs were collected from 6 stations and rainfall data from 71
stations.
Salmonellosis
• Eastern Downs had the second lowest incidence rate in Queensland at 57 cases per 100,000 people.
Annual incidence rates remained relatively stable at 49–67, except for 2008 when cases dropped to 32
cases per 100,000 people. Seasonal patterns were evident as incidence rates peaked in summer (20)
and autumn (19) before reaching their lowest in winter at 8 cases per 100,000 population.
• The lagged AR-1 autoregressive regression model was selected as it had a 36.8–60.1 point
improvement in DIC over the other models, as well as less autocorrelated residuals and no bursts
from the confidence band in the cumulative periodogram.
• A strong association between mean temperature and salmonellosis was detected with mean
temperatures over 18.0 ◦C associated with increased salmonellosis incidence. At 26.0 ◦C, cases
increased by 104.1% (74.7%, 138.5%).
• No strong overall or lagged effect of rainfall was found.
• The effects of temperature were delayed with increased incidence 14–19 days after a 26.0 ◦C day.
Cases peaked 21 days after a 26.0 ◦C day at 15.7% higher (6.7%, 25.3%).
Campylobacteriosis
• The annual rate of campylobacteriosis was between 75 and 130 cases per 100,000 people. Incidence
rates peaked in spring and summer (36 cases per 100,000 people) and were lowest in autumn and
winter at 26 cases per 100,000 people.
• The lagged AR-1 autoregressive regression model achieved the best fit. This model had the lowest
DIC at 5,593.1 by between 28.9 and 46.9 points (DICs = 5,622.0–5,640.0), and demonstrated minimal
residual autocorrelation.
• Mean temperature was associated with increased cases, with a 26.0 ◦C day associated with a 10.5%
(0.2%, 21.8%) increase in cases.
• Rainfall events of 12 mm increased campylobacteriosis by 147.2% (89.7%, 222.6%).
• The effect of temperature occurred within 0–5 days of a warm day, with cases increasing by 8.1%
(2.7%, 13.8%) on days with mean temperatures of 26.0 ◦C. The influence of rainfall on cases was less
immediate but more prolonged than the effect of temperature with increased cases 2–18 days after
rainfall, peaking 10 days at 2.4% (0.1%, 4.7%) after 12 mm rainfall.
Cryptosporidiosis
• Annual cryptosporidiosis incidence varied between 9-97 cases per 100,000 people. Incidence rates
peaked in summer and spring (13 cases per 100,000 people) and were lowest at 2 cases per 100,000
population in winter.
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• The residuals of the four models showed autocorrelation and bursts from the confidence band of the
cumulative periodogram, so AR-2 terms were added. These terms improved the fit of the models and
the lagged AR-2 model achieved the lowest DIC at 2,258.7, compared to 2,438.6–2,283.1.
• Mean temperature were strongly associated with cryptosporidiosis with increased incidence of 158.4%
(106.7, 223.0) after days with mean temperatures of 26.0 ◦C.
• Rainfall also increased cryptosporidiosis, with 12 mm of rainfall associated with a 170.4% (64.0,
345.8) increase in cases.
• The influence of temperature was immediate with increased cases 0–8 days after a warm day.
Increased cases peaked on the same day as the warm temperature at 12.6% (1.7, 24.7) after a 26.0 ◦C
day. The effect of rainfall began later with 6.6% (2.7, 10.7) increased cases 4–18 days after 12 mm
rainfall.
6.1.12 Wide Bay–Burnett
Wide Bay–Burnett is on the mid-east coast, with an average annual population of 273,100 between
2004–2013. Wide Bay–Burnett is sub-tropical with warm, wet summers with temperatures of 21–30 ◦C and
rainfall averaging 156 mm. Winters are mild with temperatures of 11–22 ◦C and 43 mm of rainfall on
average. Temperature data were obtained from 11 stations and rainfall from 51 stations.
Salmonellosis
• Annual incidence rates gradually declined from 86 in 2004 to 71 cases per 100,000 population in 2013.
A third of cases occurred in each of summer and autumn (26 cases per 100,000 people), with 17% of
cases in spring and 12% in winter (8 cases per 100,000 people).
• The best model for salmonellosis data in Wide Bay–Burnett was the lagged AR-1 regression model.
This model had a DIC 120.1 to 244.7 points better than the other models, and also produced less
autocorrelated residuals and a cumulative periodogram with no bursts from the confidence band.
• Temperature was strongly associated with salmonellosis incidence with all mean temperatures over
21.5 ◦C associated with increased cases. At 27.0 ◦C, salmonellosis cases increased by 118.3% (99.1%,
139.3%).
• No overall or lagged effect of rainfall on salmonellosis was detected.
• When examining lagged effects of temperature, salmonellosis cases steadily increased over the nine to
21 days after hot days, peaking at a 10.2% (4.9%, 15.7%) increase 21 days after a 27.0 ◦C day.
Campylobacteriosis
• Campylobacteriosis occurred at annual rates of 74 to 95 cases per 100,000 population. Incidence rates
peaked in summer at 24 cases per 100,000 population, followed by spring (23) and were lowest in
winter at 20 cases per 100,000 population.
• The lagged AR-1 autoregressive regression was the best model for the campylobacteriosis data in
Wide Bay-Burnett. This model achieved the lowest DIC, although all models were within 4 points of
one another (DICs = 7,640.4–7,643.2).
• Temperature was found to be associated with campylobacteriosis cases with a 27.0 ◦C day increasing
cases by 7.2% (0.1%, 14.8%).
• Rainfall was also associated with cases – rainfall of 15 mm increased cases by 28.7% (8.8%, 52.2%).
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• No lagged association between temperature and campylobacteriosis cases was detected, but the
influence of rainfall on cases occurred between 16–21 days after rainfall events, incurring a 2.4%
increase (0.1%, 4.7%) 21 days after 15 mm
Cryptosporidiosis
• Wide Bay–Burnett had the lowest incidence rate of cryptosporidiosis in Queensland between
2004–2013 at only 12.3 cases per 100,000 population. Annual rates ranged between 8 and 18 cases
per 100,000 population. Autumn and summer had higher incidence rates of 5 cases per 100,000
population compared to 2 in spring and 1 cases per 100,000 people in winter.
• The AR-1 autoregressive lagged regression model was the best fit for the cryptosporidiosis data in
Wide Bay–Burnett with a DIC 31.8–52.5 points lower than the other models. The model’s residuals
demonstrated little autocorrelation and produced an acceptable cumulative periodogram.
• Temperature was strongly associated with cryptosporidiosis with increased cases occurring when
mean temperatures reached 21.5 ◦C or higher. Mean temperatures of 27.0 ◦C increased cases by
131.8% (86.2%, 188.5%), as shown in Figure 6.6.
• No strong association with rainfall was found, with rainfall of 15 mm estimated to decrease cases by
31.9% (−9.5%, 92.3%).
• The effect of temperature on cryptosporidiosis was lagged with increased cases occurring from 13–21
days after a warm day, peaking at an increase of 20.6% (05% CrI = 7.2%, 35.8%) 21 days after a
27.0 ◦C day. No lagged effects were observed for rainfall.
6.1.13 South-East Queensland
South-East Queensland borders New South Wales on the east coast, with an average population of
2,943,600 during 2004–2013, including the state capital, Brisbane. South-East Queensland has a
sub-tropical climate with warm, wet summers and mild winters. Summer has temperatures of 20–29 ◦C
and 174 mm of rainfall on average, while winter has temperatures between 10–21 ◦C and around 51 mm of
rainfall. Rainfall data were collected from 60 stations and temperature data from 15 stations.
Salmonellosis
• South-East Queensland had the lowest incidence of salmonellosis in Queensland at 50 cases per
100,000 people. Annual incidence was relatively stable between 37–55 from 2004-2012 before spiking
to 63 cases per 100,000 in 2013 following a large outbreak of cases associated with a Melbourne Cup
function in November 2013 [49]. Cases demonstrated seasonal patterns with incidence rates peaking
in summer (17) and autumn (15) and decreasing in winter (8) cases per 100,000 population).
• The lagged switching model achieved the lowest DIC by between 172.2 and 903.8 points and the least
autocorrelated residuals, indicating it was the best performing model for salmonellosis in South-East
Queensland. The model estimated 77% of days (2,831) as sporadic cases and the remaining 23% of
days (822) as outbreaks, which means it was able to model 77% of days using the predictor terms,
while only 23% of days were modelled based on the previous days’ number of cases.
• Higher mean temperature strongly increased the risk of salmonellosis with temperatures over 20.5 ◦C
associated with more cases. A mean temperature of 26.5 ◦C was associated with a 57.2% (50.8%,
63.9%) increase in salmonellosis cases
• Rainfall was also strongly associated with salmonellosis incidence with rainfall of 5 mm or greater
associated with increased cases. At 15 mm rainfall, cases increased by 28.9% (20.3%, 38.2%).
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Figure 6.6: Overall effect of temperature on cryptosporidiosis cases in Wide Bay–Burnett (A), lagged effects
of a 27 ◦C day (B), overall effect of rainfall (C) and lagged effect of 15 mm rainfall (D).
• Temperature effects were delayed with cases rising steadily from five to 21 days following a day with
a mean temperature of 26.5 ◦C, peaking at 21 days (4.7%, 2.3, 7.1). The influence of rainfall was
almost immediate with incidence increasing from two to 21 days following 15 mm of rain. Incidence
peaked 13–15 days after 15 mm of rainfall at 1.4% (1.0%, 1.8%).
Campylobacteriosis
• Campylobacteriosis was the most common foodborne disease in South-East Queensland during
2004-2013 with 101 cases per 100,000 people over the decade. Incidence rates peaked in 2008 at 119
before gradually decreasing to their lowest in 2013 at 80 cases per 100,000 population.
Campylobacteriosis cases showed little seasonality with summer and spring incidence rates (28) not
substantially higher than those observed in winter or autumn (23 cases per 100,000 population).
• The switching model for campylobacteriosis in South-East Queensland modelled 71% of days using
the temperature, rainfall and other predictor terms, and modelled the remaining 29% of days as
outbreaks.
• Temperature strongly influenced campylobacteriosis cases with days with mean temperatures over
21.0 ◦C associated with increased cases. Mean temperatures of 26.5 ◦C increased cases by 7.5%
(3.8%, 11.3%).
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• Rainfall was not strongly associated with campylobacteriosis cases with decreases of 0.3% (−7.5%,
7.5%) after 15 mm of rain.
• The influence of temperature on cases was immediate and continued for 6 days, peaking on day 0 at
2.2% (0.4%, 4.0%) a 26.5 ◦C day. Rain and no lagged effects were observed.
Cryptosporidiosis
• The annual incidence rate varied greatly, ranging from 7 to 34 cases per 100,000 population.
Cryptosporidiosis cases demonstrated seasonal patterns with higher incidence rates in autumn (8)
and summer (6) than winter or spring (both 2 cases per 100,000 population).
• The switching model estimated 70% of days of cryptosporidiosis cases using the temperature, rainfall
and other predictor terms, and modelled the remaining 30% of days as outbreaks.
• Temperature was strongly influential on cryptosporidiosis cases with mean temperatures of 26.5 ◦C
increasing cases by 1,592.4% (1,354.8%, 1,868.9%).
• Rainfall was not strongly associated with cryptosporidiosis cases with cases decreasing by 13.1%
(−42.7%, 31.6%) after 15 mm of rainfall.
• The influence of temperature become evident one week after a warm day and continued for a further
two weeks, peaking at 38.6% (27.0%, 51.3%) 20 days after a 26.5 ◦C day. Rainfall demonstrated no
lagged effect on cases.
6.2 Synthesis
The influence of weather on foodborne diseases varied substantially by region. Rates in rural and remote
regions for all three diseases often surpassed those in urban and city regions. For example, the rate of
salmonellosis in the Gulf region was four times the rate for South-East Queensland. This is contrary to the
thought that urban areas would record higher notification rates due to easier access to medical services.
This trend suggests that individuals living in rural and remote areas are more prone to foodborne illness,
perhaps due to different eating or food storage practices, such as killing and processing one’s own meat, or
the need to store food in bulk or for longer periods due to lack of availability, or that individuals in rural
and remote regions may undertake different behaviours in seeking medical attention. Under-reporting
practices should also be considered. If individuals in rural and remote regions are under-reporting illness
more than urban individuals due to less readily available medical services, rates of foodborne illness would
be even higher than those reported here.
The difference between rural and urban areas may also reflect the different weather in these regions as
rural areas tended to be hotter and drier while urban areas were more often coastal. For salmonellosis,
warm temperatures had a stronger influence on the number of cases in southern regions than in northern
regions (see Figure 6.7). The threshold at which salmonellosis cases began increasing was also lower in
southern regions with thresholds of 18 ◦C–22 ◦C, compared with thresholds between 24 ◦C–27 ◦C in
northern Queensland.
This pattern contrasts with salmonellosis notification rates which are higher in northern regions than in
southern Queensland. This may occur because Salmonella are more prevalent in northern Queensland due
to more conducive climate conditions, however northern populations may have developed strategies to cope
with the consistently high temperatures, such as being mindful of refrigerating meat, reducing the influence
of temperature on salmonellosis incidence.
The association between rainfall and salmonellosis across Queensland was less consistent, with weaker
associations in most regions (see Figure 6.7). Four of the five regions in which rainfall strongly influenced
salmonellosis were coastal regions which received substantially more rainfall than inland regions. The five
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Figure 6.7: The percent change in salmonellosis cases by region at each region’s 95th percentile mean
temperature and rainfall.
coastal regions had 95th percentile rainfall between 12 mm and 35 mm, compared to 7 mm to 12 mm of
rainfall in the inland regions. However rainfall was not associated with salmonellosis in all coastal regions,
suggesting the effect of rainfall on salmonellosis is not entirely a function of the amount of rainfall received.
Few previous studies have examined salmonellosis regionally in Queensland. Prior estimates of the effect of
temperature and rainfall on salmonellosis were available for only Brisbane and Townsville. In Brisbane,
salmonellosis cases were estimated to increase by 5.8% (95% CI = 8.7%, 15.1%) per 1 ◦C increase in the
minimum temperature two weeks previously [113], or 62% per 5 ◦C increase in the previous month’s mean
temperature [11]. In Townsville, a 1 ◦C increase in the previous month’s mean maximum temperature was
associated with an 11.9% (95% CI = 4.0%, 7.8%) increase in salmonellosis cases [113].
Acknowledging the differences between these studies and the current thesis in the exact geographic regions
and use of daily versus weekly and monthly data, these studies’ estimates are comparable to my estimates
of increases in cases by 7.8% (7.1%, 8.6%) to 17.1% (14.4%, 20.2%) per 1 ◦C increase in daily mean
temperature in South-East Queensland. In Townsville, I found a 1 ◦C increase in daily mean temperature
between 24.5 ◦C to 32.0 ◦C was associated with between 12.3% (10.8%, 13.8%) and 29.6% (22.3%, 38.6%)
increases in salmonellosis cases. The current thesis also found temperature influenced salmonellosis cases
5–21 days after a warm day in Brisbane and 9–21 days Townsville–Thuringowa, earlier than the 4 weeks
estimated by Zhang et al. (2010) using weekly and monthly data [113].
Zhang et al. (2010) also estimated rainfall in Brisbane and Townsville increased salmonellosis by 0.2%
(95% CI = 0.1%, 0.3%) and 0.06% (95% CI = 0.02%, 0.09%) 2 weeks and 3 months later [113]. This
compares to an average 46.4% (14.3%, 137.0%) increase per 5 mm increase in rainfall in Townsville and
116.3% (40.4%, 324.9%) per 5 mm increase in rainfall in Brisbane as estimated here. Rainfall effects were
nearly immediate, increasing cases between 1–18 days in Townsville and 2–21 days in Brisbane, earlier than
the three months estimated by Zhang et al. (2010). Our findings support the use of daily data rather than
weekly or monthly data. This finer temporal scale allows us to determine more specific time-frames in
which temperature and rainfall may be most influential to foodborne diseases which is important for
identifying the disease pathways, which cannot be determined when using coarser scales.
The results of my thesis are consistent with previous research in finding that higher temperature and
rainfall increase salmonellosis cases in South-East Queensland and Townsville. The magnitude of these
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Table 6.1: Estimated percent change in incidence of salmonellosis for each region’s 95th percentile daily
mean temperature and daily rainfall, and peak incidence over the 21 day lag period
Region Overall effects of temperature 95th percentile Peak increase during lag Peak day
South-East Qld 57.2% (50.8, 63.9) 26.5 ◦C 4.7% (2.3, 7.1) 21
Townsville 77.5% (63.6, 92.6) 28.5 ◦C 7.9% (3.0, 13.0) 21
Maranoa 118.3% (78.9, 165.1) 29.5 ◦C 7.4% (1.7, 13.4) 11
Far North 21.7% (16.7, 27.0) 26.0 ◦C 1.4% (0.5, 2.3) 14
South West 184% (80.0, 348.0) 32.5 ◦C 19.9% (−5.4, 51.9) 21
Central West 115.7% (67.1, 178.4) 32.0 ◦C 9.6% (2.4, 17.2) 13
Central Qld 87.1% (72.0, 103.6) 28.0 ◦C 9.2% (4.1, 14.7) 21
Cape York 25.4% (6.1−48.3) 29.0 ◦C 11.3% (2.0, 21.5) 21
Mackay 87.1% (68.2, 108.2) 28.5 ◦C 9.2% (2.7, 16.1) 21
Eastern Downs 104.1% (74.7, 138.5) 26.0 ◦C 15.7% (6.7, 25.3) 21
Wide Bay 118.3% (99.1, 139.3) 27.0 ◦C 10.2% (4.9, 15.7) 21
Gulf Region † 55.2% (24.2, 96.4) NA NA NA
North West 47.1% (28.1, 68.9) 32.5 ◦C 6.7% (−1.5, 15.5) 21
Region Overall effects of rainfall 95th percentile Peak increase during lag Peak day
South-East Qld 28.9% (20.3, 38.2) 15 mm 1.4% (1.0, 1.8) 14
Townsville 33.3% (19.4, 48.8) 20 mm 1.7% (0.1, 3.3) 1
Maranoa –1.4% (−38.5, 58.0) 10 mm 4.0% (−2.0, 10.4) 21
Far North 52.4% (24.8, 86.1) 35 mm 3.2% (1.8, 4.6) 5
South West 91.4% (−15.3, 332.8) 8 mm 4.9% (−0.8, 10.9) 19
Central West 40.0% (−16.9, 135.8) 7 mm 2.6% (−5.3, 11.1) 0
Central Qld 22.3% (0.3, 49.1) 12 mm 2.0% (0.7, 3.4) 10
Cape York 15.4% (−23.3, 73.5) 20 mm 8.8% (0.0, 18.4) 21
Mackay 25.2% (3.3, 51.8) 20 mm 1.7% (−1.2, 4.7) 21
Eastern Downs –9.4% (−42.1, 41.7) 12 mm –1.7% (−7.4, 4.3) 0
Wide Bay 12.2% (–5.6, 33.4) 15 mm 1.0% (−0.2, 2.3) 10
Gulf Region † 9.1% (−11.9, 30.8) NA NA NA
North West 5.0% (−20.3, 38.3) 9 mm 3.3% (0.9, 5.8) 10
† Gulf region was analysed using a standard regression, therefore lag effects are not available. These
results are the percent increase in cases for a 5 ◦C in mean temperature or a 10 mm increase in rainfall.
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effects are greater in my thesis, likely resulting from the use of a switching model in South-East
Queensland and a lagged regression model with a single AR-1 term and no seasonal terms in Townsville.
These models use fewer autoregressive and seasonal terms than models in previous studies, allowing the
weather terms to explain more of the variance in salmonellosis data and likely generating more accurate
estimates of the independent effects of temperature and rainfall on salmonellosis.
Salmonellosis had more consistent and prominent associations with temperature and rainfall than
campylobacteriosis and cryptosporidiosis. This is consistent with prior research finding more consistent
seasonal patterns of salmonellosis over other foodborne diseases [104]. Such findings may suggest that the
pathways through which temperature and rainfall influence salmonellosis transmission are more direct than
for campylobacteriosis or cryptosporidiosis.
Associations between the weather and campylobacteriosis cases were weaker than those for salmonellosis,
with strong associations between temperature and campylobacteriosis incidence found in 4 regions, and
strong associations with rainfall in 7 regions. Regions in which rainfall influenced cases were spread across
the state (see Figure 6.8). Eastern Downs had the greatest increase in cases as 147.2% at the 95th
percentile rainfall, with neighbouring Maranoa the next highest at 88.8%, and adjoining Wide Bay–Burnett
reporting increases of 28.7%. Far North and Townsville, neighbouring northern regions, reported increases
of 36.3% and 15.0% respectively. In South West Queensland rainfall was protective against
campylobacteriosis, reducing cases by 77.6% at the 95th percentile rainfall.
Such differences in the direction of the association between regions may stem from different water sources
in each region. In remote regions where residents typically rely on bore water and rain-water tanks,
increased rainfall may dilute water-stores, decreasing the risk of ingesting Campylobacter. In urban regions,
higher rainfall may overwhelm water treatment processes and increase the number of bacteria which pass
through into water sources.
The Gulf region was the most northerly region in which temperature influenced cases, and the region also
recorded the highest increase in cases at 74.9% at the 95th percentile mean temperature. The remaining
four regions with effects identified were clustered in the south-east with increases of between 7.2% and
14.0% (see Figure 6.8). One other study has examined the effects of temperature on campylobacteriosis in
Brisbane, finding that higher maximum temperatures 6 weeks earlier increased cases while rainfall was not
influential [109]. These findings replicate other studies in England [106], which found 1 ◦C increases in
temperature to increase campylobacteriosis cases by 5% while rainfall was consistently unrelated to
incidence [104].
Temperature had a strong influence on cryptosporidiosis with associations found in 10 of the 13 regions.
South-East Queensland reported the highest increase in cases by far at 1,592.4% at the 95th percentile
temperature. Conversely, increases in cases due to greater rainfall were identified in only four regions, the
highest being in Cape York with a 332.4% increase at the 95th percentile rainfall (see Figure 6.9).
Although cryptosporidiosis is commonly a water-borne disease, these results show temperature had a
stronger influence on cryptosporidiosis cases than rainfall. This could suggest that the effect of warmer
days on increasing water temperatures, enabling growth of oocysts, and increasing the likelihood of
recreational swimming is more important to contracting cryptosporidiosis than the run-off over land of
rainwater or overwhelming water sanitation plants due to heavy rainfall.
Of the three foodborne diseases, cryptosporidiosis cases increased the most at 95th percentile and
maximum mean temperatures. For instance, in Central Queensland, following a day with a mean
temperature of 28 ◦C, campylobacteriosis cases increased by 14.0%, salmonellosis by 87.1%, and
cryptosporidiosis by 151.5%. This could suggest that, although case numbers are relatively low compared
to salmonellosis and campylobacteriosis, climate change may have the largest effect on cryptosporidiosis.
6.3 Limitations
This thesis – like many of its kind – relies on notifications of foodborne diseases to estimate incidence.
Notification data have two inherent issues: under-reporting and measurement error. Under-reporting
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Table 6.2: Estimated percent change in incidence of campylobacteriosis for each region’s 95th percentile daily
mean temperature and daily rainfall, and peak incidence over the 21 day lag period
Region Overall effects of temperature 95th percentile Peak increase during lag Peak day
South-East Qld 7.5% (3.8, 11.3) 26.5 ◦C 2.2% (0.4, 4.0) 0
Townsville 4.2% (−2.1, 10.7) 28.5 ◦C 0.3% (−1.4, 2.2) 8
Maranoa 6.0% (−11.6, 27.1) 29.5 ◦C −4.0% (−9.2, 1.6) 11
Far North −1.2% (−4.3, 2.0) 26.0 ◦C −1.0% (−2.6, 0.5) 0
South West † −3.5% (−17.0, 12.0) NA NA NA
Central West 20.8% (−18.8, 79.8) 32.0 ◦C 7.1% (−1.4, 16.4) 15
Central Qld † 14.0% (8.4%, 19.9%) NA NA NA
Cape York 2.3% (−30.6, 53.8) NA −16.9 (−29.5, −2.1) 21
Mackay † 2.7% (−4.3, 10.2) NA NA NA
Eastern Downs 10.5% (0.2, 21.8) 26.0 ◦C 8.1% (2.7, 13.8) 0
Wide Bay 7.2% (0.1, 14.8) 27.0 ◦C 0.7% (−1.2, 2.5) 8
Gulf Region † 74.9% (9.7, 187.6) NA NA NA
North West † 0.4% (−8.7, 10.6) NA NA NA
Region Overall effects of rainfall 95th percentile Peak increase during lag Peak day
South-East Qld −0.3% (−7.5, 7.5) 15 mm 0.4% (−0.6, 1.4) 21
Townsville 15.0% (3.4, 27.8) 20 mm 1.2% (0.2, 2.2) 2
Maranoa 88.8% (17.8, 202.7) 10 mm 8.4% (5.2, 11.7) 10
Far North 36.3% (13.8, 63.3) 35 mm 2.3% (0.9, 3.6) 15
South West † −77.4% (−95.8, −21.8) NA NA NA
Central West −29.2% (−77.1, 118.7) 7 mm 11.7% (−2.3, 27.6) 15
Central Qld † −4.9% (−12.3, 2.6) NA NA NA
Cape York 14.9% (−1.2, 30.7) NA −8.5% (−25.0, 11.7) 0
Mackay † −0.2% (−5.6, 5.0) NA NA NA
Eastern Downs 147.2 (89.7, 222.6) 12 mm 6.6% (4.4, 8.8) 10
Wide Bay 28.7% (8.8, 52.2) 15 mm 2.4% (0.1, 4.7) 21
Gulf Region † 34.1% (2.2, 65.2) NA NA NA
North West † 11.2% (−10.5, 34.2) NA NA NA
† These regions was analysed using standard regressions, therefore lag effects are not available. These
results are the percent increase in cases for a 5 ◦C in mean temperature or a 10 mm increase in rainfall.
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Figure 6.8: The percent change in campylobacteriosis cases by region at each region’s 95th percentile mean
temperature and rainfall.
occurs in notification data [28], although it likely occurred at consistent rates across the study period (R.
Stafford, Queensland Health, personal communication, 30 April 2015). As such under-reporting may not
influence estimates of the weather–disease relationships, but may obscure social or environmental patterns,
or generate artificial patterns in salmonellosis incidence. For example, strong negative associations were
identified between weekends, public holidays and each of the diseases. This likely reflects that individuals
are less likely to see a doctor and have a stool sample taken when clinics have reduced hours, rather than
anything to do with patterns of contracting foodborne diseases.
Secondly, notification data can introduce certain measurement errors. In this thesis, the date of each illness
is actually the data a stool sample was taken, not the date the individual developed symptoms. The date
of actual illness – or better yet, the date the individual ingested the contaminated food – would be most
useful in aligning daily weather with patterns of disease, however due to the impracticality of interviewing
every patient to determine the date their symptoms began, or the even less infeasible task of determining
when the contaminated food or water was ingested, the date of the stool sample as the closest date to
infection was used.
A third limitation is that independent models were run for each region. That is, each region was analysed
using only its own climate and disease data. This may have resulted in a lack of statistical power for some
regions due to the small number of cases. For instance, Gulf region had only 48 cases of campylobacteriosis
and 23 cases of cryptosporidiosis, and no strong overall or lagged associations were detected between
temperature or rainfall and either disease. A meta-analysis may have enabled associations to be detected
in such regions with few cases, however due to time constraints the decision was made not to pursue this
option.
Finally, the use of aggregated weather data within the 13 regions may have diluted the estimates of the
effects of weather on diseases. The regions are geographically large and averaging the temperature and
rainfall data from the stations within these regions may have produced different results than if smaller
areas were used. For instance, people living in the city of Townsville may be differently affected by rainfall
than those living in rural areas of the Townsville–Thuringowa region due to the use of mains water versus
bores or rainwater tanks. However, using small regions would cost statistical power due to the smaller
populations within each region and also become time and computationally expensive.
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Figure 6.9: The percent change in cryptosporidiosis cases by region at each region’s 95th percentile mean
temperature and rainfall.
Similarly, I calculated regional baseline weather data by averaging the daily weather recordings from
several weather stations. This means that all weather recordings equally contributed to the mean baseline
weather, regardless of the size of the population represented by that station. A possible way of improving
this method would be to determine the population of the geographic area represented by each weather
station and use weighted averages so that regions with a higher population contributed more to the average
weather than regions with a smaller population.
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Table 6.3: Estimated percent change in incidence of cryptosporidiosis for each region’s 95th percentile daily
mean temperature and daily rainfall, and peak incidence over the 21 day lag period
Region Overall effects of temperature 95th percentile Peak increase during lag Peak day
South-East Qld 1,592.4% (1,354.8, 1,868.9) 26.5 ◦C 38.6% (27.0, 51.3) 20
Townsville 221.9% (168.9, 285.3) 28.5 ◦C 17.8% (7.3, 29.4) 21
Maranoa 278.3% (149.5, 473.6) 29.5 ◦C 11.1% (1.2, 22.0) 3
Far North 47.8% (36.7, 59.7) 26.0 ◦C 6.3% (2.6, 10.1) 21
South West † 27.6% (−10.1, 84.6) NA NA NA
Central West 202.0% (35.5, 572.8) 32.0 ◦C 60.9% (5.1, 146.4) 21
Central Qld 151.5% (103.4, 211.0) 28.0 ◦C 26.4% (12.2, 42.5) 21
Cape York −5.4 % (−27.7, 23.7) 29.0 ◦C −9.8% (−20.6, 2.4) 0
Mackay 207.5% (135.1, 302.3) 28.5 ◦C 18.2% (2.5, 36.4) 21
Eastern Downs 158.4% (106.7, 223.0) 26.0 ◦C 12.6% (1.7, 24.7) 0
Wide Bayt 131.8% (86.2, 188.5) 27.0 ◦C 20.6% (7.2, 35.8) 21
Gulf Region 40.3% (−23.5, 173.7) NA NA NA
North West 159.0% (55.9, 330.4) 32.5 ◦C 18.6% (−8.5, 53.8) 0
Region Overall effects of rainfall 95th percentile Peak increase during lag Peak day
South-East Qld −13.1% (−42.7, 31.6) 15 mm −2.1% (−5.7, 1.6) 0
Townsville 49.9% (26.2, 78.0) 20 mm 2.0% (0.5, 3.5) 11
Maranoa 36.0% (−44.9, 235.8) 10 mm 2.7% (−9.7, 16.8) 0
Far North 30.4% (−5.0, 79.0) 35 mm 2.3% (−2.7, 7.5) 21
South West † −78.4% (−99.4, 50.1) NA NA NA
Central West −48.9% (−92.2, 234.2) 7 mm −21.5% (−45.1, 12.2) 21
Central Qld −31.9% (−58.1, 10.8) 12 mm −3.7% (−7.1, −0.1) 10
Cape York 332.4% (147.4, 655.4) 20 mm 9.4% (3.3, 15.9) 10
Mackay 46.3% (−2.2, 118.9) 20 mm 2.3% (−3.2, 8.2) 0
Eastern Downs 170.4% (64.0, 345.8) 12 mm 6.6% (2.7, 10.7) 12
Wide Bay 31.9% (−9.5, 92.3) 15 mm 2.0% (−2.4, 6.6) 21
Gulf Region 7.5% (−43.5, 64.8) NA NA NA
North West 123.0% (15.7, 329.8) 9 mm 12.2% (0.4, 25.4) 0
† South West and Gulf regions were analysed using a standard regression, therefore lag effects are not
available. These results are the percent increase in cases for a 5 ◦C in mean temperature or a 10 mm
increase in rainfall.
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6.4 Summary
This chapter presented the results of analyses of the associations between daily mean temperature and
precipitation and daily cases of salmonellosis, campylobacteriosis and cryptosporidiosis in 13 regions of
Queensland. The influence of weather on foodborne diseases varied in strength between regions, which may
reflect the different climates experienced in Queensland or different food and medical practices in regions.
This analysis has provided the most detailed estimates of the influence of weather on foodborne diseases in
regions of Queensland to date. These results were the foundation of the second methodology component
for this thesis, the microsimulation model, described in the next chapter.
Chapter 7
Microsimulation models
Microsimulation models were introduced by Guy Orcutt in the 1960s and have become an increasingly
common method for analysing changes in population characteristics over time and at fine demographic and
geographic levels. A standard microsimulation model takes a cross-section of a population and progresses
each individual forward through time by recording life events, such as birth, education, fertility and death,
as well as other demographic or economic information. Trends and outcomes in populations can then be
observed by examining the aggregated lifepaths of all individuals in the population [138]. The traditional
purpose of microsimulation models has been to examine the impact of a social or economic policy on
populations, which stems from the underlying philosophy that examining the behaviour of individuals and
modelling the interactions between individuals will provide the most accurate understanding of the
population’s aggregate behaviour [139, 140]. As such, microsimulation models are a “valuable policy tool
used by decision-makers to analyse the detailed distributional and aggregate effects of both existing and
proposed social and economic policies at a micro level” [141].
This chapter provides an overview of the history of microsimulation models and their growing range of
applications. I discuss the components of a microsimulation model, including data requirements and
sources, transition probabilities, and methodological decisions to be made in building a microsimulation
model. I then examine validation methods and microsimulation outputs, along with an analysis of the
advantages of microsimulation models over other forecasting methods, and the limitations of
microsimulation models.
7.1 History and development of microsimulation models
Microsimulation modelling was used in the natural sciences for many years before the methodology was
introduced into the social sciences [139]. Microsimulation models were utilised, particularly in
thermodynamics, to study how macro-level processes manifested as a result of the behaviour and
interaction of micro-level units, such as atoms or particles. This concept that aggregate behaviour is the
sum of its micro-level parts was readily transferable to the social sciences in which researchers sought to
understand how the actions and interactions of individuals caused society-level processes [139].
Guy Orcutt brought microsimulation models into the social sciences through two seminal papers
responding to the need for models which could test alternative socio-economic policies and make fine-level
predictions about populations, such as the size and location of burgeoning populations [140, 142]. The first
paper in 1957 described the theoretical concepts behind microsimulation models and explained their
potential applications in policy analysis [142]. The second paper detailed the first microsimulation built for
the social sciences by Orcutt and colleagues at the United States’ Urban Institute in 1961, which led to the
more advanced DYNASIM in the late 1960s [139, 143].
DYNASIM was a dynamic microsimulation which projected 10,000 people into the future, modelling their
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births, deaths, education, relationships and disabilities within the labour market and taxation system.
Orcutt argued that, methodologically, microsimulation models allowed a far greater number of independent
observations by examining individuals rather than populations as a whole and, in the same way that larger
sample sizes produce more representative results in a social survey, the greater number of observations of
behaviour would create more accurate estimates of social processes [139].
The field of microsimulation modelling was slow to develop after this first push, primarily due to the
computational overheads required to run a microsimulation model using the technologies available at the
time [139]. To lessen the computational burden of the dynamic microsimulations described by Orcutt, two
additional forms of microsimulation were developed: cohort models and static models.
Cohort models simulate the lifetimes of a sample of the population, such as individuals born in a particular
year. This allows the impact of a policy to be examined over individuals’ lifetimes while reducing the
computational costs as fewer individuals are simulated than in the traditional approach which uses a
cross-section of the entire population [139].
Static models, conversely, reduced the computational burden by limiting the number of calculations
performed for each individual. In comparison to dynamic microsimulations which model the lifepaths of
individuals through events such as birth, marriage and death, static models do not model the life events of
individuals but simply calculate the impact of a policy based on the characteristics of future individuals,
such as the number of people eligible for a new pension based on age and income. As static models do not
simulate life events, fewer calculations are required for each individual reducing the computational burden
[139, 140].
Progress in microsimulation during the 1960s and 1970s focused on static models, such as the United
States’ OTA, TRIM, TRIM 2 and the MATH static models which were used to conduct studies of the tax
system. Similar tax-based static models were developed by Statistics Canada – Social Policy Simulation
Database and Model in 1988 – and Australia’s National Centre for Social and Economic Modelling
(NATSEM) Static Incomes Model in 1994 [139, 144]. Some dynamic microsimulations were produced
during the 1960s and early 1970s, including the flagship DYNASIM, the United States’ POPSIM,
AMBUSH and REPSIM demographic models which aimed to answer research questions about family
planning, natality and kinship relations, and social and economic models in Sweden and Germany [139].
The field was reinvigorated in the 1980s due to the increase in technological capabilities, making dynamic
microsimulation models a feasible method of social policy analysis. Dynamic models offered a greater
depth of detail and an ability to answer a broader range of research questions beyond the scope of static
microsimulation models, encouraging the development of several dynamic models worldwide in the last few
decades, including PRISM and CBOLT in the US; the Dutch SADNAP model to examine the economic
outcomes of an ageing population; the UK’s social security models PENSIM and LIFEMOD, and tax
model SAGE; and DYNAMOD I and II and APPSIM by NATSEM in Australia [139, 143]. The
introduction of ready-to-use toolkits, such as MicSim, MicCore and LIAM [143, 145], have also made
microsimulation models more accessible to researchers by reducing the need to be proficient in
programming, demography and statistics as previously required.
A subfield of microsimulation has emerged more recently, called spatial microsimulation. Early
microsimulation models typically examined the outcomes of policies at the national level, however smaller
geographic regions are of increasing interest to researchers wanting to examine populations at the state,
county, or even a neighbourhood level [140]. The introduction of micro-data at small geographic levels
through surveys, Censuses and big data repositories, has facilitated this move to local modelling of social
or economic scenarios [140, 143]. For instance, Rahman et al (2013) used microsimulation models to
examine the variation in housing stress between Statistical Local Areas – areas about the size of suburbs –
throughout Australia [146]. Dynamic spatial microsimulation can identify regions which may require
particular resources or support, or where policy changes could be most effective [140], such as rapidly
growing urban populations or pockets of ageing individuals.
The history of microsimulation models is relatively short, having only been actively studied in the last
half-century, however the swift pace of technological advancements during this time has seen
microsimulation models quickly grow from a few static demographic models to complex dynamic models
90 CHAPTER 7. MICROSIMULATION MODELS
involving tens to hundreds of social, demographic and economic variables capable of answering a broad
range of research questions. The refinement of microsimulation models in socio-economic policy analysis
has encouraged an increasing base of researchers to use the methodology, supported by the introduction of
purpose-built journals such as the International Journal of Microsimulation [147] and international
microsimulation conferences. The most recent conferences, the 5th World Congress of the International
Microsimulation Association (IMA) and the European Meeting of the IMA, hosted more than 150
delegates each in Luxembourg and Ireland.
7.2 Applications of microsimulation models
The applications of microsimulation models are far-reaching. Microsimulations can inform research
questions for which data are not yet available, either because the questions require detailed longitudinal
data which is costly or impractical to collect or because the questions pertain to future events [143]. The
best option for answering these research questions then is simulating data based on the current
understanding of the actions and interactions of individuals.
Microsimulation models have three primary purposes [140]. First, to model socio-economic policies to
assess their outcomes. Modelling a policy on a realistic population prior to implementing it can identify
which population groups will be most positively or negatively affected by the policy change and allow the
policy to be adapted to achieve its goals. Simulation also reduces the costs of policy assessment and
mitigates the costs of implementing unsuitable policies [148]. For instance, Buddlemeyer and colleagues
used microsimulation to estimate the effect of a climate change policy on the incomes and inequalities
experienced by Australians between 2005 and 2030 [149], and several government models have been
developed internationally to test the outcomes of pensions, education financing, and tax reforms [143].
The second purpose of microsimulation models is to project populations. Population projections are key
for governments in planning for population growth and the resources required to service that population,
such as water demand, schooling, and transportation [140]. Ageing populations are a concern in several
developed countries where the proportion of individuals in older age groups is beginning to exceed those in
younger age groups, which has implications for health care and tax revenue [150]. Microsimulation models
can aid in understanding these implications, such as the dynamic microsimulation model LifePaths which
was developed by Statistics Canada to project Canada’s elderly population and their health and disability
status to 2031 so the government could pre-empt the changed burdens on social systems through
population ageing and begin formulating adaptive policies [150]. Similarly, NATSEM developed APPSIM
to project the ageing Australian population and assess the policy changes required in areas such as
superannuation, aged pensions and education [143].
The most wide-ranging purpose of microsimulation models is to derive estimates of variables of interest
[140]. Such variables of interest may include economic, demographic, social, health or other variables about
which researchers seek to answer questions. For instance, microsimulation models have been used to assess
strategies to reduce the number of US teenagers having children [151], examine if changes to fees and
insurance improve dental health [152], assess the financial outcomes of Australia’s Higher Education
Contribution Scheme in which tertiary education costs are repaid over the individual’s working lifetime
[153], and government models such as DYNACAN (Canada), POLISIM (United States), PENSIM2
(United Kingdom), SESIM (Sweden), and PENMOD (Japan) have all been used to test the socio-economic
outcomes of pensions, education financing, and health policies [143, 154].
Public health is one field which has seen substantial change in how microsimulation models are applied.
Models were first applied to examining the socio-economic impact of health policies. These models
included health and disability states to assess policy outcomes through such measures as what impact an
individuals’ health state had on their uptake of pensions or health services and their labour force
participation [148, 155]. During the 1980s the focus of health models turned to modelling the actual
biological or epidemiological disease process and individuals’ trajectories through illness to assess health
burdens and outcomes.
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For instance, a study in the United States used a microsimulation model to estimate the impact on public
health of the National Colorectal Cancer Roundtable’s plan to increase screening for colorectal cancers to
80% of the population. The researchers used the Microsimulation Screening Analysis-Colon (MISCAN)
model, part of a suite of models in the Cancer Intervention and Surveillance Modelling Network, to
simulate the historical incidence and outcomes of colorectal cancers, and the impacts of screening and
treatment. The authors determined that increasing screening rates to 80% by 2018 would decrease the
incidence of colorectal cancers by 17% and mortality rates by 19%, which is approximately 277,000 cases
and 203,000 deaths avoided through the higher screening rates [156].
Another study used microsimulation models to estimate the health and economic costs in 2030 of
conditions arising from obesity in the United States and United Kingdom. The microsimulation projected
the two countries’ populations to 2030 and simulated the likelihood of individuals developing
weight-related conditions such as Type 2 diabetes, heart disease and stroke, based on their age, sex and
probabilistically-assigned body mass index over time [157]. The study estimated there would be an
additional 65 million obese adults in the United States and 11 million in the United Kingdom by 2030,
which resulted in an extra 6–8.5 million cases of diabetes and 6–7 million cases of heart disease and stroke
in both countries, at a cost of $48–66 billion and £2 billion per year, respectively.
Statistics Canada have produced two key public health models, LifePaths and HealthPaths. LifePaths, as
previously noted, has been used to model the health and disability states of the elderly Canadian
population, while HealthPaths has been applied to assess what impact health and social factors, such as
smoking, obesity and a sense of social coherence, had on life expectancy [158]. Momentum for such health
models has gathered and a number of microsimulation models have been developed to answer research
questions about many health conditions and diseases, including diabetes, osteoporosis, end-stage liver
disease, and cardiovascular conditions [144]. Studies such as these demonstrate the utility of
microsimulation in estimating the future prevalence of diseases, assessing the potential impact of effective
treatments, and highlighting where public health funding could be spent to offset the projected health and
economic costs of these conditions. To my knowledge, this is the first study to apply microsimulation
models in assessing the health and economic costs of foodborne diseases under climate change.
7.3 Components of microsimulation models
Microsimulation models are fundamentally comprised of two core elements: a base micro-dataset
containing information about the population to be simulated, and the conceptual model itself which
actuates the principles determining the trajectories of simulated individuals through transition
probabilities [144, 148]. The following sections examine these two components in further detail.
7.3.1 Base populations
A base population dataset consists of unit-record level information for all individuals to be simulated by
the model, such as age, sex, income, and health and marital statuses. The exact content of the base data is
determined by the research questions of the study [143]. Individuals in the base population may be
independent or linked to others in the population, such as in families. The base population is the
foundation on which outputs from the microsimulation are built; each individual in the base population is
projected through time by transitioning through the model’s states to produce the model’s outputs [159].
As such the base population is critical in developing an accurate and reliable model.
There are three key criteria in selecting data for a base population [159]. First, the data must be available
at the unit record level. As transitions within a microsimulation model occur at the individual level, unit
record data for each variable must be available so that individuals can be accurately transitioned between
states. Secondly, the data must have some historical basis. Previous data about the likelihood of
transitions, trends in transitions, and the duration of time spent in states is perhaps the best indicator of
future behaviour, which is crucial to generating accurate projections [159].
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The third key criteria is that the data must be representative of the study population [159]. As the starting
point for the microsimulation model, the base population must accurately represent the study population
to ensure the model produces valid and reliable results. Greater representativeness of a population is
achieved with larger samples, so a large base population is required to cover all subpopulations within a
group [159]. A large, heterogeneous base population is therefore likely to have less error in the outputs
than a base population which under-represents small subsets, such as couples in same-sex marriages or the
very elderly [160].
Given these criteria and the wide variety of data items required by microsimulation models, base
population data are rarely drawn from a single source and are commonly compiled from large,
representative sources such as national Censuses or large-scale surveys, and supplemented by smaller
household surveys, administrative datasets and synthetically generated populations [141, 143]. For example
the base dataset for DYNASIM3, the United States Urban Institute’s economic microsimulation model, is
generated by integrating data from two social surveys [143], while Australia’s socio-economic model
APPSIM used the 2001 Census as its base population, supplemented by national social surveys [159].
Each data source has advantages and limitations. Censuses are usually the most representative as they
achieve the highest coverage of a population and record a range of social, demographic and economic items.
However, as snap-shots of a population, Censuses do not capture substantial historical information [159].
As official estimates of small level populations, Census data and population projections are often the
benchmarks against which a model’s demographic results are calibrated so as to ensure accuracy and
demonstrate the validity of results [161].
Administrative datasets are usually maintained by government agencies and hold substantial
socio-economic data for a large number of individuals. Their large sample size and depth of content can
make them valuable for informing base populations, however the reliability of self-reported data items to
government agencies can be questionable depending on the topic and the purpose of the dataset [143].
Further, data from administrative datasets may have restricted access to protect confidentiality or have the
fine level of detail required for a base population obscured by practices such as randomisation, top-coding
and perturbation of data to protect individual identities [143]. Household surveys are also useful sources of
base population data as they typically collect extensive data about a particular topic such as health or
household economic data, however their sample sizes can be relatively small and weightings are often
applied to household surveys which can make their data difficult to integrate into a microsimulation model
[143, 144].
In the absence of the necessary data items, synthetic base data may be used. Synthetic data are generated
to make a representative sample of a population based on knowledge of the macro-level data and its
composition, such as the age and sex distributions [143]. For instance, a synthetic population may be
generated by using Census data to determine the number of people of particular ages, sex and
socio-economic status in a population and then applying a synthetic birthdate, sex and socio-economic
status to each individual to create a unit record file in accordance with the macro-level Census data. This
process is more complex when many base variables are required that cannot be obtained from the same
source, meaning cross-tabulations of variables are not available, introducing error into the base dataset,
and the generalisability of these results to real world situations may be limited [143].
In summary, base population data for microsimulation models constitute a range of demographic and
socio-economic data items for a cross-section of the population at a particular point in time. The large
range of data items required means the base population is often compiled from several sources included
Censuses, household surveys, administrative datasets or synthetically generated to ensure that, crucially,
the base population dataset as the foundation of the microsimulation model is representative of the
population to be modelled.
7.3.2 Methodological choices
Building a microsimulation model involves several methodological choices, including decisions regarding
who will be modelled, how individuals progress through time, whether new individuals may enter the
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population and how partners are matched, and when transition probabilities are applied. Each of these
choices are detailed in the following section.
Cohort versus population models
A methodological decision closely aligned with the base population is: ‘what is the study group?’ Models
are often distinguished as cohort models or population models. Cohort models, as discussed in Section 7.1,
simulate a cohort of individuals over a number of years, while population models take a cross-section of an
entire population at a particular time and simulate them forward in time [139, 143]. The model selected
depends on the research questions to be answered. Cohort models are useful when a policy or intervention
is targeted at a particular age group. For instance, screening is more cost-effective in reducing the costs of
cervical cancer for younger women than older women, so researchers may simulate a cohort of women in
their 20’s to assess the impact of changing screening practices [144]. Cohort models require less
computational resources than population models as only a portion of the population is modelled, and were
thus traditionally favoured for their shorter run times. However the increased computational power of
current technologies has reduced the importance of this advantage over population models and the decision
to use a cohort or population model now typically rests on the overall objectives [143].
Dynamic versus static modelling
Microsimulation models may also be static or dynamic, which refers to the way in which individuals are
progressed through the simulation. Static models apply a particular scenario to a snapshot of a population
to determine what outcomes may occur if a policy was implemented ‘overnight’. Individuals have
demographic characteristics, such as marital and education statuses, and the policy’s effect is calculated by
how people of such characteristics would be affected by the rules of the policy. For example, a static
microsimulation model could calculate tax revenue under a new tax policy by determining how many
people would pay what amount of tax based on the new policy’s rules. In static models, the individuals do
not progress through life milestones such as birth, marriage and death, the weightings of attributes are
simply projected to a future population. Static models are typically used to look at relatively short-term
outcomes of policy changes as if they had occurred overnight [140, 141, 143, 162].
In dynamic models, individuals are ‘aged’ by updating their demographic attributes at regular periods,
projecting them forward through time [140, 141]. For instance, each year, every person’s marital and
education status is updated, new individuals are introduced through birth and immigration, and
individuals leave the population through death and emigration. Dynamic ageing can be enacted in several
ways; cross-sectional ageing in which the whole dataset of all individuals’ demographic information is
updated at each time period, longitudinal ageing in which an individual’s whole lifespan is modelled before
the next individual is modelled [143], or the individual progresses along calendar time, transitioning
between life events as the age-based probabilities determine.
Sweden’s SVERIGE is a classic example of a dynamic microsimulation model. The base population of
SVERIGE is a geo-coded, longitudinal dataset of every Swedish resident from 1985–1995. SVERIGE
consists of ten modules: fertility, education, employment and earnings, cohabitation and marriage,
divorce/dehabitation, leaving home, immigration, emigration, internal migration and mortality.
Deterministic behavioural models, Bernoulli experiments and Monte Carlo simulations can used to decide
at each time interval whether each life event will occur for each individual. The events are decided in the
order they are listed here, so fertility will be decided, then whether the individual changes their education
status, then their employment status, and so on [162].
Static and dynamic modelling each has its advantages and limitations. Static modelling requires fewer data
than dynamic modelling and the internal calculations of the model are much simpler and far fewer,
meaning less computational power and time is required. However, static models do not model individual
trajectories and so cannot be used to examine how an individuals arrive at their final states or show
population progress over time which reduces its utility for some analyses. In addition, as transitions
between states such as fertility, migration and death are not inherently modelled, static microsimulation
94 CHAPTER 7. MICROSIMULATION MODELS
requires the researcher to have reasonable knowledge of the population structure at the future time-point.
This feature limits the use of static microsimulations to projections less than 5 years, wherein researchers
can be reasonably certain the population will not have undergone major structural change [143, 162].
Dynamic microsimulation models are able to address a broader range of research questions as the lifetime
trajectories of individuals are modelled which allows researchers to examine events over a life course, such
as the amount of time individuals spend with a particular illness which could be used to calculate the
health costs of the disease. However, this feature also means that dynamic models are more
resource-intensive than static models due to the need to perform transitional calculations for all individuals
at every time point, and require much more detailed input data than static models. A key issue is the ease
with which microsimulation projections can substantially drift away from official estimates due to even
small misspecifications of fertility, mortality and rates of other demographic transitions. Their complexity
can also present researchers with the need to make decisions about the order in which transitions occur,
such as education before labour-force employment, or the birth of children before a marriage, which can
influence labour-force participation, fertility or marriage rates and alter the model’s outcomes [143, 148].
However continuous-time microsimulation models which allow transitions to occur at any point in time
rather than at discrete intervals remove the need to order events by modelling competing risks, which is an
advantage of continuous-time models over other microsimulation models. Despite their limitations, the
high computational power of modern day computers, along with the release of ready-to-use
microsimulation programs and greater availability of micro-level data, has made dynamic microsimulation
an increasingly popular modelling method [141, 143, 148].
Discrete versus continuous time models
Another key decision is whether time is treated as discrete or continuous. Discrete time models transition
individuals once per time period, typically annually, while continuous time models allow transitions to
occur at any point in time [143, 163, 164]. In a discrete time model, transition probabilities are applied to
each individual at each time period to identify the state into which they next transition, such as
parenthood or employment. A crucial point of discrete time is that events occur at only one point per time
period, must last for one or more time periods and the pathways along which individuals progress are not
retained [143, 164]. This is unlikely in several cases, as in the case described by Li and O’Donoghue (2013)
in which individuals who transition to unemployment are unlikely to remain unemployed for a full year
[143]. Two approaches to circumvent this issue have been documented. Swedish models MICROHUS and
SESIM generated a second variable which described the length of unemployment – or other short-term
transitions – in addition to the transition state [143], while modellers of the Austrian FAMSIM used
monthly time periods to enable quicker transitions [163], a process called ‘pseudo-continuous’ modelling,
which also allows individuals’ pathways to be examined [148].
Continuous time models transition individuals based on the length of time spent in their current state and
transitions may occur at any time, rather than at a pre-determined time point as with discrete models. At
the beginning of the simulation, the duration of time to each individual’s possible transitions are calculated
through a random process and the closest transition occurs first. The duration to the possible transitions
from the new state are then recalculated and the process is repeated until the individual dies or the
simulation ends [143, 164]. For example, an employed, single woman can transition to unemployed, married
or death. Based on the times to each event calculated, marriage may occur first and she may then become
unemployed, divorce or die, and so on. Continuous time models are advantageous over discrete time
models in being able to model multiple transitions during a time period, tracking those transitions to show
trajectories, and calculating the length of time in a state [143, 148]. However they are hampered by the
need for highly detailed data for competing risks between possible transitions that is generally unavailable
[143].
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Stochastic processes and state spaces
Individual behaviour is complex and it can be difficult to capture entirely the basis of all individuals’
choices to accurately model the aggregate behaviours of a society. As such, in studies such as this one,
individual behaviour is typically modelled using a stochastic process to account for the unexplainable
aspects of demographic transitions, and this process is most often a continuous-time multi-state model
[145]. A multi-state model is stochastic model in which individuals exist in a particular, discrete state at
any given time, known as a state space. The state space combines the values of each individual on several
state variables. The specific state variables included in a model depend on the research questions to be
answered, but a model may include variables relating to education, marital status, sex, the presence of
children, and so on, each with particular values for that variable. For instance, the values of sex would
typically be male and female. Each individual’s state space summarises the individual’s values for each
variable. For example, one state space may be [male, married, one child, highly educated]. The state space
for the entire model is all of the unique combinations of the state variables [145, 165]. As described in
Section 7.3.2, Monte Carlo simulations or Bernoulli experiments are then used to determine whether
transitions between state spaces occurs.
Open versus closed models
An open or closed model refers to how new individuals enter or leave the population and how this
influences partner-matching. In a closed model, individuals enter only through birth and exit only through
death, which requires spouses to be sought within the existing population [143, 163]. Partner-matching in
this way requires a population of sufficient size that reasonable matches can be found [166]. Open models
circumvent this issue by simply creating partners as required [143], and individuals may enter and leave the
population through migration in addition to birth and death [163]. The independence of individuals from
others in open models allows the model to be run in parallel on multiple processors, reducing run times,
which is an advantage over closed models. However, generating new individuals on demand can cause
difficulties in matching the model’s results to external validation sources as the new individuals may not
match socio-demographic characteristics or their numbers may exceed population projections [143, 166].
One method of dealing with this problem is to consider the partners as characteristics of their
existing-population spouse and exclude the partner from the model’s output [166], but more commonly
closed models are used [143].
7.3.3 Microsimulation model
The second core component of a microsimulation model is the actual model itself which is developed by
defining the focus of the model, its distinct states and the probabilities of transitions between states [144].
The focus and complexity of the model is decided by the research questions to be answered [144]. For
instance, health microsimulation models can take a biological, epidemiological or socio-economic focus. A
biological microsimulation model of diabetes would simulate the processes underlying diabetes by
specifying the biological states which occur, such as insulin production, and would be used to answer
questions such as where drug treatments could alter the disease process. An epidemiological model would
consist of the visible states of diabetes, including healthy, symptomatic and sequelae states, and could
examine the risk and protective factors to developing diabetes. Alternatively, a socio-economic model of
diabetes would model the society that individuals with diabetes live in and might assess the impact of the
disease on their ability to work and thus earning potential.
Similarly, the complexity of the model – or how many states are included – also depends on the question
the model is designed to address. A complex model with a large number of states gives more specificity
and can answer an array of diverse research questions that a more simple model with fewer states could
not. Complex models may also have more face validity and be a closer match to the known process being
simulated. However, simple models do not require large amounts of fine-level data to inform transitions
between states as complex models do. There is a trade-off between the relative ease of building a simple
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model due to less stringent data requirements, versus the richness of research questions able to be answered
with complex models [144].
A microsimulation model has a number of absorbing and non-absorbing states. Non-absorbing states may
relate to health, employment, education or any other variables of interest which individuals will transition
between during their simulated life-times. Absorbing states such as emigration or death are states from
which an individual cannot return [148]. A collection of related states forms a module. For instance, a
series of states for levels of schooling form an education module which replicates the education system.
The model’s structure must incorporate all possible transitions for a microsimulation to provide accurate
results. The model will not generate valid results if the structure omits important states which occur in the
real-world system. For example, a marital status module which does not include a state for de facto
couples would likely produce inaccurate results when simulating housing demand. Defining the states
available to individuals sets the structure of the model and builds in the socio-economic frameworks, such
as education and taxation systems, required to answer the research questions. Transition probabilities then
control the flow of individuals between states, determining the model’s accuracy in simulating real-world
scenarios and validity of projected scenarios.
Transition probabilities define the possible and impossible transitions between states and the probability of
particular transitions under different scenarios. In some models, transitions may be determined by setting
the period of time an individual will spend in a state, but most often the transitions occur via
probabilities. The probability of a transition between two states is specified and Monte Carlo simulation is
used to draw a random number from a distribution bounded by 0 to 1 to determine if the transition will
occur. For example, if the probability of moving from ‘de facto’ to ‘married’ is 0.4, a random draw between
0.0 and 0.4 would trigger the transition to ‘married’ while the individual would remain in ‘de facto’ if the
draw is higher than 0.4 [148, 167]. Transitions between states are based on the individual’s current state,
but can also vary by demographic information such as age, sex or employment, or by time in a particular
state [145]. This is important when considering transitions such as mortality where the likelihood of dying
varies substantially by age or when modelling events with specific time-frames such as pregnancy.
Complex social frameworks can be built by linking individual modules. For example, Table 7.1 shows
fictional transition probabilities for an education module and between education and income. This module
models a common three-tiered education system through which individuals progress sequentially. In this
example, the probabilities specify that most individuals with no education will transition into primary
school, very few will remain with no education and none will transition into secondary or tertiary
education. This transition could also be age-based so that transition probabilities only apply to children of
school age. In this example, most individuals with primary education will progress to secondary education,
and around half will transition to tertiary education. Known links between educational attainment and
income can be modelled by adjusting the transition probabilities between education states and income
brackets to reflect the likely incomes as demonstrated in the bottom half of the table.
This example microsimulation model could be used to examine how introducing a policy to encourage
university attendance could affect rates of attendance and subsequent economic outcomes as a generation
ages. Such a model could be compared to a control model wherein no such policy exists and the effects
examined in terms of mean attendance rates, economic outcomes and confidence intervals to quantify the
uncertainty of projections. Results could also be examined by population subgroups, such as men and
women, or by age group or location to determine where and for whom the policy has the most influence,
and presented as a video showing the changes over time for each group. In this way, microsimulation
models are powerful tools for assessing the impact of policies.
A key challenge in microsimulation models is obtaining high-quality data to inform the transition
probabilities. Longitudinal data is often required for this process to ensure accurate probabilities of events
throughout the lifespan, and this data is not often available. For example, APPSIM estimates many of its
transition probabilities from the Household Income and Labour Dynamics Australia (HILDA) survey which
samples over 7,000 Australian households in each of the 11 waves conducted since 2001 [141]. However,
HILDA is a survey and contains sampling error which could misinform transition probabilities derived from
its data. The relatively short time-frame for which detailed surveys such as HILDA have been available is
also problematic in that long-term trends may not be sufficiently represented yet. For instance, a 5 or
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Table 7.1: An example of transition probabilities for an education module and linking education to income
in a microsimulation model
States No education Primary Secondary Tertiary
No education — 0.99 0.00 0.00
Primary education 0.00 — 0.99 0.00
Secondary education 0.00 0.00 — 0.50
Tertiary education 0.00 0.00 0.00 —
<$20,000 $20,001–$50,000 $50,001– $75,000 >$75,000
No education 0.70 0.28 0.01 0.01
Primary education 0.60 0.38 0.01 0.01
Secondary education 0.30 0.30 0.20 0.20
Tertiary education 0.01 0.10 0.35 0.54
10-year time-series of survey data may not capture steadily rising rates of fertility, marriage or educational
attainment which have occurred over several decades [141]. Sources of error and uncertainty in
microsimulation models are discussed further in Section 7.4.1.
7.4 Validation of microsimulation outputs
Validating the output of microsimulation models is integral to ensuring the results are reliable, valid, and
generalisable to real populations, and assuring researchers and governments of their validity for use in
developing and implementing policies [146, 148]. Typically, the ability of a microsimulation model to
replicate existing data or official projections determines the model’s credibility and so external validation,
wherein the model’s results are compared to external data, is the most common validation method
[141, 148]. However relatively little attention has been given to how microsimulation outputs should be
validated and no best practice approach has yet been developed [143, 148]. The following section discusses
potential sources of error and uncertainty in microsimulation models and methods of validating
microsimulation output.
7.4.1 Error and uncertainty
Error and uncertainty enter microsimulation results in three key forms. First, misspecification of the base
population. As discussed in Section 7.3.1, a representative sample of individuals covering the entire
spectrum of all characteristics modelled is key to achieving valid and reliable results from a
microsimulation. Under-representation of individuals from either end of a spectrum or with uncommon
characteristics will produce results with greater error than models which included a representative base
population [160, 163]. Misspecification of the base population can arise from sampling error and by
integrating multiple data sources to generate the population. Pooling together results from different types
of studies which were collected at different times, for different purposes and from different samples, can
make it difficult to accurately capture the distribution of combinations of variables in the base population
[144].
The second common source of error is Monte Carlo error which can occur when there are systematic errors
in the random draws which determine whether a transition will occur, which influences individuals’
trajectories and the aggregate results [148].
The third source is parameter uncertainty which occurs when the exact measures of the models input
parameters are unknown, such as the true incidence of a health condition, the probability of transitioning
between two states, or future mortality and fertility rates [144, 148, 163]. In microsimulation models, the
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probability of a transition between two states is specified by the principles and frameworks underlying the
model, so misspecification of model parameters can impact on the ability of the model to produce valid
results. Presenting microsimulation results as means with measures of uncertainty, such as confidence
intervals, is useful to users in understanding the degree of error present in the results through these three
sources.
Even when all of these factors have been considered, some changes in individuals’ behaviour occur without
foresight or for reasons unknown, for example the sudden decline in fertility rates in Australia during the
1970s [141]. Such a significant change in a key population indicator would not have been included in any
models simulating this period and as such, the resulting population changes would not have been captured
in the models’ outputs, decreasing their validity. This is a concern with any prediction or projection model
and highlights to need for caution in acting based on the results of such models [141].
7.4.2 Methods of validating microsimulation output
The differences in ageing techniques used between static and dynamic microsimulation models means that
different techniques are used to validate each type of model.
Validating static microsimulation models
Static microsimulation, as discussed in Section 7.3.2, are models used for analysing the impact of policy
changes ‘overnight’ or up to a few years into the future. Static models do not project individuals forward
through time, but retain the individuals’ socio-demographic characteristics and reweight the individual to
fit known, or reasonably assumed, population structures or characteristics after the policy is implemented.
For example, STINMOD – NATSEM’s static microsimulation model – was used to analyse who benefited
most from the 2009 stimulus package in which $250-$900 in tax bonuses were distributed to Australians
‘overnight’. This section describes validation methods for static microsimulation models.
Two common methods of validation are the total absolute error (TAE) and the standardised absolute error
(SAE) which calculate error as the size of the difference between the output population and measures of
the actual population. The TAE is a non-relative measure of the difference; zero would indicate a perfect
match between the output data and an actual population, but a score of 100 depends on the size of the
population being compared as to whether the difference can be considered acceptable. For instance, 100 in
a population of 100,000 would be a more acceptable level of error than 100 in a population of 1,000. Using
SAE resolves this issue by standardising the error against the size of the population to give a relative score.
Neither the TAE or SAE indicate whether the differences between outputs and actual populations are
statistically significant [160].
Researchers in spatial microsimulation have developed validation methods to account for the issues specific
to using small areas, such as the need to reweight data from censuses or large surveys to small areas which
can be prone to error, particularly with unusual characteristics [160]. In such cases, simple regression
techniques can also be used wherein the simulated data is compared to actual data to test precision and
accuracy. Plotting the results as a scatterplot with a trend line graphically demonstrates how precisely the
model fits the actual data, and calculating the R-squared statistic provides a quantitative measure of the
precision whereby a model which closely matches the actual data would produce an R-squared closer to 1
[160]. These measures determine the precision of the model as R-squared calculates the line of best fit
through the data points, however the accuracy of the model should be tested by using the ideal line, that is
x = y and the simulated data perfectly match the actual data for each small area. The “standard error
around identity” (SEI) can then be fitted around this line, which is calculated as:
SEI = 1− Σ(ye−yr)2Σ(yr−y¯r)2
where ye is the estimated values for each area, yr are the reliable, actual data, and y¯r is the mean estimate
for all areas with reliable, actual data [160].
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As with testing the fit of all regression models, the residuals of the model should be examined for patterns;
if the model fits the actual data well, the residuals should be random [160]. Two-tailed paired t-tests,
wherein the simulated data is paired with the actual data, can also be used to test for statistical
significance in the differences between simulated and actual populations. A model with good accuracy in
matching the actual data would have non-significant results [160], although a large sample size could result
in a statistically significant difference which is not clinically important.
The methods described above all rely on the presence of external data sources to which the simulated data
can be compared, however external data for validation may not always be available, for example due to the
high costs of collecting such data or the specificity of data items required. Edwards and Tanton describe
three means of dealing with this issue in the context of spatial microsimulation models [160]. First, the
microsimulation output may be aggregated to broader groups for which data does exist to compare against.
For example, specific incomes, ages or education statuses could be collapsed into broad ranges and
compared to an external data source. This approach is useful for determining if the simulated data is
broadly accurate [160].
A second option is to compare the simulated data to a sample of actual data by conducting a survey to
collected the necessary data [160]. However, conducting surveys may carry infeasible time and financial
costs, ethical considerations may prevent collection of the data, or the data may relate to a future
circumstance yet to occur, and as such obtaining sample data may not be practical. The third
recommendation is that a highly correlated proxy data item is used in place of the data item required. For
instance, Edwards and Tanton describe instances of substituting data on the prevalence of obesity with the
prevalence of cancers linked to obesity, and using an index of deprivation in place of the percentage of
households below average income [160]. Such measures of validation as described above are not without
limitations and may provide only an indication of the validity of the model’s results, however any
assessment of validity will likely be better than implementing policy on untested results.
Validating dynamic microsimulation models
The same techniques described above may be used for the validation of dynamic microsimulations where
suitable external data is available for comparison. A further option for validating the outputs of both static
and dynamic microsimulation models is by simulating an historical period for which the required data are
available. The accuracy and predictive power of the models can then be assessed by comparing the outputs
from the model against data from the historical period to determine whether the microsimulation
accurately captures relationships and produces reliable outputs.
Unlike static microsimulation models, dynamic models calculate projections of future scenarios by ageing
individuals into the future and examining the trajectories by which they arrive at the time-point of interest.
A primary reason microsimulation models are often used is that the research questions pertain to future or
hypothetical scenarios for which data does not exist and so external validation may not be possible [160].
External validation may be possible for some variables. For instance, official projections of future
populations are a key data source for external validation to test that the microsimulation produces
accurate macro-level population projections [141]. A model’s transition probabilities are often calibrated
during the development process to align the model’s projected population figures with external projections
[143, 148]. The trends within a microsimulation model can also be externally validated by running the
microsimulation over years for which data is available and the comparing the output to the existing data
[167]. For example, NATSEM tested its APPSIM model was accurately simulating obesity rates and
distributions across the Australian population from 2001 to 2051 by comparing cross-sections of the
simulated population at 2001, 2005, 2006, and 2008 with existing HILDA and ABS National Health Survey
data about obesity for the same years [167]. Credibility can be lent to the projected data for later years by
demonstrating the projections match trends from the earlier years. In this way, external validation is useful
in assessing dynamic microsimulation models although data for the final output might not be available to
compare against.
Validation of dynamic microsimulation models also involves checking internal specifications, estimating the
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variability of outputs and conducting sensitivity analyses to determine the influential parameters.
Checking the internal specifications of a model requires that the probabilities defined for transitions
between states are producing an accurate pattern and number of transitions, both by the individual and
that aggregate rate of transitions is correct to external sources [167]. Estimating the variability of model
outputs quantifies the uncertainty around the model’s results and provides support for the validity of the
model [167]. However, the large number of inputs into a dynamic microsimulation model can make it
difficult to quantify the uncertainty in the model’s estimates [167].
Sensitivity analyses can be conducted by altering the input parameters while holding all other components
constant and comparing the output. Such analyses identify how influential a parameter is to the model’s
results, which is useful to understanding both the model and potential implications of that parameter in
policies [167]. For example, NATSEM researchers tested the sensitivity of their obesity module in the
Australian APPSIM model by varying the physical activity and education risk factor modules, which also
identified the effect of each on obesity rates [167]. Similar sensitivity analyses of APPSIM helped
researchers to identify that misspecified transition probabilities in the education and marital status
modules were the cause of inaccuracies in modelling obesity rates [167].
7.5 Advantages and limitations of microsimulation models
The predictive ability of microsimulation models is drawn from their combining of several other studies to
produce valid and reliable results. For example, a health-based microsimulation may draw from
randomised control trials, epidemiological studies and meta-analyses to develop the principles of the model
– i.e. what transitions between states are possible – and to generate the transition probabilities to produce
predictions of the health outcomes of a particular population under varying policy scenarios. The data
intensiveness of microsimulation models can be burdensome and difficult to fulfil, however this ability to
integrate various data sources and types and examine the interactions of individuals in a variety of
situations, without the expense of actually implementing a range of policies, is a key advantage of
microsimulation models over other forecasting models [144, 148].
Broadly, there are two types of forecasting models, qualitative models which forecast the direction of a
variable, and quantitative models which forecast a variable’s direction and magnitude in the future [168].
The added element in quantitative models of measurements of the magnitude of changes in population or
other variables of interest makes them more useful than qualitative models, however the research questions
determine which model is most suitable [168].
The most basic forecasting models, known as naive models, use data from a recent cross-section of the
population to forecast the short-term future under the assumption that historical values are the best
predictors of future values of a variable. An extension to naive models is extrapolation models which use a
time-series of cross-sections as the base data from which forecasts are made so as to incorporate any trends
in variables, such as seasonal or cyclical patterns which may not be captured by a single cross-section.
Both of these quantitative models, in using only historical data as predictive variables, are limited by their
failure to account for factors which may influence and change future outcomes [168].
A more advanced forecasting method is cell-based models. Cell-based models forecast the direction and
magnitude of variables based on a population cross-section and known risk factors. For instance, the World
Health Organisation predicted the burden of disease in various regions of the world based on the known
associations between health conditions and particular risk factors, such as obesity, poor sanitation and
tobacco consumption, and the distribution of these risk factors in the various populations [168]. Alternate
scenarios wherein the effect of reducing or removing a risk factor can be examined, providing information
about the risk factors most worth targeting for prevention or intervention. However, this method offers no
means of testing a particular intervention through modelling as microsimulation does, cell-based models
simply reduce the risk factor in the target population and calculate the burden in the hypothetical
situation [168].
A comprehensive microsimulation model can realistically simulate all facets of the lives of a population,
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including demographic characteristics, health, education, labour force, taxation, internal migration, and
myriad other factors. This allows us to examine in detail the interactions between different states and the
lifepaths of individuals or groups and can help us answer a diverse array of research questions which we
could not answer were we relying on real data [143]. Multiple scenarios or policies can be tested using
microsimulation models and, as an ex-ante approach, the impacts of policies can be assessed without the
need to actually implement the policy in a real world situation, reducing costs and minimising the effects of
unforeseen consequences [148].
Microsimulation models also produce detailed results which can be presented in multiple ways to deliver a
message. For instance, statistics can be presented by subgroups (e.g., men versus women), by time (e.g., by
decade) or locations. Results could also be presented as graphs or videos showing changes over time in the
population characteristics of an area.
With regard to limitations, building a microsimulation is expensive and time-consuming; it was estimated
that it cost more than US$6 million to develop each of the US’s MINT, CBOLT and POLISM models
[141]. However, ready-to-use microsimulation models in a variety of programming languages, such as
MicSim and LIAM, are now available and can be tailored for use by relatively inexperienced users which
has made them more accessible and less costly [143, 145]. Despite this progression, microsimulation models
remain highly data-intensive, requiring large amounts of fine-level data which are often unavailable [148],
and the computational overheads are substantial, even with the use of high performance computers. The
time and storage requirements for the current project are detailed in Appendix K.
Validity and reliability are key concerns regarding microsimulation models. These models adhere to the
‘garbage in, garbage out’ adage and valid, reliable outputs require valid, reliable base populations,
transition probabilities, and a comprehensive, well-specified model to approximate real world conditions as
closely as possible. Further, the relatively little attention thus far given to establishing best practices for
validating projections or quantifying the uncertainty in estimates means there is little guidance on how
users should conduct these processes for their models [148].
Microsimulation outputs are reliant of the credibility of the framework upon which the model is built and
unforeseeable situations cannot be accounted for. Microsimulation models are based on the researchers’
best understanding of the behaviour of individuals and populations. As such, behavioural changes outside
of what the researcher expects cannot be accounted for within the model [141].
In regard to estimating the health effects of climate change, microsimulation models compare favourably to
other traditional methods of health impact assessment (HIA). A common approach to HIA is to use a
comparative risk assessment (CRAs) to examine the effect of multiple diseases and risk factors
concurrently. This is a CRA’s key advantage, and it is an advantage over the microsimulation models used
here which were developed to model a single disease each. Although microsimulation models can be devised
to run multiple diseases simultaneously, this is much more computationally difficult in a microsimulation
than in a CRA which has no requirement to specify the interactions between each disease in model [169].
This blindness of the CRA to interactions is a disadvantage however, in that the CRA cannot model
interactions between individuals or the environment, it simply uses age- and sex-specific population
distributions and risks to project a population forward to a specific time-point [169]. As such, no histories
for individuals are generated, which is a key advantage of microsimulations over CRAs, allowing for rich
datasets to be drawn from microsimulation models pertaining to the trajectories of individuals between
risks and outcomes.
Another advantage of microsimulations is that the nature of microsimulation models as probability-based
allows for stochastic uncertainty to be built-in as the estimates include variation for individuals on
particular outcomes, such as contracting a disease or developing a sequelae condition [169, 170].
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7.6 Summary
Since the introduction of microsimulation models to the social sciences in the 1960s, technological
advancements have enabled these models to become a popular method of analysing population behaviour,
applied to an increasingly diverse range of research questions including taxation, health outcomes, social
policy and education reform. However, microsimulation models are complex, requiring long run-times and
large amounts of data from several sources to inform base populations and transition probabilities, and –
as a relatively new field – gold-standard validation procedures are yet to be developed. Despite these
limitations, microsimulation models remain advantageous over other forecasting methods in their ability to
produce detailed results about individual life-paths and population trends and as a less expensive means to
test policies or interventions.
7.7 Using microsimulation to answer this study’s research
question
This is a useful point to recap the information covered in this thesis so far and revisit the research question
this methodology aims to answer ahead of the following chapter where I describe the core methodology of
this thesis.
First, I have established that salmonellosis, campylobacteriosis and cryptosporidiosis are common
foodborne diseases in Queensland which account for a substantial proportion of the $1.25 billion spent
annually on foodborne diseases in Australia. The incidence of each of these diseases was also reported to
be influenced by weather in several countries. I used switching and regression models to quantify the
associations between temperature, rainfall and each of the disease in each region of Queensland, finding
associations ranged from strongly negative to strongly positive or no association was found. I have also
found that there are few estimates of the future health and economic costs of foodborne disease in
Queensland, with only one known study of the future costs of salmonellosis in Brisbane [12]. As is common
with such studies, this previous study used the simple technique of extrapolating current
weather–salmonellosis associations to the projected future population structure of Brisbane. In this
chapter I explained how microsimulation models are a more sophisticated and informative method for
projecting the future incidence of diseases by modelling disease pathways and socio-demographic variables.
As such, microsimulation models are a novel and useful method to estimate the health and economic costs
of the three foodborne diseases in Queensland under future climate change scenarios, addressing this gap in
current knowledge. The research question for this thesis is: what will be the health and economic costs of
salmonellosis, campylobacteriosis and cryptosporidiosis in regions of Queensland under no, low and high
climate change scenarios until 2036? The answer to this question will enable other questions to be
answered, such as which region or regions of Queensland will incur the highest health and economic costs
by 2036; which of the three diseases is most costly to the Queensland population; and does climate change
influence the cost of diseases until 2036? These are all important questions policy-makers may ask when
determining where to direct funding for strategies to prevent or reduce the health and economic costs of
disease in Queensland in future. The next chapter describes the methodology I used to answer these
questions.
Chapter 8
Methodology II: Microsimulation
models
The first methodology component of this thesis calculated the associations between temperature and
rainfall for salmonellosis, campylobacteriosis and cryptosporidiosis in each of the 13 study regions, as
described in Chapters 5 and 6. The results from these analyses informed the probability of contracting a
foodborne disease in the microsimulation models described in this Chapter. I model the incidence of each
disease in each region in a baseline scenario with no climate change, and low and high climate change
scenarios. This chapter describes the microsimulation models, including the data required, methodological
decisions made, the models’ assumptions, how uncertainty was quantified, and validation of the results.
8.1 Methodology philosophy
I applied an empirical approach to modelling the effect of climate change on foodborne diseases. Empirical
models determine the current association between weather and the disease and apply this relationship to
projections of the future climate to calculate the potential future incidence of a disease [79, 91]. Such
models are an alternative to biological or mechanistic models which seek to estimate the future incidence of
a disease by modelling the biological processes which dictate the diseases’ incidence, such as the life-cycle
of a parasite, its host’s life-cycle and the interaction between the two [91].
The advantage of using an empirical model over a biological model is that the empirical model incorporates
the influence of the biological components and a range of other possible influences – such as human
behaviours and social and ecological processes – without having to identify and model their exact influence
[91]. Empirical models are criticised for their assumption that the current weather–disease association
holds true in future [91] – an assumption also made in this thesis. However, I think it is reasonable to
assume the association between weather and foodborne diseases will be largely unchanged over the next 20
years in light of the need for data about the future costs of foodborne diseases to spur preventative action.
8.2 Microsimulation model
To estimate the future health and economic costs of each disease, I developed one microsimulation model
per disease, region and climate change scenario. For instance, a campylobacteriosis model for the low
climate change scenario in South-East Queensland. I only developed models for regions in which I found an
association between the weather and the foodborne disease in Chapter 6. As such, I did not develop
models for campylobacteriosis in Central West Queensland, Cape York, Mackay–Whitsundays region or
North West Queensland, or cryptosporidiosis models in South West Queensland or the Gulf region.
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Each model projected the region’s population forward from 2008 to 2036 by simulating births, deaths,
immigration and emigration. Foodborne disease was modelled through health states particular to each
disease and the microsimulation incorporated the risk of foodborne disease under each climate change
scenario. The time all individuals spent unwell with a foodborne infection or its sequelae was considered
the health cost and measured as the number of Quality-Adjusted Life Years (QALYs) lost. I then used
willingness-to-pay to convert the QALYs lost to an economic cost.
The microsimulation models, following the principles described in Chapter 7, were:
• dynamic – individuals progressed through time through regular updates to socio-demographic status
such as age and fertility,
• population-based – a whole cross-section of the population was used as the base population, as
opposed to a cohort model,
• continuous-time – individuals were able to transition between states at any time, instead of at regular
set time-points as in discrete-time models,
• open – individuals entered the model through birth and immigration, and left through death and
migration, however as individuals were not partnered, this had no effect on partner-matching
practices
The models were adapted from the R package, MicSim [171]. MicSim projects a population by simulating
births, marital status changes, education milestones, immigration, emigration and deaths. A key
adaptation I made to MicSim was introducing health states so that the models used here simulated births,
migration, deaths and foodborne diseases and their sequelae. The microsimulation models in this thesis are
continuous-time multi-state models in which the state space is comprised of the state variables sex (male or
female), fertility (0 children or 1 or more children), the relevant health states for each model, and inherent
‘alive’ and ‘not emigrated’ variables.
For example, in the salmonellosis model, the health state includes the values of healthy, having acute
salmonellosis, being hospitalised for severe salmonellosis, in a recovery period post-hospitalisation, having
reactive arthritis, or having post-infectious irritable bowel syndrome. While fertility is included in the state
space, it served only to assist in accurately modelling the population size and did not contribute to the
likelihood of contracting foodborne disease. Conversely, while age is a variable in the model which does
influence the transition probabilities regarding health status, age is a continuous-time variable and is not
modelled as a discrete variable in the state space [145, 165].
The three climate scenarios were modelled by adjusting the probability of contracting a foodborne infection
based on the associations found between foodborne disease, temperature and rainfall and the climate
changes projected in each scenario. For instance, if a region’s salmonellosis risk increased with warmer
temperatures and warmer temperatures were projected for that region in future, the simulated
salmonellosis incidence would increase over time to 2036.
8.3 Data sources
Microsimulation models require substantial and varied data. The following sections describe: the
demographic, disease and climate data required for the microsimulation model, the sources of this data and
the cleansing and adjustments made to the data. A summary of the data required and its sources is in
Table 8.1.
8.3.1 Demographic data
Demographic data were the foundation of the microsimulation model as they comprised the base
population used to start the microsimulation, and determined the probabilities of individuals moving
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Table 8.1: Summary of the data used in this thesis and its sources.
Data Source
Demographic data
Immigration and emigration rates Australian Bureau of Statistics (ABS) [172]
Fertility and mortality rates ABS Births and Deaths publications [173, 174]
Base population Estimated Resident Population from ABS [175]
Disease data
Salmonellosis incidence rates Disease notifications from Queensland Health
Rate of sequelae after acute infection Literature review, e.g. [36, 47, 63, 176]
Utility weights and durations of illnesses Literature review, e.g. [66]
Multipliers Literature [17, 34, 35]
Climate data
Weather projections
Queensland Department of Science, Information
Technology and Innovation
Climate-based disease incidence rates This thesis, Chapters 5 and 6
between demographic states within the model.
Base populations
The base population was the core micro-dataset of all variables for each individual in the population which
the microsimulation model then built upon from the starting date of the simulation. I selected January 1
2008 for the simulation start date as the study regions were based on 2007 Local Government Areas
(LGAs). The ABS publishes demographic data on the previous year’s geographic classification, as such the
2007 Australian Standard Geography Classification – which corresponds to LGAs – would be used to
produce 2008 demographic data so beginning the simulation in 2008 would mean the most accurate
alignment between demographic data and the geographic regions. Beginning the simulation in 2008 also
allowed the years 2008–2015 to be used for burn-in of the model and validation of the acute infection cases
in these years against adjusted Queensland Health notifications.
I obtained Estimated Resident Population (ERP) – the number of individuals in a geographic region by sex
and single year of age – for all LGAs in 2007 from the ABS. I aggregated the ERP of the LGAs to each
region to determine the number of individuals of each age and sex in the region, and then used this
information to create a base population for each region: a cross-section of the entire population in a csv file
wherein each person was represented by a single row (see the example in Table 8.2 below). Data for each
person included: a unique identifier, birthdate, sex, number of children, and initial health status. I derived
each person’s birthdate by calculating the year of birth based on the individual’s age in the ERP, and then
randomly assigned a month and day. All individuals started as healthy and childless.
Starting all individuals as childless may have slightly raised the birth rate initially as fertility rates for
having a first child are slightly higher than the fertility rate for second or more children. For example, 3.3
women per 100 women have a first child compared to 2.8 having a second child. Similarly, an entirely
healthy population is inaccurate, however individuals were able to become ill as of 1 January 2008 so acute
infection incidence rates quickly became representative. The adjustment period for both of these variables
was within the burn-in phase and so did not influence the models’ results.
Demographic transitions within the model
Demographic data also informed fertility, mortality and migration rates in the microsimulations. The
fertility function of the microsimulation model used a Hadwiger mixture model. In Australia, fertility rates
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Table 8.2: Example of the base population file
ID, birthDate, initialState
1, 18/12/2007, m/0/healthy
2, 11/02/2001, f/0/healthy
3, 27/10/1976, m/0/healthy
4, 11/05/1969, m/0/healthy
5, 12/05/1954, f/0/healthy
resemble those of most European countries but with higher fertility rates among women aged 15–19 years.
Hadwiger’s mixture model, as an extension of Hadwiger’s function, is a two-component model which
accounts for this “bulge” in fertility rates for women under 20 years [177]. The standard fertility rate
included in MicSim is plotted and presented in Figure 8.1, wherein more children were born to slightly
younger women in 1950 or earlier years compared to post-1950. Regional fertility rates were calculated by
attaining the fertility rate for each Statistical Area 2 or 4 (SA2, SA4) for each year between 2006 and 2011
from the ABS [173] and averaging the rate across the areas within each region. The trend in rates was
assessed between 2006–2011 and a similar fertility rate input into the microsimulation model to model
fertility to 2036. All newborns were born healthy, childless, and 51.4% were male in accordance with the
sex ratio reported by the ABS [173].
Figure 8.1: Example fertility rates pre- and post-1950 as calculated using a Hadwiger mixture model
Mortality rates used a Gompertz model with increasing risk of death as age advanced. Regional mortality
data was not available from the ABS so Queensland-level mortality data was used for all regions. I do not
expect there was significant variation in mortality rates between regions of Queensland. The
microsimulation was set to allow a maximum age of 120 years.
Individuals also entered the microsimulation through immigration and exited through emigration.
Immigration and emigration data were obtained from the ABS’ regional migration publication which
included the number of immigrants and emigrants each year by SA2 [172]. I estimated the number of
immigrants to each region between 2008–2036 by aggregating the SA2 data for the financial years
2006–2007, 2010–2011, and 2013–2014 to the study regions. I then averaged the annual number of
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immigrants over the 3 years and multiplied this by 28 – the number of years simulated – to estimate the
number of immigrants likely to join each region by 2036. Immigrants were randomly assigned birthdates
and entered the population sporadically throughout the simulation period via randomly assigned
immigration dates.
The emigration rate for each region was calculated by dividing the average number of departures for
2006–2007, 2010–2011, and 2013–2014 by the 2011 population. I divided the departures by the 2011
population as population estimates by region were not available for 2006–2007 or 2013–2014. While
calibrating the models, I introduced age-specific emigration rates to assist in matching the simulated
number of individuals in each age group with the official age-group projections in 2036 from the
Queensland Government.
108 CHAPTER 8. METHODOLOGY II: MICROSIMULATION MODELS
Table 8.3: Multipliers used to adjust for under-reporting and the foodborne and domestically-acquired
proportions of disease notifications
Disease Under-reporting Foodborne % Domestic %
Salmonellosis 7 71% 85%
Campylobacteriosis 10 76% 97%
Cryptosporidiosis 7 11.3% 97%
Multipliers for under-reporting in notifications data are from Hall et al. (2008) and Australian Department of Health (2014).
Multipliers for the foodborne proportion of cases are from Vally et al. (2014), Australian Department of Health (2014) and
Butler et al. (2015a). Multipliers for the proportion of domestically-acquired cases are from Australian Department of Health
(2014).
8.3.2 Disease data
The disease module of each model defined the key health states of each disease process, such as the initial
foodborne infection and sequelae, with movement between the states determined by transition
probabilities. The data required for each disease was: i) baseline incidence data, ii) incidence rates of
common sequelae conditions resulting from the acute foodborne infection, iii) durations and utility weights
of acute and sequelae conditions, and iv) incidence rates of each disease under the projected climate change
conditions for each region.
Baseline incidence rates
The baseline incidence of the disease dictated the probability of transitioning from healthy to having a
foodborne infection. I used the daily disease notifications between 2004 and 2013 from Queensland Health
as described in Section 5.1.2 to calculate the baseline incidence rate. First, I calculated the annual regional
incidence of each disease by sex and age group (0–4 years, 5–9 years, 10–19 years, 20–29 years . . . 70 years
and over) by aggregating the annual notifications of each disease by Statistical Local Area to the regions. I
used age- and sex-specific incidence rates to ensure the patterns of foodborne disease incidence, as
described in Chapter 3, were captured.
I then applied multipliers to adjust the incidence to account for: under-reporting of notifications, the
proportion of cases which are foodborne, and the proportion of cases acquired domestically. These
multipliers were sourced from the literature, as discussed in Section 3.2.1, and are in Table 8.3. The
multipliers were calculated for Australia and so do not account for any regional variations in reporting
practices or the proportion of cases acquired domestically through food, however region-specific data are
not available. For example, there were 16 notifications of campylobacteriosis in 0–4 year old girls in Central
Queensland in 2004. To account for under-reporting, I multiplied 16 by 10 to get 160, then multiplied this
figure by 0.76 to adjust for the proportion of cases which are likely foodborne which gives 121.6. I then
multiplied 121.6 by 0.97 to account for the proportion of cases which were likely to be domestically
acquired, which gives a final adjusted figure of 118.0. The annual adjusted age- and sex-specific incidence
rates were then calculated for each region by dividing the adjusted incidence by the region’s annual
population, and then averaged across the 2004–2013 period.
The microsimulation model required instantaneous transition probabilities, which are the likelihood of an
event occurring at any instant, so I transformed the averaged incidence rates of each disease for each age
group and sex to instantaneous rates using p = 1− e−λ∆t, where ∆t was 1 year. This same transformation
was applied to create transition probabilities from incidence rates for sequelae conditions.
Incidence rates of sequelae conditions
I examined the literature to identify the most common and/or serious sequelae of salmonellosis,
campylobacteriosis and cryptosporidiosis and their incidence rates to determine which sequelae to include
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in the model and the age- and sex-specific probabilities of developing the sequelae condition after an acute
infection.
The three models had similar states to capture the disease pathways. For example, all three included the
following states: i) a healthy state, ii) the acute infection, iii) a hospitalised state for severe infections, and
iv) a recovery period after hospitalisation. All three diseases also had similar sequelae. Salmonellosis and
campylobacteriosis can cause post-infectious irritable bowel syndrome (PI-IBS) and reactive arthritis
(ReA) – captured by a state each – while cryptosporidiosis may result in the milder forms of these
conditions, a relapse of gastroenteritis symptoms and arthralgia. A third sequelae, Guillain-Barre
syndrome (GBS), following campylobacteriosis was captured using two states, i) the initial hospitalisation
for GBS, and ii) chronic disability, or individuals returned to health or died. The disease models are shown
in Figures 8.2, 8.3, and 8.4.
Figure 8.2: Salmonellosis microsimulation model. Boxes indicate states, with utility weights (0.0–1.0) and
durations of each state. Overall probabilities of transitioning between health states are noted along the
pathways as an example. In the model, all transitions were region-, age- and sex-specific. The red arrow
indicates the transition probability altered between the baseline and climate change models to simulate the
effect of climate change on salmonellosis incidence.
The majority of incidence rates for sequelae conditions were drawn from Batz et al.’s (2014) study of the
consequences of foodborne disease [66]. The study is an exhaustive analysis of the health burdens of 14
major foodborne diseases in the United States. The authors developed disease-outcome trees – flow charts
outlining the states of a foodborne infection and the likelihood of progressing through each stage – with
each state attributed a utility weight and duration derived from US surveillance data and meta-analysis of
international epidemiological studies [66]. These trees were then reviewed by specialist clinicians and an
advisory panel to ensure accuracy [66]. Given the recency and comprehensiveness of this review, I used it
as the source for the following transitions:
• Salmonellosis: acute infection to hospitalised (severe case, 1.9% of salmonellosis cases); hospitalised
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Figure 8.3: Campylobacteriosis microsimulation model. Boxes indicate states, with utility weights (0.0–1.0)
and durations of each state. Overall probabilities of transitioning between health states are noted along the
pathways as an example. In the model, all transitions were region-, age- and sex-specific. The red arrow
indicates the transition probability altered between the baseline and climate change models to simulate the
effect of climate change on campylobacteriosis incidence.
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Figure 8.4: Cryptosporidiosis microsimulation model. Boxes indicate states, with utility weights (0.0–1.0)
and durations of each state. Overall probabilities of transitioning between health states are noted along the
pathways as an example. In the model, all transitions were region-, age- and sex-specific. The red arrow
indicates the transition probability altered between the baseline and climate change models to simulate the
effect of climate change on cryptosporidiosis incidence.
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to dead (0.04% of hospitalised cases); hospitalised to recovery (99.9% of hospitalised cases); recovery
to healthy (100% of cases in recovery).
• Campylobacteriosis: acute infection to hospitalised (severe case, 1.0% of campylobacteriosis cases);
hospitalised to dead (0.009% of hospitalised cases); hospitalised to recovery (99.9% of hospitalised
cases); recovery to healthy (100% of cases in recovery), GBS to healthy (75.7% of GBS cases), GBS
to chronic disability (19.8% of GBS cases), GBS to dead (4.5% of GBS cases).
• Cryptosporidiosis: acute infection to hospitalised (severe case, 3.6% of cryptosporidiosis cases);
hospitalised to dead (0.007% of hospitalised cases); hospitalised to recovery (99.9% of hospitalised
cases); recovery to healthy (100% of cases in recovery); acute infection to gastroenteritis relapse
(29.0% of cryptosporidiosis cases); and gastroenteritis relapse to healthy (100% of gastroenteritis
relapse cases).
I obtained the remaining transition probabilities and data about age- and sex-specific distributions through
literature review. For cryptosporidiosis, the probability of acquiring arthralgia was drawn from a
case–control study in England and Wales which found that 17.9% of patients reported an average of 11
days of arthralgia following cryptosporidiosis [63], and adults were 3.2 times more likely to experience
arthralgia than children under 17 years [63]. The study also reported that 40.9% of individuals experienced
a gastroenteritis relapse, however I selected Batz’s 29.0% figure for this study given the greater rigour of
their study. No sex differences were noted for incidence rates of gastroenteritis relapse or arthralgia, or age
differences for gastroenteritis relapse [63]. Neither condition is life-threatening so all individuals returned
to healthy following arthralgia or a gastroenteritis relapse.
The incidence of PI-IBS following bacterial infections such as salmonellosis and campylobacteriosis was
estimated to be 8.8% of cases per year by a meta-analysis of 5 studies [77], while a broader meta-analysis
of 17 studies estimated the incidence to be 10.0% of cases [46]. I used the larger meta-analysis for the
current study given the greater number of studies analysed, most of which were carried out in the United
Kingdom or Canada which have many similarities to Australia. For as yet undetermined reasons, the risk
of developing PI-IBS is between 1.5 and 2.9 times higher for women than men [47, 176], as demonstrated in
a UK study which reported 16.8% of women and 8.1% of men developed PI gastrointestinal symptoms 6
months after a bacterial infection [176]. This increased risk was included in the model.
PI-IBS occurs more often in younger age groups than older groups [46, 176]. Neal et al (1997) found that
34% of 90 bacterial gastroenteritis cases occurred in individuals aged between 19–29 years, 25.5% occurred
between 30–44 years, 31.1% in 45–59 years, and 8.8% were reported by individuals aged 60 years and over.
As these studies report no discernible differences between rates of PI-IBS by bacterial species [176], these
results were used for both salmonellosis and campylobacteriosis.
ReA is reported to occur in 8.5% of patients following bacterial gastroenteritis, with the 90% of cases
occurring in females [36]. ReA also occurs more often in adults than children [44, 45], with 30% of cases
following salmonellosis occurring in individuals under 18 years, and 26% following campylobacteriosis [178].
I incorporated the greater risk to females and adults of ReA to the model. Neither PI-IBS nor ReA are
life-threatening conditions and so all individuals returned to healthy after these illnesses.
GBS occurs in approximately 0.02–0.03% of campylobacteriosis cases [36, 66, 179]. Peak incidence rates of
GBS have been reported for adolescents, as well as 1.5 times more often in males than females, however
these higher risks are argued to result from the increased likelihood of contracting campylobacteriosis in
these age groups and by men [179]. The incidence of GBS following campylobacteriosis is therefore
considered to be consistent across age groups and sex. Approximately 20% of individuals who develop GBS
experience chronic disabilities following the initial syndrome, 4.5% die, and the remaining 75.7% return to
healthy over a period of months [66].
I incorporated the sex differences in incidence rates of sequelae in the transition probabilities of the
microsimulation model by splitting the total percentage of individuals who develop the sequelae by the
proportion of males and females. For example, 10% of salmonellosis patients develop PI-IBS and females
are twice as likely to develop it than males. I applied the formula 0.1× (0.68/(0.32 + 0.68))/0.5 to calculate
the percentage of females who develop PI-IBS and 0.1× (0.32/(0.32 + 0.68))/0.5 to calculate the percentage
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of males, where 0.1 is the 10% of total patients, 0.68 and 0.32 represent the female:male ratio of cases and
dividing by 0.5 splits the total between the two groups. These sex-based splits were required for PI-IBS
and ReA only: hospitalisations, GBS, arthralgia and gastroenteritis relapse showed no sex differences.
To incorporate the age distribution of cases by sex, I first determined the proportion of individuals in each
age group which should develop the sequelae based on the literature, shown in Table 8.4. I then applied
the following formula: x× y ÷ (1/9), where x is the total sex-specific percentage of cases which develop the
sequelae, and y is the age-specific percentage of cases which develop the sequelae, divided across the 9 age
groups. Age-specific incidence rates were applicable for PI-IBS and ReA. Where age-specific rates did not
apply, the same proportion was used for each age group. For example 1% of all age groups were
hospitalised with salmonellosis to match the 1% total hospitalisation rate.
Table 8.4: Percentage of cases which develop PI-IBS and ReA following bacterial foodborne infection by
age group.
Age group PI-IBS ReA
0–4 years 7.5% 8.7%
5–9 years 7.8% 8.7%
10–19 years 7.8% 8.7%
20–29 years 29.4% 12.3%
30–39 years 20.0% 12.3%
40–49 years 10.6% 12.3%
50–59 years 10.6% 12.3%
60–69 years 3.1% 12.3%
70 years and above 3.1% 12.3%
The age- and sex-specific probability of returning to healthy from an acute infection was the total
proportion of affected individuals who were not hospitalised, did not die or contract sequelae conditions –
approximately 50% of individuals with cryptosporidiosis, 90% of males with salmonellosis or
campylobacteriosis, and 70% of females with salmonellosis and campylobacteriosis. The age- and
sex-specific percentage of cases which developed sequelae or returned to healthy for each diseases are in
Tables 8.5, 8.6 and 8.7.
Mortality rates were not increased for individuals with acute foodborne infection as such infections account
for less than 0.01% of deaths annually [56]. Mortality rates were specified where a health condition
increased the probability of death, for instance GBS and deaths due to GBS were included in the total cost
of campylobacteriosis. All individuals were constantly susceptible to mortality, meaning they could die
while in non-life-threatening states such as PI-IBS or ReA. As PI-IBS and ReA are unlikely to cause death,
to include deaths which occurred while an individual was in these states in the cost estimates would
artificially increase the estimates of PI-IBS or ReA costs and so deaths of individuals in
non-life-threatening states were not included as costs.
Durations and utility weights of illnesses
The utility weights – an evaluation of the health of an individual with the illness ranging between death
(0.0) and perfect health (1.0) – and the durations of each illness were obtained through literature review.
The value and duration of each health state, along with the source, are in Table 8.8.
It is important to note, PI-IBS is an inconsistent condition and patients experience alternating periods of
symptoms and remission. As such, it would be inappropriate to score for the acute symptoms, such as the
WHO’s Global Burden of Disease weighting for diarrhoeal diseases of 0.895, for the entire estimated 5 year
duration of the illness [77]. Instead the utility score of 0.958 was applied which is drawn from the panel of
105 individuals from the general population in the Dutch Mild Diseases and Ailments Study and which has
previously been used to calculate the disease burden of PI-IBS in the Netherlands [77].
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Table 8.5: Percent of each age group which developed sequelae conditions or returned to healthy after
salmonellosis to match literature-reported age and sex distributions of illness. All rows added to 100.
Age group Healthya Hospital PI-IBS ReA
Females
0–4 years 77.3% 1.9% 9.2% 11.7%
5–9 years 76.9% 1.9% 9.6% 11.7%
10–19 years 76.9% 1.9% 9.6% 11.7%
20–29 years 45.5% 1.9% 36.0% 16.6%
30–39 years 57.0% 1.9% 24.5% 16.6%
40–49 years 68.5% 1.9% 13.0% 16.6%
50–59 years 68.5% 1.9% 13.0% 16.6%
60–69 years 77.7% 1.9% 3.8% 16.6%
70 years and above 77.7% 1.9% 3.8% 16.6%
All ages 69.5% 1.9% 13.6% 15.0%
Males
0–4 years 92.2% 1.9% 4.3% 1.6%
5–9 years 92.0% 1.9% 4.5% 1.6%
10–19 years 92.0% 1.9% 4.5% 1.6%
20–29 years 78.9% 1.9% 16.9% 2.3%
30–39 years 84.3% 1.9% 11.5% 2.3%
40–49 years 89.7% 1.9% 6.1% 2.3%
50–59 years 89.7% 1.9% 6.1% 2.3%
60–69 years 94.0% 1.9% 1.8% 2.3%
70 years and above 94.0% 1.9% 1.8% 2.3%
All ages 89.7% 1.9% 6.4% 2.0%
Persons
0–4 years 84.7% 1.9% 6.8% 6.6%
5–9 years 84.4% 1.9% 7.0% 6.6%
10–19 years 84.4% 1.9% 7.0% 6.6%
20–29 years 62.2% 1.9% 26.4% 9.4%
30–39 years 70.7% 1.9% 18.0% 9.4%
40–49 years 79.1% 1.9% 9.6% 9.4%
50–59 years 79.1% 1.9% 9.6% 9.4%
60–69 years 85.9% 1.9% 2.8% 9.4%
70 years and above 85.9% 1.9% 2.8% 9.4%
All ages 79.6% 1.9% 10.0% 8.5%
a Percent of individuals who returned to healthy after salmonellosis
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Table 8.6: Percent of each age group which developed sequelae conditions or returned to healthy after
campylobacteriosis to match literature-reported age and sex distributions of illness. All rows added to 100.
Age group Healthya Hospital PI-IBS ReA GBS GBS chron.b GBS healthyc GBS deadd
Females
0–4 years 78.1% 1.0% 9.2% 11.7% 0.03% 0.006% 0.023% 0.0014%
5–9 years 77.7% 1.0% 9.6% 11.7% 0.03% 0.006% 0.023% 0.0014%
10–19 years 77.7% 1.0% 9.6% 11.7% 0.03% 0.006% 0.023% 0.0014%
20–29 years 46.4% 1.0% 36.0% 16.6% 0.03% 0.006% 0.023% 0.0014%
30–39 years 57.9% 1.0% 24.5% 16.6% 0.03% 0.006% 0.023% 0.0014%
40–49 years 69.4% 1.0% 13.0% 16.6% 0.03% 0.006% 0.023% 0.0014%
50–59 years 69.4% 1.0% 13.0% 16.6% 0.03% 0.006% 0.023% 0.0014%
60–69 years 78.5% 1.0% 3.8% 16.6% 0.03% 0.006% 0.023% 0.0014%
70 years and above 78.5% 1.0% 3.8% 16.6% 0.03% 0.006% 0.023% 0.0014%
All ages 70.4% 1.0% 13.6% 15.0% 0.03% 0.006% 0.023% 0.0014%
Males
0–4 years 93.1% 1.0% 4.3% 1.6% 0.03% 0.006% 0.023% 0.0014%
5–9 years 92.9% 1.0% 4.5% 1.6% 0.03% 0.006% 0.023% 0.0014%
10–19 years 92.9% 1.0% 4.5% 1.6% 0.03% 0.006% 0.023% 0.0014%
20–29 years 79.8% 1.0% 16.9% 2.3% 0.03% 0.006% 0.023% 0.0014%
30–39 years 85.2% 1.0% 11.5% 2.3% 0.03% 0.006% 0.023% 0.0014%
40–49 years 90.6% 1.0% 6.1% 2.3% 0.03% 0.006% 0.023% 0.0014%
50–59 years 90.6% 1.0% 6.1% 2.3% 0.03% 0.006% 0.023% 0.0014%
60–69 years 94.9% 1.0% 1.8% 2.3% 0.03% 0.006% 0.023% 0.0014%
70 years and above 94.9% 1.8% 2.3% 11.7% 0.03% 0.006% 0.023% 0.0014%
All ages 90.5% 1.0% 9.2% 2.0% 0.03% 0.006% 0.023% 0.0014%
Persons
0–4 years 85.6% 1.0% 6.8% 6.6% 0.03% 0.006% 0.023% 0.0014%
5–9 years 85.3% 1.0% 7.0% 6.6% 0.03% 0.006% 0.023% 0.0014%
10–19 years 85.3% 1.0% 7.0% 6.6% 0.03% 0.006% 0.023% 0.0014%
20–29 years 63.1% 1.0% 26.4% 9.4% 0.03% 0.006% 0.023% 0.0014%
30–39 years 71.5% 1.0% 18.0% 9.4% 0.03% 0.006% 0.023% 0.0014%
40–49 years 80.0% 1.0% 9.6% 9.4% 0.03% 0.006% 0.023% 0.0014%
50–59 years 80.0% 1.0% 9.%6 9.4% 0.03% 0.006% 0.023% 0.0014%
60–69 years 86.7% 1.0% 2.8% 9.4% 0.03% 0.006% 0.023% 0.0014%
70 years and above 86.7% 1.0% 2.8% 9.4% 0.03% 0.006% 0.023% 0.0014%
All ages 80.5% 1.0% 10.0% 8.5% 0.03% 0.006% 0.023% 0.0014%
a Percent of individuals who returned to healthy after campylobacteriosis
b Percent of individuals who developed a chronic disability after GBS
c Percent of individuals who returned to healthy after GBS
d Percent of individuals who died after developing GBS
Table 8.7: Percent of each age group who developed sequelae conditions or returned to healthy after
cryptosporidiosis to match literature-reported age and sex distributions of illness. All rows added to 100.
Age group Healthya Hospital Relapseb Arthralgia
0–4 years 54.8% 3.6% 29.0% 17.9%
5–9 years 54.8% 3.6% 29.0% 17.9%
10–19 years 54.8% 3.6% 29.0% 17.9%
20–29 years 46.9% 3.6% 29.0% 17.9%
30–39 years 46.9% 3.6% 29.0% 17.9%
40–49 years 46.9% 3.6% 29.0% 17.9%
50–59 years 46.9% 3.6% 29.0% 17.9%
60–69 years 46.9% 3.6% 29.0% 17.9%
70 years and above 46.9% 3.6% 29.0% 17.9%
All ages 49.5% 3.6% 29.0% 17.9%
a Percent of individuals who returned to healthy after cryptosporidiosis
b Percent of individuals who experienced a relapse of gastroenteritis symptoms after cryptosporidiosis
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Table 8.8: Utility values and durations of health states and their sources
State Utility weight Duration Source
Healthy 1 Absence of illness
Acute salmonellosis 0.803 4 days [66]
Hospitalised salmonellosis 0.437 6 days [66]
Recovery after hospitalisation for salm./camp. 0.860 3 days [66]
Post-infectious irritable bowel syndrome 0.958 5 years [77]
Reactive arthritis - salmonellosis 0.873 228 days [68]
Acute campylobacteriosis 0.768 4 days [66]
Hospitalised campylobacteriosis 0.437 6 days [66]
Reactive arthritis - campylobacteriosis 0.873 199 days [68]
Guillain-Barre Syndrome 0.708 103 days [68]
Chronic disability post-GBS 0.508 by age [66]
Acute cryptosporidiosis 0.822 5 days [66]
Hospitalised cryptosporidiosis 0.437 6 days [66]
Recovery after hospitalisation for cryp. 0.860 19 days [66]
Gastroenteritis relapse 0.827 4 days [66]
Arthralgia 0.873 11 days [63, 180]
Dead 0 –
GBS was difficult to attribute appropriate weights. GBS is a progressive, ascending paralysis which affects
individuals differently. For instance, Batz et al. (2014) scored a patient in ICU requiring ventilation as
−0.1091 for a period of 68 days, followed by 30 days in ICU at 0.216, and 197 days recovering in hospital
at 0.708. A person with GBS who did not require ventilation followed a path of −0.1091 for a period of 6
days in ICU, a further 13 days in ICU at 0.437, and 38 days of recovery at 0.708, substantially less than
someone who required ventilation [66]. Although the utility weights usually fall between 0.0 and 1.0, some
conditions can be considered worse than death and these are attributed negative scores, such as has
occurred for a patient in ICU with GBS in this example.
I decided to use a weighting of 0.708 for 103 days for the acute case of GBS. Approximately 103 days is the
likely duration of the acute episode of GBS and the recovery period in hospital [66, 68]. The acute episode
had a more severe weighting, however the 0.708 weighting was applicable for the majority of days of the
episode so used here for the whole period [66]. Chronic disability following GBS was scored at 0.508 and
endured for the remaining years of the individual’s life [66], although this score encompasses many degrees
of disability which may result from GBS and will not be accurate for all individuals.
It should be noted that the specific duration of a disease, which is the average or most likely duration, is
unlikely to apply to all cases. A better approach would be to use a range of days for each health state.
This was the intended approach, however within MicSim I was not able to apply transitions based on
ranges of time, such as moving an individual with salmonellosis to healthy after 3–6 days, only specific
time periods. This is a potential feature which could be introduced into MicSim in future and further
studies of the costs of foodborne disease should use ranges if possible. One method of transitioning
individuals within a range of time, say 3–6 days, would be by specifying a related rates distribution with
zero values before day 3 and non-zero rates from day 3 onwards, although it could be difficult to centre the
transition within the required time period.
Throughout this project, I have been in regular communication with Dr Sabine Zinn, the author of MicSim.
The package was new when I began my research and I have effectively been beta-testing the package. For
instance, a problem was identified in which individuals’ ages at the time of a transition were incorrect
based on the expected age calculated from their birthday. We traced this issue back to find the individuals
were immigrants for whom a period of time – the time between the creation of the migrant population at
the beginning of the simulation and their entrance into the simulation, as determined by a randomly
assigned immigration date – had not been included. We suggested this source to Sabine who was able to
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correct the issue and upload the updated package to the online repository for R packages. This relationship
has been useful in both helping to improve my coding skills and assisting Sabine in testing her package.
8.3.3 Climate projections
Climate projections for Queensland were central to this research as the driver of potential changes in
foodborne disease costs in future. Data for the projected climate were sourced from datasets generated
from the Consistent Climate Scenarios Project (CCSP) operated by the Queensland Government
(originally the Queensland Climate Change Centre of Excellence, now operated by DSITI).
The CCS project was developed to provide researchers with a consistent set of data for projected climates
across Australia [181]. The QCCCE, assisted by the CSIRO and Qld Department of Agriculture, Forestry
and Fisheries, generated daily time-series projections of precipitation, minimum and maximum
temperature, vapour pressure deficit, solar radiation, and evaporation in 2030 and 2050 for a 5×5 km grid
across Australia. Projections were created based on a range of Global Climate models, emissions scenarios
and climate sensitivities and was made available to researchers online. I selected this source as the most
comprehensive projections of future climates in Queensland on a small geographic scale.
There were two key considerations for selecting a projections series: the Global Climate Model (GCM)
used to generate the projections, and the emissions scenario used. GCMs are mathematical models of
Earth’s physical processes including the atmosphere, oceans, land and vegetation which are used to
generate long-term projections of the climate. Due to the highly complex nature of these models,
supercomputers are required to store and run them, so GCMs are usually developed and maintained by
well-resourced institutes, such as the United States’ National Center for Atmospheric Research and the
United Kingdom’s Hadley Centre for Climate Prediction and Research.
The CCSP expert panel assessed 23 GCMs for use in their projections, of which 19 were deemed
sufficiently reliable and were used to generate projections for the CCSP. In selecting with GCM to use for
my thesis, I followed the advice of a workshop convened to discuss how to ensure comparability between
projects that the study uses projections from the Representative Future Climate (RFC) groups [181].
The RFC groups arose from Watterson’s (2011) paper which found that precipitation projections for
Australia from various GCMs naturally clustered into four groups based on the projected global warming
sensitivity and differences in the temperature of the East Indian or West Pacific Ocean [182]. The four
groups are HI, HP, WI and WP where H means hot, W is warm and I and P indicate greater warming of
either the East Indian or West Pacific Oceans [181, 182].
The CCSP generated 4 projections series, one for each of the RFC groups which were comprised of the
GCMs shown in Table 8.9.
Table 8.9: List of the Global Climate Models which comprise each Representative Future Climate group
RFC group GCMs included
HI CCCMA-63, ECHAM5, ECHO-G, MIROC-H, MIROC-M
HP CNRM, CSIRO-MK35, GFDL-20, HADCM3, HADGEM1
WI CCCMA-47, GISS-AOM, MRI-GCM 232
WP BCCR, CSIRO-MK30, GFDL-21, IAP-FGOALS-G10, INMCM, NCAR-CCSM
With regard to differences in projections between the groups, the HP and WP groups project reduced
precipitation throughout Queensland, while precipitation is somewhat increased throughout Queensland in
the HI projections, and increased only in northern Queensland in the WI projections (see Figure 8.5).
Differences in mean temperature between the four groups are smaller than those for precipitation. For
example, under the AIB emissions scenario (see Section 4.3), the HP and HI groups project mean changes
in annual temperature of 3.8 ◦C and 3.7 ◦C respectively, and 2.9 ◦C and 2.7 ◦C for the WP and WI groups
respectively [182]. The warmer temperature under the H groups is expected given these groups inherently
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project a higher level of global warming than the W groups. Watterson suggested the groups could be
summarised as, “much warmer and drier (HP), much warmer (HI), warmer and drier (WP), and warmer
(WI)”, and that all RFCs could be considered equally likely to occur [182].
Figure 8.5: Reproduced from Watterson (2011), mean changes in percent annual precipitation under A1B
emissions scenario for RFC HI (a), WI (b), HP (c), and WP (d) [182].
No recommendation was identified within the literature as to which RFC group projections should be used
and consultation with climate change researchers produced no strong preference. Consequently I selected
the WP RFC group as a reasonable, moderate scenario. In this study then, the low climate change
scenario used projections from the WP RFC group, using the A1T emissions scenario with low warming
sensitivity. The high climate change scenario used projections from the WP group using the A1FI scenario
with high warming sensitivity.
The emissions scenarios represent possible future circumstances based on population growth, energy
sources, and economic and technological development, as discussed in Section 4.3. The warming sensitivity
refers to CO2 having either a high or low effect on global warming. High and low warming sensitivities
were selected for the high and low climate change scenarios. Although A1FI is the high climate change
scenario, it is the scenario we are most likely to face based on our current emissions, while the low climate
change scenario gives us insight into the potential effect on foodborne diseases of reducing climate change.
I obtained projections for the high and low climate change scenarios from DSITI for 870 weather stations
in Queensland for 2030 and 2050. The simulations were run to 2036, however I obtained data for 2050 as
the next available time-point so we could interpolate data for 2031–2036.
The projections data consisted of daily projections of six meteorological variables listed against the day of
the year from which the projection was made. For instance, in Table 8.10, the example data shows that the
maximum temperature on day 1 of 2050 at station 040004 is projected to be 33.2 ◦C based on the
temperature on day 1 of 1960 from the same station, as generated by the GCMs in the WP RFC group
under the A1FI scenario with high warming sensitivity.
I selected the baseline period of 1960–2010 so each file contained 50 projections of each day in 2030 or
2050. To generate regional climate projections, first I calculated a single set of projected temperatures and
rainfall for 2030 and 2050 for each station by averaging the projections for each day between 1960–2010.
For example, I averaged each of the 50 projected temperatures for 1 January 2030 to calculate a single
projected temperature for that day. I then averaged this single time-series set across all the stations within
each region to produce regional average minimum and maximum temperatures and rainfall projections.
This process was completed for both sets low and high climate scenarios for 2030 and 2050. Baseline
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temperatures and precipitation were calculated via the same method but averaged over the 10 years of
weather recordings comprising the baseline period.
One issue with averaging the rainfall across projection series and stations is that if rainfall was projected
for any station on any day, the rainfall value for that day in the averaged series would not be zero.
Consequently, some rainfall was recorded for most every day in the projected time-series for 2030 and 2050.
The implications of this were that the effect of rainfall on salmonellosis might be overstated as not all future
days will have rainfall. This is a limitation of the current study which I recommend future studies resolve.
Table 8.10: Example extract of climate projections data for 2050 from station 40004 (South-East Queens-
land), A1FI scenario, high warming sensitivity, WP RFC group
Year Day Radiation Max. temp. Min. temp. Rainfall Evaporation Vapour pressure
MJ/m2 ◦C ◦C mm mm hPa
1960 1 26.0 33.2 21.3 0.0 7.1 23.9
1960 2 30.0 33.8 21.5 0.0 8.5 18.7
1960 3 30.0 35.9 19.7 0.0 8.4 23.5
. . .
2010 363 14.1 29.5 19.8 0.0 4.6 18.2
2010 364 27.2 34.2 19.7 0.0 6.5 22.2
2010 365 26.2 33.7 19.6 0.0 8.0 22.2
The average summer and winter mean temperatures and rainfall in the baseline period (2004–2013) and in
2030 and 2050 under the low and high climate change scenarios for each region are in Table 8.11. I have
then quantified the percent difference between the average annual temperatures in the baseline and low and
high climate change scenarios in Table 8.12. These figures highlight the higher mean temperatures and less
precipitation projected throughout Queensland in future under the high climate change scenario and the
variable increases or decreases seen for both temperature and precipitation under the low change scenario.
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Table 8.11: Average mean summer and winter temperatures (◦C) and precipitation (mm) in the baseline period and projected for 2030 and 2050 under
low and high climate change scenarios
Summer
Region Baseline 2030 2050
Low CC High CC Low CC High CC
South-East Qld 25.1 ◦C, 521mm 24.8 ◦C, 560mm 25.2 ◦C, 550mm 25.4 ◦C, 547mm 26.4 ◦C, 517mm
Townsville 27.4 ◦C, 827mm 28.2 ◦C, 658mm 28.6 ◦C, 643mm 28.7 ◦C, 639mm 29.9 ◦C, 599mm
Maranoa 27.2 ◦C, 260mm 27.8 ◦C, 255mm 28.3 ◦C, 247mm 28.5 ◦C, 245mm 30.0 ◦C, 223mm
Far North Qld 27.5 ◦C, 1,105mm 26.6 ◦C, 1,111mm 27.0 ◦C, 1,109mm 27.1 ◦C, 1,092mm 28.1 ◦C, 1,063mm
South West 30.0 ◦C, 176mm 29.8 ◦C, 186mm 30.4 ◦C, 181mm 30.5 ◦C, 179mm 32.1 ◦C, 164mm
Central West 30.6 ◦C, 209mm 30.8 ◦C, 234mm 31.3 ◦C, 228mm 31.5 ◦C, 226mm 33.0 ◦C, 208mm
Central Qld 27.4 ◦C, 371mm 27.7◦C, 386mm 28.1 ◦C, 373mm 28.3 ◦C, 361mm 29.6 ◦C, 327mm
Cape York 28.2 ◦C, 803mm 28.7 ◦C, 1,143mm 29.1 ◦C, 1,136mm 29.2 ◦C, 1,134mm 30.2 ◦C, 1,084mm
Mackay 27.5 ◦C, 684mm 27.8 ◦C, 730mm 28.2 ◦C, 711mm 28.3 ◦C, 706mm 29.4 ◦C, 654mm
Eastern Downs 23.2 ◦C, 284mm 24.4 ◦C, 327mm 24.8 ◦C, 320 mm 25.0 ◦C, 317mm 26.2 ◦C, 295mm
Wide Bay 26.0 ◦C, 466mm 25.8 ◦C, 475mm 26.2 ◦C, 463mm 26.3 ◦C, 460mm 27.4 ◦C, 428mm
Gulf Region 30.4 ◦C, 598mm 29.8 ◦C, 686mm 30.3 ◦C, 673mm 30.5 ◦C, 673mm 31.7 ◦C, 639mm
North West 30.3 ◦C, 352mm 30.9 ◦C, 360mm 31.4 ◦C, 352mm 31.5 ◦C, 350mm 32.9 ◦C, 327mm
Winter
Region Baseline 2030 2050
Low CC High CC Low CC High CC
South-East Qld 16.0 ◦C, 152mm 15.1 ◦C, 199mm 15.5 ◦C, 192mm 15.7 ◦C, 191mm 16.6 ◦C, 173mm
Townsville 19.1 ◦C, 90mm 19.4 ◦C, 68mm 19.7 ◦C, 67mm 19.8 ◦C, 67mm 20.8 ◦C, 62mm
Maranoa 13.2 ◦C, 75mm 13.4 ◦C, 97mm 13.8◦C, 91mm 14.0 ◦C, 90mm 15.2 ◦C, 75mm
Far North Qld 21.3 ◦C, 203mm 19.9◦C, 176mm 20.2 ◦C, 182mm 20.3◦C, 176mm 21.2 ◦C, 180mm
South West 14.1 ◦C, 57mm 14.2 ◦C, 64mm 14.7 ◦C, 61mm 14.8 ◦C, 60mm 16.1 ◦C, 50mm
Central West 16.2 ◦C, 44mm 16.8 ◦C, 43mm 17.2 ◦C, 41mm 17.4 ◦C, 40mm 18.6 ◦C, 32mm
Central Qld 17.6 ◦C, 83mm 16.4 ◦C, 97mm 16.8 ◦C, 93mm 16.8 ◦C, 90mm 18.0 ◦C, 78mm
Cape York 24.0 ◦C, 15mm 24.0 ◦C, 43mm 24.4 ◦C, 43mm 24.4 ◦C, 43mm 25.3 ◦C, 41mm
Mackay 18.1 ◦C, 91mm 18.3 ◦C, 105mm 18.7 ◦C, 102mm 18.7 ◦C, 100mm 19.7 ◦C, 92mm
Eastern Downs 12.1 ◦C, 101mm 12.2 ◦C, 122mm 12.6 ◦C, 116mm 12.7 ◦C, 115mm 13.9 ◦C, 99mm
Wide Bay 17.3 ◦C, 128mm 15.7 ◦C, 154mm 16.1 ◦C, 149mm 16.2 ◦C, 147mm 17.3 ◦C, 133mm
Gulf Region 22.3 ◦C, 19mm 21.6 ◦C, 17mm 22.0 ◦C, 17mm 22.2 ◦C, 16mm 23.3 ◦C, 14mm
North West 18.5 ◦C, 35mm 19.1 ◦C, 27mm 19.5 ◦C, 25mm 19.6 ◦C, 25mm 20.8 ◦C, 20mm
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Table 8.12: Percent difference in average annual temperature (◦C) and precipitation (mm) between the
baseline period and the projections for 2030 and 2050 under low and high climate change scenarios
Region 2030 2050
Low change High change Low change High change
Temp. Rain Temp. Rain Temp. Rain Temp. Rain
South-East Qld −2.9 12.8 2.0 −2.2 1.0 −0.5 4.6 −6.5
Townsville 2.4 −20.8 1.5 −2.2 0.4 −0.6 4.5 −6.4
Maranoa 2.0 5.1 2.2 −4.0 1.0 −0.9 6.4 −11.0
Far North Qld −4.7 −1.6 1.5 0.3 0.4 −1.8 4.0 −2.0
South West −0.2 7.3 2.5 −3.2 0.4 −1.2 6.4 −10.5
Central West 1.7 9.5 1.9 −2.9 0.8 −1.1 5.5 −9.8
Central Qld −2.0 6.4 1.8 −3.5 0.4 −3.2 5.5 −10.2
Cape York 1.0 45.0 1.5 −0.6 0.2 −0.2 3.5 −4.4
Mackay 1.1 7.7 1.7 −2.6 0.2 −0.9 4.5 −7.4
Eastern Downs 3.7 16.6 2.2 −2.9 0.8 −0.9 6.4 −8.8
Wide Bay −4.2 5.9 1.9 −2.7 0.5 −0.8 5.2 −7.6
Gulf Region −2.5 13.9 1.8 −1.8 0.8 −0.1 4.4 −5.2
North West 2.5 0.0 1.8 −2.6 0.4 −0.5 5.1 −7.5
Quality of climate projections data
I consulted with Gab Abramowitz, a Senior Lecturer and researcher at the Climate Change Research
Centre at the University of New South Wales, regarding the emissions scenarios, warming sensitivity and
RFC to use. Gab advised that data from the Coupled Model Intercomparison Research Program 3
(CMIP3) used to generate the projections had since been succeeded by two revisions of the CMIP. I had
undertaken significant work to obtain the climate projections by this stage, and data from the CMIP5 was
not available at the scale required for this project, so I decided to proceed with the CMIP3 data, however
acknowledge that this is a limitation of the climate projections.
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Incidence of foodborne diseases under climate change
The next step was to determine the risk of foodborne disease under the climate changes projected in each
climate change scenario for each region and incorporate these risks into the microsimulations to model the
risk of disease between 2016–2036. In cases where only temperature or rainfall influenced the disease, the
risk of foodborne infection per 0.5 ◦C mean temperature or 2 mm rainfall were taken from the results of
the switching and regression models used to calculate the weather–disease association for each region, as
described in Chapters 5 and 6. These risks were then matched to the daily mean temperature and rainfall
projections obtained from Queensland Department of Science, Information Technology and Innovation
(DSITI) for the low and high climate change scenarios (described below in Section 8.3.3). For example,
Figure 8.6 shows how the risk of salmonellosis based on the projected temperature increases for the Wide
Bay–Burnett region in the high climate change scenario.
Figure 8.6: Daily relative risk ratio of salmonellosis in Wide–Bay Burnett region under the mean temper-
atures (◦C) at baseline (2004–2013) and projected for 2030 and 2050 under the high (A) and low climate
change scenarios (B) in Wide–Bay Burnett region
To determine the relative risk ratio (RRR) of each disease in each region in the years 2030 and 2050
relative to the baseline period, for each region I summed i) the daily risk ratios of the disease in the
2004–2013 baseline period, ii) the daily risk ratios in the year 2030, and iii) the daily risk ratios in the year
2050. I then divided the summed risk ratios of the baseline period by the summed risk ratios of 2030 and
2050 to produce the region’s RRR of the disease between the baseline period and 2030 and 2050. Risks for
the intervening years between 2008–2029 and 2031–2049 were linearly interpolated (see example in Figure
8.7) and the total annual risk of foodborne infection converted to a transition probability by applying the
aforementioned equation.
The resulting probabilities of contracting a foodborne disease under the projected climate changes during
each year were multiplied by the proportion of each age group and sex which contracted the disease, as in
the baseline model, to mimic the age and sex distribution of each disease. These age- and sex-specific
transition probabilities were then included in the low and high climate change scenario microsimulation
models.
Figure 8.7) demonstrates the complexity of the relationship between temperature, rainfall and
salmonellosis. For instance, the risk of salmonellosis is increased when there is both high rainfall and warm
temperatures, but is not as high when there are only warm temperatures and no rainfall. This may be
because individuals are likely to swim in recreational waters during warm weather, but the risk of
salmonellosis from this activity is only increased following rainfall which has swept pathogens into the
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Figure 8.7: An example of the relative risk ratio over time of contracting salmonellosis in Townsville under
the high climate change scenario.
water. Conversely, high rainfall may occur during cooler weather, but individuals are unlikely to swim and
be exposed to pathogens.
In regions where both temperature and rainfall influenced disease incidence, I used the results from the
switching or regression models to calculate the risk of disease at small intervals of both temperature and
rainfall (0.5 ◦C and 2 mm, respectively). These sets were then merged to create a dataset containing
combinations of temperature and rainfall experienced during the baseline period. The corresponding log
risk of temperature and rainfall at each interval were summed to create a combined risk for each
temperature-rainfall combination. From this, I plotted the risk of disease by rainfall and temperature (see
Figure 8.8).
To ensure I could match combinations of temperature and rainfall which occurred in the future projections
but not in the baseline data, I used inverse distance weighting to generate estimates of the risk for
temperature-rainfall combinations surrounding the existing combinations [183]. See for example Figure 8.9
where the coloured bands show the log relative risk of salmonellosis in Townsville by rainfall and
temperature. I then followed the same process described for the temperature- and rainfall-only models
where the weather-related risks were matched to the projected daily temperature and rainfall. I then
summed the daily risk ratios for the baseline period, 2030 and 2050 and divided the projected years by the
baseline year to determine the RRR of each disease in the projected years. I interpolated the intervening
years between 2008–2029 and 2031–2049 to create annual RRRs which I then were converted to age- and
sex-specific transition probabilities for the microsimulation models.
The RRRs of the three foodborne diseases under the baseline climate and the projected climates in the low
and high climate change scenarios up to 2036 in each of the regions where strong effects of temperature
and/or rainfall were identified are in Figures 8.11, 8.12 and 8.13 and are tabulated in Table 8.13.
During the examination of this thesis, an examiner noted that the method used here to calculate the
transition rates of the foodborne diseases in the microsimulation model was not the standard method for
making these calculations. The method advised by the reviewer to be the standard in such studies includes
the population at-risk in the Poisson regression models [184], such as those detailed in Chapter 5, rather
than including the population later by apportioning the RRR between the age groups and sexes as I have
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Figure 8.8: An example of the log relative risk of contracting salmonellosis in Townsville under combinations
of temperature and rainfall during 2004–2013.
Figure 8.9: An example of the prediction grid where the risk of disease was calculated by mean temperature
and log rainfall. The colours represent bands of log relative risk.
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done. However, having calculated the transition rates using both methods – the standard method and the
method used here – for salmonellosis under mean temperature and average rainfall in South East
Queensland between 2004 and 2013, there are minimal differences between the rates produced by both
methods, as shown in Figure 8.10. This demonstrates that the transition rates used in the microsimulation
remain valid despite the use of the non-standard methodology. I recommend that future studies use the
standard method.
Figure 8.10: Transition rates for salmonellosis in South East Queensland under mean temperature and
rainfall between 2004 and 2013 as calculated by the standard Poisson model and non-standard method used
in the thesis.
Most regions had an increased risk of foodborne diseases in future under both climate change scenarios due
to the effect of the higher temperatures projected for all regions increasing incidence. Central and southern
regions had the highest risks of salmonellosis with RRRs between 1.25–1.31 in Wide Bay–Burnett (1.25),
Eastern Downs (1.26), South West (1.27), Maranoa and District (1.28) and Central West Queensland
(1.31) in 2050 under the high climate change scenario.
The northern regions had lower RRRs with Central, Cape York, Gulf region and Mackay at 1.14–1.17 in
2050. These patterns suggest that the temperature increases within the low 30’s projected for northern
regions may be less influential in increasing salmonellosis than the increases from the mid- to high 20’s
projected for central Queensland. As previously noted, this may occur as northern populations are
accustomed to warmer temperatures and already use preventative strategies to avoid foodborne disease,
while the climates of central regions are moving toward optimal growth conditions for bacteria such as
Salmonella.
Far North Queensland and Townsville–Thuringowa had a lowered risk of salmonellosis under both climate
change scenarios. The decreased rainfall projected for both regions may reduce salmonellosis incidence,
perhaps by reducing overland run-off into surface water supplies used for recreation, drinking or irrigation
of crops, potentially negating the effect of increased temperatures in populations accustomed to hot
weather.
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Figure 8.11: Relative risk ratios of salmonellosis by region at baseline and projected mean temperatures in
2030 and 2050 under low (A) and high (B) climate change scenarios. Some lines are dotted to help with
visual interpretation.
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Figure 8.12: Relative risk ratios of campylobacteriosis by region at baseline and projected mean temperatures
in 2030 and 2050 under low (A) and high (B) climate change scenarios.
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Figure 8.13: Relative risk ratios of cryptosporidiosis by region at baseline and projected mean temperatures
in 2030 and 2050 under low (A) and high (B) climate change scenarios.
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Campylobacteriosis generally had lower RRRs than salmonellosis, ranging between 0.96–1.10. The reduced
rainfall projected for Townsville–Thuringowa, Maranoa, and Far North and South West Queensland had
slight protective effects against campylobacteriosis (RRR = 0.97–0.99). In regions where temperature was
positively associated with cases – Eastern Downs, Wide Bay–Burnett and Central and South-East
Queensland – incidence was projected to increase by 1.02–1.10 by 2050 in the high climate change scenario.
Although these risk are slight increases in risk over baseline levels, campylobacteriosis is the most common
foodborne diseases in Queensland, so any increase in risk may translate to a substantial increase in
incidence and associated costs.
Generally, the risk of cryptosporidiosis was projected to substantially increase based on future climate
scenarios. Under the high climate change scenario, the risk of cryptosporidiosis was highest in South-East
Queensland at 2.16 in 2050, with most regions ranging between 1.34–1.55. These higher risks align with
the stronger influence of temperature on cryptosporidiosis than salmonellosis or campylobacteriosis as
discussed in Chapter 6. For instance, under the high climate change scenario, the risk of salmonellosis in
South-East Queensland in 2050 was 1.12, campylobacteriosis 1.01, and cryptosporidiosis 2.16,
demonstrating that foodborne diseases will be affected differently by the same changes in climate.
In most regions, the risk of foodborne disease was lower under the low climate change scenario than the
high change scenario, which suggests that action to reduce climate change could be effective in reducing
the future incidence and costs of these diseases. A similar pattern was found in Beirut where a low climate
change scenario with emissions reduced below current levels was protective against foodborne disease [122].
8.4 Calculating the health and economic costs of foodborne
diseases
The following three sections describe how I calculated the health and economic costs of each foodborne
disease and its sequelae from the results of the microsimulation models.
8.4.1 Health costs of foodborne diseases
After the microsimulation were complete, to calculate the total population QALYs lost to an illness, the
following calculation was applied for each bout of illness, and then summed across all illnesses to get the
QALYs lost in the population. QALY s lost = ((1−W )×D)/365.25 where W is the utility weight for the
disease and D is the number of days the person was ill. I calculated the QALYs lost per illness and its
sequelae by age and sex, annually and in total over the 2008–2036 period. These calculations were made
for all 20–100 simulations (see Section 8.5 for details on the number of simulations) for each disease and
region and then averaged to produce the estimated health costs. I calculated the 2.5th and 97.5th quantiles
of these estimates to give the 95% confidence intervals of the estimates.
To determine the difference between the baseline, low and high climate change scenarios, I calculated the
health costs for all simulations in each of the scenarios. I then subtracted the estimated health costs for the
first simulation from the low and high scenarios from the first baseline scenario and so on until I had
20–100 differences between the baseline and low and the baseline and high scenarios. I then calculated the
mean of those differences to give the total difference between the scenarios, and 2.5th and 97.5th quantiles
for confidence intervals. This method required that the same number of simulations were used to calculate
the results, despite the actual number of simulations run. For instance, if I had run 100 simulations for the
low and high climate change scenarios but 20 simulations for the baseline scenario, the overall differences
between the scenarios was calculated using 20 simulations.
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Table 8.13: Relative risk ratios of salmonellosis, campylobacteriosis and cryptosporidiosis in each region in
2030 and 2050 under low and high climate change scenarios, and whether temperature, rainfall or both was
the influencing factor.
Salmonellosis
Region Baseline Low change High change Influence
2030 2050 2030 2050
South-East Queensland 1.00 1.09 1.10 1.10 1.12 Temp. & rain
Townsville–Thuringowa 1.00 0.91 0.94 0.93 1.00 Temp. & rain
Maranoa and District 1.00 1.07 1.13 1.12 1.28 Temp.
Far North Qld 1.00 0.84 0.86 0.86 0.90 Temp. & rain
South West Qld 1.00 1.01 1.09 1.07 1.27 Temp.
Central West Qld 1.00 1.07 1.14 1.13 1.31 Temp.
Central Qld 1.00 1.08 1.10 1.11 1.17 Temp. & rain
Cape York 1.00 1.01 1.06 1.04 1.16 Temp.
Mackay–Whitsundays 1.00 1.06 1.09 1.08 1.14 Temp. & rain
Eastern Downs 1.00 1.07 1.13 1.11 1.26 Temp.
Wide Bay–Burnett 1.00 1.00 1.07 1.05 1.25 Temp.
Gulf region 1.00 0.97 1.03 1.00 1.16 Temp.
North West Qld 1.00 0.99 1.01 1.00 1.04 Temp. & rain
Campylobacteriosis
Region Baseline Low change High change Influence
2030 2050 2030 2050
South-East Queensland 1.00 1.00 1.01 1.00 1.02 Temp.
Townsville–Thuringowa 1.00 0.99 0.99 0.99 0.98 Rain
Maranoa and District 1.00 0.98 0.97 0.98 0.96 Rain
Far North Qld 1.00 0.98 0.97 0.98 0.97 Rain
South West Qld 1.00 1.00 1.00 1.00 1.00 Rain
Central West Qld – – – – – –
Central Qld 1.00 1.01 1.02 1.02 1.05 Temp.
Cape York – – – – – –
Mackay–Whitsundays – – – – – –
Eastern Downs 1.00 1.09 1.07 1.07 1.02 Temp. & rain
Wide Bay–Burnett 1.00 1.07 1.05 1.05 1.01 Temp. & rain
Gulf region 1.00 0.89 0.97 0.93 1.10 Temp. & rain
North West Qld – – – – – –
Cryptosporidiosis
Region Baseline Low change High change Influence
2030 2050 2030 2050
South-East Queensland 1.00 1.02 1.29 1.24 2.16 Temp.
Townsville–Thuringowa 1.00 0.98 1.06 1.05 1.23 Temp. & rain
Maranoa and District 1.00 1.13 1.24 1.21 1.53 Temp.
Far North Qld 1.00 0.86 0.96 0.94 1.21 Temp.
South West Qld – – – – – –
Central West Qld 1.00 1.10 1.19 1.18 1.44 Temp.
Central Qld 1.00 1.11 1.12 1.19 1.49 Temp.
Cape York 1.00 0.95 0.95 1.03 1.03 Rain
Mackay–Whitsundays 1.00 1.11 1.23 1.21 1.55 Temp.
Eastern Downs 1.00 1.18 1.22 1.21 1.32 Temp. & rain
Wide Bay–Burnett 1.00 1.00 1.07 1.06 1.27 Temp.
Gulf region – – – – – –
North West Qld 1.00 1.07 1.15 1.13 1.34 Temp. & rain
– indicates regions for which no strong association was found between temperature, rainfall and
the foodborne disease.
8.4. CALCULATING THE HEALTH AND ECONOMIC COSTS OF FOODBORNE DISEASES 131
8.4.2 Economic costs of foodborne diseases
From this health cost — the healthy time lost — I calculated the economic cost of these losses to disease
using willingness-to-pay (WTP). WTP calculates the cost of disease based on how much individuals would
be willing to pay to avoid a disease or obtain a period of perfect health. Australians have been estimated
to be willing to pay AUD $64,000 for a year of perfect health [185].
Australia’s most recent comprehensive assessment of the cost of foodborne disease also used WTP as its
foundation [9]. Abelson et al. (2006) calculated the total health costs of foodborne disease as:
WPC +HDC + LFC, where WPC are the workplace costs such a lost income borne by the individual,
HDC are the household productivity and disruption costs and LFC are the lifestyle disruption costs.
However, lifestyle costs were calculated as LFC = WTP − (WPC +HDC), where WTP is the total
willingness to pay to avoid the illness. As lifestyle costs are the residual costs after removing the workplace
and household costs, the final equation becomes
Total cost = WPC +HDC +WTP −WPC −HDC = WTP and total cost of the illness can be
calculated as what the individual is willing to pay to avoid the illness [9].
I have simplified this approach here and calculated the economic costs of foodborne disease by multiplying
the years lost to a disease by $64,000, the amount Australians are willing to pay to avoid a year of illness.
As such, the economic costs do not estimate the unit cost of any aspect of an illness, such as the cost of
providing medical treatment to a hospitalised individual, but reflect the amount Australians would pay to
not become ill. I calculated the economic costs from the health costs of the average of the all simulations
and the 2.5th and 97.5th quantiles for 95% confidence intervals.
While $64,000 is the best estimate of the amount Australians would be willing-to-pay, there is likely to be
variance in this amount. Indeed, the 95% confidence intervals on the $64,000 estimate were $60,000 to
$68,000. One method I could have used to capture this variance in the economic costs would have been to
randomly draw a cost for each year from a distribution that covered $60,000—$68,000 instead of uniformly
applying $64,000. Unfortunately, we identified this method after the work had been completed and without
time to redo the analyses, however I recommend this method to future studies.
As with the health costs, I calculated the economic costs for all simulations in each scenario and subtracted
each low and high scenario estimate from each baseline scenario estimate to get the range of differences
between the baseline and low and the baseline and high scenarios. I then calculated the mean of the
differences to get the total difference between scenarios and the 2.5th and 97.5th quantile for confidence
intervals.
8.4.3 Discounting
Costs and health losses incurred in the future are valued less than those incurred presently. The rationale
for this is that costs incurred in the short-term defer resources from being immediately invested elsewhere,
thus disallowing a positive return on such investments, and so are considered more important than costs
which will occur later [186, 187]. Further, individuals tend to value benefits received immediately more
than those received in future [187, 188]. To reflect this valuation of costs and benefits, ‘discounting’ is
applied to reduce future costs and benefits by a set amount for each year into the future they occur.
Discounting was applied to both the QALYs lost to the disease and the economic costs incurred using the
following formula: Dn = 1/(1 + r)n, where Dn was the discount factor, r was the discount rate, and n was
the number of years in future starting from 2016. The total QALYs lost and economic costs from
2016–2036 were calculated by summing the annual discounted QALYs or economic costs. The rate of
discounting over the simulation period is in Figure 8.14. The maximum discount rate in 2036 was 0.55,
indicating that costs in 2036 were valued at approximately half of their value in 2016.
I have used a discount rate of 3%, which aligns this study with key studies of the costs of disease such as
the World Bank Disease Control Priorities and the earlier Australian and Global Burden of Disease studies
[188–191]. However, although discounting captures our proclivity to prefer benefits now, discounting is
controversial on the basis that it seems unethical to devalue the benefits received by future generations,
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Figure 8.14: Rate of discounting costs between 2016 and 2036
preferring instead benefits received for the current generation [187]. Discounting is uncommon in
epidemiology studies [188] and has since been removed from the methodology of the 2011 Australia Burden
of Disease study [189].
I have presented both undiscounted and discounted estimates of the health and economic costs of
foodborne diseases to 2036. The intent of the current work was to spur preventative action by providing
cost estimates to policy-makers, many of whom are advised by economists who will expect discounted
estimates. Conversely, readers from the epidemiological fields would not expect discounted estimates given
this is not a common practice in these fields. As such, providing both sets of estimates will satisfy the
requirements of the broadest audience of this work.
8.5 Uncertainty
Several sources of uncertainty can enter the results of the microsimulation [138, 192], such as uncertainty in
the estimates of the weather–disease associations and errors in the base population. The key facet of
uncertainty I have aimed to control was that arising from varying numbers of people in the projected
population between models due to their stochastic nature. For instance, as each model makes decisions
regarding transitions within, into and out of the model independently, the number of individuals in the
final population between a baseline model and a climate change scenario model encompassed both the
influence of climate change on the incidence of a disease and its sequelae and also the stochastic transition
decisions made by each model. If this uncertainty is not accounted for, the final measure of population
health may be heavily influenced simply by the size of the population and would result in inaccurate
estimates of the costs of foodborne diseases under climate change.
To account for this uncertainty, I ran multiple iterations of each model – baseline, low and high climate
change scenarios for each region and disease – then averaged the simulations. Averaging the simulations
drew the models’ outputs towards the central tendency, allowing me to make more reasonable estimates of
the influence of climate change on foodborne diseases as the differences in population size and disease
incidence between models was more likely to reflect the effect of climate change than simply the stochastic
decisions made in each model. I have reported confidence intervals of the estimates to quantify this
uncertainty.
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Table 8.14: Health and economic costs and 95% confidence intervals of salmonellosis using 20 and 100
simulations per scenario and populations of different size
Costs 20 simulations 100 simulations
Baseline – Mackay
QALYs lost 457.7 (441.8, 474.4) 457.6 (440.5, 475.7)
Discounted QALYs 339.8 (329.4, 352.9) 340.1 (327.7, 354.4)
Economic cost $29.3m ($28.3m, $30.4m) $29.3m ($28.2m, $30.4m)
Discounted economic $21.7m ($21.1m, $22.6m) $21.8m ($21.0m, $22.7m)
Low change – Gulf
QALYs lost 37.6 (33.3, 43.1) 37.9 (33.0, 43.8)
Discounted QALYs 28.3 (24.8, 32.5) 28.5 (24.9, 32.7)
Economic cost $2.4m ($2.1m, $2.8m) $2.4m ($2.1m, $2.8m)
Discounted economic $1.8m ($1.6m, $2.1m) $1.8m ($1.6m, $2.1m)
High change – Townsville
QALYs lost 681.8 (658.3, 704.4) 681.1 (660.4, 702.9)
Discounted QALYs 508.0 (490.6, 526.0) 507.6 (492.1, 524.5)
Economic cost $43.6m ($42.1m, $45.1m) $43.6m ($42.3m, $45.0m)
Discounted economic $32.5m ($31.4m, $33.7m) $32.4m ($31.5m, $33.6m)
Initially I intended to run 100 simulations of each model which required 9,900 simulations to be run – 100
simulations per model for 13 regions by 3 diseases for the 3 climate scenarios, less the six instances where
no weather–disease associations was found. Where possible I ran 100 simulations per model but eventually
the time required for each simulation to be run meant the cumulative time required for the remaining
simulations could not feasibly fit within my time-frames. I have provided estimates of the running times of
each of the models in Appendix K. Consequently I reduced the number of simulations to be run for the
remaining models to 20. I tested if using 20 or 100 simulations would substantially affect the results by
calculating the results for 3 regions using both 20 and 100 simulations and comparing the results. I used 3
regions, each of different population size, and one region each using the baseline, low climate change and
high climate change models to determine if populations or scenarios were affected differently.
In Table 8.14 I present the health and economic costs of salmonellosis between 20 simulations and 100
simulations with 95% confidence intervals for each scenario in different sized populations. These are: the
baseline scenario in Mackay–Whitsundays which has a moderate population, the low climate change
scenario Gulf region which has a small population, and the high climate change scenario in
Townsville–Thuringowa region with a large population. These results indicate that there is very little
difference in the health and economic costs using either 20 or 100 simulations for these regions and
scenarios suggesting the decision to use 20 simulations for some regions had little effect on the results from
these regions. The number of simulations run per model are detailed in Table 8.15.
Although I have included the 95% confidence intervals, the interpretation of these results and their
uncertainty should still be treated with caution. There were several sources of uncertainty which I was not
able to account for in the models, for instance the uncertainty in the probability of transitioning between
health states, or in the annual estimates of the effect of climate change on the likelihood of a healthy
person contracting a foodborne disease. I also did not examine model uncertainty using techniques such as
Bayesian model averaging.
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Table 8.15: Number of simulations run for each model
Salmonellosis
Region Baseline Low change High change
South-East Qld 100 20 20
Townsville–Thuringowa 100 20 100
Maranoa and District 100 100 100
Far North Qld 100 100 100
South West Qld 100 100 100
Central West Qld 100 100 100
Central Qld 100 20 100
Cape York 100 100 100
Mackay–Whitsundays 100 20 100
Eastern Downs 100 20 100
Wide Bay–Burnett 43 20 20
Gulf Region 100 100 100
North West Qld 100 100 100
Campylobacteriosis
South-East Qld 20 20 45
Townsville–Thuringowa 20 20 20
Maranoa and District 100 20 20
Far North Qld 20 20 20
South West Qld 100 100 100
Central West Qld – – –
Central Qld 20 20 20
Cape York – – –
Mackay–Whitsundays – – –
Eastern Downs 47 20 20
Wide Bay–Burnett 20 20 20
Gulf Region 100 100 100
North West Qld – – –
Cryptosporidiosis
South-East Qld 100 20 20
Townsville–Thuringowa 20 20 20
Maranoa and District 100 100 100
Far North Qld 20 20 65
South West Qld – – –
Central West Qld 100 100 100
Central Qld 100 20 20
Cape York 100 100 100
Mackay–Whitsundays 60 20 20
Eastern Downs 100 20 100
Wide Bay–Burnett 20 20 20
Gulf Region – – –
North West Qld 100 100 100
– indicates regions for which no strong association was found between temperature, rainfall and the foodborne disease.
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8.6 Model validation
A key aspect of using microsimulation models is ensuring the output approximates official or other external
data sources in order to increase the validity of the results. The following section details the processes I
used to validate the models’ inputs and outputs.
8.6.1 Population projections
First, I checked that the simulated population structure in 2036 in each region approximated official
projections so the estimates of disease costs by age and sex were accurate. I compared the projected
population by age group and sex from the averaged simulations of each microsimulation model for each
region to the official population projections from the Queensland Government Statistician’s Office
(QGSO). The comparisons between projections are in Figures 8.15 – 8.27 and the differences by sex are
quantified in Table 8.16.
Table 8.16: The percentage difference between the modelled and official population projections in 2036 by sex
and region, where positive figures indicate the official projections were higher than the modelled projections
Region Males Females Total
South-East Qld −1.6% 0.2% −1.3%
Townsville–Thuringowa 0.9% 1.1% 0.8%
Maranoa and District −1.0% −0.4% −0.7%
Far North Qld 0.3% 0.0% 0.7%
South West Qld 4.6% 1.9% 3.3%
Central West Qld 2.1% 1.4% 1.8%
Central Qld −0.3% 0.0% −0.5%
Cape York 3.7% 3.8% 3.8%
Mackay–Whitsundays 0.3% −0.3% 0.0%
Eastern Downs 0.5% −0.5% 0.0%
Wide Bay–Burnett 0.2% 0.2% 0.2%
Gulf region 3.9% 3.6% 3.8%
North West Qld 3.2% 2.8% 3.0%
The populations projected by the microsimulation models were within acceptable margins of the official
population projections. The largest differences observed were for the regions with small populations, such
as Cape York, South West Queensland and North West Queensland, which reflects the difficulty of
matching to a very small target while larger regions allow greater margins of error before there becomes a
large percent difference between the projections.
As shown in Figures 8.15 – 8.27, the age groups also largely approximated the official population
projections, however there was a tendency for the youngest age group to be under-represented in the
simulated figures and the older age groups to be slightly over-represented resulting in similar simulated and
official projections overall. For instance, the simulated Maranoa and District population has approximately
300 fewer 0–9 year olds than the official projections, a difference of −10.0%, while the older age groups
have between 150 people too many (10–19 years) and 200 people too few (80 years and over) cancelling out
the 0–9 years undercount.
These age group differences are important to consider as the incidence rate of foodborne diseases vary by
age, typically peaking in individuals aged 0–4 years, and may therefore affect the resulting estimates of
health and economic costs. This highlights a key issue with microsimulation models in that combinations
of demographic details such as fertility, the sex ratio of births and migration must be specified precisely to
match official projections as small differences can easily change the model’s results.
I adjusted the fertility and age- and sex-specific migration rates to as closely as possible resemble the
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official projections by age and sex, however given time constraints, I decided to proceed with models that
gave overall accurate population projections by sex and reasonably matched official projections by age
groups. Future studies may wish to spend additional time to gain closer matches between simulated and
official projections for each age group.
Figure 8.15: Simulated (left) and official population projections (right) by age group and sex in 2036 for
South-East Queensland
Figure 8.16: Simulated (left) and official population projections (right) by age group and sex in 2036 for
Townsville–Thuringowa region
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Figure 8.17: Simulated (left) and official population projections (right) by age group and sex in 2036 for
Maranoa and District
Figure 8.18: Simulated (left) and official population projections (right) by age group and sex in 2036 for
Far North Queensland
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Figure 8.19: Simulated (left) and official population projections (right) by age group and sex in 2036 for
South West Queensland
Figure 8.20: Simulated (left) and official population projections (right) by age group and sex in 2036 for
Central West Queensland
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Figure 8.21: Simulated (left) and official population projections (right) by age group and sex in 2036 for
Central Queensland
Figure 8.22: Simulated (left) and official population projections (right) by age group and sex in 2036 for
Cape York region
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Figure 8.23: Simulated (left) and official population projections (right) by age group and sex in 2036 for
Mackay–Whitsundays region
Figure 8.24: Simulated (left) and official population projections (right) by age group and sex in 2036 for
Eastern Downs region
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Figure 8.25: Simulated (left) and official population projections (right) by age group and sex in 2036 for
Wide Bay–Burnett region
Figure 8.26: Simulated (left) and official population projections (right) by age group and sex in 2036 for
the Gulf region
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Figure 8.27: Simulated (left) and official population projections (right) by age group and sex in 2036 for
North West Queensland
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8.6.2 Disease transitions
I allocated the first 8 years of the simulation, 2008–2015, to burn-in and validation. During the burn-in
period, I observed a delay of around 2 years until the number of acute infections stabilised to the expected
rate, and a much longer delay for sequelae cases to achieve the expected rates (e.g. 10% of salmonellosis
cases developing PI-IBS). For instance, Figure 8.28 shows a spike in salmonellosis cases in 2008–2010 in the
baseline scenario for the Gulf region before settling into a stable number of cases over the remaining years.
This results from starting all individuals as healthy, meaning the entire population is vulnerable to illness
and higher rates of illness occur until the simulation achieves a representative incidence of illness.
Figure 8.28: The simulated number of acute salmonellosis cases (red line, with 95% confidence intervals)
between 2008 and 2036 in the baseline scenario for the Gulf region.
The burn-in phase was longer for sequelae conditions with incidence rates for ReA and PI-IBS lower than
required as too few individuals initially had salmonellosis to trigger the proportion of sequelae cases
expected. Figure 8.29 shows the incidence of ReA was too low until reaching expected levels around 2011,
while in Figure 8.30 the burn-in time for IBS was substantially longer – up to 2015 – due to the 5 year
duration of IBS. By 2016, the start of the results period, the simulations had achieved the expected
number of cases.
144 CHAPTER 8. METHODOLOGY II: MICROSIMULATION MODELS
Figure 8.29: The simulated number of ReA cases (red line, with 95% confidence intervals) between 2008
and 2036 in the baseline scenario for the Gulf region.
Figure 8.30: The simulated number of PI-IBS cases (red line, with 95% confidence intervals) between 2008
and 2036 in the baseline scenario for the Gulf region.
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Table 8.17: The percentage of transitions between salmonellosis and healthy or sequelae states in the
microsimulation model and the percentage expected from the literature by age group and sex
Simulated percentage Expected percentage
Sex and age Healthy Hosp. PI-IBS ReA Healthy Hosp. PI-IBS ReA
Females
0–9 years 76.7 1.9 9.6 11.8 77.1 1.9 9.4 11.7
10–19 years 78.2 2.2 8.9 10.7 76.9 1.9 9.6 11.7
20–29 years 45.2 1.9 35.1 17.8 45.5 1.9 36.0 16.6
30–39 years 58.8 1.2 23.2 16.7 57.0 1.9 24.5 16.6
40–49 years 67.5 1.5 12.6 18.4 68.5 1.9 13.0 16.6
50–59 years 68.8 2.5 14.1 14.7 68.5 1.9 13.0 16.6
60–69 years 78.0 1.8 3.8 16.4 77.7 1.9 3.8 16.6
70+ years 78.7 1.8 4.2 15.4 77.7 1.9 3.8 16.6
All ages 73.0 1.9 11.2 13.9 69.5 1.9 13.6 15.0
Males
0–9 years 92.1 2.1 4.3 1.5 92.1 1.9 4.4 1.6
10–19 years 91.2 2.5 4.1 2.2 92.0 1.9 4.5 1.6
20–29 years 78.7 1.8 16.7 2.8 78.9 1.9 16.9 2.3
30–39 years 86.1 1.3 10.8 1.9 84.3 1.9 11.5 2.3
40–49 years 90.8 1.4 5.5 2.2 89.7 1.9 6.1 2.3
50–59 years 90.2 2.0 5.6 2.2 89.7 1.9 6.1 2.3
60–69 years 93.6 2.1 2.0 2.3 94.0 1.9 1.8 2.3
70+ years 95.1 1.2 1.5 2.2 94.0 1.9 1.8 2.3
All ages 90.7 1.9 5.5 1.9 89.7 1.9 6.4 2.0
Persons
0–9 years 84.9 2.0 6.8 6.3 84.6 1.9 6.9 6.6
10–19 years 86.0 2.4 6.0 5.6 84.4 1.9 7.0 6.6
20–29 years 65.4 1.9 24.0 8.8 62.2 1.9 26.4 9.4
30–39 years 72.3 1.3 17.1 9.4 70.7 1.9 18.0 9.4
40–49 years 78.1 1.5 9.4 11.0 79.1 1.9 9.6 9.4
50–59 years 80.3 2.2 9.5 8.0 79.1 1.9 9.6 9.4
60–69 years 86.0 2.0 2.9 9.2 85.9 1.9 2.8 9.4
70+ years 85.3 1.5 3.1 10.1 85.9 1.9 2.8 9.4
All ages 82.2 1.9 8.2 7.7 79.6 1.9 10.0 8.5
I also ensured the validity of several aspects of the disease simulations by checking:
• that the baseline scenarios were simulating the correct infection incidence rate by checking the
number of simulated acute infections between 2010–2013 (the years post-burn-in for which I had both
simulated and actual data) were similar to the number of cases reported by Queensland Health for
the same years after applying the multipliers to adjust for under-reporting and the proportion of
cases acquired domestically through food.
• that the baseline scenarios were simulating the correct incidence rates throughout the simulation by
checking that the number of cases simulated for 2016-2036 were similar to the adjusted number of
cases reported by Queensland Health for 2010–2013 × 6.7 as a crude indicator of the number of cases
to occur between 2016–2036.
• that, as there were no data against which to validate the number of cases simulated in the climate
change scenarios, the age- and sex-specific rate of transitions between the acute infection and the
sequelae conditions approximated the rates expected from the literature, and that the incidence rate
of the acute infection was face valid based on the baseline incidence rate.
Regarding this final check, Table 8.17 shows the simulated and expected percentage of age- and sex-specific
transitions between the acute infection and sequelae conditions. The simulated data are from the high
climate change scenario for salmonellosis in Central Queensland but are representative of the set of climate
change scenarios. The close approximation of the models internal transitions and its output, including the
projected population structure, support the validity of the microsimulation models’ results.
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8.7 Assumptions
Another consideration in using microsimulation models are the underlying assumptions made. For the
models used in this thesis, these include:
• that the associations between temperature, rainfall and the diseases as calculated by the switching
and regression models will remain the same until 2036 [12, 91].
• that individuals’ susceptibility to disease is unchanged until 2036 and is not altered through, for
instance, the development of vaccines against foodborne disease.
• similarly, that there would be no change in future circumstances which would alter the susceptibility
of individuals to climate change [12]. The study’s estimates may then represent a worst case scenario
as ongoing research into climate change may reduce the susceptibility of individuals to its future
effects.
• that similar rates of sequelae conditions occur following initial foodborne disease infections in future.
• Several assumptions pertaining to rates of fertility, mortality and migration have been made due to
the matching of the microsimulation’s population projections to the QGSO’s population projections.
Medium level regional population projections from the QGSO were used to validate the models’
regional projections to 2036. The assumptions made by QGSO in producing the regional population
projections were:
– The total Queensland fertility rate – applied to all regions – decreased to 1.9 children per
woman by 2018–2019, then remained constant to 2036
– Life expectancy was projected to steadily increase over time
– Net interstate migration was set to reach 15,000 people annually by 2024-2025, then remain
constant to 2036
– Net overseas migration for Australia was set to increase to 250,000 annually by 2019–2020 then
remain constant, with Queensland to absorb 19.0% of migrants by 2024–2025, increasing to
22.0% by 2060–2061 [193].
These assumptions do not undermine the validity or reliability of the model. The purpose of the model was
not to determine the specifics of disease transmission in the future, which would indeed rely upon
knowledge of future vaccination options, infrastructure availability and other factors influencing
transmission. The purpose of the model was to estimate what the health and economic costs of key
foodborne diseases will be in Queensland regions until 2036 under the projected climate changes. With this
scope in mind, it was reasonable to hold population factors such as susceptibility to disease and climate
steady to establish, in a society similar to today’s own, how climate change would affect the incidence of
foodborne diseases [79].
8.8 Summary
This chapter described the method I used to estimate the health and economic costs of salmonellosis,
campylobacteriosis and cryptosporidiosis under baseline, low, and high climate change scenarios from 2016
to 2036 in 13 regions of Queensland. Namely, I first calculated the relative risk ratio of each disease in each
region under the low and high climate change scenarios compared to the baseline climate. Generally, the
risk of each disease was increased for most regions of Queensland under the climate changes projected, with
a greater risk of disease under the high climate change scenario than the baseline or low scenarios. The risk
was more greatly increased for cryptosporidiosis, followed by salmonellosis then campylobacteriosis.
However a small number of regions were at a decreased risk of disease under the climate change scenarios.
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I then incorporated these changed risk under climate change into microsimulation models. Each model
used regional demographic and disease incidence data, and all health and demographic transitions in the
model were age- and sex-specific as drawn from previous studies of foodborne disease pathways. The
microsimulation models progressed all individuals through the simulation period, experiencing
demographic events and changes in their health states. I summed the total time all individuals spent ill in
each climate change scenario and calculated from this the QALYs lost, then converted this to an economic
cost using the willingness-to-pay threshold.
From this we can see first, the overall health and economic costs of foodborne disease in future, second, the
effect climate change may have on these costs, and third, identify population groups who drive costs due to
their susceptibility to foodborne disease and its sequelae. Having undertaken several checks of the internal
and external validity of these models and quantified a key source of uncertainty, I am assured of the
validity of the estimates of the health and economic costs of these foodborne diseases under climate change
between 2016 and 2036 which are provided in the next chapter.
Chapter 9
Results II: The costs of foodborne
diseases under climate change
This chapter describes the key results of this thesis: estimates of the health and economic costs of
salmonellosis, campylobacteriosis and cryptosporidiosis between 2016–2036 in each Queensland region
under baseline and low and high climate change scenarios from the microsimulation models. I first present
the cost estimates for each disease in each region and scenario, and then demonstrate the depth of detail
able to be generated from microsimulation models using the results for salmonellosis in Central Queensland
as an example.
9.1 Estimates of the health and economic costs of foodborne
disease to 2036 under climate change scenarios
The health and economic costs of the three foodborne diseases varied substantially by region and climate
scenario. The costs are summarised in seven tables below. The projected number of cases of acute
foodborne disease and rate per 100,000 people, each with 95% confidence intervals (CIs), are in Table 9.1.
The estimated number and rate per 100,000 people of Quality-Adjusted Life Years (QALYs) lost and
economic costs of salmonellosis are in Table 9.2, followed by the overall differences in costs between the
baseline and low and high climate change scenarios, and between the low and high scenarios by region in
Table 9.3. The same results for campylobacteriosis are in Tables 9.4 and 9.5, and results for
cryptosporidiosis are in Tables 9.6 and 9.7.
Please note that for some regions the overall differences in costs between the scenarios in Tables 9.3, 9.5
and 9.7 may not match the difference between the costs of scenarios in Tables 9.2, 9.4, 9.6. This occurs
where the number of simulations used to calculate the overall differences is different to the number of
simulations used to calculate the results in Tables 9.2, 9.4, 9.6 due to the method used, as described in
Section 8.4. For instance, if the costs of the baseline scenario for a region were calculated from 100
simulations, but only 20 simulations were run for the climate change scenarios, the overall differences
between the baseline and climate change scenarios used 20 simulations from each scenario. This gave
slightly different results than if the difference was calculated using all 100 baseline simulations.
9.1.1 Salmonellosis
The total undiscounted cost of salmonellosis to Queensland between 2016–2036 was 8,680 QALYs (8,316,
9,046) and $556 million ($534m, $579m) in the baseline scenario. By region, these costs ranged from 17.9
QALYs (95% CI = 14.7, 21.8) and $1.1 million (95% CI = $0.9m, $1.4m) in South West Queensland to
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5,378 QALYs (5,189, 5,596) and $344m ($332m, $358m) in South-East Queensland. These rankings were
expected given South-East Queensland has the largest population and South West Queensland the
smallest. The rankings are quite different when the costs are considered per 100,000 people in each region.
In which case the Gulf region experienced the highest losses at 23.7 QALYS (20.3, 26.3) and $1.5m ($1.3m,
$1.7m) per 100,000 people, followed closely by North West Queensland at 23.5 QALYS (21.7, 25.2) and
$1.5m ($1.4, $1.6m) per 100,000 people, and Central West Queensland at 21.4 QALYs (18.5, 24.2) and
$1.4m ($1.2m, $1.5m) per 100,000 people. The lowest losses occurred in South-East Queensland with 6.3
QALYs (6.1, 6.6) and $405,000 ($391,000, $422,000) lost per 100,000 people, and Eastern Downs with 6.9
QALYs (6.5, 7.2) and $439,000 ($416,000, $461,000) lost per 100,000 people.
These findings result from the higher incidence rates of salmonellosis in warmer northern regions, with
926.6 (878.7, 973.3) cases per 100,000 people in the Gulf region, 899.1 (873.2, 923.5) cases per 100,000
people in North West Queensland, and 740.0 (703.6, 774.8) cases per 100,000 people in Central West
Queensland. Comparatively, the baseline incidence rate of salmonellosis in South-East Queensland was
224.5 (222.1, 228.1) cases per 100,000 and 254.5 (249.3, 259.9) cases per 100,000 people in Eastern Downs.
Under climate change, the total undiscounted cost of salmonellosis to Queensland rose to 8,852 QALYs
(8,483, 9,138) and $565m ($542m, $585m) under the low climate change scenario, and 9,038 QALYs (8,704,
9,348) and $578m ($557m, $598m) under the high scenario. I did not carry out significance testing in this
thesis so cannot definitively say whether any difference in costs between scenarios in a region is statistically
significant. However we can be certain that the results mean there is a substantial change in the costs of a
disease between climate change scenarios if the confidence interval of an estimated difference does not cross
zero. If the confidence interval does cross zero, the effect of climate change on the estimate – as the
difference in costs between two scenarios – was considered negligible. As such, the changes in overall costs
of salmonellosis to Queensland between the baseline and climate changes scenarios were negligible as the
changes represent a 1.8% (−3.4%, 5.3%) increase in costs from the baseline to low climate change scenario,
and 4.1% (−0.2%, 7.8%) increase between the baseline and high climate change scenarios.
Looking at specific regions, the effect of climate change did influence the costs of salmonellosis compared to
the baseline scenario. The costs increased under the high change scenario in South-East Queensland, the
Mackay–Whitsundays region and Eastern Downs, and under both the low and high change scenarios in
Central Queensland. Eastern Downs had the highest increase in costs at 7.9%, which is an extra 16.8
QALYs (8.1, 29.8) and $1.1m ($520,000, $1.9m) lost than under baseline conditions. In South-East
Queensland the costs were estimated to increase by 6.4% (2.2%, 9.6%) – an additional 342.5 QALYs
(115.6, 538.1) and $22.0m ($7.4m, $34.4m) lost. In the Mackay–Whitsundays region an additional 19.7
QALYs (6.3, 41.8) and $1.3m ($405k, $2.7m) were estimated to be lost due to climate change, an increase
of 4.3% (1.4%, 8.8%). In Central Queensland, the costs increased by 5.2% (1.3%, 8.7%) under the low
climate change scenario – 23.5 QALYs (5.9, 41.1) and $1.5m ($378k, $2.6m) – and by 6.6% (1,2%, 10.4%)
under high climate change – 29.9 QALYs (5.2, 49.2) and $1.9m ($331k, $3.2m).
The costs of salmonellosis decreased under both climate change scenarios in the Townsville–Thuringowa
and Far North Queensland regions. In Townsville–Thuringowa, costs decreased by 6.6% (2.4%, 10.4%)
under the low change scenario, which was a reduction in costs of 47.0 QALYs (17.6, 69.8) and $3.0m
($1.1m, $4.5m), and by 4.3% (2.2%, 7.7%) under the high change scenario, which was 30.8 QALYs (16.0,
51.6) and $2.0m ($1.0m, $3.3m). In Far North Queensland the costs decreased by 11.0% (6.7&, 17.2%)
under the low change scenario – 54.8 QALYs (34.7, 81.4) and $3.5m ($2.2m, $5.2m) and by 7.6% (3.9%,
12.4%) in the high change scenario, which was a reduction of 38.0 QALYs (20.4, 58.3) and $2.4m ($1.3m,
$3.7m).
An important comparison to make was whether there were substantial differences in the costs between the
low and high climate change scenarios which would indicate whether reducing our current trajectory of
high climate change toward the low climate change scenario would reduce the future costs of salmonellosis.
I found that efforts to reduce climate change could result in a 3.0% (0.3%, 6.2%) reduction in costs in Far
North Queensland and 2.7% (0.5%, 6.0%) reduction in Wide Bay–Burnett, which would result in a
reduction of 16.8 QALYs (1.2, 32.8) and $1.1m ($76k, $2.1m) in Far North Queensland, and 20.9 QALYs
(6.7, 43.5) and $1.4m ($431k, $2.8m) in Wide Bay–Burnett.
Table 9.1: Projected number and average annual incidence rate of salmonellosis, campylobacteriosis and cryptosporidiosis cases between 2016–2036 in each
region of Queensland under the baseline, low and high climate change scenarios with 95% confidence intervals
Salmonellosis
Region Baseline Low change High change Baseline Low change High change
no. no. no. rate rate rate
South-East Queensland 190,531 (188,566, 193,542) 201,766 (200,622, 203,623) 204,460 (202,100, 206,866) 224.5 (222.1, 228.1) 237.8 (236.4, 239.9) 240.9 (238.2, 243.8)
Townsville–Thuringowa 27,734 (27,436, 28,066) 25,475 (25,003, 25,866) 26,196 (25,944, 26,486) 454.9 (450.0, 460.3) 417.8 (410.1, 424.2) 429.6 (425.5, 434.4)
Maranoa and District 3,994 (3,868, 4,104) 4,198 (4,073, 4,349) 4,360 (4,210, 4,481) 523.4 (506.8, 537.8) 550.1 (533.7, 569.9) 571.4 (551.7, 587.2)
Far North Qld 19,595 (19,355, 19,913) 16,960 (16,755, 17,216) 17,540 (17,304, 17,789) 327.2 (323.1, 332.5) 283.2 (279.7, 287.4) 292.9 (288,9, 297.0)
South West Qld 620 (579, 662) 635 (589, 689) 649 (608, 698) 405.1 (378.4, 432.6) 415.0 (384.9, 450.2) 424.1 (397.3, 456.1)
Central West Qld 1,467 (1,395, 1,536) 1,557 (1,480, 1,640) 1,627 (1,550, 1,713) 740.0 (703.6, 774.8) 785.4 (746.5, 827.2) 820.7 (781.8, 864.0)
Central Queensland 18,731 (18,496, 18,934) 19,891 (19,689, 20,093) 20,400 (20,066, 20,685) 312.8 (308.9, 316.2) 332.2 (328.8, 335.6) 340.7 (335.1, 345.5)
Cape York 2,235 (2,158, 2,328) 2,274 (2,175, 2,355) 2,306 (2,218, 2,398) 328.3 (317.0, 342.0) 338.7 (325.8, 352.3) 338.7 (325.8, 252.3)
Mackay–Whitsundays 17,717 (17,475, 17,999) 18,478 (18,263, 18,715) 18,786 (18,507, 19,025) 371.6 (366.5, 377.5) 387.5 (383.0, 392.5) 394.0 (388.1, 399.0)
Eastern Downs 7,868 (7,709, 8,034) 8,306 (8,131, 8,457) 8,585 (8,438, 8,745) 254.5 (249.3, 259.9) 268.7 (263.0, 273.5) 277.7 (272.9, 282.9)
Wide Bay–Burnett 22,434 (22,244, 22,672) 22,455 (22,222, 22,701) 23,552 (23,280, 23,769) 320.4 (317.7, 323.8) 320.7 (317.4, 324.3) 336.4 (332.5, 339.5)
Gulf region 1,587 (1,505, 1,667) 1,513 (1,433, 1,598) 1,569 (1,493, 1,635) 926.6 (878.7, 973.3) 883.4 (836.7, 933.0) 916.1 (871.7, 954.6)
North West Qld 5,854 (5,685, 6,013) 5,830 (5,664, 5,986) 5,894 (5,727, 6,041) 899.1 (873.2, 923.5) 895.4 (869.9, 919.3) 899.0 (879.2, 919.9)
Queensland 320,367 (316,470, 325,469) 329,454 (326,110, 333,293) 335,883 (331,442, 340,279) 266.1 (262.8, 270.3) 273.6 (270.8, 276.8) 278.9 (275.3, 282.6)
Campylobacteriosis
Region Baseline Low change High change Baseline Low change High change
no. no. no. rate rate rate
South-East Queensland 703,144 (695,024, 740,008) 697,206 (693,464, 701,477) 699,048 (695,472, 702,465) 828.6 (819.0. 872.0) 821.6 (817.2, 826.6) 823.7 (819.5, 827.8)
Townsville–Thuringowa 67,773 (67,202, 68,176) 66,520 (66,143, 66,849) 66,475 (66,114, 66,764) 1,111.6 (1,102.2, 1,118.2) 1,091.0 (1,084.8, 1,096.4) 1,090.3 (1,084.4, 1,095.0)
Maranoa and District 7,236 (7,085, 7,413) 6,951 (6,799, 7,111) 6,914 (6,816, 7,009) 948.2 (928.5, 971.4) 910.9 (891.0, 931.9) 906.0 (893.2, 918.5)
Far North Qld 53,698 (53,260, 54,051) 52,354 (52,139, 52,546) 52,264 (51,856, 52573) 896.5 (889.2, 902.4) 874.1 (870.5, 877.3) 872.6 (865.8, 877.8)
South West Qld 1,282 (1,226, 1,347) 1,236 (1,169, 1,298) 1,239 (1,183, 1,296) 837.7 (801.2, 880.2) 807.7 (763.9, 848.2) 809.6 (773.7, 846.9)
Central Queensland 37,638 (37,304, 37,900) 37,696 (37,472, 38,091) 38,240 (37,920, 38,716) 628.6 (623.0, 633.0) 629.6 (625.8, 636.2) 638.7 (633.3, 646.6)
Eastern Downs 31,858 (31,568, 32,081) 33,683 (33,396, 33,914) 33,155 (32,865, 33,362) 1,030.4 (1,021.0, 1,037.6) 1,089.5 (1,080.2, 1,096.9) 1,072.4 (1,063.0, 1,079.1)
Wide Bay–Burnett 55,682 (55,294, 55,982) 53,162 (52,943, 53,470) 52,822 (52,288, 53,353) 795.4 (789.8, 799.6) 759.4 (756.2, 763.8) 754.5 (746.9, 762.1)
Gulf region 628 (577, 669) 592 (551, 639) 591 (538, 640) 366.7 (336.9, 390.6) 345.6 (321.7, 373.1) 345.1 (314.1, 373.7)
Queensland 958,939 (948,540, 997,627) 949,400 (944,076, 955,395) 950,745 (945,065, 956,171) 796.4 (787.7, 828.5) 788.4 (784.0, 793.4) 789.6 (784.8, 794.1)
Cryptosporidiosis
Region Baseline Low change High change Baseline Low change High change
no. no. no. rate rate rate
South-East Queensland 11,108 (10,540, 11,695) 11,234 (10,792, 11,668) 13,740 (13,130, 14,046) 13.1 (12.4, 13.8) 13.2 (12.7, 13.7) 16.2 (15.5, 16.6)
Townsville–Thuringowa 1,590 (1,526, 1,663) 1,524 (1,478, 1,571) 1,637 (1,555, 1,694) 26.1 (25.0, 27.3) 25.0 (24.2, 25.8) 26.8 (25.5, 27.8)
Maranoa and District 190 (168, 219) 208 (179, 239) 217 (190, 254) 24.9 (22.0, 28.7) 27.3 (23.5, 31.3) 28.4 (24.9, 33.3)
Far North Qld 1,332 (1,278, 1,380) 1,181 (1,124, 1,249) 1,302 (1,231, 1,374) 22.2 (21.3, 23.0) 19.7 (18.8, 20.9) 21.7 (20.6, 22.9)
Central West Qld 29 (21, 43) 27 (21, 38) 29 (21, 41) 14.6 (10.6, 21.7) 13.6 (10.6, 19.2) 14.6 (10.6, 20.7)
Central Queensland 499 (465, 543) 533 (498, 562) 559 (531, 583) 8.3 (7.8, 9.1) 8.9 (8.3, 9.4) 9.3 (8.9, 9.7)
Cape York 138 (114, 160) 138 (115, 163) 139 (111, 162) 20.3 (16.7, 23.5) 20.3 (16.9, 23.9) 20.4 (16.3, 23.8)
Mackay–Whitsundays 638 (594, 681) 679 (638, 720) 735 (690, 788) 13.4 (12.5, 14.3) 14.2 (13.4, 15.1) 15.4 (14.5, 16.5)
Eastern Downs 808 (759, 870) 913 (865, 968) 931 (869, 992) 26.1 (24.5, 28.1) 29.5 (28.0, 31.3) 30.1 (28.1, 32.1)
Wide Bay–Burnett 630 (579, 673) 635 (594, 670) 661 (621, 703) 9.0 (8.3, 9.6) 9.1 (8.5, 9.6) 9.4 (8.9, 10.0)
North West Qld 79 (64, 96) 86 (70, 105) 91 (76, 111) 12.1 (9.8, 14.7) 12.3 (10.8, 16.1) 13.9 (11.7, 17.1)
Queensland 17,041 (16,109, 18,022) 17,153 (16,374, 17,953) 20,041 (19,024, 20,749) 14.2 (13.4, 15.0) 14.2 (13.6, 14.9) 16.6 (15.8, 17.2)
Queensland totals for campylobacteriosis exclude possible costs from Central West Queensland, Cape York region, Mackay–Whitsundays region, and North West Queensland
Queensland totals for cryptosporidiosis exclude possible costs from South West Queensland and the Gulf region.
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Table 9.2: Discounted and undiscounted health and economic costs and rates per 100,000 people of salmonellosis and its sequelae in each region of
Queensland between 2016–2036 under baseline, low and high climate change scenarios with 95% confidence intervals
Region Baseline scenario
Undiscounted QALYs Discounted QALYs Undiscounted $ Discounted $ QALYs per 100,000 $ per 100,000
South-East Queensland 5,378.4 (5,188.8, 5,596.4) 3,991.2 (3,845.7, 4,147.3) $344.2m ($332.1m, $358.2m) $255.4m ($246.1m, $265.4m) 6.3 (6.1, 6.6) $405k ($391k, $422k)
Townsville–Thuringowa 711.9 (688.2, 734.8) 529.0 (512.3, 545.3) $45.6m ($44.0m, $47.0m) $33.9m ($32.8m, $34.9m) 11.7 (11.0, 12.1) $747k ($722k, $771k)
Maranoa and District 109.2 (100.7, 119.0) 82.4 (76.3, 90.0) $7.0m ($6.4m, $7.6m) $5.3m ($4.8m, $5.8m) 14.3 (13.2, 15.6) $916k ($844k, $998k)
Far North Qld 497.2 (472.0, 517.5) 370.6 (352.5, 386.8) $31.8m ($30.2m, $33.1m) $23.7m ($22.6m, $24.8m) 8.3 (7.9, 8.6) $531k ($504k, $553k)
South West Qld 17.9 (14.7, 21.8) 13.8 (11.3, 16.8) $1.1m ($0.9m, $1.4m) $0.9m ($0.7m, $1.1m) 11.7 (9.6, 14.2) $749k ($613k, $911k)
Central West Qld 42.4 (36.7, 47.9) 33.0 (28.7, 37.2) $2.7m ($2.3m, $3.1m) $2.1m ($1.8m, $2.4m) 21.4 (18.5, 24.2) $1.4m ($1.2m, $1.5m)
Central Queensland 456.0 (440.3, 473.1) 339.2 (328.1, 352.8) $29.2m ($28.2m, $30.3m) $21.7m ($21.0m, $22.6m) 7.6 (7.4, 7.9) $487k ($471k, $506k)
Cape York 57.0 (50.7, 64.3) 42.7 (38.1, 48.1) $3.6m ($3.2m, $4.1m) $2.7m ($2.4m, $3.1m) 8.4 (7.4, 9.4) $536k ($477k, $605k)
Mackay–Whitsundays 457.6 (440.5, 475.7) 340.1 (327.7, 354.4) $29.3m ($28.2m, $30.4m) $21.8m ($21.0m, $22.7m) 9.6 (9.2, 10.0) $614k ($591k, $638k)
Eastern Downs 212.1 (200.7, 222.9) 158.7 (150.1, 166.7) $13.6m ($12.8m, $14.3m) $10.2m ($9.6m, $10.7m) 6.9 (6.5, 7.2) $439k ($416k, $461k)
Wide Bay–Burnett 546.0 (525.7, 563.9) 408.7 (393.6, 422.8) $34.9m ($33.6m, $36.1m) $26.2m ($25.2m, $27.1m) 7.8 (7.5, 8.1) $499k ($481k, $515k)
Gulf region 40.6 (34.8, 45.1) 31.0 (26.6, 34.6) $2.6m ($2.2m, $2.9m) $2.0m ($1.7m, $2.2m) 23.7 (20.3, 26.3) $1.5m ($1.3m, $1.7m)
North West Qld 153.3 (141.5, 164.0) 115.4 (106.8, 123.2) $9.8m ($9.1m, $10.5m) $7.4m ($6.8m, $7.9m) 23.5 (21.7, 25.2) $1.5m ($1.4m, $1.6m)
Queensland 8,679.6 (8,315.2, 9,046.2) 6,454.8 (6,197.8, 6,626.0) $555.5m ($533.5m, $579.0m) $413.3m ($396.5m, $430.7m) 7.2 (6.9, 7.5) $461k ($443k, $481k)
Low change scenario
Undiscounted QALYs Discounted QALYs Undiscounted $ Discounted $ QALYs per 100,000 $ per 100,000
South-East Queensland 5,609.8 (5,395.3, 5,768.1) 4,145.5 (3,990.5, 4,256.1) $359.0m ($345.2m, $369.2m) $265.3m ($255.4m, $272.4m) 6.6 (6.4, 6.8) $423k ($407k, $435k)
Townsville–Thuringowa 664.9 (643.2, 687.1) 496.1 (480.5, 512.0) $42.6m ($41.2m, 44.0m) $31.8m ($30.8m, $32.8m) 10.9 (10.5, 11.3) $698k ($675k, $721k)
Maranoa and District 112.5 (105.1, 120.3) 84.6 (78.7, 90.8) $7.2m ($6.7m, $7.7m) $5.4m ($5.0m, $5.8m) 14.7 (13.8, 15.8) $943k ($881k, $1.0m)
Far North Qld 442.4 (424.2, 459.5) 331.7 (317.9, 343.7) $28.3m ($27.2m, $29.4m) $21.2m ($20.3m, $22.0) 7.4 (7.1, 7.7) $473k ($453k, $491k)
South West Qld 16.0 (12.7, 19.2) 12.2 (9.6, 14.7) $1.0m ($0.8m, $1.2m) $0.8m ($0.6m, $0.9m) 10.5 (8.3, 12.5) $670k ($531k, $804k)
Central West Qld 40.6 (35.0, 45.7) 31.2 (26.9, 35.4) $2.6m ($2.2m, $2.9m) $2.0m ($1.7m, $2.3m) 20.5 (17.7, 23.1) $1.3m ($1.1m, $1.5m)
Central Queensland 479.5 (463.3, 499.4) 354.4 (342.4, 370.1) $30.7m ($29.7m, $32.0m) $22.7m ($21.9m, $23.7m) 8.0 (7.7, 8.3) $513k ($495k, $534k)
Cape York 56.7 (50.3, 61.9) 42.6 (37.8, 46.5) $3.6m ($3.2m, $4.0m) $2.7m ($2.4m, $3.0m) 8.3 (7.4, 9.1) $533k ($472k, $582k)
Mackay–Whitsundays 462.8 (441.5, 479.3) 342.5 (327.1, 355.3) $29.6m ($28.3, $30.7m) $21.9m ($20.9m, $22.7m) 9.7 (9.3, 10.1) $621k ($593k, $643k)
Eastern Downs 221.2 (207.2, 232.5) 165.2 (154.5, 173.1) $14.2m ($13.3m, $14.9m) $10.6m ($9.9m, $11.1m) 7.2 (6.7, 7.5) $458k ($429k, $481k)
Wide Bay–Burnett 538.0 (517.5, 558.3) 402.2 (387.0, 416.9) $34.4m ($33.1, $35.7m) $25.7m ($24.8m, $26.7m) 7.7 (7.4, 8.0) $492k ($473k, $510k)
Gulf region 37.9 (33.0, 43.8) 28.5 (24.9, 32.7) $2.4m ($2.1m, $2.8m) $1.8m ($1.6m, $2.1m) 22.1 (19.3, 25.6) $1.4m ($1.2m, $1.6m)
North West Qld 152.7 (142.9, 161.6) 114.9 (106.9, 122.1) $9.8m ($9.1m, $10.3m) $7.4m ($6.8m, $7.8m) 23.5 (21.9, 24.8) $1.5m ($1.4m, $1.6m)
Queensland 8,852.4 (8,483.3, 9,138.4) 6,551.6 (6,284.7, 6,659.4) $565.4m ($542.2m, $584.7m) $419.2m ($402.1m, $433.3m) 7.3 (7.0, 7.6) $470k ($450k, $486k)
High change scenario
Undiscounted QALYs Discounted QALYs Undiscounted $ Discounted $ QALYs per 100,000 $ per 100,000
South-East Queensland 5,720.9 (5,528.5, 5,888.2) 4,234.4 (4,093.1, 4,354.9) $366.1m ($353.8m, $376.8m) $271.0m ($262.0m, $278.7m) 6.7 (6.5, 6.9) $431k ($417k, $444k)
Townsville–Thuringowa 681.1 (660.4, 702.9) 507.6 (492.1, 524.5) $43.6m ($42.3m, $45.0m) $32.4m ($31.5m, $33.6m) 11.2 (10.8, 11.5) $715k ($693k, $738k)
Maranoa and District 116.0 (106.5, 125.0) 87.0 (80.1, 93.7) $7.4m ($6.8m, $8.0m) $5.6m ($5.1m, $6.0m) 15.2 (14.0, 16.4) $973k ($893k, $1.0m)
Far North Qld 459.2 (441.6, 476.6) 344.9 (331.8, 357.7) $29.4m ($28.2m, $30.5m) $22.0m ($21.2m, $22.9m) 7.7 (7.4, 8.0) $491k ($472k, $509k)
South West Qld 16.4 (13.4, 19.4) 12.6 (10.4, 15.0) $1.0m ($0.9m, $1.2m) $0.8m ($0.7m, $1.0m) 10.7 (8.8, 12.7) $684k ($562k, $813k)
Central West Qld 41.9 (37.2, 46.8) 32.2 (28.9, 36.0) $2.7m ($2.4m, $3.0m) $2.1m ($1.9m, $2.3m) 21.1 (18.8, 23.6) $1.4m ($1.2m, $1.5m)
Central Queensland 485.9 (469.6, 503.5) 358.6 (346.7, 372.5) $31.1m ($30.1m, $32.2m) $23.0m ($22.2m, $23.8m) 8.1 (7.8, 8.4) $519k ($502k, $538k)
Cape York 58.5 (52.1, 65.2) 43.6 (38.9, 48.1) $3.7m ($3.3m, $4.2m) $2.8m ($2.5m, $3.1m) 8.6 (7.7, 9.6) $550k ($490k, $613k)
Mackay–Whitsundays 477.3 (457.3, 495.9) 352.3 (338.2, 366.6) $30.5m ($29.3m, $31.7m) $22.5m ($21.6m, $23.5m) 10.0 (9.6, 10.4) $641k ($614k, $666k)
Eastern Downs 228.9 (217.9, 241.4) 170.2 (161.5, 179.3) $14.7m ($13.9m, $15.4m) $10.9m ($10.3m, $11.5m) 7.4 (7.0, 7.8) $474k ($451k, $500k)
Wide Bay–Burnett 558.9 (542.0, 574.7) 416.5 (404.2, 428.0) $35.8m ($34.7m, $36.8m) $26.7m ($25.9m, $27.4m) 8.0 (7.7, 8.2) $511k ($495k, $525k)
Gulf region 38.9 (33.7, 44.5) 29.2 (25.2, 33.2) $2.5m ($2.2m, $2.8m) $1.9m ($1.6m, $2.1m) 22.7 (19.7, 26.0) $1.5m ($1.3m, $1.6m)
North West Qld 154.1 (143.4, 163.9) 115.9 (107.5, 123.7) $9.9m ($9.2m, $10.5m) $7.4m ($6.9m, $7.9m) 23.7 (22.0, 25.2) $1.5m ($1.4m, $1.6m)
Queensland 9,038.0 (8,703.6, 9,348.0) 6,705.0 (6,458.6, 6,933.2) $578.4m ($557.0m, $598.3m) $429.1m ($413.4m, $443.8m) 7.5 (7.2, 7.8) $480k ($463k, $497k)
Rates are calculated per 100,000 people using undiscounted QALYs and dollars and the average regional population between 2016–2036.
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Table 9.3: Overall difference in discounted and undiscounted health and economic costs of salmonellosis and its sequelae in each region of Queensland
during 2016–2036 between the baseline and low and high climate change scenarios with 95% confidence intervals
Difference between baseline and low climate change scenarios
Region QALYs Discounted QALYs Dollars Discounted dollars Percent change
South-East Queensland 231.4 (−49.2, 401.1) 125.3 (−47.5, 273.2) $14.8m (−$3.2m, $25.7m) $8.0m (−$3.0m, $17.5m) 4.3% (−0.9%, 7.2%)
Townsville–Thuringowa −47.0 (−69.8, −17.6) −32.6 (−49.2, −11.4) −$3.0m (−$4.5m, −$1.1m) −$2.1m (−$3.2m, −$733k) −6.6% (−10.4%, −2.4%)
Maranoa and District 3.3 (−6.4, 11.2) 2.2 (−5.1, 8.3) $211k (−$407k, $716k) $141k (−$326k, $530k) 3.0% (−6.4%, 9.4%)
Far North Qld −54.8 (−81.4, −34.7) −38.9 (−59.3, −23.7) −$3.5m (−$5.2m, −$2.2m) −$2.5m (−$3.8m, −$1.5m) −11.0% (−17.2%, −6.7%)
South West Qld −1.9 (−4.9, 1.2) −1.6 (−3.8, 0.9) −$120k (−$317k, $76k) −$101k (−$245k, $57k) −10.6% (−33.3%, 5.5%)
Central West Qld −1.8 (−7.5, 4.0) −1.8 (−6.3, 2.6) −$114k (−$481k, $254k) −$112k (−$402k, $167k) −4.2% (−20.4%, 8.4%)
Central Queensland 23.5 (5.9, 41.1) 15.0 (0.8, 28.8) $1.5m ($378k, $2.6m) $958k ($49k, $1.8m) 5.2% (1.3%, 8.7%)
Cape York −0.3 (−6.1, 5.9) −0.1 (−4.4, 4.5) −$20k (−$390k, $379k) −$6k (−$279k, $285k) −0.5% (−12%, 9.2%)
Mackay–Whitsundays 5.2 (−10.5, 20.1) 2.7 (−9.4, 13.6) $335k (−$672k, $1.3m) $174k (−$600k, $869k) 1.1% (−2.4%, 4.2%)
Eastern Downs 9.1 (−6, 19.7) 6.1 (−4.2, 14.2) $585k (−$381k, $1.3m) $389k (−$271k, $907k) 4.3% (−3.0%, 8.8%)
Wide Bay–Burnett −8.0 (−28.3, 12.2) −4.4 (−21.0, 7.6) −$517k (−$1.8m, $782k) −$527k (−$1.3m, $487k) −1.5% (−5.4%, 2.2%)
Gulf region −2.7 (−7.7, 3.5) −2.5 (−6.5, 2.6) −$175k (−$492k, $222k) −$163k (−$417k, $167k) −6.7% (−22.1%, 7.8%)
North West Qld −0.6 (−9.9, 9.9) −0.5 (−7.7, 7.0) −$35k (−$631k, $630k) −$30k (−$493k, $446k) −0.4% (−7.0%, 6.0%)
Queensland 155.4 (−281.8, 477.6) 68.9 (−223.6, 328.2) $9.9m (−$18.0m, $30.6m) $4.2m (−$14.3m, $21.0m) 1.8% (-3.4%, 5.3%)
Difference between baseline and high climate change scenarios
Region QALYs Discounted QALYs Dollars Discounted dollars Percent change
South-East Queensland 342.5 (115.6, 538.1) 214.2 (78.7, 372.9) $22.0m ($7.4m, $34.4m) $13.7m ($5.0m, $23.9m) 6.4% (2.2%, 9.6%)
Townsville–Thuringowa −30.8 (−51.6, −16.0) −20.7 (−35.3, −11.4) −$2.0m (−$3.3m, −$1.0m) −$1.3m (−$2.3m, −$727k) −4.3% (−7.7%, −2.2%)
Maranoa and District 6.8 (−3.4, 16.2) 4.6 (−3.0, 10.9) $438k (−$218k, $1.0m) $293k (−$194k, $697k) 6.3% (−3.4%, 13.6%)
Far North Qld −38.0 (−58.3, −20.4) −25.8 (−41.4, −11.7) −$2.4m (−$3.7m, −$1.3m) −$1.6m (−$2.6m, −$750k) −7.6% (−12.4%, −3.9%)
South West Qld −1.5 (−5.0, 2.0) −1.2 (−3.7, 1.6) −$98k (−$320k, $126k) −$78k (−$236k, $103k) −8.4% (−34.0%, 9.2%)
Central West Qld −0.5 (−5.0, 5.0) −0.8 (−4.2, 3.4) −$27k (−$323k, $321k) −$49k (−$272k, $217k) −1.2% (−13.6%, 10.4%)
Central Queensland 29.9 (5.2, 49.2) 20.0 (0.3, 33.4) $1.9m ($331k, $3.2m) $1.3m ($18k, $2.1m) 6.6% (1.2%, 10.4%)
Cape York 1.5 (−5.3, 9.2) 0.9 (−3.9, 6.2) $92k (−$340k, $592k) $57k (−$251k, $399k) 2.6% (−10.5%, 14.3%)
Mackay–Whitsundays 19.7 (6.3, 41.8) 12.9 (2.8, 28.6) $1.3m ($405k, $2.7m) $827k ($179k, $1.8m) 4.3% (1.4%, 8.8%)
Eastern Downs 16.8 (8.1, 29.8) 10.9 (4.9, 20.8) $1.1m ($520k, $1.9m) $695k ($311k, $1.3m) 7.9% (4.0%, 13.4%)
Wide Bay–Burnett 12.9 (−4.2, 32.6) 6.1 (−5.7, 21.2) $822k (−$270k, $2.1m) $389k (−$363k, $1.4m) 2.4% (−0.8%, 5.8%)
Gulf region −1.7 (−7.6, 4.0) −1.9 (−6.1, 2.4) −$110k (−$485k, $253k) −$119k (−$390k, $151k) −4.2% (−21.8%, 8.9%)
North West Qld 0.8 (−11.2, 11.3) 0.5 (−8.7, 8.6) $51k (−$718k, $726k) $35k (−$559k, $552k) 0.5% (−7.9%, 6.9%)
Queensland 358.4 (−16.4, 702.8) 219.7 (−25.3, 486.9) $22.9m (−$1.1m, $45.0m) $14.1m (−$1.6m, $31.2m) 4.1% (−0.2%, 7.8%)
Difference between low and high climate change scenarios
Region QALYs Discounted QALYs Dollars Discounted dollars Percent change
South-East Queensland −111.1 (−359.4, 78.6) −88.9 (−268.2, 44.7) −$7.1m (−$23.0m, $5.0m) −$5.7m (−$17.2m, $2.9m) −1.6% (−5.0%, 0.8%)
Townsville–Thuringowa −16.8 (−36.2, 4.9) −11.9 (−28.0, 3.9) −$1.0m (−$2.3m, $316k) −$761k (−$1.8m, $249k) −1.8% (−4.4%, 0.6%)
Maranoa and District −3.5 (−12.7, 6.8) −2.4 (−9.0, 5.8) −$226k (−$815k, $434k) −$152k (−$576k, $373k) −2.1% (−8.6%, 4.8%)
Far North Qld −16.8 (−32.8, −1.2) −13.1 (−26.1, −1.5) −$1.1m (−$2.1m, −$76k) −$841k (−$1.7m, −$95k) −3.0% (−6.2%, −0.3%)
South West Qld −0.4 (−4.4, 2.8) −0.4 (−3.4, 2.0) −$22k (−$284k, $177k) −$23k (−$220k, $129k) −2.5% (−26.8%, 10.4%)
Central West Qld −1.3 (−7.1, 4.0) −1.0 (−5.5, 3.0) −$87k (−$452k, $253k) −$63k (−$354k, $194k) −2.5% (−15.7%, 6.6%)
Central Queensland −6.4 (−27.4, 16.8) −5.1 (−18.3, 13.7) −$410k (−$1.8m, $1.1m) −$325k (−$1.2m, $876k) −1.1% (−3.9%, 2.7%)
Cape York −1.8 (−7.5, 3.5) −1.0 (−4.9, 3.3) −$112k (−$480k, $222k) −$63k (−$311k, $213k) −1.8% (−9.7%, 5.3%)
Mackay–Whitsundays −14.5 (−38.4, 0.4) −10.2 (−28.1, 0.7) −$927k (−$2.4m, $29k) −$653k (−$1.8m, $48k) −2.2% (−6.4%, 0.1%)
Eastern Downs −7.7 (−16.4, 2.4) −4.8 (−10.8, 2.0) −$495k (−$1.0m, $155k) −$306k (−$690k, $131k) −2.2% (−5.2%, 0.9%)
Wide Bay–Burnett −20.9 (−43.5, −6.7) −14.3 (−31.1, −3.0) −$1.4m (−$2.8m, −$431k) −$916k (−$2.0m, −$190k) −2.7% (−6.0%, −0.5%)
Gulf region −1.0 (−6.8, 4.9) −0.7 (−4.8, 3.9) −$64k (−$435k, $316k) −$44k (−$306k, $246k) −1.8% (−14.5%, 8.9%)
North West Qld −1.4 (−11.5, 9.4) −1.0 (−8.4, 7.5) −$86k (−$733k, $605k) −$64k (−$541k, $478k) −0.7% (−5.9%, 4.6%)
Queensland −185.6 (−244.7, 48.0) −65.9 (−178.4, 41.3) −$11.9m (−$15.7m, $3.1m) −$4.2m (−$11.4m, $2.7m) −1.8% (−5.3%, 0.9%)
For differences between the baseline and climate change scenarios, negative figures indicate the costs are lower under climate change than in the baseline scenario, positive figures
indicate the costs are higher under climate change than in the baseline scenario. For the difference between the low and high change scenarios, negative figures indicate the costs are
lower in the low change scenario than in the high change scenario, positive figures indicate the costs are higher under the high change scenario than the low change scenario.
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9.1.2 Campylobacteriosis
Between 2016–2036, the total undiscounted cost of campylobacteriosis to Queensland under baseline
conditions was estimated to be 27,098 (22,683, 28,131) and $1.73 billion ($1.45b, $1.80b), the highest costs
of the three diseases examined in this thesis. This estimate excludes the potential costs from Central West
Queensland, Cape York, the Mackay–Whitsundays region and North West Queensland for which results
were not generated as no weather–disease associations were found for these regions. The costs in individual
regions varied substantially from 18.7 QALYs (13.6, 23.1) and $1.2m ($0.9m, $1.5m) in the Gulf region to
19,899 QALYs (15,677, 20,707) and $1.27b ($1.00b, $1.33b) in South-East Queensland.
When considered as a rate per 100,000 people in each region, the Townsville–Thuringowa region incurred
the highest costs at 32.8 QALYs (32.1, 33.5) and $2.1m ($2.1m, $2.1m) per 100,000 people, followed by
Maranoa and District with 26.7 QALYs (24.9, 28.5) and $1.7m ($1.6m, $1.8m) per 100,000 people, Eastern
Downs with 26.6 QALYs (25.7, 27.7) and $1.7m ($1.6m, $1.8m) per 100,000 people, and Far North
Queensland with 26.2 QALYs (25.4, 27.1) and $1.7m ($1.6m, $1.7m) per 100,000 people. These high costs
are driven by the high incidence rate of campylobacteriosis in these regions which were between 1,111.6
cases (1,102.2, 1,118.2) per 100,000 people in the Townsville–Thuringowa region and 896.5 cases (889.2,
902.4) per 100,000 people in Far North Queensland (see Table 9.1).
The regions with the lowest costs also had the lowest incidence rates of campylobacteriosis. The Gulf
region was estimated to have costs of 10.9 QALYs (7.9, 13.5) and $698,000 ($510,000, $863,000) per
100,000 people, and had an incidence rate of 366.7 cases (336.9, 390.6) per 100,000 people, while in Central
Queensland where the incidence rate of campylobacteriosis was 628.6 cases (623.0, 633.0) per 100,000
people, the costs were estimated as 18.9 QALYs (18.5, 19.5) and $1.2m ($1.2m, $1.2m) lost per 100,000
people.
Under low climate change, the overall costs of campylobacteriosis to Queensland were estimated to rise to
27,459 QALYs (26,827, 28,222) and $1.76b ($1.72b, $1.81b), and increase again under high climate change
to 27,6105 QALYs (27,018, 28,339) and $1.77b ($1.73b, $1.81b). These changes, however, represent
negligible increases of 1.3% (−3.7%, 16.2%) between the baseline and low change scenarios, and 1.9%
(−2.4%, 17.2%) between the baseline and high change scenarios.
The influence of climate change on the costs of campylobacteriosis in regions of Queensland was minimal.
Only in Eastern Downs did the estimated costs increase, with an additional 60.1 QALYs (25.8, 88.7) and
$3.8m ($1.6m, $5.7m) lost – a 7.3% (3.2%, 10.4%) increase – under the low change scenario, and an
additional 58.9 QALYs (34.5, 88.2) and $3.8m ($2.2m, $5.6m) – 7.2% (4.3%, 10.3%) – lost under the high
change scenario compared to baseline conditions. In Wide Bay–Burnett the costs of campylobacteriosis
decreased by 4.9% (3.3%, 7.5%) under the low change scenario, a reduction of 69.3 QALYs (48.7, 104.4)
and $4.4m ($3.1m, $6.7m), and by 6.5% (4.9%, 8.6%) under the high change scenario, reducing costs by
92.8 QALYs (71.4, 119.2) and $5.9m ($4.6m, $7.6m).
In all other regions the influence of climate change was negligible on the costs of campylobacteriosis.
Similarly, no substantial differences were observed between the costs under the low and high climate
change scenarios, suggesting mitigating climate change will have little effect of reducing the costs of
campylobacteriosis over the next two decades.
Table 9.4: Discounted and undiscounted health and economic costs and rates per 100,000 people of campylobacteriosis and its sequelae in each region of
Queensland between 2016–2036 under baseline, low and high climate change scenarios with 95% confidence intervals
Region Baseline
Undiscounted QALYs Discounted QALYs Undiscounted $ Discounted $ QALYs per 100,000 $ per 100,000
South-East Queensland 19,899.3 (15,677.0, 20,707.0) 14,768.0 (11,629.1, 15,380.2) $1.27b ($1.00b, $1.33b) $945.1m ($744.3m, $984.3m) 23.4 (18.5, 24.4) $1.5m ($1.2m, $1.6m)
Townsville–Thuringowa 2,000.2 (1,957.6, 2,043.8) 1,486.5 (1,456.3, 1,520.4) $128.0m ($125.3m, $130.8m) $95.0m ($93.2m, $97.3m) 32.8 (32.1, 33.5) $2.1m ($2.1m, $2.1m)
Maranoa and District 203.4 (189.7, 217.4) 152.4 (141.8, 162.2) $13.0m ($12.1m, $13.9m) $9.8m ($9.1m, $10.4m) 26.7 (24.9, 28.5) $1.7m ($1.6m, $1.8m)
Far North Qld 1,568.5 (1,521.8, 1,620.9) 1,170.3 (1,134.8, 1,209.9) $100.4m ($97.4m, $103.8m) $74.9m ($72.6m, $77.3m) 26.2 (25.4, 27.1) $1.7m ($1.6m, $1.7m)
South West Qld 35.4 (31.2, 40.2) 26.9 (23.8, 30.2) $2.3m ($2.0m, $2.6m) $1.7m ($1.5m, $1.9m) 23.1 (20.4, 26.3) $1.5m ($1.3m, $1.7m)
Central Queensland 1,134.3 (1,107.2, 1,167.8) 842.8 (821.4, 870.5) $72.6m ($70.9m, $74.7m) $53.9m ($52.6m, $55.7m) 18.9 (18.5, 19.5) $1.2m ($1.2m, $1.2m)
Eastern Downs 822.5 (794.7, 856.4) 614.6 (590.5, 640.4) $52.6m ($50.9m, $54.8m) $39.3m ($37.8m, $41.0m) 26.6 (25.7, 27.7) $1.7m ($1.6m, $1.8m)
Wide Bay–Burnett 1,418.5 (1,391.6, 1,455.5) 1,060.4 (1,041.0, 1,087.3) $90.8m ($89.1m, $93.1m) $67.9m ($66.6m, $69.6m) 20.3 (19.9, 20.8) $1.3m ($1.3m, $1.3m)
Gulf region 18.7 (13.6, 23.1) 13.8 (10.2, 17.0) $1.2m ($0.9m, $1.5m) $0.9m ($0.7m, $1.1m) 10.9 (7.9, 13.5) $698k ($510k, $863k)
Queensland 27,098.0 (22,682.9, 28,130.8) 20,135.7 (16,828.8, 20,912.9) $1.73b ($1.45b, $1.80b) $1.28b ($1.08b, $1.33b) 22.5 (18.8, 23.4) $1.4m ($1.2m, $1.5m)
Low change scenario
Undiscounted QALYs Discounted QALYs Undiscounted $ Discounted $ QALYs per 100,000 $ per 100,000
South-East Queensland 20,327.7 (19,907.7, 20,899.6) 15,094.6 (14,766.8, 15,511.8) $1.30b ($1.27b, $1.34b) $966m ($945m, $993m) 24.0 (23.5, 24.6) $1.5m ($1.5m, $1.6m)
Townsville–Thuringowa 1,957.1 (1,929.0, 1,984.0) 1,452.0 (1,431.3, 1,472.8) $125.3m ($123.5m, $127.0m) $93.0m ($91.6m, $94.3m) 32.1 (31.6, 32.5) $2.1m ($2.0m, $2.1m)
Maranoa and District 203.1 (186.4, 214.9) 152.5 (139.5, 162.4) $13.0m ($11.9m, $13.8m) $9.8m ($8.9m, $10.3m) 26.6 (24.4, 28.2) $1.7m ($1.6m, $1.8m)
Far North Qld 1,543.2 (1,497.7, 1,583.5) 1,154.2 (1,119.0, 1,188.0) $98.8m ($98.9m, $101.3m) $73.9m ($71.6m, $76.0m) 25.8 (25.0, 26.4) $1.6m ($1.6m, $1.7m)
South West Qld 41.7 (30.2, 50.4) 33.0 (23.3, 40.7) $2.7m ($1.9m, $3.2m) $2.1m ($1.5m, $2.6m) 27.2 (19.7, 32.9) $1.7m ($1.3m, $2.1m)
Central Queensland 1,136.9 (1,102.0, 1,170.8) 844.2 (819.3, 870.6) $72.8m ($70.5m, $74.9m) $54.0m ($52.4m, $55.7m) 19.0 (18.4, 19.6) $1.2m ($1.2m, $1.3m)
Eastern Downs 882.6 (850.3, 917.7) 658.1 (633.2, 685.7) $56.5m ($54.4m, $58.7m) $42.1m ($40.5m, $43.9m) 28.5 (27.5, 29.7) $1.8m ($1.8m, $1.9m)
Wide Bay–Burnett 1,349.2 (1,310.4, 1,380.1) 1,010.8 (980.4, 1,034.8) $86.4m ($83.9m, $88.3m) $64.7m ($62.7m, $66.2m) 19.3 (18.7, 19.7) $1.2m ($1.2m, $1.3m)
Gulf region 17.1 (13.1, 21.4) 12.8 (9.8, 15.9) $1.1m ($0.8m, $1.4m) $0.8m ($0.6m, $1.0m) 10.0 (7.6, 12.5) $639k ($488k, $801k)
Queensland 27,458.6 (26,826.8, 28,222.4) 20,412.2 (19,922.6, 20,982.7) $1.76b ($1.72b, $1.81b) $1.31b ($1.27b, $1.34b) 22.8 (22.3, 23.4) $1.5m ($1.4m, $1.5m)
High change scenario
Undiscounted QALYs Discounted QALYs Undiscounted $ Discounted $ QALYs per 100,000 $ per 100,000
South-East Queensland 20,501 (20,099, 21,046) 15,236 (14,915, 15,667) $1.31b ($1.29b, $1.35b) $975m ($955m, $1,003m) 24.2 (23.7, 24.8) $1.5m ($1.5m, $1.6m)
Townsville–Thuringowa 1,959.3 (1,927.3, 1,985.0) 1,455.2 (1,430.7, 1,472.1) $125.4m ($123.3m, $127.0m) $93.1m ($91.6m, $94.2m) 32.1 (31.6, 32.6) $2.1m ($2.0m, $2.1m)
Maranoa and District 202.6 (189.3, 217.0) 152.1 (142.5, 163.1) $13.0m ($12.1m, $13.9m) $9.7m ($9.1m, $10.4m) 26.5 (24.8, 28.4) $1.7m ($1.6m, $1.8m)
Far North Qld 1,541.7 (1,499.1, 1,581.8) 1,152.2 (1,117.9, 1,184.3) $98.7m ($95.9m, $101.2m) $73.7m ($71.5m, $75.8m) 25.7 (25.0, 26.4) $1.6m ($1.6m, $1.7m)
South West Qld 41.3 (31.3, 49.6) 32.3 (24.0, 40.0) $2.6m ($2.0m, $3.2m) $2.1m ($1.5m, $2.6m) 27.0 (20.5, 32.4) $1.7m ($1.3m, $2.1m)
Central Queensland 1,139.2 (1,114.4, 1,158.0) 844.3 (826.8, 858.3) $72.9m ($71.3m, $74.1m) $54.0m ($52.9m, $54.9m) 19.0 (18.6, 19.3) $1.2m ($1.2m, $1.2m)
Eastern Downs 881.4 (844.2, 921.2) 659.0 (629.1, 691.3) $56.4m ($54.0m, $59.0m) $42.2m ($40.3m, $44.2m) 28.5 (27.3, 29.8) $1.8m ($1.7m, $1.9m)
Wide Bay–Burnett 1,325.7 (1,300.6, 1,357.7) 993.7 (974.4, 1,017.7) $84.8m ($83.2m, $86.9m) $63.6m ($62.3m, $65.1m) 18.9 (18.6, 19.4) $1.2m ($1.2m, $1.2m)
Gulf region 17.4 (13.1, 22.6) 13.0 (9.8, 16.7) $1.1m ($0.8m, $1.4m) $0.8m ($0.6m, $1.1m) 10.2 (7.6, 13.2) $656k ($489k, $844k)
Queensland 27,609.5 (27,018.2, 28,339.0) 20,537.8 (20,070.2, 21,220.5) $1.77b ($1.73b, $1.81b) $1.31b ($1.28b, $1.35b) 22.9 (22.4, 23.5) $1.5m ($1.4m, $1.5m)
Rates are calculated per 100,000 people using undiscounted QALYs and dollars and the average regional population between 2016–2036.
Totals for Queensland exclude possible costs from Central West Queensland, Cape York region, Mackay–Whitsundays region, and North West Queensland.
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Table 9.5: Overall difference in discounted and undiscounted health and economic costs of campylobacteriosis and its sequelae in each region of Queensland
during 2016–2036 between the baseline and low and high climate change scenarios with 95% confidence intervals
Difference between baseline and low climate change scenarios
Region QALYs Discounted QALYs Dollars Discounted dollars Percent change
South-East Queensland 428.9 (−572.4, 4,408) 155.8 (−425.9, 3,254.9) $27.5m (−$36.6m, $282,1m) $10.0m (−$27.3m, $208.3m) 2.2% (−3.7%, 21.3%)
Townsville–Thuringowa −23.5 (−56.7, 8.4) −17.8 (−41.7, 5.1) −$1.5m (−$3.6m, $540k) −$1.1m (−$2.7m, $327k −1.2% (−2.9%, 0.4%)
Maranoa and District −3.7 (−15.9, 10.6) −2.8 (−12.4, 8.9) −$235k (−$1.0m, $678k) −$182k (−$795k, $572k) −1.8% (−8.4%, 4.9%)
Far North Qld −25.3 (−83.3, 25.7) −16.5 (−63.8, 22.0) −$1.6m (−$5.3m, $1.6m) −$1.1m (−$4.1m, $1.4m) −1.6% (−5.5%, 1.6%)
South West Qld 6.3 (−5.4, 15.9) 5.0 (−4.3, 12.7) $403k (−$144k, $832,621) $319k (−$114k, $658k) 17.8% (−17.3%, 39.6%)
Central Queensland 2.6 (−15.4, 36.4) 2.3 (−16.4, 28.4) $168k (−$986k, $2.3m) $149k (−$838k, $1.8m) 0.2% (−1.4%, 3.1%)
Eastern Downs 60.1 (25.8, 88.7) 46.6 (18.8, 69.1) $3.8m ($1.6m, $5.7m) $3.0m ($1.2m, $4.4m) 7.3% (3.2%, 10.4%)
Wide Bay–Burnett −69.3 (−104.4, −48.7) −49.6 (−73.3, −31.2) −$4.4m (−$6.7m, −$3.1m) −$3.2m (−$4.7m, −$2.0m) −4.9% (−7.5%, −3.3%)
Gulf region −1.6 (−5.0, 3.2) −0.7 (−4.0, 2.3) −$67k (−$319k, $205k) −$47k (−$258k, $149k) −8.6% (−36.8%, 13.9%)
Queensland 360.5 (−832.7, 4,548.2) 122.4 (−623.0, 3,372.2) $23.1m (−$53.1m, $290.9m) $7.8m (−$39.5m, $215.7m) 1.3% (−3.7%, 16.2%)
Difference between baseline and high climate change scenarios
Region QALYs Discounted QALYs Dollars Discounted dollars Percent change
South-East Queensland 602.1 (−294.4, 4,742.4) 370.7 (−225.9, 3,528.4) $38.5m (−$18.8m, $303.5m) $23.7m (−$14.4m, $22.6m) 3.0% (−1.9%, 22.9%)
Townsville–Thuringowa −18.4 (−46.5, 11.5) −13.2 (−35.8, 8.3) −$1.2m (−$3.0m, $738k) −$847k (−$2.3m, $528k) −0.9% (−2.4%, 0.6%)
Maranoa and District −4.3 (−13.7, 7.7) −3.3 (−9.5, 7.1) −$278k (−$878k, $495k) −$211k (−$608k, $456k) −2.1% (−7.2%, 3.5%)
Far North Qld −26.8 (−72.4, 9.4) −17.4 (−54.5, 8.5) −$1.7m (−$4.6m, $601k) −$1.1m (−$3.5m, $546k) −1.7% (−4.8%, 0.6%)
South West Qld 5.9 (−3.5, 11.0) 4.7 (−2.8, 8.8) $374k (−$264k, $716k) $296k (−$209k, $566k) 16.7% (−11.2%, 27.4%)
Central Queensland 4.9 (−18.3, 29.8) 4.2 (−14.8, 21.1) $318k (−$1.1m, $2.3m) $267k (−$804k, $1.6m) 0.4% (−1.7%, 2.6%)
Eastern Downs 58.9 (34.5, 88.2) 46.7 (28.3, 68.0) $3.8m ($2.2m, $5.6m) $3.0m ($1.8m, $4.4m) 7.2% (4.3%, 10.3%)
Wide Bay–Burnett −92.8 (−119.2, −71.4) −66.7 (−86.0, −52.2) −$5.9m (−$7.6m, −$4.6m) −$4.3m (−$5.5m, −$3.3m) −6.5% (−8.6%, −4.9%)
Gulf region −1.3 (−5.2, 3.6) −0.7 (−3.5, 2.7) −$54k (−$332k, $229k) −$42k (−$226k, $172k) −7.0% (−38.2%, 15.6%)
Queensland 511.4 (−538.7, 4,832.2) 325.0 (−404.5, 3,600.7) $32.7m (−$34.4m, $309.7m) $20.8m (−$25.8m, $230.7m) 1.9% (−2.4%, 17.2%)
Difference between low and high climate change scenarios
Region QALYs Discounted QALYs Dollars Discounted dollars Percent change
South-East Queensland −265.3 (−611.8, 52.7) −214.9 (−481.1, 1.5) −$17.0m (−$39.0m, $3.4m) −$13.8m (−$30.8m, $95k) −1.1% (−2.4%, 0.0%)
Townsville–Thuringowa −5.1 (−36.8, 22.7) −4.5 (−31.9, 18.2) −$326k (−$2.4m, $1.5m) −$289k (−$2.0m, $1.2m) −0.2% (−1.7%, 0.9%)
Maranoa and District 0.7 (−11.7, 14.7) 0.5 (−7.6, 10.0) $43k (−$749k, $940k) $29k (−$485k, $642k) 0.2% (−4.1%, 4.7%)
Far North Qld 1.5 (−29.4, 39.9) 0.8 (−25.3, 29.6) $96k (−$1.8m, $2.6m) $54k (−$1.6m, $1.9m) 0.1% (−1.7%, 1.9%)
South West Qld 0.4 (−9.8, 9.3) 0.1 (−7.6, 8.7) $29k (−$630k, $594k) $16k (−$488k, $557k) 0.2% (−25.2%, 17.3%)
Central Queensland −2.3 (−30.4, 22.9) −0.8 (−19.8, 20.0) −$151k (−$1.9m, $1.5m) −$51k (−$1.3m, $1.3m) −0.1% (−1.8%, 1.7%)
Eastern Downs 1.2 (−31.2, 24.1) 0.7 (−26.2, 20.4) $80k (−$2.0m, $1.5m) $44k (−$1.7m, $1.3m) 0.1% (−3.1%, 2.2%)
Wide Bay–Burnett 23.5 (−3.8, 44.5) 17.1 (−4.1, 34.2) $1.5m (−$241k, $2.8m) $1.1m (−$261k, $2.2m) 1.3% (−0.3%, 2.5%)
Gulf region −0.3 (−3.8, 3.9) −0.1 (−2.6, 3.2) −$29k (−$244k, $251k) −$5k (−$169k, $205k) −0.6% (−19.8%, 15.0%)
Queensland −150.9 (−768.7, 234.7) −201.1 (−606.2, 145.8) −$15.7m (−$49.2m, $15.0m) −$12.9m (−$38.8m, $9.3m) −0.7% (−2.3%, 0.5%)
Totals for Queensland exclude possible costs from Central West Queensland, Cape York region, Mackay–Whitsundays region, and North West Queensland.
For differences between the baseline and climate change scenarios, negative figures indicate the costs are lower under climate change than in the baseline scenario, positive figures
indicate the costs are higher under climate change than in the baseline scenario. For differences between the low and high change scenarios, negative figures indicate the costs are
lower in the low change scenario than in the high change scenario, positive figures indicate the costs are higher under the high change scenario than the low change scenario.
156 CHAPTER 9. RESULTS II: COSTS OF DISEASE UNDER CLIMATE CHANGE
9.1.3 Cryptosporidiosis
Of the three foodborne diseases studied in this thesis, cryptosporidiosis had the lowest costs by a
substantial margin. Under baseline conditions, cryptosporidiosis incurred undiscounted costs of 65.1
QALYs (59.5, 70.6) and $4.2m ($3.8m, $4.5m) in Queensland between 2016–2036, a rate of 0.05 QALYs
(0.05, 0.06) and $3,455 ($3,162, $3,755) per 100,000 people. This total for Queensland excludes any
potential costs from South West Queensland and the Gulf region for which results were not generated as I
did not find weather–disease associations in these regions.
South-East Queensland recorded the highest costs with 42.4 QALYs (39.0, 45.6) and $2.7m ($2.5m, $2.9m)
lost, and Central West Queensland had the lowest costs, losing 0.1 QALYs (0.1, 0.2) and $7,000. As a rate
per population, the highest costs occurred in the Townsville–Thuringowa region with 0.1 QALYs (0.09,
0.11) and $6,378 ($5,959, $6,871) lost per 100,000 people, Eastern Downs with 0.1 (0.09, 0.11) and $6,316
($5,684, $7,057) per 100,000 people, and Maranoa and District with 0.09 QALYs (0.08, 0.11) and $6,049
($4,886, $7,348) per 100,000 people. The lowest costs were estimated for Central Queensland (0.03 QALYS
[0.03, 0.04] and $2,000 [$1,769, $2,276] per 100,000 people), Wide Bay–Burnett (0.04 QALYs [0.03, 0.04]
and $2,216 [$2,004, $2,419] per 100,000 people), and North West Queensland (0.05 QALYs [0.03, 0.06] and
$2,828 [$2,053, $3,734] per 100,000 people).
The total cost of cryptosporidiosis in Queensland remained stable between the baseline and low climate
change scenarios, increasing by only 0.2% (−6.9%, 7.3%), which was an additional 0.2 QALYs (−4.1, 5.2)
and $17,362 (−$256,361, $329,959). However, the costs of cryptosporidiosis increased by 18.0% (4.6%,
17.3%) under the high climate change scenario, incurring an additional 11.7 QALYs (2.7, 12.2) and
$751,471 ($198,725, $808,028). Regarding particular regions, costs increased by 12.4% (3.7%, 20.6%) under
the low change scenario in Eastern Downs – an extra 0.4 QALYs (0.1, 0.7) and $27,688 ($8,545, $46,262)
lost. Costs also rose under the high climate change scenario by 18.2% (11.6%, 22.6%) in South-East
Queensland – an additional 7.7 QALYs (4.5, 10.3) and $494,506 ($289,118, $659,939) – and overall in
Queensland by 18.0% (4.6%, 17.3%), which is 11.7 additional QALYs (2.7, 12.2) and $751,471 ($198,725,
$808,028) lost.
Conversely, the costs of cryptosporidiosis decreased in Far North Queensland by 12.1% (5.5%, 19.0%)
under the low climate change scenario, reducing costs by 0.6 QALYs (0.3, 0.9) and $39,555 ($18,671,
$55,338), and by 5.9% (1.8%, 12.7%) under the high climate change scenario, a reduction in costs by 0.3
QALYs (0.1, 0.6) and $22,327 ($4,323, $39,157). The effect of climate change on cryptosporidiosis was
negligible in all other regions.
The costs of cryptosporidiosis were found to be lower in the low climate change scenario than the high
change scenario in South-East Queensland, the Townsville–Thuringowa region, Far North Queensland, and
for all of Queensland indicating that mitigating the projected climate changes over the coming 20 years
may serve to reduce the costs of cryptosporidiosis in these regions. The largest difference between the
scenarios was in South-East Queensland with a 16.4% (12.5%, 21.7%) reduction in costs – 10.1 QALYs (8.6,
12.2) and $644,637 ($550,050, $779,585). Far North Queensland had reduced costs of 7.8% (1.0%, 13.1%) –
0.5 QALYs (0.1, 0.8) and $32,534 ($3,307, $49,614) – and the Townsville–Thuringowa region was estimated
to have a 5.1% (3.2%, 10.9%) reduction in costs – 0.5 QALYs (0.2, 0.8) and $27,922 ($12,584, $51,287).
Overall, tempering the effects of climate change was estimated to reduce the costs of cryptosporidiosis in
Queensland by 12.2% (7.6%, 18.2%), saving 11.5 QALYs and $734,108 ($527,679, $990,717).
9
.1.
E
S
T
IM
A
T
E
S
O
F
T
H
E
H
E
A
L
T
H
A
N
D
E
C
O
N
O
M
IC
C
O
S
T
S
O
F
F
O
O
D
B
O
R
N
E
D
IS
E
A
S
E
157
Table 9.6: Discounted and undiscounted health and economic costs and rates per 100,000 people of cryptosporidiosis and its sequelae in each region of
Queensland between 2016–2036 under baseline, low and high climate change scenarios with 95% confidence intervals
Region Baseline
Undiscounted QALYs Discounted QALYs Undiscounted $ Discounted $ QALYs per 100,000 $ per 100,000
South-East Queensland 42.4 (39.0, 45.6) 31.6 (29.2, 34.2) $2.7m ($2.5m, $2.9m) $2.0m ($1.9m, $2.2m) 0.05 (0.05, 0.05) $3,198 ($2,944, $3,442)
Townsville–Thuringowa 6.1 (5.7, 6.5) 4.5 (4.2, 4.9) $389k ($363k, $419k) $290k ($271k, $312k) 0.10 (0.09, 0.11) $6,378 ($5,959, $6,871)
Maranoa and District 0.7 (0.6, 0.9) 0.6 (0.4, 0.7) $46k ($37k, $56k) $35k ($28k, $42k) 0.09 (0.08, 0.11) $6,049 ($4,886, $7,348)
Far North Qld 5.1 (4.7, 5.4) 3.8 (3.5, 4.1) $326k ($304k, $348k) $243k ($226k, $260k) 0.09 (0.08, 0.09) $5,448 ($5,068, $5,813)
Central West Qld 0.1 (0.1, 0.2) 0.1 (0.1, 0.1) $7k ($4k, $12k) $5k ($3k, $9k) 0.06 (0.04, 0.10) $3,663 ($2,195, $5,978)
Central Queensland 1.9 (1.7, 2.1) 1.4 (1.2, 1.6) $120k ($106k, $136k) $89k ($79k, $102k) 0.03 (0.03, 0.04) $2,000 ($1,769, $2,276)
Cape York 0.5 (0.4, 0.7) 0.4 (0.3, 0.5) $33k ($25k, $43k) $25k ($18k, $32k) 0.08 (0.06, 0.10) $4,904 ($3,656, $6,330)
Mackay–Whitsundays 2.4 (2.2, 2.7) 1.8 (1.6, 2.0) $157k ($141k, $175k) $117k ($105k, $130k) 0.05 (0.05, 0.06) $3,287 ($2,951, $3,662)
Eastern Downs 3.1 (2.7, 3.4) 2.3 (2.1, 2.6) $200k ($180k, $220k) $150k ($130k, $160k) 0.10 (0.09, 0.11) $6,316 ($5,684, $7,057)
Wide Bay–Burnett 2.4 (2.2, 2.6) 1.8 (1.7, 2.0) $155k ($140k, $169k) $117k ($106k, $127k) 0.04 (0.03, 0.04) $2,216 ($2,004, $2,419)
North West Qld 0.3 (0.2, 0.4) 0.2 (0.2, 0.3) $18k ($13k, $24k) $14k ($10k, $18k) 0.05 (0.03, 0.06) $2,828 ($2,053, $3,734)
Queensland 65.1 (59.5, 70.6) 48.4 (43.4, 53.0) $4.2m ($3.8m, $4.5m) $3.1m ($2.9m, $3.4m) 0.05 (0.05, 0.06) $3,455 ($3,162, $3,755)
Low change scenario
Undiscounted QALYs Discounted QALYs Undiscounted $ Discounted $ QALYs per 100,000 $ per 100,000
South-East Queensland 42.8 (39.7, 45.8) 31.7 (29.5, 34.1) $2.7m ($2.5m, $2.9m) $2.0m ($1.9m, $2.2m) 0.05 (0.05, 0.05) $3,225 ($2,994, $3,451)
Townsville–Thuringowa 5.8 (5.5, 6.2) 4.4 (4.1, 4.6) $373k ($354k, $394k) $278k ($265k, $293k) 0.10 (0.09, 0.10) $6,117 ($5,803, $6,461)
Maranoa and District 0.8 (0.6, 1.0) 0.6 (0.5, 0.7) $50k ($40k, $61k) $38k ($31k, $47k) 0.10 (0.08, 0.13) $6,581 ($5,279, $8,033)
Far North Qld 4.5 (4.1, 4.9) 3.4 (3.1, 3.7) $287k ($264k, $311k) $215k ($199k, $234k) 0.08 (0.07, 0.08) $4,787 ($4,407, $5,190)
Central West Qld 0.1 (0.1, 0.2) 0.1 (0.1, 0.1) $7k ($4k, $10k) $5k ($3k, $7k) 0.05 (0.03, 0.08) $3,317 ($2,207, $4,959)
Central Queensland 2.0 (1.8, 2.2) 1.5 (1.3, 1.6) $129k ($116k, $142k) $95k ($85k, $105k) 0.03 (0.03, 0.04) $2,155 ($1,939, $2,369)
Cape York 0.4 (0.3, 0.5) 0.3 (0.2, 0.4) $33k ($24k, $43k) $25k ($18k, $32k) 0.08 (0.06, 0.10) $4,855 ($3,587, $6,254)
Mackay–Whitsundays 2.6 (2.3, 2.8) 1.9 (1.7, 2.1) $163k ($147k, $179k) $121k ($109k, $133k) 0.05 (0.05, 0.06) $3,423 ($3,086, $3,758)
Eastern Downs 3.5 (3.2, 3.8) 2.6 (2.4, 2.9) $223k ($206k, $244k) $166k ($154k, 183k 0.11 (0.10, 0.12) $7,211 ($6,667, $7,892)
Wide Bay–Burnett 2.4 (2.2, 2.6) 1.8 (1.7, 2.0) $156k ($141k, $168k) $118k ($106k, $127k) 0.03 (0.03, 0.04) $2,226 ($2,011, $2,402)
North West Qld 0.3 (0.2, 0.4) 0.2 (0.2, 0.3) $21k ($15k, $28k) $15k ($11k, $21k) 0.05 (0.04, 0.07) $3,188 ($2,266, $4,237)
Queensland 65.2 (60.2, 70.4) 48.5 (44.8, 52.5) $4.2m ($3.9m, $4.5m) $3.1m ($2.9m, $3.4m) 0.05 (0.05, 0.06) $3,470 ($3,199, $3,744)
High change scenario
Undiscounted QALYs Discounted QALYs Undiscounted $ Discounted $ QALYs per 100,000 $ per 100,000
South-East Queensland 52.8 (49.2, 55.7) 38.7 (36.0, 40.9) $3.4m ($3.1m, $3.6m) $2.5m ($2.3m, $2.6m) 0.06 (0.06, 0.07) $3,985 ($3,710, $4,203)
Townsville–Thuringowa 6.3 (5.8, 6.6) 4.7 (4.3, 4.9) $401k ($374k, $424k) $298k ($278k, $316k) 0.10 (0.10, 0.11) $6,575 ($6,130, $6,960)
Maranoa and District 0.8 (0.7, 1.0) 0.6 (0.5, 0.8) $53k ($43k, $64k) $40k ($33k, $49k) 0.11 (0.09, 0.13) $6,895 ($5,593, $8,444)
Far North Qld 5.0 (4.6, 5.4) 3.7 (3.4, 4.0) $319k ($294k, $344k) $239k ($221k, $257k) 0.08 (0.08, 0.09) $5,330 ($4,911, $5,746)
Central West Qld 0.1 (0.1, 0.2) 0.1 (0.1, 0.1) $7k ($5k, $11k) $5k ($3k, $8k) 0.06 (0.04, 0.09) $3,542 ($2,331, $5,691)
Central Queensland 2.1 (1.9, 2.3) 1.5 (1.4, 1.7) $133k ($119k, $146k) $98k ($88k, $108k) 0.04 (0.03, 0.04) $2,216 ($1,994, $2,430)
Cape York 0.5 (0.4, 0.7) 0.4 (0.3, 0.5) $34k ($25k, $42k) $25k ($18k, $31k) 0.08 (0.06, 0.10) $4,926 ($3,617, $6,212)
Mackay–Whitsundays 2.8 (2.5, 3.1) 2.0 (1.9, 2.3) $177k ($161k, $196k) $131k ($119k, 145k) 0.06 (0.05, 0.07) $3,710 ($3,386, $4,102)
Eastern Downs 3.5 (3.2, 3.8) 2.6 (2.3, 2.9) $224k ($201k, $245k) $166k ($150k, $183k) 0.11 (0.10, 0.12) $7,237 ($6,529, $7,921)
Wide Bay–Burnett 2.5 (2.3, 2.8) 1.9 (1.7, 2.1) $162k ($148k, $176k) $121k ($110k, $131k) 0.04 (0.03, 0.04) $2,319 ($2,114, $2,518)
North West Qld 0.3 (0.3, 0.5) 0.3 (0.2, 0.3) $22k ($16k, $29k) $16k ($12k, $22k) 0.05 (0.04, 0.07) $3,344 ($2,447, $4,430)
Queensland 76.8 (70.8, 82.0) 56.4 (52.0, 60.5) $4.9m ($4.5m, $5.2m) $3.6m ($3.3m, $3.9m) 0.06 (0.06, 0.07) $4,080 ($3,766, $4,356)
Rates are calculated per 100,000 people using undiscounted QALYs and dollars and the average regional population between 2016–2036.
Totals for Queensland exclude possible costs from South West Queensland and the Gulf region.
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Table 9.7: Overall difference in discounted and undiscounted health and economic costs of cryptosporidiosis and their sequelae in each region of Queensland
during 2016–2036 between the baseline and low and high climate change scenarios with 95% confidence intervals
Difference between baseline and low climate change scenarios
Region QALYs Discounted QALYs Dollars Discounted dollars Percent change
South-East Queensland 0.4 (−2.0, 3.3) 0 (−1.8, 2.2) $23,229 (−$129,699, $210,297) $1,506 (−$112,873, $143,571) 0.9% (−5.2%, 7.2%)
Townsville–Thuringowa −0.2 (−0.7, 0.4) −0.2 (−0.5, 0.3) −$15,890 (−$42,503, $10,193) −$11,120 (−$30,667, $7,590) −4.1% (−12.3%, 3.1%)
Maranoa and District 0.1 (−0.1, 0.2) 0.1 (−0.1, 0.2) $4,056 (−$5,431, $12,641) $3,030 (−$3,915, $9,336) 9% (−14.6%, 22.4%)
Far North Qld −0.6 (−0.9, −0.3) −0.4 (−0.6, −0.2) −$39,555 (−$55,338, −$18,671) −$28,294 (−$39,030, −$15,046) −12.1% (−19.0%, −5.5%)
Central West Qld −0.0 (−0.1, 0.0) −0.0 (−0.1, 0.0) −$687 (−$4,489, $1,751) −$682 (−$3,475, $1,418) −6.4% (−100.0%, 15.8%)
Central Queensland 0.1 (0.0, 0.3) 0.1 (0.0, 0.2) $9,295 (−$834, $17,861) $4,404 (−$3,034, $12,732) 5.3% (0.0%, 14.3%)
Cape York 0.0 (−0.1, 0.1) 0.0 (−0.1, 0.1) −$338 (−$7,577, $7,033) −$257 (−$6,286, $4,992) 0.0% (−30.8%, 16.4%)
Mackay–Whitsundays 0.1 (−0.1, 0.3) 0.1 (−0.1, 0.2) $6,488 (−$8,047, $21,163) $4,800 (−$5,847, $14,733) 4.1% (−5.9%, 12.1%)
Eastern Downs 0.4 (0.1, 0.7) 0.3 (0.1, 0.5) $27,688 ($8,545, $46,262) $2,1890 ($5,374, $34,795) 12.4% (3.7%, 20.6%)
Wide Bay–Burnett −0.0 (−0.1, 0.2) 0.0 (−0.1, 0.2) $731 (−$7,777, $13,509) $654 (−$6,497, $10,105) −1.0% (−5.5%, 7.9%)
North West Qld 0.0 (−0.1, 0.1) 0.0 (−0.0, 0.1) $2,442 (−$32,158, $7,920) $1,594 (−$2,730, $5,870) 11.9% (−23.9%, 32.6%)
Queensland 0.2 (−4.1, 5.2) −0.1 (−3.3, 3.5) $17,362 (−$256,361, $329,959) −$2,475 (−$208,981, $230,096) 0.2% (−6.9%, 7.3%)
Difference between baseline and high climate change scenarios
Region QALYs Discounted QALYs Dollars Discounted dollars Percent change
South-East Queensland 7.7 (4.5, 10.3) 5.1 (2.6, 7.1) $494,506 ($289,118, $659,939) $326,892 ($167,893, $453,192) 18.2% (11.6%, 22.6%)
Townsville–Thuringowa 0.2 (−0.4, 0.3) −0.1 (−0.4, 0.2) $12,031 (−$12,151, $27,803) $8,419 (−$8,503, $19,456) 3.7% (−7.0%, 3.1%)
Maranoa and District 0.1 (−0.1, 0.2) 0.0 (−0.1, 0.1) $6,454 (−$5,488, $12,155) $4,111 (−$3,667, $8,545) 13.9% (−20.2%, 21.6%)
Far North Qld −0.3 (−0.6, −0.1) −0.3 (−0.4, −0.1) −$22,327 (−$39,157, −$4,323) −$16,492 (−$27,575, −$3,968) −5.9% (−12.7%, −1.8%)
Central West Qld 0.0 (−0.1, 0.1) −0.0 (−0.1, 0.0) −$240 (−$4,328, $3,099) −$392.7 (−$3,289, $2284) 0.0% (−100.0%, 26.3%)
Central Queensland 0.2 (−0.1, 0.2) 0 (−0.1, 0.2) $3,945 (−$5,873, $15,430) $1,589 (−$,819, $10,920) 8.9% (−5.9%, 9.5%)
Cape York 0.0 (−0.2, 0.1) −0.0 (−0.1, 0.1) $149 (−$9,816, $6,106) −$1,613 (−$7,186, $4,773) 0.0% (−38.5%, 14.9%)
Mackay–Whitsundays 0.4 (−0.1, 0.4) 0.1 (−0.1, 0.3) $20,189 (−$3,755, $24,820) $6,953 (−$4,321, $18,526) 14.3% (−2.7%, 14.3%)
Eastern Downs 0.4 (0.0, 0.6) 0.2 (−0.1, 0.5) $28,474 (−$992, $41,120) $13,942 (−$3,259, $30,431) 12.9% (0.0%, 17.6%)
Wide Bay–Burnett 0.1 (−0.2, 0.1) −0.0 (−0.2, 0.1) 7,264 (−$7,013, $14,259) $5,374 (−$5,188, $10,549) 3.1% (−11.4%, 4.9%)
North West Qld 0.1 (−0.0, 0.1) 0.0 (−0.0, 0.1) $2,567 (−$1,821, $7,620) $1,683 (−$1,645, $5,325) 17.3% (−13.5%, 31.3%)
Queensland 11.7 (2.7, 12.2) 5.0 (1.1, 8.6) $751,471 ($198,725, $808,028) $350,466 ($97,441, $560,032) 18.0% (4.6%, 17.3%)
Difference between low and high climate change scenarios
Region QALYs Discounted QALYs Dollars Discounted dollars Percent change
South-East Queensland −10.1 (−12.2, −8.6) −7.0 (−8.6, −5.7) −$644,637 (−$779,585, −$550,050) −$446,941 (−$551,145, −$363,100) −16.4% (−21.7%, −12.5%)
Townsville–Thuringowa −0.5 (−0.8, −0.2) −0.3 (−0.6, −0.2) −$27,922 (−$51,287, −$12,584) −$19,943 (−$37,993, −$9,826) −5.1% (−10.9%, −3.2%)
Maranoa and District 0.0 (−0.2, 0.1) −0.0 (−0.2, 0.1) −$2,398 (−$13,227, $5,962) −$1,375 (−$10,023, $5,112) −2.5% (−25.4%, 8.4%)
Far North Qld −0.5 (−0.8, −0.1) −0.4 (−0.5, −0.1) −$32,534 (−$49,614, −$3,307) −$22,330 (−$34,865, −$3,147) −7.8% (−13.1%, −1.0%)
Central West Qld −0.0 (−0.1, 0.0) 0.0 (−0.0, 0.0) −$447 (−$3,960, $1,907) −$289 (−$2,827, $1,656) 0.0% (−58.8%, 19.5%)
Central Queensland −0.1 (−0.2, 0.1) 0.0 (−0.1, 0.1) −$3,653 (−$10,761, $4,965) −$2,540 (−$8,135, $4,553) 0.0% (−5.6%, 4.5%)
Cape York −0.0 (−0.1, 0.1) −0.0 (−0.1, 0.1) −$575 (−$7,064, $6,726) −$512 (−$5,106, $4,775) −1.9% (−21.1%, 10.4%)
Mackay–Whitsundays −0.3 (−0.5, −0.0) −0.2 (−0.3, −0.0) −$13,701 (−$29,840, −$1,682) −$9,763 (−$21,478, −$1,584) −5.9% (−14.8%, −0.7%)
Eastern Downs 0.0 (−0.4, 0.2) 0.0 (−0.3, 0.2) −$786 (−$22,774, $13,241) −$210 (−$16,986, $10,864) 0.0% (−8.4%, 4.5%)
Wide Bay–Burnett −0.1 (−0.2, 0.0) −0.1 (−0.2, 0.1) −$6,533 (−$15,570, $2,424) −$3,761 (−$9,860, $3,562) −4.2% (−9.1%, 3.8%)
North West Qld 0.0 (−0.1, 0.1) −0.0 (−0.1, 0.1) −$1,011 (−$7,035, $4,719) −$678 (−$5,187, $3,550) −3.1% (−34.7%, 13.9%)
Queensland −11.5 (−15.5, −8.3) −7.9 (−11.0, −5.4) −$734,108 (−$990,717, −$527,679) −$508,342 (−$703,605, −$343,585) −12.2% (−18.3%, −7.6%)
Totals for Queensland exclude possible costs from South West Queensland and the Gulf region.
For differences between the baseline and climate change scenarios, negative figures indicate the costs are lower under climate change than in the baseline scenario, positive figures
indicate the costs are higher under climate change than in the baseline scenario. For differences between the low and high change scenarios, negative figures indicate the costs are
lower in the low change scenario than in the high change scenario, positive figures indicate the costs are higher under the high change scenario than the low change scenario.
9.2. DETAILED EXAMPLE 159
9.2 Detailed example
In the interests of brevity for the reader, in the previous section I presented the overall health and
economic costs of each disease by region. However microsimulation models provide a much greater depth of
information than just these overall costs. In the following section using salmonellosis in Central
Queensland I demonstrate some of the other data generated by microsimulation models, including
identifying the disease components, age groups and sex, which are key drivers of the costs.
9.2.1 Overall health and economic costs of salmonellosis by climate change
scenario
Under the baseline climate scenario, the total health and economic costs of salmonellosis and its sequelae
conditions in Central Queensland between 2016–2036 were 456.0 QALYs (95% CI = 440.3, 473.1) and
$29.0 million (95% CI = $29.2m, $30.3m), without discounting. This resulted from 18,731 (18,496, 18,934)
cases of salmonellosis, 1,413 (1,362, 1,464) cases of reactive arthritis (ReA) and 1,457 (1,405, 1,517) cases
of post-infectious irritable bowel syndrome (PI-IBS).
The cost of salmonellosis rose under both climate change scenarios. With a low change in climate, the costs
increased to 479.5 QALYs (463.3, 499.4) and $30.9m ($30.7m, $32.0m), while under the high climate
change scenario the Central Queensland population lost 485.9 QALYs (469.6, 503.5) and $31.1m ($30.1m,
$32.2m), without discounting. These costs were incurred by, in the low change scenario, 19,891 (19,689,
20,093) cases of salmonellosis, 1,514 (1,459, 1,587) cases of ReA and 1,520 (1,466, 1,584) PI-IBS cases, and
in the high change scenario there were 20,400 (20,066, 20,685) salmonellosis cases, 1,550 (1,488, 1,608) ReA
cases and 1,532 (1,481, 1,590) PI-IBS cases.
We can see that the increase in salmonellosis cases under climate change spurred the higher costs in these
scenarios, however the true driver of the costs were the sequelae conditions. Although there were far fewer
sequelae cases than salmonellosis infections, both ReA and PI-IBS affect individuals for much longer than
acute salmonellosis – 228 days for ReA and 5 years for PI-IBS, compared with 4–6 days for salmonellosis.
For example, of the 485.9 QALYs and $31.1m lost in the high climate change scenario, 66.2% (64.0%,
68.7%) were lost due to PI-IBS and 25.3% (24.3%, 26.2%) were lost to ReA, while acute salmonellosis
accounted for only 7.8% (7.7%, 7.9%) of costs, and hospitalisations less than 1.0% (0.7%, 0.8%, see
Figure 9.1 and Table 9.8).
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Figure 9.1: The percentage of the health and economic costs accounted for by salmonellosis, hospitalisations
from salmonellosis, ReA and PI-IBS in Central Queensland between 2016–2036.
Table 9.8: The mean health and economic costs of salmonellosis, hospitalisations and sequelae between
2016–2036 in Central Queensland by climate change scenario with 95% confidence intervals
State Cases QALYs lost Dollars lost
Baseline scenario
Salmonellosis 18,387 (18,182, 18,557) 34.7 (34.3, 35.0) $2.2m ($2.2m, $2.2m)
Hospitalisations 344 (314, 378) 3.2 (2.9, 3.5) $204k ($186k, $223k)
ReA 1,413 (1,362, 1,464) 112.0 (108.0, 116.1) $7.2m ($6.9m, $7.4m)
PI-IBS 1,457 (1,405, 1,517) 306.1 (295.1, 318.5) $19.6m ($18.9, $20.4m)
Total 21,602 (21,263, 21,915) 456.0 (440.3, 473.1) $29.2m ($28.2m, $30.3m)
Low change
Salmonellosis 19,521 (19,342, 19,691) 36.9 (36.5, 37.2) $2.4m ($2.3m, $2.4m)
Hospitalisations 370 (347, 401) 3.4 (3.2, 3.7) $219k ($206k, 238k)
ReA 1,514 (1,459, 1,587) 120.1 (115.6, 125.8) $7.7m ($7.4m, $8.1m)
PI-IBS 1,520 (1,466, 1,584) 319.2 (307.9, 332.7) $20.4m ($19.7m $21.3m)
Total 22,926 (22,614, 23, 264) 479.5 (463.3, 499.4) $30.7m ($29.7m, $32.0m)
High change
Salmonellosis 20,014 (19,714, 20,274) 37.8 (37.2, 38.3) $2.4 ($2.4, $2.5m)
Hospitalisations 385 (352, 412) 3.6 (3.3, 3.8) $228k ($208k, $244k)
ReA 1,550 (1,488, 1,608) 122.9 (118.0, 127.5) $7.9m ($7.6m, $8.2m)
PI-IBS 1,532 (1,481, 1,590) 321.7 (311.1, 333.9) $20.6m ($19.9m, $21.4m)
Total 23,482 (23,036, 23,884) 485.9 (469.9, 503.5) $31.1m ($30.1m, $32.2m)
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Table 9.9: The health and economic costs of salmonellosis, hospitalisations and sequelae between 2016–2036
in Central Queensland by sex in the baseline scenario with 95% confidence intervals
% costs by sex % costs by disease
State Males Females Males Females
Salmonellosis 51.8 (41.6, 62.7) 48.2 (38.2, 59.0) 11.0 (8.8, 13.3) 5.2 (4.1, 6.4)
Hospitalisations 51.5 (32.9, 95.9) 48.9 (32.2, 93.0) 1.7 (1.1, 3.2) 0.8 (0.5, 1.6)
ReA 19.7 (12.8, 37.8) 80.3 (40.1, 100.0) 14.6 (9.5, 28.1) 30.4 (15.1, 50.2)
PI-IBS 36.7 (16.7, 68.6) 63.3 (29.2, 100.0) 72.6 (33.0, 100.0) 63.6 (29.4, 100.0)
Total 33.7 (17.7, 60.7) 66.3 (32.6, 100.0) 100.0 100.0
9.2.2 Differences in costs by sex
Females incurred substantially higher costs than males in all scenarios, accounting for 66.3% (32.6%,
100.0%) of the total costs of salmonellosis. The incidence rate of salmonellosis in Central Queensland is
similar for males and females for all age groups, as shown in Figure 9.2, so the cause of the greater costs for
females was their increased likelihood of developing sequelae conditions following an acute salmonellosis
infection.
Figure 9.2: Salmonellosis cases per 100,000 people on average between 2004–2013 in Central Queensland by
sex
As described in Section 8.3.2, females were around twice as likely as males to develop PI-IBS, and 88% of
ReA cases following salmonellosis occurred in females. This is reflected in the microsimulation results with
simulated females accounting for 63.3% (29.2%, 100.0%) of PI-IBS cases and 80.3 (40.1%, 100.0%) of ReA
cases in the baseline scenario, as an example, while salmonellosis cases were split 51.8% (41.6%, 62.7%) in
males to 48.2% (38.2%, 59.0%) in females (see Table 9.9). These differences in the incidence of sequelae
between males and females created different profiles of the percentage of costs accounted for by each
component of salmonellosis and its sequelae, as shown in the right-hand columns of Table 9.9. For example,
acute salmonellosis accounted for 11.0% (8.8%, 13.3%) of the total costs for males, more than twice that of
females (5.2%, 4.1%, 6.4%), although PI-IBS remained the component with the highest cost for both sexes.
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9.2.3 Differences in costs by age group
The costs of salmonellosis and its sequelae also varied by age based on the combined effect of the
age-specific incidence rate of salmonellosis and the likelihood of developing sequelae by age group. The
incidence rate of salmonellosis in Central Queensland by age group was shown in Figure 9.2 and Table 9.10
shows the percentage of cases by age group which are hospitalised with severe salmonellosis or develop
PI-IBS or ReA as discussed in Section 8.3.2. Table 9.11 details the results of the combined influence of
incidence rates and the probability of developing a sequelae: in the top section of the table are the percent
of costs of each disease component by age group, and in the bottom half the percent of costs for each age
group by disease component. Figures 9.3 and 9.4 visualise the top and bottom sections of the table
respectively for easier consideration.
Table 9.10: Percentage of cases which are hospitalised or develop PI-IBS and ReA following bacterial
foodborne infection by age group from the literature.
Age group Hospitalised PI-IBS ReA
0–4 years 1.9% 7.5% 8.7%
5–9 years 1.9% 7.8% 8.7%
10–19 years 1.9% 7.8% 8.7%
20–29 years 1.9% 29.4% 12.3%
30–39 years 1.9% 20.0% 12.3%
40–49 years 1.9% 10.6% 12.3%
50–59 years 1.9% 10.6% 12.3%
60–69 years 1.9% 3.1% 12.3%
70 year and above 1.9% 3.1% 12.3%
Figure 9.3: The percentage of costs for each disease component accounted for by each age group in the
Central Queensland baseline scenario, 2016–2036
Children under 10 years accounted for the highest costs of salmonellosis and its sequelae (34.1%, 19.2%,
51.1%), stemming from their high incidence rate of salmonellosis. Acute salmonellosis accounted for 10.3%
(9.0%, 11.5%) of the costs of this age group, which was between 1.2 and 3.7 times higher than any other
age group. Although the rate of sequelae in children was amongst the lowest, PI-IBS still incurred the
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Figure 9.4: The percentage of costs for each age group accounted for by each disease component in the
Central Queensland baseline scenario, 2016–2036
highest costs in children, as it did in all age groups, accounting for 61.7% (31.3%, 96.0%) of costs in
children aged under 10 years.
Of the total costs of salmonellosis and its sequelae, adults aged 30–39 years incurred the next highest costs
after children at 12.8% (5.3,%, 22.7%), followed by 20–29 year olds at 11.6% (4.7%, 20.9%). These costs
were driven by the higher rate of PI-IBS in these age groups, as shown by the bulge in the costs accounted
for by PI-IBS in these age groups in Figure 9.3. PI-IBS accounted for 82.7% (32.9%, 100.0%) of costs for
30–39 year olds, and 78.1% (29.7%, 100.0%) of costs for 20–29 year olds.
Also of note is the increase in costs accounted for by ReA in the older age groups. For individuals aged
70–79 years, ReA accounted for 42.2% (22.3%, 72.3%) of total costs, followed by 39.1% (19,1%, 73.3%) in
individuals aged 80 year and over, and 34.8% (19.0%, 59.5%) in 60–69 year olds. This likely stems from the
decreased rate of PI-IBS in individuals of these age groups, which ‘frees up’ these individuals to become
susceptible to salmonellosis and other sequelae more frequently and may reflect a condition in the
modelling wherein individuals with PI-IBS cannot contract salmonellosis or develop further sequelae for
the duration of the illness.
These examples highlight that the drivers of the overall health and economic costs of salmonellosis and its
sequelae are complex, combining the influences of age, sex and disease incidence over time. These results
demonstrate how microsimulation is a useful tool for capturing these relationships and identifying the
factors driving costs, which is important information for developing preventative strategies.
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Table 9.11: The health and economic costs of salmonellosis, hospitalisations and sequelae between 2016–2036
in Central Queensland by age group in the baseline scenario with 95% confidence intervals
Percentage of costs by age group
Age group Salmonellosis Hospitalisations ReA PI-IBS Total
0–9 yrs 49.0 (42.9, 55.0) 30.6 (8.4, 59.2) 36.8 (21.4, 55.0) 31.6 (16.0, 49.1) 34.1 (19.2, 51.1)
10–19 yrs 6.1 (4.2, 8.1) 8.9 (7.1, 17.6) 5.5 (2.9, 10.7) 8.0 (3.0, 16.0) 7.2 (3.1, 14.1)
20–29 yrs 7.3 (5.3, 9.5) 9.4 (7.1, 19.1) 7.6 (3.0, 14.8) 13.6 (5.2, 24.4) 11.6 (4.7, 20.9)
30–39 yrs 5.1 (3.4, 7.0) 8.6 (7.1, 15.8) 7.0 (3.0, 13.8) 15.9 (6.3, 27.8) 12.8 (5.3, 22.7)
40–49 yrs 6.2 (4.4, 8.1) 8.6 (7.1, 16.0) 8.2 (4.1, 14.8) 8.7 (3.6, 16.9) 8.4 (3.8, 15.7)
50–59 yrs 6.9 (5.2, 8.8) 8.7 (7.1, 16.0) 8.0 (4.4, 14.1) 8.5 (3.6, 15.8) 8.3 (4.0, 14.9)
60–69 yrs 7.8 (6.1, 9.8) 8.6 (7.1, 16) 9.3 (5.1, 15.9) 5.5 (2.7, 11.0) 6.7 (3.6, 12.2)
70–79 yrs 6.7 (5.0, 8.7) 8.4 (7.1, 15.3) 9.5 (5.0, 16.2) 4.0 (2.7, 8.0) 5.6 (3.5, 10.2)
80+ yrs 4.9 (3.4, 6.7) 8.2 (7.1, 13.9) 8.1 (4.0, 15.3) 4.1 (2.7, 8.0) 5.2 (3.1, 9.8)
All ages 100.0 100.0 100.0 100.0 100.0
Percentage of costs by disease component
Age group Salmonellosis Hospitalisations ReA PI-IBS Total
0–9 yrs 10.3 (9.0, 11.5) 1.0 (0.3, 2.0) 27.0 (15.7, 40.4) 61.7 (31.3, 96.0) 100.0
10–19 yrs 6.0 (4.1, 8.0) 1.4 (1.1, 2.8) 18.9 (9.9, 36.9) 73.7 (27.8, 100.0) 100.0
20–29 yrs 4.5 (3.2, 5.9) 0.9 (0.7, 1.9) 16.5 (6.5, 32.0) 78.1 (29.7, 100.0) 100.0
30–39 yrs 2.8 (1.9, 3.9) 0.8 (0.6, 1.4) 13.7 (5.9, 27.0) 82.7 (32.9, 100.0) 100.0
40–49 yrs 5.3 (3.8, 7.0) 1.2 (1.0, 2.2) 24.4 (12.1, 44.4) 69.1 (28.6, 100.0) 100.0
50–59 yrs 5.9 (4.5, 7.6) 1.2 (1.0, 2.2) 24.3 (13.4, 42.7) 68.6 (28.9, 100.0) 100.0
60–69 yrs 8.4 (6.5, 10.5) 1.4 (1.2, 2.7) 34.8 (19.0, 59.5) 55.4 (27.2, 100.0) 100.0
70–79 yrs 8.6 (6.4, 11.1) 1.7 (1.4, 3.1) 42.2 (22.3, 72.3) 47.6 (32.3, 94.2) 100.0
80+ yrs 6.7 (4.6, 9.1) 1.8 (1.5, 3.0) 39.1 (19.1, 73.3) 52.4 (34.9, 100.0) 100.0
All ages 7.2 (5.7, 8.7) 1.1 (0.7, 2.1) 25.1 (13.3, 42.8) 66.7 (30.6, 100.0) 100.0
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9.3 Summary
This chapter presented the health and economic costs of foodborne diseases under the baseline, low and
high climate change scenarios between 2016–2036 as generated by the microsimulation models. Despite the
generally heightened risk of foodborne disease under climate change found in Chapter 8, the cost of
foodborne diseases was influenced by climate change in only a small number of regions. For salmonellosis
this included increased costs under the high change scenario in South-East Queensland, the
Mackay–Whitsundays region, Eastern Downs and under both low and high scenarios in Central
Queensland. Salmonellosis costs decreased under both climate change scenarios in the
Townsville-Thuringowa region and Far North Queensland.
Campylobacteriosis costs increased under both climate change scenarios in Eastern Downs, and decreased
under both scenarios in Wide Bay–Burnett. Costs of cryptosporidiosis decreased under both scenarios in
Far North Queensland, and increased under the low change scenario in Eastern Downs, and under the high
scenarion in South-East Queensland and for Queensland overall.
Differences between the low and high climate change scenarios in the costs of salmonellosis in Far North
Queensland and Wide Bay–Burnett, and in cryptosporidiosis in South-East Queensland, the
Townsville-Thuringowa region, Far North Queensland, and in Queensland overall suggest that mitigating
climate change may assist in reducing the future costs of these diseases in these regions. No such
reductions were found for campylobacteriosis.
Although the effects of climate change on the costs of foodborne disease were confined to only some regions,
these results are the first estimates of the health and economic costs of foodborne diseases in Queensland
regions and serve to highlight the particularly high costs these common conditions incur. These findings
suggest that, regardless of the effect of climate change, the costs of foodborne disease make them a
worthwhile target for preventative strategies. However, without similar estimates of the costs of other
diseases, such as strokes, I cannot be certain of how strategies to reduce health costs should be prioritised.
The detailed example given of the results for salmonellosis in Central Queensland demonstrates the utility
of microsimulation models in combining the influence of several complex factors, here demographics,
disease incidence and climate change, to produce useful, straight-forward results upon which decisions
could be based, such as prevention strategies targeted for females, children and toward reducing PI-IBS as
the key drivers of salmonellosis costs.
Chapter 10
Discussion
The final chapter of this thesis discusses the research question – what will be the health and economic costs
of salmonellosis, campylobacteriosis and cryptosporidiosis in regions of Queensland under no, low and high
climate change scenarios until 2036? – in light of the results described in Chapter 9. Two additional key
points arise in relation to the research question. First, the high cost of foodborne diseases warrants
preventative action regardless of the effect of climate change, and second, microsimulations are a useful
tool for modelling disease pathways to estimate the health and economic costs of diseases under climate
change, although they have their disadvantages. I also discuss the strengths, limitations and significance of
the results of this thesis, and suggest future research directions.
10.1 The future health and economic costs of foodborne diseases
in Queensland
Estimates of the future health and economic costs of foodborne diseases varied substantially by disease and
region. Campylobacteriosis incurred the highest costs of the three diseases, costing 27,098 QALYs (95%
confidence interval [CI] = 22,683, 28,131) and $1.73 billion (95% CI = $1.45b, $1.80b) between 2016–2036
in a scenario in which we see no change from our current climate. This is more than three times the cost of
salmonellosis (8,680 QALYs, 95% CI = 8,316, 9,046, and $556 million, 95% CI = $534m, $579m), and more
than 400 times the cost of cryptosporidiosis (65 QALYs, 95% CI = 59.5, 70.6, and $4.2 million, 95% CI =
$3.8m, $4.5m) under the same climate scenario.
Only the costs of cryptosporidiosis were found to substantially increase under climate change, rising by
18.0% (4.6%, 17.3%) under the high climate change scenario, which was an additional 11.7 QALYs (2.7,
12.2) and $751,000 ($199,000, $808,000) lost. The effect of climate change on the overall costs of
campylobacteriosis and salmonellosis in Queensland was negligible.
In some regions the costs of foodborne diseases were estimated to change under climate change conditions.
The costs of campylobacteriosis increased in Eastern Downs by 7.3% (95% CI = 3.2%, 10.4%) under the
low scenario and by 7.2% (95% CI = 4.3%, 10.3%) under the high scenario, and decreased in Wide
Bay–Burnett by 4.9% (95% CI = 3.3%, 7.5%) under the low scenario, and by 6.5% (95% CI = 4.9%, 8.6%)
under the high scenario.
The costs of salmonellosis increased under the high change scenario in Eastern Downs (7.9%, 95% CI =
4.0%, 13.4%), South-East Queensland (6.4%, 95% CI = 2.2%, 9.6%) and Mackay–Whitsundays (4.3%, 95%
CI = 1.4%, 8.8%), and under both change scenarios in Central Queensland – by 5.2% (95% CI = 1.3%,
8.7%) under low change and by 6.6% (95% CI = 1.2%, 10.4%) under high climate change. Conversely,
costs decreased in the Townsville–Thuringowa region by 6.6% (95% CI = 2.4%, 10.4%) under the low
change scenario and by 4.3% (95% CI = 2.2%, 7.7%) under the high change scenario, and by 11.0% (95%
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CI = 6.7%, 17.2%) under low change and 7.6% (95% CI = 3.9%, 12.4%) under high change in Far North
Queensland.
Cryptosporidiosis costs increased under the low change scenario in Eastern Downs (12.4%, 95% CI = 3.7%,
20.6%) and under the high scenario in South-East Queensland (18.2%, 95% CI = 11.6%, 22.6%), while
costs decreased by 12.1% (95% CI = 5.5%, 19.0%) under the low scenario and by 5.9% (95% CI = 1.8%,
12.7%) under the high scenario in Far North Queensland.
I also found that mitigating the current trajectory of high climate change toward the low change scenario
could reduce the costs of cryptosporidiosis in South-East Queensland by 16.4% (95% CI = 12.5%, 21.7%),
the Townsville–Thuringowa region by 5.1% (95% CI = 3.2%, 10.9%), Far North Queensland by 7.8% (95%
CI = 1.0%, 13.1%), and in Queensland overall by 12.2% (95% CI = 7.6%, 18.3%), and reduce the costs of
salmonellosis by 3.0% (95% CI = 0.3%, 6.2%) in Far North Queensland and by 2.7% (95% CI = 0.5%,
6.0%) in Wide Bay–Burnett.
These changes in the cost of foodborne diseases under climate change result from the effect of changes in
temperature and rainfall patterns described in Chapter 4. Changes in precipitation alter the concentration
of pathogens in surface waters such as rivers and open bore water supplies which affects the incidence rate
of disease. Decreases in rainfall can increase the concentration of pathogens as the water is less often
diluted through fresh rainfall [95, 99, 100]. Increased rainfall may dilute water sources more regularly,
however increased rainfall or extreme precipitation events also create run-off which washes pathogens on
the land into surface waters [97, 98]. If this water is used untreated, such as when rivers are used for crop
irrigation, consumption of produce irrigated with this water may cause gastrointestinal infections. High
levels of precipitation can also overload water treatment facilities, stir up sediment and re-suspend
pathogens in the water supply which decreases the effectiveness of water treatments and increases the risk
of infection if contaminated water is consumed [95, 97].
Warmer temperatures facilitate the growth and replication of the bacterial pathogens Salmonella and
Campylobacter and the parasitic Cryptosporidium oocysts, increasing their prevalence in the environment
and the associated risk of infection after ingesting contaminated food or water [37, 92, 94]. However, if
temperatures exceed levels which are conducive to the growth of pathogens, their environmental prevalence
may reduce and the disease incidence will decrease [92]. Excessively warm temperatures for pathogen
growth are most likely to affect northern regions where optimal growth conditions already occur and future
climate change may regularly increase daily temperatures beyond pathogens’ limits.
In most regions however, the effect of climate change on the costs of foodborne disease was negligible. This
was often despite a change in the relative risk ratio of the disease between baseline and climate change
scenarios. The effect of weather on disease risk was not always straight-forward. Take for example the case
of salmonellosis in the Townsville–Thuringowa region in which the effects of climate change decreased the
costs of salmonellosis until 2036. In this situation, the projected rising temperatures increased the relative
risk ratio of salmonellosis from the baseline to 1.15 in 2030 and 1.32 in 2050 under high climate change.
However the decreased rainfall in the region was protective so the combined effects of the temperature and
rainfall associations manifested as a decreased risk of salmonellosis to 0.93 in 2030 which then returned to
nearly baseline levels (0.997) in 2050. This reflects the protective effect of decreased rainfall over the shorter
term to 2030 which was then overpowered by the effect of rising temperature increasing salmonellosis risk
by 2050, highlighting the complex nature of the effect of weather on foodborne disease risk.
This situation also highlights another aspect of climate change which may explain the large number of
regions in which the effects of climate on the costs of disease were negligible. Climate change is a gradual
process and the changes in temperature and rainfall we may see by 2036 are relatively small. For instance,
the relative risk ratio of salmonellosis in the Wide Bay–Burnett region was 1.05 in 2036 but 1.25 by 2050,
so the effects may be negligible in the near future but become much more costly over time if we do not
manage to mitigate climate change or greatly reduce disease risk.
We can see this effect with cryptosporidiosis. Cryptosporidiosis was more immediately susceptible to
changes in climate than the bacterial infections, as shown by much higher relative risk ratios in 2030 than
those of salmonellosis and campylobacteriosis. For example, under high climate change in Eastern Downs in
2030, the relative risk ratio of cryptosporidiosis was 1.21, compared with 1.11 for salmonellosis and 1.07 for
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campylobacteriosis. A ratio of 1.21 is more in line with the ratio observed for salmonellosis in 2050 – 1.26 –
although the ratio for campylobacteriosis remained low in 2050. Cryptosporidiosis was the only disease for
which I found a substantial increase in costs between the baseline and high climate change scenario by
2036, however the similar relative risk ratios between cryptosporidiosis in 2030 and salmonellosis in 2050
suggest we may see that longer-term climate change does actually affect the costs of salmonellosis.
The effects of climate change on foodborne diseases are complex and the incidence and resultant costs of
foodborne diseases were affected by complicated interactions of temperature and precipitation in many
regions. This thesis did not seek to explain the exact mechanisms through which the climate changes
projected for each region will affect the incidence of foodborne diseases in future and so I cannot draw
conclusions about those mechanisms. Instead I sought to estimate the costs of foodborne diseases under
the climate changes projected in Queensland – and differences between climate change scenarios – so that
policy-makers have evidence to inform policy decisions regarding reducing the costs of foodborne diseases.
10.2 Foodborne diseases are costly regardless of climate change
These are the first estimates of the costs of salmonellosis, campylobacteriosis and cryptosporidiosis under
current and future climate conditions in regions of Queensland. A key finding from these estimates is that,
regardless of the influence of climate change, foodborne diseases will incur significant costs to the
Queensland population between 2016 and 2036. For instance, the population of South East Queensland
alone was projected to lose more than 19,800 QALYs and $1.2 billion to campylobacteriosis between
2016–2036 in a scenario in which there is no change from the current climate. This represents a significant
public health cost which is worthy of investment.
This thesis found that mitigating the effect of climate change resulted in a decrease in the costs of
foodborne diseases in only a small number of regions and that mitigating climate change alone was not
sufficient to substantially reduce the costs of foodborne diseases in Queensland. This is not to say that
efforts should not be made to reduce climate change as mitigating the projected changes would likely be
effective in reducing the costs of other weather-related health conditions, such as strokes or
weather-induced asthmatic episodes. Also, as aforementioned, longer-term changes in climate may affect
the costs of foodborne diseases in more regions than those found to be affected until 2036. As such, actions
to minimise climate changes should continue. However, given that mitigating the extent of climate changes
alone will be insufficient to reduce the future costs of foodborne diseases, additional adaptive strategies will
be required to reduce the costs. Such adaptive strategies will aim to decrease the likelihood of exposure to
pathogens, decrease the effects of exposure, or decrease the vulnerability of particular groups [194].
10.2.1 Adaptive measures
The results of this thesis highlight key sub-populations most vulnerable to foodborne disease which
policy-makers could directly address to reduce the costs of foodborne diseases. For instance, the detailed
example of the drivers of the costs of salmonellosis in Central Queensland in Section 9.2 identified that
females, young children and chronic sequelae of salmonellosis were incurring the highest costs. As such,
targeting actions toward preventing salmonellosis, and consequent sequelae conditions, in these groups
would likely give the greatest benefits.
For example, improving the food safety knowledge of parents, carers and early education teachers may
assist in reducing a proportion of the costs of salmonellosis and other bacterial infections, including
campylobacteriosis. The results also indicate that, as cryptosporidiosis incurred the lowest costs of the
three diseases by far, reducing the incidence of salmonellosis or campylobacteriosis over cryptosporidiosis
would be more effective in reducing the overall costs of foodborne diseases in Queensland.
Broader policy changes may also serve to reduce the costs of foodborne diseases in Queensland. For
example, New Zealand was able to halve its campylobacteriosis cases and cut its GBS cases by 13% in 2
years by introducing mandatory performance targets regarding Campylobacter prevalence into its broiler
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flock industry [39, 195]. The broiler industry in Australia is currently unregulated so similar actions taken
here may achieve similar results.
Salmonella and Campylobacter are both a bacterial pathogens frequently transmitted through poultry
products. Salmonellosis rates did not decline in New Zealand alongside the campylobacteriosis rates after
the regulations were introduced, likely because Salmonella contamination of chicken products in New
Zealand was already low [39]. For example, one study tested samples from three major supplies in New
Zealand and found no Salmonella contamination, while Campylobacter was isolated from 44.8% of 73
samples [196], hence the stronger effect in reducing campylobacteriosis. Australia has much higher rates of
contamination from both pathogens. A major Australian study isolated Salmonella from 36.7% of samples
and Campylobacter from 84.3% of samples [40], suggesting regulation in Australia may have the dual effect
of reducing both foodborne salmonellosis and campylobacteriosis incidence.
In a 2010 report on the possibility of introducing regulations to the Australian broiler industry, the
governing body Food Standards Australia New Zealand estimated it would cost the industry $11 million in
the first year and $4 million each year thereafter to introduce regulations aimed at reducing foodborne
diseases [197]. In the same report, it was estimated that acute foodborne diseases were costing the
community $14–$74 million each year. However, the introduction of regulations was rejected at the time, in
favour of minor amendments to the standards against which individual broiler farms measure themselves
[197]. It is here where the results from this thesis might be useful in spurring such industries and governing
bodies to reconsider regulation and other preventative strategies known to be effective, given I estimated
over $2.3 billion from salmonellosis and campylobacteriosis over the next 20 years.
Other policies may also be introduced, such as those mandating the uses or treatment of bore and
recreational water facilities — particularly those adjoining agricultural land — or the responsibilities of
agricultural land owners to reduce the contamination of surrounding water supplies with animal waste, in
an effort to reduce exposure.
Individuals are also capable of both reducing their exposure to pathogens and decreasing the effects of
exposure. For instance, with an increasing number of foodborne disease cases in coming years, individuals
may take greater precautions to reduce their own exposure to pathogens, such as through improved food
hygiene practices and greater awareness of sources of environmental exposure. A recent study has also had
success in vaccinating mice against salmonellosis [198], suggesting it may be possible to physiologically
protect humans from salmonellosis in the future.
I have not included mitigation or adaptation actions in this thesis due to the current uncertainty about
what actions may be implemented and their potential impacts [199], however with findings such as these –
that foodborne disease will be costly in future regardless of the impact of climate change – it is important
that future research identifies which strategies will be most cost-effective in reducing the costs of foodborne
diseases.
10.3 Microsimulation models as a technique for estimating costs
This thesis has shown that microsimulation models are a useful tool for modelling disease pathways to
estimate the costs of disease under climate change, however researchers wanting to use this method must
weigh the advantages and disadvantages of microsimulation models.
Microsimulation offers advantages over other projections methods, such as extrapolation techniques, in the
richness of data they provide. Unlike extrapolation models which apply current risks to a population
structure at a future point in time to assess disease incidence and costs, microsimulation models generate a
history for individuals throughout the simulation, providing data for the entire projection period. This
feature is key for studies where periods of exposure affect disease risk. For example, if a severe heat wave
kills many simulated individuals, there will be fewer individuals at risk of weather-related health conditions
such as cardiovascular events for some time, or conversely a mild winter would increase the people at risk
in the following summer, and microsimulations are able to capture these patterns.
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Microsimulations are also capable of bringing together and modelling the influence of several complex
factors. With microsimulation I was able to integrate several complicated associations – weather, disease
incidence, time, and demographic influences – to produce clear estimates of the health and economic costs
of diseases, capture projection uncertainty, and identify the primary drivers of these costs. Similarly,
microsimulation models are able to model complex systems such as multiple diseases with sequelae
conditions or exposures or socio-demographic factors which may influence an individual’s susceptibility to
outcomes of disease. This aspect of microsimulation models facilitates deeper analysis of potential drivers
of costs, such as age group, sex, components of disease or time periods. Such information is often key for
developing effective policies to reduce the public health costs of disease.
The primary disadvantage of microsimulation models is the high time and resource requirements. Several
sets of detailed data for demographic estimates and projections, disease and sequelae incidence, and
weather recordings and projections were required to inform the transition probabilities used in the
microsimulation models. However, a researcher using other projection techniques to estimate the future
health and economic costs of disease would require similar data – the age- and sex- specific incidence rates
of disease and sequelae, population estimates at the start and finish time-points, the projected climate, the
weather–disease associations etc – so this data-intensiveness is not necessarily a disadvantage unique to
microsimulation models. However, the time costs of establishing and running microsimulation models as
detailed in Appendix K would likely exceed those of other projection methods, and researchers need to
consider these costs when designing their models to maximise efficiency.
Researchers wishing to use microsimulation models must be aware of the high data and time requirements
of this method when deciding whether to use these models. If these costs are acceptable, the benefits of
microsimulation models in the richness of the data they provide to inform policy decisions is advantageous
over other projection techniques.
10.4 Strengths, significance and limitations of the current
research
This thesis makes a significant contribution to the body of knowledge about the effects of climate change
on foodborne diseases in Queensland and their potential costs in the future. It is the first study to quantify
the associations between temperature, precipitation and three key foodborne diseases in several regions of
Queensland. It is also the first study to estimate the health and economic costs of these foodborne diseases
under climate change scenarios for regions of Queensland. This thesis was also the first to demonstrate
that microsimulation models are a useful tool for modelling complex interactions between demographic,
social and climate factors to estimate the health and economic costs of diseases under climate change.
This thesis provide new and important information for policy-makers to inform their decisions about first,
the need for preventative strategies to be developed for foodborne diseases in Queensland based on their
potential future costs, and secondly which population groups preventative strategies may be aimed at to
most effectively reduce the health and economic costs of foodborne disease.
These results suggest that foodborne diseases may not necessarily need to be of high priority for short-term
action in regard to the effect of climate change on their incidence and costs, and resources may be better
directed toward other costly conditions affected by climate. However, foodborne diseases are costly
regardless of the effect of climate change and immediate actions, such as introducing regulation into the
broiler industry, could substantially reduce the costs of foodborne diseases in Australia. Further, the
results indicate that longer-term climate change could affect the future costs of foodborne disease and
action is warranted to reduce these pending costs.
The results of this thesis have the ability to advise policy-makers in directing resources toward actions
which would most effectively reduce the costs of foodborne diseases. The detailed example of the drivers of
the costs of salmonellosis in Central Queensland in Chapter 9 demonstrated that these results can identify
the age groups, sex, and components of the salmonellosis disease process which are incurring the highest
costs. Further analysis of the results from all regions could reveal to local policy-makers the particular
10.4. STRENGTHS, SIGNIFICANCE AND LIMITATIONS OF THE CURRENT RESEARCH 171
sub-populations most affected by foodborne diseases in their region to inform preventative strategies for
these groups.
The limitations of this thesis must be considered. Some decisions were made which may have influenced
the results and could be improved on in future studies. For instance, I averaged daily precipitation
projections from several weather stations to create regional weather projections. This means that most
days in the projections under the low and high climate change scenarios had some precipitation projected,
which is unlikely and may have resulted in a slight overstatement of the effect of precipitation on the
incidence of foodborne disease.
Another such limitation is that the regression analyses used to estimate the weather–diseases associations
may have lacked statistical power for some regions due to the small number of cases recorded during the
baseline period. For example, no association was found between temperature or precipitation with
campylobacteriosis or cryptosporidiosis in the Gulf region, however there were fewer than 50 cases of each
disease in 10 years so an association may have existed but was not detected.
The total populations projected by the microsimulation models were within acceptable margins of the
official projections, however I experienced difficulty with precisely matching the projections by age group.
As such the simulated age- and sex-structure of the populations did not exactly match the official
population projections so the future health and economic costs may differ slightly from those costs
estimated here given the varying incidence rates of foodborne disease by age. Future studies may wish to
find means of addressing these limitations.
A criticism of this thesis may be that I have not compared estimates of disease costs projected by a
microsimulation model to those projected through other means, such as by extrapolating current
weather–disease associations to the projected population structure under the projected climate conditions
for a region. I cannot therefore say that microsimulation models are more accurate than other projection
techniques. I considered making this comparison, however because I am estimating future costs there is no
‘correct’ answer to compare the simulated or extrapolated results to and as such generating these datasets
would only tell us if the projection methods gave different estimates, not which model was more accurate
or if either model was accurate at all. This may be something that future studies could consider by using
an earlier time period to project to a time for which data is already available to assess if one method
outperforms the other. However, my intent with this study was to examine whether microsimulation
models were a suitable method for modelling the effects of climate change on the incidence and costs of
foodborne disease, not to test whether microsimulation models are better than another technique.
An argument against this type of research is that estimates of disease incidence in the future, by virtue of
being in the future, are untestable and therefore unscientific [200]. This argument refers primarily to the
basis of projections on assumptions and the uncertainty of outputs. These are indeed the key limitations of
the current research. This research assumes that there will be no changes to the current climate–disease
relationships or human susceptibility to foodborne diseases through either changes to infrastructure,
information or the infectiousness of a pathogen. It also makes assumptions about the structure of the
Queensland population in future. These assumptions are however reasonable and evidence-based and
modelling future scenarios from our present situation is currently the best method available to estimate the
future effects of climate [79].
A further consideration regarding the results of this thesis in uncertainty. All microsimulation models have
levels of uncertainty [160]. I reduced uncertainty from the inputs and decisions made within the model as
much as possible, the results were validated for accuracy and I quantified the uncertainty from stochastic
decisions within the models. Still, other forms of uncertainty will be present in the results – such as those
due to differences in the age groups between the simulated and official population projections – and have
not been controlled or quantified and the results must be interpreted with this in mind. However, the
opportunity presented through modelling to identify risks and prepare strategies to minimise the health
and economic costs of foodborne diseases outweighs the risk of basing decisions on projected data with
some uncertainty and based on reasonable assumptions.
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10.5 Future directions
A potential future direction of this area of research is to extend the simulations to more distant years. The
relative risk ratios of foodborne disease I have calculated here increased substantially between 2036 and
2050. For instance, the risk ratio of salmonellosis in Wide Bay–Burnett was estimated as 1.05 in 2036
under high climate change but 1.25 in 2050, suggesting the health and economic costs of foodborne disease
will be even higher in later decades. Estimating the more distant future costs may assist in long-term
planning strategies.
Research into the effect of climate change on human health has reached a crucial point where we have
substantial evidence showing that the projected climate changes are likely to generally impact negatively
on our health through several key forms of disease. We must now decide whether to continue examining
the associations between weather and health conditions so that we may understand exactly the magnitude
and effect, or whether to redirect our efforts toward researching methods of reducing the impacts of climate
change on our health which have already started to occur and will continue so long as climate change is not
mitigated.
Further studies could also apply these forms of microsimulation models to other diseases and other regions.
Such studies could confirm the usefulness of this method, and also be used to develop a league table of the
future costs of several diseases and conditions in different geographic regions to identify where preventative
actions might be best directed to reduce the future costs of diseases under climate change. Future studies
may also include additional socio-demographic variables related to infectious disease risk, such as family
size or whether the individual is in a medically or socially vulnerable group, to identify at-risk groups
which could be helped through targeted preventative strategies.
10.6 Summary
This research estimated the health and economic costs of salmonellosis, campylobacteriosis and
cryptosporidiosis between 2016–2036 under no, low and high climate change scenarios in 13 regions of
Queensland. This is the first study to quantify the associations between weather and these diseases in
Queensland regions, to estimate the costs of these diseases in future under different climate change
scenarios, and to use microsimulation to assess the effect of climate change on foodborne diseases.
The results show that the effect of climate change varied by the foodborne disease and region examined.
The climate changes were projected to increase, decrease or have a negligible effect on the costs of
foodborne diseases between 2016–2036. Regardless of the influence on climate change however, foodborne
diseases pose a significant cost to the Queensland population in future, particularly salmonellosis and
campylobacteriosis. This research provides the first regional-level information which could be used by
policy-makers to assess which population groups in their jurisdictions have the highest future costs from
foodborne disease to inform and direct preventative action. Such detailed data is an advantage of
microsimulation models, which I have found in this study to be a useful tool for modelling complex
associations between weather, disease and socio-demographic characteristics over time.
The findings of this thesis make a significant contribution to our understanding of the influence of climate
on foodborne diseases in Queensland, their potential future costs, and the utility of microsimulation
modelling in public health research. The results must be considered in light of the limitations of this study,
which primarily pertain to the assumptions and uncertainty surrounding the estimates and small
methodology decisions which could be adjusted.
This thesis’ results are immediately useful to policy-makers wishing to base decisions on preventative
action on evidence of the local effect of climate change on foodborne diseases. Research in this area of
public health would benefit from redirecting from assessing weather–disease associations to identifying
effective preventative strategies to reduce the impact of climate change on foodborne and other diseases.
Appendix A
Scoping Survey: Vector-borne
diseases
The results for the vector-borne disease component of the expert survey to determine the scope of the
current study are as follows:
Dengue fever (399 points) emerged clearly as the vector-borne disease the researchers thought will increase
most in incidence under climate change and also have the most detrimental impact on human health. Ross
River virus (368 points), malaria (339 points) and Barmah Forest virus (323 points) also scored highly.
The average scores for incidence and health impact show that the ranking of diseases was driven by the
perceived influence of climate of the incidence of vector-borne diseases. These results are consistent with
Australian notifiable disease data indicating that these four mosquito-borne diseases account for between
6% (malaria) and 59% (Ross River virus) of all notifiable vector-borne diseases annually [28]. Four
additional vector-borne diseases not listed in the survey were noted by participants for potential inclusion
in the study: Hendra virus, rabies, Rift Valley fever and West Nile virus. Although there is a low risk of
contracting any of these diseases in Queensland, the negative health effects of each are particularly high.
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Appendix B
Scoping Survey: Expert survey
invitation
Dear researcher,
We are seeking your opinions about infectious diseases under predicted climate change conditions in
Queensland. Your opinions will help shape our research which aims to estimate the costs of food-borne,
water-borne and vector-borne diseases resulting from changed climate conditions in Queensland until 2070.
We value your opinions as you are a researcher with expertise in climate change and/or infectious disease
in Australia.
You are invited to participate in an online survey which will take approximately 15 minutes to complete.
Further details about the study can be found by clicking the link below. The survey will be open until 24
November, 2013.
To participate in the survey, please click this link: [URL]
This study has been approved by the QUT Human Research Ethics Committee (approval number
1300000702).
Many thanks for your consideration of this request. If you have any questions, please contact us via email.
Kind regards,
A/Prof Adrian Barnett
and Dimity Stephen
PhD Student
Institute of Health and Biomedical Innovation 
Queensland University of Technology
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Thank you for taking the time to complete this survey. The opinions you provide will help shape our
research which aims to estimate the economic costs of food-borne, water-borne and vector-borne
diseases resulting from climate changes in Queensland over the years to 2070. The eventual outcome
of the research will be a cost-effectiveness analysis of a number of adaptation and mitigation
strategies to reduce the risk and burden of infectious diseases in Queensland.
Question 1. What is your primary area of professional expertise?
Question 2. Approximately how many years have you been working in this area?
Question 3. How much experience do you have in each of the following areas?
None A little Some A lot A great deal
Food-borne disease . . . . .
Water-borne disease . . . . .
Vector-borne disease . . . . .
Climate change . . . . .
Question 4. If current greenhouse gas emissions remain the same, by 2070 Queensland is predicted to
be hotter and experience longer periods of dry weather interspersed with more intense rainfall when it
does rain. Average annual temperatures could be up to 2.2 ◦C hotter, while annual rainfall is predicted
to decrease by 1-7%. Below, please rate your opinion of the likely impact of these climate changes
on the incidence and distribution of each of the food-borne pathogens listed. Where a pathogen
has multiple modes of transmission, please respond only in accordance with a food-borne mode of
transmission.
Pathogen Will flourish in
changed climate
Will be
unchanged in
changed climate
Will suffer in
changed climate
I don’t know
Aeromonas spp. . . . .
Astrovirus/adenovirus . . . .
Bacillus cereus . . . .
Campylobacter spp. . . . .
Clostridium spp. . . . .
Cryptosporidium . . . .
Giardia lamblia . . . .
Hepatitis A . . . .
Listeria monocytogenes . . . .
Emerging pathogens . . . .
Non-Shiga-toxin
producing E. coli
. . . .
Rotavirus . . . .
Salmonella spp. . . . .
Shiga-toxin
producing E. coli
. . . .
Shigella spp. . . . .
Staphylococcus aureus . . . .
Vibrio parahaemolyticus . . . .
Yersinia spp. . . . .
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Question 5. Below, please rate the impact each pathogen may have on human health in terms of
the severity of illness or length of illness resulting from consumption of the pathogen.
Pathogen High impact Some impact No impact I don’t know
As listed in Question 4
Question 6. Are there any other food-borne pathogens which you think should be considered?
Please note them below.
Question 7. Please include any comments on why you consider particular pathogens important or
any other general comments you would like to make.
Question 8. If current greenhouse gas emissions remain the same, by 2070 Queensland is predicted to
be hotter and experience longer periods of dry weather interspersed with more intense rainfall when it
does rain. Average annual temperatures could be up to 2.2 ◦C hotter, while annual rainfall is predicted
to decrease by 1-7%. Below, please rate your opinion of the likely impact of these climate changes
on the incidence and distribution of each of the water-borne pathogens listed. Where a pathogen
has multiple modes of transmission, please respond only in accordance with a water-borne mode of
transmission.
Pathogen Will flourish in
changed climate
Will be
unchanged in
changed climate
Will suffer in
changed climate
I don’t know
Campylobacter spp. . . . .
Cyanobacteria . . . .
Cryptosporidium . . . .
Giardia lamblia . . . .
Hepatitis A . . . .
Legionella . . . .
Leptospira spp. . . . .
New pathogens . . . .
Non-Shiga-toxin
producing E. coli
. . . .
Norovirus . . . .
Shiga-toxin
producing E. coli
. . . .
Shigella spp. . . . .
Rotavirus . . . .
Vibrio cholerae . . . .
Question 9. Below, please rate the impact each pathogen may have on human health in terms of
the severity of illness or length of illness resulting from consumption of the pathogen.
Pathogen High impact Some impact No impact I don’t know
As listed in Question 8
Question 10. Are there any other water-borne pathogens which you think should be considered?
Please note them below.
Question 11. Please include any comments on why you consider particular pathogens important or
any other general comments you would like to make.
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Question 12. If current greenhouse gas emissions remain the same, by 2070 Queensland is predicted
to be hotter and experience longer periods of dry weather interspersed with more intense rainfall
when it does rain. Average annual temperatures could be up to 2.2 ◦C hotter, while annual rainfall is
predicted to decrease by 1-7%. Below, please rate your opinion of the likely impact of these climate
changes on the incidence and distribution of each of the vector-borne diseases listed.
Disease Will flourish in
changed climate
Will be
unchanged in
changed climate
Will suffer in
changed climate
I don’t know
Barmah Forest virus . . . .
Chikungunya . . . .
Dengue fever . . . .
Japanese encephalitis . . . .
Leishmaniasis . . . .
Lyme disease . . . .
Malaria . . . .
Murray Valley
encephalitis
. . . .
New diseases yet
to be identified
. . . .
Q fever . . . .
Rickettsial disease . . . .
Ross River virus . . . .
Question 13. Below, please rate the impact each disease may have on human health in terms of the
severity of illness or length of illness resulting from contracting the disease.
Disease High impact Some impact No impact I don’t know
As listed in Question 12
Question 14. Are there any other vector-borne diseases which you think should be considered?
Please note them below.
Question 15. Please include any comments on why you consider particular pathogens important or
any other general comments you would like to make.
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Question 16. Our study will use a model to predict the effect of food-, water- and vector-borne
diseases on the health of the Queensland population under the predicted climate changes. The model
will also include variables which could affect an individual’s likelihood of contracting a disease or
which will prolong or affect the severity of illness. Age and sex will be included in all models. Which
of the following variables do you think would be relevant (most important to or influential on the
disease) to food-borne pathogens to include in a model of this kind?
Variable Relevant Neutral Not relevant I don’t know
Housing conditions . . . .
Immunisation uptake . . . .
Indigenous status . . . .
Marital status . . . .
Occupation . . . .
Pre-existing medical conditions . . . .
Presence of health insurance . . . .
Socioeconomic status . . . .
Travel patterns . . . .
Type of sewage system . . . .
Water source, e.g. artesian . . . .
Question 17. Which of the following variables do you think would be relevant (most important to
or influential on the disease) to water-borne pathogens to include in a model of this kind?
Pathogen Relevant Neutral Not relevant I don’t know
As listed in Question 16
Question 18. Which of the following variables do you think would be relevant (most important to
or influential on the disease) to vector-borne pathogens to include in a model of this kind?
Pathogen Relevant Neutral Not relevant I don’t know
As listed in Question 16
Question 19. Are there any other demographic variables relevant to any mode of transmission
(food, water or vector) which you think should be considered? Please note them below.
Question 20. Please include any comments on why you consider particular pathogens important or
any other general comments you would like to make.
Question 21. Would any of your colleagues be interested in completing this questionnaire? Please
add their name(s) and email(s) below.
Question 22. Would you like to be notified of the results of this survey? If so, please include your
email below. This address will be stored separately to your responses and deleted after you have
been notified of the results.
Thank you for completing the survey!
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Appendix D
Scoping Survey: Results for
shigellosis and STEC models
We chose South-East Queensland as the first region to examine the relationships between shigellosis and
Shiga-toxin producing E. coli (STEC) and temperature and rainfall as this region reported the highest
number of cases over the 2004–2013 study period: 389 shigellosis cases and 183 cases of STEC infection.
Switching models were run for both diseases, each including smoothed 21 day lags for daily average
regional rainfall and mean temperature, along with quadratic and linear terms for time, and categorical
variables for day of the week and public holidays. Full details of the switching models can be found in
Chapter 5, Section 5.5.
Both switching models achieved a good fit. Figures D.1 and D.2 show the plotted autocorrelation function
and the cumulative periodogram of the residuals for the shigellosis and STEC models, respectively. Neither
model’s residuals had bursts from the confidence band in the cumulative periodogram, indicating that all
temporal trends were captured. The shigellosis model’s residuals showed little autocorrelation, although
substantial autocorrelation was observed in the STEC switching model’s residuals. As shown in
Figures D.4 and D.3, temperature and rainfall showed no substantial relationship with either shigellosis
cases or STEC infections, either overall or over lags of 21 days. Shigellosis cases were modelled as sporadic
for 51% of days and as outbreaks for 49% of days, while STEC was modelled as sporadic for 53% of days,
suggesting seasonal patterns due to temperature and rainfall were not strong for either disease. Parameter
estimates for both models are shown in Table D.1.
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Table D.1: Parameter estimates, mean percent change, credible intervals and significance values for the
shigellosis and STEC infection switching models
Shigellosis STEC infection
Variable Mean % change (CrI) p Mean % change (CrI) p
Mean temperature 1 6.9 (−49.1, 126.1) 0.873 −46.9 (−90.4, 207.5) 0.460
Mean temperature 2 7.1 (−20.2, 43.2) 0.654 16.4 (−41.3, 131.5) 0.659
Mean temperature 3 −17.5 (−50.6, 40.7) 0.451 −66.9 (−90.1, 13.0) 0.075
Rainfall 1 10.3 (−67.2, 264.5) 0.883 298.8 (−74.5, 6,330.1) 0.329
Rainfall 2 31.4 (−43.9, 194.6) 0.506 −17.9 (−91.8, 479.4) 0.896
Rainfall 3 2.4 (−62.8, 167.8) 0.962 65.3 (−83.4, 1,220.3) 0.633
Time −1.5 (−8.6, 6.2) 0.706 89.6 (58.5, 132.1) <(0.000)
Time2 −12.9 (−19.6, −5.4) 0.001 20.7 (0.3, 45.0) 0.045
Public holiday −17.3 (−47.7, 24.1) 0.384 −89.2 (−99.5, −27.2) 0.015
Tuesday −6.3 (−25.9, 19.0) 0.587 15.9 (−31.4, 99.6) 0.585
Wednesday −8.8 (−27.8, 15.6) 0.435 −24.2 (−61.9, 46.5) 0.425
Thursday −16.7 (−35.1, 5.9) 0.137 3.6 (−40.9, 80.9) 0.893
Friday −10.1 (−29.1, 13.7) 0.379 −10.8 (−48.6, 59.0) 0.685
Saturday −51.0 (−63.2, −34.9) <0.001 −9.4 (−48.6, 59.0) 0.728
Sunday −53.0 (−64.9, −37.5) <0.001 −41.9 (−69.2, 8.8) 0.085
Figure D.1: Autocorrelation function and cumulative periodogram plots of the shigellosis switching model
residuals.
Figure D.2: Autocorrelation function and cumulative periodogram plots of the STEC infection switching
model residuals.
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Figure D.3: The overall and lagged effects of temperature (A) and rainfall
(B) on STEC infections in South-East Queensland.
Figure D.4: The overall and lagged effects of temperature (A) and rainfall
(B) on shigellosis cases in South-East Queensland.
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These results demonstrate that weather does not exert a strong influence on the incidence of either
shigellosis or STEC infection in South-East Queensland. Other Queensland regions recorded 4–76 cases of
shigellosis and 0–18 cases of STEC infection over the 10 year study period. Given the lack of strong
relationships observed between the diseases and weather in South-East Queensland, the much small
number of cases in other regions made finding disease–weather associations in these regions unlikely also.
We thus decided to remove shigellosis and STEC infection from the project’s scope.
Appendix E
Climate change: Study regions
Table E.1 details the Local Government Areas as at October 2007 which were aggregated to create the 13
regions used in the ClimateQ report [2] which were chosen as the study regions for this research also.
Table E.1: Local Government Areas comprising the ClimateQ regions.
ClimateQ Region Local Government Areas
Cape York Aurukun, Badu, Bamaga, Boigu, Cook, Dauan, Erub, Hammond,
Hope Vale, Iama, Injinoo, Kubin, Lockhart River, Mabuiag, Mapoon,
Mer, Napranum, New Mapoon, Pormpuraaw, Poruma, Saibai, Seisia,
St Pauls, Torres, Ugar, Umagico, Warreber, Weipa, Yorke
Far North Queensland Atherton, Cairns, Cardwell, Douglas, Eacham, Herberton, John-
stone, Mareeba, Wujal Wujal, Yarrabah
Gulf Region Burke, Carpentaria, Croydon, Doomadgee, Etheridge, Kowanyama,
Mornington, Unincorporated Queensland
North West Queensland Cloncurry, McKinlay, Mount Isa, Richmond, Flinders
Townsville-Thuringowa Burdekin, Charters Towers, Dalrymple, Hinchinbrook, Palm Island,
Thuringowa, Townsville
Whitsunday,
Hinterland, Mackay
Belyando, Bowen, Broadsound, Mackay, Mirani, Nebo, Sarina, Whit-
sunday
Central Queensland Banana, Bauhinia, Calliope, Duaringa, Emerald, Fitzroy, Gladstone,
Jericho, Livingstone, Mount Morgan, Peak Downs, Rockhampton,
Taroom, Woorabinda
Central West Queensland Aramac, Barcaldine, Barcoo, Blackall, Boulia, Diamantina, Ilfra-
combe, Isiford, Longreach, Tambo, Winton
South West Queensland Bulloo, Murweh, Paroo, Quilpie
Maranoa and District Balonne, Bendemere, Booringa, Bungil, Goondiwindi, Murilla,
Roma, Tara, Waggamba, Warroo
Wide-Bay Burnett Biggenden, Bundaberg, Burnett, Cherbourg, Cooloola, Eidsvold,
Gayndah, Hervey Bay, Isis, Kilkivan, Kingaroy, Kolan, Maryborough,
Miriam Vale, Monto, Mundubbera, Murgon, Nanango, Perry, Tiaro,
Wondai, Woocoo
Eastern Downs Cambooya, Chinchilla, Clifton, Crow’s Nest, Dalby, Inglewood,
Jondaryan, Millmerran, Pittsworth, Rosalie, Stanthorpe, Wambo,
Warwick
South East Queensland Beaudesert, Boonah, Brisbane, Caboolture, Caloundra, Esk, Gatton,
Gold Coast, Ipswich, Kilcoy, Laidley, Logan, Maroochy, Noosa, Pine
Rivers, Redcliffe, Redlands, Toowoomba
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Appendix F
Methodology I: Ethics approval
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Appendix G
Methodology I: Public Health Act
application
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Appendix H
Methodology I: Development of
regression models
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This appendix provides further detail about the exploratory process undertaken to analyse the data
for salmonellosis notifications in South-East Queensland (SEQ) between 2004 and 2013 – as an
example of the process undertaken for all regions – to develop suitable regression models for
estimating the associations between weather and foodborne diseases. These estimates informed the
likelihood of an individual contracting a foodborne disease under climate change conditions in the
microsimulation models.
The dataset consisted of the daily number of notifications of salmonellosis in SEQ, along with the
daily minimum, mean and maximum temperatures, precipitation and log precipitation, and
dewpoint humidity from minimum, mean or maximum temperatures for SEQ. A second dataset
contained the monthly number of notifications of salmonellosis in SEQ and monthly weather
variables. The counts of monthly salmonellosis cases were standardised by dividing the monthly
count by the number of days in the month, then multiplying this result by 30.
Where salmonellosis counts were truncated to manage the effect of outbreaks, daily counts were
truncated to 10 and monthly counts at 200 cases. Truncating cases affected 8 months: March 2004,
March 2010, February 2011, March 2011, February 2013, November 2013 and December 2013, which
ranged in number of notifications from 210 to 332 (average = 238). The outbreaks for daily data
were truncated at 10 notifications per day (original data has a mean = 4, SD = 3). This affected 145
days which ranged from 11 to 24 notifications. Most days over 10 notifications occurred in
January–March and November–December of each year.
Other social or time-related variables included were: a variable for summer months wherein each
non-summer month is numbered zero and all summer months have a different number (1–30); a
simple increasing count for each day or month as a linear function for time; and categorical variables
for the changed pathology test from August 2013, day of the week, public holidays, school holidays,
Easter, and Christmas.
Data summary and distributions
First, I examined a summary of the variables in the dataset and plotted their distributions (Table 1,
and Figures 1, 2, and 3 below). As expected, the temperature and dewpoint humidity distributions
are essentially normal, while the salmonellosis and rainfall distributions are strongly skewed toward
zero counts. The log of rainfall was calculated to account for this skew, while quasi- and Poisson
models were used to account for the skew in the salmonellosis cases.
Figure 1: Distribution of maximum temperature (A) and minimum temperature (B) in SEQ, 2004–
2013
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Figure 2: Distribution of precipitation (A) and log precipitation (B) in SEQ, 2004–2013
Figure 3: Distribution of dew point humidity (mean temp.) (A) and salmonellosis cases (B) in SEQ,
2004–2013
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Table 1: Summary of the variables in the daily weather–salmonellosis dataset
Variable Obs. Mean Median SD Min, Max
Salmonellosis cases 3,653 4.05 3.0 3.1 0, 24
Truncated salm. cases 3,653 4.0 3.0 2.8 0, 10
Max. temperature 3,653 25.6 25.9 3.7 12.9, 38.8
Min. temperature 3,653 15.3 16.0 4.7 1.6, 25.8
Mean temperature 3,653 20.5 21.0 4.0 10.1, 32.15
Rainfall 3,653 3.2 0.2 8.9 0, 175.2
Log rain 3,653 0.3 0.1 0.4 0, 2.3
Humidity, mean temp. 3,653 11.4 12.4 6.3 −10.9, 24.9
Humidity, min. temp. 3,653 6.7 7.9 7.2 −16.9, 21.9
Humidity, max. temp. 3,653 16.2 17.1 5.6 −4.9, 28.2
Summer 3,653 3.8 0.0 8.0 0, 30
Public holiday 3,653 0.0 0 0.2 0, 1
School holiday 3,653 0.2 0 0.4 0, 1
Christmas holiday 3,653 0.0 0 0.2 0, 1
Easter holiday 3,653 0.0 0 0.1 0, 1
Day of week 3,653 4.0 4.0 2.0 1, 7
Test change 3,653 0.0 0.0 0.2 0, 1
Time (linear) 3,653 1827 1827 1054.7 1, 3,653
Time (quadratic) 3,653 4,449,963 3,337,929 3,980,099.76 1, 13,344,409
Trend analysis
We next needed to identify if there were any seasonal patterns in the salmonellosis cases as seasonal
trends would indicate whether there may be associations between salmonellosis cases and
temperature, rainfall or other seasonal factors. To examine this I plotted the daily salmonellosis
cases over time with a spline term to show the trend in the cases, Figure 4. The plot shows a
generally regular seasonal pattern over time with peaks in summer and troughs in winter.
Then I examined the temporal trends in the daily data, comparing mean temperature and
salmonellosis cases yearly, seasonally, monthly and weekly (Figure 5). The seasonal patterns for
temperature and salmonellosis were similar, although the annual, monthly and weekly trends were
less shared.
When the fours trends were used to predict salmonellosis cases, only season was a significant
predictor (Table 2). Yearly and monthly predictors actually showed negative correlations with
salmonellosis cases.
Table 2: Parameter estimates of the trends in the salmonellosis data
Variable Estimate Std error t value p value
Intercept 1.553 0.702 2.213 0.03
Yearly trend −0.012 0.034 −0.347 0.729
Seasonal trend 0.099 0.004 23.568 0.000
Weekly trend 0.005 0.0117 0.402 0.688
Sub-weekly trend 0.005 0.011 0.466 0.641
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Figure 4: Daily notifications of salmonellosis in SEQ, 2004–2013
Figure 5: Trends in salmonellosis and mean temperature in SEQ, 2004–2013
Models
Having established there were seasonal patterns to the salmonellosis cases, we then ran several
different models using various combinations of weather variables, social/time variables and lags of
salmonellosis cases to determine which weather variables were the best predictors of salmonellosis
cases over time and which models best fit the data. Season was not controlled for in these models as
we were attempting to account for the weather-disease associations without introducing terms to
account for seasonality which did not assist in understanding the relationship.
Models were first run without lags to determine the ability of daily weather to explain daily cases.
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Lags were introduced later after the failure of daily weather to explain daily cases. The fit of models,
and reasons for potential mis-fit, was assessed by a number of means including, i) visually assessing
the fit of the predicted cases plotted over the actual cases, ii) checking for non-random patterns in
the models’ residuals, iii) generating periodograms to identify temporal patterns which were not
being captured by the model, iv) plotting the residuals by the models’ variables to determine if a
particular variable was being predicted poorly, v) plotting the autocorrelation functions of the
residuals to assess if autocorrelation between consecutive days was accounted for, and vi) plotting
cumulative periodograms for the residuals to identify if the model captured all the temporal patterns
in the data. Models were compared for best fit by comparing their Leave One Out Cross-Validation
scores (LOOCV). An example is provided below of how each model was analysed for fit.
In this example, we ran a quasi-Poisson regression analysis using truncating daily salmonellosis cases
as predicted by minimum temperature, 1-day lagged salmonellosis cases, log rainfall, the day of the
week, a quadratic function for time, dewpoint humidity from the mean temperature, and a public
holiday variable. The parameters, listed below in Table 3, outline that all variables are significant
predictors of salmonellosis cases except humidity. This lack of significant association between
foodborne disease and humidity was a consistent finding from the models.
Table 3: Parameter estimates from the example model
Variable Estimate Std error t value p value
Intercept 0.49 0.05 10.35 0.00
Min. temp. 0.06 0.00 11.66 0.00
DP humidity −0.01 0.00 −1.44 0.15
1-day lag cases 0.06 0.00 15.10 0.00
Log rain −0.08 0.02 −3.50 0.00
Day of week, 2 −0.08 0.03 −2.73 0.01
Day of week, 3 −0.11 0.03 −3.74 0.00
Day of week, 4 −0.16 0.03 −5.25 0.00
Day of week, 5 −0.12 0.03 −3.64 0.00
Day of week, 6 −0.68 0.04 −17.13 0.00
Day of week, 7 −0.99 0.04 −25.30 0.00
Quadratic time 0.00 0.00 9.75 0.00
Public holiday −0.65 0.07 −10.05 0.00
To assess how well the model fit the data, I examined the model’s predicted cases over the observed
cases and the residuals of the model. If the model was a good fit, the predicted and observed cases
should show similar patterns, and the residuals of the model would be random. For this model, the
predicted cases were often over- or under-estimates of the observed cases and the residuals showed a
strong pattern indicating the model was a poor fit for the salmonellosis data (see Figure 6).
To investigate why the model may be a poor fit, I examined the autocorrelation function plot, and
the periodogram and cumulative periodogram of the model’s residuals (see Figure 7). These plots
showed that i) the autocorrelation between the consecutive daily number of cases was not sufficiently
captured by the model’s predictor variables (ACF plot), ii) the bursts from the confidence band in
the cumulative periodogram indicated there were two seasonal pattern which were not explained by
the predictor variables, and iii) the unexplained pattern was at a small temporal frequency, likely
related to the unaccounted for autocorrelation (periodogram). I repeated this process for several
models and often found that combinations of the predictor variables were unable to eradicate these
problems and wholly explain the variance in salmonellosis cases.
Lag effects
Lagged salmonellosis cases consistently appeared as a strong predictor of salmonellosis cases so we
explored using longer lagged periods, which also aligned with the biological plausibility of delays
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Figure 6: The model’s predicted cases over observed cases (A) and model’s residuals (B)
between the colonisation of salmonellosis in broiler flocks and the resultant human foodborne disease
cases and other causes of delay between weather and disease cases. We checked the cross-correlations
between salmonellosis and mean temperature and log rainfall up to 21 days and found reasonable
correlations throughout the lag period (Table 4.
Table 4: Cross-correlation coefficients of salmonellosis with mean temperature and log precipitation
up to 21 days lag, South East Queensland
Day Temp. Rain Day Temp. Rain Day Temp. Rain
0 0.37 0.10 8 0.39 0.16 16 0.41 0.14
1 0.37 0.12 9 0.39 0.16 17 0.41 0.14
2 0.38 0.14 10 0.40 0.16 18 0.41 0.15
3 0.38 0.13 11 0.39 0.16 19 0.41 0.12
4 0.38 0.14 12 0.39 0.16 20 0.41 0.13
5 0.38 0.14 13 0.40 0.15 21 0.41 0.14
6 0.38 0.16 14 0.40 0.14
7 0.38 0.13 15 0.40 0.15
We then ran models which included lags to determine whether these were a better fit of the data. In
the case of this example, including the lags did not improve the fit of the data, as evidenced by the
mismatch between the predicted cases from the model and the observed cases and the non-random
patterns seen in the residuals (see Figure ??). For some regions however, the inclusion of these
models did sufficiently improve the fit to be acceptable for use in the microsimulation models.
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Figure 7: Autocorrelation function plot (A), cumulative periodogram (B) and periodogram (C) of the
model’s residuals.
Figure 8: The lagged model’s predicted cases over observed cases (A) and model’s residuals (B)
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Comparison of models on fit
We also compared several models on their fit to identify which predictor variables had the strongest
associations with salmonellosis. The models were compared on their LOOCV scores, which are
provided below, ordered by best (lowest score) to worst (highest score) performing model. The
models are presented in the format of whether they included truncated (salmob) or non-truncated
salmonellosis cases (Salm), the predictor variables in the model, and the LOOCV score. Predictor
variables are: minimum, mean and maximum temperatures (Tmin, Tmean, Tmax), precipitation
(Rainfall) and log precipitation (Log-rain), dewpoint humidity from minimum, mean or maximum
temperatures (dp-tmin, dp-tmean, dp-tmax), 1 day lag of salmonellosis cases (salmoblag1), day of
the week (dow), quadratic and linear functions for time (time2, time), and categorical variables for
summer (summer), public holidays (phol), school holidays (schol), Easter (easter), and Christmas
(xmas). Interaction effects are denoted by an asterisk.
• salmob Tmin + Log-rain + salmoblag1 + dow + time2 + summer + phol – 4.510949
• salmob Tmin + Log-rain + salmoblag1 + dow + time + phol – 4.551375
• salmob Tmin + Log-rain + salmoblag1 + dow + time + phol + easter – 4.762176
• salmob Tmin + Log-rain + salmoblag1 + dow + time + phol + xmas – 4.763367
• salmob Tmin + Log-rain + salmoblag1 + dow + time + phol + xmas + easter – 4.765746
• salmob Tmin + Log-rain + salmoblag1 + dow + time + xmas + easter – 4.871214
• salmob Tmin + Log-rain + salmoblag1 + dow + time + xmas – 4.881966
• salmob Tmin + Log-rain + salmoblag1 + dow + time + easter – 4.883717
• salmob Tmin + Log-rain + dp-tmean + time + phol – 6.416753
• salmob Tmean + Log-rain + dp-tmean + time + phol – 6.447717
• salmob Tmin + Log-rain + dp-tmean + time + schol – 6.461408
• salmob Tmin + Rainfall + dp-tmin + time – 6.479773
• salmob Tmin + Log-rain + time – 6.481064
• salmob Tmin*Log-rain + time – 6.481858
• salmob Tmin + Log-rain + dp-tmean + time – 6.484085
• salmob Tmin + Rainfall + dp-tmean + time – 6.484132
• salmob Tmin + Rainfall + dp-tmax + time – 6.485724
• salmob Tmin*Rainfall + dp-tmean + time – 6.486118
• salmob Tmean + Log-rain + dp-tmean + time + schol – 6.494844
• salmob Tmean + Rainfall + dp-tmin + time – 6.497601
• salmob Tmean + Rainfall + dp-tmean + time – 6.511579
• salmob Tmean + dp-tmean + time – 6.514046
• salmob Tmean*Rainfall + dp-tmean + time – 6.514779
• salmob Tmean + Log-rain + dp-tmean + time – 6.516950
• salmob Tmean + time – 6.524096
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• salmob Tmean + Log-rain + time – 6.527318
• salmob Tmean + Rainfall + dp-tmax + time – 6.527717
• salmob Tmean*Log-rain + time – 6.530680
• salmob Tmax + Log-rain + dp-tmean + time + phol – 6.540577
• salmob Tmax + Rainfall + dp-tmin + time – 6.554519
• salmob Tmax + Log-rain + dp-tmean + time + schol – 6.592270
• salmob Tmax + Rainfall + dp-tmean + time – 6.602045
• salmob Tmax*Rainfall + dp-tmean + time – 6.605689
• salmob Tmax + Log-rain + dp-tmean + time – 6.609143
• salmob Tmax + Rainfall + dp-tmax + time – 6.686310
• salmob Tmax + Log-rain + time – 6.801810
• salmob Tmax*Log-rain + time – 6.803252
• Salm Tmin + Log-rain + dp-tmean + time + phol – 7.876624
• Salm Tmean + Log-rain + dp-tmean + time + phol – 7.902749
• Salm Tmin + Log-rain + dp-tmean + time + schol – 7.916434
• Salm Tmin + Rainfall + dp-tmin + time – 7.943535
• Salm Tmean + Log-rain + dp-tmean + time + schol – 7.944689
• Salm Tmin + Rainfall + dp-tmean + time – 7.949718
• Salm Tmin*Rainfall + dp-tmean + time – 7.952159
• Salm Tmin + Rainfall + dp-tmax + time – 7.952201
• Salm Tmin + Log-rain + time – 7.952735
• Salm Tmin*Log-rain + time – 7.953754
• Salm Tmin + Log-rain + dp-tmean + time – 7.955221
• Salm Tmean + Rainfall + dp-tmin + time – 7.961227
• Salm Tmean + Rainfall + dp-tmean + time – 7.975889
• Salm Tmean + dp-tmean + time – 7.978745
• Salm Tmean*Rainfall + dp-tmean + time – 7.979491
• Salm Tmean + Log-rain + dp-tmean + time – 7.983520
• Salm Tmean + time – 7.987888
• Salm Tmean + Log-rain + time – 7.991206
• Salm Tmean + Rainfall + dp-tmax + time – 7.992464
• Salm Tmean*Log-rain + time – 7.994544
• Salm Tmax + Log-rain + dp-tmean + time + phol – 8.012535
• Salm Tmax + Rainfall + dp-tmin + time – 8.028744
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• Salm Tmax + Log-rain + dp-tmean + time + schol – 8.061143
• Salm Tmax + Rainfall + dp-tmean + time – 8.082866
• Salm Tmax*Rainfall + dp-tmean + time – 8.087226
• Salm Tmax + Log-rain + dp-tmean + time – 8.092430
• Salm Tmax + Rainfall + dp-tmax + time – 8.178353
• Salm Tmax + Log-rain + time – 8.297813
• Salm Tmax*Log-rain + time – 8.301298
Truncating the outbreaks undoubtedly reduced error in the predictions with truncated models
producing lower scores. There were only slight differences between the models within groups;
6.42-6.80 for the truncated group and 7.88-8.30 for the group using all salmonellosis cases. A one
day lag in cases also produced models which performed better than models with no lag. Minimum
temperature appeared to be a better predictor than mean or maximum temperatures, as did log
rainfall as these models had lower LOOCV scores. Models with interaction terms performed very
similarly to those with the predictors put in individually suggesting an interaction of two weather
variables does not explain the relationship better than either alone. Holidays appeared to reduce the
error in the predictions slightly, public holidays moreso than school holidays.
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Model comparison for salmonellosis data, Townsville-Thuringowa
Model comparison for salmonellosis data, Townsville-Thuringowa
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardTownsville 6950.2 12.9 6963.1 0.0
standardARTownsville 6921.3 14.1 6935.4 −27.7
TownsvilleARdlnm 6768.6 18.0 6786.6 −176.5
Townsvilleswitch 6973.8 18.2 6992.0 28.9
Standard regression model
mean lower upper pvalue
Tue −2.9 −15.8 12.4 0.692
Wed −4.9 −17.7 10.0 0.495
Thu −18.0 −29.6 −4.4 0.012
Fri −26.3 −36.8 −13.9 0.000
Sat −58.6 −65.7 −50.4 0.000
Sun −63.2 −69.6 −55.5 0.000
Public holiday −48.7 −63.1 −30.3 0.000
Time −8.4 −12.6 −4.1 0.000
Time, squared 5.1 −0.4 10.8 0.068
QML −30.2 −48.6 −6.2 0.015
Temperature 63.9 53.2 75.4 0.000
Rainfall 6.4 3.3 9.4 0.000
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.1 0.1 0.2 0.000
Tue −9.9 −22.0 4.2 0.161
Wed −12.0 −24.0 2.1 0.090
Thu −24.0 −34.9 −11.7 0.000
Fri −30.7 −40.9 −19.0 0.000
Sat −60.5 −67.3 −52.7 0.000
Sun −63.5 −69.9 −55.6 0.000
Public holiday −48.5 −63.0 −29.8 0.000
Time −7.6 −11.9 −3.2 0.000
Time, squared 4.6 −0.8 10.2 0.095
QML −28.3 −47.1 −4.6 0.022
Temperature 58.0 47.6 69.4 0.000
Rainfall 5.7 2.6 8.8 0.000
Table 3: Percent changes estimates for standard AR-1 regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 model
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Autoregressive regression model with 21 day lags for temperature and
precipitation
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Model comparison for salmonellosis data, Townsville-Thuringowa
mean lower upper pvalue
AR1 0.1 0.0 0.1 0.003
Tue −6.3 −19.1 8.6 0.384
Wed −8.7 −20.9 5.6 0.227
Thu −21.4 −32.3 −8.3 0.002
Fri −29.4 −39.7 −17.5 0.000
Sat −60.2 −67.0 −52.1 0.000
Sun −63.8 −70.4 −56.2 0.000
Public holiday −52.1 −65.7 −34.6 0.000
Time −8.8 −13.0 −4.4 0.000
Time, squared 5.3 0.0 11.1 0.050
QML −17.1 −38.8 10.7 0.206
Rainfall1 1.4 −26.5 39.1 0.929
Rainfall2 44.9 20.3 73.7 0.000
Rainfall3 0.3 −22.4 28.7 0.982
Temperature1 45.0 −1.9 112.6 0.063
Temperature2 17.4 1.2 37.0 0.033
Temperature3 72.2 32.2 123.4 0.000
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 50 mm precipitation for lagged AR-1
regression model
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Model comparison for salmonellosis data, Townsville-Thuringowa
Lagged switching model
mean lower upper pvalue
AR1 0.19 0.13 0.25 0.000
Intercepts ratio 0.94 0.82 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −7.2 −19.6 7.5 0.316
Wed −9.2 −21.6 5.4 0.187
Thu −22.0 −32.8 −9.3 0.002
Fri −29.6 −40.0 −17.7 0.000
Sat −60.0 −67.0 −52.2 0.000
Sun −63.8 −70.4 −56.0 0.000
Public holiday −48.5 −63.3 −29.9 0.000
Time −9.4 −13.7 −4.9 0.000
Time, squared 6.0 0.5 11.9 0.029
QML −20.1 −40.8 6.8 0.135
Rainfall1 5.8 −31.2 64.6 0.799
Rainfall2 63.4 26.5 109.2 0.001
Rainfall3 −17.4 −42.4 16.9 0.282
Temperature1 91.1 11.6 235.5 0.014
Temperature2 4.1 −16.7 29.3 0.723
Temperature3 29.4 −10.2 86.1 0.164
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Model comparison for salmonellosis data, Townsville-Thuringowa
Figure 8: Smoothed overall precipitation effects and lag effects of 50 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for salmonellosis data, North West Queensland
Model comparison for salmonellosis data, North West Queensland
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardNorthwest 3368.5 12.9 3381.4 0.0
standardARNorthwest 3369.6 14.0 3383.6 2.1
StandardNorthwestdlnm 3355.9 17.1 3372.9 −8.5
Northwestswitch 3380.4 18.3 3398.8 17.3
Standard regression model
mean lower upper pvalue
Tue 8.0 −16.5 39.6 0.547
Wed −18.4 −38.0 7.3 0.140
Thu −13.4 −33.8 13.9 0.286
Fri −22.5 −41.4 2.3 0.071
Sat −74.4 −83.0 −62.0 0.000
Sun −54.4 −67.6 −37.2 0.000
Public holiday −27.4 −58.0 18.2 0.214
Time −3.4 −11.7 5.5 0.447
Time, squared −8.2 −17.1 1.6 0.103
QML −19.4 −54.4 35.6 0.436
Temperature 26.0 16.6 36.4 0.000
Rainfall −4.6 −21.2 13.1 0.634
Table 2: Percent changes estimates for standardNorthwest model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.0 −0.2 0.2 0.773
Tue 7.5 −16.6 39.1 0.591
Wed −19.1 −38.6 7.0 0.129
Thu −14.2 −34.7 12.8 0.269
Fri −22.8 −41.6 1.7 0.070
Sat −74.4 −83.1 −62.2 0.000
Sun −54.5 −67.3 −36.9 0.000
Public holiday −27.3 −57.7 18.0 0.208
Time −3.4 −11.5 5.4 0.456
Time, squared −8.2 −16.9 1.3 0.093
QML −19.5 −53.1 34.3 0.417
Temperature 25.8 16.4 36.4 0.000
Rainfall −4.8 −22.3 13.2 0.625
Table 3: Percent changes estimates for standardARNorthwest model.
Standard regression with 21 day lags for temperature and precipitation
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR model
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Model comparison for salmonellosis data, North West Queensland
mean lower upper pvalue
Tue 7.3 −17.3 39.0 0.591
Wed −19.1 −38.4 6.5 0.131
Thu −14.5 −34.3 12.3 0.258
Fri −23.3 −42.1 1.7 0.065
Sat −74.7 −83.3 −62.4 0.000
Sun −55.1 −67.9 −37.7 0.000
Public holiday −31.3 −59.9 11.1 0.133
Time −3.4 −11.7 5.5 0.452
Time, squared −8.1 −17.4 1.8 0.099
QML −14.2 −50.6 46.6 0.580
Rainfall1 141.1 20.4 382.4 0.011
Rainfall2 −23.2 −51.1 18.0 0.237
Rainfall3 −28.1 −60.5 27.9 0.276
Temperature1 −15.7 −49.6 39.1 0.521
Temperature2 26.4 3.8 55.4 0.019
Temperature3 24.2 −14.8 79.3 0.246
Table 4: Percent changes estimates for StandardNorthwestdlnm model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
regression model
-50
0
50
100
10 15 20 25 30 35
Temperature
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
0
5
10
0 5 10 15 20
Lag (days)
 
Lag
Figure 5: Smoothed overall precipitation effects and lag effects of 50 mm precipitation for lagged regression
model
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Model comparison for salmonellosis data, North West Queensland
Lagged switching model
mean lower upper pvalue
AR1 0.02 −0.23 0.25 0.839
Intercepts ratio 0.96 0.88 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for Northwestswitch.
mean lower upper pvalue
Tue 7.2 −17.0 37.4 0.588
Wed −19.0 −38.6 5.5 0.131
Thu −14.6 −34.8 11.6 0.246
Fri −23.6 −42.2 0.6 0.057
Sat −74.6 −83.2 −62.4 0.000
Sun −54.8 −67.7 −37.8 0.000
Public holiday −28.5 −57.9 15.2 0.182
Time −4.1 −12.2 4.7 0.346
Time, squared −7.7 −16.8 2.2 0.121
QML −11.6 −49.7 48.3 0.665
Rainfall1 138.1 −8.2 523.2 0.077
Rainfall2 −23.4 −59.7 39.0 0.404
Rainfall3 −18.0 −63.9 82.6 0.631
Temperature1 −0.1 −52.7 105.6 0.980
Temperature2 21.7 −7.9 64.7 0.176
Temperature3 16.7 −30.3 98.6 0.566
Table 6: Percent changes estimates for Northwestswitch model.
Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Figure 8: Smoothed overall precipitation effects and lag effects of 50 mm precipitation for lagged switching
model
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Model comparison for salmonellosis data, North West Queensland
Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for salmonellosis data, Far North
Model comparison for salmonellosis data, Far North
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardFarnorth 6101.9 13.1 6115.0 0.0
standardARFarnorth 6098.2 13.9 6112.1 −2.9
FarnorthARdlnm 6036.0 18.1 6054.1 −60.9
Farnorthswitch 6123.7 18.4 6142.1 27.1
Standard regression model
mean lower upper pvalue
Tue −17.9 −29.9 −3.6 0.017
Wed −21.2 −32.9 −7.4 0.002
Thu −26.6 −37.7 −13.6 0.000
Fri −37.4 −47.5 −25.9 0.000
Sat −65.9 −72.5 −58.0 0.000
Sun −67.0 −73.3 −59.4 0.000
Public holiday −58.1 −72.5 −39.4 0.000
Time −3.1 −7.9 1.9 0.226
Time, squared 13.6 7.2 20.4 0.000
QML −2.1 −25.7 28.7 0.869
Temperature 70.7 55.3 88.4 0.000
Rainfall 5.6 2.5 8.6 0.000
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.1 0.0 0.1 0.034
Tue −20.7 −32.6 −7.2 0.004
Wed −23.4 −34.7 −10.0 0.002
Thu −28.3 −39.0 −15.6 0.000
Fri −38.8 −48.5 −27.3 0.000
Sat −66.5 −72.8 −58.7 0.000
Sun −67.0 −73.4 −59.2 0.000
Public holiday −58.0 −72.0 −39.0 0.000
Time −3.0 −7.9 2.2 0.251
Time, squared 13.2 6.7 20.2 0.000
QML −2.5 −26.5 28.4 0.861
Temperature 68.0 52.5 85.0 0.000
Rainfall 5.3 2.2 8.3 0.000
Table 3: Percent changes estimates for AR-1 standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 model
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precipitation
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Model comparison for salmonellosis data, Far North
mean lower upper pvalue
AR1 0.0 −0.0 0.1 0.418
Tue −19.5 −31.2 −5.6 0.007
Wed −22.2 −33.4 −8.6 0.004
Thu −27.7 −38.8 −15.0 0.000
Fri −38.8 −48.5 −27.6 0.000
Sat −66.4 −72.9 −58.9 0.000
Sun −67.4 −73.6 −59.8 0.000
Public holiday −60.1 −73.4 −42.3 0.000
Time −3.3 −8.2 1.8 0.210
Time, squared 13.6 7.1 20.3 0.000
QML 8.9 −18.0 43.8 0.544
Rainfall1 15.9 −15.4 57.7 0.349
Rainfall2 33.3 10.0 62.3 0.004
Rainfall3 −24.2 −42.1 −1.1 0.040
Temperature1 27.0 −15.4 89.6 0.239
Temperature2 16.9 −0.5 37.8 0.058
Temperature3 12.8 −14.2 48.1 0.402
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged AR-1
regression model
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Model comparison for salmonellosis data, Far North
Lagged switching model
mean lower upper pvalue
AR1 0.13 0.05 0.21 0.003
Intercepts ratio 0.91 0.77 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −21.2 −33.0 −7.6 0.004
Wed −23.2 −34.2 −10.2 0.001
Thu −28.4 −39.1 −15.9 0.000
Fri −39.4 −48.8 −28.2 0.000
Sat −66.4 −72.9 −58.7 0.000
Sun −67.3 −73.7 −59.8 0.000
Public holiday −57.8 −71.6 −39.4 0.000
Time −3.7 −8.3 1.3 0.152
Time, squared 13.6 7.1 20.4 0.000
QML 2.5 −21.9 34.9 0.867
Rainfall1 −2.4 −36.3 49.6 0.917
Rainfall2 53.2 17.4 100.4 0.002
Rainfall3 −23.1 −47.1 9.9 0.156
Temperature1 −14.1 −51.6 51.2 0.602
Temperature2 37.7 9.7 74.2 0.006
Temperature3 26.0 −17.0 88.0 0.263
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1, 827 50
TRUE 1, 826 50
All 3, 653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Model comparison for salmonellosis data, Far North
Figure 8: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged switching
model
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Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for salmonellosis data, Mackay
Model comparison for salmonellosis data, Mackay
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardMackay 5453.6 13.0 5466.5 0.0
standardARMackay 5444.7 13.9 5458.6 −8.0
MackayARdlnm 5362.5 18.1 5380.5 −86.0
Mackayswitch 5487.8 20.3 5508.1 41.6
Standard regression model
mean lower upper pvalue
Tue −8.3 −23.2 9.8 0.336
Wed −9.6 −24.6 8.3 0.277
Thu −6.1 −21.7 12.7 0.492
Fri −22.9 −36.4 −6.8 0.007
Sat −53.8 −63.0 −42.5 0.000
Sun −67.0 −74.3 −57.7 0.000
Public holiday −22.7 −44.5 6.1 0.112
Time −3.0 −8.6 2.8 0.310
Time, squared 2.8 −3.9 9.8 0.415
QML −10.5 −36.1 23.3 0.518
Temperature 63.8 51.1 77.6 0.000
Rainfall 3.2 −2.0 8.1 0.210
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.1 0.0 0.2 0.002
Tue −12.4 −27.5 5.5 0.161
Wed −13.2 −28.0 4.5 0.140
Thu −9.9 −25.2 8.7 0.273
Fri −26.1 −39.2 −10.0 0.002
Sat −55.2 −64.5 −44.1 0.000
Sun −67.3 −74.8 −58.0 0.000
Public holiday −23.0 −45.2 6.2 0.112
Time −2.8 −8.4 3.1 0.361
Time, squared 2.7 −3.9 9.7 0.437
QML −10.5 −36.9 24.2 0.519
Temperature 60.4 48.1 74.3 0.000
Rainfall 2.8 −2.4 7.6 0.274
Table 3: Percent changes estimates for standard AR-1 regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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Autoregressive regression model with 21 day lags for temperature and
precipitation
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Model comparison for salmonellosis data, Mackay
mean lower upper pvalue
AR1 0.1 −0.0 0.1 0.144
Tue −10.5 −25.3 7.4 0.245
Wed −11.2 −26.1 6.9 0.210
Thu −8.5 −23.8 9.9 0.345
Fri −25.3 −38.2 −9.1 0.002
Sat −54.9 −64.0 −43.5 0.000
Sun −67.5 −74.7 −58.2 0.000
Public holiday −28.2 −49.1 −1.7 0.036
Time −3.9 −9.5 2.0 0.197
Time, squared 2.9 −3.9 10.1 0.410
QML 4.3 −25.5 45.2 0.789
Rainfall1 9.0 −36.0 88.1 0.765
Rainfall2 32.3 −7.3 85.5 0.124
Rainfall3 17.7 −22.8 80.2 0.453
Temperature1 27.3 −18.4 97.6 0.291
Temperature2 23.6 3.7 47.2 0.015
Temperature3 65.8 22.0 126.4 0.001
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
0
100
200
15 20 25 30
Temperature
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
-10
0
10
20
0 5 10 15 20
Lag (days)
 
Lag
Figure 5: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged AR-1
regression model
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Model comparison for salmonellosis data, Mackay
Lagged switching model
mean lower upper pvalue
AR1 0.16 0.05 0.27 0.002
Intercepts ratio 0.84 0.72 0.96 0.000
Table 5: Autoregressive parameter and ratio of intercepts for switching model.
mean lower upper pvalue
Tue −10.9 −25.3 7.2 0.220
Wed −11.3 −26.6 6.4 0.200
Thu −8.6 −23.8 9.4 0.349
Fri −25.6 −38.5 −10.2 0.001
Sat −55.0 −64.3 −44.3 0.000
Sun −67.6 −75.0 −58.6 0.000
Public holiday −22.4 −45.0 7.2 0.126
Time −4.4 −9.8 1.5 0.136
Time, squared 3.6 −3.2 10.7 0.307
QML −1.3 −29.5 36.9 0.960
Rainfall1 26.8 −42.3 176.5 0.557
Rainfall2 19.2 −30.4 99.5 0.505
Rainfall3 −1.8 −49.4 83.7 0.964
Temperature1 112.6 7.5 292.0 0.031
Temperature2 3.7 −18.0 35.1 0.806
Temperature3 30.8 −16.4 106.0 0.244
Table 6: Percent changes estimates for switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1867 51
TRUE 1786 49
All 3653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Model comparison for salmonellosis data, Mackay
Figure 8: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for salmonellosis data, Cape York
Model comparison for salmonellosis data, Cape York
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardCapeyork 2279.7 13.1 2292.8 0.0
standardARCapeyork 2279.8 13.9 2293.8 1.0
StandardCapeyorkdlnm 2273.1 17.2 2290.3 −2.5
Capeyorkswitch 2278.6 18.8 2297.4 4.6
Standard regression model
mean lower upper pvalue
Tue 28.3 −10.1 82.6 0.165
Wed 6.8 −26.5 53.5 0.709
Thu −7.6 −36.8 33.7 0.674
Fri −23.6 −48.5 13.3 0.189
Sat −61.0 −76.5 −36.0 0.000
Sun −50.7 −68.8 −23.3 0.002
Public holiday −52.3 −81.4 3.6 0.060
Time −20.3 −29.7 −10.1 0.001
Time, squared 2.2 −10.4 16.6 0.751
QML 15.5 −43.9 127.8 0.670
Temperature 45.3 8.0 94.9 0.013
Rainfall 6.2 −6.0 18.9 0.306
Table 2: Percent changes estimates for standard regression model.
Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression model
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Model comparison for salmonellosis data, Cape York
Autoregressive regression model
mean lower upper pvalue
AR1 0.1 −0.2 0.4 0.398
Tue 27.1 −10.3 80.0 0.180
Wed 5.4 −26.9 51.5 0.777
Thu −8.5 −37.6 34.0 0.647
Fri −24.4 −49.4 11.4 0.166
Sat −61.3 −76.5 −36.6 0.000
Sun −50.6 −68.8 −23.0 0.000
Public holiday −52.1 −80.5 3.1 0.062
Time −20.2 −29.4 −9.9 0.000
Time, squared 1.9 −10.6 15.9 0.775
QML 16.5 −43.8 128.3 0.661
Temperature 44.8 7.1 95.3 0.017
Rainfall 6.3 −6.0 18.7 0.303
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regression
model
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Model comparison for salmonellosis data, Cape York
Standard regression with 21 day lags for temperature and precipitation
mean lower upper pvalue
Tue 28.4 −9.0 82.9 0.157
Wed 6.6 −25.4 54.3 0.740
Thu −7.9 −37.3 34.7 0.661
Fri −24.0 −49.2 13.7 0.183
Sat −61.2 −76.6 −37.0 0.000
Sun −50.9 −68.8 −22.7 0.003
Public holiday −54.6 −82.2 −1.0 0.047
Time −20.7 −29.9 −10.5 0.000
Time, squared 1.9 −10.8 16.1 0.770
QML 20.9 −41.6 141.2 0.583
Rainfall1 −64.8 −87.2 −1.6 0.047
Rainfall2 66.0 −1.0 172.8 0.054
Rainfall3 61.8 −26.7 247.4 0.223
Temperature1 −60.5 −83.7 0.6 0.051
Temperature2 64.9 12.2 136.6 0.009
Temperature3 70.6 −7.7 217.0 0.089
Table 4: Percent changes estimates for lagged standard regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged standard regression
model
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Model comparison for salmonellosis data, Cape York
Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 62 mm precipitation for lagged regression
model
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Model comparison for salmonellosis data, Cape York
Lagged switching model
mean lower upper pvalue
AR1 −0.01 −0.51 0.45 0.973
Intercepts ratio 0.94 0.86 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue 29.2 −9.5 83.4 0.151
Wed 6.4 −26.2 54.4 0.752
Thu −7.0 −36.3 35.3 0.709
Fri −24.0 −48.8 14.9 0.184
Sat −60.9 −76.4 −36.7 0.000
Sun −50.8 −69.2 −22.9 0.001
Public holiday −53.7 −81.6 0.6 0.052
Time −20.5 −29.7 −10.3 0.000
Time, squared 1.5 −11.5 15.9 0.818
QML 20.1 −42.4 137.7 0.598
Rainfall1 −86.2 −96.6 −41.0 0.008
Rainfall2 140.0 17.0 367.6 0.018
Rainfall3 72.3 −41.3 382.2 0.309
Temperature1 −70.2 −92.1 12.0 0.075
Temperature2 82.5 6.7 221.3 0.031
Temperature3 94.3 −20.5 375.1 0.144
Table 6: Percent changes estimates for lagged switching model.
Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Model comparison for salmonellosis data, Cape York
Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Figure 8: Smoothed overall precipitation effects and lag effects of 62 mm precipitation for lagged switching
model
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Model comparison for salmonellosis data, Cape York
Comparing the temperature and precipitation effects between models
Figure 9: Comparison of the effects of temperature and precipitation in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
Temperature Rainfall
0
25
50
75
100
−10
0
10
20
Sta
nd
ard
Au
tor
eg
res
siv
e
AR
−1
, la
gg
ed
Sw
itch
ing
, la
gg
ed
Sta
nd
ard
Au
tor
eg
res
siv
e
AR
−1
, la
gg
ed
Sw
itch
ing
, la
gg
ed
 
Pe
rc
e
n
t c
ha
ng
e 
in
 ri
sk
244APPENDIX I. METHODOLOGY I: RESULTS OFWEATHER–DISEASE MODELS INVESTIGATED
Model comparison for salmonellosis data, Gulf region
Model comparison for salmonellosis data, Gulf region
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardGulf 1412.3 12.6 1424.9 0.0
standardARGulf 1413.4 13.7 1427.1 2.2
GulfARdlnm 1415.8 17.6 1433.4 8.5
Gulfswitch 1420.0 18.4 1438.4 13.6
Standard regression model
mean lower upper pvalue
Tue 9.5 −34.0 82.1 0.738
Wed 16.7 −30.1 94.5 0.549
Thu 46.7 −8.2 140.7 0.113
Fri −27.6 −60.1 29.5 0.270
Sat −77.7 −90.9 −49.9 0.000
Sun −33.3 −62.8 20.0 0.170
Public holiday −100.0 −100.0 −95.7 0.000
Time −26.4 −38.3 −13.0 0.000
Time, squared 3.0 −14.2 23.0 0.750
QML 8.8 −64.1 189.5 0.846
Temperature 55.2 24.2 96.4 0.000
Rainfall 9.1 −11.9 30.8 0.373
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 −0.1 −0.7 0.5 0.846
Tue 9.7 −34.2 83.5 0.729
Wed 16.0 −31.1 94.2 0.571
Thu 46.6 −9.0 137.4 0.122
Fri −28.0 −59.9 27.3 0.265
Sat −77.8 −91.1 −50.3 0.000
Sun −33.3 −63.6 20.7 0.177
Public holiday −100.0 −100.0 −95.4 0.000
Time −26.5 −38.2 −13.1 0.000
Time, squared 2.8 −14.6 22.7 0.751
QML 9.9 −62.7 193.5 0.829
Temperature 55.9 24.0 97.3 0.000
Rainfall 9.2 −12.7 31.2 0.372
Table 3: Percent changes estimates for standard AR-1 regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 model
0 10 20
−0.05
0.00
0.05
0.10
0.15
0.20
Lag
AC
F
0.0 0.3
0.0
0.2
0.4
0.6
0.8
1.0
frequency
Autoregressive regression model with 21 day lags for temperature and
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Model comparison for salmonellosis data, Gulf region
mean lower upper pvalue
AR1 −0.1 −0.7 0.5 0.897
Tue 9.7 −34.6 85.1 0.723
Wed 15.7 −29.3 95.2 0.581
Thu 45.6 −10.3 139.4 0.133
Fri −28.3 −60.0 29.1 0.258
Sat −77.9 −91.0 −50.6 0.000
Sun −33.7 −63.5 20.3 0.173
Public holiday −100.0 −100.0 −95.7 0.000
Time −26.9 −38.6 −13.5 0.000
Time, squared 3.3 −14.3 23.7 0.715
QML 15.1 −60.4 208.2 0.756
Rainfall1 62.4 −58.2 579.4 0.484
Rainfall2 −6.9 −57.2 89.2 0.876
Rainfall3 4.4 −62.6 181.1 0.927
Temperature1 12.2 −65.8 283.3 0.861
Temperature2 24.3 −22.6 99.9 0.373
Temperature3 −7.5 −59.3 108.8 0.857
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 60 mm precipitation for lagged AR-1
regression model
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Model comparison for salmonellosis data, Gulf region
Lagged switching model
mean lower upper pvalue
AR1 0.18 −0.55 0.80 0.579
Intercepts ratio 0.97 0.92 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue 9.6 −33.7 82.4 0.729
Wed 16.4 −30.0 94.0 0.552
Thu 44.9 −10.1 135.2 0.129
Fri −28.9 −60.4 23.5 0.233
Sat −77.9 −91.1 −49.7 0.000
Sun −33.5 −63.6 18.6 0.166
Public holiday −100.0 −100.0 −95.0 0.000
Time −26.4 −38.0 −13.3 0.000
Time, squared 2.5 −14.6 22.0 0.793
QML 14.8 −60.7 203.4 0.762
Rainfall1 114.5 −71.1 1455.6 0.450
Rainfall2 −42.8 −82.7 65.6 0.331
Rainfall3 39.0 −67.0 471.5 0.649
Temperature1 113.2 −60.2 951.6 0.375
Temperature2 8.8 −41.3 110.4 0.811
Temperature3 −21.5 −75.2 152.9 0.682
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1865 51
TRUE 1788 49
All 3653 100
249
Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
-100
0
100
200
300
15 20 25 30
Temperature
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
-15
-10
-5
0
5
10
0 5 10 15 20
Lag (days)
 
Lag
250APPENDIX I. METHODOLOGY I: RESULTS OFWEATHER–DISEASE MODELS INVESTIGATED
Model comparison for salmonellosis data, Gulf region
Figure 8: Smoothed overall precipitation effects and lag effects of 60 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for salmonellosis data, Central
Model comparison for salmonellosis data, Central
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardCentral 6588.3 12.9 6601.2 0.0
standardARCentral 6576.4 13.9 6590.2 −10.9
CentralARdlnm 6448.2 17.9 6466.1 −135.1
Centralswitch 6612.9 46.2 6659.2 58.0
Standard regression model
mean lower upper pvalue
Tue −12.3 −24.6 2.1 0.092
Wed −15.5 −27.3 −1.5 0.029
Thu −21.5 −32.8 −8.3 0.001
Fri −26.1 −37.0 −13.2 0.000
Sat −63.4 −69.9 −55.6 0.000
Sun −65.4 −71.7 −57.7 0.000
Public holiday −56.6 −69.9 −39.0 0.000
Time −2.1 −6.8 2.7 0.381
Time, squared 12.1 5.9 18.4 0.000
QML −37.0 −53.0 −15.9 0.002
Temperature 55.9 47.0 65.5 0.000
Rainfall −0.1 −7.7 7.4 0.995
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.1 0.0 0.2 0.000
Tue −16.9 −28.6 −3.4 0.019
Wed −19.4 −30.9 −5.8 0.004
Thu −25.0 −35.7 −12.4 0.000
Fri −28.9 −39.4 −16.6 0.000
Sat −64.6 −71.0 −57.0 0.000
Sun −65.5 −71.8 −58.0 0.000
Public holiday −55.7 −69.5 −37.7 0.000
Time −1.9 −6.4 2.9 0.435
Time, squared 11.3 5.4 17.5 0.000
QML −35.5 −52.3 −14.5 0.002
Temperature 52.5 43.4 62.2 0.000
Rainfall −0.2 −7.7 7.3 0.973
Table 3: Percent changes estimates for standard AR-1 regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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Autoregressive regression model with 21 day lags for temperature and
precipitation
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Model comparison for salmonellosis data, Central
mean lower upper pvalue
AR1 0.0 −0.0 0.1 0.263
Tue −14.4 −26.5 −0.4 0.045
Wed −17.3 −28.8 −3.8 0.014
Thu −23.8 −34.9 −10.9 0.001
Fri −28.2 −38.8 −16.0 0.000
Sat −64.3 −70.6 −56.5 0.000
Sun −66.1 −72.4 −58.5 0.000
Public holiday −60.0 −72.3 −43.7 0.000
Time −3.1 −7.7 1.9 0.215
Time, squared 11.1 5.0 17.5 0.000
QML −23.9 −43.6 2.2 0.067
Rainfall1 52.3 −3.5 141.1 0.078
Rainfall2 15.3 −18.1 61.9 0.419
Rainfall3 −22.1 −48.2 16.0 0.218
Temperature1 36.5 −3.2 91.3 0.071
Temperature2 19.1 4.2 36.6 0.009
Temperature3 71.1 33.5 119.9 0.000
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 30 mm precipitation for lagged AR-1
regression model
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Model comparison for salmonellosis data, Central
Lagged switching model
mean lower upper pvalue
AR1 0.20 0.13 0.26 0.000
Intercepts ratio 0.91 0.76 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −17.0 −28.4 −3.4 0.016
Wed −19.3 −30.6 −5.8 0.007
Thu −25.5 −36.4 −13.1 0.000
Fri −29.9 −39.9 −18.2 0.000
Sat −64.5 −70.8 −56.8 0.000
Sun −65.7 −71.8 −58.2 0.000
Public holiday −56.2 −69.4 −38.6 0.000
Time −4.1 −8.6 0.6 0.088
Time, squared 11.9 5.8 18.3 0.000
QML −27.6 −46.1 −3.0 0.031
Rainfall1 11.9 −43.2 123.3 0.760
Rainfall2 20.5 −25.5 94.5 0.452
Rainfall3 −17.4 −54.3 46.3 0.523
Temperature1 14.8 −29.1 89.3 0.614
Temperature2 26.8 4.1 53.8 0.020
Temperature3 73.2 21.0 147.0 0.001
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1906 52
TRUE 1747 48
All 3653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Figure 8: Smoothed overall precipitation effects and lag effects of 30 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for salmonellosis data, Central West
Model comparison for salmonellosis data, Central West
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardCentralwest 1507.7 12.9 1520.7 0.0
standardARCentralwest 1507.9 13.9 1521.9 1.2
CentralwestARdlnm 1483.0 18.0 1501.0 −19.7
Centralwestswitch 1504.5 18.1 1522.6 1.9
Standard regression model
mean lower upper pvalue
Tue 35.2 −12.3 111.6 0.174
Wed −16.6 −50.0 37.1 0.475
Thu 6.3 −32.6 69.6 0.801
Fri −37.1 −64.0 7.2 0.086
Sat −63.3 −81.4 −31.1 0.002
Sun −57.3 −77.2 −22.4 0.005
Public holiday −7.1 −59.9 91.8 0.897
Time 16.4 1.2 33.7 0.033
Time, squared 20.1 1.0 41.6 0.035
QML −43.4 −74.4 16.2 0.136
Temperature 40.1 23.6 59.4 0.000
Rainfall 2.2 −31.6 42.6 0.849
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.2 −0.3 0.7 0.389
Tue 31.6 −15.3 107.1 0.224
Wed −19.2 −52.1 34.0 0.407
Thu 4.1 −35.1 68.8 0.875
Fri −38.4 −64.5 5.0 0.074
Sat −63.8 −81.7 −32.9 0.001
Sun −57.8 −77.4 −21.9 0.005
Public holiday −7.9 −60.5 89.1 0.879
Time 16.0 0.4 33.8 0.043
Time, squared 19.6 0.9 41.4 0.038
QML −42.4 −74.7 20.8 0.150
Temperature 39.5 23.1 58.6 0.000
Rainfall 1.5 −33.2 42.0 0.885
Table 3: Percent changes estimates for standard AR-1 regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
0 10 20
−0.05
0.00
0.05
0.10
0.15
0.20
0.25
0.30
Lag
AC
F
0.0 0.3
0.0
0.2
0.4
0.6
0.8
1.0
frequency
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
0 10 20
−0.05
0.00
0.05
0.10
0.15
0.20
Lag
AC
F
0.0 0.3
0.0
0.2
0.4
0.6
0.8
1.0
frequency
Autoregressive regression model with 21 day lags for temperature and
precipitation
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Model comparison for salmonellosis data, Central West
mean lower upper pvalue
AR1 0.1 −0.4 0.6 0.651
Tue 34.1 −13.3 112.3 0.200
Wed −18.1 −50.5 35.9 0.442
Thu 5.4 −35.4 70.7 0.824
Fri −38.0 −64.4 6.5 0.084
Sat −64.0 −81.5 −33.0 0.001
Sun −57.9 −78.2 −23.0 0.004
Public holiday −16.6 −65.1 71.5 0.687
Time 15.6 0.2 32.9 0.045
Time, squared 20.8 1.8 43.3 0.031
QML −29.3 −68.8 48.2 0.390
Rainfall1 −1.1 −67.5 203.1 0.979
Rainfall2 48.3 −29.1 197.6 0.285
Rainfall3 −8.7 −64.8 122.7 0.866
Temperature1 117.8 −15.3 450.3 0.104
Temperature2 3.7 −27.9 50.0 0.847
Temperature3 49.8 −23.4 200.1 0.246
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 30 mm precipitation for lagged AR-1
regression model
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Model comparison for salmonellosis data, Central West
Lagged switching model
mean lower upper pvalue
AR1 0.46 −0.17 0.93 0.133
Intercepts ratio 0.97 0.91 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for switching model.
mean lower upper pvalue
Tue 36.3 −12.6 112.6 0.167
Wed −18.2 −50.2 35.6 0.440
Thu 6.6 −33.4 70.3 0.796
Fri −38.1 −64.4 6.1 0.083
Sat −63.5 −81.3 −31.5 0.002
Sun −56.2 −77.2 −20.7 0.007
Public holiday −9.7 −62.0 84.4 0.841
Time 13.2 −1.5 30.8 0.080
Time, squared 20.7 1.4 42.8 0.035
QML −26.3 −66.8 53.9 0.432
Rainfall1 −70.7 −93.3 30.2 0.102
Rainfall2 171.9 9.9 512.8 0.031
Rainfall3 112.9 −25.7 503.5 0.157
Temperature1 5.9 −72.4 270.3 0.926
Temperature2 27.9 −22.5 116.9 0.367
Temperature3 238.8 32.5 792.8 0.010
Table 6: Percent changes estimates for switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Figure 8: Smoothed overall precipitation effects and lag effects of 30 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for salmonellosis data, South West
Model comparison for salmonellosis data, South West
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardSouthwest 760.7 13.0 773.7 0.0
standardARSouthwest 761.0 14.1 775.2 1.5
standardSouthwestdlnm 747.9 16.9 764.8 −8.9
Southwestswitch 770.8 18.0 788.8 15.2
Standard regression model
mean lower upper pvalue
Tue 44.1 −35.0 238.4 0.382
Wed 14.7 −51.3 179.6 0.760
Thu −15.6 −66.5 119.2 0.718
Fri 33.6 −41.2 211.0 0.499
Sat −15.6 −66.7 112.8 0.715
Sun 3.8 −57.0 156.9 0.929
Public holiday −78.8 −99.1 46.4 0.149
Time 28.2 0.8 62.8 0.041
Time, squared −3.8 −27.4 26.0 0.794
QML −29.2 −81.2 130.8 0.608
Temperature 46.7 23.2 75.6 0.000
Rainfall 15.5 −30.6 63.9 0.463
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Model comparison for salmonellosis data, South West
Autoregressive regression model
mean lower upper pvalue
AR1 −1.4 −4.5 0.5 0.206
Tue 43.1 −35.1 227.5 0.382
Wed 15.2 −50.4 172.6 0.743
Thu −15.3 −66.7 112.8 0.725
Fri 33.7 −41.5 211.7 0.491
Sat −15.6 −67.3 107.8 0.720
Sun 4.6 −57.2 149.1 0.915
Public holiday −78.3 −99.1 50.6 0.154
Time 28.2 0.5 63.7 0.044
Time, squared −3.9 −28.2 26.6 0.792
QML −28.7 −82.5 139.2 0.630
Temperature 47.1 23.6 76.7 0.000
Rainfall 15.5 −31.0 64.8 0.470
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR model
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Standard regression with 21 day lags for temperature and precipitation
mean lower upper pvalue
Tue 45.2 −34.9 221.3 0.362
Wed 14.5 −51.0 168.3 0.758
Thu −15.7 −67.6 107.3 0.726
Fri 35.5 −39.9 211.9 0.475
Sat −15.4 −66.7 110.7 0.736
Sun 3.4 −57.9 152.8 0.942
Public holiday −79.4 −99.1 38.5 0.137
Time 24.8 −2.6 60.6 0.074
Time, squared −1.8 −26.4 30.4 0.905
QML −4.2 −75.3 233.3 0.978
Rainfall1 158.5 −68.7 2181.9 0.382
Rainfall2 89.8 −66.9 728.0 0.430
Rainfall3 −8.3 −87.3 475.3 0.960
Temperature1 −15.8 −79.5 228.2 0.806
Temperature2 59.3 −7.7 180.8 0.095
Temperature3 93.9 −28.0 441.0 0.188
Table 4: Percent changes estimates for lagged standard regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 30 mm precipitation for lagged regression
model
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Lagged switching model
mean lower upper pvalue
AR1 −0.28 −0.98 0.77 0.570
Intercepts ratio 0.91 0.81 0.99 0.000
Table 5: Autoregressive parameter and ratio of intercepts for switching model.
mean lower upper pvalue
Tue 42.0 −35.6 225.0 0.393
Wed 12.2 −51.1 163.3 0.795
Thu −16.7 −67.3 105.7 0.693
Fri 30.7 −40.9 199.5 0.508
Sat −17.0 −66.8 105.7 0.693
Sun 0.3 −57.4 140.7 0.994
Public holiday −76.9 −98.9 57.1 0.173
Time 22.9 −3.5 55.6 0.107
Time, squared −1.9 −26.2 30.1 0.885
QML −12.2 −77.7 178.7 0.879
Rainfall1 907.4 −52.2 28008.5 0.142
Rainfall2 −15.1 −95.3 797.5 0.970
Rainfall3 −60.2 −98.6 633.2 0.593
Temperature1 36.9 −82.2 989.7 0.766
Temperature2 16.4 −49.3 156.6 0.719
Temperature3 85.0 −57.3 707.7 0.414
Table 6: Percent changes estimates for switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Model comparison for salmonellosis data, South West
Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Figure 8: Smoothed overall precipitation effects and lag effects of 30 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for salmonellosis data, Maranoa
Model comparison for salmonellosis data, Maranoa
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardMaranoa 2474.5 13.1 2487.6 0.0
standardARMaranoa 2470.2 13.9 2484.1 −3.5
MaranoaARdlnm 2450.2 18.1 2468.2 −19.4
Maranoaswitch 2495.6 18.9 2514.5 26.8
Standard regression model
MCMC=5000, thin=3.
mean lower upper pvalue
Tue −26.5 −47.7 2.8 0.073
Wed −9.1 −33.9 25.5 0.562
Thu −25.2 −46.8 4.6 0.087
Fri −28.9 −49.9 −0.7 0.045
Sat −63.7 −76.5 −45.2 0.000
Sun −74.1 −84.2 −59.3 0.000
Public holiday −83.5 −96.0 −51.3 0.000
Time −0.8 −11.3 10.8 0.888
Time, squared −9.9 −20.5 2.1 0.107
QML −41.3 −74.0 19.9 0.160
Temperature 39.9 28.1 52.8 0.000
Rainfall 8.7 −10.3 27.6 0.360
Table 2: Percent changes estimates for standardMaranoa model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Model comparison for salmonellosis data, Maranoa
Autoregressive regression model
MCMC=5000, thin=3.
mean lower upper pvalue
AR1 0.3 0.0 0.5 0.030
Tue −29.2 −49.8 −0.7 0.047
Wed −11.3 −35.7 21.8 0.459
Thu −28.0 −48.4 0.3 0.052
Fri −30.8 −51.2 −2.7 0.037
Sat −64.8 −77.3 −46.5 0.000
Sun −74.2 −84.3 −58.7 0.000
Public holiday −83.5 −96.0 −51.3 0.000
Time −1.0 −11.5 10.8 0.884
Time, squared −9.7 −20.4 2.2 0.109
QML −40.1 −72.8 23.7 0.183
Temperature 38.6 26.9 51.2 0.000
Rainfall 9.0 −9.6 28.0 0.334
Table 3: Percent changes estimates for standardARMaranoa model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR model
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Autoregressive regression model with 21 day lags for temperature and
precipitation
MCMC=5000, thin=3.
mean lower upper pvalue
AR1 0.2 −0.0 0.4 0.070
Tue −29.2 −49.4 −0.2 0.049
Wed −11.0 −35.2 22.2 0.466
Thu −27.4 −48.1 0.8 0.058
Fri −30.1 −50.3 −1.5 0.042
Sat −64.6 −77.2 −46.3 0.000
Sun −74.6 −84.5 −60.1 0.000
Public holiday −84.2 −96.1 −54.6 0.000
Time −0.4 −10.8 11.3 0.945
Time, squared −9.2 −20.1 3.0 0.132
QML −36.7 −71.7 30.9 0.234
Rainfall1 −55.8 −88.6 70.2 0.232
Rainfall2 30.0 −45.9 202.6 0.552
Rainfall3 68.8 −41.1 359.7 0.318
Temperature1 58.9 −11.3 186.5 0.125
Temperature2 16.3 −7.9 46.7 0.221
Temperature3 −2.9 −36.5 47.8 0.889
Table 4: Percent changes estimates for MaranoaARdlnm model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Model comparison for salmonellosis data, Maranoa
Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 30 mm precipitation for lagged AR-1
regression model
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Lagged switching model
MCMC=3000, thin=3.
mean lower upper pvalue
AR1 0.32 0.01 0.61 0.045
Intercepts ratio 0.92 0.82 0.99 0.000
Table 5: Autoregressive parameter and ratio of intercepts for Maranoaswitch.
mean lower upper pvalue
Tue −28.6 −48.8 −1.2 0.041
Wed −9.9 −34.3 24.3 0.520
Thu −26.3 −47.5 3.3 0.077
Fri −29.8 −50.0 −0.7 0.046
Sat −63.5 −75.9 −45.1 0.000
Sun −74.4 −84.5 −59.1 0.000
Public holiday −83.5 −95.9 −51.9 0.001
Time −1.9 −12.3 9.7 0.754
Time, squared −9.5 −20.3 2.3 0.111
QML −34.1 −70.9 38.4 0.281
Rainfall1 −52.1 −94.4 296.3 0.493
Rainfall2 −32.7 −84.1 139.7 0.584
Rainfall3 54.3 −70.7 584.4 0.575
Temperature1 245.9 39.9 727.5 0.009
Temperature2 −15.3 −40.4 20.9 0.358
Temperature3 1.8 −45.6 87.6 0.965
Table 6: Percent changes estimates for Maranoaswitch model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Model comparison for salmonellosis data, Maranoa
Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Figure 8: Smoothed overall precipitation effects and lag effects of 30 mm precipitation for lagged switching
model
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Model comparison for salmonellosis data, Maranoa
Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for salmonellosis data, Eastern Downs
Model comparison for salmonellosis data, Eastern Downs
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardEasterndowns 3512.1 13.1 3525.2 0.0
standardAREasterndowns 3507.7 13.9 3521.6 −3.6
EasterndownsARdlnm 3466.9 17.8 3484.8 −40.4
Easterndownsswitch 3526.3 18.6 3544.9 19.8
Standard regression model
mean lower upper pvalue
Tue −17.8 −36.1 5.7 0.123
Wed −22.2 −39.6 0.4 0.053
Thu −24.5 −41.8 −2.3 0.031
Fri −33.2 −49.1 −13.4 0.003
Sat −68.0 −77.2 −55.8 0.000
Sun −73.0 −81.2 −61.4 0.000
Public holiday −52.3 −73.6 −17.9 0.004
Time 1.0 −7.1 9.6 0.814
Time, squared 6.8 −2.9 17.5 0.179
QML 8.7 −29.8 66.1 0.693
Temperature 36.8 26.5 47.8 0.000
Rainfall 8.8 −4.9 23.0 0.204
Table 2: Percent changes estimates for standard regresion model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.2 0.0 0.3 0.017
Tue −21.3 −39.0 1.3 0.061
Wed −25.0 −42.0 −3.7 0.026
Thu −26.8 −43.3 −6.0 0.014
Fri −35.2 −50.2 −16.5 0.001
Sat −68.9 −78.1 −57.0 0.000
Sun −72.9 −81.2 −61.8 0.000
Public holiday −51.4 −73.7 −17.1 0.005
Time 1.1 −7.1 9.9 0.805
Time, squared 6.5 −3.3 17.0 0.196
QML 7.8 −30.5 66.8 0.728
Temperature 35.2 24.9 46.3 0.000
Rainfall 8.4 −4.9 22.4 0.221
Table 3: Percent changes estimates for standard AR-1 regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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Model comparison for salmonellosis data, Eastern Downs
mean lower upper pvalue
AR1 0.1 −0.0 0.3 0.134
Tue −20.1 −37.7 2.7 0.085
Wed −24.9 −41.9 −2.6 0.030
Thu −26.5 −42.9 −5.6 0.018
Fri −34.7 −50.1 −15.1 0.001
Sat −68.6 −77.7 −56.5 0.000
Sun −73.2 −81.4 −62.0 0.000
Public holiday −53.6 −74.6 −20.7 0.003
Time 2.1 −6.2 11.0 0.637
Time, squared 5.9 −3.7 16.5 0.231
QML 19.9 −21.9 82.3 0.400
Rainfall1 13.7 −42.4 127.2 0.722
Rainfall2 −13.9 −47.9 39.6 0.560
Rainfall3 3.9 −44.7 87.6 0.890
Temperature1 −11.2 −46.4 51.5 0.629
Temperature2 40.2 13.3 71.8 0.002
Temperature3 87.4 29.3 173.4 0.001
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
0 10 20
−0.05
0.00
0.05
0.10
Lag
AC
F
0.0 0.3
0.0
0.2
0.4
0.6
0.8
1.0
frequency
289
Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 50 mm precipitation for lagged AR-1
regression model
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Model comparison for salmonellosis data, Eastern Downs
Lagged switching model
mean lower upper pvalue
AR1 0.23 0.01 0.44 0.043
Intercepts ratio 0.93 0.83 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −20.0 −38.0 5.0 0.093
Wed −24.2 −41.2 −2.3 0.032
Thu −25.4 −42.2 −4.2 0.022
Fri −34.5 −49.6 −14.1 0.001
Sat −68.5 −77.7 −56.3 0.000
Sun −72.8 −81.1 −61.4 0.000
Public holiday −50.2 −72.5 −15.1 0.009
Time −0.8 −8.7 7.7 0.858
Time, squared 6.6 −3.0 17.3 0.183
QML 20.3 −21.5 82.5 0.397
Rainfall1 31.9 −48.9 238.7 0.575
Rainfall2 6.0 −46.8 96.0 0.842
Rainfall3 3.5 −56.4 134.2 0.922
Temperature1 −22.4 −62.7 59.4 0.510
Temperature2 45.8 8.9 95.8 0.012
Temperature3 88.7 10.9 223.1 0.021
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Figure 8: Smoothed overall precipitation effects and lag effects of 50 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for salmonellosis data, Wide Bay
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardWidebay 6574.3 13.0 6587.3 0.0
standardARWidebay 6565.6 13.9 6579.5 −7.8
WidebayARdlnm 6441.5 17.9 6459.4 −127.9
Widebayswitch 6489.4 214.7 6704.1 116.7
Standard regression model
mean lower upper pvalue
Tue −8.5 −20.9 5.9 0.239
Wed −16.5 −28.2 −2.8 0.022
Thu −15.7 −27.6 −1.4 0.030
Fri −23.3 −34.2 −10.5 0.001
Sat −57.1 −64.4 −48.6 0.000
Sun −64.7 −71.1 −57.1 0.000
Public holiday −53.3 −67.1 −35.0 0.000
Time 2.9 −1.8 8.0 0.221
Time, squared 11.4 5.5 17.6 0.000
QML −44.1 −59.0 −25.0 0.000
Temperature 74.6 63.9 86.1 0.000
Rainfall 4.0 −1.1 8.9 0.123
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.1 0.0 0.1 0.002
Tue −12.8 −25.0 1.6 0.080
Wed −20.1 −31.4 −7.0 0.005
Thu −18.9 −30.3 −5.4 0.008
Fri −26.0 −36.8 −13.2 0.000
Sat −58.4 −65.7 −50.2 0.000
Sun −64.8 −71.3 −57.2 0.000
Public holiday −52.6 −66.8 −34.0 0.000
Time 2.8 −1.9 7.8 0.261
Time, squared 10.7 4.8 16.7 0.000
QML −42.4 −57.1 −22.8 0.000
Temperature 70.4 59.7 82.0 0.000
Rainfall 3.9 −1.3 8.9 0.140
Table 3: Percent changes estimates for standard AR-1 regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR model
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Autoregressive regression model with 21 day lags for temperature and
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Model comparison for salmonellosis data, Wide Bay
mean lower upper pvalue
AR1 0.0 −0.0 0.1 0.400
Tue −10.3 −22.9 4.0 0.159
Wed −18.2 −30.1 −4.9 0.008
Thu −18.5 −30.3 −5.2 0.007
Fri −25.2 −36.1 −12.4 0.000
Sat −57.7 −64.9 −49.3 0.000
Sun −64.8 −71.3 −57.4 0.000
Public holiday −55.8 −68.9 −38.8 0.000
Time 2.5 −2.4 7.6 0.326
Time, squared 10.1 4.3 16.3 0.000
QML −33.2 −51.0 −9.7 0.008
Rainfall1 40.0 −25.9 166.9 0.309
Rainfall2 15.9 −29.1 87.1 0.529
Rainfall3 −15.0 −50.3 43.3 0.557
Temperature1 28.7 −9.3 80.2 0.157
Temperature2 30.9 14.1 50.1 0.000
Temperature3 65.9 30.8 111.9 0.000
Table 4: Percent changes estimates for WidebayARdlnm model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged AR-1
regression model
0
5000
10000
0 50 100 150 200
Daily rainfall
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
-10
0
10
0 5 10 15 20
Lag (days)
 
Lag
298APPENDIX I. METHODOLOGY I: RESULTS OFWEATHER–DISEASE MODELS INVESTIGATED
Model comparison for salmonellosis data, Wide Bay
Lagged switching model
mean lower upper pvalue
AR1 0.22 0.13 0.31 0.000
Intercepts ratio 0.90 0.74 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −13.6 −25.9 0.7 0.063
Wed −21.1 −31.9 −8.2 0.002
Thu −20.5 −32.1 −7.3 0.003
Fri −27.4 −38.1 −14.8 0.000
Sat −58.5 −65.4 −50.1 0.000
Sun −64.6 −71.0 −56.7 0.000
Public holiday −52.5 −66.7 −34.8 0.000
Time 1.4 −3.3 6.6 0.568
Time, squared 10.3 4.3 16.5 0.002
QML −34.6 −51.8 −11.7 0.004
Rainfall1 50.1 −45.4 317.8 0.439
Rainfall2 −3.4 −53.4 85.6 0.947
Rainfall3 −20.1 −65.0 83.1 0.616
Temperature1 9.1 −33.8 89.2 0.768
Temperature2 51.4 23.0 89.1 0.001
Temperature3 91.3 31.3 179.8 0.001
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Figure 8: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for salmonellosis data, South-East Queensland
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
Standard regression 15969.3 12.9 15982.2 0.0
Standard AR-1 regression 15648.1 14.1 15662.2 −320.1
Switching model 15046.6 204.1 15250.7 −731.6
Lagged switching model 14955.7 122.7 15078.5 −903.8
Lagged rain switching model 15058.1 193.7 15251.8 −730.4
Lagged temp. switching model 14970.3 243.9 15214.2 −768.0
Standard regression model
mean lower upper pvalue
Tue −10.5 −15.1 −5.8 0.000
Wed −14.8 −19.1 −10.1 0.000
Thu −21.1 −25.3 −16.7 0.000
Fri −27.4 −31.3 −23.2 0.000
Sat −59.6 −62.2 −56.8 0.000
Sun −64.0 −66.4 −61.5 0.000
Public holiday −48.1 −53.8 −41.6 0.000
Time 11.4 9.5 13.3 0.000
Time, squared 10.3 8.1 12.5 0.000
QML 4.2 −4.2 13.1 0.332
Temperature 46.3 43.1 49.4 0.000
Rainfall, log −0.6 −2.4 1.1 0.516
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Residuals for standard model
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Model comparison for salmonellosis data, South-East Queensland
Standard autoregressive regression model
mean lower upper pvalue
AR1 0.1 0.0 0.1 0.000
Tue −27.0 −31.1 −22.7 0.000
Wed −28.7 −32.6 −24.5 0.000
Thu −33.1 −36.8 −29.2 0.000
Fri −37.2 −40.8 −33.5 0.000
Sat −64.1 −66.5 −61.6 0.000
Sun −64.5 −66.9 −61.9 0.000
Public holiday −46.1 −52.1 −39.6 0.000
Time 8.6 6.7 10.6 0.000
Time, squared 7.7 5.6 9.8 0.000
QML 0.4 −7.5 9.1 0.930
Temperature 34.5 31.4 37.7 0.000
Rainfall, log −0.4 −2.2 1.2 0.637
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Residuals for standard AR-1 regression model
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Switching model
mean lower upper pvalue
AR1 0.02 0.02 0.03 0.000
Intercepts ratio 1.36 1.31 1.43 0.000
Table 4: Autoregressive parameter and ratio of intercepts for switching model.
mean lower upper pvalue
Tue −17.3 −21.8 −12.6 0.000
Wed −21.0 −25.4 −16.5 0.000
Thu −26.5 −30.5 −22.3 0.000
Fri −31.6 −35.4 −27.5 0.000
Sat −61.5 −64.0 −58.7 0.000
Sun −64.5 −66.9 −61.9 0.000
Public holiday −52.4 −57.7 −46.5 0.000
Time 8.4 5.6 11.0 0.000
Time, squared 7.9 4.7 11.4 0.000
QML 10.8 −1.0 25.2 0.077
Temperature 22.4 16.0 29.0 0.000
Rainfall −2.1 −6.2 2.1 0.324
Table 5: Percent changes estimates for switching model.
Table 6: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 2, 133 58
TRUE 1, 520 42
All 3, 653 100
Table 7: Mean switching probabilities
1 2
1 0.988 0.012
2 0.017 0.983
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Figure 3: Residuals for Switching model
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Figure 4: Times in epidemic for switching model
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Figure 5: Proportion of years in epidemic for switching model
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Model comparison for salmonellosis data, South-East Queensland
Switching model with smoothed 21-days lags for mean temperature and
precipitation
mean lower upper pvalue
AR1 0.02 0.01 0.03 0.000
Intercepts ratio 1.34 1.29 1.39 0.000
Table 8: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −14.6 −19.1 −9.8 0.000
Wed −18.7 −23.2 −14.0 0.000
Thu −24.4 −28.6 −20.0 0.000
Fri −29.8 −33.8 −25.5 0.000
Sat −60.6 −63.2 −57.8 0.000
Sun −64.3 −66.7 −61.6 0.000
Public holiday −51.6 −57.2 −45.5 0.000
Time 13.3 10.6 15.8 0.000
Time, squared 12.3 9.8 14.9 0.000
QML 0.4 −11.4 12.2 0.900
Rainfall1 26.7 2.7 57.6 0.027
Rainfall2 50.3 25.6 77.4 0.000
Rainfall3 12.7 −5.6 33.5 0.182
Temperature1 6.1 −9.1 23.7 0.478
Temperature2 20.9 13.5 28.6 0.000
Temperature3 21.2 8.4 35.8 0.002
Table 9: Percent changes estimates for lagged switching model.
Table 10: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 2, 831 77
TRUE 822 23
All 3, 653 100
Table 11: Mean switching probabilities
1 2
1 0.994 0.006
2 0.020 0.980
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Figure 6: Residuals for lagged switching model
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Figure 7: Times in epidemic for lagged switching model
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Figure 8: Proportion of years in epidemic for lagged switching model
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Figure 9: Smoothed overall and lagged effects of temperature for lagged switching model
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Figure 10: Smoothed overall and lagged effects of rainfall for lagged switching model
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Model comparison for salmonellosis data, South-East Queensland
Lagged switching model, rainfall only
mean lower upper pvalue
AR1 0.02 0.01 0.03 0.000
Intercepts ratio 1.44 1.39 1.50 0.000
Table 12: Autoregressive parameter and ratio of intercepts for lagged rainfall-only switching model.
mean lower upper pvalue
Tue −17.0 −21.6 −12.1 0.000
Wed −20.8 −25.2 −16.0 0.000
Thu −26.5 −30.7 −22.2 0.000
Fri −31.4 −35.4 −27.2 0.000
Sat −61.3 −63.8 −58.6 0.000
Sun −64.4 −66.9 −61.8 0.000
Public holiday −52.4 −57.8 −46.4 0.000
Time 8.7 6.4 11.2 0.000
Time, squared 9.6 6.8 12.4 0.000
QML 11.5 0.3 24.3 0.046
Rainfall1 67.2 6.4 156.2 0.024
Rainfall2 132.8 59.2 227.8 0.000
Rainfall3 −13.9 −45.2 31.0 0.511
Table 13: Percent changes estimates for lagged rainfall-only switching model.
Table 14: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1, 993 55
TRUE 1, 660 45
All 3, 653 100
Table 15: Mean switching probabilities
1 2
1 0.988 0.012
2 0.015 0.985
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Figure 11: Residuals for lagged rainfall-only switching model
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Figure 12: Times in epidemic for lagged rainfall-only switching model
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Figure 13: Proportion of years in epidemic for lagged rainfall-only switching model
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Figure 14: Smoothed lag effects for rainfall over 21 days for lagged rainfall-only switching model
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Lagged switching model, temperature only
mean lower upper pvalue
AR1 0.04 0.03 0.05 0.000
Intercepts ratio 1.02 1.00 1.08 0.000
Table 16: Autoregressive parameter and ratio of intercepts for lagged temperature-only switching model.
mean lower upper pvalue
Tue −14.8 −19.3 −10.0 0.000
Wed −18.6 −23.0 −13.9 0.000
Thu −24.1 −28.3 −19.8 0.000
Fri −29.6 −33.6 −25.5 0.000
Sat −60.5 −63.1 −57.7 0.000
Sun −64.2 −66.6 −61.6 0.000
Public holiday −50.2 −55.9 −44.1 0.000
Time 10.4 8.0 12.7 0.000
Time, squared 9.3 6.6 12.1 0.000
QML 11.7 0.5 24.0 0.041
Temperature1 6.8 −9.7 26.2 0.448
Temperature2 38.0 29.4 47.6 0.000
Temperature3 48.9 31.1 69.2 0.000
Table 17: Percent changes estimates for lagged temperature-only switching model.
Table 18: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 3, 133 86
TRUE 520 14
All 3, 653 100
Table 19: Mean switching probabilities
1 2
1 0.969 0.031
2 0.112 0.888
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Model comparison for salmonellosis data, South-East Queensland
Figure 15: Residuals for lagged temperature-only switching model
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Figure 16: Times in epidemic for lagged temperature-only switching model
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Figure 17: Proportion of years in epidemic for lagged temperature-only switching model
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Figure 18: Smoothed lag effects for temperature over 21 days for lagged temperature-only switching model
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Model comparison for campylobacteriosis data,
Townsville-Thuringowa
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardTownsville 8411.6 12.0 8423.6 0.0
standardARTownsville 8367.8 12.9 8380.7 −42.8
standardAR2Townsville 8348.2 14.1 8362.2 −61.3
TownsvilleARdlnm 8368.8 16.9 8385.7 −37.9
TownsvilleAR2dlnm 8350.4 17.9 8368.3 −55.2
Townsvilleswitch 8396.2 16.8 8413.0 −10.5
Standard regression model
mean lower upper pvalue
Tue −15.9 −25.7 −5.2 0.004
Wed −8.6 −19.0 3.0 0.148
Thu −20.9 −30.2 −10.5 0.000
Fri −26.8 −35.6 −16.8 0.000
Sat −61.2 −66.7 −54.6 0.000
Sun −71.2 −75.8 −65.9 0.000
Public holiday −63.6 −73.9 −50.0 0.000
Time 25.6 20.8 30.5 0.000
Time, squared −5.4 −9.3 −1.3 0.010
Temperature 9.8 4.2 15.7 0.001
Rainfall 1.2 −1.9 4.2 0.441
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Model comparison for campylobacteriosis data, Townsville-Thuringowa
Autoregressive regression models
AR-1 model
mean lower upper pvalue
AR1 0.1 0.1 0.1 0.000
Tue −23.7 −32.6 −13.5 0.000
Wed −15.9 −25.5 −4.9 0.005
Thu −27.4 −36.0 −17.6 0.000
Fri −31.9 −40.0 −22.7 0.000
Sat −63.5 −68.8 −57.5 0.000
Sun −71.5 −76.1 −66.2 0.000
Public holiday −62.8 −73.5 −48.9 0.000
Time 22.7 18.0 27.6 0.000
Time, squared −4.7 −8.7 −0.6 0.023
Temperature 9.0 3.5 14.9 0.001
Rainfall 1.1 −2.0 4.2 0.464
Table 3: Percent changes estimates for standard AR-1 model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 model
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AR-2 model
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mean lower upper pvalue
AR1 0.1 0.0 0.1 0.000
AR2 10.7 7.2 14.3 0.000
Tue −22.2 −31.3 −11.9 0.000
Wed −19.8 −29.0 −9.3 0.001
Thu −30.1 −38.5 −20.7 0.000
Fri −34.8 −42.7 −25.6 0.000
Sat −64.8 −69.9 −58.8 0.000
Sun −72.4 −76.9 −67.3 0.000
Public holiday −62.4 −73.1 −48.6 0.000
Time 21.1 16.3 26.1 0.000
Time, squared −4.2 −8.2 −0.1 0.045
Temperature 8.8 3.2 14.7 0.001
Rainfall 1.1 −1.9 4.1 0.477
Table 4: Percent changes estimates for standard AR-2 model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 model
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Autoregressive regression models with 21 day lags for temperature and
precipitation
Lagged AR-1 model
mean lower upper pvalue
AR1 0.1 0.1 0.1 0.000
Tue −22.9 −31.9 −12.6 0.000
Wed −15.1 −24.9 −3.9 0.010
Thu −26.8 −35.4 −16.9 0.000
Fri −31.6 −39.9 −22.3 0.000
Sat −63.4 −68.8 −57.3 0.000
Sun −71.5 −76.2 −66.2 0.000
Public holiday −62.8 −73.3 −48.7 0.000
Time 22.2 17.5 27.1 0.000
Time, squared −3.4 −7.6 0.9 0.125
Rainfall1 −0.6 −26.7 35.0 0.966
Rainfall2 22.8 2.3 47.1 0.028
Rainfall3 −12.5 −32.1 11.9 0.293
Temperature1 0.3 −25.6 34.3 0.975
Temperature2 2.2 −8.9 14.9 0.732
Temperature3 −0.8 −18.7 20.9 0.937
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged AR-1
regression model
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Model comparison for campylobacteriosis data, Townsville-Thuringowa
mean lower upper pvalue
AR1 0.1 0.0 0.1 0.000
AR2 10.2 6.7 13.8 0.000
Tue −21.6 −31.1 −11.0 0.001
Wed −19.0 −28.5 −8.5 0.001
Thu −29.6 −38.2 −19.9 0.000
Fri −34.6 −42.6 −25.5 0.000
Sat −64.7 −70.0 −58.7 0.000
Sun −72.3 −76.7 −67.2 0.000
Public holiday −62.6 −73.4 −48.7 0.000
Time 20.6 15.9 25.5 0.000
Time, squared −2.9 −7.0 1.5 0.183
Rainfall1 −1.1 −27.6 34.3 0.950
Rainfall2 21.4 0.7 45.4 0.042
Rainfall3 −12.5 −31.9 11.4 0.297
Temperature1 1.6 −23.4 35.5 0.919
Temperature2 1.8 −9.0 13.7 0.750
Temperature3 −0.6 −18.2 21.1 0.959
Table 6: Percent changes estimates for lagged AR-2 regression model.
Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-2 regression
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Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-2 regression model
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Figure 9: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged AR-2
regression model
0
250
500
750
0 50 100 150
Daily rainfall
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
-5
0
5
10
15
0 5 10 15 20
Lag (days)
 
Lag
326APPENDIX I. METHODOLOGY I: RESULTS OFWEATHER–DISEASE MODELS INVESTIGATED
Model comparison for campylobacteriosis data, Townsville-Thuringowa
Lagged switching model
mean lower upper pvalue
AR1 0.08 0.04 0.12 0.000
Intercepts ratio 1.17 1.00 1.88 0.017
Table 7: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −18.9 −27.7 −8.6 0.002
Wed −11.2 −20.7 −0.2 0.046
Thu −23.5 −32.2 −13.8 0.000
Fri −29.0 −37.3 −19.6 0.000
Sat −62.2 −67.6 −56.0 0.000
Sun −71.4 −75.9 −66.2 0.000
Public holiday −62.9 −73.7 −49.5 0.000
Time 23.8 19.1 28.7 0.000
Time, squared −4.2 −8.2 0.1 0.054
Rainfall1 −23.5 −50.2 17.7 0.214
Rainfall2 47.7 14.6 88.1 0.003
Rainfall3 −14.0 −40.1 20.3 0.395
Temperature1 −3.7 −35.8 44.3 0.849
Temperature2 4.8 −10.7 22.8 0.569
Temperature3 −9.3 −31.9 21.0 0.509
Table 8: Percent changes estimates for lagged switching model.
Table 9: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Figure 10: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching
model
0 10 20
−0.05
0.00
0.05
0.10
Lag
AC
F
0.0 0.3
0.0
0.2
0.4
0.6
0.8
1.0
frequency
Figure 11: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Model comparison for campylobacteriosis data, Townsville-Thuringowa
Figure 12: Smoothed overall precipitation effects and lag effects of 50 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 13: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for campylobacteriosis data, North West Queensland
Model comparison for campylobacteriosis data, North West
Queensland
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardNorthwest 2398.0 12.1 2410.1 0.0
standardARNorthwest 2397.8 13.0 2410.8 0.7
NorthwestARdlnm 2395.7 17.0 2412.7 2.6
Northwestswitch 2400.3 17.4 2417.7 7.6
Standard regression model
mean lower upper pvalue
Tue −19.3 −42.6 13.7 0.210
Wed −21.7 −44.1 9.9 0.159
Thu −41.3 −59.7 −14.8 0.003
Fri −48.8 −65.3 −25.4 0.001
Sat −55.7 −70.6 −34.0 0.000
Sun −46.6 −63.7 −22.0 0.001
Public holiday −48.8 −77.9 5.0 0.068
Time 33.1 18.8 49.4 0.000
Time, squared −13.6 −23.7 −2.3 0.020
Temperature 0.4 −8.7 10.6 0.951
Rainfall 11.2 −10.5 34.2 0.305
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.1 −0.1 0.4 0.313
Tue −19.9 −42.7 12.6 0.199
Wed −22.0 −44.5 9.7 0.148
Thu −41.7 −59.9 −16.4 0.004
Fri −48.7 −65.2 −25.3 0.000
Sat −55.6 −70.7 −34.0 0.000
Sun −46.5 −63.6 −22.4 0.001
Public holiday −48.8 −78.0 4.6 0.065
Time 32.5 18.1 49.2 0.000
Time, squared −13.6 −23.8 −2.2 0.019
Temperature 0.2 −9.0 10.3 0.969
Rainfall 10.7 −11.3 34.2 0.333
Table 3: Percent changes estimates for standard AR-1 regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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Model comparison for campylobacteriosis data, North West Queensland
AR-1 regression with 21 day lags for temperature and precipitation
mean lower upper pvalue
AR-1 13.5 −14.6 48.0 0.366
Tue −19.6 −42.6 12.8 0.205
Wed −21.8 −44.1 10.2 0.151
Thu −41.4 −59.6 −15.8 0.004
Fri −48.6 −65.2 −24.2 0.000
Sat −55.4 −70.5 −33.7 0.000
Sun −46.1 −63.7 −21.5 0.001
Public holiday −49.0 −78.0 4.3 0.066
Time 32.3 17.9 49.0 0.000
Time, squared −14.0 −24.4 −2.6 0.019
Rainfall1 −70.9 −89.3 −19.0 0.017
Rainfall2 48.8 −13.2 146.7 0.137
Rainfall3 39.9 −35.4 194.6 0.377
Temperature1 −37.8 −67.0 18.2 0.133
Temperature2 20.3 −7.1 54.8 0.144
Temperature3 9.4 −30.3 71.4 0.686
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 33 ◦C for lagged
regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 9 mm precipitation for lagged regression
model
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Model comparison for campylobacteriosis data, North West Queensland
Lagged switching model
mean lower upper pvalue
AR1 0.15 −0.24 0.49 0.417
Intercepts ratio 0.96 0.89 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −19.6 −43.2 12.8 0.205
Wed −21.5 −44.3 11.5 0.178
Thu −41.4 −59.2 −15.3 0.003
Fri −48.6 −65.0 −24.9 0.001
Sat −55.5 −70.5 −34.0 0.000
Sun −46.4 −63.9 −22.1 0.001
Public holiday −49.8 −79.2 3.7 0.061
Time 32.8 18.3 49.3 0.000
Time, squared −14.4 −24.6 −3.0 0.015
Rainfall1 −70.3 −93.1 19.4 0.082
Rainfall2 41.0 −34.2 177.8 0.344
Rainfall3 9.2 −64.8 219.2 0.871
Temperature1 −16.3 −67.2 100.9 0.710
Temperature2 13.9 −20.4 64.8 0.478
Temperature3 6.1 −43.5 102.4 0.863
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1, 827 50
TRUE 1, 826 50
All 3, 653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 33 ◦C for lagged
switching model
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Figure 8: Smoothed overall precipitation effects and lag effects of 9 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for campylobacteriosis data, Far North
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardFarnorth 7909.2 12.1 7921.3 0.0
standardARFarnorth 7799.6 13.1 7812.7 −108.6
standardAR2Farnorth 7735.6 13.9 7749.6 −171.7
FarnorthARdlnm 7784.7 17.2 7801.9 −119.3
FarnorthAR2dlnm 7724.3 18.1 7742.4 −178.9
Farnorthswitch 7859.8 17.0 7876.8 −44.5
Standard regression model
mean lower upper pvalue
Tue −16.0 −26.4 −4.5 0.009
Wed −21.3 −31.0 −10.3 0.000
Thu −24.6 −34.1 −13.8 0.000
Fri −27.3 −36.5 −17.1 0.000
Sat −68.2 −73.4 −62.0 0.000
Sun −64.5 −70.1 −58.0 0.000
Public holiday −61.4 −73.0 −46.9 0.000
Time 19.5 14.7 24.5 0.000
Time, squared −1.6 −5.9 3.0 0.502
Temperature 3.7 −3.5 11.4 0.323
Rainfall 0.5 −2.4 3.4 0.715
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Model comparison for campylobacteriosis data, Far North
Autoregressive regression models
AR-1 model
mean lower upper pvalue
AR1 0.2 0.2 0.2 0.000
Tue −27.5 −36.5 −17.3 0.000
Wed −29.5 −38.4 −19.4 0.000
Thu −32.1 −40.6 −22.4 0.000
Fri −34.1 −42.4 −24.7 0.000
Sat −70.8 −75.5 −65.2 0.000
Sun −64.3 −69.8 −57.9 0.000
Public holiday −61.2 −72.7 −46.5 0.000
Time 16.0 11.4 20.9 0.000
Time, squared −0.8 −5.2 3.8 0.744
Temperature 4.1 −3.0 11.9 0.267
Rainfall 0.2 −2.6 3.1 0.894
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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AR-2 model
mean lower upper pvalue
AR1 0.2 0.1 0.2 0.000
AR-2 18.0 13.9 22.2 0.000
Tue −26.1 −35.2 −15.9 0.000
Wed −36.6 −44.9 −27.5 0.000
Thu −37.4 −45.4 −28.2 0.000
Fri −39.1 −47.1 −30.3 0.000
Sat −72.9 −77.4 −67.7 0.000
Sun −66.9 −72.0 −60.8 0.000
Public holiday −61.1 −72.7 −46.1 0.000
Time 13.8 9.3 18.6 0.000
Time, squared −0.3 −4.7 4.3 0.876
Temperature 4.4 −2.8 12.0 0.235
Rainfall 0.1 −2.8 3.0 0.931
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 regres-
sion model
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Model comparison for campylobacteriosis data, Far North
Autoregressive regression models with 21 day lags for temperature and
precipitation
Lagged AR-1 model
mean lower upper pvalue
AR1 0.2 0.2 0.2 0.000
Tue −26.9 −36.1 −16.5 0.000
Wed −29.1 −38.0 −19.2 0.000
Thu −31.9 −40.5 −22.1 0.000
Fri −33.9 −42.4 −24.2 0.000
Sat −70.7 −75.4 −65.0 0.000
Sun −64.4 −70.1 −57.9 0.000
Public holiday −61.4 −72.8 −47.1 0.000
Time 16.4 11.7 21.2 0.000
Time, squared 0.1 −4.4 4.6 0.978
Rainfall1 26.1 −5.8 68.0 0.120
Rainfall2 19.5 −0.1 43.4 0.052
Rainfall3 17.2 −7.6 47.7 0.187
Temperature1 19.4 −11.2 59.5 0.240
Temperature2 −8.8 −18.8 2.7 0.128
Temperature3 −0.3 −18.6 22.4 0.972
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 26 ◦C for lagged
AR-1 regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 35 mm precipitation for lagged AR-1
regression model
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Model comparison for campylobacteriosis data, Far North
Lagged AR-2 model
mean lower upper pvalue
AR1 0.2 0.1 0.2 0.000
AR-2 16.8 12.7 21.1 0.000
Tue −25.3 −34.5 −14.8 0.000
Wed −35.8 −44.0 −26.5 0.000
Thu −36.8 −45.0 −27.6 0.000
Fri −38.6 −46.5 −29.4 0.000
Sat −72.7 −77.3 −67.4 0.000
Sun −66.8 −71.9 −60.8 0.000
Public holiday −61.5 −72.8 −46.8 0.000
Time 14.1 9.4 19.0 0.000
Time, squared 0.7 −3.8 5.3 0.763
Rainfall1 23.5 −8.2 64.8 0.162
Rainfall2 17.0 −2.5 39.9 0.089
Rainfall3 15.2 −8.5 45.9 0.235
Temperature1 19.0 −10.0 58.8 0.240
Temperature2 −8.0 −18.0 2.8 0.155
Temperature3 −0.5 −19.0 22.6 0.956
Table 6: Percent changes estimates for lagged AR-2 regression model.
Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-2 regression
model
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Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 26 ◦C for lagged
AR-2 regression model
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Figure 9: Smoothed overall precipitation effects and lag effects of 35 mm precipitation for lagged AR-2
regression model
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Model comparison for campylobacteriosis data, Far North
Lagged switching model
mean lower upper pvalue
AR1 0.14 0.10 0.19 0.000
Intercepts ratio 1.22 −3.24 4.72 0.544
Table 7: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −20.7 −30.5 −9.9 0.000
Wed −25.0 −34.2 −14.3 0.000
Thu −27.8 −37.1 −17.6 0.000
Fri −30.2 −39.3 −20.4 0.000
Sat −69.4 −74.2 −63.7 0.000
Sun −64.6 −70.2 −58.0 0.000
Public holiday −61.3 −73.0 −46.5 0.000
Time 18.4 13.5 23.5 0.000
Time, squared −1.0 −5.2 3.5 0.638
Rainfall1 19.5 −21.9 82.5 0.408
Rainfall2 29.1 −0.8 67.3 0.059
Rainfall3 40.0 −0.3 93.5 0.052
Temperature1 2.3 −33.4 58.1 0.908
Temperature2 −3.8 −19.6 14.6 0.657
Temperature3 −1.0 −26.7 33.4 0.943
Table 8: Percent changes estimates for lagged switching model.
Table 9: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
347
Figure 10: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching
model
0 10 20
−0.05
0.00
0.05
0.10
Lag
AC
F
0.0 0.3
0.0
0.2
0.4
0.6
0.8
1.0
frequency
Figure 11: Smoothed overall temperature effects and lag effects of mean temperature of 26 ◦C for lagged
switching model
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Model comparison for campylobacteriosis data, Far North
Figure 12: Smoothed overall precipitation effects and lag effects of 35 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 13: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for campylobacteriosis data, Gulf region
Model comparison for campylobacteriosis data, Gulf region
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardGulf 486.7 11.7 498.4 0.0
standardARGulf 487.9 12.6 500.6 2.2
GulfARdlnm 494.4 16.7 511.0 12.7
Gulfswitch 492.8 16.8 509.5 11.2
Standard regression model
mean lower upper pvalue
Tue 69.5 −28.3 334.4 0.234
Wed −8.7 −67.1 157.7 0.847
Thu −20.2 −73.3 130.3 0.673
Fri −20.2 −72.9 134.2 0.665
Sat −70.2 −93.3 14.5 0.077
Sun −93.1 −99.7 −47.3 0.005
Public holiday −100.0 −100.0 −86.8 0.004
Time 48.1 8.2 109.9 0.012
Time, squared −12.1 −38.3 23.8 0.476
Temperature 74.9 9.7 187.6 0.015
Rainfall 34.1 2.2 65.2 0.034
Table 2: Percent changes estimates for standard regression model.
Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
0 10 20
−0.05
0.00
0.05
0.10
0.15
0.20
0.25
0.30
Lag
AC
F
0.0 0.3
0.0
0.2
0.4
0.6
0.8
1.0
frequency
351
Autoregressive regression model
mean lower upper pvalue
AR1 −0.5 −3.6 1.5 0.820
Tue 69.5 −31.0 337.4 0.252
Wed −8.8 −67.2 161.6 0.850
Thu −19.5 −72.8 135.6 0.670
Fri −19.8 −72.5 134.7 0.681
Sat −70.4 −93.5 12.4 0.076
Sun −93.0 −99.7 −47.4 0.005
Public holiday −100.0 −100.0 −86.0 0.003
Time 48.2 7.8 109.7 0.014
Time, squared −12.2 −38.4 22.2 0.465
Temperature 75.9 10.2 194.4 0.015
Rainfall 34.3 2.2 65.9 0.038
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 model
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Autoregressive regression model with 21 day lags for temperature and
precipitation
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Model comparison for campylobacteriosis data, Gulf region
mean lower upper pvalue
AR1 −0.5 −3.6 1.4 0.791
Tue 70.2 −28.6 335.9 0.254
Wed −6.4 −66.2 162.0 0.896
Thu −19.3 −72.0 132.3 0.689
Fri −17.7 −71.3 135.1 0.722
Sat −68.9 −93.5 18.6 0.092
Sun −93.1 −99.7 −45.8 0.007
Public holiday −100.0 −100.0 −82.6 0.004
Time 48.1 7.4 110.8 0.016
Time, squared −12.9 −39.3 23.9 0.449
Rainfall1 75.0 −84.4 1949.6 0.661
Rainfall2 −6.2 −77.7 231.8 0.973
Rainfall3 −4.6 −84.3 422.5 0.977
Temperature1 60.1 −84.5 1603.8 0.700
Temperature2 20.5 −51.8 209.1 0.707
Temperature3 −26.5 −85.4 269.4 0.713
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 31 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 14 mm precipitation for lagged AR-1
regression model
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Model comparison for campylobacteriosis data, Gulf region
Lagged switching model
mean lower upper pvalue
AR1 0.17 −0.90 0.96 0.725
Intercepts ratio 0.86 0.73 0.98 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue 70.3 −27.4 314.4 0.220
Wed −7.5 −66.2 146.8 0.892
Thu −19.0 −72.2 118.8 0.708
Fri −18.2 −72.0 129.7 0.703
Sat −68.8 −93.5 12.7 0.078
Sun −92.9 −99.7 −44.8 0.005
Public holiday −100.0 −100.0 −83.6 0.003
Time 47.8 6.4 109.1 0.015
Time, squared −11.9 −37.9 22.3 0.462
Rainfall1 7502.2 57.8 437999.9 0.024
Rainfall2 −88.3 −99.5 43.6 0.108
Rainfall3 133.6 −86.8 3858.6 0.533
Temperature1 694.7 −78.7 35817.4 0.254
Temperature2 −30.1 −82.4 187.2 0.588
Temperature3 43.6 −87.4 1749.6 0.774
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
355
Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 31 ◦C for lagged
switching model
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Model comparison for campylobacteriosis data, Gulf region
Figure 8: Smoothed overall precipitation effects and lag effects of 14 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for campylobacteriosis data, Cape York
Model comparison for campylobacteriosis data, Cape York
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardCapeyork 1427.0 11.8 1438.8 0.0
standardARCapeyork 1423.5 13.1 1436.5 −2.3
CapeyorkARdlnm 1428.2 16.9 1445.1 6.3
Capeyorkswitch 1425.5 16.7 1442.2 3.4
Standard regression model
mean lower upper pvalue
Tue −52.5 −72.9 −18.9 0.005
Wed −34.1 −59.8 5.8 0.087
Thu −34.5 −59.9 6.1 0.086
Fri −42.5 −65.7 −4.5 0.031
Sat −62.2 −79.5 −33.0 0.001
Sun −50.2 −71.4 −16.1 0.008
Public holiday −61.8 −90.7 11.1 0.092
Time 2.3 −11.7 18.4 0.745
Time, squared 4.5 −11.2 23.0 0.591
Temperature 2.3 −30.6 53.8 0.933
Rainfall 14.9 −1.2 30.7 0.073
Table 2: Percent changes estimates for standard regression model.
359
Model comparison for campylobacteriosis data, Cape York
Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression model
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Model comparison for campylobacteriosis data, Cape York
Autoregressive regression model
mean lower upper pvalue
AR1 −1.2 −2.7 −0.2 0.017
Tue −51.7 −72.2 −18.2 0.005
Wed −34.6 −59.7 5.1 0.081
Thu −34.4 −59.9 5.8 0.082
Fri −42.6 −65.5 −6.2 0.025
Sat −62.6 −79.3 −33.5 0.000
Sun −51.2 −71.8 −17.7 0.006
Public holiday −61.8 −90.5 11.5 0.090
Time 2.4 −11.4 18.7 0.742
Time, squared 4.5 −11.2 22.9 0.585
Temperature 1.4 −32.0 54.5 0.950
Rainfall 15.0 −0.9 30.5 0.064
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regression
model
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Model comparison for campylobacteriosis data, Cape York
AR-1 regression with 21 day lags for temperature and precipitation
mean lower upper pvalue
AR-1 −69.0 −92.3 −13.8 0.020
Tue −51.1 −72.1 −16.0 0.009
Wed −32.4 −59.0 9.0 0.110
Thu −32.7 −59.0 9.3 0.105
Fri −41.7 −64.9 −4.0 0.035
Sat −62.3 −79.6 −32.8 0.001
Sun −50.6 −71.3 −16.3 0.007
Public holiday −61.5 −90.7 9.7 0.082
Time 2.8 −10.8 19.2 0.718
Time, squared 4.3 −11.5 22.8 0.610
Rainfall1 31.8 −68.6 455.9 0.710
Rainfall2 32.3 −40.4 178.2 0.467
Rainfall3 −15.5 −72.1 151.2 0.771
Temperature1 78.6 −45.6 465.8 0.327
Temperature2 −22.7 −51.2 24.6 0.278
Temperature3 −27.6 −67.5 67.1 0.425
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Model comparison for campylobacteriosis data, Cape York
Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 29 ◦C for lagged AR-1
regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 20 mm precipitation for lagged AR-1
regression model
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Model comparison for campylobacteriosis data, Cape York
Lagged switching model
mean lower upper pvalue
AR1 −0.57 −0.98 0.21 0.127
Intercepts ratio 0.95 0.87 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −52.2 −72.9 −16.9 0.004
Wed −32.8 −59.6 9.4 0.112
Thu −33.4 −59.0 8.4 0.101
Fri −42.4 −65.5 −2.8 0.040
Sat −62.2 −79.4 −33.4 0.001
Sun −50.6 −71.9 −16.1 0.011
Public holiday −59.2 −89.8 21.9 0.120
Time 1.5 −12.0 17.5 0.852
Time, squared 3.8 −12.0 21.9 0.656
Rainfall1 87.1 −78.2 1567.2 0.557
Rainfall2 −14.4 −75.5 163.2 0.812
Rainfall3 137.9 −50.1 948.5 0.262
Temperature1 238.4 −38.0 1659.8 0.163
Temperature2 −32.2 −64.4 37.1 0.261
Temperature3 −72.9 −91.4 −14.1 0.027
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Model comparison for campylobacteriosis data, Cape York
Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 29 ◦C for lagged
switching model
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Model comparison for campylobacteriosis data, Cape York
Figure 8: Smoothed overall precipitation effects and lag effects of 20 mm precipitation for lagged switching
model
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Model comparison for campylobacteriosis data, Cape York
Comparing the temperature and precipitation effects between models
Figure 9: Comparison of the effects of temperature and precipitation in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for campylobacteriosis data, Mackay
Model comparison for campylobacteriosis data, Mackay
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardMackay 5812.0 11.9 5823.9 0.0
standardARMackay 5805.8 12.9 5818.7 −5.2
MackayARdlnm 5805.1 16.9 5822.0 −1.9
Mackayswitch 5810.2 17.5 5827.6 3.7
Standard regression model
mean lower upper pvalue
Tue 8.7 −8.1 29.1 0.337
Wed 4.1 −12.0 23.8 0.655
Thu −8.2 −23.0 9.9 0.345
Fri −30.6 −42.5 −15.8 0.000
Sat −66.3 −73.6 −57.4 0.000
Sun −71.8 −78.2 −63.8 0.000
Public holiday −77.3 −87.8 −60.9 0.000
Time 13.3 7.6 19.3 0.000
Time, squared −0.6 −6.1 5.4 0.830
Temperature 2.6 −4.4 10.0 0.487
Rainfall −0.1 −5.6 5.2 0.977
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.1 0.0 0.2 0.008
Tue 4.8 −11.5 24.3 0.584
Wed −0.1 −15.6 18.9 0.978
Thu −11.8 −26.1 5.1 0.166
Fri −33.0 −44.9 −18.6 0.000
Sat −67.1 −74.1 −58.0 0.000
Sun −71.9 −78.3 −63.6 0.000
Public holiday −77.0 −87.6 −60.9 0.000
Time 12.7 6.9 18.7 0.000
Time, squared −0.5 −6.1 5.5 0.867
Temperature 2.7 −4.3 10.2 0.461
Rainfall −0.2 −5.6 5.0 0.955
Table 3: Percent changes estimates for standard AR-1 regression model.
Autoregressive regression model with 21 day lags for temperature and
precipitation
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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Model comparison for campylobacteriosis data, Mackay
mean lower upper pvalue
AR1 0.1 0.0 0.2 0.012
Tue 4.8 −11.6 24.6 0.585
Wed −0.3 −15.8 18.0 0.970
Thu −11.8 −26.1 5.3 0.157
Fri −32.9 −44.5 −18.9 0.000
Sat −67.1 −74.3 −58.4 0.000
Sun −72.0 −78.3 −64.0 0.000
Public holiday −76.7 −87.7 −60.1 0.000
Time 12.6 6.7 18.6 0.000
Time, squared −0.4 −6.2 5.5 0.887
Rainfall1 19.7 −36.7 123.7 0.572
Rainfall2 −9.6 −40.6 35.5 0.622
Rainfall3 −15.2 −50.0 38.9 0.531
Temperature1 −33.3 −53.9 −2.1 0.039
Temperature2 17.3 0.8 36.3 0.040
Temperature3 16.5 −10.9 52.7 0.259
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 28 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 20 mm precipitation for lagged AR-1
regression model
0
200
400
600
0 50 100 150
Daily rainfall
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
-5.0
-2.5
0.0
2.5
0 5 10 15 20
Lag (days)
 
Lag
371
Model comparison for campylobacteriosis data, Mackay
Lagged switching model
mean lower upper pvalue
AR1 0.03 −0.06 0.12 0.476
Intercepts ratio 0.93 0.81 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue 8.4 −8.5 28.2 0.356
Wed 3.4 −12.7 23.0 0.695
Thu −8.6 −23.3 9.4 0.325
Fri −30.9 −42.9 −16.5 0.000
Sat −66.4 −73.4 −57.6 0.000
Sun −71.8 −78.2 −63.7 0.000
Public holiday −77.4 −87.6 −61.0 0.000
Time 13.3 7.6 19.3 0.000
Time, squared −0.7 −6.5 5.2 0.805
Rainfall1 −0.0 −59.5 144.3 0.997
Rainfall2 −14.8 −53.3 48.9 0.587
Rainfall3 −11.6 −57.9 79.7 0.739
Temperature1 −46.2 −68.8 −5.5 0.029
Temperature2 32.5 6.0 64.9 0.014
Temperature3 33.3 −9.3 95.1 0.149
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1, 888 52
TRUE 1, 765 48
All 3, 653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 28 ◦C for lagged
switching model
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Figure 8: Smoothed overall precipitation effects and lag effects of 20 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for campylobacteriosis data, Central
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardCentral 7312.5 11.9 7324.5 0.0
standardARCentral 7309.6 13.0 7322.6 −1.8
CentralARdlnm 7312.3 17.0 7329.4 4.9
Centralswitch 7328.5 17.0 7345.5 21.0
Standard regression model
mean lower upper pvalue
Tue −13.3 −24.2 −1.1 0.034
Wed −25.4 −34.8 −14.5 0.000
Thu −28.5 −37.7 −18.0 0.000
Fri −34.4 −43.2 −24.4 0.000
Sat −64.9 −70.6 −58.2 0.000
Sun −75.3 −79.8 −69.9 0.000
Public holiday −54.3 −66.9 −37.9 0.000
Time −2.5 −6.6 1.8 0.256
Time, squared −11.7 −15.9 −7.4 0.000
Temperature 14.4 9.0 20.3 0.000
Rainfall −4.8 −12.0 2.7 0.212
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.0 −0.0 0.1 0.052
Tue −16.1 −26.8 −4.0 0.007
Wed −27.6 −37.0 −16.8 0.000
Thu −30.1 −39.2 −19.8 0.000
Fri −35.9 −44.4 −26.1 0.000
Sat −65.5 −71.1 −58.9 0.000
Sun −75.4 −79.9 −70.1 0.000
Public holiday −54.0 −66.7 −37.2 0.000
Time −2.4 −6.7 1.9 0.270
Time, squared −11.4 −15.6 −7.0 0.000
Temperature 14.0 8.4 19.9 0.000
Rainfall −4.9 −12.3 2.6 0.202
Table 3: Percent changes estimates for standard AR-1 regression model.
Autoregressive regression model with 21 day lags for temperature and
precipitation
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 model
0 10 20
−0.05
0.00
0.05
0.10
0.15
0.20
Lag
AC
F
0.0 0.3
0.0
0.2
0.4
0.6
0.8
1.0
frequency
377
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mean lower upper pvalue
AR1 0.0 −0.0 0.1 0.062
Tue −16.0 −26.7 −3.8 0.011
Wed −27.7 −37.1 −16.8 0.000
Thu −30.4 −39.5 −19.7 0.000
Fri −36.1 −44.9 −26.2 0.000
Sat −65.6 −71.2 −59.3 0.000
Sun −75.5 −79.9 −70.3 0.000
Public holiday −54.6 −67.2 −38.1 0.000
Time −3.2 −7.3 1.3 0.154
Time, squared −10.8 −14.9 −6.4 0.000
Rainfall1 19.1 −28.0 95.4 0.491
Rainfall2 12.4 −21.3 58.5 0.504
Rainfall3 −20.1 −47.2 20.4 0.291
Temperature1 −9.9 −33.5 22.1 0.509
Temperature2 11.3 −1.3 25.8 0.080
Temperature3 2.8 −16.2 27.4 0.802
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 28 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 12 mm precipitation for lagged AR-1
regression model
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Lagged switching model
mean lower upper pvalue
AR1 0.06 −0.01 0.12 0.074
Intercepts ratio 1.28 −7.69 8.85 0.520
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −14.9 −25.6 −2.8 0.018
Wed −26.6 −36.2 −15.9 0.000
Thu −29.6 −38.7 −19.3 0.000
Fri −35.5 −44.5 −25.7 0.000
Sat −65.3 −71.0 −58.8 0.000
Sun −75.4 −79.8 −70.2 0.000
Public holiday −53.5 −66.2 −37.0 0.000
Time −3.5 −7.7 0.8 0.102
Time, squared −10.8 −15.1 −6.4 0.000
Rainfall1 54.7 −20.6 203.4 0.202
Rainfall2 14.2 −30.2 82.3 0.582
Rainfall3 −42.7 −68.8 5.5 0.072
Temperature1 3.0 −33.4 58.0 0.893
Temperature2 3.4 −12.7 22.9 0.712
Temperature3 −3.4 −27.9 30.3 0.822
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 28 ◦C for lagged
switching model
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Model comparison for campylobacteriosis data, Central
Figure 8: Smoothed overall precipitation effects and lag effects of 12 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for campylobacteriosis data, Central West 1
Model comparison for campylobacteriosis data, Central West
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardCentralwest 1163.4 11.9 1175.3 0.0
standardARCentralwest 1162.5 12.9 1175.4 0.1
CentralwestARdlnm 1162.1 16.7 1178.8 3.5
Centralwestswitch 1159.1 17.0 1176.1 0.8
Standard regression model
MCMC=5000, thin=3.
mean lower upper pvalue
Tue 8.8 −39.7 96.7 0.775
Wed 13.8 −35.6 104.5 0.671
Thu −0.7 −44.9 78.6 0.983
Fri −16.8 −55.3 55.5 0.557
Sat −71.3 −88.6 −34.0 0.004
Sun −40.7 −70.5 16.9 0.128
Public holiday −66.3 −94.9 27.1 0.126
Time 12.4 −5.6 34.0 0.188
Time, squared −11.0 −26.6 8.1 0.247
Temperature 10.0 −4.5 26.7 0.181
Rainfall −24.4 −60.0 23.9 0.342
Table 2: Percent changes estimates for standardCentralwest model.
Autoregressive regression model
MCMC=5000, thin=3.
mean lower upper pvalue
AR1 0.4 −0.3 1.0 0.202
Tue 8.2 −39.7 92.3 0.777
Wed 12.4 −37.3 103.0 0.699
Thu −2.0 −45.7 81.6 0.938
Fri −17.8 −55.6 53.3 0.534
Sat −71.5 −88.7 −35.5 0.002
Sun −39.9 −69.7 18.0 0.138
Public holiday −67.3 −95.2 21.5 0.113
Time 12.1 −5.6 34.5 0.209
Time, squared −10.9 −27.0 8.0 0.243
Temperature 10.0 −4.3 26.5 0.189
Rainfall −23.9 −60.4 25.5 0.361
Table 3: Percent changes estimates for standardARCentralwest model.
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2Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR model
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Autoregressive regression model with 21 day lags for temperature and
precipitation
MCMC=5000, thin=3.
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Model comparison for campylobacteriosis data, Central West 3
mean lower upper pvalue
AR1 0.4 −0.3 1.0 0.232
Tue 8.3 −39.8 92.2 0.773
Wed 12.2 −36.3 100.0 0.698
Thu −1.5 −45.7 79.8 0.967
Fri −17.4 −56.1 53.9 0.549
Sat −71.3 −88.7 −34.7 0.003
Sun −39.9 −70.1 17.6 0.134
Public holiday −68.1 −94.8 16.2 0.098
Time 12.5 −5.5 35.0 0.195
Time, squared −9.8 −26.3 8.8 0.313
Rainfall1 −16.9 −82.6 267.9 0.821
Rainfall2 14.1 −58.6 185.3 0.766
Rainfall3 142.0 −23.9 648.7 0.138
Temperature1 11.9 −61.2 233.7 0.834
Temperature2 1.3 −34.0 54.4 0.944
Temperature3 69.5 −20.7 263.1 0.172
Table 4: Percent changes estimates for CentralwestARdlnm model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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4Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 32 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 7 mm precipitation for lagged AR-1
regression model
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Lagged switching model
MCMC=3000, thin=3.
mean lower upper pvalue
AR1 0.40 −0.52 0.96 0.318
Intercepts ratio 0.95 0.87 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for Centralwestswitch.
mean lower upper pvalue
Tue 10.0 −38.0 97.4 0.756
Wed 12.8 −36.6 98.5 0.670
Thu −0.3 −44.3 80.8 0.990
Fri −16.6 −55.5 55.9 0.568
Sat −70.9 −88.5 −33.5 0.002
Sun −39.3 −69.4 18.3 0.143
Public holiday −66.7 −95.0 23.3 0.107
Time 12.7 −5.6 35.1 0.190
Time, squared −10.4 −26.9 8.2 0.277
Rainfall1 −37.7 −93.7 508.5 0.692
Rainfall2 −27.2 −85.2 198.5 0.718
Rainfall3 957.4 132.2 4661.3 0.002
Temperature1 110.6 −51.5 894.9 0.347
Temperature2 −20.1 −57.1 43.3 0.470
Temperature3 68.5 −41.5 390.5 0.345
Table 6: Percent changes estimates for Centralwestswitch model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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6Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 32 ◦C for lagged
switching model
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Model comparison for campylobacteriosis data, Central West 7
Figure 8: Smoothed overall precipitation effects and lag effects of 7 mm precipitation for lagged switching
model
0
20000
40000
60000
0 10 20 30 40 50
Daily rainfall
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
-20
-10
0
10
20
30
0 5 10 15 20
Lag (days)
 
Lag
390APPENDIX I. METHODOLOGY I: RESULTS OFWEATHER–DISEASE MODELS INVESTIGATED
8Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for campylobacteriosis data, South West
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardSouthwest 822.1 12.0 834.1 0.0
standardARSouthwest 821.6 13.0 834.6 0.5
SouthwestARdlnm 828.6 17.1 845.7 11.6
Southwestswitch 829.4 17.2 846.6 12.5
Standard regression model
mean lower upper pvalue
Tue −63.6 −83.8 −22.4 0.009
Wed −38.5 −68.5 18.4 0.144
Thu −55.7 −79.5 −10.3 0.023
Fri −41.8 −70.9 12.9 0.109
Sat −68.6 −86.8 −31.8 0.003
Sun −68.5 −86.7 −30.6 0.005
Public holiday −83.1 −99.2 14.3 0.078
Time −1.9 −22.1 23.0 0.873
Time, squared −19.6 −37.9 3.0 0.084
Temperature −3.5 −17.0 12.0 0.645
Rainfall −77.4 −95.8 −21.7 0.012
Table 2: Percent changes estimates for standard regression model.
Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Autoregressive regression model
mean lower upper pvalue
AR1 0.6 −0.6 1.5 0.298
Tue −64.5 −84.4 −22.7 0.008
Wed −38.4 −68.8 18.8 0.149
Thu −56.4 −79.5 −11.0 0.019
Fri −42.4 −71.1 13.1 0.109
Sat −68.7 −86.9 −30.1 0.003
Sun −68.4 −86.9 −31.5 0.005
Public holiday −83.1 −99.3 18.1 0.086
Time −1.9 −22.1 24.0 0.864
Time, squared −19.0 −37.2 3.5 0.096
Temperature −3.1 −16.8 12.2 0.689
Rainfall −77.7 −95.8 −22.5 0.010
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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Autoregressive regression model with 21 day lags for temperature and
precipitation
mean lower upper pvalue
AR-1 70.3 −47.6 327.3 0.307
Tue −65.3 −84.4 −26.7 0.004
Wed −38.9 −68.4 15.7 0.140
Thu −56.7 −79.4 −12.6 0.019
Fri −42.8 −71.0 11.2 0.101
Sat −68.9 −86.7 −31.8 0.003
Sun −69.0 −86.8 −31.2 0.004
Public holiday −84.4 −99.3 6.2 0.062
Time −2.8 −23.2 21.9 0.811
Time, squared −17.6 −36.4 6.0 0.134
Rainfall1 2.1 −93.4 1548.6 0.995
Rainfall2 6.0 −86.8 473.6 0.894
Rainfall3 86.6 −78.4 1187.3 0.522
Temperature1 61.4 −52.8 480.1 0.455
Temperature2 −21.0 −52.3 28.4 0.348
Temperature3 55.8 −36.5 295.9 0.337
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 32 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 8 mm precipitation for lagged AR-1
regression model
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Lagged switching model
mean lower upper pvalue
AR1 −0.06 −0.94 0.91 0.913
Intercepts ratio 0.94 0.84 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −64.2 −84.3 −22.7 0.005
Wed −38.0 −68.1 19.1 0.155
Thu −56.2 −79.5 −10.3 0.023
Fri −42.1 −71.6 12.9 0.108
Sat −68.2 −86.7 −31.5 0.003
Sun −68.4 −86.7 −30.2 0.003
Public holiday −83.4 −99.2 13.4 0.072
Time −3.8 −24.0 20.6 0.743
Time, squared −17.0 −36.1 6.4 0.138
Rainfall1 1.0 −96.6 3250.5 1.000
Rainfall2 91.4 −86.3 1458.3 0.562
Rainfall3 −34.8 −97.8 811.2 0.844
Temperature1 11.1 −84.9 609.2 0.910
Temperature2 −20.5 −62.2 71.6 0.540
Temperature3 88.0 −49.9 627.2 0.363
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1874 51
TRUE 1779 49
All 3653 100
396APPENDIX I. METHODOLOGY I: RESULTS OFWEATHER–DISEASE MODELS INVESTIGATED
Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 32 ◦C for lagged
switching model
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Model comparison for campylobacteriosis data, South West
Figure 8: Smoothed overall precipitation effects and lag effects of 8 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for campylobacteriosis data, Maranoa
Model comparison for campylobacteriosis data, Maranoa
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardMaranoa 2462.4 12.0 2474.4 0.0
standardARMaranoa 2460.0 13.0 2472.9 −1.4
MaranoaARdlnm 2439.4 16.9 2456.3 −18.1
Maranoaswitch 2447.4 17.4 2464.8 −9.5
Standard regression model
mean lower upper pvalue
Tue −14.6 −38.6 18.8 0.335
Wed −24.2 −46.2 6.5 0.113
Thu −20.1 −42.7 12.3 0.185
Fri −42.5 −60.0 −17.2 0.002
Sat −67.8 −79.6 −50.2 0.000
Sun −64.1 −76.9 −45.5 0.000
Public holiday −82.2 −95.7 −48.8 0.000
Time −0.7 −10.5 10.3 0.906
Time, squared −8.0 −18.1 3.2 0.153
Temperature 10.8 2.0 20.7 0.014
Rainfall 7.9 −10.3 27.1 0.399
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 0.2 −0.0 0.5 0.072
Tue −17.3 −39.9 14.5 0.260
Wed −26.2 −47.0 3.7 0.083
Thu −21.6 −43.5 9.2 0.149
Fri −43.7 −60.9 −19.3 0.001
Sat −68.3 −80.1 −51.2 0.000
Sun −64.0 −76.5 −45.6 0.000
Public holiday −82.1 −95.6 −48.8 0.000
Time −0.6 −10.4 10.4 0.917
Time, squared −7.7 −17.7 3.5 0.172
Temperature 10.6 1.7 20.1 0.020
Rainfall 8.2 −10.6 26.9 0.375
Table 3: Percent changes estimates for standard AR-1 regression model.
Autoregressive regression model with 21 day lags for temperature and
precipitation
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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Model comparison for campylobacteriosis data, Maranoa
mean lower upper pvalue
AR1 0.2 −0.1 0.4 0.219
Tue −15.6 −39.1 17.6 0.316
Wed −25.6 −47.2 4.3 0.088
Thu −21.1 −43.6 9.9 0.170
Fri −43.1 −60.9 −18.1 0.002
Sat −67.8 −79.7 −50.4 0.000
Sun −64.0 −76.7 −45.0 0.000
Public holiday −81.8 −95.5 −48.3 0.000
Time −2.6 −12.4 8.1 0.637
Time, squared −6.6 −16.8 4.7 0.260
Rainfall1 880.9 173.0 3595.6 0.001
Rainfall2 21.3 −57.9 227.2 0.705
Rainfall3 −57.4 −87.1 34.3 0.150
Temperature1 −38.4 −66.7 15.1 0.127
Temperature2 23.2 −4.0 57.5 0.098
Temperature3 7.4 −29.9 65.9 0.751
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 29 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 10 mm precipitation for lagged AR-1
regression model
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Model comparison for campylobacteriosis data, Maranoa
Lagged switching model
mean lower upper pvalue
AR1 0.35 −0.01 0.68 0.056
Intercepts ratio 0.95 0.86 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −16.2 −39.6 16.4 0.290
Wed −26.1 −47.2 3.5 0.077
Thu −21.1 −43.6 9.4 0.153
Fri −44.1 −61.4 −20.5 0.001
Sat −68.1 −79.8 −51.1 0.000
Sun −64.6 −77.0 −45.8 0.000
Public holiday −80.9 −95.2 −45.8 0.000
Time −2.1 −11.7 8.5 0.693
Time, squared −7.1 −17.1 4.4 0.200
Rainfall1 1721.0 186.7 11131.6 0.002
Rainfall2 19.7 −74.1 370.8 0.788
Rainfall3 −49.2 −90.8 154.4 0.434
Temperature1 −51.5 −80.4 13.7 0.099
Temperature2 34.5 −4.2 92.2 0.091
Temperature3 −7.2 −50.3 72.3 0.818
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 29 ◦C for lagged
switching model
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Model comparison for campylobacteriosis data, Maranoa
Figure 8: Smoothed overall precipitation effects and lag effects of 10 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for campylobacteriosis data, Eastern Downs
Model comparison for campylobacteriosis data, Eastern Downs
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardEasterndowns 5627.9 12.0 5640.0 0.0
standardAREasterndowns 5625.2 13.2 5638.3 −1.7
EasterndownsARdlnm 5575.9 17.1 5593.1 −46.9
Easterndownsswitch 5593.8 28.2 5622.0 −18.0
Standard regression model
mean lower upper pvalue
Tue −21.7 −33.9 −7.0 0.004
Wed −12.3 −25.5 3.3 0.114
Thu −23.6 −35.4 −9.5 0.001
Fri −37.5 −47.9 −25.2 0.000
Sat −76.0 −81.5 −69.3 0.000
Sun −73.8 −79.6 −66.8 0.000
Public holiday −65.5 −78.9 −46.5 0.000
Time 0.2 −5.3 5.9 0.943
Time, squared −13.9 −19.1 −8.5 0.000
Temperature 13.7 8.0 19.6 0.000
Rainfall 1.3 −8.5 11.4 0.794
Table 2: Percent changes estimates for standard regression model.
Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Autoregressive regression model
mean lower upper pvalue
AR1 0.1 −0.0 0.2 0.055
Tue −24.3 −36.4 −9.8 0.002
Wed −14.4 −27.6 1.7 0.072
Thu −25.5 −37.7 −11.5 0.002
Fri −38.9 −49.2 −26.5 0.000
Sat −76.4 −81.8 −69.8 0.000
Sun −73.7 −79.5 −66.5 0.000
Public holiday −65.5 −78.7 −46.4 0.000
Time 0.2 −5.2 5.8 0.947
Time, squared −13.5 −18.7 −8.1 0.000
Temperature 13.2 7.6 19.3 0.000
Rainfall 0.8 −8.9 11.2 0.857
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 model
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Autoregressive regression model with 21 day lags for temperature and
precipitation
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Model comparison for campylobacteriosis data, Eastern Downs
mean lower upper pvalue
AR1 0.0 −0.0 0.1 0.400
Tue −22.7 −34.8 −8.2 0.005
Wed −13.2 −26.7 2.6 0.096
Thu −24.5 −36.4 −10.3 0.001
Fri −38.2 −48.6 −26.0 0.000
Sat −76.2 −81.6 −69.5 0.000
Sun −73.7 −79.5 −66.5 0.000
Public holiday −64.9 −78.6 −45.5 0.000
Time −2.9 −8.2 2.8 0.298
Time, squared −12.9 −18.0 −7.4 0.000
Rainfall1 102.8 29.8 217.9 0.001
Rainfall2 86.0 36.8 151.2 0.000
Rainfall3 −18.6 −46.4 22.8 0.328
Temperature1 −30.3 −50.1 −2.0 0.039
Temperature2 21.0 5.6 38.3 0.008
Temperature3 −12.4 −31.3 11.5 0.284
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 26 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 12 mm precipitation for lagged AR-1
regression model
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Model comparison for campylobacteriosis data, Eastern Downs
Lagged switching model
mean lower upper pvalue
AR1 0.13 0.03 0.21 0.008
Intercepts ratio 0.94 0.79 1.00 0.000
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −23.9 −36.3 −9.5 0.002
Wed −14.1 −27.3 1.1 0.066
Thu −25.4 −37.0 −11.5 0.002
Fri −39.0 −49.1 −26.9 0.000
Sat −76.3 −81.7 −69.7 0.000
Sun −73.7 −79.3 −66.4 0.000
Public holiday −64.4 −78.1 −45.3 0.000
Time −1.6 −7.1 4.2 0.589
Time, squared −13.2 −18.4 −7.7 0.000
Rainfall1 206.6 57.7 487.6 0.000
Rainfall2 40.5 −11.6 118.4 0.145
Rainfall3 −21.5 −57.7 41.3 0.426
Temperature1 −32.5 −59.2 12.2 0.128
Temperature2 28.4 4.4 56.6 0.014
Temperature3 −19.9 −43.4 13.1 0.212
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 2130 58
TRUE 1523 42
All 3653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 26 ◦C for lagged
switching model
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Model comparison for campylobacteriosis data, Eastern Downs
Figure 8: Smoothed overall precipitation effects and lag effects of 12 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for campylobacteriosis data, Wide Bay
Model comparison for campylobacteriosis data, Wide Bay
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardWidebay 7629.7 12.0 7641.7 0.0
standardARWidebay 7630.3 13.0 7643.2 1.6
WidebayARdlnm 7623.5 17.0 7640.4 −1.2
Widebayswitch 7624.5 17.6 7642.1 0.4
Standard regression model
mean lower upper pvalue
Tue −10.2 −21.6 2.7 0.114
Wed −5.7 −17.5 7.2 0.380
Thu −15.4 −26.1 −3.4 0.012
Fri −24.5 −34.3 −13.2 0.000
Sat −64.8 −70.5 −58.0 0.000
Sun −70.0 −75.2 −63.9 0.000
Public holiday −61.1 −72.7 −45.9 0.000
Time 5.3 1.0 9.7 0.013
Time, squared −7.5 −11.7 −3.3 0.001
Temperature 8.8 3.3 14.6 0.001
Rainfall 1.8 −3.5 7.0 0.483
Table 2: Percent changes estimates for standard regression model.
Autoregressive regression model
mean lower upper pvalue
AR1 −0.0 −0.1 0.0 0.542
Tue −9.5 −21.0 3.4 0.147
Wed −5.0 −16.9 8.9 0.450
Thu −14.6 −25.6 −2.2 0.024
Fri −23.9 −34.0 −12.6 0.000
Sat −64.7 −70.5 −57.8 0.000
Sun −70.0 −75.2 −63.8 0.000
Public holiday −61.3 −72.7 −46.2 0.000
Time 5.3 1.1 9.8 0.012
Time, squared −7.7 −11.9 −3.4 0.001
Temperature 8.9 3.6 14.7 0.001
Rainfall 1.9 −3.6 7.1 0.478
Table 3: Percent changes estimates for standard AR-1 regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 model
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Model comparison for campylobacteriosis data, Wide Bay
Autoregressive regression model with 21 day lags for temperature and
precipitation
mean lower upper pvalue
AR1 −0.0 −0.1 0.0 0.360
Tue −9.3 −20.8 3.8 0.156
Wed −4.8 −16.6 8.7 0.478
Thu −14.6 −25.6 −2.3 0.020
Fri −23.8 −33.8 −12.4 0.000
Sat −64.5 −70.4 −57.6 0.000
Sun −70.0 −75.2 −63.9 0.000
Public holiday −61.8 −73.1 −47.3 0.000
Time 4.4 0.1 8.7 0.042
Time, squared −7.4 −11.5 −3.2 0.000
Rainfall1 −21.8 −61.3 54.2 0.494
Rainfall2 95.0 22.8 206.9 0.005
Rainfall3 32.1 −22.9 121.5 0.285
Temperature1 3.3 −22.4 38.3 0.832
Temperature2 2.5 −8.6 14.9 0.668
Temperature3 −4.1 −21.4 16.6 0.674
Table 4: Percent changes estimates for lagged AR-1 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 4: Smoothed overall temperature effects and lag effects of mean temperature of 27 ◦C for lagged
AR-1 regression model
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Figure 5: Smoothed overall precipitation effects and lag effects of 10 mm precipitation for lagged AR-1
regression model
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Model comparison for campylobacteriosis data, Wide Bay
Lagged switching model
mean lower upper pvalue
AR1 0.03 −0.03 0.09 0.302
Intercepts ratio 0.01 −8.68 10.65 0.416
Table 5: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −11.0 −22.3 1.8 0.087
Wed −6.2 −17.8 6.6 0.340
Thu −16.2 −26.6 −4.2 0.010
Fri −25.1 −34.7 −13.8 0.000
Sat −64.9 −70.7 −58.3 0.000
Sun −69.9 −75.1 −64.0 0.000
Public holiday −61.0 −72.6 −45.6 0.000
Time 4.6 0.3 9.1 0.032
Time, squared −7.3 −11.5 −2.9 0.001
Rainfall1 −39.3 −76.3 60.3 0.309
Rainfall2 105.9 9.5 273.2 0.026
Rainfall3 23.8 −44.6 149.1 0.554
Temperature1 32.6 −12.0 97.0 0.179
Temperature2 −4.3 −17.8 12.5 0.590
Temperature3 −14.3 −36.0 14.1 0.304
Table 6: Percent changes estimates for lagged switching model.
Table 7: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1, 827 50
TRUE 1, 826 50
All 3, 653 100
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Figure 6: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 7: Smoothed overall temperature effects and lag effects of mean temperature of 27 ◦C for lagged
switching model
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Model comparison for campylobacteriosis data, Wide Bay
Figure 8: Smoothed overall precipitation effects and lag effects of 10 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 9: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for cryptosporidiosis data, Townsville-Thuringowa
Model comparison for cryptosporidiosis data,
Townsville-Thuringowa
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardTownsville 3592.0 12.1 3604.1 0.0
standardARTownsville 3415.7 13.0 3428.7 −175.3
standardAR2Townsville 3335.9 13.9 3349.8 −254.2
TownsvilleARdlnm 3277.3 17.1 3294.4 −309.6
TownsvilleAR2dlnm 3220.6 18.0 3238.5 −365.5
Townsvilleswitch 3259.7 224.3 3484.0 −120.0
Standard regression model
mean lower upper pvalue
Tue −17.1 −34.5 5.0 0.118
Wed −17.2 −34.9 4.5 0.110
Thu −25.0 −40.9 −4.7 0.018
Fri −33.5 −48.4 −14.6 0.001
Sat −73.1 −81.1 −62.4 0.000
Sun −80.3 −86.8 −71.4 0.000
Public holiday −85.9 −95.0 −67.9 0.000
Time −4.1 −10.4 2.7 0.228
Time, squared 19.3 10.1 29.1 0.000
Temperature 208.5 168.1 257.1 0.000
Rainfall 13.9 9.7 17.9 0.000
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Model comparison for cryptosporidiosis data, Townsville-Thuringowa
Autoregressive regression models
AR-1 model
mean lower upper pvalue
AR1 0.5 0.4 0.5 0.000
Tue −37.4 −50.9 −20.4 0.000
Wed −32.8 −47.1 −14.9 0.002
Thu −38.9 −52.0 −22.1 0.000
Fri −44.4 −57.1 −28.5 0.000
Sat −76.6 −83.6 −67.4 0.000
Sun −80.6 −87.1 −71.7 0.000
Public holiday −84.3 −94.5 −63.6 0.000
Time −3.3 −9.9 3.5 0.339
Time, squared 15.2 6.3 24.8 0.001
Temperature 161.6 126.2 202.7 0.000
Rainfall 11.3 6.8 15.5 0.000
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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AR-2 model
mean lower upper pvalue
AR1 0.3 0.3 0.4 0.000
AR2 42.4 33.7 51.7 0.000
Tue −30.0 −45.3 −11.0 0.004
Wed −43.2 −55.8 −27.3 0.000
Thu −45.5 −57.6 −30.0 0.000
Fri −51.2 −62.5 −36.8 0.000
Sat −78.9 −85.2 −70.4 0.000
Sun −82.2 −88.1 −74.2 0.000
Public holiday −84.0 −94.4 −62.8 0.000
Time −5.4 −11.8 1.4 0.121
Time, squared 14.3 5.2 24.2 0.002
Temperature 140.5 107.5 178.2 0.000
Rainfall 10.6 6.0 15.0 0.000
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 model
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Model comparison for cryptosporidiosis data, Townsville-Thuringowa
Autoregressive regression models with 21 day lags for mean temperature and
precipitation
Lagged AR-1 model
mean lower upper pvalue
AR1 0.4 0.3 0.4 0.000
Tue −34.4 −48.9 −16.5 0.001
Wed −30.0 −44.8 −11.2 0.002
Thu −36.0 −50.0 −18.0 0.000
Fri −45.1 −57.5 −29.0 0.000
Sat −76.6 −83.5 −67.0 0.000
Sun −80.7 −87.1 −72.0 0.000
Public holiday −85.8 −95.0 −67.6 0.000
Time −2.9 −9.4 4.0 0.410
Time, squared 20.1 10.3 30.5 0.000
Rainfall1 18.3 −26.9 89.0 0.492
Rainfall2 66.7 24.6 120.1 0.001
Rainfall3 4.6 −29.5 54.8 0.810
Temperature1 59.2 −26.8 234.5 0.233
Temperature2 63.3 21.1 123.1 0.001
Temperature3 215.8 87.3 430.8 0.000
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, Townsville-Thuringowa
Lagged AR-2 model
mean lower upper pvalue
AR1 0.3 0.2 0.3 0.000
AR2 35.2 26.7 43.9 0.000
Tue −28.0 −43.6 −7.6 0.008
Wed −39.9 −52.9 −23.1 0.000
Thu −42.7 −55.6 −26.7 0.000
Fri −50.9 −61.9 −37.0 0.000
Sat −78.8 −85.2 −70.2 0.000
Sun −82.1 −87.9 −73.9 0.000
Public holiday −85.5 −94.7 −67.2 0.000
Time −4.6 −11.0 2.4 0.191
Time, squared 18.3 8.7 28.8 0.000
Rainfall1 15.6 −28.0 86.1 0.558
Rainfall2 60.5 19.6 112.2 0.003
Rainfall3 4.8 −29.9 56.4 0.811
Temperature1 62.7 −21.6 239.7 0.192
Temperature2 54.2 15.1 106.6 0.004
Temperature3 186.5 68.1 382.1 0.000
Table 6: Percent changes estimates for lagged AR-2 regression model.
Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-2 regression
model
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Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-2 regression model
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Figure 9: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged AR-2
regression model
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Model comparison for cryptosporidiosis data, Townsville-Thuringowa
Lagged switching model
mean lower upper pvalue
AR1 0.56 0.48 0.63 0.000
Intercepts ratio 0.88 0.77 0.99 0.000
Table 7: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −26.1 −42.2 −5.7 0.015
Wed −24.1 −40.2 −3.6 0.019
Thu −31.2 −46.2 −12.2 0.003
Fri −40.7 −53.8 −23.8 0.000
Sat −75.1 −82.3 −65.2 0.000
Sun −80.3 −86.7 −71.1 0.000
Public holiday −85.9 −95.1 −66.9 0.000
Time −4.9 −11.3 2.0 0.159
Time, squared 20.6 11.0 30.9 0.000
Rainfall1 26.6 −39.2 153.6 0.534
Rainfall2 71.4 9.7 160.3 0.020
Rainfall3 −23.8 −57.7 36.8 0.369
Temperature1 58.3 −49.1 369.8 0.438
Temperature2 91.7 24.9 195.0 0.004
Temperature3 233.8 61.6 584.9 0.001
Table 8: Percent changes estimates for lagged switching model.
Table 9: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 521 14
TRUE 3, 132 86
All 3, 653 100
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Figure 10: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching
model
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Figure 11: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Model comparison for cryptosporidiosis data, Townsville-Thuringowa
Figure 12: Smoothed overall precipitation effects and lag effects of 50 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 13: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for cryptosporidiosis data, North West region
Model comparison for cryptosporidiosis data, North West region
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardNorthwest 647.2 11.6 658.8 0.0
standardARNorthwest 641.2 12.5 653.7 −5.1
standardAR2Northwest 641.8 13.7 655.5 −3.3
NorthwestARdlnm 628.0 16.8 644.8 −14.1
Northwestswitch 648.4 16.9 665.2 6.4
Standard regression model
mean lower upper pvalue
Tue −15.8 −58.4 69.7 0.631
Wed −27.0 −65.4 50.1 0.401
Thu −51.1 −79.5 9.3 0.083
Fri −61.6 −84.8 −9.5 0.028
Sat −56.7 −82.5 −0.7 0.048
Sun −100.0 −100.0 −98.2 0.000
Public holiday −81.0 −99.1 28.7 0.111
Time 3.0 −17.5 28.5 0.796
Time, squared 12.5 −12.7 44.5 0.355
Temperature 73.0 33.3 131.4 0.000
Rainfall 17.7 −26.8 67.7 0.407
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Model comparison for cryptosporidiosis data, North West region
Autoregressive regression models
AR-1 regression model
mean lower upper pvalue
AR1 1.2 0.3 2.0 0.015
Tue −25.6 −64.6 52.8 0.422
Wed −32.6 −68.3 41.6 0.295
Thu −54.8 −81.0 −0.2 0.049
Fri −64.8 −86.3 −16.5 0.018
Sat −58.8 −83.1 −3.6 0.040
Sun −100.0 −100.0 −98.4 0.000
Public holiday −80.9 −99.2 32.5 0.111
Time 2.3 −18.2 27.9 0.836
Time, squared 11.0 −14.3 42.1 0.421
Temperature 70.2 31.0 125.9 0.000
Rainfall 16.2 −27.9 68.2 0.457
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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AR-2 regression model
mean lower upper pvalue
AR1 0.2 −1.2 1.4 0.645
AR-2 235.1 33.8 645.7 0.016
Tue −24.1 −63.3 55.8 0.454
Wed −33.3 −68.4 39.2 0.275
Thu −54.9 −80.7 0.2 0.050
Fri −65.4 −87.0 −15.6 0.019
Sat −59.2 −83.4 −5.1 0.040
Sun −100.0 −100.0 −98.6 0.000
Public holiday −80.8 −99.2 30.2 0.118
Time 2.0 −18.6 28.0 0.862
Time, squared 10.9 −13.8 41.6 0.422
Temperature 69.5 30.1 127.3 0.000
Rainfall 15.7 −28.1 66.1 0.469
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 regres-
sion model
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Model comparison for cryptosporidiosis data, North West region
Autoregressive regression model with 21 day lags for temperature and
precipitation
mean lower upper pvalue
AR1 1.1 0.2 1.9 0.021
Tue −27.2 −64.0 48.6 0.379
Wed −34.3 −68.7 34.0 0.259
Thu −56.3 −81.7 −1.7 0.046
Fri −65.5 −86.9 −17.8 0.015
Sat −60.3 −84.0 −8.4 0.031
Sun −100.0 −100.0 −98.4 0.000
Public holiday −83.9 −99.3 11.6 0.072
Time 3.8 −16.8 30.6 0.748
Time, squared 19.0 −8.6 54.0 0.186
Rainfall1 −73.0 −95.1 38.7 0.118
Rainfall2 305.6 62.5 792.8 0.005
Rainfall3 63.9 −53.8 455.5 0.439
Temperature1 −58.4 −92.4 126.4 0.305
Temperature2 115.9 8.5 335.5 0.028
Temperature3 30.1 −63.0 377.3 0.693
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 33 ◦C for lagged
AR-1 regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 9 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, North West region
Lagged switching model
mean lower upper pvalue
AR1 0.56 −0.44 0.99 0.193
Intercepts ratio 0.87 0.75 0.98 0.000
Table 6: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −15.6 −58.1 74.1 0.636
Wed −28.3 −66.1 52.2 0.368
Thu −50.4 −78.6 12.0 0.086
Fri −61.5 −85.0 −8.3 0.031
Sat −57.7 −82.5 −0.4 0.050
Sun −100.0 −100.0 −98.0 0.000
Public holiday −80.3 −99.1 32.1 0.117
Time 3.5 −17.6 29.7 0.751
Time, squared 18.0 −7.9 50.4 0.193
Rainfall1 −84.5 −99.1 105.2 0.172
Rainfall2 279.3 −11.7 1178.2 0.074
Rainfall3 248.3 −42.6 2038.9 0.166
Temperature1 −86.1 −98.7 59.1 0.106
Temperature2 243.5 26.7 806.0 0.011
Temperature3 −19.7 −86.4 396.6 0.821
Table 7: Percent changes estimates for lagged switching model.
Table 8: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 33 ◦C for lagged
switching model
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Model comparison for cryptosporidiosis data, North West region
Figure 9: Smoothed overall precipitation effects and lag effects of 9 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 10: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
Temperature Rainfall
0
50
100
0
50
100
150
200
Sta
nd
ard
AR
−1
AR
−2
AR
−1
, la
gg
ed
Sw
itch
ing
, la
gg
ed
Sta
nd
ard
AR
−1
AR
−2
AR
−1
, la
gg
ed
Sw
itch
ing
, la
gg
ed
 
Pe
rc
e
n
t c
ha
ng
e 
in
 ri
sk
445
Model comparison for cryptosporidiosis data, Far North
Model comparison for cryptosporidiosis data, Far North
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardFarnorth 3593.3 12.0 3605.3 0.0
standardARFarnorth 3326.5 13.0 3339.5 −265.8
standardAR2Farnorth 3231.6 14.0 3245.5 −359.8
FarnorthARdlnm 3244.6 16.9 3261.5 −343.8
FarnorthAR2dlnm 3159.9 18.0 3177.9 −427.4
Farnorthswitch 3341.5 69.2 3410.7 −194.6
Standard regression model
mean lower upper pvalue
Tue 5.1 −16.6 32.8 0.676
Wed −25.2 −41.7 −4.2 0.022
Thu −23.0 −40.3 −1.4 0.040
Fri −41.9 −56.0 −24.0 0.000
Sat −68.1 −77.4 −55.9 0.000
Sun −73.5 −81.5 −62.6 0.000
Public holiday −63.3 −81.4 −35.0 0.000
Time −4.8 −11.1 1.9 0.164
Time, squared 35.0 24.9 46.1 0.000
Temperature 203.7 156.8 259.3 0.000
Rainfall 8.5 4.1 12.8 0.000
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Model comparison for cryptosporidiosis data, Far North
Autoregressive regression models
AR-1 model
mean lower upper pvalue
AR1 0.5 0.5 0.6 0.000
Tue −19.2 −36.3 2.5 0.079
Wed −49.0 −61.2 −33.3 0.000
Thu −35.7 −50.0 −16.7 0.000
Fri −53.2 −64.5 −38.4 0.000
Sat −71.5 −79.8 −60.6 0.000
Sun −74.1 −82.1 −63.4 0.000
Public holiday −58.2 −78.3 −25.7 0.002
Time −4.3 −10.6 2.4 0.202
Time, squared 29.1 18.5 40.5 0.000
Temperature 138.6 101.0 184.5 0.000
Rainfall 7.8 3.2 12.2 0.001
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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AR-2 model
mean lower upper pvalue
AR1 0.4 0.3 0.4 0.000
AR-2 49.3 39.9 59.2 0.000
Tue −11.5 −30.4 12.2 0.312
Wed −51.6 −63.0 −37.0 0.000
Thu −47.2 −59.6 −31.3 0.000
Fri −56.7 −67.3 −43.0 0.000
Sat −73.0 −80.9 −62.6 0.000
Sun −75.6 −83.1 −65.5 0.000
Public holiday −59.5 −78.8 −28.6 0.001
Time −4.3 −10.8 2.3 0.198
Time, squared 25.7 15.0 37.2 0.000
Temperature 128.5 93.6 170.7 0.000
Rainfall 4.9 0.3 9.4 0.038
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 regres-
sion model
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Model comparison for cryptosporidiosis data, Far North
Autoregressive regression models with 21 day lags for temperature and
precipitation
Lagged AR-1 model
mean lower upper pvalue
AR1 0.5 0.4 0.6 0.000
Tue −18.8 −35.8 2.9 0.087
Wed −46.0 −58.4 −30.2 0.000
Thu −36.1 −50.5 −17.7 0.000
Fri −53.9 −65.0 −39.2 0.000
Sat −71.3 −79.6 −60.1 0.000
Sun −73.9 −82.1 −62.7 0.000
Public holiday −63.0 −80.5 −34.2 0.000
Time −3.7 −10.2 3.0 0.274
Time, squared 30.3 19.6 41.9 0.000
Rainfall1 1.6 −37.1 62.2 0.943
Rainfall2 14.2 −14.6 52.3 0.368
Rainfall3 9.5 −26.8 62.6 0.649
Temperature1 48.3 −21.7 187.1 0.220
Temperature2 43.7 10.2 86.4 0.006
Temperature3 152.0 59.6 297.4 0.000
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
0 10 20
−0.05
0.00
0.05
0.10
Lag
AC
F
0.0 0.3
0.0
0.2
0.4
0.6
0.8
1.0
frequency
450APPENDIX I. METHODOLOGY I: RESULTS OFWEATHER–DISEASE MODELS INVESTIGATED
Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 26 ◦C for lagged
AR-1 regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 35 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, Far North
Lagged AR-2 model
mean lower upper pvalue
AR1 0.3 0.3 0.4 0.000
AR-2 45.4 36.2 54.8 0.000
Tue −13.6 −31.8 9.2 0.225
Wed −50.3 −61.9 −35.7 0.000
Thu −46.9 −59.0 −31.5 0.000
Fri −58.2 −68.1 −44.8 0.000
Sat −73.6 −81.2 −63.6 0.000
Sun −75.7 −83.0 −65.5 0.000
Public holiday −63.7 −81.1 −35.9 0.000
Time −3.3 −9.8 3.7 0.338
Time, squared 27.7 16.8 39.5 0.000
Rainfall1 5.5 −34.1 69.2 0.820
Rainfall2 20.3 −11.0 60.3 0.222
Rainfall3 14.8 −23.1 70.2 0.496
Temperature1 36.4 −28.2 159.0 0.339
Temperature2 41.2 8.4 83.3 0.010
Temperature3 142.9 54.7 277.4 0.000
Table 6: Percent changes estimates for lagged AR-2 regression model.
Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-2 regression
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Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 26 ◦C for lagged
AR-2 regression model
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Figure 9: Smoothed overall precipitation effects and lag effects of 35 mm precipitation for lagged AR-2
regression model
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Model comparison for cryptosporidiosis data, Far North
Lagged switching model
mean lower upper pvalue
AR1 0.80 0.72 0.87 0.000
Intercepts ratio 0.92 0.83 0.99 0.000
Table 7: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −11.7 −29.5 11.2 0.285
Wed −33.8 −48.8 −14.9 0.002
Thu −34.7 −49.2 −16.3 0.002
Fri −52.8 −64.1 −38.6 0.000
Sat −71.9 −80.0 −60.6 0.000
Sun −73.9 −81.8 −63.4 0.000
Public holiday −60.2 −79.6 −29.8 0.001
Time −5.2 −11.4 1.5 0.123
Time, squared 31.9 21.6 43.1 0.000
Rainfall1 40.2 −27.9 170.2 0.310
Rainfall2 −0.2 −35.7 52.3 0.994
Rainfall3 36.1 −21.1 127.1 0.246
Temperature1 108.9 −18.3 445.3 0.124
Temperature2 63.2 11.0 139.8 0.012
Temperature3 131.3 14.5 372.7 0.018
Table 8: Percent changes estimates for lagged switching model.
Table 9: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1923 53
TRUE 1730 47
All 3653 100
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Figure 10: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching
model
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Figure 11: Smoothed overall temperature effects and lag effects of mean temperature of 26 ◦C for lagged
switching model
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Model comparison for cryptosporidiosis data, Far North
Figure 12: Smoothed overall precipitation effects and lag effects of 35 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 13: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for cryptosporidiosis data, Gulf region
Model comparison for cryptosporidiosis data, Gulf region
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardGulf 271.4 11.3 282.7 0.0
standardARGulf 268.9 12.3 281.3 −1.4
standardAR2Gulf 267.0 13.0 280.0 −2.7
GulfARdlnm 265.3 16.3 281.6 −1.1
Gulfswitch 268.5 15.9 284.3 1.6
Standard regression model
mean lower upper pvalue
Tue −27.5 −82.9 183.3 0.655
Wed 32.2 −58.3 354.9 0.656
Thu −88.6 −99.5 −0.4 0.050
Fri −27.3 −82.4 186.1 0.649
Sat −100.0 −100.0 −93.5 0.001
Sun −69.1 −96.0 68.4 0.188
Public holiday −100.0 −100.0 −70.5 0.012
Time −33.7 −59.4 1.0 0.058
Time, squared 10.9 −31.4 72.7 0.651
Temperature 40.3 −23.5 173.7 0.279
Rainfall 7.5 −43.5 64.8 0.696
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Model comparison for cryptosporidiosis data, Gulf region
Autoregressive regression models
AR-1 regression model
mean lower upper pvalue
AR1 1.2 −0.4 2.4 0.112
Tue −34.0 −84.8 172.8 0.572
Wed 24.9 −62.0 336.7 0.715
Thu −88.9 −99.5 −3.8 0.044
Fri −25.8 −82.1 201.2 0.669
Sat −100.0 −100.0 −93.5 0.000
Sun −68.3 −95.6 70.7 0.188
Public holiday −100.0 −100.0 −69.1 0.015
Time −31.7 −57.9 5.6 0.083
Time, squared 8.1 −33.9 72.0 0.731
Temperature 36.2 −26.1 164.1 0.338
Rainfall 2.7 −47.9 63.3 0.818
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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AR-2 regression model
mean lower upper pvalue
AR1 −25.6 −71.5 −1.2 0.016
AR-2 444.2 −3.2 1797.7 0.053
Tue −39.9 −87.5 163.7 0.494
Wed 36.7 −59.9 397.7 0.630
Thu −88.8 −99.6 4.0 0.057
Fri −23.4 −81.7 201.3 0.716
Sat −100.0 −100.0 −92.7 0.000
Sun −67.4 −95.6 77.5 0.204
Public holiday −100.0 −100.0 −73.2 0.012
Time −32.2 −58.3 4.8 0.086
Time, squared 9.0 −33.6 74.5 0.708
Temperature 36.1 −25.9 160.5 0.344
Rainfall 8.3 −43.6 66.6 0.679
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 regres-
sion model
0 10 20
−0.05
0.00
0.05
0.10
0.15
0.20
Lag
AC
F
0.0 0.3
0.0
0.2
0.4
0.6
0.8
1.0
frequency
461
Model comparison for cryptosporidiosis data, Gulf region
Autoregressive regression model with 21 day lags for temperature and
precipitation
mean lower upper pvalue
AR1 1.1 −0.5 2.3 0.136
Tue −30.0 −83.7 187.5 0.608
Wed 25.7 −61.7 358.7 0.725
Thu −88.9 −99.5 2.8 0.052
Fri −24.6 −82.4 209.1 0.681
Sat −100.0 −100.0 −94.4 0.000
Sun −67.7 −96.1 75.0 0.209
Public holiday −100.0 −100.0 −73.0 0.014
Time −34.6 −59.8 1.9 0.062
Time, squared 19.9 −27.5 95.0 0.472
Rainfall1 2068.4 −16.5 60165.0 0.065
Rainfall2 −27.6 −90.8 325.4 0.785
Rainfall3 −49.2 −96.4 468.0 0.617
Temperature1 1874.4 −31.4 64431.4 0.083
Temperature2 −58.9 −88.3 45.9 0.169
Temperature3 −68.0 −97.1 221.8 0.341
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
-100
0
100
200
300
400
15 20 25 30
Temperature
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
-30
0
30
60
0 5 10 15 20
Lag (days)
 
Lag
Figure 6: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, Gulf region
Lagged switching model
mean lower upper pvalue
AR1 −0.04 −0.95 0.94 0.948
Intercepts ratio 0.90 0.75 0.99 0.000
Table 6: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −30.0 −83.3 174.6 0.624
Wed 28.4 −60.1 340.4 0.678
Thu −89.0 −99.6 −1.3 0.049
Fri −30.9 −83.8 170.2 0.586
Sat −100.0 −100.0 −93.8 0.000
Sun −71.1 −96.0 61.5 0.151
Public holiday −100.0 −100.0 −72.8 0.015
Time −36.2 −60.7 −2.4 0.036
Time, squared 15.8 −28.8 84.9 0.541
Rainfall1 4486.8 −51.9 420766.2 0.098
Rainfall2 −73.5 −98.9 221.6 0.364
Rainfall3 −96.3 −100.0 125.9 0.131
Temperature1 16580.5 45.3 1616273.7 0.040
Temperature2 −72.7 −94.9 65.9 0.141
Temperature3 −89.2 −99.6 205.2 0.190
Table 7: Percent changes estimates for lagged switching model.
Table 8: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1, 827 50
TRUE 1, 826 50
All 3, 653 100
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Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Model comparison for cryptosporidiosis data, Gulf region
Figure 9: Smoothed overall precipitation effects and lag effects of 75 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 10: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for cryptosporidiosis data, Cape York
Model comparison for cryptosporidiosis data, Cape York
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardCapeyork 1292.0 11.8 1303.8 0.0
standardARCapeyork 1267.6 12.9 1280.6 −23.2
standardAR2Capeyork 1263.4 14.0 1277.4 −26.5
CapeyorkARdlnm 1246.1 17.0 1263.1 −40.8
CapeyorkAR2dlnm 1243.3 18.2 1261.5 −42.3
Capeyorkswitch 1271.4 18.0 1289.4 −14.4
Standard regression model
mean lower upper pvalue
Tue 145.5 41.8 337.2 0.000
Wed 83.0 3.0 233.4 0.040
Thu 94.3 9.3 256.2 0.021
Fri −13.0 −56.7 72.5 0.690
Sat −58.2 −83.3 −3.4 0.041
Sun −52.0 −79.6 7.2 0.074
Public holiday −48.4 −87.5 49.9 0.278
Time −28.3 −39.2 −16.1 0.000
Time, squared 2.1 −14.6 21.4 0.810
Temperature 34.2 −11.1 104.4 0.166
Rainfall 26.7 13.1 39.6 0.000
Table 2: Percent changes estimates for standard regression model.
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Model comparison for cryptosporidiosis data, Cape York
Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regresion model
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Model comparison for cryptosporidiosis data, Cape York
Autoregressive regression models
AR-1 model
mean lower upper pvalue
AR1 1.0 0.7 1.3 0.000
Tue 135.8 36.4 319.4 0.002
Wed 58.3 −10.9 182.1 0.113
Thu 75.3 0.0 213.2 0.050
Fri −24.4 −62.1 50.3 0.423
Sat −59.2 −83.1 −8.3 0.028
Sun −52.4 −79.5 5.0 0.068
Public holiday −51.9 −88.3 42.7 0.209
Time −25.6 −37.2 −12.6 0.000
Time, squared 1.5 −15.1 20.9 0.851
Temperature 28.6 −15.5 96.4 0.255
Rainfall 26.2 12.4 39.4 0.001
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 model
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Model comparison for cryptosporidiosis data, Cape York
AR-2 model
mean lower upper pvalue
AR1 0.5 0.1 1.0 0.029
AR-2 151.2 75.9 249.6 0.000
Tue 130.7 31.9 309.7 0.003
Wed 54.3 −13.1 183.1 0.149
Thu 65.2 −6.0 194.8 0.081
Fri −29.3 −64.8 39.8 0.322
Sat −62.9 −85.1 −13.3 0.018
Sun −53.6 −80.0 5.5 0.065
Public holiday −52.5 −87.9 35.4 0.208
Time −24.9 −36.7 −11.7 0.000
Time, squared 1.5 −15.6 21.0 0.859
Temperature 24.8 −18.4 91.8 0.294
Rainfall 26.4 12.2 39.7 0.000
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 regression
model
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Model comparison for cryptosporidiosis data, Cape York
Standard regression model with 21 day lags for temperature and precipitation
Lagged AR-1 model
mean lower upper pvalue
AR-1 134.8 63.7 224.6 0.000
Tue 134.5 36.0 327.4 0.001
Wed 62.0 −8.9 204.3 0.102
Thu 80.6 3.5 237.1 0.040
Fri −23.5 −62.3 55.1 0.441
Sat −59.7 −83.4 −7.4 0.030
Sun −53.6 −80.3 4.1 0.063
Public holiday −54.1 −88.9 36.3 0.190
Time −24.7 −36.2 −11.6 0.001
Time, squared 2.5 −14.3 22.0 0.776
Rainfall1 115.6 −37.3 640.8 0.217
Rainfall2 182.0 40.8 450.1 0.005
Rainfall3 −18.5 −69.2 109.7 0.681
Temperature1 172.1 −33.4 1031.0 0.165
Temperature2 −34.0 −62.1 15.9 0.152
Temperature3 −9.1 −63.6 126.0 0.834
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Model comparison for cryptosporidiosis data, Cape York
Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 29 ◦C for lagged AR-1
regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 20 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, Cape York
Lagged AR-2 model
mean lower upper pvalue
AR-1 58.3 −2.0 143.5 0.061
AR-2 124.4 56.4 210.5 0.000
Tue 132.9 36.1 303.5 0.003
Wed 59.0 −10.1 184.9 0.115
Thu 70.4 −3.2 204.7 0.064
Fri −27.3 −63.0 43.3 0.352
Sat −62.2 −84.7 −14.5 0.017
Sun −54.5 −80.9 −0.1 0.050
Public holiday −55.7 −89.3 28.5 0.169
Time −24.1 −36.0 −10.6 0.001
Time, squared 2.9 −14.5 22.5 0.741
Rainfall1 104.4 −40.3 641.0 0.256
Rainfall2 180.8 37.7 448.0 0.006
Rainfall3 −18.8 −69.1 107.6 0.669
Temperature1 163.9 −32.2 930.6 0.168
Temperature2 −33.7 −60.9 15.7 0.152
Temperature3 −5.5 −62.3 134.7 0.903
Table 6: Percent changes estimates for lagged AR-2 regression model.
Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-2 regression
model
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Model comparison for cryptosporidiosis data, Cape York
Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 29 ◦C for lagged AR-2
regression model
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Figure 9: Smoothed overall precipitation effects and lag effects of 20 mm precipitation for lagged AR-2
regression model
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Model comparison for cryptosporidiosis data, Cape York
Lagged switching model
mean lower upper pvalue
AR1 0.63 0.12 0.97 0.020
Intercepts ratio 0.91 0.82 0.99 0.000
Table 7: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue 138.9 39.5 322.4 0.002
Wed 82.2 1.9 231.3 0.043
Thu 98.3 12.5 257.7 0.017
Fri −15.6 −58.2 69.3 0.636
Sat −58.3 −82.8 −4.1 0.037
Sun −52.9 −79.4 5.2 0.061
Public holiday −46.9 −86.8 56.0 0.305
Time −27.3 −38.7 −14.9 0.000
Time, squared 1.2 −16.0 20.5 0.878
Rainfall1 338.7 −24.8 2398.2 0.098
Rainfall2 188.9 −0.6 705.1 0.052
Rainfall3 −79.5 −95.4 −11.9 0.031
Temperature1 77.1 −78.0 1121.3 0.562
Temperature2 −25.2 −66.1 78.2 0.480
Temperature3 −12.8 −78.1 262.8 0.838
Table 8: Percent changes estimates for lagged switching model.
Table 9: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1844 50
TRUE 1809 50
All 3653 100
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Model comparison for cryptosporidiosis data, Cape York
Figure 10: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 11: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Model comparison for cryptosporidiosis data, Cape York
Figure 12: Smoothed overall precipitation effects and lag effects of 62 mm precipitation for lagged switching
model
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Model comparison for cryptosporidiosis data, Cape York
Comparing the temperature and precipitation effects between models
Figure 13: Comparison of the effects of temperature and precipitation in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for cryptosporidiosis data, Mackay
Model comparison for cryptosporidiosis data, Mackay
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardMackay 1921.4 12.0 1933.4 0.0
standardARMackay 1879.4 13.0 1892.4 −41.0
standardAR2Mackay 1866.0 14.1 1880.1 −53.3
MackayARdlnm 1812.5 17.0 1829.4 −104.0
MackayAR2dlnm 1803.1 18.0 1821.1 −112.3
Mackayswitch 1923.5 17.7 1941.2 7.9
Standard regression model
mean lower upper pvalue
Tue 30.0 −9.5 86.4 0.162
Wed 3.2 −29.8 51.5 0.865
Thu −21.6 −48.4 17.6 0.246
Fri −17.9 −45.9 22.8 0.344
Sat −66.6 −81.1 −43.3 0.000
Sun −68.3 −81.9 −45.7 0.000
Public holiday −95.2 −99.8 −69.2 0.000
Time 24.0 12.1 37.5 0.000
Time, squared 43.0 27.0 60.8 0.000
Temperature 128.6 88.2 179.3 0.000
Rainfall 11.0 2.1 19.2 0.014
Table 2: Percent changes estimates for standard regression model.
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Model comparison for cryptosporidiosis data, Mackay
Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Model comparison for cryptosporidiosis data, Mackay
Autoregressive regression models
AR-1 model
mean lower upper pvalue
AR1 0.5 0.4 0.7 0.000
Tue 30.2 −10.2 89.3 0.163
Wed 0.0 −32.3 46.9 0.995
Thu −20.9 −48.2 19.6 0.279
Fri −16.5 −44.9 25.3 0.386
Sat −66.0 −80.6 −42.7 0.000
Sun −65.7 −80.7 −41.3 0.000
Public holiday −94.8 −99.7 −66.4 0.000
Time 20.0 8.5 33.3 0.000
Time, squared 41.6 25.5 60.1 0.000
Temperature 111.1 73.9 157.2 0.000
Rainfall 10.6 1.6 18.9 0.024
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 model
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Model comparison for cryptosporidiosis data, Mackay
AR-2 model
mean lower upper pvalue
AR1 0.3 0.2 0.5 0.001
AR-2 64.0 41.1 87.5 0.000
Tue 22.2 −16.3 80.0 0.301
Wed −6.2 −36.7 38.9 0.750
Thu −27.0 −52.1 12.5 0.148
Fri −21.5 −48.5 19.1 0.254
Sat −67.6 −81.5 −44.7 0.000
Sun −67.3 −81.5 −43.9 0.000
Public holiday −94.7 −99.8 −65.5 0.000
Time 18.1 6.3 30.9 0.002
Time, squared 41.8 25.5 60.3 0.000
Temperature 102.3 66.6 146.6 0.000
Rainfall 11.0 2.1 19.2 0.016
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 model
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Model comparison for cryptosporidiosis data, Mackay
Standard regression model with 21 day lags for temperature and precipitation
Lagged AR-1 model
mean lower upper pvalue
AR-1 58.7 36.3 81.9 0.000
Tue 25.0 −13.4 81.1 0.231
Wed −2.6 −33.8 44.0 0.893
Thu −24.5 −50.4 13.8 0.185
Fri −20.0 −46.9 20.6 0.280
Sat −67.5 −81.4 −45.3 0.000
Sun −67.7 −81.7 −44.3 0.000
Public holiday −95.6 −99.8 −70.9 0.000
Time 23.0 10.8 36.6 0.000
Time, squared 45.4 27.5 65.5 0.000
Rainfall1 11.1 −57.9 192.5 0.824
Rainfall2 65.9 −17.6 228.4 0.153
Rainfall3 1.8 −56.9 130.8 0.954
Temperature1 123.1 −22.8 566.5 0.136
Temperature2 28.4 −15.6 94.4 0.234
Temperature3 235.2 62.0 605.5 0.001
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Model comparison for cryptosporidiosis data, Mackay
Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 29 ◦C for lagged AR-1
regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 20 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, Mackay
Lagged AR-2 model
mean lower upper pvalue
AR-1 33.2 12.4 55.0 0.002
AR-2 52.9 30.4 76.2 0.000
Tue 20.1 −16.5 74.5 0.330
Wed −9.6 −38.3 33.2 0.601
Thu −30.8 −54.3 6.0 0.090
Fri −24.8 −49.9 14.2 0.171
Sat −69.3 −82.4 −48.2 0.000
Sun −69.4 −82.8 −47.2 0.000
Public holiday −95.6 −99.8 −70.8 0.000
Time 21.0 9.0 34.6 0.000
Time, squared 44.3 26.5 64.0 0.000
Rainfall1 1.1 −61.9 170.3 0.990
Rainfall2 72.5 −15.5 239.6 0.130
Rainfall3 1.5 −57.9 129.8 0.949
Temperature1 122.0 −21.3 524.1 0.127
Temperature2 25.6 −15.8 88.3 0.271
Temperature3 222.8 56.0 585.1 0.001
Table 6: Percent changes estimates for lagged AR-2 regression model.
Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-2 regression
model
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Model comparison for cryptosporidiosis data, Mackay
Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 29 ◦C for lagged AR-2
regression model
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Figure 9: Smoothed overall precipitation effects and lag effects of 20 mm precipitation for lagged AR-2
regression model
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Model comparison for cryptosporidiosis data, Mackay
Lagged switching model
mean lower upper pvalue
AR1 0.71 0.39 0.97 0.000
Intercepts ratio 0.88 0.80 0.97 0.000
Table 7: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue 24.4 −13.3 80.9 0.230
Wed −2.0 −32.8 44.8 0.905
Thu −27.1 −51.5 9.9 0.140
Fri −23.0 −48.9 15.9 0.216
Sat −68.2 −82.1 −46.8 0.000
Sun −69.4 −83.0 −47.5 0.000
Public holiday −95.1 −99.8 −68.6 0.000
Time 23.5 11.2 37.3 0.000
Time, squared 43.4 26.9 62.6 0.000
Rainfall1 58.5 −65.0 613.0 0.540
Rainfall2 −10.2 −70.5 145.5 0.866
Rainfall3 98.5 −41.1 525.6 0.262
Temperature1 358.7 11.9 1699.9 0.034
Temperature2 −0.8 −41.2 71.7 0.965
Temperature3 385.8 73.8 1311.5 0.003
Table 8: Percent changes estimates for lagged switching model.
Table 9: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1, 827 50
TRUE 1, 826 50
All 3, 653 100
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Model comparison for cryptosporidiosis data, Mackay
Figure 10: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 11: Smoothed overall temperature effects and lag effects of mean temperature of 29 ◦C for lagged
switching model
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Model comparison for cryptosporidiosis data, Mackay
Figure 12: Smoothed overall precipitation effects and lag effects of 20 mm precipitation for lagged switching
model
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Model comparison for cryptosporidiosis data, Mackay
Comparing the temperature and precipitation effects between models
Figure 13: Comparison of the effects of temperature and precipitation in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for cryptosporidiosis data, Central
Model comparison for cryptosporidiosis data, Central
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardCentral 2452.4 12.2 2464.5 0.0
standardARCentral 2361.8 13.0 2374.8 −89.8
standardAR2Central 2318.4 14.0 2332.4 −132.1
CentralARdlnm 2305.6 17.1 2322.7 −141.8
CentralAR2dlnm 2269.2 18.1 2287.3 −177.2
Centralswitch 2366.8 92.4 2459.2 −5.3
Standard regression model
mean lower upper pvalue
Tue −8.4 −33.1 25.5 0.585
Wed −11.4 −35.8 22.2 0.469
Thu −36.6 −55.8 −9.5 0.012
Fri −36.3 −55.5 −9.4 0.013
Sat −72.1 −82.7 −56.8 0.000
Sun −71.0 −82.0 −55.1 0.000
Public holiday −84.3 −96.1 −55.6 0.000
Time 17.8 6.9 29.9 0.002
Time, squared 9.8 −1.7 22.3 0.094
Temperature 87.9 63.3 117.0 0.000
Rainfall 16.1 2.3 29.5 0.025
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Model comparison for cryptosporidiosis data, Central
Autoregressive regression models
AR-1 model
mean lower upper pvalue
AR1 0.6 0.5 0.7 0.000
Tue −27.8 −47.5 0.2 0.053
Wed −22.5 −43.5 7.4 0.121
Thu −43.8 −60.7 −20.3 0.001
Fri −39.2 −56.9 −13.6 0.006
Sat −74.6 −84.2 −60.0 0.000
Sun −70.5 −81.5 −54.3 0.000
Public holiday −83.6 −96.1 −52.3 0.000
Time 13.7 3.3 25.4 0.009
Time, squared 10.3 −1.1 22.9 0.078
Temperature 72.0 49.1 98.8 0.000
Rainfall 14.5 0.5 28.3 0.041
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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AR-2 model
mean lower upper pvalue
AR1 0.5 0.4 0.6 0.000
AR-2 72.5 53.0 92.9 0.000
Tue −25.8 −46.7 2.9 0.077
Wed −34.9 −53.4 −8.6 0.012
Thu −47.7 −63.2 −25.4 0.000
Fri −44.9 −61.5 −21.7 0.000
Sat −75.3 −84.7 −61.2 0.000
Sun −72.2 −82.8 −57.0 0.000
Public holiday −83.3 −95.8 −52.0 0.000
Time 11.4 0.9 22.6 0.033
Time, squared 10.6 −1.5 23.6 0.086
Temperature 65.5 44.0 91.3 0.000
Rainfall 7.4 −6.7 21.7 0.294
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 regres-
sion model
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Model comparison for cryptosporidiosis data, Central
Autoregressive regression models with 21 day lags for temperature and
precipitation
Lagged AR-1 model
mean lower upper pvalue
AR1 0.6 0.5 0.7 0.000
Tue −26.5 −46.9 2.0 0.070
Wed −22.7 −44.0 6.5 0.112
Thu −44.6 −61.1 −21.3 0.001
Fri −40.5 −57.8 −16.2 0.003
Sat −75.2 −84.7 −61.2 0.000
Sun −71.1 −81.9 −55.4 0.000
Public holiday −85.2 −96.4 −56.9 0.000
Time 19.6 8.2 32.3 0.000
Time, squared 10.0 −1.5 22.7 0.093
Rainfall1 −65.1 −88.0 0.5 0.051
Rainfall2 −12.4 −58.4 74.5 0.728
Rainfall3 30.4 −42.2 181.4 0.503
Temperature1 12.2 −49.3 146.6 0.775
Temperature2 48.2 8.7 103.6 0.011
Temperature3 333.4 141.3 690.3 0.000
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 28 ◦C for lagged
AR-1 regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 12 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, Central
Lagged AR-2 model
mean lower upper pvalue
AR1 0.4 0.3 0.6 0.000
AR-2 62.9 44.1 83.3 0.000
Tue −25.4 −45.7 3.1 0.079
Wed −33.5 −52.4 −7.3 0.016
Thu −48.8 −64.1 −27.7 0.000
Fri −46.5 −62.4 −23.7 0.000
Sat −76.3 −85.4 −62.7 0.000
Sun −73.3 −83.2 −58.7 0.000
Public holiday −85.2 −96.4 −57.7 0.000
Time 16.7 5.3 29.3 0.003
Time, squared 10.3 −1.3 23.1 0.085
Rainfall1 −57.3 −85.7 23.3 0.123
Rainfall2 −21.8 −64.0 58.7 0.537
Rainfall3 33.1 −41.6 191.9 0.470
Temperature1 20.7 −46.6 174.5 0.663
Temperature2 39.8 1.3 93.1 0.041
Temperature3 292.6 116.8 620.2 0.000
Table 6: Percent changes estimates for lagged AR-2 regression model.
Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-2 regression
model
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Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 28 ◦C for lagged
AR-2 regression model
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Figure 9: Smoothed overall precipitation effects and lag effects of 12 mm precipitation for lagged AR-2
regression model
-100
0
100
200
0 30 60 90
Daily rainfall
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
-4
0
4
0 5 10 15 20
Lag (days)
 
Lag
499
Model comparison for cryptosporidiosis data, Central
Lagged switching model
mean lower upper pvalue
AR1 0.62 0.47 0.76 0.000
Intercepts ratio 0.95 0.87 1.00 0.000
Table 7: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −17.9 −40.8 14.0 0.226
Wed −17.9 −40.6 13.7 0.227
Thu −42.0 −59.3 −18.4 0.002
Fri −39.4 −57.4 −13.7 0.006
Sat −72.9 −82.8 −57.4 0.000
Sun −71.3 −82.0 −55.7 0.000
Public holiday −84.1 −96.1 −54.8 0.000
Time 16.8 6.1 29.0 0.001
Time, squared 11.1 −0.8 23.9 0.067
Rainfall1 −77.5 −95.0 −5.8 0.040
Rainfall2 7.5 −58.4 162.1 0.860
Rainfall3 61.6 −49.6 372.7 0.386
Temperature1 −25.7 −74.2 130.7 0.587
Temperature2 83.1 16.8 177.1 0.010
Temperature3 488.1 161.1 1212.5 0.000
Table 8: Percent changes estimates for lagged switching model.
Table 9: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Figure 10: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching
model
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Figure 11: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Model comparison for cryptosporidiosis data, Central
Figure 12: Smoothed overall precipitation effects and lag effects of 30 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 13: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for cryptosporidiosis data, Central West 1
Model comparison for cryptosporidiosis data, Central West
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardCentralwest 306.2 11.9 318.1 0.0
standardARCentralwest 305.8 12.6 318.4 0.3
standardAR2Centralwest 305.0 13.5 318.5 0.4
CentralwestARdlnm 296.2 16.4 312.6 −5.5
Centralwestswitch 307.9 16.9 324.8 6.8
Standard regression model
mean lower upper pvalue
Tue 16.7 −62.9 268.2 0.795
Wed −18.1 −77.5 191.3 0.757
Thu −90.1 −99.6 −14.0 0.034
Fri −72.0 −96.3 40.0 0.135
Sat −36.2 −84.6 136.7 0.516
Sun −89.5 −99.5 −15.2 0.030
Public holiday −40.2 −97.2 329.8 0.777
Time −18.0 −47.9 26.2 0.377
Time, squared −22.7 −52.2 20.8 0.277
Temperature 41.1 0.3 103.6 0.049
Rainfall −20.0 −80.6 94.0 0.802
Table 2: Percent changes estimates for standard regression model.
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2Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Model comparison for cryptosporidiosis data, Central West 3
Autoregressive regression model
AR-1 model
mean lower upper pvalue
AR1 −24.2 −69.1 0.2 0.057
Tue 19.6 −62.7 288.2 0.756
Wed −15.8 −76.5 187.1 0.792
Thu −89.6 −99.6 −12.4 0.033
Fri −71.8 −96.2 40.3 0.137
Sat −35.0 −84.2 139.4 0.530
Sun −89.5 −99.6 −14.5 0.031
Public holiday −39.0 −97.3 331.6 0.794
Time −17.6 −48.1 26.8 0.379
Time, squared −23.2 −52.5 20.5 0.262
Temperature 41.8 0.9 105.7 0.045
Rainfall −21.5 −81.7 93.7 0.783
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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4AR-2 model
mean lower upper pvalue
AR1 1.3 −1.8 3.3 0.297
AR-2 −100.0 −100.0 27.9 0.059
Tue 21.1 −61.8 300.8 0.752
Wed −19.0 −77.3 186.2 0.749
Thu −90.5 −99.6 −17.9 0.030
Fri −72.6 −96.3 39.4 0.127
Sat −34.6 −84.3 143.1 0.539
Sun −89.7 −99.6 −9.0 0.040
Public holiday −46.3 −97.8 299.1 0.703
Time −18.2 −48.4 26.5 0.376
Time, squared −23.5 −53.8 21.7 0.274
Temperature 40.4 −0.3 102.6 0.052
Rainfall −23.6 −81.9 90.4 0.736
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 model
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Model comparison for cryptosporidiosis data, Central West 5
Autoregressive regression model with 21 day lags for temperature and
precipitation
mean lower upper pvalue
AR1 −24.7 −70.8 −0.0 0.048
Tue 20.7 −61.2 293.7 0.749
Wed −16.0 −77.5 202.2 0.787
Thu −90.3 −99.6 −18.1 0.028
Fri −73.5 −96.3 32.1 0.117
Sat −37.9 −84.3 136.2 0.481
Sun −89.9 −99.6 −12.0 0.034
Public holiday −45.0 −97.5 286.9 0.728
Time −14.8 −47.2 33.9 0.491
Time, squared −22.3 −53.2 24.1 0.290
Rainfall1 72.3 −92.5 4404.5 0.744
Rainfall2 −56.9 −97.7 351.7 0.566
Rainfall3 −94.8 −99.9 56.8 0.101
Temperature1 −64.2 −97.4 361.9 0.447
Temperature2 117.9 −21.4 513.7 0.131
Temperature3 780.5 20.4 7056.8 0.032
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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6Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 32 ◦C for lagged
AR-1 regression model
0
500
1000
1500
10 20 30
Temperature
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
0
50
100
150
0 5 10 15 20
Lag (days)
 
Lag
Figure 6: Smoothed overall precipitation effects and lag effects of 7 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, Central West 7
Lagged switching model
mean lower upper pvalue
AR1 −0.04 −0.96 0.95 0.937
Intercepts ratio 0.85 0.69 0.98 0.000
Table 6: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue 14.6 −63.4 261.1 0.815
Wed −18.2 −77.4 182.6 0.736
Thu −90.4 −99.6 −17.2 0.030
Fri −73.4 −96.4 30.5 0.112
Sat −37.1 −83.8 135.8 0.495
Sun −90.1 −99.6 −16.2 0.028
Public holiday −41.3 −97.3 305.2 0.760
Time −18.9 −49.1 25.7 0.352
Time, squared −19.9 −52.3 28.1 0.364
Rainfall1 241.2 −95.6 32320.7 0.591
Rainfall2 −67.0 −99.6 740.3 0.604
Rainfall3 −97.9 −100.0 167.1 0.149
Temperature1 −51.7 −98.8 2132.1 0.702
Temperature2 105.7 −54.7 818.5 0.345
Temperature3 170.3 −85.4 5061.9 0.515
Table 7: Percent changes estimates for lagged switching model.
Table 8: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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8Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 32 ◦C for lagged
switching model
0
1000
2000
3000
10 20 30
Temperature
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
0
50
100
0 5 10 15 20
Lag (days)
 
Lag
511
Model comparison for cryptosporidiosis data, Central West 9
Figure 9: Smoothed overall precipitation effects and lag effects of 7 mm precipitation for lagged switching
model
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10
Comparing the temperature and rainfall effects between models
Figure 10: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for cryptosporidiosis data, South West
Model comparison for cryptosporidiosis data, South West
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardSouthwest 221.7 12.0 233.7 0.0
standardARSouthwest 221.5 12.8 234.2 0.5
standardAR2Southwest 221.4 13.0 234.4 0.7
SouthwestARdlnm 221.1 16.7 237.8 4.1
Southwestswitch 219.5 20.7 240.2 6.5
Standard regression model
mean lower upper pvalue
Tue 11.3 −81.1 542.8 0.898
Wed 10.6 −81.1 570.9 0.913
Thu 10.4 −80.7 556.9 0.915
Fri −76.0 −99.1 178.0 0.286
Sat 11.9 −81.5 596.5 0.899
Sun −74.8 −99.1 173.0 0.292
Public holiday 21.0 −94.9 837.8 0.760
Time −43.6 −72.0 −0.4 0.048
Time, squared −16.0 −56.5 48.6 0.593
Temperature 27.6 −10.1 84.6 0.179
Rainfall −78.4 −99.4 50.1 0.233
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Model comparison for cryptosporidiosis data, South West
Autoregressive regression models
AR-1 model
mean lower upper pvalue
AR1 −24.5 −70.0 0.6 0.072
Tue 12.9 −80.7 562.6 0.891
Wed 12.1 −81.5 576.5 0.897
Thu 12.5 −81.6 590.2 0.886
Fri −75.7 −99.0 167.4 0.292
Sat 14.2 −80.8 580.9 0.875
Sun −75.0 −99.2 176.7 0.308
Public holiday 23.6 −94.1 827.7 0.745
Time −43.5 −71.7 −1.4 0.045
Time, squared −15.1 −54.8 49.9 0.616
Temperature 27.8 −9.6 86.1 0.173
Rainfall −78.0 −99.4 56.0 0.232
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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AR-2 model
mean lower upper pvalue
AR1 −24.1 −69.9 0.7 0.076
AR-2 −100.0 −100.0 109.6 0.080
Tue 4.4 −82.1 558.2 0.963
Wed 4.8 −82.7 591.6 0.979
Thu 4.7 −82.0 550.3 0.967
Fri −76.2 −99.1 168.5 0.278
Sat 6.4 −82.5 565.7 0.948
Sun −76.1 −99.1 163.8 0.281
Public holiday 16.8 −95.0 795.0 0.782
Time −43.8 −71.5 −1.5 0.045
Time, squared −16.1 −55.3 47.6 0.583
Temperature 27.0 −10.9 83.2 0.186
Rainfall −78.2 −99.4 52.1 0.238
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 model
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Model comparison for cryptosporidiosis data, South West
Autoregressive regression model with 21 day lags for temperature and
precipitation
mean lower upper pvalue
AR-1 −100.0 −100.0 56.2 0.068
Tue 10.4 −81.7 562.8 0.906
Wed 12.3 −81.2 560.6 0.884
Thu 14.6 −80.6 562.0 0.865
Fri −75.5 −99.1 169.1 0.293
Sat 13.6 −81.5 610.2 0.885
Sun −75.0 −99.1 176.9 0.316
Public holiday 12.0 −95.1 776.6 0.815
Time −45.3 −73.7 0.5 0.052
Time, squared −16.8 −55.9 48.7 0.565
Rainfall1 10209.3 −74.3 11385446.4 0.142
Rainfall2 −95.1 −100.0 842.4 0.358
Rainfall3 625.2 −96.1 127296.4 0.425
Temperature1 −16.5 −96.1 1473.2 0.913
Temperature2 37.0 −56.8 352.8 0.598
Temperature3 124.1 −73.3 2010.8 0.466
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 33 ◦C for lagged
AR-1 regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 8 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, South West
Lagged switching model
mean lower upper pvalue
AR1 −0.02 −0.95 0.95 0.969
Intercepts ratio 0.70 0.46 0.94 0.000
Table 6: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue 9.3 −82.5 576.4 0.925
Wed 9.4 −82.1 530.6 0.915
Thu 10.3 −81.0 575.9 0.913
Fri −75.9 −99.0 157.6 0.290
Sat 10.5 −81.8 613.5 0.913
Sun −75.2 −99.0 191.2 0.300
Public holiday 14.8 −95.2 834.9 0.797
Time −43.8 −72.5 −1.5 0.044
Time, squared −15.0 −55.1 51.0 0.624
Rainfall1 2234694.8 −100.0 40870150034686544.0 0.331
Rainfall2 −100.0 −100.0 −68.6 0.028
Rainfall3 −100.0 −100.0 15680.3 0.188
Temperature1 363.1 −97.5 131104.1 0.580
Temperature2 −41.9 −94.5 339.8 0.661
Temperature3 832.5 −82.8 112980.6 0.310
Table 7: Percent changes estimates for lagged switching model.
Table 8: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1972 54
TRUE 1681 46
All 3653 100
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Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 33 ◦C for lagged
switching model
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Model comparison for cryptosporidiosis data, South West
Figure 9: Smoothed overall precipitation effects and lag effects of 8 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 10: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for cryptosporidiosis data, Maranoa
Model comparison for cryptosporidiosis data, Maranoa
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardMaranoa 912.2 12.0 924.2 0.0
standardARMaranoa 896.6 13.0 909.6 −14.7
standardAR2Maranoa 893.9 14.0 907.9 −16.3
MaranoaARdlnm 887.4 17.0 904.4 −19.8
MaranoaAR2dlnm 885.3 18.0 903.3 −21.0
Maranoaswitch 916.3 17.3 933.6 9.4
Standard regression model
mean lower upper pvalue
Tue −10.7 −53.2 67.8 0.732
Wed −22.1 −59.8 51.1 0.458
Thu 13.7 −36.2 109.6 0.680
Fri −20.6 −58.6 52.1 0.481
Sat −84.3 −95.5 −55.4 0.000
Sun −70.6 −88.2 −31.9 0.004
Public holiday −87.5 −99.4 −15.2 0.027
Time −53.4 −66.5 −37.6 0.000
Time, squared −42.2 −57.1 −23.9 0.000
Temperature 86.6 56.9 124.0 0.000
Rainfall −7.7 −44.4 34.5 0.788
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard model
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Model comparison for cryptosporidiosis data, Maranoa
Autoregressive regression models
AR-1 model
mean lower upper pvalue
AR1 0.9 0.5 1.2 0.000
Tue −20.8 −57.3 48.6 0.463
Wed −26.3 −61.4 38.1 0.354
Thu −0.4 −45.5 79.2 0.991
Fri −27.8 −62.3 35.6 0.320
Sat −85.3 −95.8 −59.2 0.000
Sun −70.7 −88.4 −33.6 0.003
Public holiday −87.4 −99.4 −16.1 0.025
Time −50.5 −64.2 −33.9 0.000
Time, squared −40.3 −55.4 −21.6 0.000
Temperature 78.1 49.2 114.9 0.000
Rainfall −6.4 −43.2 36.1 0.841
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 model
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AR-2 model
mean lower upper pvalue
AR1 0.5 −0.0 1.0 0.069
AR-2 131.9 56.5 229.2 0.000
Tue −20.3 −57.6 47.8 0.484
Wed −31.1 −63.6 31.3 0.257
Thu −3.7 −46.8 73.0 0.894
Fri −32.9 −64.7 28.0 0.220
Sat −86.7 −96.2 −62.1 0.000
Sun −71.6 −89.1 −34.7 0.001
Public holiday −87.8 −99.4 −15.9 0.025
Time −49.5 −63.3 −32.7 0.000
Time, squared −39.5 −54.8 −20.8 0.000
Temperature 75.3 46.7 111.3 0.000
Rainfall −7.4 −44.7 35.6 0.805
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 model
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Model comparison for cryptosporidiosis data, Maranoa
Autoregressive regression models with 21 day lags for temperature and
precipitation
Lagged AR-1 model
mean lower upper pvalue
AR1 0.9 0.5 1.2 0.000
Tue −20.0 −58.0 51.5 0.494
Wed −25.9 −61.1 40.4 0.360
Thu 1.2 −44.2 85.6 0.969
Fri −27.4 −62.2 38.6 0.328
Sat −85.4 −95.8 −58.9 0.000
Sun −70.5 −88.5 −32.6 0.004
Public holiday −88.3 −99.5 −21.7 0.021
Time −51.2 −65.3 −33.9 0.000
Time, squared −39.8 −55.7 −20.4 0.000
Rainfall1 −10.3 −92.8 1013.6 0.920
Rainfall2 82.9 −70.5 830.1 0.474
Rainfall3 3.4 −87.9 641.6 0.954
Temperature1 −16.3 −72.0 150.1 0.744
Temperature2 90.5 21.0 198.8 0.005
Temperature3 −21.3 −64.3 73.2 0.552
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-1 regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 30 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, Maranoa
Lagged AR-2 model
mean lower upper pvalue
AR1 0.5 −0.1 0.9 0.074
AR-2 129.5 53.8 226.5 0.000
Tue −20.1 −57.5 50.9 0.477
Wed −30.8 −64.3 33.3 0.270
Thu −2.7 −45.9 78.6 0.926
Fri −33.3 −65.1 30.9 0.224
Sat −86.6 −96.2 −61.9 0.000
Sun −71.9 −89.1 −34.8 0.002
Public holiday −88.9 −99.5 −24.1 0.015
Time −50.1 −64.1 −32.7 0.000
Time, squared −39.1 −55.0 −19.5 0.000
Rainfall1 −15.5 −93.1 1059.8 0.891
Rainfall2 73.8 −71.6 750.9 0.504
Rainfall3 0.3 −89.2 637.3 0.973
Temperature1 −19.4 −72.8 145.1 0.693
Temperature2 91.9 20.8 203.9 0.005
Temperature3 −18.2 −63.3 80.8 0.620
Table 6: Percent changes estimates for lagged AR-2 regression model.
Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-2 regression
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Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
AR-2 regression model
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Figure 9: Smoothed overall precipitation effects and lag effects of 10 mm precipitation for lagged AR-2
regression model
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Model comparison for cryptosporidiosis data, Maranoa
Lagged switching model
mean lower upper pvalue
AR1 0.80 0.38 0.99 0.001
Intercepts ratio 0.90 0.78 0.99 0.000
Table 7: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −12.9 −52.9 61.4 0.665
Wed −21.3 −58.8 47.5 0.451
Thu 11.6 −37.4 99.4 0.714
Fri −22.6 −58.1 46.3 0.420
Sat −84.3 −95.6 −54.5 0.000
Sun −70.4 −88.2 −32.0 0.003
Public holiday −87.1 −99.4 −12.5 0.030
Time −55.1 −68.0 −39.2 0.000
Time, squared −42.2 −57.5 −23.4 0.000
Rainfall1 207.4 −87.9 8436.9 0.504
Rainfall2 98.6 −82.9 1600.5 0.556
Rainfall3 8.1 −93.2 1228.3 0.918
Temperature1 20.0 −74.2 424.2 0.812
Temperature2 84.9 −0.7 250.4 0.053
Temperature3 −61.8 −86.7 16.3 0.088
Table 8: Percent changes estimates for lagged switching model.
Table 9: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Figure 10: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching
model
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Figure 11: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Model comparison for cryptosporidiosis data, Maranoa
Figure 12: Smoothed overall precipitation effects and lag effects of 10 mm precipitation for lagged switching
model
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Comparing the temperature and rainfall effects between models
Figure 13: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for cryptosporidiosis data, Wide Bay
Model comparison for cryptosporidiosis data, Wide Bay
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardWidebay 2159.0 12.0 2171.0 0.0
standardARWidebay 2145.3 12.9 2158.1 −12.8
standardAR2Widebay 2136.2 14.1 2150.3 −20.7
WidebayARdlnm 2101.5 17.0 2118.5 −52.5
Widebayswitch 2158.3 17.8 2176.1 5.1
Standard regression model
mean lower upper pvalue
Tue −21.7 −44.0 9.9 0.155
Wed −19.1 −41.8 13.1 0.209
Thu −32.4 −52.6 −3.9 0.029
Fri −31.9 −52.4 −2.6 0.036
Sat −76.1 −85.7 −61.3 0.000
Sun −91.0 −96.0 −82.0 0.000
Public holiday −96.3 −99.8 −75.7 0.000
Time 16.4 4.7 29.5 0.005
Time, squared −0.5 −11.6 11.6 0.940
Temperature 80.8 54.9 111.6 0.000
Rainfall 7.2 −5.3 19.0 0.242
Table 2: Percent changes estimates for standard regression model.
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Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression
model
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Model comparison for cryptosporidiosis data, Wide Bay
Autoregressive regression models
AR-1 regression model
mean lower upper pvalue
AR1 0.5 0.2 0.7 0.000
Tue −28.7 −49.5 0.3 0.053
Wed −25.0 −46.6 5.9 0.097
Thu −37.8 −56.6 −11.2 0.010
Fri −36.5 −55.3 −10.2 0.009
Sat −77.6 −86.7 −63.9 0.000
Sun −91.1 −96.0 −82.3 0.000
Public holiday −96.1 −99.8 −74.2 0.000
Time 15.2 3.4 28.7 0.010
Time, squared −0.5 −11.5 11.7 0.935
Temperature 76.0 51.4 105.9 0.000
Rainfall 5.8 −6.7 17.3 0.325
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regres-
sion model
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AR-2 regression model
mean lower upper pvalue
AR1 0.4 0.2 0.7 0.001
AR-2 55.4 22.6 93.0 0.000
Tue −27.0 −48.1 2.9 0.072
Wed −30.6 −50.5 −2.6 0.035
Thu −41.2 −58.6 −15.7 0.003
Fri −40.2 −58.3 −14.7 0.004
Sat −78.6 −87.2 −65.2 0.000
Sun −91.6 −96.3 −83.0 0.000
Public holiday −96.2 −99.8 −75.0 0.000
Time 14.5 2.8 27.8 0.010
Time, squared −0.2 −11.3 12.3 0.981
Temperature 72.4 47.7 102.3 0.000
Rainfall 5.2 −7.1 17.1 0.384
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 regres-
sion model
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Model comparison for cryptosporidiosis data, Wide Bay
Autoregressive regression model with 21 day lags for temperature and
precipitation
mean lower upper pvalue
AR1 0.4 0.1 0.6 0.005
Tue −27.6 −49.3 1.8 0.062
Wed −25.4 −47.2 4.0 0.081
Thu −38.9 −57.3 −13.2 0.006
Fri −37.1 −55.8 −11.1 0.009
Sat −77.8 −86.7 −63.9 0.000
Sun −91.1 −96.0 −82.2 0.000
Public holiday −96.4 −99.8 −76.3 0.000
Time 15.3 3.1 29.1 0.011
Time, squared −0.4 −11.7 12.2 0.950
Rainfall1 56.7 −59.3 486.0 0.507
Rainfall2 58.2 −48.3 340.9 0.391
Rainfall3 53.2 −48.8 318.5 0.419
Temperature1 16.0 −47.3 155.6 0.712
Temperature2 36.8 −0.1 86.9 0.051
Temperature3 190.3 61.6 425.3 0.001
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 27 ◦C for lagged
AR-1 regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 15 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, Wide Bay
Lagged switching model
mean lower upper pvalue
AR1 0.73 0.41 0.98 0.000
Intercepts ratio 0.87 0.77 0.98 0.000
Table 6: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −27.5 −48.3 0.8 0.056
Wed −23.2 −44.8 7.8 0.127
Thu −38.0 −56.2 −11.1 0.009
Fri −36.7 −55.5 −10.3 0.011
Sat −76.9 −86.2 −62.8 0.000
Sun −91.1 −96.1 −82.0 0.000
Public holiday −96.2 −99.8 −74.9 0.000
Time 15.0 3.2 28.5 0.011
Time, squared 0.9 −10.5 13.3 0.861
Rainfall1 420.1 −33.1 3699.2 0.115
Rainfall2 −54.3 −93.0 149.9 0.390
Rainfall3 −44.0 −93.0 271.2 0.577
Temperature1 59.5 −55.3 465.4 0.461
Temperature2 25.4 −24.1 106.1 0.358
Temperature3 175.3 14.6 559.1 0.020
Table 7: Percent changes estimates for lagged switching model.
Table 8: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1827 50
TRUE 1826 50
All 3653 100
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Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 27 ◦C for lagged
switching model
0
200
400
600
10 15 20 25 30
Temperature
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
-20
0
20
40
0 5 10 15 20
Lag (days)
 
Lag
543
Model comparison for cryptosporidiosis data, Wide Bay
Figure 9: Smoothed overall precipitation effects and lag effects of 15 mm precipitation for lagged switching
model
0e+00
2e+05
4e+05
6e+05
8e+05
0 50 100 150 200
Daily rainfall
P
e
rc
e
n
t 
c
h
a
n
g
e
Overall
-10
-5
0
5
0 5 10 15 20
Lag (days)
 
Lag
544APPENDIX I. METHODOLOGY I: RESULTS OFWEATHER–DISEASE MODELS INVESTIGATED
Comparing the temperature and rainfall effects between models
Figure 10: Comparison of the effects of temperature and rainfall in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Model comparison for cryptosporidiosis data, Eastern Downs
Model comparison for cryptosporidiosis data, Eastern Downs
Deviance Information Criteria (DIC)
Table 1: Deviance, estimated number of parameters (pD) and DIC
Model deviance pD DIC Diff
standardEasterndowns 2438.6 12.0 2450.6 0.0
standardAREasterndowns 2314.4 13.0 2327.5 −123.1
standardAR2Easterndowns 2283.1 14.1 2297.1 −153.4
EasterndownsARdlnm 2287.8 17.1 2304.9 −145.7
EasterndownsAR2dlnm 2258.7 17.9 2276.6 −174.0
Easterndownsswitch 2355.0 39.7 2394.7 −55.9
Standard regression model
mean lower upper pvalue
Tue 0.4 −28.1 39.8 0.979
Wed −8.6 −34.8 28.9 0.596
Thu −13.6 −37.9 21.4 0.401
Fri −11.5 −36.3 24.1 0.483
Sat −67.3 −79.5 −49.2 0.000
Sun −77.4 −86.9 −62.4 0.000
Public holiday −84.3 −96.1 −54.4 0.000
Time −28.1 −35.9 −19.6 0.000
Time, squared −11.8 −21.8 −1.0 0.033
Temperature 79.6 61.5 100.1 0.000
Rainfall 8.0 −10.1 26.7 0.372
Table 2: Percent changes estimates for standard regression model.
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Model comparison for cryptosporidiosis data, Eastern Downs
Figure 1: Autocorrelation function plot and cumulative periodogram for residuals of standard regression model
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Model comparison for cryptosporidiosis data, Eastern Downs
Autoregressive regression models
AR-1 model
mean lower upper pvalue
AR1 0.6 0.5 0.7 0.000
Tue −16.5 −40.0 15.1 0.279
Wed −24.4 −46.0 5.9 0.101
Thu −26.0 −47.5 3.3 0.082
Fri −23.3 −45.3 7.1 0.114
Sat −71.9 −82.4 −56.2 0.000
Sun −77.6 −86.7 −62.9 0.000
Public holiday −83.3 −96.0 −50.6 0.000
Time −23.1 −31.4 −14.0 0.000
Time, squared −6.2 −16.8 5.2 0.287
Temperature 75.3 57.0 95.0 0.000
Rainfall 3.7 −13.9 22.9 0.667
Table 3: Percent changes estimates for standard AR-1 regression model.
Figure 2: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-1 regression
model
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Model comparison for cryptosporidiosis data, Eastern Downs
AR-2 model
mean lower upper pvalue
AR1 0.4 0.2 0.5 0.000
AR-2 60.8 45.1 77.4 0.000
Tue −10.2 −35.7 24.6 0.531
Wed −25.5 −47.2 4.1 0.087
Thu −35.9 −55.0 −9.5 0.012
Fri −27.0 −48.1 3.0 0.072
Sat −72.8 −82.8 −57.8 0.000
Sun −79.1 −87.9 −65.4 0.000
Public holiday −83.1 −95.7 −51.6 0.000
Time −21.8 −30.2 −12.6 0.000
Time, squared −4.4 −15.2 7.6 0.461
Temperature 73.1 55.1 94.0 0.000
Rainfall 3.3 −14.2 21.9 0.703
Table 4: Percent changes estimates for standard AR-2 regression model.
Figure 3: Autocorrelation function plot and cumulative periodogram for residuals of standard AR-2 regression
model
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Model comparison for cryptosporidiosis data, Eastern Downs
Standard regression model with 21 day lags for temperature and precipitation
Lagged AR-1 model
mean lower upper pvalue
AR-1 67.9 54.7 81.8 0.000
Tue −17.0 −40.2 15.8 0.268
Wed −22.0 −44.2 8.6 0.140
Thu −25.3 −46.5 4.3 0.090
Fri −23.0 −45.3 7.4 0.116
Sat −71.0 −81.8 −55.4 0.000
Sun −77.6 −86.8 −63.3 0.000
Public holiday −84.0 −96.2 −54.1 0.000
Time −26.4 −34.4 −17.7 0.000
Time, squared −5.7 −16.3 6.3 0.329
Rainfall1 97.0 −11.6 335.8 0.100
Rainfall2 123.0 26.2 276.4 0.008
Rainfall3 27.4 −36.9 157.9 0.498
Temperature1 −4.8 −50.2 82.0 0.881
Temperature2 58.3 21.1 106.1 0.001
Temperature3 −24.4 −51.7 18.3 0.225
Table 5: Percent changes estimates for lagged AR-1 regression model.
Figure 4: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-1 regression
model
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Model comparison for cryptosporidiosis data, Eastern Downs
Figure 5: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged AR-1
regression model
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Figure 6: Smoothed overall precipitation effects and lag effects of 62 mm precipitation for lagged AR-1
regression model
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Model comparison for cryptosporidiosis data, Eastern Downs
Lagged AR-2 model
mean lower upper pvalue
AR-1 40.1 25.4 55.6 0.000
AR-2 49.7 35.4 64.1 0.000
Tue −10.7 −35.6 24.1 0.510
Wed −24.8 −46.2 5.5 0.105
Thu −34.5 −53.9 −7.0 0.016
Fri −26.8 −47.9 2.6 0.070
Sat −72.3 −82.8 −56.7 0.000
Sun −79.0 −87.8 −65.0 0.000
Public holiday −83.5 −96.0 −51.0 0.000
Time −24.7 −33.0 −15.8 0.000
Time, squared −3.5 −14.6 8.7 0.567
Rainfall1 98.9 −10.7 349.9 0.094
Rainfall2 102.4 12.8 252.3 0.022
Rainfall3 2.5 −51.0 105.9 0.938
Temperature1 −12.7 −53.6 67.1 0.682
Temperature2 63.8 25.7 112.7 0.000
Temperature3 −29.0 −54.3 12.6 0.144
Table 6: Percent changes estimates for lagged AR-2 regression model.
Figure 7: Autocorrelation function plot and cumulative periodogram for residuals of lagged AR-2 regression
model
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Model comparison for cryptosporidiosis data, Eastern Downs
Figure 8: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged AR-2
regression model
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Figure 9: Smoothed overall precipitation effects and lag effects of 62 mm precipitation for lagged AR-2
regression model
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Model comparison for cryptosporidiosis data, Eastern Downs
Lagged switching model
mean lower upper pvalue
AR1 0.76 0.65 0.88 0.000
Intercepts ratio 0.92 0.82 0.99 0.000
Table 7: Autoregressive parameter and ratio of intercepts for lagged switching model.
mean lower upper pvalue
Tue −6.5 −32.4 29.2 0.689
Wed −26.2 −47.7 3.6 0.079
Thu −19.3 −42.4 12.7 0.213
Fri −18.5 −41.8 13.6 0.229
Sat −69.5 −80.6 −53.2 0.000
Sun −77.3 −87.0 −62.5 0.000
Public holiday −84.1 −96.3 −55.3 0.000
Time −28.3 −36.2 −20.0 0.000
Time, squared −7.0 −17.5 4.8 0.225
Rainfall1 138.7 −40.0 1058.8 0.237
Rainfall2 60.4 −39.1 275.1 0.295
Rainfall3 144.1 −14.9 588.9 0.088
Temperature1 −0.0 −63.6 174.3 0.997
Temperature2 67.7 11.4 152.8 0.012
Temperature3 −32.8 −66.0 33.8 0.263
Table 8: Percent changes estimates for lagged switching model.
Table 9: Days for split between epidemic model and non-epidemic model
Epidemic n Percent
FALSE 1, 876 51
TRUE 1, 777 49
All 3, 653 100
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Model comparison for cryptosporidiosis data, Eastern Downs
Figure 10: Autocorrelation function plot and cumulative periodogram for residuals of lagged switching model
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Figure 11: Smoothed overall temperature effects and lag effects of mean temperature of 30 ◦C for lagged
switching model
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Model comparison for cryptosporidiosis data, Eastern Downs
Figure 12: Smoothed overall precipitation effects and lag effects of 62 mm precipitation for lagged switching
model
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Model comparison for cryptosporidiosis data, Eastern Downs
Comparing the temperature and precipitation effects between models
Figure 13: Comparison of the effects of temperature and precipitation in each model for a 1 ◦C increase in
temperature and 5 mm increase in precipitation.
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Appendix J
Methodology I: R and JAGS code
models
The following section contains the R and JAGS code for the autoregressive regression model and the
switching model as reported in Chapter 5 and Stephen and Barnett (2016) [129]. Example.RData consists
of 10 variables with daily values: date, fictional number of salmonellosis cases (Salm), mean, minimum and
maximum temperatures in degrees Celsius (Tmean, Tmin, Tmax), precipitation in mm (Rainavg), binary
variable for Queensland public holidays (phol), day of the week (dow), variable for days after 1 August
2013 when a new pathology test was implemented (qml), and a continuous variable for time.
R code for autoregressive regression model
load ( ’ Example . RData ’ )
l ibrary ( r j a g s )
l ibrary ( dlnm )
Set up the data
N = nrow( counts )
weekday . matrix = matrix (data=0, ncol=6, nrow=N)
for (w in 2 : 7 ){weekday . matrix [ ,w−1] = as . numeric ( counts$dow==w)}
Standard i se time
counts$time . c = ( counts$time − mean( counts$time ) ) / sd ( counts$time )
counts$time2 = counts$time . c∗counts$time . c
counts$Tmean . c = counts$Tmean
counts$Rain . c = counts$Rainavg
Make lagged counts
ca s e s = counts$Salm
counts$Salm . l 1 = NA
counts$Salm . l 1 [ 2 :N] = ca s e s [ 1 : ( N−1)]
Smoothed l a g s
l ag=21
b a s i s . temp . dlnm = c r o s s b a s i s ( counts$Tmean . c , l ag=lag , a rg l ag=l i s t ( fun=’ ns ’ ,
df=3, cen =20))
b a s i s . r a in . dlnm = c r o s s b a s i s ( counts$Rain . c , l ag=lag , a rg l ag=l i s t ( fun=’ ns ’ ,
df=3, cen =3.2))
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b a s i s . temp = b a s i s . temp . dlnm [ 1 :N, ]
b a s i s . r a in = b a s i s . r a in . dlnm [ 1 :N, ]
Count b a s i s
N. b a s i s . temp = ncol ( b a s i s . temp )
N. b a s i s . r a in = ncol ( b a s i s . r a in )
I n i t i a l va lues , Regres s ion
rmodel = glm( Salm ˜ Salm . l 1 + weekday . matrix + phol + time . c + time2 +
qml + b a s i s . r a in + b a s i s . temp , data=counts , family=poisson ( ) )
c o e f f = as . numeric ( coef f ic ients ( rmodel ) )
i n i t s = l i s t (gamma=c o e f f [ 2 : length ( c o e f f ) ] , a lpha=c o e f f [ 1 ] )
n .gamma = length ( i n i t s $gamma)
bugs . data = l i s t (N=N, ca s e s=cases , weekday=weekday . matrix ,
phol=counts$phol , time=counts$time . c , t ime2=counts$time2 ,
b a s i s . temp=as . matrix ( b a s i s . temp ) , b a s i s . r a in=as . matrix ( b a s i s . r a in ) ,
N. b a s i s . temp=N. b a s i s . temp , N. b a s i s . r a in=N. b a s i s . ra in ,
qml=counts$qml , c a s e s . l 1=counts$Salm . l1 , n .gamma=n .gamma, l ag=lag )
print ( s t r ( bugs . data ) )
print ( s t r ( i n i t s ) )
Run winbugs
MCMC = 5000
th in = 3
num. cha ins = 2
model . f i l e = ’JAGSAR. txt ’
parms = c ( ’ alpha ’ , ’gamma ’ )
j a g s = j a g s . model(model . f i l e , data=bugs . data , n . cha ins=num. chains , i n i t s=i n i t s )
update ( jags , n . i t e r=MCMC∗2)
r e s = j a g s . samples ( jags , parms , n . i t e r=MCMC∗thin , th in=th in )
d i c . samples = d i c . samples ( jags , n . i t e r=MCMC∗thin , th in=th in )
parms = ’mu ’
mu. r e s = j a g s . samples ( jags , parms , n . i t e r =(MCMC/5)∗thin , th in=th in )
Save the output
save ( b a s i s . r a in . dlnm , b a s i s . temp . dlnm , n .gamma, MCMC, thin , num. chains ,
res , mu. res , d i c . samples , model . f i l e ,
f i l e=’ JAGSresults . standardAR . RData ’ )
JAGS code for autoregressive regression model
model{
for ( i in 1 : l ag ){
ca s e s [ i ] ˜ dpois (mu[ i ] ) ;
log (mu[ i ] ) <− alpha + inprod ( weekday [ i , 1 : 6 ] , gamma [ 2 : 7 ] ) +
(gamma [ 8 ] ∗phol [ i ] ) + (gamma [ 9 ] ∗time [ i ] ) +
(gamma[ 1 0 ] ∗time2 [ i ] ) + (gamma[ 1 1 ] ∗qml [ i ] ) ; }
for ( i in ( l ag +1):N){
ca s e s [ i ] ˜ dpois (mu[ i ] ) ;
log (mu[ i ] ) <− alpha + (gamma [ 1 ] ∗ ca s e s . l 1 [ i ] ) + inprod ( weekday [ i , 1 : 6 ] ,
gamma [ 2 : 7 ] ) + (gamma [ 8 ] ∗phol [ i ] ) + (gamma [ 9 ] ∗time [ i ] ) +
(gamma[ 1 0 ] ∗time2 [ i ] ) + (gamma[ 1 1 ] ∗qml [ i ] ) +
inprod ( b a s i s . r a in [ i , 1 :N. b a s i s . r a in ] ,
gamma[ 12 : (12+N. b a s i s . ra in −1) ]) +
inprod ( b a s i s . temp [ i , 1 :N. b a s i s . temp ] ,
560 APPENDIX J. METHODOLOGY I: R AND JAGS CODE MODELS
gamma[(12+N. b a s i s . r a in ) : n .gamma ] ) ; }
Pr i o r s
alpha [ 1 ] ˜ dnorm(0 , 0 . 0 0 1 ) ;
for ( k in 1 : n .gamma){gamma[ k ] ˜ dnorm(0 , 0 . 0 0 1 ) ;
}
for ( k in 1 : ( l ag +1)){
gamma. r a in [ k ] <− gamma[ 1 1 ]
gamma. temp [ k ] <− gamma[ 1 2 ]
}
R code for switching model
load ( ’ Example . RData ’ )
l ibrary ( r j a g s )
l ibrary ( dlnm )
Set up the data
N = nrow( counts )
weekday . matrix = matrix (data=0, ncol=6, nrow=N)
for (w in 2 : 7 ){weekday . matrix [ ,w−1] = as . numeric ( counts$dow==w)}
Standard i se time
counts$time . c = ( counts$time − mean( counts$time ) ) / sd ( counts$time )
counts$time2 = counts$time . c∗counts$time . c
Rename
ca s e s = counts$Salm
counts$Tmean . c = counts$Tmean
counts$Rain . c = counts$Rainavg
Smoothed l a g s
l ag=21
b a s i s . temp . dlnm = c r o s s b a s i s ( counts$Tmean . c , l ag=lag ,
a rg l ag=l i s t ( fun=’ ns ’ , df=3, cen =20))
b a s i s . r a in . dlnm = c r o s s b a s i s ( counts$Rain . c , l ag=lag ,
a rg l ag=l i s t ( fun=’ ns ’ , df=3, cen =3.2))
b a s i s . temp = b a s i s . temp . dlnm [ 1 :N, ]
b a s i s . r a in = b a s i s . r a in . dlnm [ 1 :N, ]
Count b a s i s
N. b a s i s . temp = ncol ( b a s i s . temp )
N. b a s i s . r a in = ncol ( b a s i s . r a in )
I n i t i a l va lues , rho
c o l s = cbind ( log ( ca s e s [ 2 :N]+0 .1 ) , log ( ca s e s [ 1 : ( N−1) ]+0.1))
rho . i n i t = cor ( c o l s ) [ 1 , 2 ]
Regres s ion
rmodel = glm( Salm ˜ weekday . matrix + phol + time . c + time2 + qml +
b a s i s . r a in + b a s i s . temp , data=counts , family=poisson ( ) )
print ( coef f ic ients ( rmodel ) )
c o e f f = as . numeric ( coef f ic ients ( rmodel ) )
i n i t s = l i s t ( rho=rho . i n i t , gamma=c o e f f [ 2 : length ( c o e f f ) ] ,
a lpha0=c ( c o e f f [ 1 ] , c o e f f [ 1 ] + 0 . 1 ) , P0=c ( 0 . 5 ,NA) )
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n .gamma = length ( i n i t s $gamma)
Add n .gamma and b a s i s
bugs . data = l i s t (N=N, ca s e s=cases , weekday=weekday . matrix ,
phol=counts$phol , time=counts$time . c , t ime2=counts$time2 ,
b a s i s . temp=as . matrix ( b a s i s . temp ) , b a s i s . r a in=as . matrix ( b a s i s . r a in ) ,
N. b a s i s . temp=N. b a s i s . temp , N. b a s i s . r a in=N. b a s i s . ra in ,
qml=counts$qml , n .gamma=n .gamma, l ag=lag )
print ( s t r ( bugs . data ) )
print ( s t r ( i n i t s ) )
Run winbugs
MCMC = 3000
th in = 3
num. cha ins = 2
model . f i l e = ’ JAGSswitch . txt ’
parms = c ( ’ alpha ’ , ’gamma ’ , ’ rho ’ , ’P . mat ’ )
j a g s = j a g s . model(model . f i l e , data=bugs . data , n . cha ins=num. chains ,
i n i t s=i n i t s )
update ( jags , n . i t e r=MCMC∗2)
r e s = j a g s . samples ( jags , parms , n . i t e r=MCMC∗thin , th in=th in )
d i c . samples = d i c . samples ( jags , n . i t e r=MCMC∗thin , th in=th in )
parms = c ( ’ ep i ’ , ’mu ’ )
mu. r e s = j a g s . samples ( jags , parms , n . i t e r =(MCMC/5)∗thin , th in=th in )
o u t f i l e = ’ JAGSresults . sw i t ch ing . RData ’
save ( b a s i s . r a in . dlnm , b a s i s . temp . dlnm , n .gamma, MCMC, thin ,
num. chains , res , mu. res , d i c . samples , model . f i l e , f i l e=o u t f i l e )
JAGS code for lagged switching model
model{
for ( i in 1 : l ag ) {
ca s e s [ i ] ˜ dpois (mu[ i ] ) ;
log (mu[ i ] ) <− ( alpha [ 1 ] ∗ equa l s ( ep i [ i ] , 1 ) ) +
( alpha [ 2 ] ∗ equa l s ( ep i [ i ] , 2 ) )
+ inprod ( weekday [ i , 1 : 6 ] , gamma [ 1 : 6 ] ) +
(gamma [ 7 ] ∗phol [ i ] ) +
(gamma [ 8 ] ∗time [ i ] ) + (gamma [ 9 ] ∗time2 [ i ] ) + (gamma[ 1 0 ] ∗qml [ i ] ) ;
}
for ( i in ( l ag +1):N){
ca s e s [ i ] ˜ dpois (mu[ i ] ) ;
log (mu[ i ] ) <− common [ i ] + ( r e g r e s s i o n [ i ] ∗ equa l s ( ep i [ i ] , 1 ) ) +
( epidemic [ i ] ∗ equa l s ( ep i [ i ] , 2 ) )
common [ i ] <− inprod ( weekday [ i , 1 : 6 ] , gamma [ 1 : 6 ] ) +
(gamma [ 7 ] ∗phol [ i ] ) + (gamma [ 8 ] ∗time [ i ] ) +
(gamma [ 9 ] ∗time2 [ i ] ) + (gamma[ 1 0 ] ∗qml [ i ] ) ;
r e g r e s s i o n [ i ] <− alpha [ 1 ] +
inprod ( b a s i s . r a in [ i , 1 :N. b a s i s . r a in ] ,
gamma[ 11 : (11+N. b a s i s . ra in −1) ]) +
inprod ( b a s i s . temp [ i , 1 :N. b a s i s . temp ] ,
gamma[(11+N. b a s i s . r a in ) : n .gamma] )
epidemic [ i ] <− alpha [ 2 ] + ( rho ∗ ca s e s [ i −1 ] ) ;
}
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for ( k in 1 : 2 ){
alpha0 [ k ] ˜ dnorm(0 , 0 . 0 0 1 ) ;
}
alpha [ 1 : 2 ] <− sort ( alpha0 )
rho ˜ dunif (−1 , 1)
for ( k in 1 : n .gamma){
gamma[ k ] ˜ dnorm(0 , 0 . 0 0 1 ) ;
}
Two−s t a t e Markov
P0 [ 1 ] ˜ dbeta ( 0 . 5 , 0 . 5 )
P0 [ 2 ] <− 1−P0 [ 1 ]
P .mat [ 1 , 2 ]<− 1−P.mat [ 1 , 1 ]
P .mat [ 2 , 1 ]<− 1−P.mat [ 2 , 2 ]
P .mat [ 1 , 1 ] ˜ dbeta ( 0 . 5 , 0 . 5 )
P.mat [ 2 , 2 ] ˜ dbeta ( 0 . 5 , 0 . 5 )
ep i [ 1 ] ˜ dcat (P0 [ 1 : 2 ] )
for ( i in 2 :N) {
ep i [ i ] ˜ dcat (P.mat [ ep i [ i −1] , 1 : 2 ] )
}
}
Appendix K
Microsimulation: Time and memory
required for microsimulation models
Table K.1 details the time and memory required to run one simulation per scenario for each region. The
figures presented are the mean, minimum and maximum CPU and wall hours the simulation took to run,
the gigabytes of memory required and the number of cores across which the simulation was processed in
parallel. The CPU hours is the total time all cores spent processing the simulation, while wall hours is the
real time required. Each disease had similar time and memory requirements, as did the low and high
climate scenarios. The key cause of the greater requirements of the climate change scenarios is the use of a
loop in the function specifying the disease transition probabilities in the climate change scenarios which
requires more resources than the same function in the no-change scenario which does not use a loop.
Table K.1: Mean and range of CPU and wall hours, gigabytes of memory and cores required to run one
simulation per climate scenario by region
Region Baseline
Wall hours CPU hours Memory (GB) Cores
South-East Queensland 16.2 (13, 18) 83.6 (72, 94) 3.8 (3.7, 3.9) 16
Townsville–Thuringowa 11.4 (10, 13) 73.8 (70, 77) 3.7 (3.6, 3.8) 16
Maranoa and District 1.6 (1.5, 1.8) 12.4 (12, 14) 1.1 (1.07, 1.08) 12
Far North Qld 12.6 (10, 14.5) 77.0 (64, 93) 3.7 (3.6, 3.8) 16
South West Qld 0.5 (0.5, 0.5) 3.2 (2.9, 3.4) 0.6 (0.6, 0.6) 8
Central West Qld 0.8 (0.8, 1.0) 4.7 (4.0, 5.9) 0.6 (0.6, 0.6) 8
Central Qld 9.7 (8.4, 11.5) 62.4 (57.3, 70.5) 3.3 (3.2, 3.4) 16
Cape York 1.0 (0.9, 1.0) 8.7 (7.4, 9.3) 0.9 (0.9, 0.9) 12
Mackay–Whitsundays 6.8 (6.4, 7.2) 50.0 (49.1, 51.5) 3.0 (2.9, 3.0) 16
Eastern Downs 7.3 (5.5, 8.5) 50.9 (45.0, 54.4) 3.2 (3.1, 3.3) 16
Wide Bay–Burnett 17.3 (13.0, 21.0) 92.9 (80.0, 100.3) 4.6 (4.5, 4.7) 16
Gulf region 0.5 (0.5, 0.5) 3.0 (2.8, 3.5) 0.6 (0.6, 0.6) 8
North West Qld 1.5 (1.5, 1.5) 12.6 (12.5, 12.8) 1.1 (1.1, 1.1) 12
Region Climate change
South-East Queensland 29.3 (25.3, 39.4) 320.4 (297.8, 386.8) 4.4 (4.3, 4.4) 20
Townsville–Thuringowa 33.7 (24.9, 36.9) 318.5 (239.0, 386.2) 3.7 (3.7, 3.7) 16
Maranoa and District 3.6 (3.0, 3.9) 43.3 (40.3, 50.6) 1.4 (1.4, 1.4) 16
Far North Qld 32.8 (30.4, 35.2) 316.4 (307.6, 325.3) 3.7 (3.7, 3.7) 16
South West Qld 1.4 (1.0, 1.9) 9.7 (8.5, 12.8) 0.8 (0.8, 0.8) 12
Central West Qld 2.0 (1.8, 2.6) 18.0 (16.6, 19.0) 0.8 (0.8, 0.8) 12
Central Qld 26.9 (18.9, 32.4) 270.9 (221.1, 291.1) 3.6 (3.4, 3.9) 20
Cape York 3.7 (3.3, 4.0) 37.6 (28.8, 47.9) 0.9 (0.9, 0.9) 12
Mackay–Whitsundays 19.3 (14.2, 24.5) 205.5 (177.0, 233.9) 3.3 (3.0, 3.6) 18
Eastern Downs 16.7 (12.2, 19.6) 195.3 (160.6, 213.5) 3.6 (3.2, 3.9) 16
Wide Bay–Burnett 40.0 (29.2, 38.8) 345.5 (305.4, 385.6) 5.5 (5.5, 5.5) 20
Gulf region 1.5 (1.5, 1.5) 9.7 (9.5, 10.0) 0.8 (0.8, 0.8) 12
North West Qld 3.8 (3.6, 4.0) 39.7 (38.1, 41.5) 1.4 (1.3, 1.4) 16
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Appendix L
Example microsimulation model
source code
This appendix contains the annotated R code to run a microsimulation which models the effect of high
climate change on the incidence of salmonellosis and its sequelae between 2008 and 2036, based on the
association between salmonellosis and climate change and the projected climate changes for Central
Queensland.
l ibrary ( MicSim , ” 1 . 0 . 1 2 ” )
l ibrary ( chron )
l ibrary ( s n o w f a l l )
l ibrary ( snow )
l ibrary ( r l e c u y e r )
l ibrary (doBy)
# Creat ing convertToWide f u n c t i o n
convertToWideFormat <− function ( pop ){
giveSeq <− function (nu){
return ( 1 : nu )
}
popTemp <− pop
ns <− data . frame ( table (popTemp$ID ) , s t r i ng sAsFac to r s=FALSE)
ns <− ns [ order ( as . numeric ( as . character ( ns [ , 1 ] ) ) ) , ]
colnames ( ns ) <− c ( ”ID” , ”ns” )
popTemp <− merge(popTemp , ns , by=”ID” )
popTemp <− popTemp [ order ( as . numeric (popTemp [ , c ( ”ID” ) ] ) ) , ]
nsU <− popTemp$ns [ which( ! duplicated (popTemp [ , ”ID” ] ) ) ]
popTemp$Episode <− unlist ( sapply (nsU , g iveSeq ) )
popTemp <− popTemp [ , c ( ”ID” , ” birthDate ” , ” i n i t S t a t e ” , ”ns” , ” Episode ” ,
”From” , ”To” , ” t rans i t i onTime ” , ” t rans i t i onAge ” ) ]
popWide <− reshape (popTemp , timevar = ” Episode ” , idvar = ”ID” ,
d i r e c t i o n = ”wide” , v .names=c ( ”From” , ”To” ,
” t rans i t i onTime ” , ” t rans i t i onAge ” ) )
popWide$ns [ which( i s . na( popWide$ t rans i t i onTime1 ) ) ] <− 0
return ( popWide )
}
# Set s i m u l a t i o n per iod
simHorizon <− setSimHorizon ( s tar tDate=”01/01/2008” , endDate=”31/12/2036” )
maxAge <− 120
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sex <− c ( ”m” , ” f ” )
f e r t <− c ( ”0” , ”1+” )
# Define the h e a l t h s t a t e s through which i n d i v i d u a l s t r a n s i t i o n ; here salmH
# denotes r e t u r n i n g to h e a l t h y a f t e r acute s a l m o n e l l o s i s , salmhosp i s a
# h o s p i t a l i s e d case o f s a l m o n e l l o s i s , and salmR and salmI i n d i c a t e the
# i n d i v i d u a l w i l l t r a n s i t i o n to having r e a c t i v e a r t h r i t i s or i r r i t a b l e
# bowel syndrome a f t e r s a l m o n e l l o s i s
hea l th <− c ( ” hea l thy ” , ”salmH” , ” salmhosp” , ”salmR” , ” salmI ” , ” recovery ” ,
” i b s ” , ” rea ” )
s tateSpace <− expand . grid ( sex=sex , f e r t=f e r t , hea l th=hea l th )
absState s <− c ( ”dead” , ” r e s t ” )
# D e f i n i t i o n o f an i n i t i a l p o p u l a t i o n
# There are two opt ions , a ) Use a randomly−generated p o p u l a t i o n
N = 200
in i tBirthDatesRange <− chron ( dates=c ( ”31/12/1930” , ”31/12/2007” ) ,
format=c ( dates=”d/m/Y” ) , out . format=c ( dates=”d/m/year ” ) )
b i r thDates <− dates ( in i tBirthDatesRange [ 1 ] + runif (N, min=0,
max=d i f f ( in i tBirthDatesRange ) ) )
getRandIn i tState <− function ( b irthDate ){ # r e t a i n t h i s f u n c t i o n even i f not
# us ing a random pop ; i t ’ s r e q u i r e d f o r a randomly generated
# immigrant p o p u l a t i o n
age <− trunc ( as . numeric ( simHorizon [ 1 ] − birthDate )/365 .25)
s1 <− sample ( sex , 1)
s2 <− i f e l s e ( age<=18, f e r t [ 1 ] , sample ( f e r t , 1 ) )
s3 <− ” hea l thy ”
i n i t S t a t e <− paste ( c ( s1 , s2 , s3 ) , c o l l a p s e=”/” )
return ( i n i t S t a t e )
}
in i tPop <− data . frame ( ID=1:N, birthDate=birthDates ,
i n i t S t a t e=sapply ( birthDates , getRandIn i tState ) )
# b ) or read in a base p o p u l a t i o n f i l e d e t a i l i n g each i n d i v i d u a l s ’ ID ,
# b i r t h d a t e , sex , age and s t a r t i n g h e a l t h s t a t e
# I n i t i a l popu la t ion , read from f i l e , s t r i n g s read in as c h a r a c t e r s
in i tPop = read . csv ( ”<f i l ename>” , sep=’ , ’ , header=TRUE, s t r ing sAsFac to r s=FALSE)
# conver t c h a r a c t e r format o f b i r t h D a t e to chron
in i tPop <− transform ( initPop , birthDate = dates ( chron ( birthDate ,
format = c ( dates = ”d/month/Y” ) , out . format = c ( dates=”d/m/year ” ) ) ) )
# Randomly g e n e r a t e s the d e t a i l s o f immigrants e n t e r i n g the p o p u l a t i o n
M = 355371
immigrDatesRange <− as . numeric ( simHorizon )
immigrDates <− dates ( chron ( immigrDatesRange [ 1 ] + runif (M, min=0,
max=d i f f ( immigrDatesRange ) ) ,
format=c ( dates=”d/m/Y” , t imes=”h :m: s ” ) ,
out . format=c ( dates=”d/m/year ” , t imes=”h :m: s ” ) ) )
immigrAges <− runif (M, min=0∗365 .25 , max=85∗365 .25)
immigrBirthDates <− dates ( chron ( as . numeric ( immigrDates ) − immigrAges ,
format=c ( dates=”d/m/Y” , t imes=”h :m: s ” ) ,
out . format=c ( dates=”d/m/year ” , t imes=”h :m: s ” ) ) )
IDmig <− max( as . numeric ( in i tPop [ , ”ID” ] ) ) + ( 1 :M)
immigrPop <− data . frame ( ID = IDmig , immigrDate = immigrDates ,
b i rthDate=immigrBirthDates ,
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immigr In i tState=sapply ( immigrBirthDates , getRandIn i tState ) )
# D e f i n i t i o n o f i n i t i a l s t a t e s f o r newborns
i n i t S t a t e s <− rbind ( c ( ”m” , ”0” , ” hea l thy ” ) , c ( ” f ” , ”0” , ” hea l thy ” ) )
# D e f i n i t i o n o f r e l a t e d occurrence p r o b a b i l i t i e s
i n i t S t a t e s P r o b <− c ( 0 . 5 1 4 , 0 . 486 ) # p r o b a b i l i t y o f boy born vs g i r l
# D e f i n i t i o n o f ( p o s s i b l e ) t r a n s i t i o n r a t e s ( t h a t vary a long age , ca lendar time ,
# and durat ion ) . BEWARE: Each f u n c t i o n t h a t d e s c r i b e s t r a n s i t i o n r a t e s has
# to f e a t u r e at l e a s t age ( in years ) as input parameter . A d d i t i o n a l l y , calTime
# ( in years ) and durat ion ( in years ) might en t er the f u n c t i o n .
f e r t 1Rat e s <− function ( age , calTime , durat ion ){ # p a r i t y 1
b <− i f e l s e ( calTime<=2025, 2 . 9 , 3 . 9 )
c <− i f e l s e ( calTime<=2025, 25 , 26)
ra t e <− (b/c )∗ ( c/age )ˆ(3/2)∗exp(−bˆ2∗ ( c/age+age/c−2))
ra t e [ age<=15 | age>=45] <− 0
return ( r a t e )}
f e r t 2Rat e s <− function ( age , calTime , durat ion ){ # p a r i t y 2+
b <− i f e l s e ( calTime<=2025, 2 . 8 , 3 . 8 )
c <− i f e l s e ( calTime<=2025, 27 , 28)
ra t e <− (b/c )∗ ( c/age )ˆ(3/2)∗exp(−bˆ2∗ ( c/age+age/c−2))
ra t e [ age<=15 | age>=45 | duration <0.75] <− 0
return ( r a t e )}
# S a l m o n e l l o s i s model
# Heal thy to s a l m o n e l l o s i s−h e a l t h y pathways
# Ins tantaneous p r o b a b i l i t y o f a h e a l t h y female t r a n s i t i o n i n g to s a l m o n e l l o s i s
# by e f f e c t o f c l i m a t e each year in s i m u l a t i o n per iod and by age
# Matrix o f p r o b a b i l i t i e s o f t r a n s i t i o n under the e f f e c t o f c l i m a t e change
# by year between 2007 and 2065
F. salmH . matrix = matrix ( c (0 .014409290 , 0 .014409290 , 0 .014409290 , 0 .014487557 ,
0 .014565831 , 0 .014644110 , 0 .014722395 , 0 .014800687 , 0 .014878985 , 0 .014957289 ,
0 .015035599 , 0 .015113915 , 0 .015192237 , 0 .015270565 , 0 .015348900 , 0 .015427241 ,
0 .015505587 , 0 .015583940 , 0 .015662300 , 0 .015740665 , 0 .015819036 , 0 .015897414 ,
0 .015975797 , 0 .016054187 , 0 .016098192 , 0 .016142199 , 0 .016186208 , 0 .016230219 ,
0 .016274232 , 0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 ,
0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 ,
0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 ,
0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 ,
0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 , 0 .016318246 ,
0 .016318246 ,
0 .002190751 , 0 .002190751 , 0 .002190751 , 0 .002202578 , 0 .002214404 , 0 .002226231 ,
0 .002238058 , 0 .002249885 , 0 .002261712 , 0 .002273540 , 0 .002285367 , 0 .002297195 ,
0 .002309023 , 0 .002320851 , 0 .002332679 , 0 .002344507 , 0 .002356336 , 0 .002368164 ,
0 .002379993 , 0 .002391821 , 0 .002403650 , 0 .002415480 , 0 .002427309 , 0 .002439138 ,
0 .002445778 , 0 .002452419 , 0 .002459059 , 0 .002465699 , 0 .002472340 , 0 .002478980 ,
0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 ,
0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 ,
0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 ,
0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 ,
0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 , 0 .002478980 ,
0 .000872949 , 0 .000872949 , 0 .000872949 , 0 .000877659 , 0 .000882368 , 0 .000887078 ,
0 .000891787 , 0 .000896497 , 0 .000901206 , 0 .000905916 , 0 .000910625 , 0 .000915335 ,
0 .000920044 , 0 .000924754 , 0 .000929464 , 0 .000934173 , 0 .000938883 , 0 .000943593 ,
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0 .000948303 , 0 .000953012 , 0 .000957722 , 0 .000962432 , 0 .000967142 , 0 .000971852 ,
0 .000974495 , 0 .000977139 , 0 .000979783 , 0 .000982427 , 0 .000985071 , 0 .000987714 ,
0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 ,
0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 ,
0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 ,
0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 ,
0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 , 0 .000987714 ,
0 .000646149 , 0 .000646149 , 0 .000646149 , 0 .000649635 , 0 .000653120 , 0 .000656606 ,
0 .000660091 , 0 .000663577 , 0 .000667062 , 0 .000670548 , 0 .000674033 , 0 .000677519 ,
0 .000681004 , 0 .000684490 , 0 .000687976 , 0 .000691461 , 0 .000694947 , 0 .000698433 ,
0 .000701918 , 0 .000705404 , 0 .000708889 , 0 .000712375 , 0 .000715861 , 0 .000719347 ,
0 .000721303 , 0 .000723260 , 0 .000725216 , 0 .000727173 , 0 .000729130 , 0 .000731086 ,
0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 ,
0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 ,
0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 ,
0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 ,
0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 , 0 .000731086 ,
0 .000682396 , 0 .000682396 , 0 .000682396 , 0 .000686077 , 0 .000689758 , 0 .000693439 ,
0 .000697120 , 0 .000700801 , 0 .000704482 , 0 .000708163 , 0 .000711844 , 0 .000715526 ,
0 .000719207 , 0 .000722888 , 0 .000726569 , 0 .000730250 , 0 .000733932 , 0 .000737613 ,
0 .000741294 , 0 .000744975 , 0 .000748657 , 0 .000752338 , 0 .000756019 , 0 .000759701 ,
0 .000761767 , 0 .000763834 , 0 .000765900 , 0 .000767966 , 0 .000770033 , 0 .000772099 ,
0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 ,
0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 ,
0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 ,
0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 ,
0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 , 0 .000772099 ,
0 .001022916 , 0 .001022916 , 0 .001022916 , 0 .001028434 , 0 .001033953 , 0 .001039472 ,
0 .001044991 , 0 .001050510 , 0 .001056029 , 0 .001061548 , 0 .001067067 , 0 .001072586 ,
0 .001078106 , 0 .001083625 , 0 .001089144 , 0 .001094663 , 0 .001100182 , 0 .001105702 ,
0 .001111221 , 0 .001116740 , 0 .001122260 , 0 .001127779 , 0 .001133299 , 0 .001138818 ,
0 .001141916 , 0 .001145015 , 0 .001148113 , 0 .001151211 , 0 .001154309 , 0 .001157408 ,
0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 ,
0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 ,
0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 ,
0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 ,
0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 , 0 .001157408 ,
0 .001041683 , 0 .001041683 , 0 .001041683 , 0 .001047303 , 0 .001052923 , 0 .001058544 ,
0 .001064164 , 0 .001069784 , 0 .001075404 , 0 .001081025 , 0 .001086645 , 0 .001092266 ,
0 .001097886 , 0 .001103507 , 0 .001109127 , 0 .001114748 , 0 .001120368 , 0 .001125989 ,
0 .001131610 , 0 .001137230 , 0 .001142851 , 0 .001148472 , 0 .001154092 , 0 .001159713 ,
0 .001162868 , 0 .001166023 , 0 .001169179 , 0 .001172334 , 0 .001175489 , 0 .001178644 ,
0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 ,
0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 ,
0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 ,
0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 ,
0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 , 0 .001178644 ,
0 .001857820 , 0 .001857820 , 0 .001857820 , 0 .001867848 , 0 .001877876 , 0 .001887903 ,
0 .001897931 , 0 .001907959 , 0 .001917987 , 0 .001928016 , 0 .001938044 , 0 .001948072 ,
0 .001958101 , 0 .001968129 , 0 .001978158 , 0 .001988187 , 0 .001998216 , 0 .002008245 ,
0 .002018274 , 0 .002028303 , 0 .002038332 , 0 .002048362 , 0 .002058391 , 0 .002068421 ,
0 .002074051 , 0 .002079681 , 0 .002085311 , 0 .002090941 , 0 .002096571 , 0 .002102201 ,
0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 ,
0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 ,
0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 ,
0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 ,
568 APPENDIX L. EXAMPLE MICROSIMULATION MODEL SOURCE CODE
0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 , 0 .002102201 ,
0 .002335026 , 0 .002335026 , 0 .002335026 , 0 .002347632 , 0 .002360238 , 0 .002372845 ,
0 .002385452 , 0 .002398059 , 0 .002410666 , 0 .002423273 , 0 .002435881 , 0 .002448488 ,
0 .002461096 , 0 .002473704 , 0 .002486312 , 0 .002498920 , 0 .002511529 , 0 .002524137 ,
0 .002536746 , 0 .002549355 , 0 .002561964 , 0 .002574573 , 0 .002587182 , 0 .002599792 ,
0 .002606870 , 0 .002613948 , 0 .002621026 , 0 .002628105 , 0 .002635183 , 0 .002642261 ,
0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 ,
0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 ,
0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 ,
0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 ,
0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261 , 0 .002642261) ,
nrow=59, ncol=9)
colnames (F . salmH . matrix ) = c ( ’ 4 ’ , ’ 9 ’ , ’ 19 ’ , ’ 29 ’ , ’ 39 ’ , ’ 49 ’ ,
’ 59 ’ , ’ 69 ’ , ’ 120 ’ ) # upper age bounds
s r c . age = 0:120
tg t . age = cumsum(0 : 120 %in% ( as . numeric (colnames (F . salmH . matrix ))+1)) + 1
row .names(F . salmH . matrix ) = as . character (2007 :2065)
s r c . year = 2007:2065
tg t . year = as . numeric ( as . factor ( s r c . year ) )
healthy2salmHf <− function ( age , calTime , durat ion ){
age . index = recodeVar ( f loor ( age ) , s r c=s r c . age , tg t=tgt . age )
year . index = recodeVar ( f loor ( calTime ) , s r c=s r c . year , t g t=tgt . year )
ra t e = NULL
for ( k in 1 : length ( age . index ) ){
r a t e = c ( rate , F . salmH . matrix [ year . index [ [ k ] ] , age . index [ [ k ] ] ] )
}
return ( as . matrix ( r a t e ) )}
M. salmH . matrix = matrix ( c (0 .018980524 , 0 .018980524 , 0 .018980524 , 0 .019083859 ,
0 .019187204 , 0 .019290560 , 0 .019393927 , 0 .019497304 , 0 .019600692 , 0 .019704091 ,
0 .019807500 , 0 .019910920 , 0 .020014351 , 0 .020117793 , 0 .020221245 , 0 .020324708 ,
0 .020428181 , 0 .020531666 , 0 .020635161 , 0 .020738666 , 0 .020842183 , 0 .020945710 ,
0 .021049248 , 0 .021152796 , 0 .021210926 , 0 .021269058 , 0 .021327195 , 0 .021385334 ,
0 .021443477 , 0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 ,
0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 ,
0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 ,
0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 ,
0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 , 0 .021501623 ,
0 .021501623 ,
0 .002202012 , 0 .002202012 , 0 .002202012 , 0 .002213899 , 0 .002225787 , 0 .002237674 ,
0 .002249562 , 0 .002261450 , 0 .002273338 , 0 .002285227 , 0 .002297115 , 0 .002309004 ,
0 .002320892 , 0 .002332781 , 0 .002344670 , 0 .002356559 , 0 .002368448 , 0 .002380338 ,
0 .002392227 , 0 .002404117 , 0 .002416007 , 0 .002427897 , 0 .002439787 , 0 .002451677 ,
0 .002458352 , 0 .002465026 , 0 .002471701 , 0 .002478375 , 0 .002485050 , 0 .002491724 ,
0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 ,
0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 ,
0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 ,
0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 ,
0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 , 0 .002491724 ,
0 .001413444 , 0 .001413444 , 0 .001413444 , 0 .001421072 , 0 .001428699 , 0 .001436326 ,
0 .001443954 , 0 .001451582 , 0 .001459209 , 0 .001466837 , 0 .001474465 , 0 .001482093 ,
0 .001489720 , 0 .001497348 , 0 .001504976 , 0 .001512604 , 0 .001520233 , 0 .001527861 ,
0 .001535489 , 0 .001543117 , 0 .001550746 , 0 .001558374 , 0 .001566002 , 0 .001573631 ,
0 .001577913 , 0 .001582195 , 0 .001586477 , 0 .001590760 , 0 .001595042 , 0 .001599324 ,
0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 ,
569
0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 ,
0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 ,
0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 ,
0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 , 0 .001599324 ,
0 .001392833 , 0 .001392833 , 0 .001392833 , 0 .001400349 , 0 .001407866 , 0 .001415382 ,
0 .001422898 , 0 .001430414 , 0 .001437931 , 0 .001445447 , 0 .001452963 , 0 .001460480 ,
0 .001467997 , 0 .001475513 , 0 .001483030 , 0 .001490547 , 0 .001498063 , 0 .001505580 ,
0 .001513097 , 0 .001520614 , 0 .001528131 , 0 .001535648 , 0 .001543165 , 0 .001550683 ,
0 .001554902 , 0 .001559122 , 0 .001563341 , 0 .001567561 , 0 .001571781 , 0 .001576001 ,
0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 ,
0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 ,
0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 ,
0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 ,
0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 , 0 .001576001 ,
0 .000902811 , 0 .000902811 , 0 .000902811 , 0 .000907681 , 0 .000912552 , 0 .000917423 ,
0 .000922293 , 0 .000927164 , 0 .000932035 , 0 .000936905 , 0 .000941776 , 0 .000946647 ,
0 .000951518 , 0 .000956389 , 0 .000961259 , 0 .000966130 , 0 .000971001 , 0 .000975872 ,
0 .000980743 , 0 .000985614 , 0 .000990485 , 0 .000995356 , 0 .001000227 , 0 .001005098 ,
0 .001007832 , 0 .001010567 , 0 .001013301 , 0 .001016035 , 0 .001018770 , 0 .001021504 ,
0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 ,
0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 ,
0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 ,
0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 ,
0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 , 0 .001021504 ,
0 .001119702 , 0 .001119702 , 0 .001119702 , 0 .001125743 , 0 .001131785 , 0 .001137826 ,
0 .001143868 , 0 .001149909 , 0 .001155951 , 0 .001161992 , 0 .001168034 , 0 .001174075 ,
0 .001180117 , 0 .001186159 , 0 .001192201 , 0 .001198242 , 0 .001204284 , 0 .001210326 ,
0 .001216368 , 0 .001222410 , 0 .001228452 , 0 .001234494 , 0 .001240536 , 0 .001246578 ,
0 .001249970 , 0 .001253361 , 0 .001256753 , 0 .001260144 , 0 .001263536 , 0 .001266928 ,
0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 ,
0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 ,
0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 ,
0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 ,
0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 , 0 .001266928 ,
0 .001511148 , 0 .001511148 , 0 .001511148 , 0 .001519303 , 0 .001527458 , 0 .001535613 ,
0 .001543768 , 0 .001551924 , 0 .001560079 , 0 .001568234 , 0 .001576390 , 0 .001584545 ,
0 .001592701 , 0 .001600857 , 0 .001609012 , 0 .001617168 , 0 .001625324 , 0 .001633480 ,
0 .001641636 , 0 .001649792 , 0 .001657948 , 0 .001666104 , 0 .001674261 , 0 .001682417 ,
0 .001686995 , 0 .001691574 , 0 .001696152 , 0 .001700731 , 0 .001705309 , 0 .001709888 ,
0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 ,
0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 ,
0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 ,
0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 ,
0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 , 0 .001709888 ,
0 .002029295 , 0 .002029295 , 0 .002029295 , 0 .002040250 , 0 .002051204 , 0 .002062158 ,
0 .002073112 , 0 .002084067 , 0 .002095022 , 0 .002105976 , 0 .002116931 , 0 .002127886 ,
0 .002138842 , 0 .002149797 , 0 .002160752 , 0 .002171708 , 0 .002182663 , 0 .002193619 ,
0 .002204575 , 0 .002215531 , 0 .002226487 , 0 .002237443 , 0 .002248400 , 0 .002259356 ,
0 .002265506 , 0 .002271657 , 0 .002277807 , 0 .002283957 , 0 .002290108 , 0 .002296258 ,
0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 ,
0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 ,
0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 ,
0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 ,
0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 , 0 .002296258 ,
0 .001870595 , 0 .001870595 , 0 .001870595 , 0 .001880692 , 0 .001890788 , 0 .001900885 ,
0 .001910982 , 0 .001921079 , 0 .001931176 , 0 .001941274 , 0 .001951371 , 0 .001961468 ,
570 APPENDIX L. EXAMPLE MICROSIMULATION MODEL SOURCE CODE
0 .001971566 , 0 .001981663 , 0 .001991761 , 0 .002001859 , 0 .002011957 , 0 .002022055 ,
0 .002032153 , 0 .002042251 , 0 .002052350 , 0 .002062448 , 0 .002072547 , 0 .002082645 ,
0 .002088314 , 0 .002093983 , 0 .002099651 , 0 .002105320 , 0 .002110989 , 0 .002116658 ,
0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 ,
0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 ,
0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 ,
0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 ,
0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658 , 0 .002116658) ,
nrow=59, ncol=9)
colnames (M. salmH . matrix ) = c ( ’ 4 ’ , ’ 9 ’ , ’ 19 ’ , ’ 29 ’ , ’ 39 ’ ,
’ 49 ’ , ’ 59 ’ , ’ 69 ’ , ’ 120 ’ ) # upper age bounds
s r c . age = 0:120
tg t . age = cumsum(0 : 120 %in% ( as . numeric (colnames (M. salmH . matrix ))+1)) + 1
row .names(M. salmH . matrix ) = as . character (2007 :2065)
s r c . year = 2007:2065
tg t . year = as . numeric ( as . factor ( s r c . year ) )
healthy2salmHm <− function ( age , calTime , durat ion ){
age . index = recodeVar ( f loor ( age ) , s r c=s r c . age , tg t=tgt . age )
year . index = recodeVar ( f loor ( calTime ) , s r c=s r c . year , t g t=tgt . year )
ra t e = NULL
for ( k in 1 : length ( age . index ) ){
r a t e = c ( rate , M. salmH . matrix [ year . index [ [ k ] ] , age . index [ [ k ] ] ] )
}
return ( as . matrix ( r a t e ) )}
# Heal thy to h o s p i t a l i s a t i o n f o r s a l m o n e l l o s i s
F. salmhosp . matrix = matrix ( c (0 .000351924 , 0 .000351924 , 0 .000351924 ,
0 .000353822 , 0 .000355720 , 0 .000357618 , 0 .000359516 , 0 .000361414 , 0 .000363313 ,
0 .000365211 , 0 .000367109 , 0 .000369007 , 0 .000370905 , 0 .000372803 , 0 .000374701 ,
0 .000376599 , 0 .000378497 , 0 .000380396 , 0 .000382294 , 0 .000384192 , 0 .000386090 ,
0 .000387988 , 0 .000389886 , 0 .000391784 , 0 .000392850 , 0 .000393915 , 0 .000394981 ,
0 .000396046 , 0 .000397112 , 0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 ,
0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 ,
0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 ,
0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 ,
0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 , 0 .000398177 ,
0 .000398177 , 0 .000398177 ,
0 .000054091 , 0 .000054091 , 0 .000054091 , 0 .000054383 , 0 .000054674 , 0 .000054966 ,
0 .000055258 , 0 .000055550 , 0 .000055841 , 0 .000056133 , 0 .000056425 , 0 .000056716 ,
0 .000057008 , 0 .000057300 , 0 .000057591 , 0 .000057883 , 0 .000058175 , 0 .000058466 ,
0 .000058758 , 0 .000059050 , 0 .000059342 , 0 .000059633 , 0 .000059925 , 0 .000060217 ,
0 .000060380 , 0 .000060544 , 0 .000060708 , 0 .000060872 , 0 .000061035 , 0 .000061199 ,
0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 ,
0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 ,
0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 ,
0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 ,
0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 , 0 .000061199 ,
0 .000021568 , 0 .000021568 , 0 .000021568 , 0 .000021684 , 0 .000021800 , 0 .000021916 ,
0 .000022033 , 0 .000022149 , 0 .000022265 , 0 .000022382 , 0 .000022498 , 0 .000022614 ,
0 .000022731 , 0 .000022847 , 0 .000022963 , 0 .000023080 , 0 .000023196 , 0 .000023312 ,
0 .000023428 , 0 .000023545 , 0 .000023661 , 0 .000023777 , 0 .000023894 , 0 .000024010 ,
0 .000024075 , 0 .000024140 , 0 .000024206 , 0 .000024271 , 0 .000024336 , 0 .000024402 ,
0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 ,
0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 ,
571
0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 ,
0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 ,
0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 , 0 .000024402 ,
0 .000026950 , 0 .000026950 , 0 .000026950 , 0 .000027095 , 0 .000027241 , 0 .000027386 ,
0 .000027531 , 0 .000027677 , 0 .000027822 , 0 .000027967 , 0 .000028113 , 0 .000028258 ,
0 .000028403 , 0 .000028549 , 0 .000028694 , 0 .000028839 , 0 .000028985 , 0 .000029130 ,
0 .000029275 , 0 .000029421 , 0 .000029566 , 0 .000029711 , 0 .000029857 , 0 .000030002 ,
0 .000030083 , 0 .000030165 , 0 .000030247 , 0 .000030328 , 0 .000030410 , 0 .000030491 ,
0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 ,
0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 ,
0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 ,
0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 ,
0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 , 0 .000030491 ,
0 .000022735 , 0 .000022735 , 0 .000022735 , 0 .000022858 , 0 .000022980 , 0 .000023103 ,
0 .000023225 , 0 .000023348 , 0 .000023471 , 0 .000023593 , 0 .000023716 , 0 .000023838 ,
0 .000023961 , 0 .000024084 , 0 .000024206 , 0 .000024329 , 0 .000024451 , 0 .000024574 ,
0 .000024697 , 0 .000024819 , 0 .000024942 , 0 .000025064 , 0 .000025187 , 0 .000025310 ,
0 .000025378 , 0 .000025447 , 0 .000025516 , 0 .000025585 , 0 .000025654 , 0 .000025723 ,
0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 ,
0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 ,
0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 ,
0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 ,
0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 , 0 .000025723 ,
0 .000028363 , 0 .000028363 , 0 .000028363 , 0 .000028516 , 0 .000028669 , 0 .000028822 ,
0 .000028975 , 0 .000029128 , 0 .000029281 , 0 .000029434 , 0 .000029586 , 0 .000029739 ,
0 .000029892 , 0 .000030045 , 0 .000030198 , 0 .000030351 , 0 .000030504 , 0 .000030657 ,
0 .000030810 , 0 .000030963 , 0 .000031116 , 0 .000031269 , 0 .000031422 , 0 .000031575 ,
0 .000031661 , 0 .000031746 , 0 .000031832 , 0 .000031918 , 0 .000032004 , 0 .000032090 ,
0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 ,
0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 ,
0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 ,
0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 ,
0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 , 0 .000032090 ,
0 .000028883 , 0 .000028883 , 0 .000028883 , 0 .000029039 , 0 .000029194 , 0 .000029350 ,
0 .000029506 , 0 .000029662 , 0 .000029817 , 0 .000029973 , 0 .000030129 , 0 .000030285 ,
0 .000030441 , 0 .000030596 , 0 .000030752 , 0 .000030908 , 0 .000031064 , 0 .000031219 ,
0 .000031375 , 0 .000031531 , 0 .000031687 , 0 .000031842 , 0 .000031998 , 0 .000032154 ,
0 .000032241 , 0 .000032329 , 0 .000032416 , 0 .000032504 , 0 .000032591 , 0 .000032678 ,
0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 ,
0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 ,
0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 ,
0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 ,
0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 , 0 .000032678 ,
0 .000045406 , 0 .000045406 , 0 .000045406 , 0 .000045651 , 0 .000045895 , 0 .000046140 ,
0 .000046385 , 0 .000046630 , 0 .000046875 , 0 .000047120 , 0 .000047365 , 0 .000047609 ,
0 .000047854 , 0 .000048099 , 0 .000048344 , 0 .000048589 , 0 .000048834 , 0 .000049079 ,
0 .000049323 , 0 .000049568 , 0 .000049813 , 0 .000050058 , 0 .000050303 , 0 .000050548 ,
0 .000050685 , 0 .000050823 , 0 .000050960 , 0 .000051097 , 0 .000051235 , 0 .000051372 ,
0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 ,
0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 ,
0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 ,
0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 ,
0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 , 0 .000051372 ,
0 .000057055 , 0 .000057055 , 0 .000057055 , 0 .000057363 , 0 .000057671 , 0 .000057979 ,
0 .000058286 , 0 .000058594 , 0 .000058902 , 0 .000059209 , 0 .000059517 , 0 .000059825 ,
0 .000060132 , 0 .000060440 , 0 .000060748 , 0 .000061055 , 0 .000061363 , 0 .000061671 ,
572 APPENDIX L. EXAMPLE MICROSIMULATION MODEL SOURCE CODE
0 .000061978 , 0 .000062286 , 0 .000062594 , 0 .000062901 , 0 .000063209 , 0 .000063517 ,
0 .000063689 , 0 .000063862 , 0 .000064035 , 0 .000064208 , 0 .000064380 , 0 .000064553 ,
0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 ,
0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 ,
0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 ,
0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 ,
0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553 , 0 .000064553) ,
nrow=59, ncol=9)
colnames (F . salmhosp . matrix ) = c ( ’ 4 ’ , ’ 9 ’ , ’ 19 ’ , ’ 29 ’ , ’ 39 ’ , ’ 49 ’ ,
’ 59 ’ , ’ 69 ’ , ’ 120 ’ ) # upper age bounds
s r c . age = 0:120
tg t . age = cumsum(0 : 120 %in% ( as . numeric (colnames (F . salmhosp . matrix ))+1)) + 1
row .names(F . salmhosp . matrix ) = as . character (2007 :2065)
s r c . year = 2007:2065
tg t . year = as . numeric ( as . factor ( s r c . year ) )
hea l thy2sa lmhospf <− function ( age , calTime , durat ion ){
age . index = recodeVar ( f loor ( age ) , s r c=s r c . age , tg t=tgt . age )
year . index = recodeVar ( f loor ( calTime ) , s r c=s r c . year , t g t=tgt . year )
ra t e = NULL
for ( k in 1 : length ( age . index ) ){
r a t e = c ( rate , F . salmhosp . matrix [ year . index [ [ k ] ] , age . index [ [ k ] ] ] )
}
return ( as . matrix ( r a t e ) )}
M. salmhosp . matrix = matrix ( c (0 .000387567 , 0 .000387567 , 0 .000387567 ,
0 .000389658 , 0 .000391748 , 0 .000393838 , 0 .000395929 , 0 .000398019 , 0 .000400109 ,
0 .000402200 , 0 .000404290 , 0 .000406381 , 0 .000408471 , 0 .000410561 , 0 .000412652 ,
0 .000414742 , 0 .000416833 , 0 .000418923 , 0 .000421013 , 0 .000423104 , 0 .000425194 ,
0 .000427285 , 0 .000429375 , 0 .000431466 , 0 .000432639 , 0 .000433812 , 0 .000434986 ,
0 .000436159 , 0 .000437333 , 0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 ,
0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 ,
0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 ,
0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 ,
0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 , 0 .000438506 ,
0 .000438506 , 0 .000438506 ,
0 .000045422 , 0 .000045422 , 0 .000045422 , 0 .000045667 , 0 .000045912 , 0 .000046157 ,
0 .000046402 , 0 .000046647 , 0 .000046892 , 0 .000047137 , 0 .000047382 , 0 .000047627 ,
0 .000047872 , 0 .000048117 , 0 .000048362 , 0 .000048607 , 0 .000048852 , 0 .000049097 ,
0 .000049342 , 0 .000049586 , 0 .000049831 , 0 .000050076 , 0 .000050321 , 0 .000050566 ,
0 .000050704 , 0 .000050841 , 0 .000050979 , 0 .000051116 , 0 .000051254 , 0 .000051391 ,
0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 ,
0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 ,
0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 ,
0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 ,
0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 , 0 .000051391 ,
0 .000029167 , 0 .000029167 , 0 .000029167 , 0 .000029325 , 0 .000029482 , 0 .000029639 ,
0 .000029796 , 0 .000029954 , 0 .000030111 , 0 .000030268 , 0 .000030426 , 0 .000030583 ,
0 .000030740 , 0 .000030897 , 0 .000031055 , 0 .000031212 , 0 .000031369 , 0 .000031527 ,
0 .000031684 , 0 .000031841 , 0 .000031998 , 0 .000032156 , 0 .000032313 , 0 .000032470 ,
0 .000032559 , 0 .000032647 , 0 .000032735 , 0 .000032823 , 0 .000032912 , 0 .000033000 ,
0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 ,
0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 ,
0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 ,
0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 ,
0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 , 0 .000033000 ,
573
0 .000033510 , 0 .000033510 , 0 .000033510 , 0 .000033690 , 0 .000033871 , 0 .000034052 ,
0 .000034233 , 0 .000034413 , 0 .000034594 , 0 .000034775 , 0 .000034955 , 0 .000035136 ,
0 .000035317 , 0 .000035497 , 0 .000035678 , 0 .000035859 , 0 .000036040 , 0 .000036220 ,
0 .000036401 , 0 .000036582 , 0 .000036762 , 0 .000036943 , 0 .000037124 , 0 .000037304 ,
0 .000037406 , 0 .000037507 , 0 .000037609 , 0 .000037710 , 0 .000037812 , 0 .000037913 ,
0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 ,
0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 ,
0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 ,
0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 ,
0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 , 0 .000037913 ,
0 .000020334 , 0 .000020334 , 0 .000020334 , 0 .000020444 , 0 .000020554 , 0 .000020663 ,
0 .000020773 , 0 .000020883 , 0 .000020992 , 0 .000021102 , 0 .000021211 , 0 .000021321 ,
0 .000021431 , 0 .000021540 , 0 .000021650 , 0 .000021760 , 0 .000021869 , 0 .000021979 ,
0 .000022089 , 0 .000022198 , 0 .000022308 , 0 .000022418 , 0 .000022527 , 0 .000022637 ,
0 .000022699 , 0 .000022760 , 0 .000022822 , 0 .000022883 , 0 .000022945 , 0 .000023006 ,
0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 ,
0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 ,
0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 ,
0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 ,
0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 , 0 .000023006 ,
0 .000023699 , 0 .000023699 , 0 .000023699 , 0 .000023827 , 0 .000023955 , 0 .000024082 ,
0 .000024210 , 0 .000024338 , 0 .000024466 , 0 .000024594 , 0 .000024721 , 0 .000024849 ,
0 .000024977 , 0 .000025105 , 0 .000025233 , 0 .000025360 , 0 .000025488 , 0 .000025616 ,
0 .000025744 , 0 .000025871 , 0 .000025999 , 0 .000026127 , 0 .000026255 , 0 .000026383 ,
0 .000026454 , 0 .000026526 , 0 .000026598 , 0 .000026670 , 0 .000026741 , 0 .000026813 ,
0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 ,
0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 ,
0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 ,
0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 ,
0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 , 0 .000026813 ,
0 .000031978 , 0 .000031978 , 0 .000031978 , 0 .000032150 , 0 .000032323 , 0 .000032495 ,
0 .000032668 , 0 .000032840 , 0 .000033013 , 0 .000033185 , 0 .000033357 , 0 .000033530 ,
0 .000033702 , 0 .000033875 , 0 .000034047 , 0 .000034220 , 0 .000034392 , 0 .000034565 ,
0 .000034737 , 0 .000034909 , 0 .000035082 , 0 .000035254 , 0 .000035427 , 0 .000035599 ,
0 .000035696 , 0 .000035793 , 0 .000035890 , 0 .000035986 , 0 .000036083 , 0 .000036180 ,
0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 ,
0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 ,
0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 ,
0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 ,
0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 , 0 .000036180 ,
0 .000040959 , 0 .000040959 , 0 .000040959 , 0 .000041180 , 0 .000041401 , 0 .000041622 ,
0 .000041843 , 0 .000042064 , 0 .000042285 , 0 .000042506 , 0 .000042727 , 0 .000042947 ,
0 .000043168 , 0 .000043389 , 0 .000043610 , 0 .000043831 , 0 .000044052 , 0 .000044273 ,
0 .000044494 , 0 .000044714 , 0 .000044935 , 0 .000045156 , 0 .000045377 , 0 .000045598 ,
0 .000045722 , 0 .000045846 , 0 .000045970 , 0 .000046094 , 0 .000046218 , 0 .000046342 ,
0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 ,
0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 ,
0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 ,
0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 ,
0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 , 0 .000046342 ,
0 .000037759 , 0 .000037759 , 0 .000037759 , 0 .000037963 , 0 .000038166 , 0 .000038370 ,
0 .000038574 , 0 .000038777 , 0 .000038981 , 0 .000039185 , 0 .000039388 , 0 .000039592 ,
0 .000039795 , 0 .000039999 , 0 .000040203 , 0 .000040406 , 0 .000040610 , 0 .000040813 ,
0 .000041017 , 0 .000041221 , 0 .000041424 , 0 .000041628 , 0 .000041832 , 0 .000042035 ,
0 .000042150 , 0 .000042264 , 0 .000042378 , 0 .000042492 , 0 .000042607 , 0 .000042721 ,
0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 ,
574 APPENDIX L. EXAMPLE MICROSIMULATION MODEL SOURCE CODE
0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 ,
0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 ,
0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 ,
0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721 , 0 .000042721) ,
nrow=59, ncol=9)
colnames (M. salmhosp . matrix ) = c ( ’ 4 ’ , ’ 9 ’ , ’ 19 ’ , ’ 29 ’ , ’ 39 ’ ,
’ 49 ’ , ’ 59 ’ , ’ 69 ’ , ’ 120 ’ ) # upper age bounds
s r c . age = 0:120
tg t . age = cumsum(0 : 120 %in% ( as . numeric (colnames (M. salmhosp . matrix ))+1)) + 1
row .names(M. salmhosp . matrix ) = as . character (2007 :2065)
s r c . year = 2007:2065
tg t . year = as . numeric ( as . factor ( s r c . year ) )
healthy2salmhospm <− function ( age , calTime , durat ion ){
age . index = recodeVar ( f loor ( age ) , s r c=s r c . age , tg t=tgt . age )
year . index = recodeVar ( f loor ( calTime ) , s r c=s r c . year , t g t=tgt . year )
ra t e = NULL
for ( k in 1 : length ( age . index ) ){
r a t e = c ( rate , M. salmhosp . matrix [ year . index [ [ k ] ] , age . index [ [ k ] ] ] )
}
return ( as . matrix ( r a t e ) )}
# Heal thy to s a l m o n e l l o s i s then IBS
F. salmI . matrix = matrix ( c (0 .001705206 , 0 .001705206 , 0 .001705206 , 0 .001714410 ,
0 .001723613 , 0 .001732816 , 0 .001742020 , 0 .001751223 , 0 .001760427 , 0 .001769630 ,
0 .001778834 , 0 .001788038 , 0 .001797242 , 0 .001806446 , 0 .001815650 , 0 .001824854 ,
0 .001834058 , 0 .001843263 , 0 .001852467 , 0 .001861671 , 0 .001870876 , 0 .001880081 ,
0 .001889285 , 0 .001898490 , 0 .001903657 , 0 .001908824 , 0 .001913991 , 0 .001919158 ,
0 .001924325 , 0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 ,
0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 ,
0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 ,
0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 ,
0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 , 0 .001929493 ,
0 .001929493 ,
0 .000273332 , 0 .000273332 , 0 .000273332 , 0 .000274807 , 0 .000276281 , 0 .000277755 ,
0 .000279229 , 0 .000280703 , 0 .000282177 , 0 .000283651 , 0 .000285126 , 0 .000286600 ,
0 .000288074 , 0 .000289548 , 0 .000291022 , 0 .000292496 , 0 .000293970 , 0 .000295445 ,
0 .000296919 , 0 .000298393 , 0 .000299867 , 0 .000301341 , 0 .000302816 , 0 .000304290 ,
0 .000305117 , 0 .000305945 , 0 .000306772 , 0 .000307600 , 0 .000308427 , 0 .000309255 ,
0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 ,
0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 ,
0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 ,
0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 ,
0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 , 0 .000309255 ,
0 .000108978 , 0 .000108978 , 0 .000108978 , 0 .000109565 , 0 .000110153 , 0 .000110741 ,
0 .000111328 , 0 .000111916 , 0 .000112504 , 0 .000113092 , 0 .000113679 , 0 .000114267 ,
0 .000114855 , 0 .000115442 , 0 .000116030 , 0 .000116618 , 0 .000117205 , 0 .000117793 ,
0 .000118381 , 0 .000118968 , 0 .000119556 , 0 .000120144 , 0 .000120732 , 0 .000121319 ,
0 .000121649 , 0 .000121979 , 0 .000122309 , 0 .000122639 , 0 .000122969 , 0 .000123299 ,
0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 ,
0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 ,
0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 ,
0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 ,
0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 , 0 .000123299 ,
0 .000510755 , 0 .000510755 , 0 .000510755 , 0 .000513510 , 0 .000516265 , 0 .000519020 ,
575
0 .000521775 , 0 .000524530 , 0 .000527285 , 0 .000530040 , 0 .000532795 , 0 .000535550 ,
0 .000538305 , 0 .000541060 , 0 .000543815 , 0 .000546570 , 0 .000549325 , 0 .000552080 ,
0 .000554835 , 0 .000557590 , 0 .000560345 , 0 .000563100 , 0 .000565855 , 0 .000568611 ,
0 .000570157 , 0 .000571704 , 0 .000573250 , 0 .000574797 , 0 .000576343 , 0 .000577890 ,
0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 ,
0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 ,
0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 ,
0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 ,
0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 , 0 .000577890 ,
0 .000293202 , 0 .000293202 , 0 .000293202 , 0 .000294783 , 0 .000296365 , 0 .000297946 ,
0 .000299527 , 0 .000301108 , 0 .000302690 , 0 .000304271 , 0 .000305852 , 0 .000307434 ,
0 .000309015 , 0 .000310596 , 0 .000312178 , 0 .000313759 , 0 .000315341 , 0 .000316922 ,
0 .000318503 , 0 .000320085 , 0 .000321666 , 0 .000323247 , 0 .000324829 , 0 .000326410 ,
0 .000327298 , 0 .000328185 , 0 .000329073 , 0 .000329961 , 0 .000330848 , 0 .000331736 ,
0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 ,
0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 ,
0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 ,
0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 ,
0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 , 0 .000331736 ,
0 .000194078 , 0 .000194078 , 0 .000194078 , 0 .000195125 , 0 .000196171 , 0 .000197218 ,
0 .000198265 , 0 .000199311 , 0 .000200358 , 0 .000201404 , 0 .000202451 , 0 .000203498 ,
0 .000204545 , 0 .000205591 , 0 .000206638 , 0 .000207685 , 0 .000208731 , 0 .000209778 ,
0 .000210825 , 0 .000211871 , 0 .000212918 , 0 .000213965 , 0 .000215011 , 0 .000216058 ,
0 .000216645 , 0 .000217233 , 0 .000217821 , 0 .000218408 , 0 .000218996 , 0 .000219583 ,
0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 ,
0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 ,
0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 ,
0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 ,
0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 , 0 .000219583 ,
0 .000197637 , 0 .000197637 , 0 .000197637 , 0 .000198703 , 0 .000199769 , 0 .000200835 ,
0 .000201901 , 0 .000202966 , 0 .000204032 , 0 .000205098 , 0 .000206164 , 0 .000207230 ,
0 .000208296 , 0 .000209362 , 0 .000210427 , 0 .000211493 , 0 .000212559 , 0 .000213625 ,
0 .000214691 , 0 .000215757 , 0 .000216823 , 0 .000217889 , 0 .000218954 , 0 .000220020 ,
0 .000220619 , 0 .000221217 , 0 .000221815 , 0 .000222414 , 0 .000223012 , 0 .000223610 ,
0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 ,
0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 ,
0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 ,
0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 ,
0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 , 0 .000223610 ,
0 .000090813 , 0 .000090813 , 0 .000090813 , 0 .000091303 , 0 .000091793 , 0 .000092283 ,
0 .000092772 , 0 .000093262 , 0 .000093752 , 0 .000094242 , 0 .000094731 , 0 .000095221 ,
0 .000095711 , 0 .000096201 , 0 .000096690 , 0 .000097180 , 0 .000097670 , 0 .000098159 ,
0 .000098649 , 0 .000099139 , 0 .000099629 , 0 .000100118 , 0 .000100608 , 0 .000101098 ,
0 .000101373 , 0 .000101648 , 0 .000101923 , 0 .000102197 , 0 .000102472 , 0 .000102747 ,
0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 ,
0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 ,
0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 ,
0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 ,
0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 , 0 .000102747 ,
0 .000114114 , 0 .000114114 , 0 .000114114 , 0 .000114730 , 0 .000115345 , 0 .000115960 ,
0 .000116576 , 0 .000117191 , 0 .000117807 , 0 .000118422 , 0 .000119037 , 0 .000119653 ,
0 .000120268 , 0 .000120884 , 0 .000121499 , 0 .000122114 , 0 .000122730 , 0 .000123345 ,
0 .000123961 , 0 .000124576 , 0 .000125191 , 0 .000125807 , 0 .000126422 , 0 .000127038 ,
0 .000127383 , 0 .000127728 , 0 .000128074 , 0 .000128419 , 0 .000128765 , 0 .000129110 ,
0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 ,
0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 ,
576 APPENDIX L. EXAMPLE MICROSIMULATION MODEL SOURCE CODE
0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 ,
0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 ,
0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110 , 0 .000129110) ,
nrow=59, ncol=9)
colnames (F . salmI . matrix ) = c ( ’ 4 ’ , ’ 9 ’ , ’ 19 ’ , ’ 29 ’ , ’ 39 ’ ,
’ 49 ’ , ’ 59 ’ , ’ 69 ’ , ’ 120 ’ ) # upper age bounds
s r c . age = 0:120
tg t . age = cumsum(0 : 120 %in% ( as . numeric (colnames (F . salmI . matrix ))+1)) + 1
row .names(F . salmI . matrix ) = as . character (2007 :2065)
s r c . year = 2007:2065
tg t . year = as . numeric ( as . factor ( s r c . year ) )
hea l thy2sa lmI f <− function ( age , calTime , durat ion ){
age . index = recodeVar ( f loor ( age ) , s r c=s r c . age , tg t=tgt . age )
year . index = recodeVar ( f loor ( calTime ) , s r c=s r c . year , t g t=tgt . year )
ra t e = NULL
for ( k in 1 : length ( age . index ) ){
r a t e = c ( rate , F . salmI . matrix [ year . index [ [ k ] ] , age . index [ [ k ] ] ] )
}
return ( as . matrix ( r a t e ) )}
M. salmI . matrix = matrix ( c (0 .000877341 , 0 .000877341 , 0 .000877341 , 0 .000882074 ,
0 .000886807 , 0 .000891540 , 0 .000896273 , 0 .000901007 , 0 .000905740 , 0 .000910473 ,
0 .000915206 , 0 .000919940 , 0 .000924673 , 0 .000929406 , 0 .000934140 , 0 .000938873 ,
0 .000943606 , 0 .000948340 , 0 .000953073 , 0 .000957807 , 0 .000962540 , 0 .000967274 ,
0 .000972007 , 0 .000976741 , 0 .000979398 , 0 .000982055 , 0 .000984712 , 0 .000987369 ,
0 .000990026 , 0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 ,
0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 ,
0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 ,
0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 ,
0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 , 0 .000992683 ,
0 .000992683 ,
0 .000107583 , 0 .000107583 , 0 .000107583 , 0 .000108163 , 0 .000108743 , 0 .000109323 ,
0 .000109903 , 0 .000110484 , 0 .000111064 , 0 .000111644 , 0 .000112224 , 0 .000112804 ,
0 .000113384 , 0 .000113965 , 0 .000114545 , 0 .000115125 , 0 .000115705 , 0 .000116285 ,
0 .000116865 , 0 .000117446 , 0 .000118026 , 0 .000118606 , 0 .000119186 , 0 .000119766 ,
0 .000120092 , 0 .000120418 , 0 .000120743 , 0 .000121069 , 0 .000121395 , 0 .000121720 ,
0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 ,
0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 ,
0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 ,
0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 ,
0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 , 0 .000121720 ,
0 .000069082 , 0 .000069082 , 0 .000069082 , 0 .000069454 , 0 .000069827 , 0 .000070200 ,
0 .000070572 , 0 .000070945 , 0 .000071317 , 0 .000071690 , 0 .000072062 , 0 .000072435 ,
0 .000072807 , 0 .000073180 , 0 .000073552 , 0 .000073925 , 0 .000074297 , 0 .000074670 ,
0 .000075042 , 0 .000075415 , 0 .000075788 , 0 .000076160 , 0 .000076533 , 0 .000076905 ,
0 .000077114 , 0 .000077323 , 0 .000077532 , 0 .000077742 , 0 .000077951 , 0 .000078160 ,
0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 ,
0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 ,
0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 ,
0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 ,
0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 , 0 .000078160 ,
0 .000298099 , 0 .000298099 , 0 .000298099 , 0 .000299707 , 0 .000301315 , 0 .000302923 ,
0 .000304530 , 0 .000306138 , 0 .000307746 , 0 .000309354 , 0 .000310961 , 0 .000312569 ,
0 .000314177 , 0 .000315785 , 0 .000317392 , 0 .000319000 , 0 .000320608 , 0 .000322216 ,
0 .000323823 , 0 .000325431 , 0 .000327039 , 0 .000328647 , 0 .000330255 , 0 .000331862 ,
577
0 .000332765 , 0 .000333667 , 0 .000334570 , 0 .000335472 , 0 .000336375 , 0 .000337277 ,
0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 ,
0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 ,
0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 ,
0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 ,
0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 , 0 .000337277 ,
0 .000123082 , 0 .000123082 , 0 .000123082 , 0 .000123746 , 0 .000124410 , 0 .000125073 ,
0 .000125737 , 0 .000126401 , 0 .000127065 , 0 .000127728 , 0 .000128392 , 0 .000129056 ,
0 .000129720 , 0 .000130383 , 0 .000131047 , 0 .000131711 , 0 .000132375 , 0 .000133038 ,
0 .000133702 , 0 .000134366 , 0 .000135030 , 0 .000135693 , 0 .000136357 , 0 .000137021 ,
0 .000137394 , 0 .000137766 , 0 .000138139 , 0 .000138511 , 0 .000138884 , 0 .000139257 ,
0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 ,
0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 ,
0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 ,
0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 ,
0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 , 0 .000139257 ,
0 .000076088 , 0 .000076088 , 0 .000076088 , 0 .000076498 , 0 .000076909 , 0 .000077319 ,
0 .000077729 , 0 .000078140 , 0 .000078550 , 0 .000078960 , 0 .000079371 , 0 .000079781 ,
0 .000080191 , 0 .000080602 , 0 .000081012 , 0 .000081422 , 0 .000081833 , 0 .000082243 ,
0 .000082653 , 0 .000083063 , 0 .000083474 , 0 .000083884 , 0 .000084294 , 0 .000084705 ,
0 .000084935 , 0 .000085165 , 0 .000085396 , 0 .000085626 , 0 .000085856 , 0 .000086087 ,
0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 ,
0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 ,
0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 ,
0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 ,
0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 , 0 .000086087 ,
0 .000102670 , 0 .000102670 , 0 .000102670 , 0 .000103223 , 0 .000103777 , 0 .000104331 ,
0 .000104884 , 0 .000105438 , 0 .000105992 , 0 .000106545 , 0 .000107099 , 0 .000107653 ,
0 .000108206 , 0 .000108760 , 0 .000109314 , 0 .000109867 , 0 .000110421 , 0 .000110975 ,
0 .000111528 , 0 .000112082 , 0 .000112636 , 0 .000113189 , 0 .000113743 , 0 .000114297 ,
0 .000114608 , 0 .000114918 , 0 .000115229 , 0 .000115540 , 0 .000115851 , 0 .000116161 ,
0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 ,
0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 ,
0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 ,
0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 ,
0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 , 0 .000116161 ,
0 .000038804 , 0 .000038804 , 0 .000038804 , 0 .000039013 , 0 .000039222 , 0 .000039431 ,
0 .000039641 , 0 .000039850 , 0 .000040059 , 0 .000040268 , 0 .000040478 , 0 .000040687 ,
0 .000040896 , 0 .000041105 , 0 .000041315 , 0 .000041524 , 0 .000041733 , 0 .000041942 ,
0 .000042152 , 0 .000042361 , 0 .000042570 , 0 .000042779 , 0 .000042989 , 0 .000043198 ,
0 .000043315 , 0 .000043433 , 0 .000043550 , 0 .000043668 , 0 .000043785 , 0 .000043903 ,
0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 ,
0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 ,
0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 ,
0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 ,
0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 , 0 .000043903 ,
0 .000035772 , 0 .000035772 , 0 .000035772 , 0 .000035965 , 0 .000036158 , 0 .000036351 ,
0 .000036543 , 0 .000036736 , 0 .000036929 , 0 .000037122 , 0 .000037315 , 0 .000037508 ,
0 .000037701 , 0 .000037894 , 0 .000038087 , 0 .000038280 , 0 .000038472 , 0 .000038665 ,
0 .000038858 , 0 .000039051 , 0 .000039244 , 0 .000039437 , 0 .000039630 , 0 .000039823 ,
0 .000039931 , 0 .000040039 , 0 .000040148 , 0 .000040256 , 0 .000040364 , 0 .000040472 ,
0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 ,
0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 ,
0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 ,
0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 ,
0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472 , 0 .000040472) ,
578 APPENDIX L. EXAMPLE MICROSIMULATION MODEL SOURCE CODE
nrow=59, ncol=9)
colnames (M. salmI . matrix ) = c ( ’ 4 ’ , ’ 9 ’ , ’ 19 ’ , ’ 29 ’ , ’ 39 ’ ,
’ 49 ’ , ’ 59 ’ , ’ 69 ’ , ’ 120 ’ ) # upper age bounds
s r c . age = 0:120
tg t . age = cumsum(0 : 120 %in% ( as . numeric (colnames (M. salmI . matrix ))+1)) + 1
row .names(M. salmI . matrix ) = as . character (2007 :2065)
s r c . year = 2007:2065
tg t . year = as . numeric ( as . factor ( s r c . year ) )
healthy2salmIm <− function ( age , calTime , durat ion ){
age . index = recodeVar ( f loor ( age ) , s r c=s r c . age , tg t=tgt . age )
year . index = recodeVar ( f loor ( calTime ) , s r c=s r c . year , t g t=tgt . year )
ra t e = NULL
for ( k in 1 : length ( age . index ) ){
r a t e = c ( rate , M. salmI . matrix [ year . index [ [ k ] ] , age . index [ [ k ] ] ] )
}
return ( as . matrix ( r a t e ) )}
# Heal thy to s a l m o n e l l o s i s then ReA
F. salmR . matrix = matrix ( c (0 .002169081 , 0 .002169081 , 0 .002169081 , 0 .002180790 ,
0 .002192500 , 0 .002204209 , 0 .002215919 , 0 .002227629 , 0 .002239339 , 0 .002251050 ,
0 .002262760 , 0 .002274471 , 0 .002286181 , 0 .002297892 , 0 .002309603 , 0 .002321314 ,
0 .002333025 , 0 .002344737 , 0 .002356448 , 0 .002368160 , 0 .002379872 , 0 .002391584 ,
0 .002403296 , 0 .002415008 , 0 .002421582 , 0 .002428157 , 0 .002434731 , 0 .002441306 ,
0 .002447880 , 0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 ,
0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 ,
0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 ,
0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 ,
0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 , 0 .002454455 ,
0 .002454455 ,
0 .000333134 , 0 .000333134 , 0 .000333134 , 0 .000334931 , 0 .000336727 , 0 .000338524 ,
0 .000340321 , 0 .000342117 , 0 .000343914 , 0 .000345711 , 0 .000347508 , 0 .000349304 ,
0 .000351101 , 0 .000352898 , 0 .000354695 , 0 .000356491 , 0 .000358288 , 0 .000360085 ,
0 .000361882 , 0 .000363678 , 0 .000365475 , 0 .000367272 , 0 .000369069 , 0 .000370865 ,
0 .000371874 , 0 .000372883 , 0 .000373891 , 0 .000374900 , 0 .000375908 , 0 .000376917 ,
0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 ,
0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 ,
0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 ,
0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 ,
0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 , 0 .000376917 ,
0 .000132818 , 0 .000132818 , 0 .000132818 , 0 .000133534 , 0 .000134251 , 0 .000134967 ,
0 .000135683 , 0 .000136399 , 0 .000137116 , 0 .000137832 , 0 .000138548 , 0 .000139265 ,
0 .000139981 , 0 .000140697 , 0 .000141413 , 0 .000142130 , 0 .000142846 , 0 .000143562 ,
0 .000144278 , 0 .000144995 , 0 .000145711 , 0 .000146427 , 0 .000147144 , 0 .000147860 ,
0 .000148262 , 0 .000148664 , 0 .000149066 , 0 .000149468 , 0 .000149870 , 0 .000150272 ,
0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 ,
0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 ,
0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 ,
0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 ,
0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 , 0 .000150272 ,
0 .000235483 , 0 .000235483 , 0 .000235483 , 0 .000236753 , 0 .000238023 , 0 .000239292 ,
0 .000240562 , 0 .000241832 , 0 .000243102 , 0 .000244372 , 0 .000245642 , 0 .000246912 ,
0 .000248182 , 0 .000249452 , 0 .000250722 , 0 .000251992 , 0 .000253262 , 0 .000254532 ,
0 .000255802 , 0 .000257072 , 0 .000258342 , 0 .000259612 , 0 .000260882 , 0 .000262152 ,
0 .000262865 , 0 .000263578 , 0 .000264291 , 0 .000265004 , 0 .000265717 , 0 .000266430 ,
579
0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 ,
0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 ,
0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 ,
0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 ,
0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 , 0 .000266430 ,
0 .000198650 , 0 .000198650 , 0 .000198650 , 0 .000199721 , 0 .000200792 , 0 .000201864 ,
0 .000202935 , 0 .000204006 , 0 .000205078 , 0 .000206149 , 0 .000207220 , 0 .000208292 ,
0 .000209363 , 0 .000210434 , 0 .000211506 , 0 .000212577 , 0 .000213648 , 0 .000214720 ,
0 .000215791 , 0 .000216862 , 0 .000217934 , 0 .000219005 , 0 .000220076 , 0 .000221148 ,
0 .000221749 , 0 .000222351 , 0 .000222952 , 0 .000223553 , 0 .000224155 , 0 .000224756 ,
0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 ,
0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 ,
0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 ,
0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 ,
0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 , 0 .000224756 ,
0 .000247829 , 0 .000247829 , 0 .000247829 , 0 .000249166 , 0 .000250502 , 0 .000251839 ,
0 .000253175 , 0 .000254512 , 0 .000255849 , 0 .000257185 , 0 .000258522 , 0 .000259858 ,
0 .000261195 , 0 .000262532 , 0 .000263868 , 0 .000265205 , 0 .000266541 , 0 .000267878 ,
0 .000269215 , 0 .000270551 , 0 .000271888 , 0 .000273224 , 0 .000274561 , 0 .000275898 ,
0 .000276648 , 0 .000277398 , 0 .000278148 , 0 .000278899 , 0 .000279649 , 0 .000280399 ,
0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 ,
0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 ,
0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 ,
0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 ,
0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 , 0 .000280399 ,
0 .000252374 , 0 .000252374 , 0 .000252374 , 0 .000253735 , 0 .000255096 , 0 .000256458 ,
0 .000257819 , 0 .000259180 , 0 .000260541 , 0 .000261902 , 0 .000263263 , 0 .000264624 ,
0 .000265985 , 0 .000267346 , 0 .000268707 , 0 .000270069 , 0 .000271430 , 0 .000272791 ,
0 .000274152 , 0 .000275513 , 0 .000276874 , 0 .000278235 , 0 .000279596 , 0 .000280958 ,
0 .000281722 , 0 .000282486 , 0 .000283250 , 0 .000284014 , 0 .000284778 , 0 .000285542 ,
0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 ,
0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 ,
0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 ,
0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 ,
0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 , 0 .000285542 ,
0 .000396772 , 0 .000396772 , 0 .000396772 , 0 .000398912 , 0 .000401052 , 0 .000403192 ,
0 .000405332 , 0 .000407472 , 0 .000409612 , 0 .000411752 , 0 .000413892 , 0 .000416032 ,
0 .000418173 , 0 .000420313 , 0 .000422453 , 0 .000424593 , 0 .000426733 , 0 .000428873 ,
0 .000431013 , 0 .000433153 , 0 .000435293 , 0 .000437433 , 0 .000439573 , 0 .000441713 ,
0 .000442915 , 0 .000444116 , 0 .000445317 , 0 .000446519 , 0 .000447720 , 0 .000448921 ,
0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 ,
0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 ,
0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 ,
0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 ,
0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 , 0 .000448921 ,
0 .000498595 , 0 .000498595 , 0 .000498595 , 0 .000501284 , 0 .000503973 , 0 .000506663 ,
0 .000509352 , 0 .000512041 , 0 .000514731 , 0 .000517420 , 0 .000520110 , 0 .000522799 ,
0 .000525488 , 0 .000528178 , 0 .000530867 , 0 .000533557 , 0 .000536246 , 0 .000538935 ,
0 .000541625 , 0 .000544314 , 0 .000547004 , 0 .000549693 , 0 .000552383 , 0 .000555072 ,
0 .000556582 , 0 .000558092 , 0 .000559601 , 0 .000561111 , 0 .000562621 , 0 .000564130 ,
0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 ,
0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 ,
0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 ,
0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 ,
0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130 , 0 .000564130) ,
nrow=59, ncol=9)
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colnames (F . salmR . matrix ) = c ( ’ 4 ’ , ’ 9 ’ , ’ 19 ’ , ’ 29 ’ , ’ 39 ’ ,
’ 49 ’ , ’ 59 ’ , ’ 69 ’ , ’ 120 ’ ) # upper age bounds
s r c . age = 0:120
tg t . age = cumsum(0 : 120 %in% ( as . numeric (colnames (F . salmR . matrix ))+1)) + 1
row .names(F . salmR . matrix ) = as . character (2007 :2065)
s r c . year = 2007:2065
tg t . year = as . numeric ( as . factor ( s r c . year ) )
healthy2salmRf <− function ( age , calTime , durat ion ){
age . index = recodeVar ( f loor ( age ) , s r c=s r c . age , tg t=tgt . age )
year . index = recodeVar ( f loor ( calTime ) , s r c=s r c . year , t g t=tgt . year )
ra t e = NULL
for ( k in 1 : length ( age . index ) ){
r a t e = c ( rate , F . salmR . matrix [ year . index [ [ k ] ] , age . index [ [ k ] ] ] )
}
return ( as . matrix ( r a t e ) )}
M. salmR . matrix = matrix ( c (0 .000326362 , 0 .000326362 , 0 .000326362 , 0 .000328123 ,
0 .000329883 , 0 .000331643 , 0 .000333403 , 0 .000335163 , 0 .000336924 , 0 .000338684 ,
0 .000340444 , 0 .000342204 , 0 .000343964 , 0 .000345725 , 0 .000347485 , 0 .000349245 ,
0 .000351005 , 0 .000352766 , 0 .000354526 , 0 .000356286 , 0 .000358046 , 0 .000359807 ,
0 .000361567 , 0 .000363327 , 0 .000364315 , 0 .000365303 , 0 .000366291 , 0 .000367279 ,
0 .000368267 , 0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 ,
0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 ,
0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 ,
0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 ,
0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 , 0 .000369255 ,
0 .000369255 ,
0 .000038250 , 0 .000038250 , 0 .000038250 , 0 .000038457 , 0 .000038663 , 0 .000038869 ,
0 .000039075 , 0 .000039282 , 0 .000039488 , 0 .000039694 , 0 .000039900 , 0 .000040107 ,
0 .000040313 , 0 .000040519 , 0 .000040726 , 0 .000040932 , 0 .000041138 , 0 .000041344 ,
0 .000041551 , 0 .000041757 , 0 .000041963 , 0 .000042169 , 0 .000042376 , 0 .000042582 ,
0 .000042698 , 0 .000042813 , 0 .000042929 , 0 .000043045 , 0 .000043161 , 0 .000043277 ,
0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 ,
0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 ,
0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 ,
0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 ,
0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 , 0 .000043277 ,
0 .000024562 , 0 .000024562 , 0 .000024562 , 0 .000024694 , 0 .000024827 , 0 .000024959 ,
0 .000025092 , 0 .000025224 , 0 .000025357 , 0 .000025489 , 0 .000025622 , 0 .000025754 ,
0 .000025886 , 0 .000026019 , 0 .000026151 , 0 .000026284 , 0 .000026416 , 0 .000026549 ,
0 .000026681 , 0 .000026814 , 0 .000026946 , 0 .000027078 , 0 .000027211 , 0 .000027343 ,
0 .000027418 , 0 .000027492 , 0 .000027566 , 0 .000027641 , 0 .000027715 , 0 .000027789 ,
0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 ,
0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 ,
0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 ,
0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 ,
0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 , 0 .000027789 ,
0 .000040565 , 0 .000040565 , 0 .000040565 , 0 .000040783 , 0 .000041002 , 0 .000041221 ,
0 .000041440 , 0 .000041658 , 0 .000041877 , 0 .000042096 , 0 .000042314 , 0 .000042533 ,
0 .000042752 , 0 .000042971 , 0 .000043189 , 0 .000043408 , 0 .000043627 , 0 .000043846 ,
0 .000044064 , 0 .000044283 , 0 .000044502 , 0 .000044721 , 0 .000044939 , 0 .000045158 ,
0 .000045281 , 0 .000045404 , 0 .000045527 , 0 .000045649 , 0 .000045772 , 0 .000045895 ,
0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 ,
0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 ,
0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 ,
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0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 ,
0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 , 0 .000045895 ,
0 .000024615 , 0 .000024615 , 0 .000024615 , 0 .000024748 , 0 .000024881 , 0 .000025013 ,
0 .000025146 , 0 .000025279 , 0 .000025412 , 0 .000025544 , 0 .000025677 , 0 .000025810 ,
0 .000025943 , 0 .000026075 , 0 .000026208 , 0 .000026341 , 0 .000026474 , 0 .000026606 ,
0 .000026739 , 0 .000026872 , 0 .000027004 , 0 .000027137 , 0 .000027270 , 0 .000027403 ,
0 .000027477 , 0 .000027552 , 0 .000027626 , 0 .000027701 , 0 .000027775 , 0 .000027850 ,
0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 ,
0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 ,
0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 ,
0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 ,
0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 , 0 .000027850 ,
0 .000028688 , 0 .000028688 , 0 .000028688 , 0 .000028843 , 0 .000028998 , 0 .000029152 ,
0 .000029307 , 0 .000029462 , 0 .000029616 , 0 .000029771 , 0 .000029926 , 0 .000030081 ,
0 .000030235 , 0 .000030390 , 0 .000030545 , 0 .000030699 , 0 .000030854 , 0 .000031009 ,
0 .000031163 , 0 .000031318 , 0 .000031473 , 0 .000031628 , 0 .000031782 , 0 .000031937 ,
0 .000032024 , 0 .000032111 , 0 .000032198 , 0 .000032284 , 0 .000032371 , 0 .000032458 ,
0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 ,
0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 ,
0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 ,
0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 ,
0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 , 0 .000032458 ,
0 .000038710 , 0 .000038710 , 0 .000038710 , 0 .000038919 , 0 .000039128 , 0 .000039336 ,
0 .000039545 , 0 .000039754 , 0 .000039963 , 0 .000040171 , 0 .000040380 , 0 .000040589 ,
0 .000040798 , 0 .000041006 , 0 .000041215 , 0 .000041424 , 0 .000041633 , 0 .000041841 ,
0 .000042050 , 0 .000042259 , 0 .000042468 , 0 .000042676 , 0 .000042885 , 0 .000043094 ,
0 .000043211 , 0 .000043328 , 0 .000043445 , 0 .000043563 , 0 .000043680 , 0 .000043797 ,
0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 ,
0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 ,
0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 ,
0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 ,
0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 , 0 .000043797 ,
0 .000049583 , 0 .000049583 , 0 .000049583 , 0 .000049850 , 0 .000050118 , 0 .000050385 ,
0 .000050652 , 0 .000050920 , 0 .000051187 , 0 .000051454 , 0 .000051722 , 0 .000051989 ,
0 .000052257 , 0 .000052524 , 0 .000052791 , 0 .000053059 , 0 .000053326 , 0 .000053593 ,
0 .000053861 , 0 .000054128 , 0 .000054396 , 0 .000054663 , 0 .000054930 , 0 .000055198 ,
0 .000055348 , 0 .000055498 , 0 .000055648 , 0 .000055798 , 0 .000055948 , 0 .000056098 ,
0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 ,
0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 ,
0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 ,
0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 ,
0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 , 0 .000056098 ,
0 .000045709 , 0 .000045709 , 0 .000045709 , 0 .000045955 , 0 .000046202 , 0 .000046448 ,
0 .000046695 , 0 .000046941 , 0 .000047188 , 0 .000047434 , 0 .000047681 , 0 .000047927 ,
0 .000048174 , 0 .000048420 , 0 .000048667 , 0 .000048913 , 0 .000049160 , 0 .000049406 ,
0 .000049653 , 0 .000049899 , 0 .000050145 , 0 .000050392 , 0 .000050638 , 0 .000050885 ,
0 .000051023 , 0 .000051162 , 0 .000051300 , 0 .000051438 , 0 .000051577 , 0 .000051715 ,
0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 ,
0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 ,
0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 ,
0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 ,
0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715 , 0 .000051715) ,
nrow=59, ncol=9)
colnames (M. salmR . matrix ) = c ( ’ 4 ’ , ’ 9 ’ , ’ 19 ’ , ’ 29 ’ , ’ 39 ’ ,
’ 49 ’ , ’ 59 ’ , ’ 69 ’ , ’ 120 ’ ) # upper age bounds
s r c . age = 0:120
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tg t . age = cumsum(0 : 120 %in% ( as . numeric (colnames (M. salmR . matrix ))+1)) + 1
row .names(M. salmR . matrix ) = as . character (2007 :2065)
s r c . year = 2007:2065
tg t . year = as . numeric ( as . factor ( s r c . year ) )
healthy2salmRm <− function ( age , calTime , durat ion ){
age . index = recodeVar ( f loor ( age ) , s r c=s r c . age , tg t=tgt . age )
year . index = recodeVar ( f loor ( calTime ) , s r c=s r c . year , t g t=tgt . year )
ra t e = NULL
for ( k in 1 : length ( age . index ) ){
r a t e = c ( rate , M. salmR . matrix [ year . index [ [ k ] ] , age . index [ [ k ] ] ] )
}
return ( as . matrix ( r a t e ) )}
# S a l m o n e l l o s i s pathways
# Def in ing the l e n g t h s o f time t h a t i n d i v i d u a l s are in each unhea l thy s t a t e
# S a l m o n e l l o s i s to h e a l t h y
salmH2healthy <− function ( age , calTime , durat ion ){
r a t e <− i f e l s e ( durat ion >= 4/365 .25 , In f , 0)
return ( r a t e )}
# S a l m o n e l l o s i s to IBS
sa lmI2 ib s <− function ( age , calTime , durat ion ){
r a t e <− i f e l s e ( durat ion >= 4/365 .25 , In f , 0)
return ( r a t e )}
# S a l m o n e l l o s i s to ReA
salmR2rea <− function ( age , calTime , durat ion ){
r a t e <− i f e l s e ( durat ion >= 4/365 .25 , In f , 0)
return ( r a t e )}
# H o s p i t a l to recovery
hosp2recover <− function ( age , calTime , durat ion ){
r a t e <− i f e l s e ( durat ion >= 6/365 .25 , In f , 0)
return ( r a t e )}
# Recovery to h e a l t h y
r e cove r2hea l thy <− function ( age , calTime , durat ion ){
r a t e <− i f e l s e ( durat ion >= 3/365 .25 , In f , 0)
return ( r a t e )}
# IBS to h e a l t h y
i b s 2hea l thy <− function ( age , calTime , durat ion ){
r a t e <− i f e l s e ( durat ion >= 5 , Inf , 0)
return ( r a t e )}
# ReA to h e a l t h y
r ea2hea l thy <− function ( age , calTime , durat ion ){
r a t e <− i f e l s e ( durat ion >= 228/365 .25 , In f , 0)
return ( r a t e )}
# Gompertz model f o r m o r t a l i t y r a t e s
mortRates m heal thy <− function ( age , calTime =1990 , durat ion =0){
a <− i f e l s e ( calTime<=1950, 0 .00003 , 0 .00003)
b <− i f e l s e ( calTime<=1950, 0 . 1 , 0 . 097 )
ra t e <− a∗exp(b∗age )
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}
mortRates f hea l thy <− function ( age , calTime =1990 , durat ion =0){
a <− i f e l s e ( calTime<=1950, 0 .00003 , 0 .00003)
b <− i f e l s e ( calTime<=1950, 0 . 1 , 0 . 097 )
ra t e <− a∗exp(b∗age )
return ( r a t e )
}
# Rate o f m o r t a l i t y f o l l o w i n g h o s p i t a l i s a t i o n
mortRates m h o s p i t a l <− function ( age , calTime , durat ion =0){
r a t e <− i f e l s e ( age<=60, 0 . 01 , 0 . 0 1 )
return ( r a t e )
}
mortRates f h o s p i t a l <− function ( age , calTime , durat ion =0){
r a t e <− i f e l s e ( age<=60, 0 . 01 , 0 . 0 1 )
return ( r a t e )
}
# (8) Emigration r a t e s by age group and sex
f . t a r g e t = c ( rep ( 0 . 0084 , 10) ,
rep ( 0 . 0331 , 10) ,
rep ( 0 . 0229 , 10) ,
rep ( 0 . 0184 , 10) ,
rep ( 0 . 0 2 8 , 10) ,
rep ( 0 . 0 3 , 10) ,
rep ( 0 . 0 6 7 , 10) ,
rep ( 0 . 0045 , 10) ,
rep ( 0 . 0 , 41) )
emigrRates f <− function ( age , calTime , durat ion ){
r a t e = recodeVar ( f loor ( age ) , s r c =0:maxAge , tg t=f . t a r g e t )
return ( r a t e )}
m. t a r g e t = c ( rep ( 0 . 0045 , 10) ,
rep ( 0 . 0348 , 10) ,
rep (0 . 00967 , 10) ,
rep (0 . 032668 , 10) ,
rep (0 . 000795 , 10) ,
rep (0 . 04499 , 10) ,
rep ( 0 . 0281 , 10) ,
rep ( 0 . 0 2 5 , 10) ,
rep ( 0 . 0 2 4 , 41) )
emigrRatesm <− function ( age , calTime , durat ion ){
r a t e = recodeVar ( f loor ( age ) , s r c =0:maxAge , tg t=m. t a r g e t )
return ( r a t e )}
# Trans i t ion p a t t e r n and assignment o f f u n c t i o n s s p e c i f y i n g t r a n s i t i o n r a t e s
f e r tTrMatr ix <− cbind ( c ( ”0−>1+” , ”1+−>1+” ) , c ( ” f e r t 1Rat e s ” , ” f e r t 2Rat e s ” ) )
s i ck t rMat r i x f <− cbind ( c ( ” f /healthy−>f /salmH” , ” f /healthy−>f /salmhosp” ,
” f /healthy−>f /salmI ” , ” f /healthy−>f /salmR” ,
” f /salmH−>f /hea l thy ” , ” f /salmhosp−>f / recovery ” ,
” f /salmI−>f / i b s ” , ” f /salmR−>f / rea ” ,
” f / recovery−>f /hea l thy ” , ” f / ibs−>f /hea l thy ” ,
” f /rea−>f /hea l thy ” ) ,
c ( ” healthy2salmHf ” , ” hea l thy2sa lmhospf ” , ” hea l thy2sa lmI f ” ,
” healthy2salmRf ” , ” salmH2healthy ” , ” hosp2recover ” , ” sa lmI2 ib s ” ,
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”salmR2rea” , ” r ecove r2hea l thy ” , ” ib s2hea l thy ” , ” rea2hea l thy ” ) )
s i ck t rMat r i x m <− cbind ( c ( ”m/healthy−>m/salmH” , ”m/healthy−>m/salmhosp” ,
”m/healthy−>m/salmI ” , ”m/healthy−>m/salmR” ,
”m/salmH−>m/hea l thy ” , ”m/salmhosp−>m/ recovery ” ,
”m/salmI−>m/ i b s ” , ”m/salmR−>m/ rea ” ,
”m/ recovery−>m/hea l thy ” , ”m/ ibs−>m/hea l thy ” ,
”m/rea−>m/hea l thy ” ) ,
c ( ”healthy2salmHm” , ” healthy2salmhospm ” , ” healthy2salmIm ” ,
”healthy2salmRm” , ” salmH2healthy ” , ” hosp2recover ” , ” sa lmI2 ib s ” ,
” salmR2rea” , ” r ecove r2hea l thy ” , ” ib s2hea l thy ” , ” rea2hea l thy ” ) )
a l l T r a n s i t i o n s <− rbind ( fertTrMatr ix , s i ck t rMat r i x f , s i c k t rMat r i x m)
# This works wi th MicSim v e r s i o n 1 . 0 . 5 onward
absTrans i t i on s <− cbind ( c ( ”m/hea l thy/dead” , ” f /hea l thy/dead” , ”m/ h o s p i t a l /dead” ,
” f / h o s p i t a l /dead” , ”m/ rea/dead” , ” f / rea/dead” ,
”m/ i b s /dead” , ” f / i b s /dead” , ” f / r e s t ” , ”m/ r e s t ” ) ,
c ( ”mortRates m heal thy ” , ”mortRates f hea l thy ” , ”mortRates h o s p i t a l ” ,
”mortRates h o s p i t a l ” , ”mortRates m heal thy ” , ”mortRates f hea l thy ” ,
”mortRates m heal thy ” , ”mortRates f hea l thy ” , ” emigrRates f ” ,
”emigrRatesm” ) )
t r a n s i t i o n M a t r i x <− bu i ldTrans i t i onMatr ix ( a l l T r a n s i t i o n s=a l l T r a n s i t i o n s ,
absTrans i t i on s=absTrans i t i ons , s ta teSpace=stateSpace )
# Define t r a n s i t i o n s t r i g g e r i n g a b i r t h event
f e r tTr <− f e r tTrMatr ix [ , 1 ]
# Execute micros imula t ion ( p a r a l l e l p r o c e s s i n g )
s eeds <− c (1233 , 1234 , 1235 , 1236 , 1237)
co r e s <− 5
# Run micros imula t ion over m u l t i p l e cores
pop <− micS imPara l l e l ( in i tPop=initPop , immigrPop=immigrPop ,
t r a n s i t i o n M a t r i x=trans i t i onMatr ix ,
absState s=absStates , i n i t S t a t e s=i n i t S t a t e s ,
i n i t S t a t e s P r o b=in i tS ta t e sProb ,
maxAge=maxAge , simHorizon=simHorizon , f e r tTr=fertTr ,
c o r e s=cores , s e eds=seeds )
widepop <− convertToWideFormat ( pop )
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