Abstract. The detection of air-shower events via radio signals requires to develop a trigger algorithm for a clean discrimination between signal and background events in order to reduce the data stream coming from false triggers. In this contribution we will describe an approach to trigger air-shower events on a single-antenna level as well as performing an online reconstruction of the shower parameters using neural networks.
Introduction
Machine learning and, in particular, deep learning using neural networks (NN) is a field which is currently beginning to thrive in astronomy. This means we can make use of well-established techniques to tackle the challenge of both self-triggering on a radio signal, preferably on a single antenna level, and being able to perform an online parameter-reconstruction of neutrino-and UHECR-induced air-shower events based on detected signals in several antennas. Regarding triggering on radio-data only, there is expected to be a large amount of human-made background noise (mostly transient noise) which needs to be dismissed efficiently to identify signals from air showers induced by cosmic primaries and neutrino events. For example, we expect ∼ 1 neutrino event-per-year for one of the proposed 10 000 antennas sub-arrays of the GRAND experiment [1] , while the trigger rate due to background will be ∼kHz. Besides a pure event selection and therefore a successful reduction of the amount of data which have to be sent and stored for later analysis, it also seems to be feasible to lower the detection threshold for a possible signal significantly by efficient learning of the pulse shape of an expected signal and a good discrimination of transient noise. Lowering the triggering threshold would allow less-energetic air showers to be detected which would lead to an important gain in statistics towards the lower energies. [2, 3] report on successful self-triggering on radio signals. In this contribution we present a feasibility study of self-triggering on air-shower events via the measurement of the radio signals using Neural Networks (NNs) and higlight the advantages compared to conventional trigger algorithms. 
Neural networks as trigger algorithms
In order to demonstrate the feasibility of self-triggering (and online reconstruction) of air-shower events via radio signals using NNs, we assume the simplified two step data taking process of a radio array depicted in Fig. (1) . The proccess consists of a trigger on a single antenna level followed by the reconstruction of the shower parameters. The trigger searches the data recorded of the antenna in a given time interval for a signal. The reconstruction network takes the time traces containing a signal from all antennas as an input and reconstructs the primary particle's type and parameters.
In the following we focus on the trigger NN and defer a discussion of the reconstruction NN to a future publication.
Deep learning
Deep learning as a machine learning algorithm is about "learning" the best way to perform task from examples of data [4] . In contrast to other methods, like matched filters, we expect a NN based trigger to better generalise than when templates have to be specified for each event type individually. Furthermore, a NN based trigger will have a lower computational cost than using matched filters [5] .
Training data
To demonstrate the feasibility of online triggering using NN, we consider a GRAND-like toy array consisting of 35 × 35 antennas on slope of 5
• . Our simulated signals consist of the 3 voltage trace components, are folded with the antenna response, a gaussian white noise with a standard deviation of 15 µV is added and filtered to 50 − 200 MHz. For the UHECR we use protons with an energy of 1 − 100 EeV and a zenith angle of 65 − 85
• . The neutrino distribution in direction and energy follow the expected distribution for the GRAND array.
Some notes on the generalization to real data
We are training the NN on simulated data contaminated with white noise, hence a few remarks on the expected performance on real data are in order.
A NN trained on white noise is likely to have a similiar perfomance on realistic noise, after being trained on that noise, thanks to transfer learning this is possible without retraining from scratch [6] .
A second obstacle is the occurence of transient noise mimicing a real signal. This does not pose a problem as long as the transient noise can be measured, then the network can be trained to recognize those events. Due to the ability of NNs to detect small differences between different samples of data we expect that the trigger NN is able to filter most transient noise events.
Results
For the trigger we trained a convolutional NN with three convolutional layers and one fully connected hidden layer with 64 units. The convolutional layers have consecutive kernels sizes of 16, 8 and 8 and 16, 32 and 64 filters, after we performed a max-pooling layer size 2. We used the categorical cross entropy loss function.
We trained the NN on ∼ 150 000 time traces half containing a signal and half containing only noise. We found that the number of correctly classifed traces is higher (72% compared to 69%), when comparing to a threshold trigger of 60 µV applied to each of the three Voltages traces independently. While the number of correctly classified signals is only slightly better 43% vs. 42% our NN reduces the number of false triggers by more than one order of magnitude, from 4% to less than 0.2%. Hence, potentially reducing the data stream caused by false events by one order of magnitude.
Conclusion and outlook
In this proccedding we described the first steps towards self-trigger on radio signals on a single antenna level using a NN trigger. Our NN performs better than a conventional trigger, in particular the number of false alarms can be reduced drastically. Our promsising results motivate further exploration of the existing potential to improve the NN trigger. One possibility is to improve the trigger NN itself by gathering more data or hyperparameter tuning. A another possibility is to design a trigger algorithm with the trigger NN as a level 1 trigger and using coincidences in the arrival time among nearby antennas as a level 2 trigger. Such an alogrithm might also be necessary to discriminate transient noise from a real signal 1 , if this is not possible with the trigger NN. We will train the trigger NN on measured transient noise events and evaluate the need of a level 2 trigger.
