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INTRODUCTION
There is a trend in the automotive industry towards an increasing number of safety-related electronic systems that directly contribute to active vehicle operation [1] . These applications will increase overall vehicle safety by assisting the driver with routine tasks and in critical situations. Advances in embedded system technology, microelectronics and control systems have enabled automotive manufacturers to design electronic systems that introduce new features in vehicles [2] , improve their performance and increase safety. Antilock brake systems [3] , electronic throttle control (ETC) [4] , and active rollover protections [5] [6] are examples of such technologies available today.
Electronic systems are increasingly being developed with coordinated sensors, actuators, microcomputers and information processing units for the engine, drive train, suspension, steering and brake systems in next generation automotive systems to achieve enhancements in vehicle comfort, feel, fuel efficiency, and safety. Such advanced systems can have several interacting software and hardware components including electronic control units, hydraulic modules, and motor controllers etc., which in real time conditions often exhibit dynamic behavior. Although many of these systems help provide significant improvements in vehicle safety, unexpected interactions among the software, the hardware, and the environment may lead to situations of potential concern. The increasing demand for active safety systems in current and next generation vehicles motivates the consideration of robust diagnostic strategies. Depending on the functions to be implemented, such systems may need to rely on the integrity of the on-board inertial sensors to carry out their tasks. Traditionally, validation of inertial sensor diagnostic strategies has involved significant in-vehicle testing. As with all in-vehicle testing, significant time and resource costs are incurred, and additional costs associated with ensuring test-driver safety may be necessary.
With the increasing complexity of modern automotive systems, system modeling and simulation techniques are gaining increased significance to address a variety of system development issues including design robustness, safety and reliability. In this paper, we describe an integrated co-simulation model that is capable of simulating subsystem and vehicle behavior under different operating conditions. The co-simulation environment includes a vehicle model, a subsystem software model and a subsystem actuator model in the form of Dynamic Link Library (DLL) functions. Cosimulation of the subsystems was conducted with the vehicle in the loop to depict the real dynamic behavior of the vehicle under different environmental conditions. The above co-simulation platform was configured with real vehicle calibration data and used to test the validity/limitations of a simple model-based sensor diagnostics strategy. Using this approach, it was possible to quickly check for performance issues and consider needed corrections or enhancements without incurring the time and cost burden associated with invehicle testing. For the diagnostic development task described in this paper, the co-simulation platform provided a reliable and repeatable environment for chassis system product development. Our experience indicates that such an environment can potentially Copyright © 2006 SAE International shorten the system development cycle, reduce time and resources normally allotted for actual vehicle testing, and give the user a design environment that is safer, more cost efficient and robust.
THE SIMULATION MODEL
In this section, we provide an overview of the simulation model for the subsystem and the environment. The subsystem (see Figure 1 ) is a safety critical system consisting of a software component, which resides in an Electronic Control Unit (ECU), and an actuator component. The ECU receives input signals from several sensors in the vehicle including vehicle speed, vehicle attitude and driver intent. The software in the ECU is programmed to compute an actuator command based on the input sensor signals.
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Figure 1 -Subsystem Layout
In order to build a simulation model that depicts a real time system we must simulate the actual dynamic conditions that the subsystem is exposed to in the vehicle. As such, the simulation environment should be comprised of the following: As described next, Simulink ® facilitates co-simulation among the different simulation tools. Simulink ® models the subsystem control algorithm, CarSim ® models the vehicle environment, and AmeSim ® models the actuator system (see Figure 3) . 
MATLAB
® /Simulink ® was chosen as a common shell for building the simulation model because of its ability to support and interface seamlessly with the different DLLs provided from other tools. Simulink ® provides a common platform that can integrate all the three system blocks of the simulation model into a single simulation environment. Simulink uses block diagrams to model dynamic systems and provides an overall modeling environment that provides a co-simulation capability that is compatible with many simulation programs. It provides the environment where other simulation models from third party applications can execute within the Simulink shell as a S-Function. A S-Function is a system function that has been compiled to run in the Simulink ® environment. On a Microsoft Windows ® platform, these system functions are compiled into dynamically linked libraries (DLLs). The DLLs do not need their original files in the working directory at runtime. Both CarSim ® and AmeSim ® provide a DLL to represent the vehicle model and the actuator model respectively. The DLL can be included in the Simulink ® environment in the form of an S-Function [7] .
CarSim
® can be used for simulating and animating the behavior of four-wheel vehicles. It provides dynamic vehicle simulation with open and closed loop inputs, both from the driver and the environment. The user may define a three-dimensional environment in which the vehicle travels, as well as various parameters of the vehicle. CarSim ® can provide graphical outputs of specified parameters, a data file, or an animation of the vehicle in its environment.
AmeSim
® is advanced modeling simulation software which supports simulation based on library elements. It offers an environment for simulating the dynamics of the actuator. It enables the user to build an actuator model by plugging in the physical, mechanical, hydraulic and/or electrical characteristics. With these three software packages running in a co-simulation environment, it was possible to perform closed-loop modeling of the vehicle control system. All individual blocks of the simulation model were validated against real test data. In the following sections, details of the simulation model are discussed.
VEHICLE MODEL
The vehicle model was developed using CarSim
® produced by Mechanical Simulation Corporation (MSC).
CarSim ® provides several default vehicle models within its standard library. The intent was to develop a vehicle model that accurately behaves like the real test vehicle that was being used for the subsystem development. The test vehicle data including the lateral and longitudinal tire characteristics, suspension characteristics, brake and steering system parameters was acquired by testing the development vehicle on different maneuvers at different speeds. Other vehicle measurements gathered included sprung and un-sprung vehicle mass parameters, vehicle linear measurements and aerodynamics characteristics.
Starting with a default CarSim ® vehicle model and using the real test data of the vehicle, a vehicle model was built in the CarSim ® environment that closely matched the actual test vehicle. CarSim ® simulation software provides the necessary math model equations to simulate the vehicle dynamics.
For closed loop vehicle simulation, a driver model, or a path follower model is necessary. Typically steering models require a driver response time to be associated for the closed loop steering system control. This driver response time typically is a factor of the natural human reaction time and the driver perception time. For the subsystem simulation model, vehicle testing with average drivers was conducted to measure the average driver response time. This time factor was used in the simulation model to simulate the driver steering delay time.
The vehicle simulation model developed in CarSim ® was validated against real test data during steady state and transient maneuvers on surfaces with different environment conditions including surface friction. The validation process showed that the behavior and the simulation model of the vehicle were very close to the actual vehicle data in all the aspects of our tests. Figure  4 compares the lateral acceleration, yaw rate and roll angles of the actual vehicle and the co-simulation for a given steering maneuver and vehicle speed. The vehicle model in the co-simulation is tuned until the necessary accuracy is achieved. 
SUBSYSTEM SOFTWARE MODEL
The software for the subsystem algorithm is programmed in the C-language. In order for the simulation to capture accurate behavior of the subsystem software in real time, it is essential that the same software be modeled in the simulation setup as well. Simulink ® supports the conversion of software into a custom S-function. Simulink ® provides the necessary templates to create a S-function. These templates were used to program the input and output interfaces and set the scheduler function for the software. Also since the software is in fixed point format, the inputs to the software from Simulink ® to the software model must be converted to appropriate fixed point data types and similarly the output from the software model has be converted from fixed point to floating point engineering units. The software component is then compiled and built using the MATLAB ® mex ® function library. This build process within the MATLAB ® application produces a DLL for the software component. The MATLAB ® -produced DLL is then used in the simulation model by associating it with a user defined S-function. In this paper, this S-Function is called the subsystem software S-function.
ACTUATOR MODEL
The actuator can be a hydraulic or an electronic system. There are several modeling tools to model the actuator system. In our simulation setup AmeSim ® was used to model the actuator system. AmeSim ® is Advanced Modeling Environment Simulation software, which allows for simulating actuator dynamics including electrical motor, hydraulic systems through use of several of their libraries. Developing a model of the actuator requires the knowledge of several parameters including electrical and mechanical, hydraulic characteristics, and physical dimensions of the actuator.
AmeSim
® generates C-files for the actuator model that is built and creates a DLL for the actuator model. The DLL is then used in the simulation model in Simulink by associating it with a user defined S-Function block similar to the software S-function creation mentioned in the last subsection. In this paper, this actuator simulation model is referred to as the actuator S-function.
VALIDATION OF THE CLOSED-LOOP SIMULATION
The three S-functions are connected in Simulink ® as shown in Figure 3 to provide a closed loop simulation model of the target subsystem. To be useful for analysis, this simulation model must provide an accurate representation of the behavior of the target system. The closed-loop simulation was validated for correct operation by comparing simulation outputs with real data from the test vehicle. Shown in the figure 5 are the comparisons of outputs of a subsystem and the actuator for a given steering maneuver and vehicle speed. Once again the comparisons indicate a very high fidelity cosimulation. 
THE PROPOSED DIAGNOSTIC STRATEGY
Vehicle dynamics control can be classified as safety critical because it assists the control functions of certain critical vehicle subsystems like brakes, steering and suspension. Since a vehicle dynamics controller takes critical sensor signals as its inputs and sends control commands to the individual connected subsystems, the validity of the sensor signals becomes critical. This entails that the sensors be reliable. Depending on the criticality of the sensed signal, additional sensors may or may not be needed to achieve the required dependability at the system level. Critical sensors may require some form of redundancy either in the form of a built-in-self-test (BIST) and/or internal replication. It is desirable to have either a fail silent sensor or be able to achieve the fail silent property by replicating the sensor.
In the latter case, the values of the sensors are collected and analyzed by an intelligent unit that makes a decision of which sensor value to use in further calculations. Again, the required degree of replication is dependent on the criticality of the sensor.
Redundancy can be achieved through physically redundant sensors; however, physical redundancy increases size, packaging and bill of materials. Under some conditions redundancy of sensors may be required to satisfy the safety requirements of high integrity applications. Under other conditions, it may be possible to satisfy the system safety requirements by other means like analytical redundancy. Traditionally, knowledge based diagnostics techniques have been widely used. These techniques depend on the designer's knowledge and understanding of the system such as operating range of sensor values, the expected rate of change in sensor outputs etc. In some cases, these techniques may not be always sufficient. Selfchecking sensors, in production today may not be robust enough to satisfy the safety requirements of critical systems. This motivates the need for some other intelligent solution. Analytical redundancy can be achieved by modeling small portions of the vehicle dynamics and estimating some measurable states (sensor outputs), based on other, directly measured signals. This leads to a bank of observers (estimators) that can estimate the outputs of certain sensors by using information from other sensors, which can be used to monitor the health of the important sensors. In the subsections to follow, a model-based approach is provided to achieve this analytical
redundancy. An appropriate linear model is chosen that relates the sensor signals in the desired operating conditions. The diagnostic capability is completely dependent on the model selected and, thus, much care was taken to develop a model that accurately emulates the actual vehicle behavior in most operating conditions. Next, observer design is used to develop a bank of estimators based on the selected model and the sensor outputs. Figure 6 represents the model-based strategy proposed for sensor diagnostics. The strategy is geared towards monitoring the health of the lateral acceleration, yaw rate and roll rate sensors. The subsections that follow explain the construction of the diagnostic unit and outline the diagnostic principle
SELECTED VEHICLE MODEL
Modeling of vehicle dynamics is a varied and a widely researched topic. In the past, researchers used the laws of physics and vehicle dynamics to model small portions of the vehicle [8] . Depending on the application, these models can vary from complex and highly nonlinear to simple and linear. Recently, there has been increased effort on vehicle stability control [9, 10] , especially roll and yaw. Complex seven [11] , eight, nine and even 104 [12] degree-of-freedom (DOF) nonlinear models have been used to model different vehicle ride and handling aspects, but these models are too complex for vehicle electronics.
Simpler, yet accurate models are needed for vehicle control and diagnostics systems. On the other hand, the commonly used bicycle model [13] , though simple enough, does not offer the complexity needed for advanced stability control and diagnostics. In this paper the design is based on a linear three DOF vehicle handling model. With lateral displacement, yaw and roll angles as the chosen DOF's, the model dynamically relates the lateral acceleration, yaw and roll rates of the vehicle. This model provides a good description of vehicle handling that is valid in more than 90% of driving conditions.
The equations summarizing the dynamics of a linear 3-DOF vehicle-handling model are:
where, y v denotes the vehicle lateral velocity, the yaw rate, the roll rate, the roll angle and the steering input at the road wheel. Also, where all the above vehicle parameters are defined in Table 1 and g is the acceleration due to gravity. For convenience, we write equations 1, 2, 3 in matrix form as 
where the control signal u and the matrix P, also known and the inertia matrix, is invertible. Table 1 can be obtained for any vehicle and so the numeric state space for any vehicle can be developed. Simulation results clearly indicate the validity of the above model in most operating scenarios. Since the model is linear by design, it fails to capture nonlinear operating scenarios. Thus the model is no longer valid when in a skid/spin maneuver. In this paper, we assume that the vehicle stays in the linear region of operation. Lateral acceleration, yaw rate and roll rate can be viewed as the outputs of the model and represented as An observer [14] basically tries to estimate the state vector x from knowledge of input u and output y. The observer continually compares its estimate (as measured via the output equation) with the true plant to create an error signal. This error signal is then used to drive the observer towards asymptotic convergence with the plant. Since the observer's output should track those of the plant, and difference in the outputs, drive the observer, it is also possible to think of the observer as having the same basic structure of the plant, with additional input y yˆ . The analysis is as follows, Let
where, L is a matrix of scalar gains that has to be determined. In order to enforce convergence of the observer states x to those of the vehicle, we assume the existence of a state error vector
Since the desire was to achieve asymptotic convergence of the states x to those of the vehicle, it is required that Note that the eigenvalues of the observer error system can be arbitrarily placed in the left half complex plane if the pair ) , ( C A is observable. We use the principal above to construct a lateral acceleration, yaw rate and roll rate based observer where the outputs of each observer are estimates of the other two sensed signals.
RESIDUAL GENERATION
Residuals are generated by comparing the difference between sensor outputs and those of the observers to a threshold. They take values 0 or 1 based on the signal difference. For yaw rate sensor diagnostics, the latbased yaw estimate, roll-based yaw estimate and the yaw rate sensor value are used to generate residuals Y1 and Y2. Similarly we generate residuals L1, L2 for lateral acceleration and residuals R1, R2 for roll rate sensor diagnostics. FAULT SIGNATURE TABLE
In the event of a yaw rate sensor fault, the sensor value differs from the estimated yaw rate outputs of the lateral acceleration-based and roll rate-based observers. Also, the yaw rate-based observer would provide faulty estimates of the lateral acceleration and roll rate outputs. However, the non-faulty roll rate and lateral acceleration signals would provide the correct estimates of each other through their respective observers. 
Thus while Y1 + Y2 = 2, R1 + R2 = L1 + L2 = 0 or 1 and this would prove that the fault lies in the yaw rate observer. Similarly, faults in the other two sensors can be isolated. Table 2 provides the signatures to identify the faulty sensor where 'X' denotes a 0 or 1.
DIAGNOSTIC SIMULATION RESULTS
We use the above developed co-simulation platform for the verification of the proposed sensor diagnostic strategy.
MODEL VERIFICATION
The proposed model-based diagnostic strategy relies heavily on the fidelity of the selected vehicle model. This is because any disparities in the vehicle sensor signals and model may result in residuals that erroneously flag a fault. Hence the model must differ from the actual signals within certain tolerance limits. The selected model provides an accurate description of the vehicle in almost 90% of the driving conditions. Most of the time drivers are going straight or making steady state turns. In such scenarios the model closely matches the signals from the vehicle. Transient maneuvers like a sudden double lane change might introduce dynamics that cannot be captured by the vehicle. Figure 7 compares the responses of the vehicle and the 3-DOF model in a double lane change maneuver at a speed of 85 km/h. The slight disparity in signal values is because a 3-DOF model cannot encompass all the subtle dynamics of the actual vehicle. This difference is within vehicle tolerance limits and does not affect the diagnostic capability of the model. However if the same maneuver is done at 100 km/h, the disparities widen and may not be acceptable as will be shown in a later section. Once a model with reasonable fidelity is developed, it can be leveraged in the design of observers that help with diagnostics. For the same maneuver as in figure 7, figure 8 , shows the sensor output from the co-simulation (solid) and compares it to the analytical estimates (dotted and dashed) based on the observers when no faults have occurred.
Thus for each sensor output from the co-simulation platform, there are two additional analytically generated signals from the observer bank. This can be interpreted as a type of sensor triplication. Once again, we mention that the disparity seen is a result of using a very simple analytical model. However, for the purpose of diagnostics we compare signal differences to a threshold and the disparity seen here is much lower than that threshold.
YAW RATE SENSOR FAULT SCENARIO Figure 9 and 10 summarize what happens when a fault is introduced in the yaw rate sensor and how the fault is identified in the software. A yaw rate fault of 12 deg/s was injected at t = 3 seconds through the co-simulation platform. The residual (Y1 + Y2) turns to 2 at 3.01 seconds, and the signature indicates the presence of a yaw rate sensor fault immediately after the fault injection. Similarly, injected faults in the other two sensors are immediately detected and identified based on the signature they match from Table 2 FALSE ALARM SCENARIO When the diagnostic software erroneously flags the presence of a fault, the condition is known as a false alarm. It is imperative that any diagnostic strategy not only detect faults but also have a very low probability of false alarm. This is because a false alarm may lead to an unwanted termination of the safety critical system. The above strategy is prone to false alarms in situations when the selected model differs significantly from the actual vehicle operation. This may happen during a skid or spin situation, which leads to a sustained nonlinear vehicle operation. Figure 11 compares the responses of the vehicle and the 3-DOF model for a double lane change at a speed of 100 km/h. The maneuver generates nonlinear dynamics that cannot be properly captured by the simple linear 3-DOF model and results in significant difference. This disparity propagates through the observer bank and leads to low fidelity estimates of the sensor signals. This is clearly seen in figure 12. When these estimates are fed into the residual generation unit the signal differences exceed the design threshold leading to residuals signatures that may be misleading. The corresponding residuals plotted in figure 13 cannot be properly interpreted by the diagnostic software. Thus some additional design provisions must be made to accommodate such events and prevent false alarms. 
CONCLUSION
This paper discussed the development of a simulation model for system diagnostics development and analysis. Simulation-based engineering tasks, such as those for robustness studies, diagnostics and system safety analysis, require a simulation model of high fidelity and precision. Setting up such a simulation environment may require significant effort and time investment. Developing the environment requires a collective team effort, including the system safety engineer, the algorithm development engineer, the software engineer and the vehicle test engineer. However, such an initial investment can be justified when the simulation model can be confidently used for multiple system development tasks, such as:
Controls algorithm development, Robustness analysis, System safety analysis, Diagnostic development, Design improvement analysis, and Verification and validation.
One significant advantage of simulation-based vehicle analysis is the ability to perform desired vehicle tests at various limit-handling conditions. Performing such activities in a real vehicle may involve risk to the driver, and can increase costs due to the needed additional vehicle safety devices. In these cases, substituting simulation in place of in-vehicle testing can greatly reduce associated risks and costs.
Selection of the appropriate tools for development of a co-simulation platform can be a challenging task. The different simulation and modeling tools must be able to interface and integrate with each other seamlessly without requiring significant integrating effort from development engineers.
This paper presented how a relatively simple vehicle model can be used to diagnose vehicle level signals of roll rate, yaw rate and lateral acceleration. By setting appropriate thresholds, the diagnostics can be tuned to minimize false alarms, and to maximize the fault detection capability. Although the above presented model based diagnostic strategy shows promising results in the linear region it has certain inherent limitations under nonlinear dynamic conditions. Additional techniques that can detect nonlinear vehicle dynamic conditions are necessary to complement the analytical algorithm so that false triggering of the diagnostics can be avoided when the vehicle is in the nonlinear region.
