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Abstract
Free Ornstein–Uhlenbeck processes are studied in finite von Neumann algebras. It is shown that a free
self-decomposable probability measure on R can be realized as the distribution of a stationary free Ornstein–
Uhlenbeck process driven by a free Levy process. A characterization of a probability measure on R to be
the stationary distribution of a periodic free Ornstein–Uhlenbeck process driven by a free Levy process is
given in terms of the Levy measure of the measure. Finally, the notion of a free fractional Brownian motion
is introduced. It is proved that the free stochastic differential equation driven by a fractional free Brownian
motion has a unique solution. We call the solution a fractional free Ornstein–Uhlenbeck process.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Finite von Neumann algebras; Non-commutative stochastic processes; Free Ornstein–Uhlenbeck processes
0. Introduction
We initiated a study of free Markov processes in [11]. We continue our study of this subject in
this paper. We shall focus on a simple but really interesting kind of free Markov processes—free
Ornstein–Uhlenbeck processes (simply free OU processes). We shall study the limit distribution
of free Ornstein–Uhlenbeck processes driven by free Levy processes.
Let {Zt : t  0} be a Levy process, X0 be a random variable and λ > 0. Suppose that X0 and
{Zt : t  0} are independent. In classical probability, an OU process
Xt = e−λt
(
X0 +
t∫
0
eλss dZs
)
, t  0,
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dXt = −λXt dt + dZt , t  0.
The equation is understood as the integral equation Xt = X0 − λ
∫ t
0 Xs ds +Zt , t  0 (see [17]).
Recently, OU processes have been applied successfully to financial economics (see [2]).
The study of free stochastic processes is a very popular research area in free probability (see
[1,3,5–8,10,11]). Biane and Speicher [8] discussed free OU processes driven by a free Brownian
motion and showed that its limit distribution is the semicircle law. Barndorff-Nielsen and Thorb-
jornsen [3] mentioned free OU processes driven by free Levy processes, but there were no details
given. We showed in [11] that a probability measure on R is free self-decomposable if and only
if it is the limit distribution of a free OU process driven by a free Levy process. In the present
paper, we continue our study of the free analogue of OU processes, i.e., OU processes formulated
in Voiculescu’s free probability. We first show that a free self-decomposable probability measure
on R can be realized as the distribution of a stationary free OU process. Periodic OU processes
were introduced in classical probability by Petersen [15] in 2002, and the class of the station-
ary distribution of a periodic OU process was studied in [16], 2003. In this paper, we introduce
free periodic OU processes driven by free Levy processes, and we give a characterization of the
stationary distribution of a free periodic OU process in terms of its Levy measure. Our results
are parallel to the recent results on classical periodic OU processes (see [16]). Fractional OU
processes driven by fractional Brownian motion were studied recently in the classical probabil-
ity theory (see [9]). We introduce the notion of fractional free Brownian motion. We show that
the free stochastic differential equation driven by fractional free Brownian motion has a unique
solution. We call the solution a fractional free OU process.
This paper is organized as follows. We show in Section 1 that a free self-decomposable prob-
ability measure on R is the distribution of a stationary free OU process (Theorem 1.1). It is
shown that a free OU process defined on the finite interval [0,1] can be extended periodically
to a stationary process on the whole real line (Theorem 1.3). A characterization for a probabil-
ity measure on R to be the stationary distribution of a periodic free OU process is also given
in this section in terms of its Levy measure (Theorem 1.7). Finally, in Section 2, the notion of
fractional free Brownian motion is introduced (Definition 2.2), and examples of free fractional
Brownian motion are given in terms of creation and annihilation operators on full Fock spaces
(Theorem 2.4 and Remark 2.5). We show that the free stochastic differential equation driven
by fractional free Brownian motion has a unique solution, which is called a fractional free OU
process (Theorem 2.8).
In this paper, we use some basic concepts and results in free probability. We refer to [14,18]
and [3] for basics on free probability, operator algebras and unbounded operators affiliated with
a von Neumann algebra, respectively.
1. Free OU processes driven by free Levy processes
In this section, we study free OU processes driven by free Levy processes. We show that a
free self-decomposable probability measure on the real line can be realized as the distribution
of a stationary free OU process driven by a free Levy process. Let {Xt : 0  t  1} be a free
OU process on the interval [0,1]. We can extend it periodically to the whole real line. We show
that the periodic free OU process is stationary. We also give a characterization of the stationary
distribution in terms of its Levy measure.
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showed in [11] that a free OU process Xt = e−ct (X0 +
∫ t
0 e
cs dZs), t  0, is the unique solution
of the following equation:
dXt = −cXt dt + dZt , t  0.
Recall that a process {Xt : t  0} is stationary if the distribution μ(Xt) = μ(Xs), for all
s, t  0. The distribution μ = μ(Xt) is called the distribution of the process.
Theorem 1.1. Let c be a positive number and μ on R be a  self-decomposable probability
measure on R. Then there is a stationary free OU process with its distribution ν.
Proof. Let {St : t  0} be a free Levy process. Barndorff-Nielsen and Thorbjornsen [3] showed
that the distribution of S1, μ(S1), is in ID(), the set of all freely infinitely divisible distributions
on the real line R. Moreover, they showed that a probability distribution μ on R is  self-
decomposable if and only if there is a free Levy process {Z′t : t  0} of self-adjoint (probably
unbounded) operators affiliated with a W ∗-probability space (B, τ1) satisfying∫
|t |1
log
(
1 + |t |)σ(dt) < ∞,
where (γ, σ ) is the free generation pair of μ(Z′1), such that μ = μ(
∫∞
0 e
−t dZ′t ). Let Z˜t = Z′ct
for t  0, and Z˜t = −Z˜−t for t < 0, then {Z˜t : t  0} is a free Levy process. Let {Zt : t  0} be a
free copy of {Z˜t : t  0} (i.e., {Zt : t  0} and {Z˜t : t  0} are free), and let
Zt = Zt , ∀t  0; Zt = −Z−t , ∀t < 0.
Given a > 0, a continuous function f on [−a, a], a partition T : −a = t0 < t1 < · · · < tn = 0 of
[−a,0], ξi in [ti−1, ti], for i = 1,2, . . . , n, with ‖T ‖ being max{ti − ti−1: i = 1,2, . . . , n}, by an
elementary computation, we get
a∫
0
f (s − a)dZs d=
a∫
0
f (−s) dZs.
Let X0 =
∫ 0
−∞ e
cs dZ˜s , then
X0 = lim
a→∞
0∫
−a
ecs dZ˜s
d= lim
a→∞
a∫
0
e−cs dZ˜s =
∞∫
0
e−cs dZ˜s =
∞∫
0
e−t dZ′t
has distribution μ. Define
Xt = e−ct
(
X0 +
t∫
0
ecs dZs
)
, t  0.
Then {Xt : t  0} is a free OU process. Now we show that it is stationary. For t > 0, we have
Xt = e−ct
0∫
ecs dZ˜s + e−ct
t∫
ecs dZs−∞ 0
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−t∫
−∞
ecs dZ˜s+t +
0∫
−t
ecs dZs+t
d=
−t∫
−∞
ecs dZ˜s +
0∫
−t
ecs dZs
d=
−t∫
−∞
ecs dZ˜s +
0∫
−t
ecs dZ˜s =
0∫
−∞
ecs dZ˜s = X0. 
Remark 1.2. From the theorem above, we see that the set SD() of all self-decomposable dis-
tributions on R can be described as SD() = {the distributions of stationary free OU processes}.
Given a free Levy process {Zt : t  0}, it is easy to verify that the following equation:
dXt = −cXt dt + dZt , t ∈ [0,1], X0 = X1, (1.1)
has a unique solution
Xt = e−ct
(
X0 +
t∫
0
ecs dZs
)
, t ∈ [0,1],
where X0 = X1 = 1ec−1
∫ 1
0 e
cs dZs . Let Xt+k = Xt , for t ∈ [0,1] and k ∈ Z, the set of all integers.
Then {Xt ∈ R} is a periodic process. So we call {Xt : t ∈ [0,1]} a periodic free OU process.
Theorem 1.3. The process {Xt : t ∈ R} defined by Xt+k = Xt , for t ∈ [0,1] and k ∈ Z is a
stationary process (i.e., Xt d= X0).
Proof. For t0 ∈ [0,1], we construct a new process {Zt0t : t ∈ [0,1]} as follows. For t ∈ [0,1],
Zt
0
t =
{
Zt+t0 − Zt0, if t + t0  1;
Zt
0
1 − Zt0 + Zt+t0−1, if t + t0 > 1.
Now we show that {Zt0t : t ∈ [0,1]} is a free Levy process. Clearly, Zt00 = 0. For 0 t1  1− t0 
t2  1, we have Zt2+t0−1 = Zt
0
t2 − Zt
0
1−t0 , Zt0 − Zt2+t0−1, Zt
0
t1 = Zt1+t0 − Zt0 , Z1 − Zt1+t0 =
Zt
0
1−t0 − Zt
0
t1 are free, so Z
t0
t2 − Zt
0
t1 = Zt
0
t2 − Zt
0
1−t0 + Zt
0
1−t0 − Zt
0
t1 and Z
t0
t1 = Zt1+t0 − Zt0 are
free. It is easy to show that Zt0t2 − Zt
0
t1 and Z
t0
t1 are free for all 0 t1  t2  1. Moreover, it can
be proved similarly that Zt0tn −Zt
0
tn−1, . . . ,Z
t0
t2 −Zt
0
t1 and Z
t0
t1 are free for all 0 t1  · · · tn  1.
Hence, {Zt0t : t ∈ [0,1]} has free increments. Moreover, for 0 t1  1 − t0  t2  1, we have
μ
(
Zt
0
t2 − Zt
0
t1
)= μ(Zt2+t0−1 + Z1 − Zt1+t0) = μ(Zt2+t0−1)μ(Z1 − Zt1+t0)
= μ(Zt2+t0−1)μ(Z1−t1−t0) = μ(Zt2 − Z1−t0)μ(Z1−t0 − Zt1)
= μ(Zt2 − Zt1) = μ(Zt2−t1).
Hence, {Zt0t : t ∈ [0,1]} has stationary increments. Moreover, let t1 = 0, we get Zt0t2
d= Zt2 , for
1 − t0  t2  1. It is obvious that Zt0t = Zt+t0 − Zt0 d= Zt , for 0 t  1 − t0. Hence, Zt0t d= Zt ,
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Xt+t0 =
1
1 − e−c
1∫
0
e−c(t−s) mod 1 dZt0s , t, t0 ∈ [0,1],
where
x mod 1 =
{
x + 1, if −1 x < 0,
x, if x ∈ [0,1].
For 0 t  1 − t0, we have
(
1 − e−c)Xt+t0 = 1∫
0
e−c(t0+t)e−c+cs dZs +
t+t0∫
0
e−c(t+t0)ecs dZs
−
t+t0∫
0
e−c(t+t0)e−cecs dZs
=
t+t0∫
0
e−c(t+t0)ecs dZs +
1∫
t+t0
e−c(t+t0)e−cecs dZs
=
1−t0∫
t
e−c(t+t0)e−cec(s+t0) dZt0s +
t0∫
0
e−c(t+t0)ecs dZs
+
t+t0∫
t0
e−c(t+t0)ecs dZs
=
1−t0∫
t
e−ct e−cecs dZt0s +
1∫
1−t0
e−c(t0+t)ec(s−(1−t0)) dZz−(1−t0)
+
t∫
0
e−c(t+t0)ec(s+t0) dZt0s
=
1−t0∫
t
e−ct e−cecs dZt0s +
1∫
1−t0
e−ct e−cecs dZt0s +
t∫
0
e−ct ecs dZt0s
=
1∫
t
e−ct e−cecs dZt0s +
t∫
0
e−ct ecs dZt0s
=
1∫
e(t−s) mod 1 dZt0s .0
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1∫
0
e−c(t−s) mod 1 dZt0s = e−c(t+t
0)
1∫
t−(1−t0)
ecs dZs + e−c(t+t0−1)
t−(1−t0)∫
0
ecs dZs.
On the other hand,
(
1 − e−c)Xt+t0 = (1 − e−c)Xt+t0−1 = e−c(t+t0)
( 1∫
t+t0−1
ecs dZs + ec
t+t0−1∫
0
ecs dZs
)
.
Hence,
Xt+t0 =
1
1 − e−c
1∫
0
e−c(t−s) mod 1 dZt0s , ∀t, t0 ∈ [0,1].
It follows that
μ(Xt+t0) = μ
(
1
1 − e−c
1∫
0
e−c(t−s) mod 1 dZt0s
)
= μ
(
1
1 − e−c
1∫
0
e−c(t−s) mod 1 dZs
)
= μ(Xt),
∀t, t0 ∈ [0,1]. Let t = 0, we get Xt0 d= X0, for all t0 ∈ [0,1]. Hence, {Xt : t ∈ R} is a stationary
process. 
Let c > 0, {Zt : t ∈ [0,1]} be a free Levy process and {Xt : t ∈ [0,1]} be the periodic free OU
process determined by c and {Zt : t ∈ [0,1]} (i.e., Xt is the solution to (1.1)). We call μ(X0) =
μ( 1
ec−1
∫ 1
0 e
cs dZs) the stationary distribution of periodic free OU process {Xt : t ∈ [0,1]}. Note
that
μ
(
1
ec − 1
1∫
0
ecs dZs
)
= μ
( 1∫
0
ecs dZ′s
)
,
where {Z′s = 1ec−1Zs : t  0} is a free Levy process. So we have the following proposition.
Proposition 1.4. For c 	= 0, let I (c) be the set of all μ(∫ 10 ecs dZs), where Zt , t ∈ [0,1], is a free
Levy process. Then, given c > 0, I (c) is the set of all stationary distributions of periodic free OU
processes determined by c and a free Levy process.
The following result is a corollary of Proposition 2.6 of [16].
Lemma 1.5. Let v be a Levy measure on R. Then
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measures v1 and v−1 on (0,∞) such that
∞∫
0
min
{
1, u2
}
dvj (du) < ∞, j = 1,−1,
and
v(B) = λ1v1(B) + λ−1v−1(−B), for all Borel sets B ⊆ R.
We define a measure λ on the set S = {1,−1} by λ(1) = λ1, λ(−1) = λ−1. Then
v(B) =
∫
S
λ(dξ)
∞∫
0
χB(uξ)vξ (du) for any Borel set B ⊆ R;
(2) if λ1λ−1 	= 0, then
(a) v has a non-negative density function k(u)
u
(u 	= 0) if and only if v1 has a non-negative
density function k1(u)
u
with k1(u) = 1λ1 k(u), and v−1 has a non-negative density function
k−1(u)
u
with k1(u) = 1λ−1 k(−u);
(b) Gc(u) = ∑∞1 k(ejcu) is increasing for u < 0 and decreasing for u > 0 if and only if
both G1,c(u) =∑∞1 k1(ejcu) and G−1,c(u) =∑∞1 k−1(ejcu) are decreasing for u > 0.
The following theorem gives a characterization of measures in I (c).
Theorem 1.6. For c > 0, a free infinitely divisible measure μ is in I (c) if and only if the Levy
measure v of μ has a non-negative density function k(u)
u
, and there is a function Gc(u) such that
Gc(u) is decreasing for u > 0, Gc(u) is increasing for u < 0, and
Gc(u) =
∞∑
j=1
k
(
ejcu
)
for almost all u ∈ (0,∞) with respect to the Lebesgue measure on (0,∞).
Proof. By [4], there is a bijection Λ from the set of all infinite divisible distributions on the
real line onto the set of all free infinitely divisible distributions on the real line. Let I˜ (c) be the
set of all stationary distributions of periodic OU processes determined by a non-zero number c
and a Levy process. Suppose λ−1λ1 	= 0. A measure u ∈ I (c) if and only if Λ−1(u) ∈ I˜ (c). Let
(γ ′,A, v) be the generating triple of Λ−1(u), where v is the Levy measure of u (and Λ−1(u)). Let
v = λ1v1 + λ−1v−1
be the polar decomposition of v. Proposition 2.7 of [16] showed that Λ−1(u) ∈ I˜ (c) if and only
if v1 and v−1 have non-negative density functions k1(u)u and
k−1(u)
u
, respectively, and there are
decreasing functions
G1,c(u)
a=
∞∑
j=1
k1
(
ecju
)
, G−1,c(u)
a=
∞∑
j=1
k−1
(
ecju
)
, ∀u > 0,
where a= means = for almost all u > 0 with respect to the Lebesgue measure on (0,∞). By
Lemma 1.5, this is the case if and only if the Levy measure v of μ has a non-negative density
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u
, and there is a function Gc(u) such that Gc(u) is decreasing for u > 0, Gc(u) is
increasing for u < 0, and
Gc(u) =
∞∑
j=1
k
(
ejcu
)
for almost all u ∈ (0,∞) with respect to the Lebesgue measure on (0,∞).
If λ1 = 0, but λ−1 	= 0, then
λ1 =
1∫
0
u2
k(u)
u
du +
∞∫
1
k(u)
u
du = 0.
It implies that k(u) = 0 for almost all u > 0, and Gc(u) =∑∞i=1 k(ecju) a= 0 for u > 0. In this
case, v(B) = λ−1v−1(−B ∩ (0,∞)). By Lemma 1.5, v−1 has a non-negative density function
k−1(u)
u
and there is a decreasing function G−1,c(u)
a=∑∞j=1 k−1(ejcu) for u > 0 if and only if v
has a non-negative density function k(u)
u
and there is an increasing function Gc(u) for u < 0 such
that Gc(u)
a=∑∞i=1 k(ecju) for u > 0 (in fact, we can let k(−u) = k−1(u) for u > 0). Hence, in
this case, we have proved the result.
Similarly, we can prove the result in the case λ1 	= 0 and λ−1 = 0.
Finally, if λ1 = λ−1 = 0, v = 0, the result is trivial. 
2. Fractional free OU processes
In this section, we introduce the notion of a fractional free Brownian motion. We show that
the free stochastic differential equation driven by a fractional free Brownian motion has a unique
solution, which is called a fractional free OU process.
Recall that a stochastic process {Xt : t ∈ I ⊆ R} is Gaussian if, for 0 t1 < t2 < · · · < tn < ∞
and λ1, . . . , λn ∈ R, ∑ni=1 λiXti has a normal distribution (see [12]). Similarly, we may give the
following
Definition 2.1. A family {Xt : t ∈ I ⊆ R} of self-adjoint operators in a W ∗-probability space
(A, τ ) is called a semicircle process, if for 0  t1 < t2 < · · · < tn < ∞ and λ1, . . . , λn ∈ R,∑n
i=1 λiXti has a semicircle distribution. A semicircle process is centered if τ(Xt ) = 0 for t ∈ I .
Now we are in a position to give the definition of a fractional free Brownian motion.
Definition 2.2. A centered semicircle process {Xt : t ∈ I ⊆ R} is a fractional free Brownian
motion with parameter H ∈ (0,1], if
τ(XtXs) = 12
(|t |2H + |s|2H − |t − s|2H ), ∀s, t ∈ I.
Theorem 2.3. A free Brownian motion is a fractional free Brownian motion with parameter
H = 1/2.
Proof. Let {Bt : t  0} be a free Brownian motion. First, we show that {Xt : t  0} is a semicircle
process. For λ ∈ R and t > 0, we have λXt has distribution Dλμ(Xt), which is a semicircle law,
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0 < t1 < · · · < tn. Note that
Xt1 + · · · + Xtn = Xtn − Xtn−1 + 2Xtn−1 + · · · + Xt1
= (Xtn − Xtn−1) + 2(Xtn−1 − Xtn−2) + 3Xtn−3 + · · · + Xt1
= · · ·
= (Xtn − Xtn−1) + 2(Xtn−1 − Xtn−2) + · · · + (n − 1)(Xt2 − Xt1) + nXt1 .
Note also that (Xtn −Xtn−1),2(Xtn−1 −Xtn−2),3(Xtn−2 −Xtn−3), . . . , (n−1)(Xt2 −Xt1), nXt1 are
free. Hence, we can prove by induction that the sum of n elements with semicircle distributions in
a free family of elements has a semicircle distribution, if we can show that X+Y has a semicircle
distribution provide that X and Y form a semicircle family (i.e., X and Y are free and they have
semicircle distributions). Note that a self-adjoint operator X ∈A with τ(X) = 0 is a semicircle
element if and only if the R-transform Rμ(X)(z) = r24 z, for some r > 0 (see [18]). If Rμ(X) =
r21
4 z
and Rμ(Y) = r
2
2
4 z, then
Rμ(X+Y)(z) = Rμ(X)(z) + Rμ(Y)(z) =
√
(r21 + r22 )2
4
z.
It follows that X+Y is a semicircle element. Hence, we have shown that {Xt : t  0} is a centered
semicircle process. Moreover, for t > s > 0, we have
τ(XtXs) = s.
Hence, {Xt : t  0} is a fractional free Brownian motion with parameter H = 1/2. 
Theorem 2.4. Let {B(1)t : t  0} be a free Brownian motion of self-adjoint elements in a W ∗-
probability space (A, τ ), {B(2)t : t  0} be a free copy of {B(1)t : t  0} (i.e., {B(2)t : t  0} is a free
Brownian motion, and {B(2)t : t  0} and {B(1)t : t  0} are free). Define
Bt =
{
B
(1)
t , if t  0,
B
(2)
−t , if t < 0.
Then
(1) for f ∈ L2(R), we have
τ
((∫
R
f (t) dBt
)2)
=
∫
R
∣∣f (t)∣∣2 dt;
(2) for 0 < H < 1, let CH = (
∫ 0
−∞((1 − u)H−
1
2 − (−u)H− 12 )2 du + 12H )−1/2, and
Xt = CH
( 0∫
−∞
(
(t − u)H− 12 − (−u)H− 12 )dBu + t∫
0
(t − u)H−1/2
)
dBu,
for u ∈ R. Then {Xt : t ∈ R} is a fractional free Brownian motion with parameter H.
186 M. Gao / J. Math. Anal. Appl. 322 (2006) 177–192Proof. Result (1) follows from [1, Proposition 6].
(2) Since ∫ 0−∞((t − u)H− 12 − (−u)H− 12 ) dBu and ∫ t0 (t − u)H− 12 ) dBu are free, and
τ
( 0∫
−∞
(
(t − u)H− 12 − (−u)H− 12 )dBu
)
=
0∫
−∞
(
(t − u)H− 12 − (−u)H− 12 )dτ(Bu)
= 0 = τ
( t∫
0
(
(t − u)H− 12 )dBu
)
,
we have
τ
(
X2t
)= C2H
(
τ
(( 0∫
−∞
(
(t − u)H− 12 − (−u)H− 12 )dBu
)2)
+ τ
(( t∫
0
(
(t − u)H− 12 )dBu
)2))
= C2H
( 0∫
−∞
(
(t − u)H− 12 − (−u)H− 12 )2 du + t∫
0
(t − u)2H−1 du
)
= C2H t2H
( 0∫
−∞
(
(1 − u)H− 12 − (−u)H− 12 )2 du + 1
2H
)
= t2H .
Similarly, for h, t ∈ R, we have
τ
(
(Xt+h − Xh)2
)= t2H .
It follows that
τ(XsXt ) = 12
(|t |2H + |s|2H − |t − s|2H ).
It is obvious that τ(Xt ) = 0, for t ∈ R. Note that {Bt : t ∈ R} is a semicircle process. So, for a
real-valued step function s =∑ni=1 αiχ[ti−1,ti ), where −∞ < a = t0 < t1 < · · · < tn = b < ∞,
we have
b∫
a
s(t) dBt =
n∑
i=1
αi(Bti − Bti )
is a semicircle element. Generally, let f be a continuous function on interval [a, b], then there
exits a sequence (fn) of step functions such that limn→∞‖
∫ b
a
f (t) dBt −
∫ b
a
fn(t) dBt‖ = 0. Let
τ((
∫ b
a
fn(t) dBt )
2) = r2n/4, then
τ
(( b∫
fn(t) dBt
)k)
=
{
0, if k = 2m + 1,
2m!
m!(m+1)!
( r2n
4
)m
, if k = 2m, for m 0
a
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τ
(( b∫
a
f (t) dBt
)k)
= lim
n→∞τ
( b∫
a
fn(t) dBt
)
=
{
0, if k = 2m + 1,
2m!
m!(m+1)!
(
r2
4
)m
, if k = 2m, for m 0,
where r = limn→∞ rn. Hence,
∫ b
a
f (t) dBt is a semicircle element. It follows that Xt is a semi-
circle element, for t ∈ R.
Generally, for −∞ < t1 < t2 < · · · < tn < ∞, let Tu = ∑ni=1 tH−1/2i Btiu. Then, for a step
function s =∑mj=1 αjχ[sj−1,sj ), where a = s0 < s1 < · · · < sm = b, we have
b∫
a
s(u) dTu =
m∑
j=1
αj (Tsj − Tsj ) =
m∑
j=1
n∑
i=1
αj t
H− 12
i (Bsj ti − Bsj−1ti )
is a semicircle element, since Bt is a semicircle process. For a continuous function f on [a, b],
there is a sequence sn of real-valued step functions on [a, b] such that
lim
n→∞
∥∥∥∥∥
b∫
a
f (u)dTu −
b∫
a
fn(u)dTu
∥∥∥∥∥= 0.
Hence, by the proof above,
∫ b
a
f (u)dTu is a semicircle element. Now we show that (Xt ) is a
semicircle process. By an elementary computation, we have that
Xt = CH
( 0∫
−∞
(
(1 − u)H− 12 − (−u)H− 12 )dtH− 12 Btu + 1∫
0
(1 − u)H− 12 dtH− 12 Btu
)
.
Hence,
Xt1 + · · · + Xtn = CH
( 0∫
−∞
(
(1 − u)H− 12 − (−u)H− 12 )dTu + 1∫
0
(1 − u)H− 12 dTu
)
is a semicircle element. It follows that (Xt ) is a fractional free Brownian motion. 
Remark 2.5. From the theorem above, we have
(1) for H = 1, let X1 be a standard semicircle element (i.e., X1 is a semicircle element with
τ(X1) = 0 and τ(X21) = 1). Define Xt = tX1, for t ∈ R. Then, τ(XtXs) = |ts|. Hence, (Xt )
is a fractional free Brownian motion with parameter H = 1;
(2) Biane and Speicher gave an example of a free Brownian motion (a family of creation operator
and annihilation operators on a full Fock space) in [7]. From our Theorem 2.4 and (1) in
Remark 2.5, we can obtain examples of fractional free Brownian motions for every H ∈
(0,1].
Recall that a family {Xt : t  0} of self-adjoint operators affiliated with a W ∗-probability
space is called a free self-similar process, if for any c > 0, there exists b > 0 such that
μ
(
Xct = μ(bXt)
)
, ∀t  0.
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(see [10]). We now give an abstract characterization of a fractional free Brownian motion.
Theorem 2.6. A centered semicircle process {Xt : t ∈ R} of self-adjoint operators in A is a free
fractional Brownian motion with parameter H ∈ (0,1] if and only if it is free H self-similar, has
stationary increments and τ(X21) = 1.
Proof. Let {Xt : t  0} be a free fractional Brownian motion. By the definition, we have
τ(X21) = 1 and τ(X20) = 0. Thus, X0 = 0. Moreover,
τ
(
(Xt − Xs)2
)= τ(X2t + X2s − XsXt − XtXs)= |t − s|2H , ∀t, s ∈ R.
Note that Xt − Xs is a semicircle element. So, μ(Xt − Xs) = μ(Xt−s). Hence, {Xt : t  0} has
stationary increments. For t ∈ R and c > 0, we have
τ
(
X2ct
)= c2H t2H = r2ct
4
.
It follows that rct = 2CH |t |H , while rt = 2|t |H , where rt is the spectral radius of semicircle
element Xt . Note that
τ
(
Xkct
)= {0, if k = 2m + 1,2m!
m!(m+1)!c
2mH ( r2t
4
)m
, if k = 2m, for m 0.
Hence, τ(Xkct ) = (cH )kτ (Xkt ) = τ((cHXt)k). It follows that μ(Xct ) = μ(cHXt). Hence,
{Xt : t  0} is an H self-similar process.
Conversely, suppose that {Xt : t ∈ R} is a centered semicircle process with τ(X21) = 1.
Suppose that this process has stationary increments and is H self-similar. Then τ(X2t ) =
τ((tHX1)2) = t2H . It follows that
τ(XsXt ) = 12τ
(
X2t + X2s − (Xt − Xs)2
)= 1
2
τ
(
X2t + X2s − (Xt−s)2
)
= 1
2
(|t |2H + |s|2H − |t − s|2H ).
Hence, {Xt : t  0} is a fractional free Brownian motion. 
Let f be an A-valued continuous function on [a, b], we can define the integral ∫ b
a
f (t) dt as
follows. Given a partition Tn: a = t0 < t1 < · · · < tn = b with norm ‖Tn‖ being
max{ti − ti−1: i = 1,2, . . . , n} and intermediates t0  ξ1  t1  ξ2  · · ·  tn−1  ξn  tn, we
have a Riemann sum RTn =
∑n
i=1 f (ξi)(ti − ti−1). It is well known that {RTn : n = 1,2, . . .} is
a Cauchy sequence in operator norm of A, as ‖Tn‖ → 0. We define
∫ b
a
f (t) dt as the operator
norm limit of {RTn : n = 1,2, . . .}.
Let f : [a, b] → R be a function and {Bt : t ∈ R} be a fractional free Brownian motion with
parameter H ∈ (0,1]. We can define Riemann sum RTn =
∑n
i=1 f (ξi)(Bti − Bti−1), for a parti-
tion Tn: a = t0 < t1 < · · · < tn = b with norm ‖Tn‖ being max{ti − ti−1: i = 1,2, . . . , n} and
intermediates t0  ξ1  t1  ξ2  · · · tn−1  ξn  tn. The integral
∫ b
a
f (t) dBt is defined as the
operator norm limit of Riemann sum RTn =
∑n
i=1 f (ξi)(Bti − Bti−1), as ‖Tn‖ → 0, if this limit
exists.
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and f : [a, b] → R be a continuously differentiable function. Then, ∫ b
a
f (t) dBt exists and
b∫
a
f (t) dBt = f (b)Bb − f (a)Ba −
b∫
a
f ′(t)Bt dt.
Proof. Since {Bt : t ∈ R} is a semicircle process, τ((Bt −Bs)2) = |t − s|2H = r24 , where r is the
spectral radius of Bt − Bs (it is also ‖Bt − Bs‖). It follows that ‖Bt − Bs‖ = 2|t − s|H . Hence,
t → Bt is norm continuous and
∫ b
a
f ′(t)Bt dt exists. Let T : a = t0 < · · · < tn = b be a partition
of [a, b] with intermediates t0  ξ1  t1  ξ2  t2  · · · tn−1  ξn  tn. Then we have
n∑
i=1
f (ξi)(Bti − Bti−1) =
n∑
i=1
f (ξi)Bti −
n∑
i=1
f (ξi)Bti−1
=
n+1∑
i=2
f (ξi−1)Bti−1 −
n∑
i=1
f (ξi)Bti−1
= f (ξn)Bb −
n∑
i=2
(
f (ξi) − f (ξi−1)
)
Bti−1 − f (ξ1)Ba
= f (ξn)Bb − f (ξ1)Ba +
(
f (ξ1) − f (a)
)
Ba +
(
f (b) − f (ξn)
)
Bb
−
[(
f (ξ1) − f (a)
)
Ba +
(
f (b) − f (ξn)
)
Bb
+
n∑
i=2
(
f (ξi) − f (ξi−1)
)
Bti−1
]
= f (b)Bb − f (a)Ba − ΓT ′ ,
where ΓT ′ is the Riemann sum of the Riemann–Stieltjies integral
∫ b
a
Bt df (t) with respect to
partition T ′: a = ξ0 < ξ1 < · · · < ξn  ξn+1 = b with intermediates ξ0 = t0  ξ1  t1  · · · 
tn−1  ξn  tn = ξn+1. Note that ‖T ′‖ → 0 as ‖T ‖ → 0, and
∫ b
a
Bt df (t) =
∫ b
a
f ′(t)Bt dt exists.
Hence, let ‖T ‖ → 0, we have
b∫
a
f (t) dBt = f (b)Bb − f (a)Ba −
b∫
a
f ′(t)Bt dt. 
Theorem 2.8. Let {Bt : t ∈ R} be a fractional free Brownian motion with parameter H ∈ (0,1],
λ,σ > 0. Then,
(1) the following equation
Xt = X0 − λ
t∫
Xs ds + σBt , t  0, (2.1)0
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Xt = e−λtX0 + σe−λt
t∫
0
eλs dBs, t  0,
which we call a fractional free OU process;
(2) Y0 := σ
∫ 0
−∞ e
λs dBs = σ limA→∞
∫ 0
−A e
λs dBs exists. Yt = σ
∫ t
−∞ e
−λ(t−u) dBu, for t  0,
is a stationary solution to (2.1). We call Y(t) defined above a stationary fractional free OU
process.
Proof. (1) For t > 0, we have
λ
t∫
0
Xs ds =
(
1 − e−λt)X0 + λσ t∫
0
e−λs
(
eλsBs − λ
s∫
0
eλrBr dr
)
ds
= (1 − e−λt)X0 + λσ t∫
0
Bs ds − λσ
t∫
0
eλrBr
(
e−λr − e−λt)dr
= (1 − e−λt)X0 + λσe−λt t∫
0
eλrBr dr
= X0 − Xt + σBt .
Hence, Xt is a solution to (2.1). The uniqueness of solutions to (2.1) is clear.
(2) Now we show that σ ∫ 0−∞ eλs dBs = σ limA→∞ ∫ 0−A eλs dBs exists. In fact,
lim
A→∞
0∫
−A
eλs dBs = λ lim
A→∞
A∫
0
e−λsB−s ds.
Note that, for A′ > A > 0,∥∥∥∥∥
A′∫
A
e−λtB−t dt
∥∥∥∥∥
A′∫
A
e−λt‖X−t‖dt = 2
A′∫
A
e−λt tH dt → 0,
as A → ∞. Hence,
Y0 := σ
0∫
−∞
eλs dBs = σ lim
A→∞
0∫
−A
eλs dBs
exists. By (1), Yt = σ
∫ t
−∞ e
−λ(t−u) dBu is a solution to (2.1) with initial value Y0. Now we show
that Yt
d= Y0. Note that Yt = σ
∫ 0
−∞ e
λr dBt+r . So it is enough to show that
0∫
eλr dBt+r
d=
0∫
eλs dBs, (2.2)−∞ −∞
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b∫
a
s(r) dBt+r
d=
b∫
a
s(r)dBr, (2.3)
for real-valued step function s(r) =∑ni=1 αiχ[ri−1,ri )(r) and a, b, t ∈ R. Since
b∫
a
s(r) dBt+r =
n∑
i=1
αi(Bt+ri − Bt+ri )
is a semicircle element and
τ
(( b∫
a
s(r) dBt+r
)2)
=
n∑
i,j=1
αiαj τ
(
(Bri+t − Bri−1+t )(Brj+t − Brj−1+t )
)
= 1
2
n∑
i,j=1
αiαj
(|ri − rj−1|2H + |ri−1 − rj |2H − |ri−1 − rj−1|2H
− |ri − rj |2H
)
= τ
(( b∫
a
s(r) dBr
)2)
.
Hence, (2.3) holds true. By taking limits, we get that (2.2). Hence, Yt is a stationary process. 
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