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Weprove some stability results for linear recurrenceswith constant coefficients in normed
spaces. As a consequence we obtain a complete solution of the problem of the Hyers–Ulam
stability for such recurrences.
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Throughout this note, N, N0, Z, R and C stand, as usual, for the sets of positive integers, nonnegative integers, integers,
reals and complex numbers, respectively. Moreover T ∈ {N0,Z}, K is either the field R or C, X is a nontrivial normed space
over K, S := {a ∈ C : |a| = 1}, p ∈ N, a1, . . . , ap ∈ K, (bn)n∈T is a sequence in X , and r1, . . . , rp ∈ C denote all the roots of
the equation
rp −
p∑
i=1
airp−i = 0. (1)
The following theorem, concerning the Hyers–Ulam stability (for some very recent examples of different approaches
to that stability, more historical details and further references see, e.g., [1–15]) of linear recurrence can be easily derived
from [16, Theorem 2] and [17, Theorem 2.3 and Remark 2.5] (for some related results see also [18,7,19–21]).
Theorem 1. Let X be a Banach space, δ > 0, r1, . . . , rp ∈ C \ S, and (yn)n∈T be a sequence in X with
‖yn+p − a1yn+p−1 − · · · − apyn − bn‖ ≤ δ, ∀n ∈ T . (2)
Suppose that one of the following three conditions is valid: (i) r1, . . . , rp ∈ K; (ii) |rj| ∈ (1,∞)∪{0} for j = 1, . . . , p; (iii) T = Z.
Then there exists a sequence (xn)n∈T in X, given by the recurrence
xn+p = a1xn+p−1 + · · · + apxn + bn, ∀n ∈ T , (3)
such that
‖yn − xn‖ ≤ δ|1− |r1‖ · . . . · |1− |rp‖ , ∀n ∈ T . (4)
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Moreover, if
T = Z or |ri| > 1, ∀i = 1, . . . , p, (5)
then (xn)n∈T is unique.
Remark 1. [17, Remark 2.2] shows that theremay be no uniqueness of (xn)n∈T if T = N0 and |ri| < 1 for some i ∈ {1, . . . , p};
we will complete that result in Theorem 3(c).
In [3, Theorem 4] (see also [17, Remark 2.6]) the following complementary result has been proved.
Theorem 2. Let T = N0, r1, . . . , rp ∈ K and |rj| = 1 for some j ∈ {1, . . . , p}. Then for any δ > 0 there exists an unbounded
sequence (yn)n∈T in X satisfying inequality (2) such that for every sequence (xn)n∈T in X, fulfilling recurrence (3), we have
sup
n∈T
‖yn − xn‖ = ∞. (6)
(Actually all the results in [3] have been proved under the general assumption that X is a Banach space, but a very brief
investigation of the proof of [3, Theorem 4] shows that this assumption is actually superfluous for Theorem 2.)
In this work we show that none of assumptions (i)–(iii) is necessary in Theorem 1; we also complete the statements
concerning uniqueness. Moreover, we prove that Theorem 2 is valid for T = Z and, in the case K = R, the assumption that
all the roots of the characteristic equation (1) are real is not necessary in that theorem (however, we obtain then a slightly
weaker statement (see Remark 2)). It seems that in this way we provide a quite satisfactory description of Hyers–Ulam
stability of linear recurrences (or in other words: difference equations) with constant coefficients, in Banach spaces.
Namely, we will prove the following two theorems.
Theorem 3. Let X be a Banach space, δ > 0 and r1, . . . , rp ∈ C \ S. Suppose that (yn)n∈T is a sequence in X such that (2) holds.
Then there exists a sequence (xn)n∈T in X satisfying (3) and (4).
Moreover, the following three statements are valid.
(a) (xn)n∈T is unique if and only if condition (5) holds.
(b) If (5) holds, then (xn)n∈T is the unique sequence in X such that (3) is valid and supn∈T ‖xn − yn‖ <∞.
(c) If (5) does not hold, then the cardinality of the set of all sequences (xn)n∈T in X satisfying (3) and (4) equals the cardinality
of X.
Theorem 4. Let |rj| = 1 for some j ∈ {1, . . . , p}. Then, for any δ > 0, there exists a sequence (yn)n∈T in X satisfying
inequality (2) such that (6) holds for every sequence (xn)n∈T in X fulfilling recurrence (3).
Moreover, if r1, . . . , rp ∈ K or there is a bounded sequence (xn)n∈T in X fulfilling (3), then (yn)n∈T can be chosen unbounded.
For the proofs of Theorems 3 and 4 we need the following lemma and two propositions.
Lemma 1. Let ε > 0, a ∈ K, |a| < 1, (yn)n∈N0 , (vn)n∈N0 ∈ XN0 and ‖yn+1 − ayn − vn‖ ≤ ε for n ∈ N0. Then, for every u ∈ X,‖u‖ ≤ ε, the sequence (xn(u))n∈N0 ∈ XN0 , given by: x0(u) = y0+u and xn+1(u) = axn(u)+vn for n ∈ N0, satisfies the condition
‖yn − xn(u)‖ ≤ ε1− |a| , ∀n ∈ N0.
Proof. The proof is analogous to that for [17, Remark 2.2] but for the convenience of the readers we present it here. So, take
u ∈ X with ‖u‖ ≤ ε. Write bn := yn+1 − ayn − vn for n ∈ N0. Then ‖bn‖ ≤ ε and yn+1 = ayn + bn + vn for n ∈ N0. Next
xn(u) = anx0(u)+
n−1∑
k=0
an−k−1vk, yn = any0 +
n−1∑
k=0
an−k−1(bk + vk), ∀n ∈ N.
Hence
‖yn − xn(u)‖ =
∥∥∥∥∥−anu+ n−1∑
k=0
an−k−1bk
∥∥∥∥∥ ≤ ε n∑
k=0
|a|k ≤ ε
1− |a| , ∀n ∈ N0. 
Proposition 1. Let rj ∈ K for j = 1, . . . , p, and condition (5) be valid. Assume that (x1n)n∈T , (x2n)n∈T ∈ XT ,
xin+p = a1xin+p−1 + · · · + apxin + bn, ∀n ∈ T , (7)
for i = 1, 2, and supn∈T ‖x1n − x2n‖ <∞. Then (x1n)n∈T = (x2n)n∈T .
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Proof. The statement results directly from [16, Proposition 1], which actually is proved under the assumption that X is a
Banach space, but it is easily seen that this assumption is not necessary there. 
Proposition 2. Let X be a Banach space, T = N0, r1, . . . , rp ∈ K \ S and |rj| < 1 for some j ∈ {1, . . . , p}. Suppose that (yn)n∈T
is a sequence in X such that (2) holds. Then the cardinality of the set of all sequences (xn)n∈T in X such that (3) and (4) hold is
equal to the cardinality of X.
Proof. First observe that every sequence (xn)n∈N0 in X satisfying (3) is uniquely determined by x0, . . . , xp−1. Therefore
card{u ∈ X : ‖u‖ ≤ ε} = card X = card Xp = card{(xn)n∈N0 ∈ XN0 : (3) holds}. (8)
Consequently the case p = 1 results from Lemma 1.
So suppose that p > 1. Without loss of generality we may assume that |rp| < 1. Note that, by Vieta’s formula, (2) can be
written in the form
‖yn+p − (−1)0(r1 + · · · + rp)yn+p−1 − · · · − (−1)p−1(r1 · . . . · rp)yn − bn‖ ≤ δ, ∀n ∈ N0,
whence the sequence (zn)n∈N0 given by zn := yn+1 − rpyn satisfies
‖zn+p−1 − (−1)0(r1 + · · · + rp−1)zn+p−2 − · · · − (−1)p−2(r1 · . . . · rp−1)zn − bn‖ ≤ δ, ∀n ∈ N0.
Hence, according to Theorem 1 (with p replaced by p− 1), there exists a sequence (vn)n∈N0 in X such that
vn+p−1 = (−1)0(r1 + · · · + rp−1)vn+p−2 + · · · + (−1)p−2(r1 · . . . · rp−1)vn + bn, ∀n ∈ N0, (9)
‖vn − zn‖ ≤ δ|1− |r1‖ · . . . · |1− |rp−1‖ =: δ0, ∀n ∈ N0. (10)
Further ‖yn+1− rpyn−vn‖ = ‖vn− zn‖ ≤ δ0 for n ∈ N0 and, by Lemma 1, the cardinality of the set of all sequences (xn)n∈N0
in X such that
xn+1 = rpxn + vn, ‖yn − xn‖ ≤ δ01− |rp| , ∀n ∈ N0, (11)
is equal to the cardinality of X . To complete the proof it is enough to notice that (9) and (11) imply (3). 
Proof of Theorems 3 and 4. If p = 1 orK = C, then the statements result from Propositions 1 and 2 and Theorems 1 and 2.
So it remains to consider the case where p > 1 and K = R. Then (see e.g. [22, p. 39] or [23, 1.9.6, p. 66]) X2 is a complex
normed space with the linear structure and norm ‖ · ‖1 defined by
(x, y)+ (z, w) := (x+ z, y+ w), (α + iβ)(x, y) := (αx− βy, βx+ αy), ∀ x, y, z, w ∈ X, α, β ∈ R,
‖(x, y)‖1 := sup
0≤θ≤2pi
‖(cos θ)x+ (sin θ)y‖, ∀ x, y ∈ X
(if X is a Banach space, then X2 is a Banach space, as well). Note that max{‖x‖, ‖y‖} ≤ ‖(x, y)‖1 ≤ ‖x‖+‖y‖ for all x, y ∈ X
and define pi : X2 → X by: pi(x1, x2) := xi for x1, x2 ∈ X , i = 1, 2.
First we prove Theorem 3. Define sequences (yn)n∈T and (bn)n∈T in X2 by: yn := (yn, 0), bn := (bn, 0) for n ∈ T . Then
‖yn+p − a1yn+p−1 − · · · − apyn − bn‖1 ≤ δ for n ∈ T . So, on account of Theorem 1, there is a sequence (xn)n∈T in X2 with
xn+p = a1xn+p−1 + · · · + apxn + bn, ∀n ∈ T , (12)
sup
n∈T
‖yn − xn‖1 ≤ δ|1− |r1‖ · . . . · |1− |rp‖ . (13)
Moreover, if (5) holds, then (xn)n∈T is unique. Let xn := p1(xn) for n ∈ T . It is easily seen that (3) and (4) are valid. Next, the
sufficient condition of statement (a) results from the uniqueness of (xn)n∈T , because for every sequence (xn)n∈T in X fulfilling
(3) and (4), the formula xn := (xn, 0) defines a sequence in X2 such that (12) and (13) are valid. In a similar way we show
that Proposition 1 yields (b).
To complete the proof of Theorem 3 assume that (5) does not hold, i.e., T = N0 and |rj| < 1 for some j ∈ {1, . . . , p}.
Without loss of generality we may assume that |rp| < 1. Let zn := yn+1 − rpyn for n ∈ N0. Arguing as in the proof of
Proposition 2 we show that there exists a sequence (vn)n∈N0 in X
2 such that conditions analogous to (9) and (10) are valid.
Then ‖yn+1 − rpyn − vn‖1 = ‖vn − zn‖1 ≤ δ0 for n ∈ N0.
Take u ∈ X with ‖u‖ ≤ δ0 and define a sequence (xn(u))n∈N0 in X2 by: x0(u) = y0 + (u, 0) and xn+1(u) = rpxn(u) + vn
for n ∈ N0. Then, by Lemma 1,
‖yn − xn(u)‖1 ≤ δ01− |rp| =
δ
|1− |r1‖ · . . . · |1− |rp‖ , ∀n ∈ N0.
1462 J. Brzde¸k et al. / Applied Mathematics Letters 23 (2010) 1459–1463
Clearly the sequence (p1(xn(u)))n∈N0 satisfies recurrence (3). Moreover, for every u1, u2 ∈ X with u1 6= u2, p1(x0(u1)) =
y0 + u1 6= y0 + u2 = p1(x0(u2)). This and (8) yield (c) and the necessary condition of (a).
Now we prove Theorem 4. Take δ > 0. If r1, . . . , rp ∈ K and T = N0, then by Theorem 2 there exists an unbounded
sequence (yn)n∈N0 in X such that supn∈N0 ‖yn+p − a1yn+p−1 − · · · − apyn − bn‖ ≤ δ and supn∈N0 ‖yn − xn‖ = ∞ for
every sequence (xn)n∈N0 in X fulfilling recurrence (3) with T = N0. Further, since |rj| = 1 for some j ∈ {1, . . . , p}, there is
i ∈ {1, . . . , p}with ai 6= 0. Write s := max{i ∈ {1, . . . , p} : ai 6= 0}. So now, in the case T = Z, we can write additionally
y−n := 1as
(
ys−n −
s−1∑
i=1
aiys−n−i − bs−p−n
)
, ∀n ∈ N.
It is easily seen that the sequence (yn)n∈Z defined thus is unbounded, supn∈Z ‖yn+p − a1yn+p−1 − · · · − apyn − bn‖ ≤ δ, and
supn∈Z ‖yn − xn‖ = ∞ for every sequence (xn)n∈Z in X fulfilling recurrence (3) with T = Z.
Finally consider the case K = R and rj 6∈ R for some j ∈ {1, . . . , p}. Let bn := (bn, bn) for n ∈ T . In view of Theorem 2,
there is a sequence (yn)n∈N0 in X
2 with supn∈N0 ‖yn+p − a1yn+p−1 − · · · − apyn − bn‖1 ≤ δ and supn∈N0 ‖yn − xn‖1 = ∞ for
every sequence (xn)n∈N0 in X
2 given by (12) with T = N0. Next, if T = Z, then by analogy with the above we write
y−n := 1as
(
ys−n −
s−1∑
i=1
aiys−n−i − bs−p−n
)
, ∀n ∈ N.
Clearly supn∈Z ‖yn+p − a1yn+p−1 − · · · − apyn − bn‖1 ≤ δ and supn∈Z ‖yn − xn‖1 = ∞ for every sequence (xn)n∈Z in X2
fulfilling (12) with T = Z.
To complete the proof it is enough to show that there is j ∈ {1, 2} such that the sequence (pj(yn)− xn)n∈T is unbounded
for every sequence (xn)n∈T in X satisfying (3), and to take yn := pj(yn) for n ∈ T .
For the proof by contradiction suppose that there are sequences (xn)n∈T and (x′n)n∈T in X fulfilling recurrence (3) such
that the sequences (p1(yn)− xn)n∈T and (p2(yn)− x′n)n∈T are bounded. Write xn := (xn, x′n) for n ∈ T . Then (xn)n∈T satisfies
(12) and ‖yn − xn‖1 ≤ ‖p1(yn) − xn‖ + ‖p2(yn) − x′n‖ for n ∈ T , which means that the sequence (yn − xn)n∈T is bounded.
This is a contradiction.
It is easily seen that if there exists a bounded sequence (xn)n∈T in X fulfilling (3), then the sequence (yn)n∈T must be
unbounded, because supn∈T ‖yn − xn‖ = ∞. This completes the proof of Theorem 4. 
Remark 2. Note that to obtain (yn)n∈T unbounded in Theorem 4 we assume additionally that either r1, . . . , rp ∈ K or there
exists a bounded sequence (xn)n∈T in X fulfilling (3). We do not knowwhether this assumption is really necessary. The next
corollary, following from Theorem 3, shows that a bounded sequence (xn)n∈T in X fulfilling (3) does exist if supn∈T ‖bn‖ <∞
and X is a Banach space.
Corollary 1. Let X be a Banach space, r1, . . . , rp ∈ C \ S and δ := supn∈N0 ‖bn‖ < ∞. Then the following two statements are
valid.
(α) For every sequence (yn)n∈T in X with yn+p = a1yn+p−1 + · · · + apyn for n ∈ T , there is a sequence (xn)n∈T in X such
that (3) holds and
‖yn − xn‖ ≤ δ|1− |r1‖ · . . . · |1− |rp‖ , ∀n ∈ T .
(β) There is a sequence (xn)n∈T in X such that (3) holds and
‖xn‖ ≤ δ|1− |r1‖ · . . . · |1− |rp‖ , ∀n ∈ T .
Moreover, if (5) holds, then, in either of those statements, such a sequence (xn)n∈T is unique.
Proof. Let (yn)n∈T be a sequence in X with yn+p = a1yn+p−1+· · ·+apyn for n ∈ T . Then ‖yn+p−a1yn+p−1−· · ·−apyn−bn‖ =
‖bn‖ ≤ δ for n ∈ T . Hence Theorem 3 yields (α). Statement (β) follows from (α) with yn = 0 for n ∈ T and Theorem 3(b)
implies the uniqueness of (xn)n∈T . 
Remark 3. If the sequence (yn)n∈N0 in Theorem 4 can be chosen bounded, then all sequences (xn)n∈N0 in X fulfilling (3) are
unbounded, because ‖yn − xn‖ ≤ ‖yn‖ + ‖xn‖. Consequently, if there exists a bounded sequence (xn)n∈N0 in X fulfilling
(3), then the sequence (yn)n∈N0 in Theorem 4 cannot be bounded. According to Corollary 1(β), this is the case, e.g., if X is a
Banach space and supn∈N0 ‖bn‖ <∞.
Finally we have the following.
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Remark 4. First observe that rp −∑pi=1 airp−i =∏pi=1(r − ri) for r ∈ C, whence (with r = 1) we get
1−
p∑
i=1
ai =
p∏
i=1
(1− ri). (14)
Assume that K = R, r1, . . . , rp ∈ R \ {1}, and b ∈ X . According to (14), α :=∑pi=1 ai 6= 1. Define sequences (xn)n∈T and
(yn)n∈T in X by
yn := 0 and xn := 11− α b, ∀n ∈ T .
Then ‖yn+p − a1yn+p−1 − · · · − apyn − b‖ ≤ ‖b‖ for n ∈ T ,
xn+p = 11− α b = α
1
1− α b+ b = a1xn+p−1 + · · · + apxn + b, ∀n ∈ T ,
‖yn − xn‖ = ‖b‖|1− α| =
‖b‖
|1− r1| · . . . · |1− rp| , ∀n ∈ T .
In view of the uniqueness of (xn)n∈T in Theorem 1, this shows that, for K = R, estimate (4) is optimum in the general
case when ri > 0 for i = 1, . . . , p.
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