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Abstract
We consider a family of linearly viscoelastic shells with thickness 2ε, clamped along a portion
of their lateral face, all having the same middle surface S = θ(ω¯) ⊂ R3, where ω ⊂ R2 is a
bounded and connected open set with a Lipschitz-continuous boundary γ. We show that,
if the applied body force density is O(ε2) with respect to ε and surface tractions density is
O(ε3), the solution of the scaled variational problem in curvilinear coordinates, u(ε), defined
over the fixed domain Ω = ω×(−1, 1), converges to a limit u in H1(0, T ; [H1(Ω)]3) as ε→ 0.
Moreover, we prove that this limit is independent of the transverse variable. Furthermore,
the average u¯ = 1
2
∫ 1
−1
udx3, which belongs to the space H
1(0, T ;VF (ω)), where
VF (ω) := {η = (ηi) ∈ H1(ω)×H1(ω)×H2(ω);
ηi = ∂νη3 = 0 on γ0, γαβ(η) = 0 in ω},
satisfies what we have identified as (scaled) two-dimensional equations of a viscoelastic flexu-
ral shell, which includes a long-term memory that takes into account previous deformations.
We finally provide convergence results which justify those equations.
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1. Introduction
In the last decades, many authors have applied the asymptotic methods in three-dimensional
elasticity problems in order to derive new reduced one-dimensional or two-dimensional mod-
els and justify the existing ones. A complete theory regarding elastic shells can be found
in [1], where models for elliptic membranes, generalized membranes and flexural shells are
presented. It contains a full description of the asymptotic procedure that leads to the cor-
responding sets of two-dimensional equations. Particularly, the existence and uniqueness of
∗Corresponding author
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solution of elastic elliptic membrane shell equations, can be found in [2] and in [3]. There,
the two-dimensional elastic models are completely justified with convergence theorems. Be-
sides, we can find the corresponding results for the elastic flexural shell problems in [4].
More recently in [5, 6] the obstacle problem for an elastic elliptic membrane has been iden-
tified and justified as the limit problem for a family of unilateral contact problems of elastic
elliptic shells by using asymptotic analysis.
However, a large number of actual physical and engineering problems have made it
necessary the study of models which take into account effects such as hardening and memory
of the material. An example of these are the viscoelastic models (see for example [7, 8]).
In some of these models, we can find terms which take into account the history of previous
deformations or stresses of the body, known as long-term memory. For a family of shells made
of a long-term memory viscoelastic material we can find in [9, 10, 11] the use of asymptotic
analysis to justify with convergence results the limit two-dimensional membrane, flexural
and Koiter equations.
In this direction, to our knowledge, in [12] we gave the first steps towards the justifica-
tion of existing models of viscoelastic shells and finding new ones with the starting point
being three-dimensional Kelvin-Voigt viscoelastic shell problems. By using the asymptotic
expansion method, we found a rich variety of cases for the limit two-dimensional problems,
depending on the geometry of the middle surface, the boundary conditions and the order of
the applied forces. The most remarkable feature found was that from the asymptotic analy-
sis of the three-dimensional problems a long-term memory arose in the two-dimensional limit
problems, represented by an integral with respect to the time variable. The aim of this pa-
per is to mathematically justify these equations that we identified in [12] as the viscoelastic
flexural shell problem, by presenting rigorous convergence results.
In this work we justify the two-dimensional equations of a viscoelastic flexural shell where
the the boundary condition of place is considered in a portion lateral face of the shell:
Problem 1.1. Find ξε : [0, T ]× ω −→ R3 such that,
ξε(t, ·) ∈ VF (ω), ∀ t ∈ [0, T ],
ε3
3
∫
ω
aαβστ,ερστ (ξ
ε(t))ραβ(η)
√
ady +
ε3
3
∫
ω
bαβστ,ερστ (ξ˙
ε
(t))ραβ(η)
√
ady
− ε
3
3
∫ t
0
e−k(t−s)
∫
ω
cαβστ,ερστ (ξ
ε(s))ραβ(η)
√
adyds
=
∫
ω
pi,ε(t)ηi
√
ady ∀η = (ηi) ∈ VF (ω), a.e. in (0, T ),
ξε(0, ·) = ξε0(·),
where,
pi,ε(t) :=
∫ ε
−ε
f i,ε(t)dxε3 + h
i,ε
+ (t) + h
i,ε
− (t) and h
i,ε
± (t) = h
i,ε(t, ·,±ε),
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and where the contravariant components of the fourth order two-dimensional tensors aαβστ,ε,
bαβστ,ε, cαβστ,ε are defined as rescaled versions of two-dimensional fourth order tensors that
we shall recall later in (5.1)–(5.3).
In what follows, we shall prove that the scaled three-dimensional unknown, u(ε), con-
verges as the small parameter ε tends to zero to a limit, u, independent of the transversal
variable. Moreover, we find that this limit can be identified with transversal average, u¯,
for all point of the middle surface of the shell. Furthermore, we prove that u¯ is the unique
solution of the Problem 1.1, hence, the limit of the scaled unknown can be also identified
with the solution of the two-dimensional problem, ξ, defined over the middle surface of the
shell.
We will follow the notation and style of [1], where the linear elastic shells are studied.
For this reason, we shall reference auxiliary results which apply in the same manner to the
viscoelastic case. One of the major differences with respect to previous works in elasticity,
consists on the time dependence, that will lead to ordinary differential equations that need
to be solved in order to find the zeroth-order approach of the solution.
The structure of the paper is the following: in Section 2 we shall recall the three-
dimensional viscoelastic problem in Cartesian coordinates and then, considering the problem
for a family of viscoelastic shells of thickness 2ε, we formulate the problem in curvilinear
coordinates. In Section 3 we will use a projection map into a reference domain independent
of the small parameter ε, we will introduce the scaled unknowns and forces and we present
the assumptions on coefficients. In Section 4 we recall some technical results which will be
needed in what follows. In Section 5, first we recall the results in [12], where, in particu-
lar, the two-dimensional equations for a viscoelastic flexural shell were studied. Then, we
present the convergence results when the small parameter ε tends to zero, which is the main
result of this paper. After that, we present the convergence results in terms of de-scaled un-
knowns. In Section 6 we shall present some conclusions, including a comparison between the
viscoelastic models and the elastic case studied in [1] and comment about the convergence
results regarding other cases.
2. The three-dimensional linearly viscoelastic shell problem
We denote Sd, where d = 2, 3 in practice, the space of second-order symmetric tensors
on Rd, while “ · ”will represent the inner product and | · | the usual norm in Sd and Rd. In
what follows, unless the contrary is explicitly written, we will use summation convention on
repeated indices. Moreover, Latin indices i, j, k, l, ..., take their values in the set {1, 2, 3},
whereas Greek indices α, β, σ, τ, ..., do it in the set {1, 2}. Also, we use standard notation
for the Lebesgue and Sobolev spaces. Also, for a time dependent function u, we denote u˙
the first derivative of u with respect to the time variable. Recall that ”→ ” denotes strong
convergence, while ” ⇀ ” denotes weak convergence.
Let Ω∗ be a domain of R3, with a Lipschitz-continuous boundary Γ∗ = ∂Ω∗. Let x∗ = (x∗i )
be a generic point of its closure Ω¯∗ and let ∂∗i denote the partial derivative with respect to
x∗i . Let dx
∗ denote the volume element in Ω∗, dΓ∗ denote the area element along Γ∗ and n∗
3
denote the unit outer normal vector along Γ∗. Finally, let Γ∗0 and Γ
∗
1 be subsets of Γ
∗ such
that meas(Γ∗0) > 0 and Γ
∗
0 ∩ Γ∗1 = ∅.
The set Ω∗ is the region occupied by a deformable body in the absence of applied forces.
We assume that this body is made of a Kelvin-Voigt viscoelastic material, which is homoge-
neous and isotropic, so that the material is characterized by its Lame´ coefficients λ ≥ 0, µ > 0
and its viscosity coefficients, θ ≥ 0, ρ ≥ 0 (see for instance [7, 8, 13]).
Let T > 0 be the time period of observation. Under the effect of applied forces, the
body is deformed and we denote by u∗i : [0, T ] × Ω¯∗ → R3 the Cartesian components of
the displacements field, defined as u∗ := u∗ie
i : [0, T ] × Ω¯∗ → R3, where {ei} denotes the
Euclidean canonical basis in R3. Moreover, we consider that the displacement field vanishes
on the set Γ∗0. Hence, the displacements field u
∗ = (u∗i ) : [0, T ] × Ω∗ −→ R3 is solution of
the following three-dimensional problem in Cartesian coordinates.
Problem 2.1. Find u∗ = (u∗i ) : [0, T ]× Ω∗ −→ R3 such that,
−∂∗j σij,∗(u∗) = f i,∗ in Ω∗, (2.1)
u∗i = 0 on Γ
∗
0, (2.2)
σij,∗(u∗)n∗j = h
i,∗ on Γ∗1, (2.3)
u∗(0, ·) = u∗0 in Ω∗, (2.4)
where the functions
σij,∗(u∗) := Aijkl,∗e∗kl(u
∗) +Bijkl,∗e∗kl(u˙
∗),
are the components of the linearized stress tensor field and where the functions
Aijkl,∗ := λδijδkl + µ
(
δikδjl + δilδjk
)
,
Bijkl,∗ := θδijδkl +
ρ
2
(
δikδjl + δilδjk
)
,
are the components of the three-dimensional elasticity and viscosity fourth order tensors,
respectively, and
e∗ij(u
∗) :=
1
2
(∂∗j u
∗
i + ∂
∗
i u
∗
j),
designates the components of the linearized strain tensor associated with the displacement
field u∗of the set Ω¯∗.
We now proceed to describe the equations in Problem 2.1. Expression (2.1) is the equilib-
rium equation, where f i,∗ are the components of the volumic force densities. The equality
(2.2) is the Dirichlet condition of place, (2.3) is the Neumann condition, where hi,∗ are the
components of surface force densities and (2.4) is the initial condition, where u∗0 denotes the
initial displacements.
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Note that, for the sake of briefness, we omit the explicit dependence on the space and
time variables when there is no ambiguity. Let us define the space of admissible unknowns,
V (Ω∗) = {v∗ = (v∗i ) ∈ [H1(Ω∗)]3; v∗ = 0 on Γ∗0}.
Therefore, assuming enough regularity, the unknown u∗ = (u∗i ) satisfies the following varia-
tional problem in Cartesian coordinates:
Problem 2.2. Find u∗ = (u∗i ) : [0, T ]× Ω∗ → R3 such that,
u∗(t, ·) ∈ V (Ω∗) ∀ t ∈ [0, T ],∫
Ω∗
Aijkl,∗e∗kl(u
∗)e∗ij(v
∗)dx∗ +
∫
Ω∗
Bijkl,∗e∗kl(u˙
∗)e∗ij(v
∗)dx∗
=
∫
Ω∗
f i,∗v∗i dx
∗ +
∫
Γ∗
1
hi,∗v∗i dΓ
∗ ∀v∗ ∈ V (Ω∗), a.e. in (0, T ),
u∗(0, ·) = u∗0(·).
Let us consider that Ω∗ is a viscoelastic shell of thickness 2ε. Now, we shall express the
equations of the Problem 2.2 in terms of curvilinear coordinates. Let ω be a domain of R2,
with a Lipschitz-continuous boundary γ = ∂ω. Let y = (yα) be a generic point of its closure
ω¯ and let ∂α denote the partial derivative with respect to yα.
Let θ ∈ C2(ω¯;R3) be an injective mapping such that the two vectors aα(y) := ∂αθ(y)
are linearly independent. These vectors form the covariant basis of the tangent plane to
the surface S := θ(ω¯) at the point θ(y) = y∗. We can consider the two vectors aα(y) of
the same tangent plane defined by the relations aα(y) · aβ(y) = δαβ , that constitute the
contravariant basis. We define the unit vector,
a3(y) = a
3(y) :=
a1(y) ∧ a2(y)
|a1(y) ∧ a2(y)| , (2.5)
normal vector to S at the point θ(y) = y∗, where ∧ denotes vector product in R3.
We can define the first fundamental form, given as metric tensor, in covariant or con-
travariant components, respectively, by
aαβ := aα · aβ, aαβ := aα · aβ,
the second fundamental form, given as curvature tensor, in covariant or mixed components,
respectively, by
bαβ := a
3 · ∂βaα, bβα := aβσbσα,
and the Christoffel symbols of the surface S by
Γσαβ := a
σ · ∂βaα.
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The area element along S is
√
ady = dy∗ where
a := det(aαβ). (2.6)
Let γ0 be a subset of γ, such that meas(γ0) > 0. For each ε > 0, we define the three-
dimensional domain Ωε := ω × (−ε, ε) and its boundary Γε = ∂Ωε. We also define the
following parts of the boundary,
Γε+ := ω × {ε}, Γε− := ω × {−ε}, Γε0 := γ0 × [−ε, ε].
Let xε = (xεi ) be a generic point of Ω¯
ε and let ∂εi denote the partial derivative with
respect to xεi . Note that x
ε
α = yα and ∂
ε
α = ∂α. Let Θ : Ω¯
ε → R3 be the mapping defined by
Θ(xε) := θ(y) + xε3a3(y) ∀xε = (y, xε3) = (y1, y2, xε3) ∈ Ω¯ε. (2.7)
The next theorem shows that if the injective mapping θ : ω¯ → R3 is smooth enough, the
mapping Θ : Ω¯ε → R3 is also injective for ε > 0 small enough (see Theorem 3.1-1, [1]).
Theorem 2.3. Let ω be a domain in R2. Let θ ∈ C2(ω¯;R3) be an injective mapping such
that the two vectors aα = ∂αθ are linearly independent at all points of ω¯ and let a3, defined
in (2.5). Then, there exists ε0 > 0 such that ∀ε1, 0 < ε1 ≤ ε0 and the mapping Θ : Ω¯1 → R3
defined by
Θ(y, x3) := θ(y) + x3a3(y) ∀(y, x3) ∈ Ω¯1, where Ω1 := ω × (−ε1, ε1),
is a C1− diffeomorphism from Ω¯1 onto Θ(Ω¯1) and det(g1, g2, g3) > 0 in Ω¯1, where gi := ∂iΘ.
As a consequence, for each ε, 0 < ε ≤ ε0, the set Θ(Ω¯ε) = Ω¯∗ is the reference configura-
tion of a viscoelastic shell, with middle surface S = θ(ω¯) and thickness 2ε > 0. Furthermore
for ε > 0, gεi (x
ε) := ∂εiΘ(x
ε) are linearly independent and the mapping Θ : Ω¯ε → R3 is
injective for all ε, 0 < ε ≤ ε0, as a consequence of injectivity of the mapping θ. Hence, the
three vectors gεi (x
ε) form the covariant basis of the tangent space at the point x∗ = Θ(xε)
and gi,ε(xε) defined by the relations gi,ε · gεj = δij form the contravariant basis at the point
x∗ = Θ(xε). We define the metric tensor, in covariant or contravariant components, respec-
tively, by
gεij := g
ε
i · gεj, gij,ε := gi,ε · gj,ε,
and Christoffel symbols by
Γp,εij := g
p,ε · ∂εi gεj. (2.8)
The volume element in the set Θ(Ω¯ε) = Ω¯∗ is
√
gεdxε = dx∗ and the surface element in
Θ(Γε) = Γ∗ is
√
gεdΓε = dΓ∗ where
gε := det(gεij). (2.9)
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Therefore, for a field v∗ defined inΘ(Ω¯ε) = Ω¯∗, we define its covariant curvilinear coordinates
vεi by
v∗(x∗) = v∗i (x
∗)ei =: vεi (x
ε)gi(xε), with x∗ = Θ(xε).
Besides, we denote by uεi : [0, T ]×Ω¯ε → R3 the covariant components of the displacements
field, that is U ε := uεig
i,ε : [0, T ] × Ω¯ε → R3 . For simplicity, we define the vector field
uε = (uεi ) : [0, T ]× Ωε → R3 which will be denoted vector of unknowns.
Recall that we assumed that the shell is subjected to a boundary condition of place; in
particular that the displacements field vanishes in Θ(Γε0) = Γ
∗
0, this is, on a portion of the
lateral face of the shell.
Accordingly, let us define the space of admissible unknowns,
V (Ωε) = {vε = (vεi ) ∈ [H1(Ωε)]3; vε = 0 on Γε0}.
This is a real Hilbert space with the induced inner product of [H1(Ωε)]3. The corre-
sponding norm is denoted by || · ||1,Ωε.
Therefore, we can find the expression of the Problem 2.2 in curvilinear coordinates (see
[1] for details). Hence, the “ displacements ” field uε = (uεi ) verifies the following variational
problem of a three-dimensional viscoelastic shell in curvilinear coordinates:
Problem 2.4. Find uε = (uεi ) : [0, T ]× Ωε → R3 such that,
uε(t, ·) ∈ V (Ωε) ∀ t ∈ [0, T ],∫
Ωε
Aijkl,εeεk||l(u
ε)eεi||j(v
ε)
√
gεdxε +
∫
Ωε
Bijkl,εeεk||l(u˙
ε)eεi||j(v
ε)
√
gεdxε
=
∫
Ωε
f i,εvεi
√
gεdxε +
∫
Γε
+
∪Γε
−
hi,εvεi
√
gεdΓε ∀vε ∈ V (Ωε), a.e. in (0, T ),
uε(0, ·) = uε0(·),
where the functions
Aijkl,ε := λgij,εgkl,ε + µ(gik,εgjl,ε + gil,εgjk,ε), (2.10)
Bijkl,ε := θgij,εgkl,ε +
ρ
2
(gik,εgjl,ε + gil,εgjk,ε), (2.11)
are the contravariant components of the three-dimensional elasticity and viscosity tensors,
respectively. We assume that the Lame´ coefficients λ ≥ 0, µ > 0 and the viscosity coefficients
θ ≥ 0, ρ ≥ 0 are all independent of ε. Moreover, the terms
eεi||j(u
ε) :=
1
2
(uεi||j + u
ε
j||i) =
1
2
(∂εju
ε
i + ∂
ε
i u
ε
j)− Γp,εij uεp,
designate the covariant components of the linearized strain tensor associated with the
displacement field U εof the set Θ(Ω¯ε). Moreover, f i,ε denotes the contravariant compo-
nents of the volumic force densities, hi,ε denotes contravariant components of surface force
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densities and uε0 denotes the initial “displacements” (actually, the initial displacement is
U
ε(0) =: U ε0 = (u
ε
0)ig
i,ε).
Note that the following additional relations are satisfied,
Γ3,εα3 = Γ
p,ε
33 = 0 in Ω¯
ε,
Aαβσ3,ε = Aα333,ε = Bαβσ3,ε = Bα333,ε = 0 in Ω¯ε, (2.12)
as a consequence of the definition of Θ in (2.7).
The existence and uniqueness of solution of the Problem 2.4 for ε > 0 small enough,
established in the following theorem, was proved in [12]:
Theorem 2.5. Let Ωε be a domain in R3 defined previously in this section and let Θ be a
C2-diffeomorphism of Ω¯ε in its image Θ(Ω¯ε), such that the three vectors gεi (x) = ∂εiΘ(xε) are
linearly independent for all xε ∈ Ω¯ε. Let Γε0 be a dΓε-measurable subset of Γε = ∂Ωε such that
meas(Γε0) > 0. Let f
i,ε ∈ L2(0, T ;L2(Ωε)), hi,ε ∈ L2(0, T ;L2(Γε1)), where Γε1 := Γε+ ∪ Γε−. Let
uε0 ∈ V (Ωε). Then, there exists a unique solution uε = (uεi ) : [0, T ]×Ωε → R3 satisfying the
Problem 2.4. Moreover, uε ∈ H1(0, T ;V (Ωε)). In addition to that, if f˙ i,ε ∈ L2(0, T ;L2(Ωε)),
h˙i,ε ∈ L2(0, T ;L2(Γε1)), then uε ∈ H2(0, T ;V (Ωε)).
3. The scaled three-dimensional shell problem
For convenience, we consider a reference domain independent of the small parameter
ε. Hence, let us define the three-dimensional domain Ω := ω × (−1, 1) and its boundary
Γ = ∂Ω. We also define the following parts of the boundary,
Γ+ := ω × {1}, Γ− := ω × {−1}, Γ0 := γ0 × [−1, 1].
Let x = (x1, x2, x3) be a generic point in Ω¯ and we consider the notation ∂i for the partial
derivative with respect to xi. We define the following projection map,
πε : x = (x1, x2, x3) ∈ Ω¯ −→ πε(x) = xε = (xεi ) = (xε1, xε2, xε3) = (x1, x2, εx3) ∈ Ω¯ε,
hence, ∂εα = ∂α and ∂
ε
3 =
1
ε
∂3. We consider the scaled unknown u(ε) = (ui(ε)) : [0, T ]×Ω¯ −→
R
3 and the scaled vector fields v = (vi) : Ω¯ −→ R3 defined as
uεi (t,x
ε) =: ui(ε)(t,x) and v
ε
i (x
ε) =: vi(x) ∀xε = πε(x) ∈ Ω¯ε, ∀ t ∈ [0, T ].
Also, let the functions, Γp,εij , g
ε, Aijkl,ε, Bijkl,ε defined in (2.8), (2.9), (2.10) and (2.11), be
associated with the functions Γpij(ε), g(ε), A
ijkl(ε), Bijkl(ε) defined by
Γpij(ε)(x) := Γ
p,ε
ij (x
ε), (3.1)
g(ε)(x) := gε(xε), (3.2)
Aijkl(ε)(x) := Aijkl,ε(xε), (3.3)
Bijkl(ε)(x) := Bijkl,ε(xε), (3.4)
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for all xε = πε(x) ∈ Ω¯ε. For all v = (vi) ∈ [H1(Ω)]3, let there be associated the scaled
linearized strains components ei||j(ε)(v) ∈ L2(Ω), defined by
eα||β(ε; v) :=
1
2
(∂βvα + ∂αvβ)− Γpαβ(ε)vp, (3.5)
eα||3(ε; v) :=
1
2
(
1
ε
∂3vα + ∂αv3
)
− Γpα3(ε)vp, (3.6)
e3||3(ε; v) :=
1
ε
∂3v3. (3.7)
Note that with these definitions it is verified that
eεi||j(v
ε)(πε(x)) = ei||j(ε; v)(x) ∀x ∈ Ω.
Remark 3.1. The functions Γpij(ε), g(ε), A
ijkl(ε), Bijkl(ε) converge in C0(Ω¯) when ε tends
to zero. However, eα||3 and e3||3 are not well defined, hence, this case leads to a singular
problem.
Remark 3.2. When we consider ε = 0 the functions will be defined with respect to y ∈ ω¯.
We shall distinguish the three-dimensional Christoffel symbols from the two-dimensional ones
by using Γσαβ(ε) and Γ
σ
αβ, respectively.
The next result is an adaptation of (b) in Theorem 3.3-2, [1] to the viscoelastic case. We
will study the asymptotic behaviour of the scaled contravariant components Aijkl(ε), Bijkl(ε)
of the three-dimensional elasticity and viscosity tensors defined in (3.3)–(3.4), as ε→ 0. We
show their uniform positive definiteness not only with respect to x ∈ Ω¯, but also with respect
to ε, 0 < ε ≤ ε0. Finally, their limits are functions of y ∈ ω¯ only, that is, independent of
the transversal variable x3.
Theorem 3.3. Let ω be a domain in R2 and let θ ∈ C2(ω¯;R3) be an injective mapping
such that the two vectors aα = ∂αθ are linearly independent at all points of ω¯, let a
αβ
denote the contravariant components of the metric tensor of S = θ(ω¯). In addition to that,
let the other assumptions on the mapping θ and the definition of ε0 be as in Theorem 2.3.
The contravariant components Aijkl(ε), Bijkl(ε) of the scaled three-dimensional elasticity and
viscosity tensors, respectively, defined in (3.3)–(3.4) satisfy
Aijkl(ε) = Aijkl(0) +O(ε) and Aαβσ3(ε) = Aα333(ε) = 0,
Bijkl(ε) = Bijkl(0) +O(ε) and Bαβσ3(ε) = Bα333(ε) = 0,
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for all ε, 0 < ε ≤ ε0, and
Aαβστ (0) = λaαβaστ + µ(aασaβτ + aατaβσ), Aαβ33(0) = λaαβ,
Aα3σ3(0) = µaασ, A3333(0) = λ+ 2µ,
Aαβσ3(0) = Aα333(0) = 0,
Bαβστ (0) = θaαβaστ +
ρ
2
(aασaβτ + aατaβσ), Bαβ33(0) = θaαβ,
Bα3σ3(0) =
ρ
2
aασ, B3333(0) = θ + ρ,
Bαβσ3(0) = Bα333(0) = 0.
Moreover, there exist two constants Ce > 0 and Cv > 0, independent of the variables and ε,
such that ∑
i,j
|tij|2 ≤ CeAijkl(ε)(x)tkltij, (3.8)
∑
i,j
|tij|2 ≤ CvBijkl(ε)(x)tkltij, (3.9)
for all ε, 0 < ε ≤ ε0, for all x ∈ Ω¯ and all t = (tij) ∈ S3.
Remark 3.4. Notice that, by the asymptotic behaviour of tensors
(
Aijkl(ε)
)
and
(
Bijkl(ε)
)
from Theorem 3.3, if we take the limit when ε→ 0 in (3.8) and (3.9), we find, respectively,
that ∑
i,j
|tij |2 ≤ CeAijkl(0)(x)tkltij ,
∑
i,j
|tij|2 ≤ CvBijkl(0)(x)tkltij , (3.10)
for all x ∈ Ω¯ and all t = (tij) ∈ S3.
Remark 3.5. Note that the proof for the scaled viscosity tensor
(
Bijkl(ε)
)
would follow the
steps of the proof for the elasticity tensor
(
Aijkl(ε)
)
in Theorem 3.3-2, [1], since from a
quality point of view their expressions differ in replacing the Lame´ constants by the two
viscosity coefficients.
Let the scaled applied forces f i(ε) : [0, T ]×Ω −→ R3 and hi(ε) : [0, T ]×(Γ+∪Γ−) −→ R3
be defined by
f ε = (f i,ε)(t,xε) =: f (ε) = (f i(ε))(t,x)
∀x ∈ Ω, where xε = πε(x) ∈ Ωε and ∀t ∈ [0, T ],
hε = (hi,ε)(t,xε) =: h(ε) = (hi(ε))(t,x)
∀x ∈ Γ+ ∪ Γ−, where xε = πε(x) ∈ Γε+ ∪ Γε− and ∀t ∈ [0, T ].
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Also, we introduce u0(ε) : Ω −→ R3 by
u0(ε)(x) := u
ε
0(x
ε) ∀x ∈ Ω, where xε = πε(x) ∈ Ωε,
and define the space
V (Ω) := {v = (vi) ∈ [H1(Ω)]3; v = 0 on Γ0},
which is a Hilbert space, with associated norm denoted by || · ||1,Ω.
We assume that the scaled applied forces are given by
f (ε)(t,x) = ε2f 2(t,x) ∀x ∈ Ω and ∀t ∈ [0, T ],
h(ε)(t,x) = ε3h3(t,x) ∀x ∈ Γ+ ∪ Γ− and ∀t ∈ [0, T ],
where f 2 and h3 are functions independent of ε. Then, the scaled variational problem can
be written as follows:
Problem 3.6. Find u(ε) : [0, T ]× Ω −→ R3 such that,
u(ε)(t, ·) ∈ V (Ω) ∀ t ∈ [0, T ],∫
Ω
Aijkl(ε)ek||l(ε,u(ε))ei||j(ε, v)
√
g(ε)dx+
∫
Ω
Bijkl(ε)ek||l(ε, u˙(ε))ei||j(ε, v)
√
g(ε)dx
=
∫
Ω
ε2f i,2vi
√
g(ε)dx+
∫
Γ+∪Γ−
ε2hi,3vi
√
g(ε)dΓ ∀v ∈ V (Ω), a.e. in (0, T ), (3.11)
u(ε)(0, ·) = u0(ε)(·).
From now on, for each ε > 0, we shall use the shorter notation ei||j(ε) ≡ ei||j(ε;u(ε)) and
e˙i||j(ε) ≡ ei||j(ε; u˙(ε)), for its time derivative. We recall the existence and uniqueness of the
Problem 3.6 in the following theorem whose proof can be found in [12]:
Theorem 3.7. Let Ω be a domain in R3 defined previously in this section and let Θ be a
C2-diffeomorphism of Ω¯ onto its image Θ(Ω¯), such that the three vectors gi = ∂iΘ(x) are
linearly independent for all x ∈ Ω¯. Let f i(ε) ∈ L2(0, T ;L2(Ω)), hi(ε) ∈ L2(0, T ;L2(Γ1)),
where Γ1 := Γ+∪Γ−. Let u0(ε) ∈ V (Ω). Then, there exists a unique solution u(ε) = (ui(ε)) :
[0, T ] × Ω → R3 satisfying the Problem 3.6. Moreover u(ε) ∈ H1(0, T ;V (Ω)). In addition
to that, if f˙ i(ε) ∈ L2(0, T ;L2(Ω)), h˙i(ε) ∈ L2(0, T ;L2(Γ1)), then u(ε) ∈ H2(0, T ;V (Ω)).
4. Technical preliminaries
Concerning geometrical and mechanical preliminaries, we shall present some theorems,
which will be used in the following sections. First, we recall the Theorem 3.3-1, [1].
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Theorem 4.1. Let ω be a domain in R2, let θ ∈ C3(ω¯;R3) be an injective mapping such
that the two vectors aα = ∂αθ are linearly independent at all points of ω¯ and let ε0 > 0
be as in Theorem 2.3. The functions Γpij(ε) = Γ
p
ji(ε) and g(ε) are defined in (3.1)–(3.2),
the functions bαβ , b
σ
α,Γ
σ
αβ, a, are defined in Section 2 and the covariant derivatives b
σ
β|α are
defined by
bσβ |α := ∂αbσβ + Γσατbτβ − Γταβbστ . (4.1)
The functions bαβ , b
σ
α,Γ
σ
αβ, b
σ
β|α and a are identified with functions in C0(Ω¯). Then
Γσαβ(ε) = Γ
σ
αβ − εx3bσβ|α +O(ε2),
∂3Γ
p
αβ(ε) = O(ε),
Γ3α3(ε) = Γ
p
33(ε) = 0,
Γ3αβ(ε) = bαβ − εx3bσαbσβ ,
Γσα3(ε) = −bσα − εx3bταbστ +O(ε2),
g(ε) = a+O(ε),
for all ε, 0 < ε ≤ ε0, where the order symbols O(ε) and O(ε2) are meant with respect to the
norm || · ||0,∞,Ω¯ defined by
||w||0,∞,Ω¯ = sup{|w(x)|;x ∈ Ω¯}.
Finally, there exist constants a0, g0 and g1 such that
0 < a0 ≤ a(y) ∀y ∈ ω¯,
0 < g0 ≤ g(ε)(x) ≤ g1 ∀x ∈ Ω¯ and ∀ ε, 0 < ε ≤ ε0. (4.2)
We now include the following result that will be used repeatedly in what follows (see
Theorem 3.4-1, [1], for details).
Theorem 4.2. Let ω be a domain in R2 with boundary γ, let Ω = ω × (−1, 1), and let
g ∈ Lp(Ω), p > 1, be a function such that∫
Ω
g∂3vdx = 0, for all v ∈ C∞(Ω¯) with v = 0 on γ × [−1, 1].
Then g = 0.
Remark 4.3. This result holds if
∫
Ω
g∂3vdx = 0 for all v ∈ H1(Ω) such that v = 0 in Γ0.
It is in this way that we will use this result in the following.
We now introduce the average with respect to the transversal variable, which plays a
major role in this study. To that end, let v represent real or vectorial functions defined
almost everywhere over Ω = ω × (−1, 1). We define the transversal average as
v¯(y) =
1
2
∫ 1
−1
v(y, x3)dx3
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for almost all y ∈ ω. Given η = (ηi) ∈ [H1(ω)]3, let
γαβ(η) :=
1
2
(∂βηα + ∂αηβ)− Γσαβησ − bαβη3, (4.3)
denote the covariant components of the linearized change of metric tensor associated with a
displacement field ηia
i of the surface S. Next theorem will show some results related with
the transversal averages that will be useful in the next section.
Theorem 4.4. Let ω be a domain in R2, let Ω = ω × (−1, 1) and T > 0.
(a) Let v ∈ H1(0, T ;L2(Ω)). Then v¯(y) is finite for almost all y ∈ ω, belongs to
H1(0, T ;L2(ω)), and
|v¯|H1(0,T ;L2(ω)) ≤ 1√
2
|v|H1(0,T ;L2(Ω)).
If ∂3v = 0 in the distributions sense
(∫
Ω
v∂3ϕdx = 0 ∀ϕ ∈ D(Ω)
)
then v does not depend on
x3 and
v(y, x3) = v¯(y) for almost all (y, x3) ∈ Ω.
(b) Let v ∈ H1(0, T ;H1(Ω)). Then v¯ ∈ H1(0, T ;H1(ω)), ∂αv¯ = ∂αv and
||v¯||H1(0,T ;H1(ω)) ≤ 1√
2
||v||H1(0,T ;H1(Ω)).
Let γ0 be a subset ∂γ-measurable of γ. If v = 0 on γ0×[−1, 1] then v¯ = 0 on γ0; in particular,
v¯ ∈ H1(0, T,H10(ω)) if v = 0 on γ × [−1, 1].
Remark 4.5. This theorem is an extension of the parts (a) and (b) in Theorem 4.2-1, [1]
and its proof follows straightforward from the result presented there. The main difference
is that we are interested in obtaining the corresponding conclusions in the Bochner spaces.
Therefore, most of the changes of the proof consist in adding an additional integral with
respect to the time variable and proving the statements for the functions and their time
derivatives, alternately, over the spaces L2(0, T ;L2(Ω)), L2(0, T ;L2(ω)), L2(0, T ;H1(Ω)),
L2(0, T ;H1(ω)).
Next, we introduce two theorems that can be also seen as extensions of the Theorems
5.2-1 and 5.2-2, [1] defined over the corresponding Bochner spaces. Therefore, their proof
follow similar arguments used in the results available. Firstly, let us define for each v ∈
H1(0, T ; [H1(Ω)]3) the functions γαβ(v) ∈ H1(0, T ;L2(Ω)), ραβ(v) ∈ H1(0, T ;H−1(Ω)) and
e1α||β(ε; v) ∈ H1(0, T ;L2(Ω)) defined by
γαβ(v) :=
1
2
(∂βvα + ∂αvβ)− Γσαβvσ − bαβv3, (4.4)
ραβ(v) := ∂αβv3 − Γσαβ∂σv3 − bσαbσβv3
+ bσα(∂βvσ − Γτβσvτ ) + bτβ(∂αvτ − Γσατvσ) + bτβ|αvτ , (4.5)
e1α||β(ε; v) :=
1
ε
γαβ(v) + x3(b
σ
β|αvσ + b
σ
αbσβv3), (4.6)
where the functions bσβ|α are given by the expression introduce in (4.1).
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Theorem 4.6. Let us identify Γσαβ , bαβ, b
β
α ∈ C0(ω¯) with functions in C0(Ω¯) and let us con-
sider ε0 defined in the Theorem 2.3. Then, there exists a constant C˜ > 0 such that for all ε,
0 < ε ≤ ε0 and all v ∈ H1(0, T ; [H1(Ω)]3), the scaled linearized strains eα||β(ε; v) (see (3.5))
satisfy ∥∥∥∥1εeα||β(ε; v)− e1α||β(ε; v)
∥∥∥∥
H1(0,T ;L2(Ω))
≤ C˜ε
∑
α
|vα|H1(0,T ;L2(Ω)),
∥∥∥∥1ε∂3eα||β(ε; v) + ραβ(v)
∥∥∥∥
H1(0,T ;H−1(Ω))
≤ C˜
(∑
i
|ei||3(ε; v)|H1(0,T ;L2(Ω))
+ε
∑
α
|vα|H1(0,T ;L2(Ω)) + ε||v3||H1(0,T ;H1(Ω))
)
.
Theorem 4.7. Let (u(ε))ε>0 be a sequence of functions u(ε) ∈ H1(0, T ;V (Ω)) such that
u(ε)⇀ u in H1(0, T ; [H1(Ω)]3),
1
ε
ei||j(ε)⇀ e
1
i||j in H
1(0, T ;L2(Ω)),
when ε→ 0. Then,
(a) u is independent of the transversal variable x3.
(b) u¯ ∈ H1(ω)×H1(ω)×H2(ω) with u¯i = ∂ν u¯3 = 0 in γ0 (∂ν denotes the outer normal
derivative operator along γ).
(c) γαβ(u) = 0.
(d) ραβ(u) ∈ H1(0, T ;L2(Ω)) and ραβ(u) = −∂3e1α||β.
(e) Moreover, if there exist functions καβ ∈ H1(0, T ;H−1(Ω)) such that ραβ(u(ε))→ καβ
in H1(0, T ;H−1(Ω)) when ε→ 0, then
u(ε)→ u in H1(0, T ; [H1(Ω)]3),
ραβ(u) = καβ hence, καβ ∈ H1(0, T ;L2(Ω)).
Finally, in the next theorem we recall a three-dimensional inequality of Korn’s type for
a family of viscoelastic shells, that can also be found in Theorem 5.3-1, [1].
Theorem 4.8. Assume that θ ∈ C3(ω¯;R3) and we consider ε0 defined as in Theorem 2.3.
We consider a family of shells with thickness 2ε with each having the same middle surface
S = θ(ω¯) and with each subjected to a boundary condition of place along a portion of its
lateral face having the same set θ(γ0) as its middle curve. Then there exist a constant ε1
verifying 0 < ε1 < ε0 and a constant C > 0 such that, for all ε, 0 < ε ≤ ε1, the following
three-dimensional inequality of Korn’s type holds,
‖v‖1,Ω ≤
C
ε
(∑
i,j
|ei||j(ε; v)|20,Ω
)1/2
∀v = (vi) ∈ V (Ω). (4.7)
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5. Asymptotic Analysis. Convergence results as ε → 0
Firstly, we recall the two-dimensional equations obtained for a viscoelastic flexural shell
as a consequence of the formal asymptotic study made in [12].
From the asymptotic analysis made in [12], we show that, if the applied body force
density is O(ε2) and surface tractions density is O(ε3) in the Problem 3.6, we obtain the two-
dimensional variational problem for a viscoelastic flexural shell. Let us remind the definition
of the two-dimensional fourth-order tensors that appeared naturally in that study,
aαβστ :=
2λρ2 + 4µθ2
(θ + ρ)2
aαβaστ + 2µ(aασaβτ + aατaβσ), (5.1)
bαβστ :=
2θρ
θ + ρ
aαβaστ + ρ(aασaβτ + aατaβσ), (5.2)
cαβστ :=
2 (θΛ)2
θ + ρ
aαβaστ , (5.3)
where
Λ :=
(
λ
θ
− λ+ 2µ
θ + ρ
)
. (5.4)
Let ραβ(η) := ∂αβη3−Γσαβ∂ση3− bσαbσβη3+ bσα(∂βησ−Γτβσητ )+ bτβ(∂αητ −Γσατησ)+ bτβ|αητ and
γαβ(η) :=
1
2
(∂βηα + ∂αηβ)− Γσαβησ − bαβη3, respectively denote the covariant components of
the linearized change of curvature and linearized change of metric tensors, both associated
with a displacement field ηia
i of the surface S. In what follows, we assume that the space
of inextensional displacements, defined by
VF (ω) := {η = (ηi) ∈ H1(ω)×H1(ω)×H2(ω); ηi = ∂νη3 = 0 on γ0, γαβ(η) = 0 in ω},
contains non-trivial functions. Therefore, we can enunciate the two-dimensional variational
problem for a linear viscoelastic flexural shell:
Problem 5.1. Find ξ : [0, T ]× ω −→ R3 such that,
ξ(t, ·) ∈ VF (ω) ∀ t ∈ [0, T ],
1
3
∫
ω
aαβστρστ (ξ)ραβ(η)
√
ady +
1
3
∫
ω
bαβστρστ (ξ˙)ραβ(η)
√
ady
− 1
3
∫ t
0
e−k(t−s)
∫
ω
cαβστρστ (ξ(s))ραβ(η)
√
adyds
=
∫
ω
piηi
√
ady ∀η = (ηi) ∈ VF (ω), a.e. t ∈ (0, T )
ξ(0, ·) = ξ0(·),
where we introduced the constant k defined by
k :=
λ+ 2µ
θ + ρ
, (5.5)
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and
pi(t) :=
∫ 1
−1
f i,2(t)dx3 + h
i,3
+ (t) + h
i,3
− (t), with h
i,3
± (t) = h
i,3(t, ·,±1). (5.6)
The Problem 5.1 is well posed and it has existence and uniqueness of solution. Furthermore,
we obtained the following result (see [12] for details of the proof of the de-scaled version):
Theorem 5.2. Let ω be a domain in R2, let θ ∈ C2(ω¯;R3) be an injective mapping such
that the two vectors aα = ∂αθ are linearly independent at all points of ω¯. Let f
i,2 ∈
L2(0, T ;L2(Ω)), hi,3 ∈ L2(0, T ;L2(Γ1)), where Γ1 := Γ+ ∪ Γ−. Let ξ0 ∈ VF (ω). Then the
Problem 5.1, has a unique solution ξ ∈ H1(0, T ;VF (ω)). In addition to that, if f˙ i,2 ∈
L2(0, T ;L2(Ω)), h˙i,3 ∈ L2(0, T ;L2(Γ1)), then ξ ∈ H2(0, T ;VF (ω)).
For each ε > 0, we assume that the initial condition for the scaled linear strains is
ei||j(ε)(0, ·) = 0, (5.7)
this is, the domain is on its natural state with no strains on it at the beginning of the period
of observation.
Now, we present here the main result of this paper, namely that the scaled three-
dimensional unknown u(ε) converges, as ε tends to zero, towards a limit u independent
of the transversal variable. Moreover, this limit can be identified with the solution ξ = u¯ of
the Problem 5.1, posed over the set ω.
Theorem 5.3. Assume that θ ∈ C3(ω¯;R3). Consider a family of viscoelastic flexural shells
with thickness 2ε approaching zero and with each having the same middle surface S = θ(ω¯),
and let the assumptions on the data be as in Theorem 5.2. For all ε, 0 < ε ≤ ε0 let u(ε)
be the solution of the associated three-dimensional scaled Problem 3.6. Then, there exists a
function u ∈ H1(0, T ; [H1(Ω)]3) satisfying u = 0 on Γ0 := γ0 × [−1, 1] such that
(a) u(ε)→ u in H1(0, T ; [H1(Ω)]3) when ε→ 0,
(b) u := (ui) is independent of the transversal variable x3.
Furthermore, the average u¯ :=
1
2
∫ 1
−1
udx3 verifies the Problem 5.1.
Proof. We follow the same structure of the proof in Theorem 6.2-1, [1]. The proof is
divided into several parts, numbered from (i) to (vi). Moreover, we will use the notation
f i ≡ f i,2 and hi ≡ hi,3 , for notational brevity.
(i) A priori boundedness and extraction of weak convergent sequences.
The norms |1
ε
ei||j(ε)|H1(0,T,L2(Ω)) and ||u(ε)||H1(0,T ;[H1(Ω)]3) are bounded independently of ε, 0 <
ε ≤ ε1, where ε1 > 0 is given in Theorem 4.8. Consequently, there exists a subsequence, also
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denoted (u(ε))ε>0, and functions e
1
i||j ∈ H1(0, T, L2(Ω)),u ∈ H1(0, T ; [H1(Ω)]3), satisfying
u = 0 on Γ0 such that
u(ε)⇀ u in H1(0, T ; [H1(Ω)]3) (5.8)
and hence u(ε)→ u in H1(0, T ; [L2(Ω)]3), (5.9)
1
ε
ei||j(ε)⇀ e
1
i||j in H
1(0, T ;L2(Ω)), (5.10)
For the proof of this step we take v = u(ε)(t, ·) in (3.11) and find∫
Ω
Aijkl(ε)ek||l(ε)ei||j(ε)
√
g(ε)dx+
∫
Ω
Bijkl(ε)e˙k||l(ε)ei||j(ε)
√
g(ε)dx
= ε2
∫
Ω
f iui(ε)
√
g(ε)dx+ ε2
∫
Γ1
hiui(ε)
√
g(ε)dΓ, a.e. in (0, T ),
which is equivalent to,∫
Ω
Aijkl(ε)ek||l(ε)ei||j(ε)
√
g(ε)dx+
1
2
∂
∂t
∫
Ω
Bijkl(ε)ek||l(ε)ei||j(ε)
√
g(ε)dx
= ε2
∫
Ω
f iui(ε)
√
g(ε)dx+ ε2
∫
Γ1
hiui(ε)
√
g(ε)dΓ, a.e. in (0, T ).
Now, integrating over [0, T ] and using (3.9) and (5.7), we find that∫ T
0
(∫
Ω
Aijkl(ε)ek||l(ε)ei||j(ε)
√
g(ε)dx
)
dt
≤ ε2
∫ T
0
(∫
Ω
f iui(ε)
√
g(ε)dx+
∫
Γ1
hiui(ε)
√
g(ε)dΓ
)
dt, (5.11)
Using the Cauchy-Schwartz inequality and (4.2), there exists a constant cˆ > 0 depending on
the norms |f i|0,Ω, |hi|L2(Γ1) and the norm of the trace operator from H1(Ω) to L2(Γ1), such
that ∣∣∣∣
∫
Ω
f iui(ε)
√
g(ε)dx+
∫
Γ1
hiui(ε)
√
g(ε)dΓ
∣∣∣∣ ≤ cˆ ‖u(ε)‖1,Ω , (5.12)
for all ε, 0 < ε ≤ ε0 and for all t ∈ [0, T ]. On the other hand, by using (3.8), (4.2) and (4.7)
we obtain∫
Ω
Aijkl(ε)ek||l(ε)ei||j(ε)
√
g(ε)dx ≥ g1/20 Ce|ek||l(ε)|20,Ω ≥ g1/20 CeC−2ε2 ‖u(ε)‖21,Ω . (5.13)
Now, (5.11)–(5.13) together and the Cauchy-Schwartz inequality imply that
g
1/2
0 CeC
−2ε2 ‖u(ε)‖2L2(0,T ;[H1(Ω)]3) ≤ cˆε2
∫ T
0
‖u(ε)‖1,Ω dt ≤ cˆ
√
Tε2 ‖u(ε)‖L2(0,T ;[H1(Ω)]3) .
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Hence, we conclude that there exists a constant k˜1 > 0 independent of ε such that ‖u(ε)‖L2(0,T ;[H1(Ω)]3)) ≤
k˜1. As a consequence, by the inequalities (5.11)–(5.13) we can check that the bounds for the
norms
∣∣1
ε
ei||j(ε)
∣∣
L2(0,T ;H1(Ω))
also hold.
Next, we take v = u˙(ε)(t, ·) in (3.11) and find that∫
Ω
Aijkl(ε)ek||l(ε)e˙i||j(ε)
√
g(ε)dx+
∫
Ω
Bijkl(ε)e˙k||l(ε)e˙i||j(ε)
√
g(ε)dx
= ε2
∫
Ω
f iu˙i(ε)
√
g(ε)dx+ ε2
∫
Γ1
hiu˙i(ε)
√
g(ε)dΓ, a.e. in (0, T ),
which is equivalent to,
1
2
∂
∂t
∫
Ω
Aijkl(ε)ek||l(ε)ei||j(ε)
√
g(ε)dx+
∫
Ω
Bijkl(ε)e˙k||l(ε)e˙i||j(ε)
√
g(ε)dx
= ε2
∫
Ω
f iu˙i(ε)
√
g(ε)dx+ ε2
∫
Γ1
hiu˙i(ε)
√
g(ε)dΓ, a.e. in (0, T ).
Integrating over [0, T ] and using (3.9) and (5.7), we find that∫ T
0
(∫
Ω
Bijkl(ε)e˙k||l(ε)e˙i||j(ε)
√
g(ε)dx
)
dt
≤ ε2
∫ T
0
(∫
Ω
f iu˙i(ε)
√
g(ε)dx+
∫
Γ1
hiu˙i(ε)
√
g(ε)dΓ
)
dt, (5.14)
Using the Cauchy-Schwartz inequality and (4.2), again there exists a constant c > 0 depend-
ing on the norms|f i|0,Ω, |hi|L2(Γ1) and the norm of the trace operator from H1(Ω) to L2(Γ1),
such that ∣∣∣∣
∫
Ω
f iu˙i(ε)
√
g(ε)dx+
∫
Γ1
hiu˙i(ε)
√
g(ε)dΓ
∣∣∣∣ ≤ c ‖u˙(ε)‖1,Ω , (5.15)
for all ε, 0 < ε ≤ ε0 and for all t ∈ [0, T ]. On the other hand, by using (3.9), (4.2) and (4.7)
we obtain∫
Ω
Bijkl(ε)e˙k||l(ε)e˙i||j(ε)
√
g(ε)dx ≥ g1/20 Cv|e˙k||l(ε)|20,Ω ≥ g1/20 CvC−2ε2 ‖u˙(ε)‖21,Ω . (5.16)
Therefore, (5.14)–(5.16) together and the Cauchy-Schwartz inequality imply that
g
1/2
0 CvC
−2ε2 ‖u˙(ε)‖2L2(0,T ;[H1(Ω)]3) ≤ cε2
∫ T
0
‖u˙(ε)‖1,Ω dt ≤ c
√
Tε2 ‖u˙(ε)‖L2(0,T ;[H1(Ω)]3) .
Hence, we conclude that there exists a constant k˜2 > 0 independent of ε such that ‖u˙(ε)‖L2(0,T ;[H1(Ω)]3)) ≤
k˜2. As a consequence, by the inequalities (5.14)–(5.16) we can check that the bounds for the
norms
∣∣1
ε
e˙i||j(ε)
∣∣
L2(0,T ;H1(Ω))
also hold. Therefore, the convergences announced in this step
are satisfied.
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(ii) The limit u found in the previous step is independent fo the transversal variable x3
and its average 1
2
∫ 1
−1
udx3 = u¯ ∈ H1(ω) × H1(ω) × H2(ω) and u¯i = ∂ν u¯3 = 0 at γ0 and
γαβ(u¯) = 0 in ω for all t ∈ [0, T ].
This step is consequence of the step (i) and the Theorem 4.7. Hence, the proof of the step
(b) of this theorem is met.
(iii) We obtain the relation between the limits e1i||j found in (i) and the limits u := (ui).
Firstly, by the Theorem 4.7 we have that −∂3e1α||β = ραβ(u) in H1(0, T ;L2(Ω)). As a
consequence of the definition of the scaled strains in (3.5)–(3.7), we find
εeα||β(ε; v)→ 0 in L2(Ω),
εeα||3(ε; v)→ 1
2
∂3vα in L
2(Ω),
εe3||3(ε; v) = ∂3v3 for all ε > 0.
Using the variational formulation (3.11) and taking into account (2.12), (3.3) and (3.4), we
have ∫
Ω
Aijkl(ε)ek||l(ε)ei||j(ε, v)
√
g(ε)dx+
∫
Ω
Bijkl(ε)e˙k||l(ε)ei||j(ε, v)
√
g(ε)dx
=
1
ε
∫
Ω
(
Aαβστ (ε)eσ||τ (ε) + A
αβ33(ε)e3||3(ε)
)
(εeα||β(ε; v))
√
g(ε)dx
+
1
ε
∫
Ω
4Aα3σ3(ε)eσ||3(ε)
(
εeα||3(ε; v)
)√
g(ε)dx
+
1
ε
∫
Ω
(
A33στ (ε)eσ||τ (ε) + A
3333(ε)e3||3(ε)
)
(εe3||3(ε; v))
√
g(ε)dx
+
1
ε
∫
Ω
(
Bαβστ (ε)e˙σ||τ(ε) +B
αβ33(ε)e˙3||3(ε)
)
(εeα||β(ε; v))
√
g(ε)dx
+
1
ε
∫
Ω
4Bα3σ3(ε)e˙σ||3(ε)
(
εeα||3(ε; v)
)√
g(ε)dx
+
1
ε
∫
Ω
(
B33στ (ε)e˙σ||τ (ε) +B
3333(ε)e˙3||3(ε)
)
(εe3||3(ε; v))
√
g(ε)dx
= ε2
∫
Ω
f ivi
√
g(ε)dx+ ε2
∫
Γ1
hivi
√
g(ε)dΓ ∀v ∈ V (Ω), a.e. in (0, T ).
We pass to the limit as ε → 0 and by taking into account the asymptotic behavior of the
contravariant components of the fourth order tensors Aijkl(ε), Bijkl(ε) (see Theorem 3.3),
g(ε) (see Theorem 4.1), the convergences above and the weak convergences of the step (i)
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we obtain the following integral equation∫
Ω
(
2µaασe1α||3∂3vσ + (λ+ 2µ)e
1
3||3∂3v3
)√
adx+
∫
Ω
λaαβe1α||β∂3v3
√
adx
+
∫
Ω
(
ρaασ e˙1α||3∂3vσ + (θ + ρ)e˙
1
3||3∂3v3
)√
adx
+
∫
Ω
θaαβ e˙1α||β∂3v3
√
adx = 0, (5.17)
in Ω, a.e. in (0, T ). On one hand, if we take v ∈ V (Ω) such that v2 = v3 = 0 and using the
Theorem 4.2, we have
2µaα1e1α||3 + ρa
α1e˙1α||3 = 0, a.e. in (0, T ). (5.18)
On the other hand, if we take v ∈ V (Ω) such that v1 = v3 = 0 and using the Theorem 4.2,
we have
2µaα2e1α||3 + ρa
α2e˙1α||3 = 0, a.e. in (0, T ). (5.19)
Multiplying (5.18) by a22 and (5.19) by −a21 and adding both expressions we have
2µ
(
a22a11 − a21a12) e11||3 + ρ (a22a11 − a21a12) e˙11||3 = 2µae11||3 + ρae˙11||3 = 0,
a.e. in (0, T ), by (2.6). Now, by the initial condition in (5.7) we conclude
e11||3(t) = 0 in Ω, for all t ∈ (0, T ).
Multiplying (5.18) by a12 and (5.19) by −a11 and adding both expressions we have
2µae12||3 + ρae˙
1
2||3 = 0, a.e. in (0, T ).
Now, by the initial condition in (5.7) we conclude
e12||3(t) = 0 in Ω, for all t ∈ (0, T ).
Taking v ∈ V (Ω) such that vα = 0 in (5.17) , we obtain∫
Ω
(
λaαβe1α||β + (λ+ 2µ)e
1
3||3
)
∂3v3
√
adx+
∫
Ω
(
θaαβ e˙1α||β + (θ + ρ)e˙
1
3||3
)
∂3v3
√
adx = 0,
for all v3 ∈ H1(Ω) with v3 = 0 in Γ0 and a.e. in (0, T ). By Theorem 4.2, we obtain the
following differential equation
λaαβe1α||β + (λ+ 2µ)e
1
3||3 + θa
αβ e˙1α||β + (θ + ρ)e˙
1
3||3 = 0. (5.20)
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Remark 5.4. Note that removing time dependency and viscosity, that is taking θ = ρ = 0,
the equation leads to the one studied [1] (page 312, Chapter 6), that is, the elastic case.
In order to solve the equation (5.20) in the more general case, we assume that the viscosity
coefficient θ is strictly positive. Thus, we can prove that this equation is equivalent to
θe−
λ
θ
t ∂
∂t
(
aαβe1α||βe
λ
θ
t
)
= − (θ + ρ) e−λ+2µθ+ρ t ∂
∂t
(
e13||3e
λ+2µ
θ+ρ
t
)
.
Integrating with respect to the time variable and using (5.7) we find that,
e13||3e
λ+2µ
θ+ρ
t = − θ
θ + ρ
∫ t
0
e(
λ+2µ
θ+ρ
−λ
θ )s ∂
∂s
(
aαβe1α||β(s)e
λ
θ
s
)
ds,
now integrating by parts and simplifying we conclude that,
e13||3(t) = −
θ
θ + ρ
(
aαβe1α||β(t) + Λ
∫ t
0
e−k(t−s)aαβe1α||β(s)ds
)
, (5.21)
in Ω , ∀ t ∈ [0, T ], and where Λ and k are defined in (5.4) and (5.5), respectively. Moreover,
from (5.20) we obtain that,
e˙13||3(t) = −
λ
θ + ρ
aαβe1α||β(t)−
λ+ 2µ
θ + ρ
e13||3(t)−
θ
θ + ρ
aαβ e˙1α||β(t). (5.22)
in Ω , a.e. t ∈ (0, T ).
(iv) The function u¯ := (u¯i) verifies the Problem 5.1 which has uniqueness of solution by
the Theorem 5.2. As a consequence, the convergences u(ε) ⇀ u in H1(0, T ; [H1(Ω)]3) and
u(ε)→ u in H1(0, T ; [L2(Ω)]3) are verified by the whole family (u(ε))ε>0 (if the function u¯
is unique, so is the function u as it is independent of x3 by the step (ii)).
The function u¯ belongs to the space VF (ω), for all t ∈ [0, T ] by the step (ii). Given η ∈ VF (ω),
let v(ε) = (vi(ε)) be defined almost everywhere in Ω for all ε > 0 as follows (as in the elastic
case we follow the idea taken from [14]):
vα(ε) := ηα − εx3θα, with θα := ∂αη3 + 2bσαησ. (5.23)
v3(ε) := η3. (5.24)
Then, we have that v(ε) ∈ V (Ω) and e3||3(ε; v(ε)) = 0 for all ε > 0. Let us prove that for
a function η ∈ VF (ω) identified wherever is needed with a function in the space H1(Ω) ×
H1(Ω)×H2(Ω) we obtain the following:
v(ε)→ η ∈ [H1(Ω)]3, (5.25)
1
ε
eα||β(ε; v(ε))→ (−x3ραβ(η)) ∈ L2(Ω), when ε→ 0, (5.26)(
1
ε
eα||3 (ε; v(ε))
)
ε>0
converges in L2(Ω). (5.27)
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The first relation holds by the definition od the function v(ε) in (5.23)–(5.24). Using the
fact that γαβ(η) = 0 (since η ∈ VF (ω)) we obtain after some calculations that
e1α||β(ε; v(ε)) :=
1
ε
γαβ(v(ε)) + x3b
σ
β|αvσ(ε) + x3b
σ
αbσβv3(ε)
=− x3
(
1
2
(∂βθα + ∂αθβ)− Γσαβθσ − bσβ|αησ − bσαbσβη3
)
− εx23bσβ|αθσ
=− x3ραβ(η)− εx23bσβ|αθσ.
Therefore, by the applying Theorem 4.6 we have that∣∣∣∣1εeα||β(ε; v(ε))− e1α||β(ε; v(ε))
∣∣∣∣
0,Ω
≤ c1ε
∑
α
|vα(ε)|0,Ω ,
and thus,
1
ε
eα||β(ε; v(ε))→ −x3ραβ(η) ∈ L2(Ω).
Also, we can obtain after some calculations that
1
ε
eα||3 (ε; v(ε)) = −1
ε
(Γσα3(ε) + b
σ
α) ησ + x3Γ
σ
α3(ε)θσ,
which together with the asymptotic behaviour of the functions Γσα3(ε) (see Theorem 4.1),
imply that
(
1
ε
eα||3 (ε; v(ε))
)
ε>0
converges in L2(Ω).
Now, let η ∈ VF (ω) fixed, and take v = v(ε) in the equation (3.11), with v(ε) = (vi(ε))
defined as in (5.23)–(5.24) to obtain that
lim
ε→0
(
1
ε2
∫
Ω
Aijkl(ε)ek||l(ε)ei||j(ε; v)
√
g(ε)dx+
1
ε2
∫
Ω
Bijkl(ε)e˙k||l(ε)ei||j(ε; v)
√
g(ε)dx
)
= lim
ε→0
(∫
Ω
(
Aαβστ (ε)
(
1
ε
eσ||τ (ε)
)
+ Aαβ33(ε)
(
1
ε
e3||3(ε)
))(
1
ε
eα||β(ε; v)
)√
g(ε)dx
+
∫
Ω
4Aα3σ3(ε)
(
1
ε
eσ||3(ε)
)(
1
ε
eα||3(ε; v)
)√
g(ε)dx
+
∫
Ω
(
A33στ (ε)
(
1
ε
eσ||τ (ε)
)
+ A3333(ε)
(
1
ε
e3||3(ε)
))(
1
ε
e3||3(ε; v)
)√
g(ε)dx
+
∫
Ω
(
Bαβστ (ε)
(
1
ε
e˙σ||τ (ε)
)
+Bαβ33(ε)
(
1
ε
e˙3||3(ε)
))(
1
ε
eα||β(ε; v)
)√
g(ε)dx
+
∫
Ω
4Bα3σ3(ε)
(
1
ε
e˙σ||3(ε)
)(
1
ε
eα||3(ε; v)
)√
g(ε)dx
+
∫
Ω
(
B33στ (ε)
(
1
ε
e˙σ||τ (ε)
)
+B3333(ε)
(
1
ε
e˙3||3(ε)
))(
1
ε
e3||3(ε; v)
)√
g(ε)dx
)
= lim
ε→0
(∫
Ω
f ivi
√
g(ε)dx+
∫
Γ1
hivi
√
g(ε)dΓ
)
.
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Let ε→ 0. By the asymptotic behaviour of the functions v(ε) and 1
ε
eα||β(ε; v(ε)) in (5.25)–
(5.27), Aijkl(ε), Bijkl(ε), g(ε) (see Theorems 3.3) and 4.1), the weak convergences from the
step (i) and that e1α||3 = 0 (see step (iii)) we find that∫
Ω
Aαβστ (0)e1σ||τ (−x3ραβ(η))
√
adx+
∫
Ω
Aαβ33(0)e13||3 (−x3ραβ(η))
√
adx
+
∫
Ω
Bαβστ (0)e˙1σ||τ (−x3ραβ(η))
√
adx+
∫
Ω
Bαβ33(0)e˙13||3 (−x3ραβ(η))
√
adx
=
(∫
Ω
f iηi
√
adx+
∫
Γ1
hiηi
√
adΓ
)
.
Then, using the relations (5.21)–(5.22) from the step (iii), we obtain that,∫
Ω
((
λ− θ
θ + ρ
(θΛ + λ)
)
aαβaστ + µ(aασaβτ + aατaβσ)
)
e1σ||τ (−x3ραβ(η))
√
adx
+
∫
Ω
(
θρ
θ + ρ
aαβaστ +
ρ
2
(aασaβτ + aατaβσ)
)
e˙1σ||τ (−x3ραβ(η))
√
adx
−
∫
Ω
(θΛ)2
θ + ρ
∫ t
0
e−k(t−s)aστe1σ||τ (s)dsa
αβ (−x3ραβ(η))
√
adx
= −1
2
∫
Ω
x3a
αβστe1σ||τραβ(η)
√
adx− 1
2
∫
Ω
x3b
αβστ e˙1σ||τραβ(η)
√
adx
+
1
2
∫ t
0
e−k(t−s)
∫
Ω
x3c
αβστe1σ||τ (s)ραβ(η)
√
adxds
=
∫
ω
piηi
√
ady,
with pi defined in (5.6) and where aαβστ , bαβστ and cαβστ denote the contravariant compo-
nents of the fourth order two-dimensional tensors, defined in (5.1)–(5.3). Now,recall that by
the step (iii) we had that −∂3e1α||β = ραβ(u) in H1(0, T ;L2(Ω)) hence,
e1α||β = Υαβ − x3ραβ(u¯), (5.28)
with Υαβ ∈ H1(0, T ;L2(ω)) (independent of x3). Therefore, from the previous equation we
find that
1
2
∫
Ω
x23a
αβστραβ(u¯)ραβ(η)
√
adx+
1
2
∫
Ω
x23b
αβστραβ( ˙¯u)ραβ(η)
√
adx
− 1
2
∫ t
0
e−k(t−s)
∫
Ω
x23c
αβστραβ(u¯(s))ραβ(η)
√
adxds
=
∫
ω
piηi
√
ady, (5.29)
and since
∫ 1
−1
x23dx3 =
2
3
, we conclude that u¯ verifies the equation of the Problem 5.1.
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(v) The strong convergences 1
ε
ei||j(ε) → e1i||j in H1(0, T ;L2(Ω)), hold. Moreover, since
the limits e1i||j are unique, then these convergences hold for the whole family
(
1
ε
ei||j(ε)
)
ε>0
.
Indeed, we define
Ψ(ε) :=
∫
Ω
Aijkl(ε)
(
1
ε
ek||l(ε)− e1k||l
)(
1
ε
ei||j(ε)− e1i||j
)√
g(ε)dx
+
∫
Ω
Bijkl(ε)
(
1
ε
e˙k||l(ε)− e˙1k||l
)(
1
ε
ei||j(ε)− e1i||j
)√
g(ε)dx
=
∫
Ω
f iui(ε)
√
g(ε)dx+
∫
Γ1
hiui(ε)
√
adΓ
−
∫
Ω
Aijkl(ε)
(
2
ε
ek||l(ε)− e1k||l
)
e1i||j
√
g(ε)dx
+
∫
Ω
Bijkl(ε)
(
e˙1k||le
1
i||j −
1
ε
∂
∂t
(ek||l(ε)e
1
i||j)
)√
g(ε)dx. (5.30)
We have that,∫
Ω
Aijkl(ε)
(
1
ε
ek||l(ε)− e1k||l
)(
1
ε
ei||j(ε)− e1i||j
)√
g(ε)dx
+
1
2
∂
∂t
∫
Ω
Bijkl(ε)
(
1
ε
ek||l(ε)− e1k||l
)(
1
ε
ei||j(ε)− e1i||j
)√
g(ε)dx = Ψ(ε), a.e. t ∈ (0, T ).
Integrating over the interval [0, T ], using (3.9) and (5.7) we find that∫ T
0
(∫
Ω
Aijkl(ε)
(
1
ε
ek||l(ε)− e1k||l
)(
1
ε
ei||j(ε)− e1i||j
)√
g(ε)dx
)
dt ≤
∫ T
0
Ψ(ε)dt,
Now, by (3.8) and (4.2)
C−1e g
1/2
0
∑
i,j
∣∣∣∣1εei||j(ε)− e1i||j
∣∣∣∣
2
0,Ω
≤
∫
Ω
Aijkl(ε)
(
1
ε
ek||l(ε)− e1k||l
)(
1
ε
ei||j(ε)− e1i||j
)√
g(ε)dx.
Therefore, together with the previous inequality leads to
C−1e g
1/2
0
∫ T
0
(∑
i,j
∣∣∣∣1εei||j(ε)− e1i||j
∣∣∣∣
2
0,Ω
)
dt ≤
∫ T
0
Ψ(ε)dt. (5.31)
Let ε → 0. Taking into account the weak convergences studied in (i) and the asymptotic
behaviour of the functions Aijkl(ε), Bijkl(ε) (see Theorem 3.3) and g(ε) (see Theorem 4.1),
we find that
Ψ := lim
ε→0
Ψ(ε) =
∫
Ω
f iui
√
adx+
∫
Γ1
hiui
√
adΓ
−
∫
Ω
Aijkl(0)e1k||le
1
i||j
√
adx−
∫
Ω
Bijkl(0)e˙1k||le
1
i||j
√
adx, (5.32)
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a.e. t ∈ (0, T ). By the expressions of Aijkl(0) and Bijkl(0) (see Theorem 3.3) and that
e1α||3 = 0 (see step (iii)), we have that∫
Ω
Aijkl(0)e1k||le
1
i||j
√
adx+
∫
Ω
Bijkl(0)e˙1k||le
1
i||j
√
adx
=
∫
Ω
(
λaαβaστ + µ(aασaβτ + aατaβσ)
)
e1σ||τe
1
α||β
√
adx+
∫
Ω
λaαβe13||3e
1
α||β
√
adx
+
∫
Ω
(
λaστe1σ||τ + (λ+ 2µ)e
1
3||3
)
e13||3
√
adx
+
∫
Ω
(
θaαβaστ +
ρ
2
(aασaβτ + aατaβσ)
)
e˙1σ||τe
1
α||β
√
adx+
∫
Ω
θaαβ e˙13||3e
1
α||β
√
adx
+
∫
Ω
(
θaστ e˙1σ||τ + (θ + ρ)e˙
1
3||3
)
e13||3
√
adx, a.e. t ∈ (0, T ),
which using the expressions (5.21)–(5.22) studied in (iii) can be written as∫
Ω
((
λ− θ
θ + ρ
(θΛ + λ)
)
aαβaστ + µ(aασaβτ + aατaβσ)
)
e1σ||τe
1
α||β
√
adx
+
∫
Ω
(
θρ
θ + ρ
aαβaστ +
ρ
2
(aασaβτ + aατaβσ)
)
e˙1σ||τe
1
α||β
√
adx
−
∫
Ω
(θΛ)2
θ + ρ
∫ t
0
e−k(t−s)aστe1σ||τ (s)dsa
αβe1α||β(t)
√
adx,
thus,
Ψ =
∫
ω
piu¯i
√
ady − 1
2
∫
Ω
aαβστ e1σ||τe
1
α||β
√
adx− 1
2
∫
Ω
bαβστ e˙1σ||τe
1
α||β
√
adx
+
1
2
∫ t
0
e−k(t−s)
∫
Ω
cαβστe1σ||τ (s)e
1
α||β(t)
√
adxds, a.e. t ∈ (0, T ), (5.33)
where aαβστ , bαβστ and cαβστ denote the contravariant components of the fourth order
two-dimensional tensors, defined in (5.1)–(5.3). Now, recall (5.28), hence
1
2
∫
Ω
aαβστe1σ||τe
1
α||β
√
adx+
1
2
∫
Ω
bαβστ e˙1σ||τe
1
α||β
√
adx
− 1
2
∫ t
0
e−k(t−s)
∫
Ω
cαβστe1σ||τ (s)e
1
α||β(t)
√
adxds,
=
∫
ω
aαβστΥστΥαβ
√
adx+
1
3
∫
ω
aαβστρστ (u¯)ραβ(u¯)
√
adx+
∫
ω
bαβστ Υ˙στΥαβ
√
adx
+
1
3
∫
ω
bαβστρστ ( ˙¯u)ραβ(u¯)
√
adx−
∫ t
0
e−k(t−s)
∫
ω
cαβστΥστ (s)Υαβ(t)
√
adxds
− 1
3
∫ t
0
e−k(t−s)
∫
ω
cαβστρστ (u¯(s))ραβ(u¯(t))
√
adxds, a.e. in (0, T ). (5.34)
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By the step (iv), u¯ verifies the equation of the Problem 5.1, hence from (5.33) we find that
Ψ = −
∫
ω
aαβστΥστΥαβ
√
ady −
∫
ω
bαβστ Υ˙στΥαβ
√
ady
+
∫ t
0
e−k(t−s)
∫
ω
cαβστΥστ (s)Υαβ(t)
√
adxds, a.e. in (0, T ). (5.35)
By (5.31) we have that
∫ T
0
Ψ(ε)dt ≥ 0 for all ε > 0, then ∫ T
0
Ψdt ≥ 0. In order to prove
the opposite inequality, let us define Υ := (Υij) ∈ S3, such that Υαβ denote the elements
introduced in (5.28), Υα3 := 0 and where Υ33 ∈ H1(0, T ;L2(ω)) are defined by the expression
Υ33(t) = − θ
θ + ρ
(
aαβΥαβ(t) + Λ
∫ t
0
e−k(t−s)aαβΥαβ(s)ds
)
, (5.36)
in Ω , ∀ t ∈ [0, T ], and where Λ and k are defined in (5.4) and (5.5), respectively. As a
consequence, we have that
Υ˙33(t) = − λ
θ + ρ
aαβΥαβ(t)− λ+ 2µ
θ + ρ
Υ33(t)− θ
θ + ρ
aαβΥ˙αβ(t). (5.37)
in Ω , a.e. t ∈ (0, T ). Taking this into account and using the expressions of Aijkl(0) and
Bijkl(0) (see Theorem 3.3), we have that∫
Ω
Aijkl(0)ΥklΥij
√
adx+
∫
Ω
Bijkl(0)Υ˙klΥij
√
adx
=
∫
Ω
(
λaαβaστ + µ(aασaβτ + aατaβσ)
)
ΥστΥαβ
√
adx+
∫
Ω
λaαβΥ33Υαβ
√
adx
+
∫
Ω
(λaστΥστ + (λ+ 2µ)Υ33) Υ33
√
adx
+
∫
Ω
(
θaαβaστ +
ρ
2
(aασaβτ + aατaβσ)
)
Υ˙στΥαβ
√
adx+
∫
Ω
θaαβΥ˙33Υαβyy
√
adx
+
∫
Ω
(
θaστ Υ˙στ + (θ + ρ)Υ˙33
)
Υ33
√
adx, a.e. t ∈ (0, T ), (5.38)
which using the expressions (5.36)–(5.37) can be written as∫
Ω
((
λ− θ
θ + ρ
(θΛ + λ)
)
aαβaστ + µ(aασaβτ + aατaβσ)
)
ΥστΥαβ
√
adx
+
∫
Ω
(
θρ
θ + ρ
aαβaστ +
ρ
2
(aασaβτ + aατaβσ)
)
Υ˙στΥαβ
√
adx
−
∫
Ω
(θΛ)2
θ + ρ
∫ t
0
e−k(t−s)aστΥστ (s)dsa
αβΥαβ(t)
√
adx, (5.39)
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thus, ∫
Ω
Aijkl(0)ΥklΥij
√
adx+
∫
Ω
Bijkl(0)Υ˙klΥij
√
adx
=
∫
ω
aαβστΥστΥαβ
√
ady +
∫
ω
bαβστ Υ˙στΥαβ
√
ady
−
∫ t
0
e−k(t−s)
∫
ω
cαβστΥστ (s)Υαβ(t)
√
adyds, a.e. in (0, T ).
Hence, from (5.35) we find that,
Ψ = −
∫
Ω
Aijkl(0)ΥklΥij
√
adx−
∫
Ω
Bijkl(0)Υ˙klΥij
√
adx. (5.40)
Now, since the functions Υαβ are independent of x3 and e
1
i||j(0, ·) = 0 by (5.7) and the
weak convergences from (i) (applying a result that can be found in Lemma 2.55, [15]), then
ραβ(u¯(0, ·)) must be zero and, as a consequence, Υαβ(0, ·) = 0. Moreover, by (5.36) we have
that Υ33(0, ·) = 0, as well. Therefore, if we integrate (5.40) over [0, T ] and take into account
the initial conditions Υij(0, ·) = 0 and the ellipticity of tensors
(
Aijkl(0)
)
and
(
Bijkl(0)
)
(see
(3.10)), we find that
∫ T
0
Ψ(s)ds ≤ 0 so we conclude that∫ T
0
Ψ(s)ds = 0.
Therefore, by (5.31) the strong convergences 1
ε
ei||j(ε)→ e1i||j in L2(0, T ;L2(Ω)), when ε→ 0,
hold. On the other hand, if we define
Ψ˜(ε) :=
∫
Ω
Aijkl(ε)
(
1
ε
ek||l(ε)− e1k||l
)(
1
ε
e˙i||j(ε)− e˙1i||j
)√
g(ε)dx
+
∫
Ω
Bijkl(ε)
(
1
ε
e˙k||l(ε)− e˙1k||l
)(
1
ε
e˙i||j(ε)− e˙1i||j
)√
g(ε)dx
=
∫
Ω
f iu˙i(ε)
√
g(ε)dx+
∫
Γ1
hiu˙i(ε)
√
adΓ
+
∫
Ω
Aijkl(ε)
(
e1k||le˙
1
i||j −
1
ε
∂
∂t
(ek||l(ε)e
1
i||j)
)√
g(ε)dx
−
∫
Ω
Bijkl(ε)
(
2
ε
e˙k||l(ε)− e˙1k||l
)
e˙1i||j
√
g(ε)dx.
We have that,
1
2
∂
∂t
∫
Ω
Aijkl(ε)
(
1
ε
ek||l(ε)− e1k||l
)(
1
ε
ei||j(ε)− e1i||j
)√
g(ε)dx
+
∫
Ω
Bijkl(ε)
(
1
ε
e˙k||l(ε)− e˙1k||l
)(
1
ε
e˙i||j(ε)− e˙1i||j
)√
g(ε)dx = Ψ˜(ε), a.e. t ∈ (0, T ).
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Integrating over the interval [0, T ], using (3.8) and (5.7) we find that∫ T
0
(∫
Ω
Bijkl(ε)
(
1
ε
e˙k||l(ε)− e˙1k||l
)(
1
ε
e˙i||j(ε)− e˙1i||j
)√
g(ε)dx
)
dt ≤
∫ T
0
Ψ˜(ε)dt,
Now, by (3.9) and (4.2)
C−1v g
1/2
0
∑
i,j
∣∣∣∣1ε e˙i||j(ε)− e˙1i||j
∣∣∣∣
2
0,Ω
≤
∫
Ω
Bijkl(ε)
(
1
ε
e˙k||l(ε)− e˙1k||l
)(
1
ε
e˙i||j(ε)− e˙1i||j
)√
g(ε)dx
Therefore, together with the previous inequality leads to
C−1v g
1/2
0
∫ T
0
(∑
i,j
∣∣∣∣1ε e˙i||j(ε)(t)− e˙1i||j(t)
∣∣∣∣
2
0,Ω
)
dt ≤
∫ T
0
Ψ˜(ε)dt, (5.41)
which is similar with (5.31). Therefore, using analogous arguments as before, we find that
Ψ˜ := lim
ε→0
Ψ˜(ε) =
∫
Ω
f iu˙i
√
adx+
∫
Γ1
hiu˙i
√
adΓ (5.42)
− 1
2
∫
Ω
aαβστe1σ||τ e˙
1
α||β
√
adx− 1
2
∫
Ω
bαβστ e˙1σ||τ e˙
1
α||β
√
adx (5.43)
+
1
2
∫ t
0
e−k(t−s)
∫
Ω
cαβστe1σ||τ (s)e˙
1
α||β(t)
√
adxds, a.e. t ∈ (0, T ). (5.44)
Now, following similar arguments as before, taking into account the time derivative of the
relation (5.28) and taking η = ˙¯u in (5.29), we find that
Ψ˜ = −
∫
ω
aαβστΥστ Υ˙αβ
√
ady −
∫
ω
bαβστ Υ˙στ Υ˙αβ
√
ady
+
∫ t
0
e−k(t−s)
∫
ω
cαβστΥστ (s)Υ˙αβ(t)
√
adyds, a.e. in (0, T ). (5.45)
Again, taking into account the definition of the tensor Υ := (Υij) ∈ S where Υα3 = 0 and
Υ33 given by (5.36) and repeating analogous calculations as in (5.38)–(5.39) we find that∫
Ω
Aijkl(0)ΥklΥ˙ij
√
adx+
∫
Ω
Bijkl(0)Υ˙klΥ˙ij
√
adx
=
∫
ω
aαβστΥστ Υ˙αβ
√
ady +
∫
ω
bαβστ Υ˙στ Υ˙αβ
√
ady
−
∫ t
0
e−k(t−s)
∫
ω
cαβστΥστ (s)Υ˙αβ(t)
√
adyds, a.e. in (0, T ).
Hence, from (5.44) we find that,
Ψ˜ = −
∫
Ω
Aijkl(0)ΥklΥ˙ij
√
adx−
∫
Ω
Bijkl(0)Υ˙klΥ˙ij
√
adx. (5.46)
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Therefore, if we integrate (5.46) over [0, T ] and take into account the initial conditions
Υij(0, ·) = 0 and the ellipticity of tensors
(
Aijkl(0)
)
and
(
Bijkl(0)
)
(see (3.10)), we find that∫ T
0
Ψ˜(s)ds ≤ 0 so we conclude that ∫ T
0
Ψ˜(s)ds = 0.
Therefore, by (5.41) the strong convergences 1
ε
e˙i||j(ε)→ e˙1i||j in L2(0, T ;L2(Ω)), when ε→ 0,
hold. Thus, we conclude that 1
ε
ei||j(ε)→ e1i||j in H1(0, T ;L2(Ω)), when ε→ 0. In particular,
this convergence implies that 1
ε
ei||j(ε)→ e1i||j in L2(Ω) for all t ∈ [0, T ]. Now, taking the limit
when ε→ 0 in the first equality of (5.30) we find that Ψ = 0. Hence, by using an existence
and uniqueness result that can be found in Theorem 4.10 in [12], we can ensure that (5.35)
(with Ψ = 0) implies that Υαβ(t) = 0 for all t ∈ [0, T ]. This also leads to,
e1α||β = −x3ραβ(u¯),
this is, the functions e1α||β are unequivocally determined, since u¯ is unique (it is the unique
solution of the Problem 5.1, by Theorem 5.2). As a consequence, by the relations found in
(iii) we obtain that the functions ei||3 are also unique.
(vi) The strong convergence u(ε)→ u in H1(0, T ; [H1(Ω)]3) holds.
Since 1
ε
ei||j(ε)→ e1i||j in H1(0, T ;L2(Ω)) by the step (v) we have that
1
ε
∂3ei||j(ε)→ ∂3e1i||j ∈ H1(0, T ;H−1(Ω)).
Then, by the Theorem 4.6 we have that(
ραβ(u(ε)) +
1
ε
∂3ei||j(ε)
)
→ 0 in H1(0, T ;H−1(Ω)).
Hence,
ραβ(u(ε))→ −∂3e1i||j in H1(0, T ;H−1(Ω)),
that is, each family (ραβ(u(ε)))ε>0 converges inH
1(0, T ;H−1(Ω)), then the conclusion follows
by (e) in Theorem 4.7. Hence, the proof of the step (a) of this theorem is met.
Therefore, the proof of the theorem is complete.
It remains to be proved an analogous result to the previous theorem but in terms of de-scaled
unknowns. The convergence u(ε) → u in H1(0, T ; [H1(Ω)]3) the Theorem 5.3, the scaling
proposed in Section 3, the de-scalings ξεi := ξi for each ε > 0 and the Theorem 4.4 together
lead to the following convergences:
1
2ε
∫ ε
−ε
uεidx
ε
3 → ξi in H1(0, T ;H1(ω)).
Furthermore, we can prove the following theorem regarding the convergences of the averages
of the tangential and normal components of the three-dimensional displacement vector field:
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Theorem 5.5. Assume that θ ∈ C3(ω¯;R3). Consider a family of viscoelastic flexural shells
with thickness 2ε approaching zero and with each having the same middle surface S = θ(ω¯),
and let the assumptions on the data be as in Theorem 5.2.
Let uε = (uεi ) ∈ H1(0, T, V (Ωε)) and ξε = (ξεi ) ∈ H1(0, T, VF (ω)) respectively denote for
each ε > 0 the solutions to the three-dimensional and two-dimensional Problems 2.4 and
1.1. Moreover, let ξ = (ξi) ∈ H1(0, T, VF (ω)) denote the solution to the Problem 5.1. Then
we have that
ξεα = ξα and thus ξ
ε
αa
α = ξαa
α in H1(0, T,H1(ω)), ∀ε > 0,
1
2ε
∫ ε
−ε
uεαg
α,εdxε3 → ξαaα in H1(0, T,H1(ω)) as ε→ 0,
and
ξε3 = ξ3 and thus ξ
ε
3a
3 = ξ3a
3 in H1(0, T ;H2(ω)), ∀ε > 0,
1
2ε
∫ ε
−ε
uε3g
3,εdxε3 → ξ3a3 in H1(0, T ;H1(ω)) as ε→ 0.
Proof. Since θ ∈ C3(ω¯;R3) the vector fields gα(ε) : Ω¯ −→ R3 defined by gα(ε) := gα,ε(xε)
for all xε = π(x) ∈ Ω¯ε are such that gα(ε) − aα = O(ε), where the fields aα have been
identified with vector fields defined over the whole set Ω¯. Now we have that,
1
2ε
∫ ε
−ε
uεαg
α,εdxε3 − ξεαaα =
1
2
∫ 1
−1
uα(ε)g
α(ε)dx3 − ξαaα
=
1
2
∫ 1
−1
uα(ε)(g
α(ε)− aα)dx3 − (uα(ε)− ξα)aα.
On one hand, since uα(ε)→ uα in H1(0, T ;H1(Ω)) and gα(ε)→ aα in C1(Ω¯) imply that
uα(ε)(g
α(ε)− aα)→ 0 in H1(0, T ;H1(Ω)),
hence, applying Theorem 4.4 (b) we have that
1
2
∫ 1
−1
uα(ε)(g
α(ε)− aα)dx3 → 0 in H1(0, T ;H1(ω)),
and by using the same argument we have that (uα(ε)− ξα)aα → 0 in H1(0, T ;H1(ω)). For
the normal components we have that g3,ε = a3, then
1
2ε
∫ ε
−ε
uε3g
3,εdxε3 − ξε3a3 = (u3(ε)− ξ3)a3,
hence applying Theorem 4.4 (a) we have that (u3(ε)− ξ3)a3 → 0 in H1(0, T ;H1(ω)).
Remark 5.6. The fields ξ˜
ε
T , ξ˜
ε
N : [0, T ]× ω¯ −→ R3 defined by ξ˜
ε
T := ξ
ε
αa
α and ξ˜
ε
N := ξ
ε
3a
3,
are known as the limit tangential and normal displacement fields, respectively, of the middle
surface S of the shell. If we denote the limit displacement field of S by ξ˜
ε
:= ξia
i then
ξ˜
ε
= ξ˜
ε
T + ξ˜
ε
N .
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6. Conclusions
We have found and mathematically justified a model for viscoelastic shells in the par-
ticular case of the so-called flexural shells. To this end we used the insight provided by the
asymptotic expansion method (presented in our previous work [12]) and we have justified
this approach by obtaining convergence theorems.
The main novelty that this model presented is a long-term memory, represented by an
integral on the time variable, more specifically
M(t,η) =
∫ t
0
e−k(t−s)
∫
ω
cαβστρστ (ξ(s))ραβ(η)
√
adyds,
for all η ∈ VF (ω). An analogous behaviour has been found in beam models for the bending-
stretching of viscoelastic rods [16], obtained by using asymptotic methods as well. Also, this
kind of viscoelasticity has been described in [7, 17], for instance.
As the viscoelastic case differs from the elastic case on time dependent constitutive law
and external forces, we must consider the possibility that these models and the convergence
result generalize the elastic case (studied in [1]). However, analogously to the asymptotic
analysis made in [12], the reader can easily check, when the ordinary differential equation
(5.20) was presented, we had to use assumptions that make it impossible to include the
elastic case. Hence, the viscoelastic and elastic problems must be treated separately in
order to reach reasonable and justified conclusions.
In this paper we have presented the convergence results concerning the models for the
so-called viscoelastic flexural shells where we assumed that VF (ω) 6= {0}. Concerning the
remaining cases where the space VF (ω) reduces only to the zero element, in [18] and [19] we
present the corresponding mathematical justifications of the models known as viscoelastic
membrane shell problems. In the first one [18, 20], we consider a family of shells where each
one as the same elliptic middle surface S and the boundary condition is considered in the
whole lateral face of the shell. This set of problems will be known as the viscoelastic elliptic
membrane shells. In the later one [19], we shall consider the remaining cases where one of
these hypothesis does not verify but still VF (ω) = {0}. This set of problems will be known
as the viscoelastic generalized membrane shells.
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