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Resumen 
 
 
 
 
Las tragicas consecuencias del impacto de los maremotos motiva las investigacio- 
nes en este campo. En el presente trabajo  se estudia la influencia de la aceleracio´n de 
Coriolis en la propagacion  de un maremoto.  La fuerza “aparente”de Coriolis surge 
en los cuerpos en movimiento  respecto a la Tierra  considerada  como un sistema de 
referencia no inercial. 
 
 
En el estudio de la influencia del te´rmino de Coriolis sobre la propagacio´n de las 
ondas de maremoto,  se emplea el modelo nume´rico TUNAMI, el cual considera las 
ecuaciones de propagacion  de ondas en coordenadas  esfe´ricas sin incluir el te´rmino 
de Coriolis. Este te´rmino se ha implementado  mediante una subrutina en los codigos 
de programacio´n del modelo nume´rico. 
 
 
La version resultante del modelo se verifica para  el escenario del maremoto  de 
Chile del 27 de febrero del 2010, ocurrido a las 06:34 UTC. El cual impact 
mente la costa central  de Chile. 
severa- 
 
 
Los resultados  muestran  que la influencia de la aceleracion de Coriolis es mayor 
en zonas de bajas profundidades  que en batimetr´ıas profundas. 
xi  
 
 
 
 
 
 
 
Abstract 
 
 
 
 
The  tragic tsunami  consequences stimulate  research  in this  field. The  Coriolis 
acceleration  influence in tsunami  propagation  is studied  in the  present work. The 
Coriolis “apparent”force originates because of moving bodies respect to Earth  which 
is considered as a noninertial  frame of reference. 
 
 
The TUNAMI numerical model, that  considers wave propagation  equations in sp- 
herical coordinates  without  Coriolis, is applied to study  the Coriolis term  influence 
in the propagation  of tsunami waves by including it via a subroutine  at the program- 
ming code of the numerical model . 
 
 
The implemented  model version is verified at the 27th February  2010 Chile Tsu- 
nami  scenario,  occurred  at  06:34 GMT.  It  impacted  severely the  central  coast  of 
Chile. 
 
 
It is concluded that  Coriolis acceleration influences more the propagation  at sha- 
llow depth  than  at deep depth. 
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Cap´ıtulo  1 
 
 
 
Introduccio´n 
 
 
 
 
 
1.1.     Antecedentes 
 
La descripcio´n de maremotos  es de gran importancia  debido a los efectos nega- 
tivos de este feno´meno en las zonas costeras. Los primeros estudios en el Peru´ en la 
modelizacion nume´rica de maremotos  se deben al Lic. Manuel Sullon (Sullo´n 2007). 
La generacion de maremotos involucra grandes cantidades  de energ´ıa (en el maremo- 
to del Callao de 1746, la energ´ıa calculada es 1.99×1018 J , fue el equivalente  a unas 
36 718 bombas  nucleares  de Hiroshima,  Jime´nez, 2015). Luego, esta  energ´ıa viaja 
grandes distancias  en los oce´anos (propagacion).  En el presente trabajo  se estudia la 
influencia de la aceleracion de Coriolis en la propagacion  de ondas para  el caso del 
maremoto  de Chile del 2010. 
Podemos referirnos a tres estudios sobre el efecto de la fuerza de Coriolis en maremo- 
tos transoceanicos.  Uno de ellos es el de Imamura  y Shuto, 1989 quienes simularon el 
maremoto  de Chile de 1960, con y sin los te´rminos de Coriolis. Sus resultados  mos- 
traron  diferencias en alturas  de ola pero no mucha  diferencia en tiempo  de arribo. 
Kowalik y Murty, 1989 concluyeron que la fuerza de Coriolis tiene poca influencia en 
ondas de periodos bajos, pero una diferencia distintiva en las amplitudes  observadas 
en las ondas de grandes periodos. El siguiente estudio es el de Dao y Tkalich,  2007, 
quienes modificaron  el modelo de propagacion  TUNAMI-N2,  el cual esta´ desarro- 
llado en coordenadas  cartesianas,  formula´ndolo en coordenadas  esfe´ricas y con los 
te´rminos  de Coriolis con el fin de considerar  la curvatura de la Tierra  para  el ca- 
so de maremotos  transoceanicos.  El a´rea  de estudio  corresponde  al del maremoto 
del Oce´ano ´Indico  del 2004. Concluyeron  que el efecto de la fuerza de Coriolis es 
pequen˜o, un ligero cambio en la amplitud  de onda fue apreciado en aguas profundas. 
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1.2.  Ob jetivos 
 
 
El objetivo principal  es determinar la influencia de la aceleracion de Coriolis en 
la simulacion nume´rica de la propagacion de un maremoto,  tomando  como escenario 
el maremoto  de Chile del 27 de febrero del 2010. Considerando  el modelo nume´rico 
TUNAMI como base. 
 
 
Los objetivos espec´ıficos son: 
 
Determinar  la relacion entre la velocidad de las part´ıculas de agua, la batimetr´ıa 
y el parametro de Coriolis en la propagacio´n de un maremoto. 
 
Verificar la obtencion de una mayor correlacion de las magnitudes  simuladas y 
observadas al incluir la aceleracion de Coriolis, en zonas de batimetr´ıa profunda. 
 
 
1.3.  El  terremoto y maremoto de  Chile del  2010 
 
 
Chile se ubica al suroeste  de Ame´rica  del sur. Su territorio  limita  al norte  con 
Peru´, al este con Bolivia y Argentina,  al sur con la Anta´rtida y al oeste con el Oce´ano 
Pac´ıfico. Chile se ubica en la zona llamada  Cinturon  S´ısmico del Pac´ıfico, que bor- 
dea los pa´ıses ban˜ados por el Oce´ano Pac´ıfico, una de las regiones mas s´ısmicas del 
planeta. 
 
 
Segu´n el censo del 2002, el 85 % de la poblacio´n total  de Chile reside en sectores 
urbanos,  los cuales se encuentran cerca a las costas. 
 
 
Desde finales del siglo XVI hasta  hoy, un sismo de magnitud  8 Mw ha ocurrido 
en promedio cada 10 an˜os en algu´n lugar del territorio  chileno. Segu´n el Instituto de 
Geof´ısica de la Universidad  de Chile, estad´ısticamente se produce un sismo destruc- 
tor cada 10 an˜os y un promedio de diez pequen˜os temblores diarios. 
 
 
En la madrugada del sabado 27 de febrero del 2010, a las 3:34 hora local en Chile, 
se produjo un terremoto  de 8,8 Mw el cual genero´ un maremoto que impact la costa 
central de Chile, dejando 521 v´ıctimas fatales y 2 millones de damnificados, segu´n el 
Resu´men Ejecutivo  del Gobierno de Chile del 27 de agosto del 2010. Segu´n la OPS, 
2010, los eventos afectaron  regiones con el 80 % de la poblacion nacional,  cerca de 
13 millones de personas, causando 512 muertos, 16 desaparecidos y 800 mil personas 
3  
damnificadas.  La mayor cantidad  de fallecidos fue debido al maremoto.  Este  terre- 
moto es el segundo ma´s fuerte en la historia de Chile, y uno de los cinco mas potentes 
registrados  en el mundo. Segu´n el Instituto Sismologico de la Universidad  de Chile, 
el terremoto  origin que la costa chilena se desplace hacia el Pac´ıfico, por lo que el 
territorio  chileno aumento´ 1 200 metros cuadrados.  Este sismo abrio´ una ruptura en 
el suelo visible a lo largo de 500 kilometros de costa, existiendo desniveles en el suelo 
de 1 a 1.25 metros. 
 
 
Se gener una alerta  de maremoto  en el Pac´ıfico que se extendi a 53 pa´ıses in- 
cluidos Peru´, Ecuador,  Colombia, Panama, Nueva Zelandia y la costa de Hawai. 
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Cap´ıtulo  2 
 
 
 
Fundamento Teo´rico 
 
 
 
 
 
2.1.     Conceptos Fundamentales de  Maremotos 
 
Un maremoto es descrito como un conjunto de ondas gravitacionales de superficie, 
las cuales tienen  periodos entre  102  y 104  s. En la Figura  2.1 se representan ondas 
sinusoidales de una sola frecuencia en una regio´n del oce´ano y los parametros de una 
onda. El suelo marino se muestra  en color azul oscuro. En el oce´ano, una elevacion 
de la superficie da origen a estas ondas. Las causas mas comunes de esta elevacio´n 
son de origen s´ısmico, con una dimension horizontal  de ruptura L ∼ 100 km la cual 
excede la dimension  de profundidad  de los oce´anos, de H  ∼ 4 km. Las ondas  as´ı 
generadas tienen longitudes de onda Ȝ del orden de la dimension de la fuente s´ısmica 
(Levin y Nosov, 2009). As´ı se tiene la relacion Ȝ     H , descrita  con la aproximacion 
de aguas someras, Shallow Water  (Holton, 2004). 
En aguas someras las ondas son no dispersivas,  es decir la frecuencia angular  ω no 
depende  del nu´mero  de onda  k, por lo cual la velocidad de fase vf ase   =  ω/k y la 
velocidad de grupo vgrupo  = ∂ω/∂k coinciden, y tenemos para la velocidad de fase, es 
decir rapidez de propagacion del  maremoto (la cual es diferente a la velocidad 
de  las  part´ıculas de  agua, las cuales se describen en las ecuaciones del ape´ndice 
(B.43), (B.44) y (B.45)) 
v = 
p
gh (2.1) 
 
donde g es la aceleracio´n de la gravedad  y h es la profundidad  en el punto  de la su- 
perficie donde se calcula la rapidez de propagacion  del maremoto.  Con g=9.8 m/s2 
y considerando  el valor caracter´ıstico de h=4  000 m, tenemos una rapidez de unos 
198 m/s (Levin y Nosov, 2009), pudiendo  recorrer unos 12 km en un minuto  (unos 
6 minutos de arco en coordenadas geogra´ficas), o alrededor de 1 grado geografico en 
5  
 
❤❤❤❤❤❤ 
❤❤ 
٩ 
10 minutos. 
 
 
Al aproximarse  a la costa (Arnott, 2010 y Salmon, 2016), la amplitud  de onda 
del maremoto  se incrementa  debido a la disminucio´n de la profundidad  del oce´ano. 
Este  incremento  es lo que determina  el peligro en las zonas costeras.  El riesgo que 
representan los maremotos  est relacionado  con: la inundacio´n en zonas cercanas a 
la costa, el impacto de las ondas en las construcciones  y la erosion. 
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Figura 2.1: Parametros de una onda. Aumento  de la regio´n resaltada vista cercana a la superficie, 
donde se aprecian  las ondas y el suelo marino  (elaboracio´n propia). 
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Movimiento de  las  masas de  agua Las masas elementales del fluido en la super- 
ficie, las part´ıculas de agua, siguen una trayectoria ovalada como se observa en 
la Figura  2.2, en la cual notamos que 
 
En la cresta  la direccion de la masa elemental  coincide con la de propa- 
gacion de la ola. En el valle la direccion de la masa elemental es opuesta 
a la direccion de propagacio´n de la ola. 
 
La trayectoria es mayor en la ola de menor profundidad. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Trayectoria de la 
masa elemental 
❍ ❍ ❍❍❍ 
 
 
 
❍❍ 
masa elemental 
de agua
 
 
 
 
 
Figura  2.2: El esquema  muestra la trayectoria de las masas  de agua.  Las esferas blancas  repre- 
sentan  la masa elemental  y las flechas representan su trayectoria (elaboracio´n propia). 
 
 
 
2.1.1. Cerca a la  costa 
 
 La descripcio´n de ondas en aguas someras indica que la velocidad de propagacion 
depende de la profundidad v = 
√
gh. Al acercarse a la costa la profundidad disminuye 
 
por lo que la velocidad tambie´n disminuye. Ademas en la costa tenemos: 
 
Si no hay presencia de fuentes ni sumideros la frecuecia f de las olas es cons- 
tante,  y la relacion 
v = Ȝf (2.2) 
 
indica que la longitud de onda disminuye con la velocidad. 
 
Al considerarse constante  la densidad del agua, el volumen de flu´ıdo desplazado 
debe mantenerse  constante. 
 
Con lo mencionado  podemos concluir que al acercarse  las olas del maremoto  a la 
costa,  la longitud  de onda disminuir y para  mantener  el volumen constante  la ola 
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P ✭ 
incrementar su altura  (la altura  de la ola es la componente  vertical de la distancia 
entre la cresta y el valle). 
En la Figura  2.3 se observa el volumen V , el cual para  manterse  constante  ante 
la reduccion  de la profundidad  y del largo (Ȝ),  solo le queda  aumentar su altura. 
Cabe  recordar  que las masa  de agua  no se dezplaza  de la region I  a la II.  Para 
explicarlo,  si imaginamos  columnas  de agua,  en su desplazamiento  oscilatorio  una 
columna desplaza a la que est a su lado, y esta a la siguiente, as´ı consecutivamente. 
 
 
 
 
menor altura de ola  PP 
P 
 
 
 
mayor  profundidad 
✭✭✭✭✭✭ mayor  altura de ola 
 
 
 
❤ ❤❤❤ menor profundidad 
 
 
 
 
 
mayor  longitud 
de onda 
 
✭✭✭✭✭✭ 
❳❳❳❳ ❳❳❳ menor longitud 
de onda 
 
Figura  2.3: El esquema muestra las regiones de diferente  profundidad I y II. Donde HI > HI I  y 
ȜI > ȜI I y por conservacion  de la masa  la altura de la ola es mayor  en la regio´n  II (elaboracion 
propia). 
 
 
 
2.1.2.   Velocidad de  las  part´ıculas  de  agua 
 
La rapidez de  propagacio´n de las ondas  de maremoto,  dentro  de un medio 
compuesto de part´ıculas de agua, es diferente a la velocidad de  estas part´ıculas 
de  agua, las cuales sigue una trayectoria oscilatoria  que depende de la forma de la 
ola. Si se tienen dos alturas  de ola, una mayor y una menor: 
 
A la ola de mayor altura  le corresponde  una  longitud  de curva  SM   en la su- 
perficie, y a la ola de menor altura  le corresponde Sm . Siendo las longitudes de 
curva SM   > Sm . 
 
La frecuencia es constante,  por un punto  pasan  las olas en un mismo tiempo 
t0, ya sean de altura  pequen˜a o grande. 
 
Al considerar  las part´ıculas de agua,  concluimos que en una  ola de mayor  altura, 
deben recorrer  una longitud  de curva  SM   en t0  y que en una ola de menor altura, 
deben recorrer una longitud de curva Sm   en t0. Por tanto: 
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La  rapidez de  las  part´ıculas  de  agua es mayor en  las  olas  de  mayor 
altura. 
 
Cerca a las costas las olas incrementan  su altura,  por lo cual: 
 
La  rapidez de  las  part´ıculas  de  agua es mayor en  las  olas  cercanas a 
la  costa. 
 
Esto se verifica con las ecuaciones del ape´ndice (B.42), (B.43), (B.44) y (B.45). En 
batimetr´ıa profunda con H1  = 4000 m, Ș =0.2 m, z =0.2 m y Ȝ =100 km tenemos la 
velocidad u1  =0.0108 m/s. En batimetr´ıas cercanas a la costa con H2  = 1000, Ș =1.0 
m, z =1.0  m y Ȝ =100  km tenemos  la velocidad u2   =0.0544  m/s. Donde H  es la 
profundidad  del oce´ano, Ș es la perturbacio´n del  nivel medio de  la superficie, 
z es la coordenada  vertical  siendo el nivel medio de la superficie z = 0 y Ȝ es la 
longitud de onda. 
En la Figura  2.4 se representa  la longitud  de la trayectoria referencial con una 
banda  blanca.  La banda  que corresponde  a la ola en la menor  profundidad  tiene 
mayor longitud. 
 
 
 
Longitud  en la superficie 
Longitud  en la superficie 
de la onda de menor profundidad ❍ ❍❍ de la onda de mayor  profundidad ❍ 
❉ ❉ ❉ 
 
 
 
 
 
 
 
 
 
 
Figura  2.4: El esquema  muestra la longitud  de una  curva  en la superficie que es proporcional  al 
recorrido  de una  part´ıcula sobre la superficie para  olas a diferentes  profundidades. En la ola de la 
region de menor profundidad la longitud  del recorrido  es mayor  (elaboracio´n propia). 
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2.1.3. Incremento de  la  altura de  ola 
 
En  las ecuaciones  de aguas  someras  integradas  del ape´ndice (C.14),  (C.15)  y 
(C.16) realizamos la simplificacion al caso unidimensional,  poniendo N  = 0 y Ș = 
Ș(x). Con lo cual se puede mostrar  que 
 
∂2M 
∂t2    = H 
∂2M 
∂x2  (2.3) 
 
con esto a M  le podemos dar  forma de una  funcio´n  seno o coseno. En la variable 
espacial Ș, perturbacio´n del  nivel medio de  la  superficie,  tenemos 
 
∂M ∂Ș 
∂t  ≈  −H ∂x (2.4) 
 
1 Ș(x, t) ∝ H cos(x, t) (2.5) 
donde H es la batimetr´ıa. Lo cual muestra  que cerca a la costa Ș aumenta. 
Con la aceleracion de Coriolis, en las ecuaciones de aguas someras integradas  del 
ape´ndice (C.29), (C.30) y (C.31) realizamos las simplificaciones al caso unidimensio- 
nal considerando  una simetr´ıa en las dos direcciones espaciales, nos quedamos  con 
(C.30) donde reemplazamos M en lugar de N 
 
1 ∂M M ∂Ș −  
g(Ș + H ) + f (2.6) ∂t g(Ș + H ) ∂x
 
 
M donde el sumando f 
gH
 
 
representa  el efecto Coriolis 
 
M f 
g(Ș + H )
 
u¯(Ș + H ) u¯ 
= f  = f g(Ș + H )  g 
 
(2.7) 
 
Esta expresion se encuentra  en la solucion nume´rica y nos indica que en la propaga- 
cion de ondas de maremoto: 
 
El para´metro de Coriolis influye en Ș mediante su multiplicacion con 
la  velocidad de  las  part´ıculas  de  agua. 
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Se distinguen  tradicionalmente los siguientes procesos en un maremoto:  genera- 
cion de las ondas, su propagacion en el oce´ano y, a su arribo a la costa, la inundacio´n 
que causan. 
 
 
2.2.  Generacion de  un maremoto 
 
Los maremotos  de origen sismotectonico  son los de mayor probabilidad de ocu- 
rrencia.  El campo de deformacio´n cos´ısmico causa una deformacion de la superficie 
del oce´ano,  estableciendo  as´ı  la perturbacion inicial que dar lugar a la formacion 
del maremoto.  La superficie del oce´ano se ve deformada  como consecuencia de una 
elevacion del fondo marino  repentinamente, en un tiempo  tal  que se considera que 
esta elevacion se transmite sin cambios a la superficie del oce´ano. Se hace analogia 
a un e´mbolo (Jime´nez, 2015). Estos pasos estan representados en la Figura  2.5. 
No todos las elevaciones del fondo marino  por sismo causan maremotos.  Definimos 
el momento s´ısmico (Aki, 1966) como: 
 
M0  = µSD  (2.8) 
 
donde µ es el mo´dulo  de rigidez de la zona de ruptura, S es el area  de la superficie 
de ruptura   y D  es la dislocacion  (ver  Figura  2.6). Ya es probable  la presencia  de 
un maremoto  (Talandier, 1993) para  valores de M0   > 1020  Nm y para  valores de 
M0  > 2 × 1022  Nm se desarrollan  maremotos  destructivos.  El momento  s´ısmico del 
terremoto  de Chile del 2010 es de 1,7 × 1022  (Fujii y Satake,  2012). 
La representacion  matematica del campo  de deformacion  s´ısmico es resultado  del 
campo de desplazamiento  debido a una dislocacio´n de Volterra,  el cual se basa en la 
teor´ıa de deformacion en solidos (Ape´ndice A). 
  
 
 
 
 
 
 
 
 
 
suelo 
ocea´nico 
 
 
 
 
 
 
 
elevacio´n 
repentina 
del suelo 
ocea´nico 
elevacio´n transmitida 
ب   a la superficie ب ب ب ب ب ب 
 
(a) Antes  de la perturbacion inicial. (b) Instante de la deformacio´n s´ısmica. 
 
 
(c)                                                                          (d) 
(e)                                                                          (f ) 
(g)                                                                         (h) 
(i) Volviendo al reposo.  (j) Reposo. 
 
Figura  2.5: Modelo de generacion  de las ondas  de maremoto. En (2.5a)  la superficie del oce´ano 
esta´ en reposo,  luego (2.5b)  se produce  la elevacio´n del suelo ocea´nico la cual  se transmite a la 
superficie  instantaneamente y sin distorsiones. Por  accio´n de la aceleracio´n de la gravedad  esta 
perturbacion se desplaza  en la superficie (2.5c hasta  2.5i) y luego de un tiempo se alcanza  el reposo 
inicial (elaboracion propia).                                    11 
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La formulacio´n  de Okada  (Okada,  1992) es usada  para  el calculo del campo de 
deformacion. Se basa en las siguientes consideraciones: 
 
 
La region de la falla es rectangular, definida por los siguientes parametros, en 
el bloque de suelo inferior (Figura  2.6) 
 
H:  profundidad de  la  falla   La profundidad del borde superior. En la Figura 
2.6 tenemos que el punto  A se encuentra  en el borde superior. 
 
L: longitud de  la  falla   En la direccion azimutal. 
 
W:  ancho de  la  falla   La longitud de A hasta  B. 
 
D:  distancia de  dislocacio´n (slip vector) El modulo del vector desplaza- 
miento que en la Figura  2.6 tiene su origen en B. 
φ  : a´ngulo  azimutal (strike) Medido desde el Norte (00  ˺  φ < 3600). 
į : a´ngulo  de  buzamiento (dip) (00  ˺  į ˺  900) 
 
Ȝ : a´ngulo  de  deslizamiento (rake) 
 
A´ ngulo entre  la direccio´n  azimutal  y 
la distacia  de dislocacion, en sentido antihorario  (− 1800 < Ȝ ˺  1800). 
 
Formula  de Volterra  (Volterra,  1907). La cual  asume  un  medio homoge´neo, 
isotropico, semi-infinito y como la u´nica fuerza entre  las part´ıculas del medio 
a la fuerza ela´stica  de Hooke, implicando  la ausencia  de la aceleracio´n  de la 
gravedad. 
 
 
 
 
 
Figura  2.6: Parametros que definen una falla rectangular (modificado  de Shearer,  2009) 
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2.3.     Propagacion de  un maremoto 
 
 
Los maremotos se clasifican segu´n la distancia  entre su lugar de origen y la costa 
(o el tiempo que tarda  el maremoto  en recorrer esta distancia)  (Jime´nez, 2015) 
 
Maremotos locales Cuando  la distancia  entre  el a´rea de generacio´n y la costa es 
menor de 1000 km o cuando el tiempo de viaje es de menos de una hora. 
 
Maremotos lejanos Cuando  la distancia  entre  el a´rea de generacion y la costa es 
mayor a 1000 km (a medio d´ıa o ma´s de tiempo de viaje). 
En los maremotos  de origen lejano, la ecuacion de Boussinesq es considerada  apro- 
piada  en la descripcio´n de la propagacion  de la perturbacio´n inicial,  dada  por  el 
campo de deformacion s´ısmico; sin embargo,  en el modelado nume´rico, con los es- 
quemas nume´ricos adecuados la teoria lineal de ondas largas viene a ser equivalente 
(Goto y Ogawa, 1997). El te´rmino lineal se refiere a la ecuacio´n hidrodina´mica ideal, 
la cual est linealizada,  y el te´rmino  ondas  largas  se refiere a la aproximacion  de 
aguas someras, donde se considera que las longitudes de onda de las olas son grandes 
comparadas  con la profundidad  del oce´ano (ape´ndices B y C). Las ecuaciones de esta 
teoria  lineal de ondas largas son resueltas  nume´ricamente por el modelo nume´rico 
TUNAMI (Goto y Ogawa, 1997). 
 
 
Aceleracio´n de  Coriolis Las ecuaciones de propagacion de ondas esta´n dadas por 
la conservacion de la masa y la conservacion de la cantidad  de movimiento,  la 
segunda ley de Newton. En un sistema  de coordenadas  en rotacio´n junto  con 
la Tierra,  la segunda ley de Newton puede describir el balance de fuerzas sobre 
un  cuerpo en reposo sobre la superficie, para  esto debe incluirse una  fuerza 
aparente,  la fuerza centr´ıfuga (la cual se combina con la fuerza de gravedad, de 
manera  que podemos llamar  fuerza gravitacional  a la resultante de la verda- 
dera fuerza gravitacional  y la fuerza centr´ıfuga, Cushman  y Marie, 2009). Sin 
embargo,  si el objeto  est en movimiento  sobre la superficie de la Tierra,  se 
requiere una fuerza aparente  adicional en la segunda ley de Newton, la fuerza 
de Coriolis. Las expresiones que describen las fuerzas en un sistema  de coor- 
denadas  en rotacion  surgen de la derivada  temporal  absoluta,  donde absoluto 
indica que es referente a un sistema de coordenadas  inercial: 
 
du 2 
 
 
donde: 
Da u = + 2Ω u Ω R  (2.9) dt
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Da u es la derivada  temporal  absoluta  de la velocidad absoluta. 
du 
es la derivada  lagrangiana. 
dt
 
βΩ × u es la fuerza de  Coriolis y Ω es el vector velocidad angular. 
 
Ω2R es la fuerza centr´ıfuga y R es un vector perpendicular  al eje de rota- 
cion, con magnitud  igual a la distancia  al eje de rotacio´n. 
 
Sea un plano horizontal determinado  con los vectores unitarios  xˆ y yˆ en direc- 
cion este y norte respectivamente. La aceleracion de Coriolis se expresa como 
  
Du 
 
 
 
Dt 
 
  
Dv 
 
 
= 2Ωv sin ϕ = f v (2.10)
 
C o 
 
Dt C o 
= − βΩu sin ϕ = − f u (2.11)
 
Donde  u  es la velocidad  en direccio´n  este,  y v, en la direccion  norte,  Ω es 
la  rapide´z  angular  de  rotacio´n  de  la  Tierra  (Figura  2.7),  ϕ  es la  latitud  y 
f ≡  βΩ sin ϕ es el parametro de Coriolis. El sub´ındice C o indica que es la ace- 
leracion, parte  de la aceleracion total,  debido solamente a la fuerza de Coriolis. 
Se observa que f en el ecuador es cero, y aumenta  conforme nos acercamos a 
los polos (Figura  2.8). 
Podemos combinar  las ecuaciones, con la velociad horizontal  V = (u, v) y un 
vector unitario  en direccion radial (es decir vertical apuntando hacia afuera de 
la Tierra  ) k 
  
DV 
 
 
Dt C o 
= − f k × V 
Donde se observa que la fuerza de Coriolis es perpendicular  a V.  La acelera- 
cion de Coriolis solo puede cambiar la direccion del movimiento, no la rapidez 
(Holton, 2004). 
El  nu´mero de Rossby  R  = U/Lf  da  una  estimacio´n de la influencia  de la 
aceleracion  de Coriolis. Cuanto  menor  sea, mayor  es la influencia de f . Pa- 
ra  un  maremoto  local, la  velocidad  U  en  una  onda  es de  unos  180 m/s  y 
f ≈  2(7,3 × 10−5)  rad/s. Para  la longitud  L, notamos  que si un  maremoto 
tiene un periodo de 100 segundos y tarda  unos 20 minutos en llegar a la costa, 
durante  ese tiempo un frente de onda ha recorrido un equivalente  a L = 12Ȝ. 
As´ı tenemos el nu´mero de Rossby R ≈  1. Lo que nos dice que f no tiene mu- 
cha influencia, pero en maremotos lejanos L es mayor, y R por tanto  es menor, 
indicando una mayor influencia de f . 
 
En cuanto  a la magnitud  y direccion de Co  notamos que 
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f depende del seno de la latitud, por esto alcanza su ma´ximo valor (del 
orden de 10−4   rad/s) en el polo norte,  es cero en el ecuador  y tiene su 
mı´nimo valor en el polo sur (del orden de − 10−4  rad/s). Como se muestra 
en la Figura  2.8. 
 
La direccio´n de Co  es influenciada por el signo de f , el cual es positivo 
en el hemisferio norte y negativo en el hemisferio sur. 
La magnitud  de Co  es proporcional  al a´rea  del paralelogramo  formado 
por k y V, por lo cual es mayor cuanto  mas cercano a 900  sea el a´ngulo 
que forman. Como se muestra  en la Figura  2.9. 
 
 
 
 
 
 
sentido  antihorario 
de rotacion  de la Tierra 
visto del polo norte 
 
 
 
 
 
 
Figura 2.7: El vector velocidad angular,  |Ω| = 7,3 ×10−5 rad/s, Holton, 2004 (elaboracio´n propia). 
 
mayor  valo❤r ❤❤❤ 
 
 
 
 
 
 
 
 
 
 
 
(a) 
 
 
 
 
 
 
desvanecid❤o  ❤❤❤ 
(b) ❤❤❤❤ menor valor 
 
 
 
 
(c) 
 
Figura  2.8: Variacion  de f ≡  βΩ sin ϕ con la latitud (elaboracio´n propia). 
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(a) Hemisferio sur 
](k; V) = 900 
area 
proporcional 
al mo´dulo 
de C o 
ىى ى 
 
 
 
 
 
 
 
 
 
(b) Hemisferio norte 
](k; V) = 900 
 
 
 
al reducirse  el angulo 
se reduce el area 
as´ı como 
el modulo 
de C o 
 
☎ ☎ 
 
 
 
 
 
 
 
 
 
 
(c) Hemisferio norte 
](k; V) :< 450 ; 900  > 
☎ ☎ ☎ ☎ ☎ ☎ ☎ 
☎ 
 
 
(d) Hemisferio sur 
](k; V) :< 00 ; 450  > 
 
Figura  2.9: Se muestra la direccion de la aceleracio´n de Coriolis para  un cuerpo en el hemisferio 
sur,  norte  y  con  diferentes  angulos  entre  k  (vector  unitario en  la  vertical)   y  V  (velocidad  del 
cuerpo).  El producto  vectorial  de k  con V  (ambos  azules)  (multiplicando con − f ) da  un  vector 
perpendicular a ambos  Co  (en verde),  el cual es proporcional  al area  (en verde)  formada  por k y 
V (elaboracion propia). 
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Cap´ıtulo  3 
 
 
 
Metodolog´ıa 
 
 
 
 
 
3.1.  Modelado nume´rico 
 
 
El modelado nume´rico de la propagacion de un maremoto involucra la resolucion 
nume´rica de las ecuaciones diferenciales parciales correspondientes  mediante  alguna 
de las diversas te´cnicas nume´ricas (diferencias finitas, elementos finitos, volu´menes 
finitos, etc). El presente trabajo  se basa en el modelo nume´rico TUNAMI construido 
con el me´todo de las diferencias finitas (Goto y Ogawa, 1997). Los me´todos nume´ri- 
cos para  resovler ecuaciones diferenciales parciales, as´ı como los me´todos anal´ıticos, 
dependen  del tipo  de ecuacion, es decir el´ıptica,  parabolica  o hiperbolica.  Cuando 
lo que se busca son valores nume´ricos de la solucio´n, se pueden  producir  en menos 
tiempo  por medio de los me´todos  nume´ricos  en lugar  de resolverlo anal´ıticamente 
y luego evaluar  la solucion. En algunos casos la solucion nume´rica  es la u´nica  que 
puede lograrse. 
 
El modelado nume´rico con diferencias finitas requiere la representacion  del a´rea 
de estudio  en grillas de calculo y la divisio´n del tiempo  transcurrido en niveles de 
tiempo.  Por  lo que se tiene  una  resolucion espacial y una  temporal,  cuya eleccion 
depender del feno´meno  f´ısico  que se desea simular,  de manera  que se satisfagan 
criterios matema´ticos y f´ısicos indicados en la seccion 3.4 Propagacion. 
 
 
3.2. A´ rea de  estudio 
 
En el presente trabajo,  el a´rea de estudio de la simulacio´n nume´rica est delimi- 
tada  por las latitudes:  − 40◦  y 20◦ , y por las longitudes:  − 130◦  y − 70◦  , cubriendo 
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la region del Oce´ano  Pac´ıfico  cercana  a la costa sudamericana  (Figuras  3.1 y 3.2). 
La simulacion nume´rica se llev a cabo con una resolucion espacial de 1 minuto  de 
arco (1.8 km aprox.)  y una resolucio´n temporal  ∆t de 3 segundos, cumplie´ndose as´ı 
los criterios de estabilidad  nume´rica. 
 
 
 
Figura  3.1: A´ rea de estudio  en coordenadas geogra´ficas. Aproximadamente cada lado es de unos 
6 mil km (elaboracion propia). 
 
 
− 1300 − 70  
 
200 
− 1300 
 
 
200 
 
 
 
 
 
 
 
− 400 
− 400 
 
 
 
(a) Vista  central. (b) En proporcio´n con el Oce´ano Pac´ıfico. 
 
Figura  3.2: A´ rea de estudio  en proyeccio´n Azimutal  Ortogra´fica (elaboracio´n propia). 
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3.3.  Deformacion del  suelo ocea´nico 
 
 
El campo  de deformacio´n  cos´ısmico  es simulado  nume´ricamente  con la formu- 
lacion de Okada  (Okada,  1992). Para  la fuente  s´ısmica  del maremoto  de Chile del 
2010, cuya localizacion se muestra  en las Figuras  3.3 y 3.4, se consideran mu´ltiples 
subfuentes  de 50 km × 50 km, con los parametros del mecanismo focal dados por: 
(strike)  φ = 16◦,  (dip)  į = 14◦   y (rake)  Ȝ = 104◦   tomando  los parametros citados 
por (Fujii y Satake,  2012). En la Tabla  3.1 se muestran  estos valores. 
 
 
 
 
 
 
 
 
 
 
✱ ✱ ✱ ✱ ✱ 
fuente ✱ 
s´ısmica
 
 
 
 
 
 
 
(a) 
 
 
 
 
 
 
(b) 
 
Figura  3.3: Localizacion de las subfuentes  en proyeccio´n Azimutal  Ortogra´fica (elaboracio´n pro- 
pia). 
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Figura  3.4: Localizacion de las subfuentes  dentro  del dominio de simulacio´n. Se observa  la nece- 
sidad de las coordenadas esfe´ricas (elaboracio´n propia). 
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Tabla  3.1: Localizacion  (esquina  sur  oeste),  D (slip)  y H (profundidad) de las subfuentes  que 
simulan  la fuente  s´ısmica del maremoto  de Chile del 2010 (Fujii  y Satake,  2012). 
 
Nu´mero de 
subfuente 
Lat 
(◦Sur) 
Lon 
(◦Oeste) 
D (slip) 
(metros) 
H (profundidad) 
(metros) 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
38.00 
37.56 
37.13 
36.70 
36.26 
35.83 
35.40 
34.96 
34.53 
34.10 
33.66 
33.23 
38.12 
37.69 
37.25 
36.82 
36.39 
35.95 
35.52 
35.09 
34.65 
34.22 
33.79 
33.35 
38.24 
37.81 
37.38 
36.94 
36.51 
36.08 
35.64 
35.21 
34.78 
34.34 
33.91 
33.48 
74.70 
74.54 
74.39 
74.24 
74.09 
73.94 
73.78 
73.63 
73.48 
73.33 
73.18 
73.02 
74.17 
74.01 
73.86 
73.71 
73.56 
73.41 
73.25 
73.10 
72.95 
72.80 
72.65 
72.49 
73.64 
73.48 
73.33 
73.18 
73.03 
72.88 
72.72 
72.57 
72.42 
72.27 
72.12 
71.96 
0 
0.5 
0 
2.8 
0 
0.4 
2.5 
4.3 
1.6 
0 
0 
0 
3.5 
6.9 
0 
7.7 
0.3 
0.4 
6.8 
10.6 
4.3 
0 
0.3 
0.1 
8.5 
1.4 
14.3 
1.3 
5.6 
0 
18.8 
16.2 
15.8 
6.9 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
12 100 
12 100 
12 100 
12 100 
12 100 
12 100 
12 100 
12 100 
12 100 
12 100 
12 100 
12 100 
24 200 
24 200 
24 200 
24 200 
24 200 
24 200 
24 200 
24 200 
24 200 
24 200 
24 200 
24 200 
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En la Figura  3.5 se muestra  la distribucion  de las distancias  de dislocacio´n  de 
las subfuentes y en la Figura 3.6 los colores desvanecidos muestran  las subfuentes en 
tierra. 
 
 
 
 
 
Figura  3.5: Distribucion de las distancias de dislocacio´n calculadas  por Fujii y Satake,  2012. 
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PP
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Figura  3.6: Subfuentes:   Direccion  azimutal 160 ,  distribucion de  las  distancias de  dislocacion, 
y direccion  del deslizamiento  1040   (el cual  tiene  lugar  sobre  el plano  de la  falla  rectangular  de 
buzamiento 140 ). 
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En la Figura  3.7 se muestra  la distribucion  de las distancias  de dislocacio´n  de 
las  subfuentes  en  Proyeccio´n World  Mercator.  En  la  Figura  3.8 se representa   la 
deformacion vertical,  donde rojo corresponde  a la elevacio´n del suelo, notamos  que 
principalmente  ocurre  en el suelo ocea´nico,  y azul corresponde  a la depresion  del 
suelo. 
cada subfuente 
es de 50 km × 50 km
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura  3.7: Distribucion de las distancias de dislocacio´n  calculadas  por Fujii  y Satake,  2012 en 
Proyeccion  World  Mercator. 
 
l´ınea de costa 
٧ ٧ ٧ 
Oce´ano Pac´ıfico 
 
 
 
 
 
 
 
 
Argentina 
 
 
 
Chile 
 
 
 
 
 
Figura 3.8: Regiones de elevacion vertical del campo de deformacio´n de mu´ltiples subfuentes  (Fujii 
y Satake,  2012), calculado  con la formula de Okada,  para  el maremoto  de Chile del 2010. 
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En la Figura 3.9 se muestran  en colores las curvas de nivel cada 0.5 m del campo 
de deformacion. En la Figura  3.10 se representa  su localizacion en una vista 3D de 
la Tierra. 
 
 
 
Oce´ano Pac´ıfico 
 
 
 
 
 
Oce´ano Pac´ıfico 
Argentina 
 
 
 
 
 
 
 
Chile 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura  3.9: Curvas  de nivel cada  0.5 metros  del campo  de deformacio´n de mu´ltiples subfuentes 
(Fujii  y Satake,  2012), calculado  con la formula  de Okada,  para  el maremoto  de Chile  del 2010 
(elaboracion propia). 
 
 
 
 
Figura  3.10: Subfuentes  dentro  del dominio de simulacio´n (elaboracio´n propia). 
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La Figura  3.11a es una representacion  3D donde se observa el dominio de simu- 
lacion y el campo de deformacion. La Figura 3.11b muestra  una vista superior de la 
representacion  3D del campo de deformacion. 
 
 
 
(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
 
Figura  3.11: Vista  superior  del campo  de deformacio´n  de mu´ltiples  subfuentes  (Fujii  y Satake, 
2012) , calculado con la formula de Okada,  para el maremoto  de Chile del 2010 (elaboracio´n propia). 
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En la Figura 3.12 se muestran  diferentes vistas de la representacion  3D del campo 
de deformacio´n. En la Figura  3.12a se indican los puntos  extremos. 
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4,38 m 
 
 
 
 
 
 
 
 
 
 
 
 
 
٧ ٧ ٧ ٧ ٧ 
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(a) Vista  desde el oeste. − 2,52 m 
 
 
 
(b) Vista  desde el sur 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(c) Vista  desde el este  
 
(d) Vista  desde el norte 
 
Figura  3.12: Vistas  del campo de deformacio´n (elaboracio´n propia). 
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3.4.     Propagacion 
 
 
Se realizaron dos simulaciones nume´ricas de la propagacio´n del maremoto  con el 
modelo TUNAMI:  el escenario sin la aceleracio´n de Coriolis, y con la version que 
implementa  la aceleracio´n de Coriolis. 
Los datos de batimetr´ıa se obtuvieron  de la base de datos de batimetr´ıa GEBCO 30, 
los cuales tienen una resolucio´n de 0.5 minutos. Con el fin de obtener una resolucio´n 
de 1 minuto,  se tomaron  solamente  los valores que distan  directamente 1 minutos, 
en latitud y longitud,  obtenie´ndose as´ı la batimetr´ıa con la resolucion requerida. 
 
Teorema de  Muestreo (Diniz et al, 2010) Para  una  adecuada  representacio´n  de 
una sen˜al X (t) por sus muestras  temporales  X (nT ) 
 
La sen˜al  debe tener  banda  limitada,  esto es, el espectro  de frecuencias 
debe estar limitado en un rango por una frecuencia maxima fmax 
La razo´n de muestreo  fs debe elegirse de almenos el doble de fmax : 
 
fs ˻  2fmax en te´rminos del periodo Ts  ˺  Tmax /2 
 
La menor  frecuecia permitida  , es decir fs  = 2fmax  es llamada  muestreo  de 
Nyquist,  y fmax = fs /2 es llamado frecuencia de Nyquist.  Para  el caso de las 
ondas,  con las relaciones v = Ȝf y v = Ȝmin fmax , tenemos  en te´rminos  de 
la longitud  de onda: Ȝs   ˺  Ȝmin /2. Con lo que la resolucio´n espacial ∆x debe 
cumplir ∆x ˺  Ȝmin /2. 
 
 
Estabilidad La te´cnica  de discretizacion  de Diferencias  Finitas  requiere  cumplir 
la condicion de estabilidad  conocida como CFL, en la cual la velocidad de la 
propagacion v = 
√
gh no debe superar a la velocidad nume´rica vnum  = 
∆x/∆t,
 
esto es: v ˺  vnum , o v/vnum  ˺  1. Donde al cociente se le llama CFL,  y 
debe 
cumplirse por tanto 
C F L = v∆t/∆x ˺  1 
 
Para  evitar riesgos nume´ricos se elijen en la practica  valores menores o iguales 
a 0.7 para  CFL (Jime´nez, 2015). 
 
En el presente  trabajo  debido a que la Tierra  se considera como una esfera: ∆x = 
(R cos ϕ)∆ș  donde R es el radio de la Tierra,  ϕ  es la latitud en radianes  y ∆ș  es 
la resolucio´n  espacial (1 minuto)  en radianes.  Con ∆t =3.0  s,  R  = 6 370 000 m, 
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ϕ = 36◦  y ∆ș = 0.0166◦ , tenemos C F L < 0.7. 
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En  la Figura  3.15 se muestra  la propagacion  con la aceleracio´n  de Coriolis en 
proyeccio´n Azimutal  Ortografica  a las 0:25 horas, 0:50 horas, 1:15 horas, 1:40 horas 
y 2:05 horas de simulacion. 
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0:25 horas 
 
 
 
 
 
 
(b) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
0:50 horas  
(c) 
1:15 horas  
(d) 
 
 
 
 
 
 
 
 
 
 
✏✏✏ 
superposicion 
constructiva 
✏✏✏✏ 
 
1:40 horas  
(e) 
2:05 horas  
(f ) 
 
Figura 3.15: Propagacion con la aceleracio´n de Coriolis indicando el tiempo en horas transcurridas 
de simulacion.  Se resalta  la region de superposicio´n constructiva, la cual al propagarse determina 
la region de mayor  energ´ıa del maremoto  (elaboracio´n propia). 
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Vemos como se superponen  los frentes de onda. Cerca a la costa las alturas de ola se hacen mayores, 
debido a la disminucio´n de la batimetr´ıa (elaboracio´n propia). 
P 
En el desarrollo  de la propagacio´n  notamos  la superposico´n  constructiva de las 
ondas, lo cual se resalta  en las Figuras  3.15e y 3.16. En la Figura  3.17 tenemos las 
alturas  de ola en la propagacio´n en tres pasos de tiempo durante  la simulacion. 
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Figura 3.16: Representacion de baja resolucio´n de la propagacio´n a las 0 : 25 horas de simulacion. 
 
 
 
 
 
 
 
 
 
 
 
(a)  (b)  (c) 
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Figura  3.17: Propagacion a las 2:05 horas,  4:10 horas y 8:20 horas en la simulacio´n. 
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Cap´ıtulo  4 
 
 
 
Adquisicio´n  y Procesamiento de 
 
Datos 
 
 
 
 
A efectos de la validacion se toman los datos observados por las estaciones DART 
(Deep-ocean Assessment and Reporting  of Tsunamis)  32412, 32411, 43412 y 51406 
(www.ndbc.noaa.gov.station page).  En  la Figura  4.1 se observa  su ubicacion.  Las 
series de tiempo registradas  por las estaciones (Figura  4.2) son resultados  de la su- 
perposicio´n de distintas  ondas,  como por ejemplo las ondas  de mareas.  Ya que el 
modelo nume´rico solo simula ondas de maremotos,  se deben filtrar los datos obseva- 
dos de manera  que pasen solo las ondas que corresponden  a los maremotos. 
Las series de tiempo registradas  son sen˜ales. Cuando se trata de sen˜ales discretas 
la manera de filtrar ondas es aplicando la transformada de Fourier discreta (Diniz et 
al, 2010 y Schoenstadt,  2005). Para  la aplicacio´n de este me´todo, con la frecuencia 
de muestreo se debe poder reconstruir  la sen˜al continua,  con esto se puede calcular el 
espectro de frecuencias. Aqu´ı se dejan pasar solo las frecuencias que corresponden a 
las ondas de maremotos (Arnott, 2010), sabiendo que los maremotos tienen periodos 
entre  5 y 30 minutos  (Abraimi,  2014). Luego se aplica la transformada de Fourier 
discreta  inversa y se tienen las series de tiempo solo con las ondas de maremoto. 
Las longitudes  de onda  en la estacio´n DART  32412 estan  determinadas por la 
deformacion  del suelo oceanico as´ı  como por la batimetr´ıa.  En  la estacio´n  DART 
51406 y 43412 se esperan longitudes de onda mayores que en las otras dos estaciones 
debido a la profundidad  del oce´ano en la que se encuentran. Es por esto que en estas 
estaciones al momento de filtrar frecuencias se permiten  frecuencias menores que en 
el caso de las estaciones DART 32412 y 32411. Esto se observa en la Figura  4.3. 
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(m) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura  4.1: Ubicacion  de las estaciones  DART  en coordenadas geogra´ficas. Resaltando la bati- 
metr´ıa  observamos  que las estaciones  32411 y 43412 se encuentran en regiones  menos profundas 
que 32412 y 51406. 
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Figura 4.2: Series de tiempo DART  las cuales contienen  ondas de diversas frecuencias incluyendo 
las de maremoto. La elevacion registrada se muestra en funcion de la hora GMT  del 27 de febrero 
del 2010. La coordenada  vertical  esta´ en la misma escala en todas  las gra´ficas. 
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Figura  4.3: Series  de tiempo  DART  donde  se han  filtrado  frecuencias  que  no  corresponden  a 
maremotos. 
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Cap´ıtulo  5 
 
 
 
Validacio´n  y Resultados 
 
 
 
 
 
5.1.     Validacio´n 
 
 
Con las observaciones de las estaciones DART 32412, 32411 43412 y 51406, donde 
los registros de elevacio´n de la superficie del oce´ano han sido filtrados retirando  las 
frecuencias bajas que no corresponden a las de los maremotos, se realiza la validacion. 
Las series de tiempo se observan en la Figura  5.1. 
Con la estacion DART 32412 podemos ver que la simulacio´n se corresponde con 
las observaciones. Se aprecia el frente de onda de mayor altura  que el tren de ondas. 
El frente de onda llega directamente a diferencia del tren de ondas donde contribuyen 
componentes  resultado  de la reflexio´n en las islas y en la costa.  Es por esto que la 
correspondencia  disminuye conforme aumenta  el tren de ondas. 
Para  el caso de la estacion DART 32411, se observa una correspondencia  con los 
datos  simulados. Las diferencias en el frente de onda son debido a las reflexiones y 
difracciones en las costas de las islas Galapagos, donde la resolucion no representa  a 
detalle la batimetr´ıa real. 
En la estacion DART 43412 notamos que la correspondencia con las observaciones 
es menor, esto es debido a que a esa distancia  de la fuente del maremoto  el frente 
de onda tiene componentes  resultado  de la reflexio´n en las costas y en las islas, y se 
requiere de una  batimetr´ıa de mayor  resolucion para  que sean representadas estas 
componentes  con ma´s detalle en los ca´lculos nume´ricos. 
Se observa  un  frente  de onda  en DART  51406 con altura  similar  al de DART 
32412 que es el mas cercano a la fuente del maremoto. Esto debido a que DART 51406 
se encuentra  en la zona de mayores amplitudes  segu´n la distribucion  de amplitudes 
(Fujii y Satake, 2012) pues esta es la region de mayor energ´ıa del maremoto (Abraimi, 
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2014). En la propagacion  mostrada  en la Figura  3.16 vemos como se va formando 
una region de superposicio´n constructiva, la cual se mantiene,  como puede apreciarse 
en las Figuras  3.15 y 3.17. 
En general se observa una subestimacion  de los datos  simulados respecto de las 
observaciones en las estaciones DART. 
En la Tabla 5.1 podemos observar los valores de correlacio´n. Los valores mas altos 
corresponden  a la estacion  de menor profundidad  DART  32411, con 0.946 para  la 
simulacion que implementa  el te´rmino de Coriolis y 0.915 sin el te´rmino de Coriolis, 
lo cual indica una mayor correspondencia  con los valores medidos por las estaciones 
DART  al considerar  la aceleracio´n de Coriolis. Los menores valores corresponden  a 
la estacion ma´s distante DART 51406, con 0.687 para la simulacio´n que implementa 
el te´rmino de Coriolis y 0.674 sin el te´rmino de Coriolis, lo cual indica tambie´n una 
mayor correspondencia con los valores medidos por las estaciones DART al considerar 
la aceleracio´n de Coriolis. 
 
Tabla 5.1: Validacion de las series de tiempo simuladas  y las observadas  por las estaciones DART. 
Se indican  los valores de correlacion  de Pearson. 
 
 
Estacion 
 
DART 
 
Correlacion 
 
Con Coriolis 
 
Correlacion 
 
Sin Coriolis 
 
32412 
 
32411 
 
43412 
 
51406 
 
0.793 
 
0.946 
 
0.883 
 
0.687 
 
0.790 
 
0.915 
 
0.881 
 
0.674 
 
 
 
5.2.  Resultados 
 
 
Influencia de  la  aceleracio´n  de  Coriolis. Las diferencias  con la inclusion 
del te´rmino de Coriolis en la simulacion  nume´rica de la propagacio´n se visualizan 
comparando  los dos escenarios, el modelo nume´rico sin considerar el efecto Coriolis 
y el modelo nume´rico que implementa  Coriolis. Se comparan  las series de tiempo de 
los mareografos virtuales  (Figura  5.2) y se restan los resultados  de ambos escenarios 
en todo el domnio de simulacio´n (Figura  5.3). 
Las series de tiempo  de los mareografos virtuales  ubicados en los puntos  de las 
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estaciones DART, Figura 5.2, muestran  resultados de la perturbacion del nivel medio 
de la superficie Ș muy similares. Podemos dar la siguiente observacion: 
 
La region descendente del frente de onda es la que presenta mayores diferencias 
en cada caso, excepto en DART 51406. 
 
Se debe a que en el frente de onda observamos una mayor altura  de la masa de 
agua, por lo que la rapidez de las part´ıculas de agua es mayor, ver subseccio´n 2.1.2, 
aumentando de esta manera  Ș, ver 2.1.3. 
La excepcion en la observacio´n es debido a dos factores. Primero, si bien el frente 
de onda  en DART  51406 es de mayor  altura,  la  region  descendente  tiene  mayor 
pendiente  que en las otras  estaciones DART,  por lo cual la componentes  verticales 
de la velocidad  de las part´ıculas de agua  predominan.  En  el fundamento  teo´rico 
vemos que la fuerza de Coriolis es proporcional a las componentes horizontales u y v. 
Por lo que, en la regio´n descendente  del frente de onda en la estacion DART  51406 
es menor la influencia de Coriolis. 
Segundo, el recorrido del frente  de onda registrado  por DART  51406, es el que 
cruza menos latitudes  en comparacion con las dema´s estaciones DART, por lo cual es 
menor la influencia del efecto Coriolis que depende del Seno de la latitud local. Adi- 
cionalmente este recorrido se encuentra  en las latitudes  donde f ≡  βΩ sin ϕ comienza 
a desvanecerse (Figura  2.8). 
En las Figuras 5.3 y 5.4 vemos la diferencia Șc −  Șo de alturas  de propagacion de 
la simulacion con Coriolis Șc  y sin Coriolis Șo . La escala de colores es la misma que 
en el grafico de la propagacion  con Coriolis en la Figura  3.17. Notamos lo siguiente: 
 
1. La diferencia Șc −  Șo  es casi nula excepto cerca a las costas donde Ș se incre- 
menta,  ver subseccion 2.1.1. Esto es debido: 
 
Al incremento de la rapidez de las part´ıculas de agua u y v, ver subseccio´n 
2.1.2. 
 
Y a la influencia solamente  sobre Șc  de la multiplicacio´n de esta rapidez 
con el parametro de Coriolis: f u, ver subseccio´n 2.1.3. 
 
2. Cerca a las costas de la zona ecuatorial las diferencias no estan incrementadas. 
Esto es debido a que Ș es de menor altura  en esta region (Figura  3.17). 
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Figura 5.1: Validacion de las series de tiempo simuladas y las observadas  por las estaciones DART. 
Se tiene una descripcion  de las series de tiempo. 
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En el frente  de onda 
las diferencias  son mayores
 ✄ 
✄ ✄ 
 
 
 
 
 
 
 
 
Una hora representa 
el paso de alrededor 
de 720 km de la onda 
ا ا ا ا ا 
 
 
 
 
 
 
 
 
 
 
En un frente  de onda angosto 
predomina  la velocidad vertical 
la cual no influye en Co ا ا ا ا 
 
 
 
 
 
 
 
 
Figura  5.2: Mareogramas virtuales.  Las alturas de olas son del orden  de cent´ımetros  debido  a 
la batimetr´ıa que  es del orden  de 4000 m.  Las influencia  del te´rmino de Coriolis  depende  de la 
velocidad de las masas de agua,  las cuales son mayores  en batimetr´ıas poco profundas. 
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Figura  5.3: Influencia  del te´rmino  de Coriolis en la propagacio´n.  Hemisferio Sur.  Se ha restado 
a la elevacion con Coriolis la elevacio´n sin Coriolis. Cerca  a las costas es mayor  la influencia de la 
aceleracion  de Coriolis. 
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11:40 horas 
(b) 
12:05 horas 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura  5.4: Influencia  del te´rmino de Coriolis en la propagacio´n del maremoto. Se ha restado  a 
la elevacion con Coriolis la elevacio´n sin Coriolis a 11:40 horas y 12:05 horas en la simulacio´n. 
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Cap´ıtulo  6 
 
 
 
Conclusiones 
 
 
 
 
 
6.1.  Conclusiones 
 
Se determin la influencia de la aceleracion de Coriolis en la propagacio´n de un 
maremoto  al implementar  la subrutina respectiva  en el modelo nume´rico TUNAMI 
para  el caso del maremoto  de Chile  del 2010. En a´reas  donde  las amplitudes  de 
las ondas son pequen˜as (en grandes profundidades) la aceleracion de Coriolis causa 
ligeros incrementos  y decrementos  de la  altura  de las ondas.  La  influencia  de la 
aceleracion de Coriolis es mayor donde la altura  de las olas del maremoto  es mayor 
(cerca a las costas), como se muestra  en la seccion 5.2 Resultados. 
Con los ca´lculos de correlacion se evidencia una mayor correspondecia con los datos 
de elevacio´n de las estaciones  DART  al considerar  la aceleracio´n de Coriolis en la 
simulacion nume´rica del maremoto,  como se muestra  en la seccio´n 5.1 Validacion. 
Estas  estaciones se encuentran en zonas de batimetr´ıas profundas. 
De esta manera  se puede concluir que: 
 
La batimetria determina  cuan grande es la perturbacio´n del nivel medio de la 
superficie Ș. Donde  Ș es mayor  se incrementa  la rapidez  horizontal  u de las 
part´ıculas de agua. De esta manera es mayor la influencia de la aceleracion de 
Coriolis sobre Ș por medio del te´rmino f u, como se muestra en las subsecciones 
2.1.1, 2.1.2 y 2.1.3. 
 
En las zonas de las estaciones DART  se aprecia  un aumento  de la correspon- 
dencia de la elevacio´n  de la superficie del oce´ano  al considerar  la aceleracion 
de Coriolis.  Los datos  de correlacion  con las estaciones  DART  indican  una 
cercan´ıa al valor 1 al considerar el te´rmino de Coriolis. 
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6.2.  Traba jo  futuro 
 
Estudiar  la influencia de la aceleracio´n  de Coriolis aumentando la resolucion 
de la batimetr´ıa a 0.5 minutos.  De esta manera  se determinar si se tiene una 
mayor  correspondencia  en la  simulacion  de la  propagacion  de las ondas  de 
maremoto  con los datos de las estaciones DART. 
 
Se ha  estudiado  la influencia de la aceleracion  de Coriolis en el proceso de 
propagacion  de un maremoto  en escala sinoptica  1. En cuanto  al proceso de 
inundacion  en un futuro  se espera estudiar  la influencia de la aceleracio´n de 
Coriolis en la inundacion  de zonas costeras causada  por maremotos  de origen 
lejano. 
 
Estudiar  a escala sino´ptica  la interaccion  de las corrientes  ocea´nicas  con las 
ondas de la propagacion  de un maremoto  mediante  la conservacion de masa y 
momentum. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
1 La  escala  de  movimiento   se  caracteriza por  las  escalas  de  longitud  en  la  horizontal L  del 
fenomeno a ser investigado.  La escala sino´ptica  se refiere a un  sistema  de ondas  largas  tales  que 
L ˻  106 m 
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Ape´ndice  A 
 
 
 
Campo de  deformacio´n  cos´ısmico 
 
 
 
 
 
A.1. Esfuerzo 
 
En la descripcio´n de fuerzas internas  y deformaciones en los materiales  solidos 
usamos los conceptos de esfuerzo y deformacion unitaria.  (Shearer,  2009). Tenemos 
un plano infinitesimal dentro  de un medio elastico homoge´neo en equilibrio esta´tico. 
La orientacion est determinada por nˆ . La fuerza por unidad de a´rea en la cara donde 
se orienta  nˆ  es llamada  vector traccion y se representa  1  con t(nˆ ) = (tx, ty , tz ) = 
txxˆ + ty yˆ + tz zˆ   , en la base  cartesiana.   Las fuerzas  que extienden  se consideran 
positivas  y las que  comprimen,  negativas.  En  la  cara  opuesta  al  plano,  hay  una 
fuerza igual y opuesta,  t(−nˆ ) = −t(nˆ ). La componente  normal  de t es llamada 
esfuerzo normal y la paralela, esfuerzo tangencial. En los fluidos no hay esfuerzo 
tangencial. 
Con  las definiciones anteriores,  consideremos  ahora  un  diferencial  de volumen 
cu´bico dentro  del medio, orientado  segun los ejes xyz. Representaremos los valores 
de (tx, ty , tz ) dentro del medio. Siendo xˆ, yˆ y zˆ  los vectores unitarios que determinan 
los planos  yz, xz  y xy  respectivamente, ahora  tx(nˆ )  dependera´  de  los vectores 
traccion en cada plano, es decir de tx(xˆ), tx(yˆ) y tx(zˆ) 
La dependencia  de (tx, ty , tz ) con xˆ, yˆ, zˆ  se expresa con el tensor esfuerzo 2,Ĳ : 
 
 
 
1 La notacion  T (nˆ ) tambie´n es usada  para  el vector traccion 
2 El tensor esfuerzo tambie´n se representa con ıij 
44  
Ĳ = Ĳ T  =  Ĳ 
 
Tensor esfuerzo 
 
 
 
tx(xˆ)   tx(yˆ)   tx(zˆ) 
 
 
 
 
Ĳxx  Ĳxy  Ĳxz 
 
 
 
 
(A.1) 
Ĳ = t (xˆ) t (yˆ) t (zˆ)
 
= Ĳ Ĳ Ĳ   
 
 
y y 
 
 
 
y   yx  yy 
 
 
yz  
 
t (xˆ) t (yˆ) t (zˆ)
 
Ĳ Ĳ Ĳ    z z z zx  zy zz 
 
 
 
 
Como se encuentra  en equilibrio esta´tico,  no hay rotacion  neta  de parte  de los 
esfuerzos tangenciales, por lo que el balance de los torques da txz = tzx , txy = tyx 
y tyz = tzy . Con esto el tensor esfuerzo es sime´trico 
 
 
 
Ĳxx  Ĳxy  Ĳxz 
 
 
 
 
xy 
 
 
Ĳyy 
 
Ĳyz  
 
 
(A.2) 
 
Ĳxz 
 
Ĳyz 
 
Ĳzz 
 
Ĳ contiene solo seis elementos independientes,  con los que se describe completa- 
mente el esfuerzo en un punto determinado  dentro del medio. Siendo nˆ = (nˆx, nˆy , nˆz ) 
podemos escribir la fuerza en direccion x por unidad  de a´rea, tx(nˆ ) como: 
 
tx(nˆ ) = Ĳxxnˆx + Ĳxy nˆy + Ĳxz nˆz  = tx(xˆ)nˆx + tx(yˆ)nˆy + tx(zˆ)nˆz | {
(I
z
)  
}
 
| 
(
{
I
z
I) 
}
 
|
(
{
II
z
I)
}
 
| {
(I
z
) 
   }
 
| 
(
{
I
z
I)
   }
 
| 
(
{
II
z
I)
   }
 
 
(I) es la contribucion  del esfuerzo normal del plano xˆ a tx. 
(II) es la contribucion  del esfuerzo tangencial del plano yˆ a tx. 
(III) es la contribucio´n del esfuerzo tangencial del plano zˆ  a tx. 
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(a) Superficie arbitraria dentro  del cuerpo. 
 
 
(b) Vector  traccio´n en la superficie interior  del cuerpo. 
 
 
(c) Fuerzas  opuestas  que mantienen el equilibrio. 
 
Figura  A.1: Tenemos  un cuerpo ela´stico homoge´neo en  equilbio esta´tico (A.1a).  Dentro 
seleccionamos un diferencial de  superficie  determinado por el vector  unitario normal  nˆ . Sobre 
esta  cara  actu´a una  fuerza t(nˆ ) (A.1b)  . Para  mantener el equilibrio  (A.1c),  en el lado opuesto 
existe una fuerza igual y opuesta t(−ˆn) = −t(nˆ ) . 
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(a) Tres diferenciales de superficie orientados segu´n los ejes coordenados.  Toda 
superficie se expresa  como combinacio´n lineal de estas superficies. 
 
componente  normal 
 
Vector  traccio´n t(zˆ) 
 
 
❵ ❵❵ componentes  tangenciales 
 
 
 
 
 
 
 
(b) Vector  traccion  t(zˆ) desvanecido  en la figura mostrando sus tres componentes. 
 
 
(c) Vector  traccion  y sus componentes  sobre el diferencial  de superficie que se encuentra 
en el interior  del cuerpo ela´stico homoge´neo en equilibrio esta´tico. 
 
Figura A.2: Dentro  de un cuerpo ela´stico homoge´neo en  equilibrio esta´tico determinamos 
superficies orientadas segu´n los vectores  base unitarios (A.2a).  Sobre la cara  orientada segu´n zˆ se 
muestra el vector  traccion  correspondiente y sus tres componentes  (A.2b). 
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(a) Diferenciales de superficie que son la base de una superficie arbitraria nˆ = 
nˆx xˆ + nˆy yˆ + nˆz zˆ  dentro  de un cuerpo ela´stico homoge´neo en equilbio esta´tico. 
 
 
(b)   Las  nueve   componentes   de  los  Vectores 
traccion de los diferenciales de superficie. 
 
 
tz (zˆ) 
 
 
tx (zˆ) 
 
tz (xˆ) 
 
 
 
tx (xˆ) ty (xˆ) 
ty (zˆ) 
 
tz (yˆ) 
 
 
tx (yˆ) 
 
 
 
 
ty (yˆ) 
 
 
 
(c) Componentes del tensor esfuerzo al lado de las com- 
ponentes  de los Vectores traccio´n al cual esta´n asociados. 
 
Figura  A.3: Dentro  del cuerpo ela´stico  homoge´neo  en  equilibrio esta´tico se muestran las 
tres componentes  de los tres vectores traccio´n. Las nueve componentes caracterizan el esfuerzo 
en  puntos interiores del cuerpo, y en conjunto  forman el tensor esfuerzo. El vector tracci  n 
para  una  superficie determinada nˆ  (la cual es combinacio´n lineal de los diferenciales  de superficie 
nˆ = nˆx xˆ + nˆy yˆ + nˆz zˆ) se obtiene  al multiplicar esta superficie por la derecha del tensor esfuerzo. 
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yz y 
z 
yz 
z 
De manera equivalente  para las otras dos componentes,  considerando la simetr´ıa 
(A.2): 
ty (nˆ ) = Ĳxy nˆx + Ĳyy nˆy + Ĳyz nˆz  = ty (xˆ)nˆx  + ty (yˆ)nˆy  + ty (zˆ)nˆz |
(
{
IV
z
)
}
 
| 
(
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V
z
) 
}
 
|
(
{
V
z
I)
}
 
 
 
tz (nˆ ) = Ĳxz nˆx + Ĳyz nˆy + Ĳzz nˆz  = tz (xˆ)nˆx  + tz (yˆ)nˆy  + tz (zˆ)nˆz |
(V
{z
II)
}
 
|
(V
{
I
z
II
}
) 
|
(
{
IX
z
)
}
 
 
(IV) es la contribucion  del esfuerzo tangencial del plano xˆ a ty . 
(V) es la contribucion  del esfuerzo normal del plano yˆ a ty . 
(VI) es la contribucion  del esfuerzo tangencial del plano zˆ  a ty . 
(VII) es la contribucion  del esfuerzo tangencial del plano xˆ a tz . 
(VIII) es la contribucio´n del esfuerzo tangencial del plano yˆ a tz . 
(IX) es la contribucion  del esfuerzo normal del plano zˆ  a tz . 
 
 
El peso de las contribuciones  lo dan las componentes  de nˆ  = (nˆx, nˆy , nˆz ). Agru- 
pando las componentes  de tx(nˆ ), ty (nˆ ) y tz (nˆ ) en forma de matriz  3 
 
 
 
tx(nˆ ) 
 
 
 
Ĳxx  Ĳxy  Ĳxz 
 
  
 
nˆx 
  
 
t(nˆ ) = t (nˆ )
 
= Ĳ
 
 
 
Ĳ Ĳ nˆ 
 
= Ĳ nˆ 
 
(A.4) 
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xy
 
 
   
yy    
  
 
t (nˆ )  
 
Ĳxz 
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Como vemos, si queremos obtener  el vector traccio´n en un determinado  plano nˆ , 
multiplicamos  el vector esfuerzo que caracteriza  el medio por nˆ . 
 
 
A.2. Deformacio´n  unitaria 
 
 
Consideremos ahora la descripcion de los cambios de posiscion de puntos  dentro 
de un medio continuo.  Siendo r0 la posicio´n en un tiempo inicial y r la posicion en 
3 Con nˆ = (nˆ · xˆ, nˆ · yˆ, nˆ · zˆ) = (cos(nˆ , xˆ), cos(nˆ , yˆ), cos(nˆ , zˆ)) 
 
 
 
tx (nˆ ) 
 
 
 
Ĳxx Ĳxy  Ĳxz 
 
  
 
cos(nˆ , xˆ) 
  
 
t(nˆ ) = t (nˆ )
 
= Ĳ
 
  
 
Ĳ Ĳ cos(nˆ , yˆ)    = Ĳ nˆ 
 
(A.3)   
 y  
 
 
 
  xy 
 
  
 
yy     
  
 
tz (nˆ )  Ĳxz  Ĳyz  Ĳzz 
 
cos(nˆ , zˆ)  
|
C
 
aracteri
{
za
z 
al  medio
} |  
Pl
{
a
z
n
 
o  
}
 
49  
u(x) = u y 
 
 
∂z
 
y 
∂z  
e = 
1 
   ∂uy 
x 
ux 
0 
u
 z z 
 
d
 
+
 
un tiempo t, el campo de desplazamiento  es 
 
u(r0 , t) = r −  r0                                                   (A.5) 
Este  enfoque es Lagrangiano  a diferencia  del enfoque Euleriano  que es usado  en 
fluidos. 
Consideremos  el desplazamiento  u = (ux, uy , uz ) a la posicion x, una  pequen˜a 
distancia  lejos de la posicio´n de referencia x0 . Expandiendo  u en una serie de Taylor 
 ∂u 
 
 
 ∂ux ∂uz    
x x
 
 ∂x ∂y 
  
 
∂x     −   0  
  
 
   
  
= u(x 
 
 
 
 
) +  ∂uy 
 ∂x 
 
∂uy 
∂y 
∂uy    
∂z 
 y −  y0 
 
  
 
 
(A.6) 
  
 ∂u 
 
∂uz ∂uz   
z z 
 
∂x ∂y ∂z −  0 
 ∂ux 
 
∂ux ∂uz    
 ∂x ∂y ∂x  dx  
 
u(x) = u(x0 ) + 
 ∂uy
 
 ∂x 
 
 
 
∂uy 
∂y 
 
 
∂uy   
 d 
 
 
 
 
 
 
 
 
 
= u(x0 ) + J d  (A.7) 
 
 
 
 ∂uz 
∂x 
∂uz 
∂y 
∂uz    
∂z z 
donde  los te´rminos de mayor  orden  se han  ignorado  asumiendo  que las derivadas 
parciales ∂ux/∂x, ∂uy /∂x ... son lo suficientemente pequen˜as para que sus productos 
se ignoren.  En  sismolog´ıa  esta  aproximacion  es valida.  Se verifica que J se puede 
separar  en una matriz  sime´trica y una antisime´trica 
 ∂ux 
 ∂x 
 
J = 
 ∂uy
 
 ∂x 
 
 ∂uz 
∂x 
 
∂ux 
∂y 
 
∂uy 
∂y 
 
∂uz 
∂y 
∂uz  
∂x  
 
∂uy  
= e + Ω (A.8)
 
 
 
∂uz  
∂z 
El tensor deformacio´n unitaria es e, sime´trico 
 
 ∂ux 1    ∂ux ∂uy     1    ∂ux 
+ 
∂uz     
+ 
 ∂x 
 
2 ∂y ∂x
 
2 ∂z
 
∂x  
 
 ∂ux     ∂uy 
 
1 
   ∂uy ∂uz   
+  
 
(A.9) 
 2 ∂x ∂y 
 
 
∂y 2 ∂z
 
∂y  
 
 
 1 
   ∂uz  
+ 
∂ux     1    ∂uz  
+ 
∂uy     ∂uz  
 
2 ∂x ∂z
 
2 ∂y ∂z ∂z
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0
 
El tensor rotacio´n es Ω, antisime´trico 
 
 
 1 
   ∂ux 0 ∂uy 
    
1 
   ∂ux −  ∂uz 
   
 −  
 2 ∂y ∂x 
 
 
2 ∂z
 
∂x  
 
 
 
Ω = −  1 ∂ux ∂uy 0 1 ∂uy ∂uz  
 
 
(A.10) 
 2 ∂y  −  ∂x 
 
 
2 ∂z  −  ∂y  
 
 
 1 
   ∂ux ∂uz   1    ∂uy ∂uz      −  2 ∂z  −  ∂x −  2 ∂z  −  ∂y 
 
El tensor rotacio´n Ω representa  la rotacion  r´ıgida, no produce deformacio´n y 
el tensor deformacio´n unitaria e representa  la deformacio´n interna. 
El incremento  de volumen relativo, dilatacion  ∆ = (V  −  V0)/V0, se calcula sumando 
las variaciones del desplazamiento  ∂ui en su respectiva  direccion i. 
 
∆ = ∂ux ∂x
 
 
+ 
∂uy
 ∂y
 
 
+ 
∂uz
 ∂z
 
 
= tr[e] = ∇ · u (A.11) 
 
donde tr[e] es la traza  de e. Notamos que la dilatacion  esta´ dada por la divergencia 
del campo de desplazamiento. 
Es u´til la representacion  de e con ı´ndices 
 
 
 
Tensor deformacio´n unitaria 
 
1 
eij = 2 (∂i uj  + ∂j ui ) 
 
 
(A.12) 
 
 
 
donde i, j van de 1 a 3. 
 
 
 
A.3. Relacio´n lineal entre esfuerzo y deformacion 
unitaria 
La relacion  ma´s  general  entre  el tensor  esfuerzo y el tensor deformacion 
unitaria se escribe 
3 3 
Ĳij = cijkl ekl  ≡  
X X 
cijkl ekl  (A.13) 
k=1 l=1 
donde  cijkl  es el tensor ela´stico y se usa la convencio´n de suma  con ı´ndices. La 
ecuacion A.13 es conocida como la ley de Hooke generalizada,  la cual asume elasti- 
cidad perfecta,  no hay pe´rdida de energ´ıa mientras  el material  se deforma debido al 
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esfuerzo aplicado. Un solido que cumple A.13 es llamado linealmente  elastico. Notar 
que no hay dependencia  del tensor esfuerzo Ĳij  con el tensor rotacio´n Ω, no es 
afectado por una rotacion  r´ıgida. 
 
 
El tensor ela´stico tiene 81 (34) componentes.  Por consideraciones de simetr´ıa, 
termodinamicas   y  asumiendo  un  medio  isotropico  se muestra   que  el nu´mero  de 
parametros independientes  se reduce a dos: 
 
cijkl  = Ȝįij įkl + µ(įil įjk  + įik įjl ) (A.14) 
 
donde  Ȝ  y µ son llamados  para´metros de Lame´ del material  y įij   es el delta  de 
Kronecker  (įij   = 1 para  i = j, įij   = 0 para  i = j). Los para´metros  de Lame´ estan 
relacionados con las velocidaddes s´ısmicas en el material.  La ecuacion que relaciona 
el esfuerzo y la deformacion unitaria para  un solido isotro´pico es 
 
 
Ĳij = [Ȝįij įkl + µ(įil įjk  + įik įjl )]ekl 
 
Ĳij = Ȝįij ekk  + 2µeij (A.15) 
 
donde  se ha  usado  la  simetr´ıa  eij  = eji . Los dos para´metros  de Lame´  describen 
por completo  la relacio´n  entre  el esfuerzo y la deformacio´n  unitaria dentro  de 
un solido isotropico. µ es conocido como el modulo tangencial  o cizallante  y es una 
medida de la resistencia del material al desplazamiento tangencial. El otro parametro 
de Lame´ Ȝ no tiene explicacio´n f´ısica simple. 
Remplazando  A.12 tenemos 
 
 
 
Tensor esfuerzo de un medio Linealmente Elastico 
 
 
Ĳij = Ȝįij ∂k uk  + µ(∂i uj  + ∂j ui ) 
 
 
(A.16) 
 
 
 
por ejemplo tenemos: 
 
 
Ĳ11  = Ȝ 
 
 
 
  ∂u1 
∂x1 
 
 
 
+ 
∂u2
 ∂x2 
 
 
 
∂u3   
+ ∂x3 
 
 
 
+ 2µ ∂u1 ∂x1 
 
 
Ĳ12  = µ 
 
 
 
Ĳ13  = µ 
  ∂u1 
∂x2 
 
  ∂u1 
∂x3 
∂u2   + ∂x1 
 
∂u3   
+ ∂x1 
 
(A.17) 
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1 
1 
A.4. Ecuacio´n  de  movimiento 
 
Consideramos  el balance  de fuerzas en un elemento cu´bico dentro  de un medio 
continuo que experimenta  movimientos internos.  Sea la fuerza cuerpo f = f1xˆ1 + 
f2xˆ2  + f3xˆ3,  la densidad  del material  es ρ. Aplicando  la segunda  ley de Newton 4 
(Lay y Wallace, 1995) 
∂2ui ρ ∂t2 
 
= fi + 
∂Ĳij 
∂xj 
 
(A.18) 
Esta  ecuacion es conocida como la ecuacion de movimiento para  un continuo.  Rela- 
ciona la aceleracion con la fuerza cuerpo y el gradiente  de esfuerzo en el medio. 
Esta  ecuacio´n  es fundamental  en sismolog´ıa,  ya que relaciona  fuerzas en el medio 
con los desplazamientos,  los cuales son medibles. 
Si no se consideran  las fuerzas cuerpo, como la gravedad,  tenemos  la ecuacion 
homoge´nea de movimiento 
ρu¨i  = Ĳij,j  (A.19) 
 
usando la notacion de puntos para la derivada temporal y la notacio´n de coma, donde 
luego de la com a se indica el n´dice de la variable respecto de la cual se deriva. Para 
i = 1 tenemos 
ρu¨1 = Ĳ11,1  + Ĳ12,2  + Ĳ13,3  (A.20) 
 
ρu¨1 = ∂Ĳ11 ∂x1 + 
∂Ĳ12
 ∂x2 + 
∂Ĳ13
 ∂x3 
 
(A.21) 
reemplazando las expresiones de (A.17) y asumiendo que Ȝ y µ son constantes  dentro 
del medio, es decir sus derivadas  son cero, tenemos 
 
∂ ρu¨1 =Ȝ ∂x 
  ∂u1 
∂x1 + 
∂u2
 ∂x2 
∂u3   + ∂x3 
 
∂ 
+ µ ∂x1 
  ∂u1 
∂x1 + 
∂u2
 ∂x2 
∂u3   + ∂x3 
 
(A.22) 
 
  ∂2u1 
+ µ ∂x2 
∂2u1 
+ ∂x2 
∂u2    
+ ∂2x3 
 
4 La  convencion de  suma de  Einstein: 
 
i=3 
a · b = 
X 
ai bi 
i=1 
=a1 b1 + a2 b2 + a3 b3 
 
=aµ bµ 
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R
 
identificando la divergencia y el laplaciano,  escribimos 
 
 
 
ρu¨1 =(Ȝ + µ) ∂∇ · u ∂x1 
+ µ∇2u1 (A.23a) 
 
 
de manera  similar tenemos las ecuaciones para  u2  y u3 
 
ρu¨2 =(Ȝ + µ) 
 
 
 
ρu¨3 =(Ȝ + µ) 
 
y escribimos en la forma vectorial 
∂∇ · u 
∂x2 
 
∂∇ · u 
∂x3 
 
+ µ∇2u2 (A.23b) 
 
 
+ µ∇2u3 (A.23c) 
 
ρu¨ = (Ȝ + µ)∇(∇ · u) + µ∇2u (A.24) 
 
la cual es la ecuacio´n vectorial tridimensional  homoge´nea para  un medio uniforme, 
isotropico y linealmente  elastico. Usando la identidad  vectorial 
∇ u = ∇(∇ · u) −  (∇ × ∇ × u)  (A.25) 
 
podemos escribir (A.24) como 
 
ρu¨ = (Ȝ + 2µ)∇(∇ · u) −  (µ∇ × ∇ × u)  (A.26) 
 
es una ecuacion diferencial parcial tridimensional,  que describe el desplazamiento  en 
un medio continuo,  para  una fuente no especificada. 
 
 
A.5. Elastoesta´tica 
 
Se busca  determinar el desplazamiento  esta´tico u en el punto  P  en un  medio 
elastico  isotropico,  infinito,  homoge´neo con densidad  ρ y constantes  ela´sticas Ȝ,µ 
debido a una fuerza en el punto O. A distancias grandes de la fuente u = 0. Definimos 
la fuerza punto  F 
F  = l´ım įV →0
 
ρf  įV (A.27) 
donde  f es la fuerza  por  unidad  de masa,  ρf  es la fuerza  cuerpo  por  unidad  de 
volumen, y įV  es el pequen˜o volumen donde actu´a la fuerza. 
Con la funcion delta tridimensional  į(r) 
 
 
į(r) = 
0 r = 0 
 
 
V į(r)dV  = 1 
 
(A.28) 
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1 
  
−   ∇
y con el teorema  de Gauss 5se puede mostrar  que 
 
į(r) =  − 1 ∇2    
 
 
 
 
(A.29) 4π r
 
 
la cual expresa la funcio´n delta  con las derivadas  espaciales de la cordenada  radial 
r. Consideremos una fuerza punto  en el origen 
 
F  = F į(r)a = F 2 
    a
 
4πr
 
 
 
(A.30a) 
 
h
 
= − F   ∇ a ∇ · 4πr 
a  i −   ∇ × ∇ × 
4πr 
 
(A.30b) 
 
donde  a es un vetor  unitario  en direccio´n  de la fuerza y se ha usado la identidad 
(A.25) ∇2u = ∇(∇ · u) −  (∇ × ∇ × u). 
 
 
A.5.1. Campo de  desplazamiento esta´tico debido a una sola 
fuerza 
 
Ahora  usamos  la  representacio´n  matematica de  la  fuerza  punto  (A.30)  en  la 
ecuacion elastica para  el equilibrio (A.26), con u¨ = 0 
 
F  + (Ȝ + 2µ)∇(∇ · u) −  (µ∇ × ∇ × u) = 0 (A.31) 
 
 
 
 
h
 
− F   ∇ a ∇ · 4πr 
a  i −   ∇ × ∇ × 
4πr 
= − (Ȝ + 2µ)∇(∇·u) + (µ∇×∇×u)  (A.32) 
 
Buscamos una solucion de la forma 6 
 
5 Teorema de  Gauss: Siendo V  un volumen  con superficie S 
Z 
(∇ · Ψ) dV = 
V 
Z 
(n · Ψ) dS 
S 
 
donde n es un vector  unitario normal  en cada parte  de la suuperficie S. 
6 Teorema de  Helmholtz: Todo campo vectorial  se puede representar en te´rminos de un vector 
potencial  Ψ y un escalar  potencial  φ como 
 
u = ∇φ + ∇ × Ψ 
 
si 
 
 
∇ × φ = 0 (φ es irrotacional) 
∇ · Ψ = 0 (Ψ  es solenoidal). 
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2 
 ∇ p 
 
 
 
 
donde 
u = ∇(∇ · Ap ) −  (∇ × ∇ × As ) (A.33) 
 
 
 
∇ × Ap  = 0 ∴ usando (A.25)  ∇ Ap  = ∇(∇ · Ap ) 
 
∇ · As = 0 ∴ usando (A.25)  ∇2As  = −∇ × ∇ × As 
(A.34) 
 
cumplie´ndose as´ı las condiciones 
 
∇ × (∇ · Ap ) = 0 (∇ · Ap   es irrotacional) 
∇ · (∇ × As ) = 0 (∇ × As es solenoidal). 
 
basandonos  en el hecho de que cualquier  campo de desplzamiento  puede ser repre- 
sentado como la suma de un campo irrotacional y un campo solenoidal. Sustituyendo 
esta solucio´n en (A.32) 
 
  − F a  2 
  
F a  2 ∇  ∇ · + (Ȝ + 2µ) A 
4πr
 
+ ∇ × ∇ × 4πr −  µ∇ As = 0 (A.35) 
 
la cual se satisface con 
 
(Ȝ + 2µ)∇2 Ap  = 
 
 
µ∇2As  = 
F a 
4πr 
 
F a 
4πr 
 
 
 
(A.36) 
Si escribimos: Ap   = Ap a y As = As a,  pues Ap   y As  tienen  la direccion de a 
(vector unitario  en direccio´n de la fuerza), obtenemos las ecuaciones de Poisson 
 
2 F ∇ Ap  = 4π(Ȝ + 2µ)r   
(A.37) 
2 F ∇ As  = 4πµr 
ya que ∇2r = 2/r podemos integrar  y tenemos 
 
Tambie´n recordamos  que 
 
∇ · (∇ × Ψ) = 0 
∇ × (∇φ) = 0 
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i 
 
 
 
 
1
 
∂
 j 
i 
1
 
 
F r 
Ap  = 8π(Ȝ + 2µ) 
 
F r 
As  = 8πµ 
 
 
 
 
(A.38) 
esto resuelve las ecuaciones no homoge´neas (A.36). Reemplazando  (A.38) en (A.33), 
usando la notacion  de ı´ndices 7, tenemos la componente  i-e´sima del desplazamiento 
para  una fuerza unidad  (F  = 1) actuando  en la direccion j, uj : 
 
∂r 1 
u 
∂ ∂r 
   
1 2 
i = 8π(Ȝ + 2µ) ∂x
 
∂xj −  8πµ ∂xi ∂xj + įij 8πµ ∇ r  
(A.39) 
1 
= įij ∇2 r −  Ȝ + µ ∂
2 r 
8πµ
 
Ȝ + 2µ ∂xi ∂xj 
 
 
Tensor Somigliana 
 
 
u
j 
 
 
(A.40) 
i = 8πµ (įij  r,kk −  Γ r,ij ) 
 
 
 
donde  Ȝ + µ Γ = Ȝ + 2µ
 
 
7 
 
i=3 
∇ · a = 
X
 
i=1 
∂ 
∂ 
ai ∂xi 
∂ ∂ 
= ∂x1 
∂ 
a1  + ∂x2 a2  + a3 ∂x3 
= ∂xµ aµ  = ∂µ aµ 
 
 
(∇ × b)i  = İiαȕ ∂α bȕ el rotacional 
İαjk İαlm = įjl įkm  −  įjm įlk relacio´n entre İijk y įij 
 
Donde İijk es el tensor Levi-Civita, s´ımbolo de permutacio´n, 
 
0 Si hay ı´ndices repetidos 
İijk = 1 Si los ı´ndices estan  en orden c´ıclico 
 
− 1 Si los ı´ndices estan  en orden c´ıclico inverso 
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k 
Notar  que el vector desplazamiento  esta´tico u, en el tensor Somigliana, para una 
fuerza punto  es sime´trico: uj  = ui . i j 
 
 
A.6. Dislocacio´n  de  Volterra 
 
 
En la teor´ıa de elasticidad  de dislocaciones consideramos un cuerpo ela´stico infi- 
nito o finito, sobre el cual no actu´an fuerzas externas y est en reposo. Lo entendemos 
como se explica a continuacion  (Takuo,  1964). Imaginamos  que se hace un corte y 
forma una superficie abierta  Σ que quiz este´ situada  completamente en el interior 
del cuerpo, y las dos caras del corte deformadas de manera diferente debido a la apli- 
cacion de algunas distribuciones  de fuerzas. Si estas distribuciones  de fuerzas esta´n 
en equilibrio estatico  el estado  deformado tambie´n estara´ en equilibrio. Lo descrito 
es llamado una dislocacion sobre Σ. Llamamos a la superficie Σ la superficie de dis- 
locacion y al borde ı de Σ la l´ınea de dislocacio´n. 
Para  orientarnos  elegimos una direccion positiva para la l´ınea de dislocacion ı. Lue- 
go con la regla de la mano derecha  elegimos la direccion del vector unitario  Ȟ que 
apunta  hacia afuera y es normal a Σ, considerando positiva la direccion de rotacion a 
lo largo de la l´ınea de dislocacion ı. Las caras exterior e interior de Σ se determinan 
tambie´n con la regla de la mano derecha,  el vector normal  Ȟ va de la cara interior 
a la exterior.  Las caras exterior  e interior,  del corte hecho sobre Σ, se designan con 
Σ+ y Σ− respectivamente. 
La dislocacion entonces se determina  por la forma de la superficie Σ y por la discon- 
tinuidad  ∆uk  en las componentes  del vector desplazamiento  en el lugar geome´trico 
del corte, esto es 
∆uk = u+ −  u− (A.41) k k 
donde u+ es el vector desplazamiento de un punto `+ , originalmente en ` sobre Σ pero 
situado  ahora  sobre Σ+ , y u− es el vector  desplazamiento  para  el correspondiente 
punto `− , el cual ahora esta´ sobre Σ− . Esta´ claro que el borde ı de Σ sera´ en general 
una singularidad.  Siguiendo a Steketee (Steketee,  1958) tenemos para la dislocacio´n 
de Volterra  (conocida como dislocacion Volterra-Weingarten) que la discontinuidad 
en las componentes  del desplazamiento  son 
∆uk = u+ −  u− =bk  + Ωkj ȟj k k 
 
Ωkj  = −  Ωjk 
 
(A.42) 
 
donde bk  y Ωkj  son constantes  y ȟj  es la coordenada  de ` en ı. La expresio´n (A.42) 
es conocida como la relacio´n Weingarten,  establece que la discontinuidad ∆uk   en la 
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kl 
kl 
region geome´trica de ı debe ser del tipo de un desplazamiento  de cuerpo r´ıgido (no 
genera ningu´n esfuerzo ni deformacion unitaria). Si se considera Ωkj  = 0 entonces bk 
es llamado el vector de  Burgers. 
 
 
Volterra, 1907, obtuvo la siguiente expresion para el campo de desplazamiento 
debido a una dislocacion del tipo (A.42) en un medio infinito, la componente  m del 
vector desplazamiento  en un punto  arbitrario Q(x1 , x2, x3), um (Q) esta determinado 
por 
 
 
 
Campo de Desplazamiento 
 
Z Z 
 
 
(A.43) 
um (Q) = ∆uk (P ) Ĳ m (P, Q) Ȟl (P ) dΣ 
Σ 
 
 
 
donde P  es un punto  sobre Σ donde se toma la integral  y Ĳ m (P, Q) es la compo- 
nente (kl) del tensor esfuerzo en P debido a una fuerza cuerpo unidad en la direccio´n 
m localizado en Q. 
 
 
Una fuerza cuerpo en la direccion m en Q genera un campo de desplazamiento 
en P , cuya componente  k est 
 
 
U m
 
determinada por (A.40) 
 
1 
k  (P, Q) = 8πµ (įkm  r,nn −  Γ r,km ) (A.44) 
 
r es la distancia  desde P (ȟ1, ȟ2, ȟ3 ) a Q(x1 , x2, x3 ), r,n = ∂r/∂ȟn , r,mk = ∂2r/∂ȟm ȟk . 
De la definicion 
 
 
 
llegamos a 
r = 
p
(x1  −  ȟ1)2 + (x2  −  ȟ2)2 + (x3  −  ȟ3)2 
 
 
r,m  = − r,m (A.45) 
 
donde r,m = ∂r/∂xm . Con esto y recordando  la simetr´ıa 
 
U m  k
 
k  (P, Q) = Um (P, Q)  (A.46) 
 
tenemos  
 
U m  m
 
k  (P, Q) = Uk  (Q, P ) (A.47) 
 
lo que muestra  que (A.44) puede  ser tambie´n  considerada  como el campo de des- 
plazamiento  en Q debido a una fuerza cuerpo unidad  locaclizada en P . Con esto el 
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U m 
 
m 
P (ȟ1 , ȟ2, ȟ3) ∈ Σ 
 
Q(x1, x2, x3) ∈ Region arbitraria 
P (ȟ1 , ȟ2, ȟ3) ∈ Σ 
 
Q(x1, x2, x3 ) ∈ Region arbitraria 
 
Ĳ m 
 
debido a una fuerza en Q 
 
m 
 
 
debido a una fuerza en P 
 
U m 
 
∂ȕ  ∈ Σ 
 
m,ȕ 
 
∂ȕ  ∈ Region arbitraria 
tensor esfuerzo (A.16) 
 
 
Ĳij = Ȝįij ∂k Uk + µ(∂i Uj  + ∂j Ui ) 
 
lo escribimos como  
 
Ĳij = Ȝįij Uk,k + µ(Uj,i  + Ui,j ) 
 
para  una fuerza cuerpo en direccion m y regresando a la notacio´n (A.47) 
 
 
 
Tensor esfuerzo 
 
 
Ĳ m  m  m  m 
 
 
(A.48) 
kl (P, Q) = Ȝįkl Un,n + µ(Ul,k  + Uk,l ) 
 
 
 
Esta 
como 
u´ltima  ecuacio´n,  considerando  (A.45),  (A.40)  y  (A.47),  puede  escribirse 
Ĳ m  n,n l,k k,l kl (P, Q) = − Ȝįkl Um     −  µ(Um   + Um  ) (A.49) 
 
De esta manera se evidencia que los diferentes componentes pueden considerarse co- 
mo resultantes  de los efectos de pares de fuerzas opuestas  en la direccion i que no 
producen torque,  y de tres pares de dobles fuerzas mutuamente perpendiculares  que 
producen torque,  en las cercan´ıas de P . 
 
 
El siguiente cuadro resume lo discutido  a partir  de la simetr´ıa (A.46): 
 
 
k  (P, Q)  Uk  (Q, P ) 
 
 
 
 
 
 
 
kl (P, Q) tensor esfuerzo en P Ĳkl (P, Q) tensor esfuerzo en Q 
 
 
 
 
n,ȕ  Un 
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A.7. Deformacio´n  superficial de  Okada 
 
Steketee, 1958, mostr que el campo de desplazamiento  ui (x1 , x2, x3 ) debido a una 
dislocacion ∆uj (ȟ1, ȟ2, ȟ3) en la vecindad de una superficie Σ en un medio isiotropico 
est dado por 8(Okada,  1992) 
1 
Z Z "
 
 
 
 
 
∂un 
 
 
  
     i ∂    uk 
!#
 
ui = F 
∆uj 
Σ 
Ȝįjk ∂ȟ + µ + ∂ȟk 
 
∂ȟj Ȟk dΣ  (A.50) 
 
Esta  expresion la da Okada.  Por  ejemplo para  un superficie Σ con vector unitario 
normal 
 
 
 
tenemos 
n = (n · xˆ)xˆ + (n · yˆ)yˆ + (n · zˆ)zˆ  
 
Ȟ1  =n · xˆ 
Ȟ2  =n · yˆ 
Ȟ3  =n · zˆ  
 
 
 
 
 
 
 
(A.51) 
 
si n tiene  componente  cero en 
Ȟ1  = 0. Considerando 
 
xˆ,  es decir se encuentra  en el plano  Y Z , entonces 
 
 
∆u1 =U1 
 
∆u2 =U2 (A.52) 
 
 
∆u3 =U3 
 
para el caso Strike-slip (es decir Ȝ = 00), U2 = U3 = 0, la contribucion  del elemento 
∆Σ se escribe 
 
1 
F µU1 ∆Σ 
   ∂
    
u1 
∂ȟ2 
 
∂
  
u2 
 
 
+ ∂ȟ1 
 
 
Ȟ2 + 
 
  ∂
    
u1 
∂ȟ3 
 
∂
    
u3 
 
 
+ Ȟ3 ∂ȟ1 
 
 
(A.53) 
 
Luego de hallar el campo de desplazamiento  uj  en (x1, x2 , 0) (es decir para puntos en 
la superficie) para  una fuerza punto  ubicada  en (0, 0, − d) en los casos strike-slip, 
dip-slip y tensile fault, Okada realiza una integracio´n sobre una fuente rectangular 
de largo L y ancho W , donde se tiene para  el campo de desplazamiento  en el caso 
strike-slip: 
 
8 Usando  el Campo de   desplazamiento (A.43),  aplicando  la  simetr´ıa  (A.46)  y  el tensor 
esfuerzo (A.48) 
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−  1
−  5
 
µ
 
 
U1 
   ȟq ȟȘ 
ux  = −  2π + arctan  + I1 sin į R(R + Ș) qR
 
 
U1  
 
 y˜q q cos į 
uy  = −  2π + + I2 sin į R(R + Ș) R + Ș
 
(A.54) 
 
U1 
"
 d˜q 
 
q sin į 
#   
 
   
 
 
 
y dip-slip 
uz  = −  2π 
 
 
 
U2 h q 
+ + I4 sin į R(R + Ș) R + Ș
 
 
 
 
i    
ux  = −  2π 
 
U2  
 
 
R 
−  I3 sin į cos į
 
 
y˜q ȟȘ 
uy  = −  2π + cos į arctan  I sin į cos į R(R + ȟ) qR
 
 
(A.55) 
 
U2 
"
 d˜q 
#   
 ȟȘ    
uz  = −  2π + sin į arctan  I sin į cos į R(R + ȟ) qR
 
 
 
donde las barras  paralelas k corresponden  a la notacio´n de Chinnery  que representa 
la sustitucio´n resultado  de la integracion  sobre la fuente rectangular. 
 
f (ȟ, Ș) k = f (x, p) −  f (x, p −  W ) −  f (x −  L, p) + f (x −  L, p −  W ) (A.56) 
 
 
 
 
 
I1 = 
 
µ 
Ȝ + µ 
   − 1 
cos į 
ȟ   sin į 
˜ −  cos į I5 
 
I2 = 
 
 
µ 
Ȝ + µ 
R + d
 
[−  ln(R + Ș)] −  I3 
 
I3 = 
µ 
    
1 y˜ −  ln(R + Ș) sin į + I4 
 
(A.57) Ȝ + µ 
 
 
cos į R + d˜  
1 
cos į 
I4 = 
 
 
 
 
 
 
Ȝ + µ 
µ 
 
cos į 
2 
[ln(R + d˜) −  sin į  ln(R + Ș)] 
 
Ș(X + q cos į) + X (R + X ) sin į 
I5 =
 Ȝ + µ arctan cos į
 
ȟ(R + X ) cos į 
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−
 
 
 
 
p = y cos į + d sin į 
 
 
q = y sin į −  d cos į 
 
 
 
y˜  = Ș cos į + q sin į
 
 
d˜  = Ș sin į q cos į 
 
 
 
R2  = ȟ2 + Ș2 + q2 
 
 
X 2  = ȟ2 + q2 
 
 
 
 
 
 
 
 
 
(A.58) 
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Ape´ndice  B 
 
 
 
Ondas en  el oce´ano 
 
 
 
 
 
B.1. Cinema´tica  de  ondas 
 
 
Si el medio es homoge´neo al menos en la escala  de las ondas,  para  ondas  de 
pequen˜as amplitudes  (es decir linealizadas)  encontramos  soluciones en la forma de 
ondas planas (Pedlosky,  2003). Si φ(xi , t) es un campo variable como la presion 
 
φ(x, t) = φ(xi , t) = Re A exp(K · x −  ωt) (B.1) 
 
donde 
 
 
A Amplitud  de la onda 
 
K Vector de onda 
 
ω Frecuencia  angular  de la onda 
 
Re Indica que se toma la parte  real 
 
 
Definimos la fase  de  la  onda ș 
ș(x, t) = ki xi −  ωt (B.2) 
La direccio´n normal a las superficies de ș constante  estan dadas por 
 
∂ș 
∂xi 
 
= kj 
∂xj 
∂xi 
 
= kj įij  = ki (B.3) 
 
∇ș = K (B.4) 
 
El periodo espacial es Ȝ, y se relaciona con el modulo de K 
 
2π Ȝ =  (B.5) 
K
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Ȝ es la longitud de  onda, la distancia  a lo largo del vector de  onda entre  dos 
puntos  de igual fase. 
 
 
Para  un punto  fijo, la razo´n de cambio de la fase  respecto al tiempo es 
 
∂ș 
∂t = −ω (B.6) 
 
el periodo temporal es T , y se relaciona con la frecuencia 
 
2π T = ω
 
 
La rapidez del movimiento de una superficie de fase constante 
 
 
 
(B.7) 
 
 
ș = ki xi −  ωt = K s −  ωt (B.8) 
 
la encontramos  como  ∂s  ∂ș/∂t ω 
= = ∂t ∂ș/∂s K
 
 
 
(B.9) 
Definimos la rapidez de  fase  como la velocidad  de propagacio´n  de la fase en la 
direccion del vector de onda 
 
 
 
Rapidez de Fase 
 
ω 
 
 
(B.10) 
c = 
K
 
 
 
 
Cabe resaltar  que la rapidez de  fase  no es un vetor. 
 
 
El vector de  onda y la frecuencia angular tienen  una dependencia  llamada 
relacion de  dispersion que depende de la dina´mica del feno´meno 
 
 
 
Relacion de Dispersio´n 
 
 
ω = Ω(kj ) 
 
 
(B.11) 
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B.2. Ondas gravitacionales de  superficie 
 
 
La ecuacion de  momentum general para  un flu´ıdo estratificado  es 
 
  
du ρ 
dt
 
  
+ βΩ × u 
 
= −∇p + ρg + µ∇2u + ț∇(∇ · u)  (B.12) 
 
y la ecuacion de conservacion de  la  masa 
 
∂ρ 
∂t + ∇ · (ρu) = 0 (B.13) 
donde u = (u, v, w) es la velocidad. La derivada  lagrangiana  1  en coordenadas  car- 
tesianas  es 
d ∂ 
= 
dt ∂t
 
 
∂ 
+ u · ∇ 
 
 
∂ ∂ ∂ 
 
 
(B.14) 
= ∂t
 
Ahora consideramos lo siguiente: 
+ u + v + w ∂x ∂y ∂z
 
 
La rapidez de fase es de mayor influencia que la rotacion  de la Tierra,  ω    Ω 
 
La friccio´n es ignorada. 
 
Ignoramos la no linealidad,  comparando  ∂/∂t con u · ∇, con lo cual ω    uK , 
as´ı notamos  que la rapidez  de fase se considera  mayor  que la rapidez  de las 
part´ıculas  del fluido. Con esta condicio´n la perturbacio´n es transportada por 
la onda y no por movimientos advectivos. 
 
Con  esto,  veamos  el caso de  ondas  en  la  superficie del oce´ano, son ondas  en  la 
interfase entre el agua y el aire. Consideramos al aire tan ligero como para aproximar 
su densidad  a cero (eliminando  as´ı la presencia  de ondas  sonoras),  y una  capa  de 
agua de densidad y profundidad  uniformes. Podemos aproximar  el movimiento de la 
onda a un movimiento lineal (al no estar  presentes  los te´rminos no lineales las olas 
no romperan)  y el medio en el que se propaga,  un fluido incompresible, para el cual 
la conservacion de la masa se reduce a 2 
 
∇ · u = 0 (B.15) 
 
Asumiendo todas estas consideraciones, las ecuaciones de momentum en coordenadas 
cartesianas,  donde los vetores unitarios  xˆ, yˆ determinan un plano que corresponde a 
1 Tambie´n es llamada  advectiva, substancial o material 
2 Esto  no implica directamente que  dρ = 0, de por medio hay consideraciones  termodinamicas 
dt
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2 
la superficie del mar en reposo (se ignora la curvatura de la Tierra),  y de conservacio´n 
de la masa se reducen a 
 
 
 
Ecuacion Hidrodinamica  Ideal 
 
∂u ρ ∂t = −∇p −  ρgzˆ  
 
(B.16) 
 
∇ · u = 0 
 
 
 
 
donde zˆ   es un  vector  unitario  opuesto  a la direccion local de la gravedad.  El 
rotacional  de la ecuacion de momentum  es cero: 
∂∇ × u 
= 0 (B.17) ∂t
 
 
por tanto  si la vorticidad  es cero inicialmente o en cualquier instante, seguir siendo 
cero en el trancurso  del tiempo. Lo cua nos permite representar  la velocidad con una 
velocidad potencial φ por medio de un gradiente  espacial 
 
u = ∇φ (B.18) 
 
  ∂φ 
u = , ∂x
 
∂φ   ∂φ   
, ∂y  ∂z
 
Un flujo que satisface esta relacion es llamado  un flujo  potencial. Por  la imcom- 
presibilidad 
∇ · u = ∇ · (∇φ) = ∇2φ = 0 (B.19) 
 
De esta manera  la ecuacion de movimiento dentro  del fluido se reduce a la solucio´n 
de la ecuacio´n de  Laplace 
 
 
 
Ecuacion de Laplace 
 
∇ φ = 0 
 
 
(B.20) 
 
 
 
 
La cual no es una ecuacion de onda,  ser la condicion de frontera  quien nos de 
las ondas gravitacionales  de superficie. La dina´mica de estas ondas se encuentra  en 
la supeficie. 
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✟ 
2 
∇  · ∇ 
∇ 
✟ ✟ ✟ 
P 
∇ 
En la ecuacio´n (B.16) si la densidad  constante  es absorbida  en la presion, podemos 
escribir ∂u 
∂t = −∇(p + gz) (B.21) 
Si en la tercera  componente  remplazamos la velocidad potencial 
 
∂ ∂φ ∂(p + gz) 
= −  ∂t ∂z ∂z
 
 
 
 
 
para  las tres componentes 
 ∂     ∂φ 
∂z ∂t 
 
+ p + gz = 0 
  ∂φ 
+ p + gz ∂t
 
 
= 0 (B.22) 
por tanto  el interior  del pare´ntesis es igual a una constante  3 , podemos elegir 0 
 
 
 
Ecuacion Lineal de Bernoulli 
 
∂φ 
+ p + gz = 0 ∂t
 
 
 
(B.23) 
 
 
 
 
B.2.1. Condiciones de  frontera 
 
 
 
 
∂ ω = Ș(x, y, t) ∂t 
 
P = 0 sobre 
la superficie libre ❍❍❍ 
en la superficie libre ✟ z = Ș(x, y, t) ✟ ✟ ✟ 
 
 
 
 
 
ω = 0 en el 
fondo plano 
z = −H0   
PPPP
 
PP 
P 
 
dentro  se cumple 
la ecuacion de Laplace 
∇ φ = 0 
 
Figura  B.1: Ondas  gravitacionales de superficie. Condiciones  de frontera 
 
3 De no haber ignorado el te´rmino no lineal, se tendr´ıa u2 , en la llamada ecuacion de Bernoulli. 
 
  ∂φ 1 
+ φ φ + p + gz = 0 ∂t 2
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∂t
 
−
Consideremos un oce´ano con un fondo plano en z = −H0  y una superficie libre 
en z = Ș(x, y, t). La condicion de  frontera  en  el fondo es 
 
 
 
∂φ 
w = ∂z = 0 en z = −H0 (B.24) 
 
 
 
Pues no puede haber flujo a trave´s del fondo del oce´ano. En la parte superior hay 
dos condiciones de frontera.  La condicio´n de  frontera cinema´tica indica que las 
part´ıculas de fluido en la superficie libre deben permanecer  en la superficie 
 
d 
dt (z −  Ș(x, y, t)) = 0 
 
∂ d 
w ∂z z −  Ș(x, y, t) = 0 dt
 
  ∂ 
w Ș(x, y, t) + u Ș = 0 ∂t
 
 
  ∂ 
w −  Ș(x, y, t) + ∇φ · ∇Ș
 
 
= 0 (B.25) 
 
El  estado  de reposo corresponde  a φ = Ș = 0, aqu´ı  la superficie libre  es plana, 
y el campo  de velocidades se desvanece.  Supongamos  que las ondas  presentes  son 
muy pequen˜as. Con esto las ecuaciones representan un ligero alejamiento  del estado 
de reposo. Por  esto φ y Ș son muy  pequen˜os, y los te´rminos proporcionales  a los 
produtos  de φ y Ș son ignorados en comparacio´n a te´rminos que solo contienen  un 
factor de φ y Ș. Esto linealiza la expresio´n (B.25), quedando 
 
 
 
∂ 
w = Ș(x, y, t) en z = Ș(x, y, t) (B.26) ∂t
 
 
 
 
La condicion de  frontera dina´mica establece que la presion debe ser continua 
en la superficie libre 
 
p = pa en z = Ș(x, y, t) (B.27) 
 
 
donde pa  es la presio´n atmosfe´rica, al considerar  cero la densidad  del aire, tenemos 
para  ondas libres 
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2 
 
 
p = 0 en z = Ș(x, y, t) (B.28) 
 
 
 
Ahora juntamos  las ecuaciones (B.20) y (B.23) 
 
∇ φ = 0 en −  H0  < z < Ș(x, y, t) (B.29) 
 
∂φ 
∂t + p + gz = 0 en −  H0  < z < Ș(x, y, t) (B.30) 
y sus condiciones de  frontera 
 
 
w = 
 
∂φ 
 
 
∂φ 
∂z (x, y, −H0, t) = 0 (B.31) 
 
∂ (x, y, Ș(x, y, t)) = ∂z
 
Ș(x, y, t) (B.32) ∂t
 
p = 0 en z = Ș(x, y, t) (B.33) 
 
Este problema lineal determina  por completo φ y Ș. Aplicamos (B.30) en la superficie, 
para  esto remplazamos  (B.33) en (B.30). 
 
∂φ (x, y, 0, t) + gȘ(x, y, t) = 0 (B.34) ∂t
 
 
∂z Derivando  (B.30) respecto  al tiempo,  aplicando
 
este te´rmino 
= w y remplazando  (B.32) en ∂t
 
∂2 φ ∂φ 
∂t2 (x, y, 0, t) + g ∂z (x, y, 0, t) = 0 (B.35) 
Veamos para  (B.29) soluciones de la forma 
 
φ(x, y, z, t) = F (z) sin(kx + ly −  ωt) (B.36) 
 
donde k y l son constantes  arbitrarias, F (z) ser 
a determinar. Remplazando  en (B.29) 
determinada y ω es una constante 
 
 
 
 
 
La solucio´n es de la forma 
2F  2 
dz2   
= K
 
 
F (B.37) 
 
F (z) = C1 cosh(K (z + H0)) + C2 sinh(k(z + H0))  (B.38) 
Remplazamos  en φ(x, y, z, t) 
φ(x, y, z, t) = [C1 cosh(K (z + H0)) + C2 sinh(k(z + H0))] sin(kx + ly −  ωt)  (B.39) 
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g 0 
y esto a su vez es aplicado  en la condicion de frontera  de fondo (B.31).  Se tiene 
C2  = 0. 
φ(x, y, z, t) = [C1 cosh(K (z + H0))] sin(kx + ly −  ωt) (B.40) 
 
Finalmente  al remplazar  en (B.35) se ve que ω cumple la relacio´n 
 
 
 
Relacion de Dispersio´n 
 
 
ω2 = gK tanh(K H0) 
 
 
(B.41) 
 
 
 
Hallamos Ș remplazando  φ en (B.34) 
 
1 ∂φ Ș = −  g ∂t (x, y, 0, t) = 
ωC1 
cosh(K H ) cos(kx + ly −  ωt) (B.42) 
 
y con la velocidad potencial φ, calculamos u = (u, v, w) 
 
u = kC1 cosh(K (z + H0)) cos(kx + ly −  ωt) (B.43) 
 
v = lC1 cosh(K (z + H0)) cos(kx + ly −  ωt) (B.44) 
w = K C1 sinh(K (z + H0)) sin(kx + ly −  ωt) (B.45) 
donde K = (k, l) es el vector de  onda, y su mo´dulo es |K |  = K  = √ k2 + l2. La 
frecuencia angular  esta´ determinada por la relacion de  dispersion 
 
ω = pg |K | tanh(|K | H0)  (B.46) 
 
 
con lo cual la rapidez de  fase  de  la  onda es 
 
 
 
Rapidez de Fase 
 
ω q   
 
 
(B.47) 
c = = 
|K | 
g |K |−1 tanh(|K | H0) 
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Ape´ndice  C 
 
 
 
Aguas someras. Maremotos 
 
 
 
 
En  la  ecuacio´n hidrodinamica  ideal  (B.16),  escribimos  las  componentes  de  la 
conservacion del  momentum, donde  la densidad  constante  es absorbida  en la 
presion 
 
∂u ∂p 
∂t = −  ∂x 
 
(C.1a) 
 
∂v ∂p 
∂t = −  ∂y 
 
(C.1b) 
 
 
 
 
 
y la conservacion de  la  masa 
∂w ∂p 
∂t = −  ∂z 
−  g (C.1c) 
 
∂u ∂v ∂w 
+ + ∂x ∂y ∂z
 
 
= 0 (C.1d) 
 
En la condicion de aguas someras hay dos aproximaciones,  la primera: 
 
La aceleracio´n en la vertical ∂w/∂t se considera muy pequen˜a, y se omite. 
 
 
Quedando  de (C.1c) 
 
 
 
Ecuacion Hidrostatica 
 
∂p 
∂z = − g 
 
 
(C.2) 
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Integrando  desde un punto (x, y, z) hasta  un punto en la superficie (x, y, Ș(x, y)), 
siendo p = 0 en la superficie 
 
0 −  p(x, y, z) = − g(Ș(x, y) −  z) (C.3) 
 
 
con lo que la presio´n est determinada por el peso de la columna de l´ıquido sobre el 
punto.  Remplazando  en las ecuaciones de conservacion del momentum 
 
∂u ∂Ș 
∂t = − g ∂x 
 
(C.4a) 
 
∂v ∂Ș 
∂t = − g ∂y 
 
(C.4b) 
 
 
 
 
 
La segunda aproximacio´n: 
∂u ∂v ∂w 
+ + ∂x ∂y ∂z
 
 
= 0 (C.4c) 
 
Las componentes  de la velocidad u y v son independientes  de z. 
Se dice que el movimiento del fluido es columnar. 
 
C.1. Condiciones de  Frontera 
 
La condicion de frontera cinema´tica en el fondo indica que las part´ıculas de 
fluido en el fondo z = −H deben permanecer en el fondo, el cual no es necesariamente 
plano H = H (x, y) 
d 
dt (z −  (−H )) = 0 
d 
dt 
aplicando la derivada  lagrangiana 
d (z) = −  dt 
 
(H ) 
 
∂ 
w dz z = −  
∂ ∂ 
u H + v H 
dx dy
 
 
 
∂ ∂ 
w = −  u H + v H dx dy
 
en z = −H (x, y) (C.5)
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La condicion de frontera cinema´tica en la superficie indica que las part´ıcu- 
las de fluido en la superficie z = Ș(x, y, t) deben permanecer  en la superficie 
d 
dt (z −  Ș(x, y, t)) = 0 
 
∂ d 
w ∂z z −  Ș(x, y, t) = 0 dt
 
 
 
  ∂ ∂ 
w = Ș + u ∂t ∂x
 
∂ Ș + v Ș ∂y
 
 
en z = Ș(x, y, t) (C.6) 
 
 
 
y la condicion de  frontera dina´mica  en  la  superficie indica que la presio´n 
es constante  y cero: P = 0 
 
 
 
p = 0 en z = Ș(x, y, t) (C.7) 
 
 
 
Integramos  la conservacio´n  de la masa (C.4c)  desde el fondo z = −H  hasta  la 
superficie z = Ș Z Ș     ∂u ∂v 
+ ∂x ∂y −
 
∂w   
+ ∂z
 
 
dz = 0 
Z Ș    ∂u Z Ș dz + ∂v 
Z Ș
 
dz + ∂w dz = 0 
−H ∂x −H ∂y − ∂z 
alplicando la regla integral  de Leibniz 1 
 
∂  Z Ș 
∂x   −H 
∂  Z Ș 
+ ∂y −H 
 ∂Ș 
udz −  u(z=Ș) ∂x 
 
 ∂Ș 
vdz −  v(z=Ș) ∂y 
∂H −  u(z=−H )  ∂x 
∂H −  v(z=−H )  ∂y 
+w(x, y, Ș) −  w(x, y, −H ) = 0 
 
remplazando  en w las condiciones de  frontera cinema´ticas de fondo y superficie 
se cancelan te´rminos, quedando 
 
∂Ș ∂ 
+ ∂t ∂x
 
 
1 
Z Ș 
udz + 
−H 
∂  Z Ș 
∂y −H 
 
 
vdz = 0 (C.8) 
∂  Z b(x) 
∂x   a(x) 
 
U (x, z)dz = 
Z b(x) 
 
a(x) 
∂ U (x, z)dz + U (x, b(x)) ∂x
 
∂b(x) 
∂x 
 
−  U (x, a(x)) ∂a(x) ∂x 
74  
 
definimos un flujo  de  descarga M y N y una velocidad promedio u¯ y v¯ 
Z Ș 
M = udz = u¯(Ș + H ) (C.9) 
−H 
Z Ș 
N = vdz = v¯(Ș + H ) (C.10) 
−H 
y la conservacion de  la  masa junto  con las condiciones de frontera  nos dan 
 
∂Ș ∂ 
+ M + ∂t ∂x
 
∂ N = 0 (C.11) ∂y
 
 
Integramos  la conservacion del  momentum (C.4a)  y (C.4b)  desde el fondo z = 
−H hasta  la superficie z = Ș 
 
∂M ∂Ș 
∂t  = − g(Ș + H ) ∂x 
 
∂N  ∂Ș 
∂t = − g(Ș + H ) ∂y 
 
(C.12) 
 
 
(C.13) 
Finalmente  tenemos las ecuaciones de aguas someras integradas 
 
∂Ș ∂ 
+ M + ∂t ∂x
 
∂ N = 0 (C.14) ∂y
 
∂M ∂Ș 
∂t  = − g(Ș + H ) ∂x 
∂N  ∂Ș 
∂t = − g(Ș + H ) ∂y 
 
(C.15) 
 
 
(C.16) 
 
 
Las cuales resuelve el modelo nume´rico TUNAMI en coordenadas esfe´ricas (Goto 
y Ogawa, 1997) 
∂Ș 1    ∂ 
+ M + ∂t R cos ϕ  ∂Ȝ
 
∂ (N cos ϕ) ∂ϕ
 
 
= 0 (C.17) 
∂M  
= 
− g(Ș + H ) ∂Ș
 
 
(C.18) ∂t R cos ϕ  ∂Ȝ
 
∂N  
= 
− g(Ș + H ) ∂Ș
 
 
(C.19) ∂t R ∂ϕ
 
Donde  R  es el radio  de la Tierra,  Ȝ  es la coordenada  longitud  y ϕ  es la coorde- 
nada  latitud. Para  aguas someras la longitud  de onda es grande  comparada  con la 
profundidad,  es decir 
Ȝ     H0 
H0 1 Ȝ
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× −
 
 
 
 
 
tenemos de (B.47) 
1    |K | H0  (C.20) 
tanh(|K | H0 ) ≈  |K | H0 
 
 ω 
c = 
|K | 
q  
 
= g |K |−1 tanh(|K | H0 ) ≈  
q  
 
g |K |−1 (|K | H0) 
 
 
Rapidez de Fase en Aguas Someras 
 
ω 
 
 
(C.21) 
c = 
|K | 
≈  
p
gH0 
 
 
 
 
 
C.2. Aceleracio´n  de  Coriolis 
 
En cuanto  a la Aceleracio´n  de Coriolis, tenemos  la ecuacio´n  de  momentum 
general (B.12) (Pedlosky,  2003 y Holton, 2004) 
 
  
du ρ 
dt
 
 
+ βΩ × u 
 
= −∇p + ρg + µ∇2u + ț∇(∇ · u)  (C.22) 
 
donde  
du 2 Da u = + βΩ u Ω R  (C.23) dt
 
es llamada  derivada temporal absoluta (Holton,  2004), es decir respecto  de un 
sistema de referencia inercial. Ω es la velocidad angular  de rotacion  de la Tierra.  La 
fuerza centr´ıfuga Ω2R se encuentra  combinada  en ρg. 
El  te´rmino  de rotacion  de la Tierra  βΩ × u no se consider para  el caso de las 
ondas gravitacionales  de superficie, ahora veamos sus componentes. En coordenadas 
esfe´ricas, xˆ y yˆ determina  la direccio´n este y norte  sobre la superficie de la Tierra 
respectivamente, y zˆ  determina  la direccio´n radial,  vertical.  Siendo 
 
Ω = 0 xˆ + Ω cos ϕ yˆ + Ω sin ϕ zˆ  
 
 
u = u xˆ + v yˆ + w zˆ  
 
g = − gzˆ  
76  
donde ϕ es la latitud, las componentes  de βΩ × u son 
 
(βΩ × u)x = βΩw cos ϕ −  βΩv sin ϕ                            (C.24a) 
(βΩ × u)y = βΩu sin ϕ                                                  (C.24b) 
(βΩ × u)z = − βΩu cos ϕ                                               (C.24c) 
Las componentes  de la ecuacion general (C.22),  son las componentes  de la 
ecuacion hidrodina´mica  ideal (B.16), ma´s las componentes  de βΩ × u 
 
 
 
∂u ∂p 
∂t = −  ∂x 
−  βΩw cos ϕ + βΩv sin ϕ  (C.25a) 
 
∂v ∂p 
∂t = −  ∂y 
−  βΩu sin ϕ  (C.25b) 
 
∂w ∂p 
∂t = −  ∂z 
+ βΩu cos ϕ −  g (C.25c) 
En la direccion xˆ, el orden de magnitud  de w es 10−3  veces el de v y tambie´n el 
de (∇p)x, por lo cual se ignora el te´rmino que contiene w. En la direccion zˆ, el orden 
de magnitud  de βΩu cos ϕ es 10−4  veces el de (∇p)z  y tambie´n el de ρg, por lo cual 
se ignora la componente  (βΩ × u)z . Nos queda 
 
 
∂u ∂p 
∂t = −  ∂x 
 
+ βΩv sin ϕ  (C.26a) 
 
∂v ∂p 
∂t = −  ∂y 
−  βΩu sin ϕ  (C.26b) 
 
∂w ∂p 
∂t = −  ∂z 
−  g (C.26c) 
f ≡  βΩ sin ϕ es el para´metro de Coriolis, proporcional al seno de la latitud 2 . Con 
 
2  Representamos la velocidad en la horizontal como V = (u, v). Con esto el te´rmino de rotacion 
de la Tierra  en (C.22) tiene la forma 
 
βΩ × u = f zˆ  × V (C.27) 
 
zˆ  es un vector  unitario en direccion radial  (vertical). 
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esta notacio´n las ecuaciones (C.26a),  (C.26b) y (C.26c) quedan 
 
∂u ∂p 
∂t = −  ∂x 
 
+ f v (C.28a) 
 
∂v ∂p 
∂t = −  ∂y 
−  f u (C.28b) 
 
∂w ∂p 
∂t = −  ∂z 
−  g (C.28c) 
 
y la conservacion de  la  masa mantiene  su forma 
 
∂u ∂v ∂w 
+ + ∂x ∂y ∂z
 
 
= 0 (C.28d) 
 
Siguiendo las condiciones de frontera de aguas someras desarrolladas en C.1 tenemos 
las ecuaciones de aguas someras, con el te´rmino de Coriolis, integradas 
 
∂Ș ∂ 
+ M + ∂t ∂x
 
∂ N = 0 (C.29) ∂y
 
∂M ∂Ș 
∂t  = − g(Ș + H ) ∂x 
 
+ f N (C.30) 
∂N  ∂Ș 
∂t = − g(Ș + H ) ∂y 
 
−  f M (C.31) 
 
 
Las cuales, en coordenadas  esfe´ricas,  resuelve el modelo nume´rico  del presente 
trabajo. 
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Ape´ndice  D 
 
 
 
Esquema del  modelado nume´rico 
 
 
 
 
 
D.1. Me´todo  de  diferencias finitas 
 
Iniciamos  el tema  con un  ejemplo (Strikwerda,  2004). Definimos una  grilla de 
puntos  en el plano  (t, x).  Sean h  y k nu´meros  positivos,  la grilla sera´  los puntos 
(tn , xm )  = (nk, mh)  para  enteros  arbitrarios n  y m.  Para  una  funcion v definida 
sobre la grilla escribimos vn para valores de v en el punto  (tn , xm ). Tambie´n usamos 
la notacio´n un para u(tn , xm ) donde u est definida en (t, x). El conjunto  de puntos 
(tn , xm )  para  un  valor  fijo de  n  es llamado  nivel de   grilla n.  El  intere´s  es en 
valores  pequen˜os de h  y k, los cuales  tambie´n son representados como ∆x y ∆t 
respectivamente. La idea de las diferencias finitas  es reemplazar  las derivadas  por 
diferencias. Hay muchas formas, por ejemplo 
 
∂u 
∂t (tn , xm ) ' 
' 
u(tn + k, xm ) −  u(tn , xm ) 
k 
u(tn + k, xm ) −  u(tn −  k, xm ) 
2k 
 
 
(D.1) 
Vemos que son aproximaciones va´lidas al ver las formulas 
 
∂u (t, x) = l´ım ∂t İ→0
 
 
= l´ım İ→0
 
u(t + İ, x) −  u(t, x) 
İ 
u(t + İ, x) −  u(t −  İ, x) 
2İ 
 
 
 
(D.2) 
que  relacionan  la  derivada  a  los valores  de  u.  Formulas  similares  aproximan  las 
derivadas  respecto a x. Por ejemplo para  la siguiente ecuacio´n 1 
 
ut + aux   = 0 (D.3) 
 
1 
 
Ecuaciones diferenciales parciales hiperbolicas  Como prototipo de ecuacio´n hiperbolica  te- 
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usando estas aproximaciones obtenemos los siguientes esquemas de diferencias finitas: 
 
vn+1 n n n
 
 m     −  vm  + a vm+1  −  vm 
 
= 0 (D.4) k h
 
 
vn+1 n n n
 
 m     −  vm  + a vm  −  vm−1 
 
= 0 (D.5) k h
 
vn+1 n n n
 
 m     −  vm  + a vm+1  −  vm−1 
 
= 0 (D.6) k
 
vn+1
 
2h
 
n−1 n n 
 m     −  vm     + a vm+1  −  vm−1 
 
= 0 (D.7) 2k 2h
 
Al esquema (D.4) nos referimos como el esquema hacia adelante en  el tiempo y 
hacia adelante en el espacio, de manera similar (D.5) es adelante en el tiempo 
y hacia atra´s en  el espacio, (D.6) es adelante en  el tiempo y centrado en  el 
espacio. EL esquema (D.7) es llamado el esquema leapfrog. 
 
nemos 
 
 
ut + aux = 0 
 
donde  a  es una  constante, t representa el tiempo,  y x  representa la variable  espacial.  El 
sub´ındice denota  la diferenciacio´n, por ejemplo ut = ∂u/∂t. Asignamos u(t, x) en un tiempo 
inicial, que tomamos  como 0, u0 (x) para  todos los nu´meros reales x, y deseamos determinar 
los valores  de u(t, x)  para  valores  positivos  de t.  Esto  es llamado  un problema de  valor 
inicial. 
Por inspeccion observamos  que la solucio´n es 
 
u(t, x) = u0 (x −  at) 
 
de hecho se puede probar  que es la u´nica solucio´n. 
La solucion nos dice dos cosas. Primero,  la solucio´n en cualquier  tiempo  t0 es una  copia de 
la funcion  original,  pero  desplazada a la derecha,  si a es positivo  o hacia  la izquierda  si a 
es negativo,  una  cantidad |a| t0 . Otra  forma de decirlo es que la solucio´n  en (t, x) depende 
solo de los valores  de ȟ = x −  at.  Las l´ıneas  en el plano  (t, x)  donde  x −  at  es constante 
son llamadas  caracter´ısticas. El parametro a es llamado la rapidez de  propagacion a lo 
largo de la caracter´ıstica. As´ı la solucio´n de nuestra ecuacio´n hiperbolica  se puede considerar 
una onda con rapidez  a sin cambio de forma. 
Segundo,  mientras que  la  ecuacio´n diferencial  parcial  hiperbolica  tiene  sentido  solo si es 
diferenciable, la solucion no requiere ser diferenciable en u0 . En general se permiten  soluciones 
discontinuas para  problemas  hiperbolicos. 
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+ a
 
t ≈
D.2. Consistencia 
 
 
Veamos cuan bien se aproxima  un esquema, por ejemplo 
 
un+1 n n n
 
  k      −  uk 
∆t 
uk+1 −  uk 
∆x 
 
= 0 (D.8) 
 
a la solucion de la ecuacion diferencial parcial 
vt  + avx  = 0 (D.9) 
Para  llegar al esquema de diferencias (D.8), se ha usado la aproximacion 
 
un+1 un
 
v (n∆t, k∆x)   k      −  k ∆t
 
 
usando la expansion de Taylor vemos que 
 
vn+1
 
 
 
 
∂v ∆t 
k = v(k∆x, (n + 1)∆t) = v(k∆x, n∆t) + ∂t (k∆x, n∆t) 1! 
 
 
 
 
con esto 
 
∂2v 
+ ∂t2 
 
 
(k∆x, n∆t) 
 
∆t2 
2! 
 
 
+ ... (D.10) 
vn+1 n
 
2    n
 
 k      −  vk ∂v ∆t ∂ v 
=  (k∆x, n∆t) + 
 
+ ... (D.11) ∆t ∂t 2 ∂t2 k 
generalmente  se escribe con la notacio´n O 
 
vn+1 n
 
 k      −  vk 
∆t 
∂v 
= ∂t (k∆x, n∆t) + O(∆t)  (D.12) 
Donde O(∆t) es una cantidad  finita que representa  lo que no estamos considerando 
un+1 un
 
al remplazar  vt  por   k      
−  k 
. Con el mismo procedimiento  puede mostrarse  que ∆t
 
vn n
 
k+1 −  vk 
∆x 
∂v 
=  (k∆x, n∆t) + ∂x
 
O(∆x)  (D.13) 
Regresando a la ecuacion (D.9), vemos que: el esquema de diferencias aproxima a la 
ecuacion diferencial parcial 
 
vn+1 vn vn vn
 
vt  + avx  =  
 k      −  k  + a ∆t
 
k+1 −  
∆x 
k  + O(∆t) + O(∆x) (D.14) 
 
Esto no indica cuan bien la solucion de la ecuacio´n de diferencias se aproximar 
 
a la 
solucion de la ecuacio´n diferencial parcial. Esto se ver luego, lo que hasta este punto 
se puede decir es que la solucio´n del esquema de diferencias en general se aproximara´ 
a la solucion de la ecuacion diferencial parcial en el mismo orden que el esquema de 
diferencias aproxima  a la ecuacion diferencial parcial. 
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D.3. Convergencia 
 
 
Los esquemas de diferencias finitas como los mostrados  (Thomas,  1995), se uti- 
lizan por aproximarse  a las soluciones de determinadas ecuaciones diferenciales par- 
ciales. Lo que se busca es que esta aproximaxion sea al nivel de precision que se elija. 
Consideremos la ecuacio´n diferencial parcial 
 
Lv = F (D.15) 
 
donde  las funciones v y F  estan  definidas  en todos  los reales y con la condicion 
inicial v(x, 0) = f (x).  Asumimos que obtenemos una solucio´n aproximada  (a partir 
de un esquma de diferencias finitas que designamos como Ln , donde n corresponde 
al escalon de tiempo y k al punto  espacial de la grilla) al problema,  un el cual esta´ 
definido en una grilla (con un espaciado en las grillas de ∆x y ∆t) y se satisface la 
condicion inicial u0 = f (k ∆x), k = −∞ , ..., ∞ . Sea v la solucion exacta  a nuestro 
problema de valor inicial. Entonces  podemos definir: 
 
Definicion 1. Convergencia Un esquema de diferencias Ln un = Gn que se apro- k    k k 
xima a la ecuacion diferencial Lv = F  es un esquema convergente adecuado si 
para cualquier x y t, mientras  (k ∆x, (n + 1)∆t) converge a (x, t), un converge 
a v(x, t) mientras  ∆x y ∆t convergen a 0. 
 
Sea un = (..., un , un , un , ...) y vn = (..., vn , vn , vn , ...), donde vn es el vector de los −1 0 1 −1 0 1 
valores de la solucion evaluada  en los puntos  de la grilla, v(k ∆x, n∆t). Damos una 
definicion en te´rminos de la norma de la diferencia entre  la solucion de la ecuacio´n 
diferencial parcial y la solucion de la ecuacio´n de diferencias. 
 
Definicion 2. Convergencia Un esquema de diferencias Ln un = Gn aproximando- k    k k 
se a la ecuacio´n  diferencial parcial  Lv = F  es un esquema convergente  en el 
tiempo t si, conforme (n + 1)∆t → t, 
 
 
 
 
mientras  ∆x → 0 y ∆t → 0 
  un+1 −  vn+1   → 0 (D.16) 
 
Discutimos cuan ra´pido la solucio´n de la ecuacion de diferencias converge a la solucio´n 
de la ecuacio´n  diferencial  parcial,  definiendo el orden  de convergencia  (p, q) como 
sigue 
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Definicion. Orden de  convergencia Un esquema de diferencias Ln un = Gn apro- k    k k 
ximandose a la ecuacio´n diferencial parcial Lv = F es un esquema convergente 
de orden (p, q) si para  todo t, conforme (n + 1)∆t converge a t, 
 
  un+1 −  vn+1   = O(∆xp ) + O(∆tq ) (D.17) 
 
mientras  ∆x → 0 y ∆t → 0. 
 
Recordar  que O involucra una constante,  es la forma breve de decir: hay una cons- 
tante  C tal que ||un+1  −  vn+1 || ˺  C (∆xp + ∆tq ). 
 
 
 
D.4. Estabilidad 
 
Si escribimos el esquema de diferencias como (asumiendo que trabajamos con un 
esquema de dos niveles 2  y una ecuacio´n diferencial parcial de primer orden respecto 
a t) 
 
 
 
donde 
un+1  = Qun + ∆tGn  (D.18) 
un = (..., un , un , un , ...) −1 0 1 
 
Gn = (..., Gn 
 
, Gn , Gn , ...) −1 0 1 
y Q es un operador  actuando  en el espacio apropiado,  definimos la consistencia. 
 
Definicion. Consistencia  Un esquema de diferencias (D.18) es consistente, en una 
norma 3  , con la ecuacio´n diferencial parcial si la solucion de la ecuacion dife- 
rencial parcial v satisface 
vn+1 = Qvn + ∆tGn + ∆tĲ n (D.24) 
 
2 Dos niveles de tiempo,  en este caso n + 1 y n 
3  cuando  trabajamos con espacios  de dimensiones  finitas  usamos  ya sea el esapcio Euclidiano 
real  RN    o el espacio  Euclidiano  complejo  CN , para  algu´n  N . En  el espacio  dimesional  finito  la 
norma  es la norma  Euclidiana v
 u N 
||u||2  = 
uX 
|uk | 
 
(D.19) 
k=1 
En espacios secuenciales de dimensiones  infinitas  usamos el espacio real y compejo `2 
 
`2  = 
(
 
 
u = (..., u−1 , u0 , u1 , ...) : 
∞ ) X 
|uk |
2  < ∞  
 
(D.20) 
 
con norma 
 
 
v 
u 
||u||2  = 
u
 
 
 
∞ X
 
 
k=−∞ 
k=−∞ 
 
 
|uk | 
 
 
 
(D.21) 
Finalmente, cuando tomemos transformadas, utilizamos  el espacio lineal infinito de valores comple- 
83  
y 
||Ĳ n || → 0 (D.25) 
 
mientras  ∆x → 0 y ∆t → 0, donde  vn  denota  el vector  cuya  componente 
k e´sima es v(k∆x, n∆t). 
 
 
Definicion. Orden de  precisio´n  El esquema de diferencias (D.18) se dice que es 
de precisio´n de orden (p, q) respecto de la ecuacio´n diferencial parcial dada si 
 
||Ĳ n || = O(∆xp ) + O(∆tq ) (D.26) 
Nos referimos a Ĳ n como el error de truncamiento. 
 
Definicion. Estabilidad  Un esquema de diferencias de dos niveles 
 
un+1 = Qun , n ˻  0 (D.27) 
 
se dice que es estable con respecto a la norma ||.||, si existen constantes positivas 
∆x0 y ∆t0 , y constantes  no negativas  K y ȕ tal que 
 
  un+1   ˺  K exp(ȕt)  u0   (D.28) 
 
para  0 ˺  t = (n + 1)∆t, 0 < ∆x ˺  ∆x0 y 0 < ∆t ˺  ∆t0 
 
Notemos que la estabilidad  permite a la solucion crecer. Se debe notar que la solucio´n 
puede crecer con el tiempo, no con el nu´mero de pasos de tiempo. Se ha definido la 
estabilidad  para  esquemas de diferencias homoge´neos, la cual se utiliza para  probar 
la estabilidad  del esquema de diferencias nohomoge´neo al cual est asociado. 
 
Teorema de  equivalencia de  Lax  Un esquema de diferencias de dos niveles con- 
sistente  para  un problema  de valor inicial bien planteado  es convergente  si y 
solo si este es estable. 
jos, funciones cuadrado integrables  de Lebesgue, L2 (R) 
 
 
 
 
con norma 
 
 
L2 (R) = 
 
v : R → C : 
 
 
sZ 
Z 
2 
|v(x)| 
R 
 
 
2 
 
dx < ∞  
 
 
(D.22) 
||v||2  = |v(x)| 
R 
dx  (D.23) 
 
En todos los casos en adelante puede omitirse  el sub´ındice 2 de la norma. 
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Teorema de  Lax  Si un esquema de diferencias de dos niveles 
 
un+1 = Qun + ∆tGn 
 
es de orden de precision (p, q) en la norma ||.|| para un problema de valor inicial 
con frontera  bien planteado  que es estable  respecto  a la norma  ||.||, entonces 
es convergente de orden (p, q) con respecto a la norma ||.||. 
 
Un problema de valor inicial est 
condiciones iniciales. 
bien planteado  si depende continuadamente de sus 
 
 
 
D.5. Ana´lisis  de  estabilidad 
 
 
Sea el problema de valor inicial 
 
vt  = vxx  , x ∈ R , t > 0 (D.29) 
 
v(x, 0) = f (x) , x ∈ R                                         (D.30) 
definimos la Transformada de Fourier discreta  para nuestra  solucio´n del esquema de 
diferencias correspondiente  u: 
Transformada de  Fourier discreta la transformada de Fourier de u en `2  es una 
funcion uˆ en L2[− π, π] definida por 
 
 
 
 
para  ȟ ∈ [− π, π]. 
 
1 
uˆ(ȟ) = 
√
2π 
∞ X
 
 
 
m=−∞ 
 
e−imȟ 
 
 
um  (D.31) 
 
Regresamos de este espacio de funciones transformadas con 
 
1 
um = √ 2 π 
Z 
eimȟ 
−π 
 
uˆ(ȟ)dȟ (D.32) 
Es importante la identidad  de Parseval 
 
||uˆ||2  = ||u||2 (D.33) 
donde la primera  norma es la norma L2  en ȟ ∈ [− π, π] y la segunda es la norma `2. 
Con  esto  y otras  consideraciones  se puede  mostrar  que:  la  secuencia  {un } es 
estable si y solo si la secuencia {uˆn } es estable en el espacio transformado L2([− π, π]). 
Es por este resultado  que de encontrar  la estabilidad  en el espacio de las funciones 
transformadas no es necesario  regresar  a la ecuacio´n original.  Este  aspecto  de la 
transformada de Fourier discreta da facilidad en el ana´lisis de estabilidad  a diferencia 
del caso continuo. 
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Criterio de  estabilidad discreto de  Von Neumann Consideremos  una  expre- 
sion discreta  de Fourier  de la forma 
 
k   = ȟ m eijkπ∆x (D.34) 
 
donde 0 ˺  j ˺  M y el exponente  de ȟ es un exponente  multiplicativo.  Si rem- 
plazamos este modo general de Fourier en un esquema de diferencias obtenemos 
una expresio´n de la forma 
 
k = ȟȟ n eijkπ∆x = ȟn f (r)e ijkπ∆x (D.35) 
 
quedando  
 
ȟ = f (r = ∆x/∆t)  (D.36) 
 
y la condicion necesaria para  la estabilidad  se obtiene  poniendo restricciones 
a r de manera  que |ȟ| ˺  1, evitando  as´ı  que el te´rmino  ȟn  cresca sin l´ımites. 
Con esto vemos que el criterio  discreto  de Von Neumann  es la condicion que 
restringe  un crecimiento  sin l´ımites de los coeficientes de Fourier  finitos para 
cualquier modo. 
 
 
D.6. Ecuaciones hiperbo´licas 
 
Discutiremos  la estabilidad  del esquema de diferencias FTFS  (hacia adelante  en 
el tiempo, hacia adelante  en el espacio) (D.8) 
 
un+1
 
 
n  ∆t n n 
k = uk  −  a ∆x 
 
uk+1 −  uk 
   (D.37)
 
En  la  seccion D.2 se mostro´ que  el esquema  de diferencias  es consistente  con la 
ecuacion diferencial parcial vt + avx  = 0. Reescribimos el esquema con R = a∆t/∆x, 
para  a < 0, 
un+1 n n
 
 
 
Se muestra  que 
k = (1 + R)uk   −  Ruk+1  (D.38) 
 
 
∞ ∞ X X 
 
 
k=−∞ 
 un+1  
2  ˺  (|1 + R| + |R|)2  
 
k=−∞ 
|un |
2 (D.39) 
en te´rminos de la norma `2 
 
n
 
  un+1    2  ˺  K1 ||u ||2 (D.40) 
 
donde K1  = |1 + R| + |R|. Aplicando este proceso n veces ma´s tenemos 
 
n+1 
  
 
0  
 
  un+1    2  ˺  K1 u 2 (D.41) 
86  
Para  la estabilidad  debemos encontrar  un K tal que 
 
(|1 + R| + |R|)n+1  ˺  K  (D.42) 
 
en este caso, elegimos K = 1, y ya que R = a∆t/∆x ˺  0, se llega a − 1 ˺  R ˺  0. 
Con esto se ha provado que el esquema (D.37) es condicionalmente  estable con 
respecto 
a la norma.  Espec´ıficamente encontamos  que la condicion de estabilidad  est 
por − 1 ˺  R ˺  0, or − 1 ˺  a∆t/∆x ˺  0. 
dada 
Si |R| = |a| ∆t/∆x ˺  1, el esquema  de diferencias (D.37) es estable  y consistente 
con la ecuacion diferencial parcial vt  + avx  = 0, y por tanto,  convergente. 
 
 
 
D.7. La  condicion de  Courant-Friedrichs-Lewy 
 
La propiedad u´nica de las ecuaciones hiperbolicas es que debido a la rapidez finita 
de propagacion,  la solucion tiene un dominio finito de dependencia.  Si consideramos 
el problema 
vt  + avx  = 0 , x ∈ R , t > 0 (D.43) 
v(x, 0) = f (x) , x ∈ R (D.44) 
 
con a > 0, sabemos que la solucio´n en el punto (x, y) depende solo de los valores de f 
en el punto  x0  donde x0  = x −  at. El punto  x0  es llamado el dominio de dependencia 
del punto  (x, y). El  dominio de  dependencia del punto  (x, y) es el conjunto  de 
puntos  de los cuales el punto  (x, y) es dependiente. 
En el caso nume´rico, la solucion en un punto (k∆x, (n + 1)∆t) depende de los valores 
de puntos  que se encuentren  un nivel de tiempo  abajo,  dependiendo  del esquema. 
Al seguir descendiendo  en los niveles de tiempo  hasta  alcanzar  el nivel de tiempo 
cero, encontraremos  un  conjunto  de puntos  Dn  de los cuales depende  la solucio´n 
en (k∆x, (n + 1)∆t). Definimos el dominio nume´rico de  dependencia del punto 
(k∆x, (n + 1)∆t), para  un esquema nume´rico determinado, como el intervalo  Dn . 
 
Definicion. Una ecuacion diferencial parcial y un esquema de diferencias asociado 
se dice que satisfacen la condicio´n Courant-Friedrichs-Lewy (CFL)  si el domi- 
nio anal´ıtico  de dependencia  ,Da , est 
dependencia,  Dn . 
contenido  en el dominio nume´rico  de 
 
 
Teorema Satisfacer la condico´n CFL es una condicion necesaria para la convergen- 
cia. 
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La condicon CFL es necesaria pero no suficiente, un esquema puede ser rid´ıculo y 
satisfacer  la condicio´n  CFL.  Esta  condicio´n  debe usarse  cuando  sea lo mejor  que 
se pueda  hacer  en un  determinado  caso, cuando  ya se ha  establecido  una  posible 
convergencia. En cambio, la condicio´n de von Neumann  es una condicion necesaria 
y suficiente para  la convergencia. 
Teorema No hay esquema de diferencias expl´ıcito, consistente e incondicionalmente 
estable para  resolver una ecuacion diferencial parcial hiperbolica. 
 
 
D.8.   Ecuaciones hiprebolicas bidimensionales 
 
 
Como modelo usamos la ecuacio´n escalar 
 
vt  + avx  + bvy = 0 (D.45) 
 
con la condicion inicial  
 
v(x, y, 0) = f (x, y) (D.46) 
 
La solucion esta dada por v(x, y, t) = f (x− at, y− bt). As´ı como el caso unidimensional 
la solucion consiste en trasladar la condicion inicial en la direccion apropiada.  La 
rapidez de propagacio´n en la direccion x es a, y en la direccio´n y es b. 
Sea el esquema de diferencias 
 
un+1
 
 
n n n n n
 
jk = (1 −  Rx(ujk  −  uj−1,k ) −  Ry (ujk  −  uj,k−1))ujk (D.47) 
 
donde Rx   = a∆t/∆x y Ry   = b∆t/∆y. Siguiendo un ana´lisis similar al caso unidi- 
mensional encontramos  que la condicio´n CFL  es una  condicio´n nencesaria  para  la 
convergencia. Para  nuestro  esquema de diferencias la condicon CFL se cumple si 
0 ˺  Rx  ˺  1 y 0 ˺  Ry  ˺  1 (D.48) 
 
es decir  
max {|Rx| , |Ry |} ˺  1 (D.49) 
 
 
D.9. Dispersio´n 
 
Al resolver vt  + avx   = 0 con el esquema (D.37) con ∆x = 0,01 y ∆x = 0,0001 
cumpliendo  que |R| = 0,8 para  niveles de tiempo  cercanos a 10, vemos que la so- 
lucion con ∆x = 0,0001 es ma´s suave y en ambos casos se ve un amortiguamiento 
de la solucio´n. Si aumentamos  los niveles de tiempo  para  la solucion nume´rica, el 
amortiguamiento es au´n mas notorio y hasta  puede llegar a un valor constante.  Este 
error es debido a la disipacion o la dispersio´n. 
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D.9.1. Dispersio´n  y  disipacio´n  en   ecuaciones diferenciales 
parciales 
Al resolver ecuaciones diferenciales parciales vemos que dependen de un te´rmino 
de la forma 
v(x, t) = vˆei(ωt+ȕx)  = vˆeiωt eiȕx  (D.50) 
 
Este te´rmino describe una onda en el espacio y tiempo. La frecuencia angular de 
la onda es ω, el nu´mero de  onda es ȕ y se relaciona con la longitud de  onda Ȝ 
mediante  Ȝ = 2π/ȕ. 
Si consideramos la solucion en las siguientes ecuaciones 
 
 
vt  = Ȗvxx  (D.51) 
 
 
vt  + avx  = 0 (D.52) 
 
vemos que la funcion (D.50) no se puede satisfacer sin una relacion entre ω y ȕ. Esta 
relacion se escribe ω = ω(ȕ) y es llamada  relacio´n de  dispersion (veremos que es 
mas lo´gico llamarla  relacio´n de dispersion-disipacio´n). Si por ejemplo remplazamos 
(D.50) en (D.51), vemos que v es una solucion si ω = iȖȕ2.  Si remplazamos  (D.50) 
en (D.52), vemos que v es una solucio´n si ω = − aȕ. En general existe una realcio´n de 
dispersio´n entre ω y ȕ para que la expresio´n (D.50) satisfaga una ecuacion diferencial 
parcial. 
Si consideramos (D.51) la solucion es 
v(x, t) = vˆe−Ȗȕ2 t eiȕx  (D.53) 
Vemos que la onda no se mueve y decae con el tiempo.  Cuando  ω es imaginario,  la 
solucion o bien crece o decae. Este es el caso de la ecuaciones parabo´licas. 
Si consideramos (D.52) la solucion es 
 
v(x, t) = vˆeiȕ(x−at) (D.54) 
 
En general  vemos que cuando  ω es real, el modo se propaga  con rapidez  −ω/ȕ y 
no decae la amplitud. Notamos que cuando ω es lineal, la rapidez de propagacio´n es 
independiente  de la frecuencia. 
Una de las formas de analizar  una  ecuacion de diferencias la cual buscamos  apro- 
ximar  a la solucio´n de una  determinada ecuacio´n diferencial,  es ver cuan  bien el 
decaimiento  de los modos de Fourier  de la ecuacion de diferencias se corresponden 
con los modos de la ecuacion diferencial parcial. 
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Un esquema es inestable,  si alguno de los modos de Fourier  crece sin l´ımites. Defi- 
nimos la disipacio´n de una solucion de una ecuacion diferencial parcial, en el caso 
de que los modos de Fourier  no crecen con el tiempo  y al menos uno de los modos 
decae. Una ecuacio´n  diferencial es no  disipativa si los modos de Fourier  no dea- 
caen ni crecen. Definimos la dispersio´n de una solucio´n de una ecuacion diferencial 
parcial cuando los modos de Fourier de diferentes longitudes de onda (o nu´meros de 
onda) se propagan  a diferentes rapideces. 
 
 
D.9.2.   Dispersio´n  y disipacion en  ecuaciones de  diferencias 
 
Consideramos  el modo de Fourier  discreto, ana´logo a (D.50), 
 
k  = uˆe 
i(ω(n∆t)+ȕ(k∆x) (D.55) 
 
ω(ȕ)  es llamada  relacio´n  de dispersio´n  discreta.  Notamos  que  si consideramos  la 
transformada de Fourier  discreta,  el te´rmino  eiȕk∆x  de (D.55)  se corresponde  con 
eikȟ . As´ı, considerando 0 ˺  ȕ∆x ˺  π obtenemos informacio´n de los modos presentes 
en la representacio´n con la transformada de Fourier finita de la solucion. 
En general la relacion de dispersion ω = ω(ȕ) ser compleja, por lo que es conveniente 
establecer  ω = α + ib, donde α = α(ȕ)  y b = b(ȕ) se asumen reales. Si insertamos 
ω = α + ib en (D.55) tenemos la forma 
 
k  = uˆe 
i(α(n∆t)+ib(n∆t)+ȕ(k∆x) 
 
 
 
 
Aqu´ı notamos que: 
k  = uˆ(e −b∆t )n eiȕ[k∆x−(−α/ȕ)n∆t] (D.56) 
 
Si b > 0 para algu´n ȕ, entonces la ecuacio´n de diferencias asociada es disipativa. 
 
Si b < 0 para  algu´n ȕ, entonces la solucio´n del esquema crecera´ sin l´ımites (y 
el esquema ser inestable). 
 
Si b = 0 para  todo ȕ, el esquema ser no disipativo. 
 
tambie´n 
 
Si α = 0 para  todo ȕ, no habr propagacio´n de onda. 
 
Si α = 0 para  algu´n ȕ, habra´ propagacion  de onda con rapide´z −α/ȕ. 
 
Si − α/ȕ es una funcion no trivial de ȕ, el esquema ser dispersivo. 
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Disipacion y dispersion del  esquema FTFS Veamos el esquema (D.37) 
 
 
un+1
 
n  ∆t n n 
k = uk  −  a ∆x 
 
uk+1 −  uk 
   (D.57)
 
 
donde tomamos  R = a∆t/∆x y a < 0. Si remplazamos (D.55) y damos forma 
obtenemos 
 
eiω∆t = eiα∆t eib∆t = 1 + R −  R cos ȕ∆x −  iR sin ȕ∆x  (D.58) 
 
 
Disipacion:  
 
e−b∆t  = 
p
(1 + R)2  −  2R(1 + R)cosȕ∆x + R2  (D.59) 
 
 
Para  |R| < 1 notamos  que los modos ȕ = 0 decaen y los ȕ = 0 no deacaen ni 
crecen. Por tanto  el esquema es disipativo. 
Dispersio´n: Dividiendo eiω∆t  entre  e−b∆t  se tiene una expresio´n para  eiα∆t  y 
de aqu´ı resulta 
 
1 α = −  ∆t arctan 
  
R sin ȕ∆x 
1 + R −  R cos ȕ∆x 
 
1 α = −  ∆t arctan 
  
R sin ȕ∆x 
1 + 2R sin2(ȕ∆x/2) 
 
(D.60) 
ya que α es nolineal, el esquema de diferencias es dispersivo. 
 
 
Esquema Leapfrog El esquema de leapfrog para  la ecuacion diferencial parcial 
 
 
vt  + avx  = 0 
 
es de la forma  
 
un+1
 
 
 
n−1 n n 
k = uk  −  R(uk+1 −  uk−1) (D.61) 
 
En  los esquemas  de tres  niveles se construye  un  sistema  de ecuaciones y se 
cumplir el criterio de estabilidad  discreto de Von Neumann  si el autovalor  Ȝ 
de la matriz  de amplificacion cumple |Ȝ| ˺  1. En el esquema (D.61) se tiene 
 
Ȝ± = ± 
q
 
1 −  R2 sin2 ȟ −  iR sin ȟ (D.62) 
 
donde ȟ es la variable de la transformada de Fourier. Vemos que cuando R2  ˺  1, 
se cumple 1 −  R2 sin2 ȟ ˻  0 y |Ȝ| 
lidad discreto de Von Neumann. 
= 1 satisfacie´ndose as´ı el criterio de estabi- 
Disipacion: Usando  los modos de Fourier  se encuentra  que el esquema  de 
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Leapfrog es uno de los pocos esquemas que propaga  la forma de la onda sin 
disipacion. 
Dispersio´n:  El estudio  de la dispersion  depender del esquema.  En  el caso 
de TUNAMI,  la dispersio´n del esquema  de Leapfrog remplaza  la dispersio´n 
f´ısica para  una eleccion adecuada  del grillado espacial (Goto y Ogawa, 1997). 
Esta equivalencia requiere un incremento del grillado espacial conforme la pro- 
pagacion se mantiene  en batimetr´ıas profundas  (el caso transoceanico).  En el 
presente  trabajo  el grillado es constante  por lo cual la equivalencia se estar´ıa 
perdiendo conforme la propagacion  se hace transocea´nica. 
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Ape´ndice  E 
 
 
 
Implementacio´n  de  la  aceleracio´n 
de  Coriolis 
 
 
 
En las ecuaciones (C.29), (C.30) y (C.31) el te´rmino Ș + H ≈  H y se escriben en 
coordenadas  esfe´ricas como (ver las ecuaciones (C.17), (C.18) y (C.19)): 
 
∂Ș 1    ∂ 
+ M + ∂t R cos ϕ  ∂Ȝ
 
∂ (N cos ϕ) ∂ϕ
 
 
= 0 (E.1) 
 
∂M  
=  
− gH
 
∂Ș 
+ f N (E.2) ∂t R cos ϕ ∂Ȝ
 
∂N  − gH ∂Ș 
= −  f M (E.3) ∂t R ∂ϕ
 
con f = βΩ sin ϕ, siendo ϕ la latitud. En te´rminos generales, formamos el esquema 
de diferencias finitas con los siguientes pasos: 
 
Consideramos  en el dominio de discretizacio´n Ȝ = i∆Ȝ, ϕ = j∆ϕ y t = n∆t. 
 
M es derivado respecto a Ȝ y no respecto a ϕ. La derivada  se repesenta  con las 
diferencias hacia adelante  entre puntos  que distan  ∆Ȝ. Este dominio i se hace 
desfasar i + 1/2. Tenie´ndose el esquema para  la derivada 
 
∂M  
= 
Mi+1/2  −  Mi−1/2
 ∂Ȝ  ∆Ȝ
 
 
N es derivado respecto a ϕ y no respecto a Ȝ. La derivada  se repesenta  con las 
diferencias hacia adelante  entre puntos  que distan  ∆ϕ. Este dominio j se hace 
desfasar j + 1/2.Tenie´ndose el esquema para  la derivada 
 
∂N  
= 
Nj+1/2  −  Nj−1/2
 ∂ϕ  ∆ϕ
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Con lo anteriror  Și,j  mantiene  los valores de Mi−1/2,j  y Mi+1/2,j  a sus lados en 
la direccion Ȝ, y los valores Ni,j+1/2  y Ni,j−1/2  a sus lados en la direccion ϕ. As´ı 
los valores Ș estan distanciados  i/2 en cada coordenada  con M y N . 
 
El desfase de n/2 en los niveles de tiempo  para  la derivada  temporal,  corres- 
ponde al esquema de Leapfrog (D.61). 
 
Los te´rminos cos ϕ y sin ϕ son asignados segu´n la latitud ϕj  en la que se en- 
cuentren. 
 
En (E.2), N se toma como N = 
 
4 
 
Ni+1, j+1/2  + Ni+1, j−1/2  + Ni,  j+1/2  + Ni,  j−1/2
 
.
 
Lo que  corresponde  al  promedio  de  los valores  de  N  que  esta´n  cercanos  a
 
Mi+1/2,j . Pues f N se encuentra  en la derivada  temporal  de M . 
 
1 En (E.3), M se toma como M = 
4 
 
Mi−1/2,j  + Mi−1/2,j+1  + Mi+1/2,j  + Mi+1/2,j+1 
 
.
 
Lo que  corresponde  al promedio  de los valores  de M  que  estan  cercanos  a
 
Ni,j+1/2. Pues f M se encuentra  en la derivada  temporal  de N . 
 
Estos  esquemas  de diferencias  finitas  son implementados   como subrutinas en los 
codigos de programacion  del modelo nume´rico. 
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