In this article is presented a dynamical systems framework for analysing multiagent rendezvous problems and characterize the dynamical behaviour of the collective system. Recently, the problem of rendezvous has been addressed considerably in the graph theoretic framework, which is strongly based on the communication aspects of the problem. The proposed approach is based on the set invariance theory and focusses on how to generate feedback between the vehicles, a key part of the rendezvous problem. The rendezvous problem is defined on the positions of the agents and the dynamics is modelled as linear first-order systems. These algorithms have also been applied to non-linear first-order systems.
INTRODUCTION
Recently, there has been considerable interest in multi-agent coordination or cooperative control [1] . This has led to the emergence of several interesting control problems. One such problem is the rendezvous problem. In the rendezvous problem, one desires to have several agents arrive at predefined destination points simultaneously. Cooperative strike or cooperative jamming are two examples of the rendezvous problem. In the first scenario, multiple strikes are executed within a time interval, from different agents firing from different distances and travelling at different speeds. In the second scenario, one or more agents need to start jamming slightly before the strike vehicle enters the danger zone and sustain jamming until strike vehicle exits. In both the scenarios, it is imperative that all the agents act simultaneously else the objective is not fulfilled.
The idea of rendezvous extends beyond just convergence to a static set of destination points or the origin. Rendezvous can also entail formation flying or interception problems where the origin is effectively moving. Interception of incoming ballistic missiles is a rendezvous problem where the origin becomes a moving target and one of the agents is non-cooperating. Formation flying is a type of rendezvous problem where multiple agents must coordinate position and velocity. The docking of two spacecraft is a rendezvous problem that involves the two spacecraft matching both position and velocity with the proper orientation. Air-to-air refueling is another rendezvous problem. Additional applications arise in submersibles where robotic vehicles must converge upon a set location, either moving or stationary.
In the current literature, several researchers have addressed problems related to path planning with timing constraints. In 1963, Meschler [2] investigated a time optimal rendezvous problem for linear timevarying systems. He assumed that both the rendezvous point and rendezvous time are not known a priori and that determining the minimum time at which rendezvous occurred was of interest. In principle, complicated rendezvous problems can be formulated using the optimal control theory [3] and solved numerically. However, for many vehicles, obstacles and threats, the resulting optimization problem becomes quite complicated and the computational time increases very rapidly with problem size. McLain et al. [4, 5] have proposed decomposition methods that break down the monolithic problem into sub-problems that can be solved efficiently in a decentralized manner. Similar decomposition methods have also being proposed in references [6] to [10] that solve path planning problems with timing constraints in a decentralized manner.
The problem of rendezvous has also been addressed as a consensus problem in the graph theoretic framework. Lin et al. [11] apply consensus seeking to a rendezvous problem for a group of mobile autonomous agents, where both the synchronous case and the asynchronous case are considered. The algorithm presented is provably correct, however, it does not address uncertainty in communication or dynamics. Cortes et al. [12] proposed an iterative algorithm with guaranteed convergence and is robust with respect to communication failures. Jadbabaie et al. [13] developed a coordination algorithm based on nearest neighbour rules. Smith et al. [14] solves the rendezvous problem with fixed communication topology based on Euclidian curve shortening methods and is restricted to planar rendezvous. Ren et al. [15] provide a survey of multi-agent coordination problems based on a graph theoretic framework. The strength of the graph theoretic framework is its ability to analyze the communication aspect of the rendezvous problem. Existing methods for solving rendezvous problems can be considered to be a 'bottom-up' approach where proposed local strategies guarantee a desired global behaviour. The work presented here can be considered to be a 'top-down' approach, where the desired globally cooperative behaviour of the system is abstracted as a set invariance behaviour, defined by necessary and sufficient conditions, and then control strategies are determined that satisfy these conditions. Such an abstraction admits a large set of feasible, possibly heterogeneous, local strategies as solutions to the multi-agent rendezvous problem.
In the dynamical systems literature the problem of cooperation and competition has been addressed in the context of cone invariance. The cone is used to define a partial order on the system trajectories, which results in the cooperative or competitive behaviour of the system. In the seminal work by Hirsch [16] [17] [18] [19] [20] [21] on systems of differential equations that are competitive or cooperative, he developed what is known as the monotone dynamical systems theory [22] . He demonstrated that the generic solution of a cooperative and irreducible system of differential equations converges to a set of equilibria. Furthermore, the flow on a compact limit set of an n-dimensional cooperative or competitive system of differential equations is shown to be topologically conjugate to the flow of an n − 1-dimensional system of differential equations, restricted to a compact invariant set. The present authors analyse the problem of rendezvous in this framework and demonstrate that rendezvous of multiple agents is equivalent to the invariance of an appropriately defined cone.
Invariant sets play an important role in many situations when the behaviour of the closed-loop system is constrained in some way. Blanchini [23] provides an excellent survey of set invariant control. Invariant sets that are cones have found application in problems related to areas as diverse as industrial growth [24] , ecological systems and symbiotic species [25] , arms race [26] , and compartmental system analysis [27, 28] . In general, cone invariance is an essential component in problems involving competition or cooperation [22] .
In this article rendezvous problems are formulated as cone invariance problems. Theoretical results on necessary and sufficient conditions for rendezvous are developed in the ellipsoidal cone invariance framework. Similar results have also been developed using polyhedral cones [29] , but is not included in this article. In this article the present authors have focused on the rendezvous problem, defined on the positions of the agents. In the theoretical results presented here, the dynamics of the agents is assumed to be given by first-order linear differential equations. It has also been demonstrated how these results can used to achieve rendezvous for non-linear first-order dynamical systems as well.
The article is organized as follows. First, results are summarized from the theory of cooperative and competitive dynamical systems, and connections with rendezvous problems are established. This is done by interpreting the rendezvous problem in phase plane. Cooperative dynamical systems are monotone dynamical systems, the analysis of which is done in the framework of the set invariance theory. The problem of rendezvous is analysed using invariance of ellipsoidal cones. This is followed by theoretical results and numerical examples.
COOPERATIVE DIFFERENTIAL EQUATIONS
In this section results from the theory of cooperative (or competitive) dynamical systems are briefly summarized. This theory has had some remarkable applications to the biological sciences [22] . Deterministic models of the forṁ
in which x i represents the population density of the ith species and f i (x), x ∈ R n represents the per capita growth rate of the ith species. The relationship between the two species i and j in the model are set by the signs of the partial derivatives ∂f i /∂x j and ∂f j /∂x i . Predator-prey relationships correspond to these derivatives have opposite signs, competitive relationships require both to be negative and cooperative require both to be positive. A system with cooperative and competitive dynamics is therefore symmetric. Such systems are known to generate monotone flows or solutions of the underlying ordinary differential equation. This is a consequence of the well known classical Muller-Kamke theorem [30] [31] [32] .
Monotonicity for ordinary differential equations is expressed in terms of cone invariance as follows. A cone K in R n is a non-empty, closed subset of R n satis-
be an open set, and f : J × D → R n be a locally Lipschitz function, and consider the ordinary differential equatioṅ
Denote by x(t, t 0 , x 0 ), the non-continuable solution of the initial value problem x(t 0 ) = x 0 for t 0 ∈ J . Say that the system in equation (1) is monotone, or order-preserving, if whenever x 0 , x 1 ∈ D satisfy x 0 x 1 and the solutions x(t, t 0 , x 0 ) and x(t, t 0 ,
where K * is the dual cone, which is a set of linear functionals λ ∈ (R n ) * , the dual space of R n , such that λ(K ) 0. In terms of standard inner product on R n , λ(x) can be written as λ(x) = a, x , where a ∈ R n . The vector a canonically identifies K * with a cone in R n , such that a is normal to the supporting hyperplane H of K , and a and K lie in a common half space bounded by H . The connection between cone invariance and monotone dynamical systems is captured by the following result. Proof is in reference [33] .
Theorem 1 [33] Assume f satisfies QM in equation (2) in D, t 0 ∈ J , and
hence system in equation (1) is monotone. Conversely, if system in equation (1) is monotone, then f satisfies QM.
For linear system, it is easy to verify QM and it is equivalent to
where dynamics are assumed to bė
The condition LQM implies that for linear systems A, the following is true
If K = R n + , then it is easy to see by using the standard inner product that K * may be identified with K . By taking φ(x) = e i , x , where e i is the unit vector along x i , and noting that every φ ∈ K * can be expressed as a positive linear combination of these functionals, it is observed that the Kamke condition for it is observed linear system implies A ij 0, i = j. This result can be extended to any polyhedral cone of the type Gx g . For ellipsoidal K = {x ∈ R n : x 2 1 + · · · + x 2 n−1 x 2 n , x n 0}, necessary and sufficient conditions for positive invariance are given by Stern and Wolkowicz [34] . This result can be generalized to any ellipsoidal cone and is the fundamental element of the research presented in this article. The reader is directed towards reference [35] for a detailed treatment of positive linear dynamical systems.
The theory of cooperative and competitive dynamical systems is quite matured and has been successfully applied to model phenomenon in biological sciences, including population biology. The key element in the modelling of these phenomena is the design of the off-diagonal feedback terms (∂f i /∂x j , i = j) in the modelled dynamical system. Competitive and cooperative systems result in symmetric feedback structures, which are shown by the Muller-Kamke condition to generate monotone flows. Conditions of monotonicity are expressed in terms of cone invariance. This enables analysis of cooperative and competitive systems in the framework of the set invariance theory. For a short review on cooperative and competitive systems the reader is directed to reference [36] .
In this article, spatio-temporal motion planning problems such as rendezvous of multiple agents in this framework are analysed. In such problems, the trajectories of the system are constrained in both time and space. In the next section, the present authors interpret the problem of rendezvous in phaseplane and establish connections between cooperative dynamical systems and spatio-temporal planning. The key element in establishing this connection is the identification of the cone K , the invariance of which will result in the rendezvous of multiple agents. As will be seen in the next section, K can be easily identified when rendezvous of multiple agents is interpreted in the phase-plane.
In the research work presented, it is assumed that the vehicles are point models and therefore collision avoidance is not an issue in solving the rendezvous problem.
RENDEZVOUS IN THE PHASE PLANE
In this article, the rendezvous problem is defined to be the problem of determining a control algorithm that drives multiple agents to a desired destination point. The trajectories of the agents must be such that they visit the destination point only once and arrive at the same time. Clearly agents that are exponentially stable will reach the origin as time tends to infinity. In such a case the comparison of arrival times at the origin of two different agents becomes meaningless. Even with cooperative control in place, if the origin is exponentially stable, rendezvous at origin will occur at infinite time in theory. From a practical standpoint, it is desired that the agents achieve rendezvous in finite time. For this reason, the definition of rendezvous is relaxed, so that rendezvous is achieved if the agents enter a certain neighbourhood around the origin, at the same time. This region is defined to be the rendezvous region R
Therefore, a valid rendezvous is one in which agents enter R at the same time. Later, will be relaxed this definition for agents entering R at approximately the same time.
Rendezvous interpretation on phase plane
Rendezvous is best visualized on the phase plane.
To interpret rendezvous for first-order systems in the phase plane, the following is defined
S is referred to as the rendezvous square and F as the forbidden region. These sets are illustrated for twodimensional problem in Fig. 1 . For a valid rendezvous, the trajectory in phase plane must originate in W, intersect with the vertices of R and not intersect with sets U 1 , U 2 , that is
Trajectory A in Fig. 1 is an example of such trajectory. Trajectories B and C violate these conditions and are not valid rendezvous trajectories. Thus, with constraint defined in equations (10) and (11), the only way trajectories can enter S is through the corners of the rendezvous square, i.e. through one of the points
as shown in Fig. 1 . This implies that the agents are constrained to enter S at precisely the same time, which is the time the trajectory meets one of the four corners of S. In most applications it is acceptable if agents V 1 and V 2 reach the rendezvous region within a certain time interval
T of each other. The present authors now refer to the case when T is zero as ideal or perfect rendezvous and the case when T is small as real or approximate rendezvous. Since the phase plane does not reveal time explicitly, a related measure ρ is used to characterize rendezvous. First, ρ x is defined; its relation to T will be explained thereafter. To define ρ, first t V 1 and t V 2 are introduced to be the arrival times of agents V 1 and V 2 at the boundary of the rendezvous region R, that is
Clearly, T is given by
Therefore the time t a at which the trajectory enters the region U 1 ∪ U 2 in the phase plane is given by
In the above definition of t a , it is assumed that the trajectories in the phase plane remain in U 1 ∪ U 2 once they enter it. This guarantees a unique t a . Later in the article, the present authors guarantee that the trajectories render a subset of U 1 ∪ U 2 invariant, hence this assumption is satisfied. For a given trajectory x(t) = [x 1 (t) x 2 (t)] T , ρ can be defined to be the maximum ratio of the distance from the origin of the two agents, after one of them has reached the rendezvous region R. It can be expressed as
The parameter ρ can also be defined using ||.|| 1 or ||.|| 2 as well 1-norm : ρ = |x 1 (t a )| + |x 2 (t a )| + · · · + |x n (t a )| nδ
For the rest of the article, rendezvous will always be specified by δ and a design measure of approximate rendezvous, ρ des . In other words, a given rendezvous will be called successful, if all the trajectories satisfy ρ ρ des (15) This notion of approximate rendezvous is illustrated in Fig. 2 . Whenever a trajectory starting in the first quadrant enters the region U 1 ∪ U 2 it is constrained to lie within the angle generated by joining the points (δ, δρ des ), (0, 0), and (δρ des , δ)
There exists similar constraints for trajectories originating in the other quadrants. The introduction of ρ in the definition of rendezvous allows trajectories to enter the forbidden region F as long as they remain within the above-mentioned angle set by the design constraint. By the definition of ρ in equation (14) it is clear that for a given trajectory ρ 1. Therefore, a specification of rendezvous is meaningful if and only if ρ des 1
The variable ρ des is a specification that defines how tightly the vehicles need to synchronize. A value ρ des = 1 means all the vehicles must arrive at ∂S at the same time, i.e. x i (t a ) = δ, ∀i. A value ρ des > 1 relaxes the coordination constraint and allows some agents to be away from ∂S by a distance (ρ des − 1)δ. In the worst case, at the time of entry of the first agent, t a , the distances of the two agents from the origin can differ by δ(ρ des − 1). By ensuring that the trajectories remain within the bold lines in Fig. 2 , upon entry in the region U 1 ∪ U 2 , it is possible make sure that the two agents enter the rendezvous region R within a small time T of each other. Thus the constraint in equation (15) helps keep T small. Since analysis is conducted in the phase plane, time is absent explicitly. However, since velocity is modelled as a first-order LTI system, it is expected that the velocity will be bounded by position. Consequently, time separation T can be bounded by the maximum separation (ρ − 1)δ. Additionally, the norm of the operator A can be adjusted for the systemẋ = Ax to influence T .
In Fig. 2 both trajectories A and B fail to achieve perfect rendezvous as they do not enter the rendezvous square S from its four corners. On the basis of equation (15) , trajectory B is unacceptable. Trajectory A is acceptable since it lies within the angle defined by the bold lines. 
Cone invariance the and rendezvous
It is observed from the previous section that the only admissible trajectories for approximate rendezvous are those that arrive at the origin while remaining in the wedge-like region, as shown in Fig. 2 . For n agents achieving rendezvous, the region I becomes a cone in n-dimensional phase space. Depending on the norm used to define ρ in equation (14), the cone is either polyhedral or ellipsoidal. For ∞-norm, as is in equation (14), the cone is a polyhedral cone with 2 n − 2 sides, a polyhedral cone with n sides for 1-norm or an ellipsoidal cone for 2-norm. This is shown in Fig. 3 .
Cone invariance alone does not guarantee that the agents reach the origin. Figure 1 shows trajectories A,  B , and C. Trajectory A achieves cone invariance but does not reach the origin. Trajectory B reaches the origin but escapes the cones. Trajectory C is the only trajectory that reaches the origin and stays within the cone. The present authors are interested in trajectories such as C.
MATHEMATICAL PRELIMINARIES

Ellipsoidal cones
An ellipsoidal cone in R n is the following n = {ξ ∈ R n : K n (ξ, Q) 0, ξ T u n 0} (17) where K n (ξ, Q) = ξ T Qξ, Q ∈ R n,n is a symmetric nonsingular matrix with a single negative eigen-value λ n and u n is the eigen-vector associated with λ n . The boundary of the cone n is denoted by ∂ n and is defined by
The outward pointing normal is the vector Qξ for ξ ∈ ∂ n .
Theorem 1 (2.7 in reference [34])
If n is an ellipsoidal cone, then there exists a nonsingular transformation matrix M ∈ R n,n such that
where P ∈ R n−1,n−1 , P > 0 and P = P T .
Let the transformed state be x = Mξ. The ellipsoidal cone in x is therefore
An ellipsoidal cone in three dimension is shown in Fig. 4 . The axis of the cone is the eigen-vector associated with the z-axis.
Ellipsoidal cone invariance
Consider a linear autonomous systeṁ ξ = Aξ (19) A cone n is said to be invariant with respect to the dynamics in equation (19) if ξ(t 0 ) ∈ n ⇒ ξ(t) ∈ n , ∀t t 0 , i.e. if the system starts inside the cone, it stays in the cone for all future time. Such a condition is also known as exponential non-negativity, i.e. e At n ∈ n . It is well known that certain structure in the matrix A imposes constraints on e At [37] . The most well known result is the condition of non-negativity on A that states that if A ij 0 for i = j, then non-negative initial conditions yield non-negative solutions. Schneider and Vidyasagar [38] introduced the notion of crosspositivity of A on n , which was shown to be equivalent to exponential non-negativity. Meyer et al. [39] extended cross-positivity to non-linear fields.
Let us characterize p( n ) to be the set of matrices A ∈ R n,n which are exponentially non-negative on n . It is defined by the following theorem. Let n be an ellipsoidal cone as in equation (18) . Then
Theorem 2 states that A is such that the flow of the associated vector field is directed towards the interior of n , i.e. the dot product of the outward normal of n and the field is negative at the boundary of the cone. This leads to the result on the necessary and sufficient condition for exponential non-negativity of ellipsoidal cones.
Theorem 3 (3.5 in references [34])
A necessary and sufficient condition for A ∈ p( n ) is that there exists γ ∈ R such that,
where Q n is defined in Theorem 1 andÂ = MAM −1 .
Proof
Please refer to page 162 of reference [34] .
RENDEZVOUS IN ONE DIMENSION
Given a cone n , as in equation (18) and dynamics as in equation (19), conditions for stability and invariance are presented. Dynamics are transformed as
With respect to the partition x = (w z) T , the dynamics, can be written as
where a zz is written in small case to emphasize that it is a scalar. For cone invariance, Theorem 3 implies ∃γ ∈ R such that
For stability, necessary and sufficient condition is ∃Q = Q T > 0 such that A T Q + QA < 0. Now consider the Lyapunov function V (w, z) = w T Pw + z 2 . It is a valid Lyapunov function since P > 0. Therefore, for stabilityV (w, z) < 0 when w, z = 0, which implies the following sufficient condition
Therefore, for stability and cone invariance sufficient conditions are given by equations (22) and (23) . Note that the sufficient conditions will become necessary and sufficient if a generalized Lyapunov function is chosen instead of the one that depends on P. This leads to the following corollary.
Corollary 1
Trajectories originating outside the cone will enter the cone in finite time.
Proof
The cone K n (ξ, Q) can be written as K n (x, Q n ). Condition for cone invariance implieṡ
For x outside the cone, K n (x, Q n ) > 0. Stability and cone invariance imply γ < 2a zz < 0, which implieṡ K n (x, Q n ) < 0 outside the cone. Hence proved.
RENDEZVOUS IN TWO DIMENSIONS
Here, rendezvous of n agents in two dimensions are considered. Let the state of each agent be (ξ x i , ξ y i ), i = 1, . . . , n. Collectively their dynamics can be written as
where ξ x = (ξ x 1 · · · ξ xn ) T and ξ y = (ξ y 1 · · · ξ yn ) T and
In this work, the rendezvous problem is solved in two-dimensions as two separate rendezvous problems in one-dimension. Assume that cones ξ T x Q ξ x ξ x 0 and ξ T y Q ξ y ξ y 0, each satisfying equation (17), are given. Interest lies in determining necessary and sufficient conditions for cone invariance and stability.
For ellipsoidal cones ξ T x Q ξ x ξ x 0 and ξ T y Q ξ y ξ y 0, there exists transformation R x and R y , respectively such that
where P x , P y > 0 ∈ R (n−1)×(n−1) and the superscript 'c' on Q x and Q y denotes cones. Let the transformed states be x = R x ξ x , y = R y ξ y . The system dynamics with respect to the transformed states (x, y) can be written as
Using Theorem 3, the necessary and sufficient conditions for cone invariance with respect to trajectories x(t, t 0 , x 0 ) and y(t, t 0 , y 0 ) are
for some γ x ∈ R and γ y ∈ R.
For stability, define
where the superscript 's' on Q x and Q y denotes stability.
Therefore, equations (25) to (27) are the sufficient conditions for rendezvous in two dimensions. If the dynamics of ξ x and ξ y are decoupled, then the conditions simplify to the following
Note that the sufficient conditions will become necessary and sufficient if Q s x and Q s y are not defined with respect to P x and P y , but are any positive definite matrices.
Following the treatment presented in this section, these results can be easily extended to define necessary and sufficient conditions for rendezvous in higher dimensions. Note that the approach presented, solves higher dimensional rendezvous problems as separate rendezvous problems in each dimension, which is restrictive.
RENDEZVOUS IN LYAPUNOV FRAMEWORK
In this section, necessary and sufficient conditions are derived for rendezvous in the Lyapunov framework. Interpretation in the Lyapunov framework is important as these results will be useful in the qualitative analysis of rendezvous problems for nonlinear systems. First, rendezvous in one dimension is considered, followed by rendezvous in two dimensions.
Rendezvous in one dimension
Consider two Lyapunov functions V w (w) = w T Pw, P > 0 and V z (z) = z T z. The cone n can then be represented as
Conditions for rendezvous in the Lyapunov framework are then given by the following theorem.
Theorem 4
Sufficient conditions for rendezvous in terms of the Lyapunov functions V w and V z are
when w, z = 0 and γ ∈ R
and
Stability:V w +V z < 0 when w, z = 0 (30)
Proof
These conditions are obtained by rewriting equations (22) and (23) in terms of the Lyapunov functions and their derivatives. As before, the sufficient conditions can be extended to necessary and sufficient conditions if a generalized Lyapunov function is assumed for stability purposes.
Rendezvous in two dimensions
To analyse rendezvous in two dimensions in the Lyapunov framework, the states as x = (w x z x ) and y = (w y z y ) are first partitioned. Define Lyapunov functions
Sufficient conditions for rendezvous in two dimensions can be written in terms of these four Lyapunov functions as followṡ The present authors would like to highlight the role of multiple Lyapunov functions in the necessary and sufficient conditions for non-linear rendezvous problems.
EXAMPLE
In this section, rendezvous of three agents in the (x, y) plane are considered. The open loop dynamics in x and y, for each vehicle, are modelled as simplified Dubin's car-like model, given by the following set of equationṡ
where θ is the control and V is assumed to be constant. Let us define the distance from the origin to be d i = x 2 i + y 2 i , for each vehicle. d is represented as the state vector, i.e. d = [d 1 d 2 · · · d n ] T . Interest lies in achieving rendezvous with respect to the state vector d. For rendezvous, A ∈ R n×n can be determined, from equations (22) and (23) , such that the dynamical systeṁ
achieves rendezvous in a manner defined in the present authors' previous work. From the definition of d i ,ḋ i can be written aṡ
where α = tan −1 (y/x). From equations (32 and 33), control θ i can be derived to be
where the saturation function sat(·.) limits the value to be in [−1, 1], for real θ i . Figure 5 shows the simulation results. Figure 5 (a) shows trajectories converging to orbits about the origin, resulting in synchronization with respect to radial distance. The orbits finally converge to the origin. Figure 5(b) shows the scenario when agent 1 encounters a disturbance from T = 1 s to T = 3 s, that causes it to deviate it from its nominal trajectory. The other agents exhibit synchronization tendency by modifying their trajectories appropriately. Note that the trajectories shown in this Fig. 5 are in the actual physical plane and not in the phase plane.
SUMMARY
This article presents initial results on rendezvous of multiple agents. The authors addressed the problem in a non-graph theoretic framework. The problem was formulated as a cone invariance problem and necessary and sufficient conditions were developed using ellipsoidal cones, for systems with first-order dynamics. The necessary and sufficient conditions were also presented in the Lyapunov framework using multiple Lyapunov functions. A control synthesis algorithm using full state feedback approach for first-order system was also presented. Numerical examples demonstrating application of this method to higher-order systems and also robustness with respect to uncertainty in vehicle behaviour were also presented. Future work along this theme is focused on multiple directions including formal analysis of multi-agent rendezvous with higher-order dynamics, addressing state estimation, and consensus and extension of this framework to non-linear systems using multiple Lyapunov functions.
