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Abstract—In this paper, we investigate the Hermite spectral
method (HSM) to numerically solve the forward Kolmogorov
equation (FKE). A useful guideline of choosing the scaling factor
of the generalized Hermite functions is given in this paper. It
greatly improves the resolution of HSM. The convergence rate
of HSM to FKE is analyzed in the suitable function space and
has been verified by the numerical simulation. As an important
application and our primary motivation to study the HSM to
FKE, we work on the implementation of the nonlinear filtering
(NLF) problems with a real-time algorithm developed by S.-T.
Yau and the second author in 2008. The HSM to FKE is served
as the off-line computation in this algorithm. The translating
factor of the generalized Hermite functions and the moving-
window technique are introduced to deal with the drifting of the
posterior conditional density function of the states in the on-line
experiments. Two numerical experiments of NLF problems are
carried out to illustrate the feasibility of our algorithm. Moreover,
our algorithm surpasses the particle filters as a real-time solver
to NLF.
Index Terms—Computational methods, Hemite spectral
method, Forward Kolmogorov equations, Filtering.
I. INTRODUCTION
THE central problem in the field of nonlinear filtering(NLF) is to give the instantaneous and accurate estima-
tion of the states based on the noisy observations, if enough
computational resources are provided. Nowadays, the most
popular method is the particle filters (PF), refer to [1], [2]
and references therein. The main drawback of this method is
that it is hard to be implemented as a real-time solver, due to
its essence of Monte Carlo simulation. Hence, it is necessary
to develop a real-time solver to the NLF problems. In 1960s,
Duncan [8], Mortensen [19] and Zakai [24] independently
derived the so-called DMZ equation, which the unnormalized
conditional density function of the states satisfies. Hence the
central problem in NLF is translated into solving the DMZ
equation in the real time and memoryless manner. It is worthy
to point out that the “real-time” and “memoryless” are the
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most important properties one would like to maintain in the
design of the optimal/suboptimal nonlinear filters for real
applications. More specifically, “memoryless” refers that one
only needs the latest observation to update the estimation of
the states without refering back to any earlier observation
history; “real time” means that the decision of the states is
made on the spot, while the observation data keep coming in.
It is well known that the exact solution to the DMZ equation,
generally speaking, can not be written in a closed form. With
the well-posedness theory of the DMZ equation in mind, many
mathematicians make efforts to seek an efficient algorithm to
construct a “good” approximate solution to the DMZ equation.
One of the methods is the splitting-up method from the Trotter
product formula, which was first described in Besoussan,
Glowinski, and Rascanu [6], [7]. It has been extensively
studied in many articles later, for instance [13], [15], [16]
and [20]. In 1990s, Lototsky, Mikulevicius and Rozovskii
[17] developed a new algorithm (so-called S3-algorithm) based
on the Cameron-Martin version of Wiener chaos expansion.
However, the above methods require the boundedness of the
drifting term and the observation term (f and h in (1.1)), which
leaves out even the linear case. To overcome this restriction,
Yau and Yau [23] developed a novel algorithm to solve the
“pathwise-robust” DMZ equation, where the boundedness of
the drift term and observation term is replaced by some mild
growth conditions on f and h. Nevertheless, they still made
the assumption that the drift term, the observation term and
the diffusion term are “time-invariant”. That is to say, f , h
and g in (1.1) are not explicitly time-dependent. In [18], we
generalized Yau-Yau’s algorithm to the most general settings
of the NLF problems, i.e. the “time-varying” case, where f ,
h and g could be explicitly time-dependent.
Our study of solving the forward Kolmogorov equation
(FKE) by the Hermite spectral method (HSM) is closely
related to the implementation of the algorithm developed in
[18]. The detailed formulation of our algorithm could be found
in appendix A or [18]. Briefly speaking, in our algorithm, we
start from the signal based model:{
dxt = f(xt, t)dt+ g(xt, t)dvt,
dyt = h(xt, t)dt+ dwt,
(1.1)
where xt is a vector of the states of the system at time t
with x0 satisfying some initial distribution and yt is a vector
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of the observations at time t with y0 = 0. vt and wt are
vector Brownian motion processes with E[dvtdvTt ] = Q(t)dt
and E[dwtdwTt ] = S(t)dt, S(t) > 0, respectively. The DMZ
equation is derived as{
dσ(x, t) = Lσ(x, t)dt+ σ(x, t)hT (x, t)S−1(t)dyt
σ(x, 0) = σ0(x),
(1.2)
where σ(x) is the unnormalized conditional density funciton,
σ0(x) is the density of the initial states x0, and
L(∗) ≡ 1
2
n∑
i,j=1
∂2
∂xi∂xj
[(
gQgT
)
ij
∗
]
−
n∑
i=1
∂(fi∗)
∂xi
. (1.3)
To maintain the real-time property, solving the DMZ equation
is translated into solving a FKE off-line and updating the initial
data on-line at the beginning of each time interval. Let Pk =
{0 = τ0 ≤ τ1 ≤ · · · ≤ τk = T} be a partition of [0, T ]. The
FKE needs to be solved at each time step is
∂ui
∂t
(x, t) =
(
L− 1
2
hTS−1h
)
ui(x, t) on [τi−1, τi], (1.4)
where L is defined as (1.3). The initial data is updated as
follows
u1(x, 0) = σ0(x)
or
ui(x, τi−1) = exp
[
hT (x, τi−1)S−1(τi−1)(
yτi−1 − yτi−2
)]
ui−1(x, τi−1),
i ≥ 2,
(1.5)
where ui is transformed from σ, see the detailed formulation
of our algorithm in the appendix A or [18]. From the above
description, it is not hard to see that the FKE (1.4) needs to
be solved repeatedly on each time interval [τi−1, τi]. Thus,
it is crucial to obtain a good approximate solution to (1.4).
In this paper, we adopt HSM to solve FKE for two reasons:
on the one hand, HSM is particularly suitable for functions
defined on the unbounded domain which decays exponentially
at infinity; on the other hand, HSM could be easily patched
with the numerical solution obtained in the previous time step
while the moving-window technique is in use in the on-line
experiments.
The HSM itself is also a field of research, which could
be traced back to 1970s. In [11], Gottlieb et. al. gave the
example sinx to illustrate the poor resolution of Hermite
polynomials. To resolve M wavelength of sinx, it requires
nearly M2 Hermite polynomials. Due to this fact, they doubted
the usefulness of Hermite polynomials as basis. The Hermite
functions inherit the same deficiency from the polynomials.
Moreover, it is lack of fast Hermite transform (some analogue
of fast Fourier transform). Despite of all these drawbacks, the
HSM has its inherent strength. Many physical models need
to solve a differential equation on an unbounded domain,
and the solution decays exponentially at infinity. From the
computational point of view, it is hard to describe the rate
of decay at infinity numerically or to impose some artificial
boundary condition cleverly on some faraway “boundary”.
Therefore the Chebyshev or Fourier spectral methods are not
so useful in this situation. As to the HSM, how to deal with
the behavior at infinity is not necessary. Recent applications
of the HSM can be found in [9], [10], [12], [21], [22], etc.
To overcome the poor resolution, a scaling factor is neces-
sary to be introduced into the Hermite functions, refer to [4],
[5]. It is shown in [5] that the scaling factor should be chosen
according to the truncated modes N and the asymptotical
behavior of the function f(x), as |x| → ∞. Some efforts have
been made in seeking the suitable scaling factor α, see [5],
[14], [21], etc. To optimize the scaling factor is still an open
problem, even in the case that f(x) is given explicitly, to say
nothing of the exact solution to a differential equation, which
is generally unknown a-priori. Although some investigations
about the scaling factor have been made theoretically, as far as
we know, there is no practical guidelines of choosing a suitable
scaling factor. Nearly all the scaling factors in the papers with
the application of HSM are obtained by the trial-and-error
method. Thus, we believe it is necessary and useful to give a
practical strategy to pick an appropriate scaling factor and the
corresponding truncated mode for at least the most commonly
used types of functions, i.e. the Gaussian type and the super-
Gaussian type functions. The strategy we are about to give
only depends on the asymptotic behavior of the function. In the
scenario where the solution of some differential equation needs
to be approximated (the exact solution is unknown), we could
use asymptotical analysis to obtain its asymptotic behavior.
Thus, our strategy of picking the suitable scaling factor is still
applicable. A numerical experiment is also included to verify
the feasibility of our strategy. Although it may not be optimal
with respect to the accuracy, our strategy provides a useful
guideline for the implementations of HSM. In this paper, the
precise convergence rate of the HSM to FKE is obtained in
suitable funciton space by numerical analysis and verified by
a numerical example.
Let us draw our attention back to the implementation of
our algorithm to NLF problems. Through our study of HSM to
FKE, the off-line data could be well prepared. However, when
synchronizing the off-line data with the on-line experiments,
to be more specifical, updating the initial data according to
(1.5) on-line, another difficulty arises due to the drifting of
the conditional density function. The untranslated Hermite
functions with limited truncation modes could only resolve
the function well, if it is concentrated in the neighborhood
of the origin. Let us call this neighborhood as a “window”.
Unfortunately, the density function will probably drift out of
the current “window”. The numerical evidence is displayed
in Fig. 4.6. To efficiently solve this problem, we for the first
time introduce the translating factor to the Hermite functions
and the moving-window technique for the on-line experiments.
The translating factor helps the moving-window technique to
be implemented more neatly and easily. Essentially speaking,
we shift the windows back and forth according to the “support”
of the density function, by tuning the translating factor.
This paper is organized as follows. Section II introduces the
generalized Hermite functions and the guidelines of choosing
suitable scaling factor to improve the resolution; section III
focuses on the analysis of the convergence rate of HSM to FKE
and a numerical verification is displayed. Section IV is devoted
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to the application of the NLF problems. The translating factor
and the moving-window technique are addressed in detail.
Numerical simulations of two NLF problems solved by our
algorithm are illustrated, compared with the particle filter. For
the readers’ convenience, we include the detailed formulation
of our algorithm in appendix A and the proof of Theorem 2.1
in appendix B.
II. GENERALIZED HERMITE FUNCTIONS
Let us introduce the generalized Hermite functions and
derive some properties inherited from the physical Hermite
polynomials.
Let L2(R) be the Lebesgue space, which equips with the
norm || · || = (∫R | · |2dx) 12 and the scalar product 〈·, ·〉.
Let Hn(x) be the physical Hermite polynomials given by
Hn(x) = (−1)nex2∂nx e−x
2
, n ∈ Z and n ≥ 0. The three-
term recurrence
H0 ≡ 1, H1(x) = 2x
and Hn+1(x) = 2xHn(x)− 2nHn−1(x) (2.1)
is more handy in implementations. One of the well-known and
useful facts of Hermite polynomials is that they are mutually
orthogonal with respect to the weight w(x) = e−x
2
. We define
our generalized Hermite functions as
Hα,βn (x) =
1√
2nn!
Hn(α(x− β))e− 12α2(x−β)2 , (2.2)
for n ∈ Z and n ≥ 0, where α > 0, β ∈ R are some
constants, namely the scaling factor and the translating factor,
respectively. It is readily to derive the following properties for
(2.2):
1) {Hα,βn }∞n=0 forms an orthogonal basis of L2(R), i.e.∫
R
Hα,βn (x)H
α,β
m (x)dx =
√
pi
α
δnm, (2.3)
where δnm is the Kronecker function.
2) Hα,βn (x) is the n
th eigenfunction of the following Strum-
Liouville problem
e
1
2α
2(x−β)2∂x(e−α
2(x−β)2∂x(e
1
2α
2(x−β)2u(x)))
+ λnu(x) = 0, (2.4)
with the corresponding eigenvalue λn = 2α2n.
3) By convention, Hα,βn ≡ 0, for n < 0. For n ∈ Z and
n ≥ 0, the three-term recurrence holds:
2α(x− β)Hα,βn (x) =
√
2nHα,βn−1(x) (2.5)
+
√
2(n+ 1)Hα,βn+1(x);
or
2α2(x− β)Hα,βn (x) =
√
λnH
α,β
n−1(x)
+
√
λn+1H
α,β
n+1(x).
4) The derivative of Hα,βn (x) is a linear combination of
Hα,βn−1(x) and H
α,β
n+1(x):
∂xH
α,β
n (x)
=
1
2
√
λnH
α,β
n−1(x)−
1
2
√
λn+1H
α,β
n+1(x)
=
√
n
2
αHα,βn−1(x)−
√
n+ 1
2
αHα,βn+1(x). (2.6)
5) Property 1) and 4) yield the “orthogonality” of
{∂xHα,βn (x)}∞n=0:∫
R
∂xH
α,β
n (x)∂xH
α,β
m (x)dx
=

√
piα(n+
1
2
) =
√
pi
4α
(λn + λn+1), if m = n;
− α
2
√
pi(l + 1)(l + 2) = −
√
pi
4α
√
λl+1λl+2,
l = min{n,m}, if |n−m| = 2;
0, otherwise.
(2.7)
The generalized Hermite functions form a complete orthog-
onal base in L2(R). That is, any function u ∈ L2(R) can be
written in the form
u(x) =
∞∑
n=0
uˆnH
α,β
n (x),
where {uˆn}∞n=0 are the Fourier-Hermite coefficients, given by
uˆn =
α√
pi
∫
R
u(x)Hα,βn (x)dx. (2.8)
Let us denote the subspace spanned by the first N + 1
generalized Hermite functions by RN :
RN = span
{
Hα,β0 (x), · · · , Hα,βN (x)
}
. (2.9)
In the sequel, we follow the convention in the asymptotic
analysis that a ∼ b means that there exists some constants
C1, C2 > 0 such that C1a ≤ b ≤ C2a; a . b means that there
exists some constant C3 > 0 such that a ≤ C3b. Here, C1, C2
and C3 are generic constants independent of α, β and N .
A. Orthogonal projection and approximation
It is readily shown in [22] for α > 0, β = 0 that the
difference between an arbitrary function and its orthogonal
projection onto RN in some suitable function space could be
precisely estimated in terms of the scaling factor α and the
truncation mode N . Let us first introduce the function space
W rα,β(R), for any integer r ≥ 0,
W rα,β(R) :=
{
u ∈ L2(R) : ||u||r,α,β <∞,
||u||2r,α,β :=
∞∑
k=0
λrk+1uˆ
2
k
}
, (2.10)
where λk is in (2.4) and uˆk is the Fourier-Hermite coefficient
in (2.8). We shall denote W r(R) for short, if no confusion
will arise. Also, the norms are denoted briefly as || · ||r. The
larger r is, the smaller space W r(R) is, and the smoother the
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functions in W r(R) are. The index r can be viewed as the
indicator of the regularity of the functions.
Let us define the L2−orthogonal projection Pα,βN :
L2(R)→ RN , i.e. given v ∈ L2(R),
〈v − Pα,βN v, φ〉 = 0, ∀φ ∈ RN . (2.11)
The superscript α, β will be dropped in Pα,βN in the sequel if
no confusion will arise. More precisely,
PNv(x) :=
N∑
n=0
vˆnH
α,β
n (x),
where vˆn are the Fourier-Hermite coefficients defined in (2.8).
And the truncated error ||u − PNu||r, for any integer r ≥ 0,
has been essentially estimated in Theorem 2.3, [12] for α = 1,
β = 0, and in Theorem 2.1, [22] for arbitrary α > 0 and
β = 0. For arbitrary α > 0 and β 6= 0, the estimate still
holds.
Theorem 2.1: For any u ∈ W r(R) and any integer 0 ≤
µ ≤ r, we have
|u− PNu|µ . αµ−r− 12N
µ−r
2 ||u||r, (2.12)
where |u|µ := ||∂µxu|| are the seminorms, if N  1.
The proof is extremely similar as those in [12] and [22]. Thus,
we omit it here and include it in appendix B for the readers’
convenience.
B. Guidelines of the scaling factor
From Theorem 2.1, it is known for sure that any function
in W r(R) could be approximated well by the generalized
Hermite functions, provided the truncation mode N is large
enough. However, in practice, “sufficiently” large N is a
chanllenge of computer capacity. To improve the resolution
of Hermite functions with reasonably large N , we need the
scaling factor α, as pointed out in [5]. Many efforts have been
made along this direction, refer to [4], [5], [14], etc. However,
the optimal choice of α (with respect to the truncation error)
is still an open problem. In this subsection, we give a practical
guideline to choose an appropriate scaling factor for the
Gaussian type and super-Gaussian type functions.
It is well known that, for smooth functions f(x) =∑∞
n=0 fˆnH
α,β
n (x), the exponential decay of
∣∣∣fˆn∣∣∣ with respect
to n implies that the infinite sum is dominated by the first N
terms, that is,∣∣∣∣∣f(x)−
N∑
n=0
fˆnH
α,β
n (x)
∣∣∣∣∣ ≈ O (fˆN+1) ,
for N  1. Thus, the suitable scaling factor is supposed
to get the Fourier-Hermite coefficients decaying as fast as
possible. Once the coefficient approaching the machine error
(say 10−16), many other factors such as the roundoff error will
come into play. Hence, it is wise to truncate the series here.
Therefore, we need some guidelines of choosing not only the
suitable scaling factor α but also the corresponding truncation
mode N .
Suppose the function f(x) concentrates in the neighborhood
of the origin and behaves asymptotically as e−p|x|
k
with some
p > 0 and k ≥ 2, as |x| → +∞. Our guidelines are motivated
by the following observations:
1) The function f decays exponentially fast, as |x| → ∞.
So, fˆn ≈
∫ L
−L f(x)H
α,β
n (x)dx, provided L is large
enough, due to (2.8).
2) For the exact Gaussian function e−px
2
, p > 0, the
optimal α is naturally to be
√
2p with the truncated mode
N = 1. In fact, with this choice, e−px
2
= Hα,00 (x) and
e−px
2
is orthogonal to all the rest of Hα,0n , n > 0.
That is, ̂(e−px2)0 6= 0 and ̂(e−px2)n ≡ 0, n ≥ 1.
This suggests that the more matching the asymptotical
behavior of f to e−
1
2α
2x2 , the faster the Fourier-Hermite
coefficients decays, and the smaller truncation mode N
is.
3) It is natural to adopt the Gaussian-Hermite quadrature
method to compute the Fourier-Hermite coefficients by
(2.8). The truncation mode N has to be chosen such that
the roots of Hermite polynomialHN+1 cover the domain
[−αL,αL] where the integral (2.8) is contributed most
from both f and Hα,0n , n = 0, · · · , N .
We describe our guidelines for the Gaussian type and the
super-Gaussian type functions separately as follows.
Case I. Gaussian type, i.e. f(x) ∼ e−px2 , p > 0, as |x| →
+∞.
1) e−px
2 ∼ e− 12α2x2 as |x| → +∞, which yields α ≈√
2p;
2) The integrand in (2.8) is approximately e−2px
2
. Using
the machine error 10−16 to decide the domain of interest
L, i.e. e−2pL
2 ≈ 10−16, yielding that L ≈
√
8p−1 ln 10;
3) Determine the truncation mode N such that the roots
of Hermite polynomial HN+1 covers approximately
(−αL,αL), where αL ≈ 4√ln 10.
Case II. Super-Gaussian type, i.e. f(x) ∼ e−pxk , as |x| →
+∞ for some k > 2, p > 0.
1) Notice that e−
1
2α
2x2  e−pxk , when x  1. Thus,
we require that e−
1
2α
2x2 ≈ 10−16, which implies that
αL ≈ √32 ln 10;
2) We match e−px
k ≈ e− 12α2x2 near x = ±L yields
that α ≈ √2pL k2−1. Hence, L ≈ (16p−1 ln 10) 1k ,
α ≈ 2 52− 4k p 1k (ln 10) 12− 1k ;
3) Determine the truncation mode N such that the roots
of Hermite polynomial HN+1 cover approximately
(−αL,αL).
To exam the feasibility of our strategy, we explore the
Gaussian type function f(x) = e−5x
2
cos ( x10 ). According to
the strategy in Case I, we choose the scaling factor α ≈ √10 ≈
3.1, L ≈
√
8 ln 10
5 ≈ 1.9194 and N ≈ 24. As shown in Fig.
2.1, the truncation error with α = 3.1 decays the most fast with
respect to the truncation mode N and approaches the machine
error at about the 20th frequency mode. Meanwhile, the decay
of the truncation error with α = 4 and α = 1 are much slower.
Moreover, the truncation mode N = 24 is appropriate in the
sense that the next few coefficients start to grow, due to the
roundoff error.
Remark 2.1: 1) This strategy is very useful. However, it
is not the optimal scaling factor α. For example, if f(x) =
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Fig. 2.1. The truncation error v.s. the truncation mode of f(x) =
cos
(
x
10
)
e−5x
2
is plotted, with β = 0, α = 4, 3.1 and 1, respectively.
e−
1
2x
2
, then the optimal scaling factor α = 1 and N = 0,
instead of N = 24 from our guideline.
2) Although the scaling factor helps to resolve the function
concentrated in the neighborhood of the origin, it helps little
if the function is peaking away from the origin. The numerical
evidence could be found in Table 4.2. This is the exact
reason why we need to introduce the translating factor to
the generalized Hermite functions when applying to the NLF
problems, see the discussion of translating factor in section
IV.B.
III. HERMITE SPECTRAL METHOD TO 1D FORWARD
KOLMOGOROV EQUATION
The general 1D FKE is in the form
ut(x, t) =p(x, t)uxx(x, t) + q(x, t)ux(x, t)
+ r(x, t)u(x, t), for (x, t) ∈ R× R+
u(x, 0) = σ0(x).
(3.1)
The well-posedness of 1D FKE has been investigated in [3].
We state its key result here.
Lemma 3.1: (Besala, [3]) Let p(t, x), q(t, x), r(t, x) (real
valued) together with px, pxx, qx be locally Ho¨lder continuous
in D = (t0, t1)× R. Assume that
1) p(t, x) ≥ λ > 0, ∀ (t, x) ∈ D, for some constant λ;
2) r(t, x) ≤ 0, ∀ (t, x) ∈ D;
3) (r − qx + pxx)(t, x) ≤ 0, ∀ (t, x) ∈ D.
Then the Cauchy problem (3.1) with the initial condition
u(t0, x) = u0(x) has a fundamental solution Γ(t, x; s, z)
which satisfies
0 ≤ Γ(t, x; s, z) ≤ c(t− s)− 12
for some constant c and∫ ∞
−∞
Γ(t, x; s, z)dz ≤ 1;
∫ ∞
−∞
Γ(t, x; s, z)dx ≤ 1.
Moreover, if u0(x) is continuous and bounded, then
u(t, x) =
∫ ∞
−∞
Γ(t, x; t0, z)u0(z)dz
is a bounded solution of (3.1).

Through the transformation
w(x, t) = e
1
2
∫ x
−∞ q˜(s,t)dsu
(∫ x
−∞
p
1
2 (s, t)ds, t
)
, (3.2)
where
q˜(x, t) =p−
1
2 (x, t)
[
q(x, t)− 1
2
p−
1
2 px(x, t)
+
1
2
∫ x
−∞
p−
1
2 pt(s, t)ds
]
, (3.3)
equation (3.1) can be simplified to the following FKE with
the diffusion rate equals 1 and without the convection term.{
wt(x, t) = wxx(x, t) + V (x, t)w(x, t), for R× R+
w(x, 0) = w0(x),
(3.4)
where
V (x, t) =
[
−1
4
q˜2(x, t)− 1
2
q˜x(x, t)
+
1
2
∫ x
−∞
q˜t(s, t)ds+ r(x, t)
]
. (3.5)
Remark 3.2: From the computational point of view, the
form (3.4) is superior to the original form (3.1) in general,
when implementing with the HSM.
(i) If both the potential V (x, t) and the initial data w(x, 0)
are even functions in x, so is the solution to (3.4). With the
fact that the odd modes of the Fourier-Hermite coefficients of
the even functions are identically zeros, it requires half amount
of computations to resolve the even functions.
(ii) Even when V (x, t) and w(x, 0) are not even, it is
still wise to get rid of the convection term, since this term
will drive the states to left and right, and probably out of
the current “window”. Shifting of the windows frequently
by the moving-window technique will definitely affect the
computational efficiency.
A. Formulation and convergence analysis
In this subsection, we shall investigate the convergence rate
of the HSM of solving the FKE. Let us consider the FKE
(3.4) with some source term F (x, t). The weak formulation
of HSM is to find uN (x, t) ∈ RN such that
〈∂tuN (x, t),ϕ〉
=− 〈∂xuN (x, t), ϕx〉
+ 〈V (x, t)uN (x, t), ϕ〉+ 〈F (x, t), ϕ〉,
uN (x, 0) =PNw0(x),
(3.6)
for all ϕ ∈ RN . The convergence rate is stated below:
Theorem 3.2: Assume
−(1 + |x|2)γ . V (x, t) ≤ C,
for all (x, t) ∈ R × (0, T ), for some γ > 0 and some
constant C. If u0 ∈ W r(R) and u is the solution to (3.4)
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with source term F (x, t), then for u ∈ L∞(0, T ;W r(R)) ∩
L2(0, T ;W r(R)) with r > 2γ and
N max
{
α
4γ−2r+2
2γ−1 max {(αβ)4γ , 1}
1
1−2γ ,
α2−
r
γ max {(αβ)4γ , 1}−
1
2γ
}
,
it yields that
||u− uN ||2(t) . c∗α−4γ−1 max {(αβ)4γ , 1}N2γ−r, (3.7)
where c∗ depends only on T , ||u||L∞(0,T ;W r(R)) and
||u||L2(0,T ;W r(R)).
Before we prove Theorem 3.2, we need some estimate on
||xr1∂r2x u(x)||2, for any integer r1, r2 ≥ 0:
Lemma 3.2: For any function u ∈ W r1+r2(R), with some
integer r1, r2 ≥ 0, we have
||xr1∂r2x u||2 . α−2r1−1 max {(αβ)2r1 , 1}||u||2r1+r2 . (3.8)
Proof: For any integer r1, r2 ≥ 0,
||xr1∂r2x u||2 =
∣∣∣∣∣
∣∣∣∣∣
∞∑
n=0
uˆnx
r1∂r2x H
α,β
n (x)
∣∣∣∣∣
∣∣∣∣∣
2
∼
∣∣∣∣∣
∣∣∣∣∣ 1α2r1
∞∑
n=0
uˆn
r2+r1∑
k=−r2−r1
an,kH
α,β
n+k(x)
∣∣∣∣∣
∣∣∣∣∣
2
,
by (2.5) and (2.6), where for each n fixed, an,k is a product
of 2(r1 + r2) factors of α2β or
√
λn+j , with −r2− r1 ≤ j ≤
r2+r1. Let n∗ ≥ 0 such that α2β ∼
√
λn∗+1. And notice that
λn+j ∼ λn+1 for n+ j ≥ 0 and Hα,βn+j(x) ≡ 0 for n+ j < 0.
Hence, we have
||xr1∂r2x u(x)||2 .α−1β2r1
n∗∑
n=0
λr2+r1n+1 uˆ
2
n
+ α−2r1−1
∞∑
n=n∗+1
λr2+r1n+1 uˆ
2
n
≤α−2r1−1 max {(αβ)2r1 , 1}||u||2r1+r2 ,
for any integer r1, r2 ≥ 0, by (2.3).
Proof of Theorem 3.2: Denote UN = PNu for simplicity.
By (3.4) with source term F (x, t) and the definition of UN ,
we obtain that
0 = 〈∂t(u− UN ), ϕ〉 =− 〈ux, ϕx〉+ 〈V (x, t)u, ϕ〉
+ 〈F (x, t), ϕ〉 − 〈∂tUN , ϕ〉
⇒ 〈∂tUN , ϕ〉 =− 〈ux, ϕx〉+ 〈V (x, t)u, ϕ〉
+ 〈F (x, t), ϕ〉, (3.9)
for all ϕ ∈ RN . Combine with (3.6), it yields that
〈∂t(uN − UN ), ϕ〉 =− 〈∂x(uN − u), ϕx〉
+ 〈V (x, t)(uN − u), ϕ〉,
for all ϕ ∈ RN . Set %N = uN − UN . Choose the function
ϕ = 2%N , then we have
∂t||%N ||2 =− 2||∂x%N ||2 − 2〈∂x(UN − u), ∂x%N 〉
+ 2〈V (x, t)%N , %N 〉
+ 2〈V (x, t)(UN − u), %N 〉. (3.10)
By Young’s inequality,
|〈∂x(UN − u),∂x%N 〉|
≤ 1
4
||∂x(UN − u)||2 + ||∂x%N ||2. (3.11)
The assumption V (x, t) ≤ C for (x, t) ∈ R × (0, T ) yields
that
〈V (x, t)%N , %N 〉 ≤ C||%N ||2, (3.12)
for (x, t) ∈ R× (0, T ). Moreover, we have
|〈V (x, t)(UN − u),%N 〉|
≤ 1
2
||V (UN − u)||2 + 1
2
||%N ||2, (3.13)
by Cauchy-Schwartz’s inequality. Substitute (3.11)-(3.13) into
(3.10), we obtain that
∂t||%N ||2 − (C + 1) ||%N ||2
≤||V (UN − u)||2 + 1
2
||∂x(UN − u)||2. (3.14)
Notice that V & −(1+ |x|2)γ , for some γ > 0. Essentially by
the estimate in Lemma 3.2, we can estimate
||V (UN − u)||2
.||(1 + |x|2)γ(UN − u)||2 . ||(x2γ + 1)(UN − u)||2
.α−4γ−1 max {(αβ)4γ , 1}
∞∑
n=N+1
λ2γn+1uˆ
2
n
+ ||UN − u||2
.α−4γ−1 max {(αβ)4γ , 1}N2γ−r||u||2r
+ α−2r−1N−r||u||2r. (3.15)
The estimate of the second term on the right hand side of
(3.15) is followed by Theorem 2.1. Again, by Theorem 2.1,
we obtain
||∂x(UN − u)||2 = |UN − u|21 . α−2r+1N1−r||u||2r. (3.16)
Substitute (3.15), (3.16) into (3.14), we obtain
∂t||%N ||2 − (C + 1)||%N ||2
. α−4γ−1 max {(αβ)4γ , 1}N2γ−r||u||2r,
provided that
N max
{
α
4γ−2r+2
2γ−1 max {(αβ)4γ , 1}
1
1−2γ ,
α2−
r
γ max {(αβ)4γ , 1}−
1
2γ
}
.
Therefore, it yields that
||%N ||2(t) .α−4γ−1 max {(αβ)4γ , 1}N2γ−r
·
∫ t
0
e−(C+1)(t−s)||u||2r(s)ds.
By the triangular inequality and Theorem 2.1,
||u− uN ||2(t)
≤ ||%N ||2 + ||u− UN ||2
. α−4γ−1N2γ−r
[||u||2r
+ max {(αβ)4γ , 1}
∫ t
0
e−(C+1)(t−s)||u||2r(s)ds
]
. c∗α−4γ−1 max {(αβ)4γ , 1}N2γ−r,
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where c∗ is a constant depending on ||u||L∞(0,T ;W r(R)),
||u||L2(0,T ;W r(R)) and T .
B. Numerical verification of the convergence rate
To verify the convergence rate of HSM, we explore an
1D FKE with some source F (x, t). The exact solution could
be found explicitly as our benchmark. The L2 error v.s. the
truncation mode N is plotted.
We consider the 1D FKE{
ut = uxx − x2u+ (sin t+ cos t+ 3x)e− 12x2
u(x, 0) = xe−
1
2x
2
,
(3.17)
for (x, t) ∈ R × [0, T ]. It is easy to verify that u(x, t) =
(x+ sin t)e−
1
2x
2
is the exact solution.
Notice that the initial data, the potential and the source in
(3.17) are all concentrated around the origin. So, we set β = 0.
For notational convenience, we drop β in this example. As
to the suitable scaling factor α, from our strategy in section
II.B, we know that it is better to let α = 1. However, if
we do so, the first two modes will give us extremely good
approximation. Hence, the error v.s. the truncation mode won’t
be observable. Due to this consideration, we pick α = 1.4 (a
little bit away from 1, but not too far away so that it won’t
affect the resolution too much). The formulation (3.6) yields
〈∂tuN , ϕ〉 =− 〈∂xuN , ∂xϕ〉 − 〈xuN , xϕ〉
+ 〈F (x, t), ϕ〉, (3.18)
for all ϕ ∈ RN . Take the test functions ϕ = Hαn (x), n =
0, 1, · · · , N , in (3.18). The numerical solution uN ∈ RN can
be written in the form
uN (x, t) =
N∑
n=0
an(t)H
α
n (x).
The matrix form of (3.18) follows from (2.5) and (2.7):
∂t~a(t) = A~a(t) + ~f(t), (3.19)
where ~a(t) = (a0(t), a1(t), · · · , aN (t))T , ~f(t) =(
fˆ0(t), fˆ1(t), · · · , fˆN (t)
)T
are column vectors with
N + 1 entries, fˆi(t), i = 0, 1, · · · , N , are the Fourier-
Hermite coefficients of F (x, t) and A is a penta-diagonal
(N + 1)× (N + 1) constant matrix, where A = −A1 −A2,
A1(i, j) =

− α
2
2
√
(k + 1)(k + 2),
k = min {i, j}, |i− j| = 2,
α2
(
i+
1
2
)
, i = j,
0, otherwise,
and
A2(i, j) =

√
(k + 1)(k + 2)
2α2
,
k = min {i, j}, |i− j| = 2,
(2i+ 1)
2α2
, i = j,
0, otherwise.
5 10 15 20 25 30 35 40 45
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
10−1
truncation mode N
L2
 
e
rr
o
r
 
 
α=1.4, β=0, dt=10−5
Fig. 3.2. The L2-errors of the HSM to FKE (3.17) v.s. the truncation mode
N = 5, 15, 25, 35 and 45 is plotted, with α = 1.4, β = 0 and the time step
dt = 10−5.
The L2 errors v.s. the truncation mode N at time T = 0.1
is plotted in Fig. 3.2. The ODE (3.19) is numerically solved
by central difference scheme in time with the time step dt =
10−5. It indeed shows the spectral accuracy of HSM.
IV. APPLICATION TO NONLINEAR FILTERING PROBLEMS
Recall the brief description of our algorithm in the introduc-
tion (and more details in appendix A), the off-line computation
is to numerically solve the FKE (1.4) repeatedly on each
interval [τi, τi+1]. Equation (1.4) is in the form of (3.1) with
p(x, t) =
1
2
Qg2; q(x, t) = Q(g2)x − fx;
r(x, t) = −1
2
h2/S +Q(g2x + ggxx)− fx,
where Q, S, f , g and h are in (1.1).
A. Existence and Uniqueness of the solution to the FKE
In this subsection, we interpret the well-posedness theorem
(Lemma 3.1) for general 1D FKE in section III in the
framework of the NLF problems.
Proposition 4.1 (Existence): Let f , g, h in (1.1) are Ho¨lder
continuous functions in D := R×(t0, t1). gx, gxx and fx exist
and are also Ho¨lder continuous in D. Assume further that
1) Qg2 ≥ λ > 0, for some λ > 0;
2) S > 0;
3) − 12h2/S − fx +Q(g2x + ggxx) ≤ C, for some constant
C,
for (x, t) ∈ D. Then there exists a bounded solution u(x, t) to
(3.1), if the initial condition u0(x) is continuous and bounded.
Proof: Conditions 1)-3) in Lemma 3.1 are directly trans-
lated into conditions 1)-3) in this proposition with C ≤ 0. For
C > 0, let v(x, t) = e−C(t−t0)u(x, t), then v satisfies
vt(x, t) =p(x, t)vxx(x, t) + q(x, t)vx(x, t)
+ (r(x, t)− C)v(x, t), (4.20)
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for (x, t) ∈ D, with the initial condition v(x, t0) = u0(x).
The coefficients of (4.20) satisfy the conditions in Lemma 3.1.
Thus, we apply Lemma 3.1 directly to (4.20). The existence
of the solution to (3.1) follows immediately.
Remark 4.3: In practice, the initial data of the conditional
density function either hascompact support or decays expo-
nentially as |x| → +∞. So, the assumption on the initial data
in Proposition 4.1 holds.
For concise of notations, we give the uniqueness for the
equation (3.4), instead of (3.1). It can be easily transformed
into each other, due to the bijective transformation (3.2).
Proposition 4.2 (Uniqueness): There exists
a unique solution to (3.4) in the class that
{u : lim|x|→∞ uux = 0} if V (x, t) is bounded from
above in D.
Proof: Case I: Assume V (x, t) ≤ 0 in D. Suppose there
exist two distinct solutions to (3.4), say u1 and u2. Denote
η := u1 − u2, and η satisfies
ηt = ηxx + V (x, t)η, (4.21)
in D with the initial condition η(x, t0) = 0. Use the standard
energy estimate, i.e. multiplying (4.21) with η and integrating
with respect to x in R:
1
2
||η||2t = −||ηx||2 +
∫
R
V (x, t)η2dx ≤ −||ηx||2 ≤ 0,
by the integration by parts, and the facts that lim|x|→∞ ηηx =
0 and V (x, t) ≤ 0 in D. This yields that
||η||2(t) ≤ ||η||2(t0),
for t ∈ (t0, t1). With the fact that η(x, t0) = 0, we conclude
that η ≡ 0 in D, i.e. u1 ≡ u2.
Case II: Assume V (x, t) ≤ C, for some C > 0. We use
the strategy in the proof of Proposition 4.1. Let v(x, t) =
e−C(t−t0)u(x, t), then v satisfies (3.4) with the potential
V (x, t)−C ≤ 0 in D. By case I, we conclude the uniqueness
of v, so does u.
Remark 4.4: The similar conditions as in Proposition 4.1
are derived to guarantee the well-posedness of the “pathwise-
robust” DMZ equation in [23] and to establish the convergence
of our algorithm in [18]. They essentially require that h has
to grow relatively faster then f . They are not restrictive in
the sense that most of the polynomial sensors are included.
For example, f(x) = f0xj , g(x) = g0(1 + x2)k and h(x) =
h0x
l, with S,Q > 0, f0, g0 and h0 are constants, j, k, l ∈ N,
provided l > max
{
j−1
2 , 2k − 1
}
.
B. Translating factor β and moving-window technique
As we mentioned in the introduction, the untranslated
Hermite functions with the suitable scaling factor could resolve
functions concentrated in the neighborhood of the origin
accurately and effectively. However, the states of the NLF
problems could be driven to left and right during the on-line
experiments. It is not hard to imagine that the “peaking” area
of the density function escapes from the current “window”.
The translating factor β is introduced under the circum-
stance that the function is peaking far away from the “window”
TABLE 4.2
TRUNCTION ERROR V.S. THE “PEAKING” p0 OF THE GAUSSIAN FUNCTION
f(x) = e−
1
2
(x−p0)2
p0 error0 error3
−1 3.3× 10−13 1.1× 10−3
0 8.2× 10−15 7.7× 10−6
1 1.6× 10−13 1.8× 10−9
2 1.8× 10−9 3.3× 10−13
3 7.7× 10−6 8.2× 10−15
4 1.1× 10−3 1.6× 10−13
The scaling factor is chosen to be 1 according to the guideline in section
II.B and the truncation error is N = 24. The truncation errors with
different translating factor β is denoted as errorβ , which is defined as
||f −∑Nn=0 fˆnHα,βn ||.
covered by the current Hermite functions. We translate the
current Hermite functions to the “support” of the function, by
letting the translating factor β near the “peaking” area of the
function.
In Table 4.2, we list the truncation error of the Gaussian
function f(x) = e−
1
2 (x−p0)2 with various p0 = −1, 0, · · · , 4
and different translating factors β = 0 or 3. According to the
guidelines in section II.B, the scaling factor is α = 1 and the
truncation mode N = 24. As shown in the table, the further the
function is peaking away from the origin, the larger the error
is with untranslated Hermite functions. But with appropriate
translating factor, the function could be resolved very well
with the same scaling factor, for example, error3 ≈ 10−16 for
f(x) = e−
1
2 (x−3)2 .
Indeed this fact motivates the idea of moving-window
technique. The suitable width of the window could be pre-
determined if the trunction error of the density function v.s.
various “peaking” p0 is investigated beforehand. To be more
precise, suppose we know the asymptotical behavior of the
density function of the NLF problem from the asymptotical
analysis, say ∼ e−pxk , with some p > 0, k ≥ 2. According to
the guideline in section II.B, the suitable scaling factor α and
the truncation mode N with β = 0 could be chosen. With these
parameters, the similar table as Table 4.2 could be obtained,
i.e. the truncation error (error0) of the function e−p(x−p0)
k
v.s.
various p0. If the error tolerance is given, then the appropriate
width of the window is obtained according to the table. Take
Table 4.2 as a concrete example. If the asymptotical behavior
of the density function is e−
1
2x
2
, then the scaling factor α = 1
and the truncation mode N = 24. Suppose we set the error
tolerance to be 10−5, then the suitable width of the window
would be 3 + 3 = 6, from the first two column of Table 4.2.
The window covers the origin would be [−3, 3].
Our algorithm with moving-window technique is illustrated
in the flowchart Fig. 4.3. It reads as follows. Without loss
of generality, assume that the expectation of the initial distri-
bution of the state is near 0. During the experimental time,
say [0, T ], the state remains inside some bounded interval
[−L,L], for some L > 0. We first cover the neighbor-
hood of 0 by the untranslated Hermite functions {Hα,0n }Nn=0,
where α, N can be chosen according to the guidelines in
section II.B. With the given error tolerance, the suitable
width of the window could be pre-defined, denoted as Lw.
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{
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}N
n=0
yes
no
no
yes
Fig. 4.3. The flowchart of our algorithm, where β′ ∈ {βj}Jj=0.
If [−L,L] ⊂ [−Lw, Lw], then no moving-window technique
is needed. Hence, the on-line experiment runs always within
the left half loop in Fig. 4.3. Otherwise, {βj}Jj=0, for some
J > 0, need to be prepared beforehand, such that [−L,L] ⊂
∪Jj=0 (−Lw + βj , βj + Lw). The off-line data corresponding
to different intervals (−Lw + βj , βj + Lw) have to be pre-
computed and stored ahead of time. During the on-line ex-
periment, if the expectation of the state E[xt] moves accross
the boundary of the current “window” (the condition in the
rhombic box in Fig. 4.3 is satisfied), the current “window” is
shifted to the nearby window where E[xt] falls into. That is,
the right half loop in Fig. 4.3 is performed once.
Let us analyze the computational cost of our algorithm.
Notice that only the storage capacity of the off-line data and
the number of the flops for on-line performance need to be
taken into consideration in our algorithm. Without loss of
generality, let us assume as before E[x](0) is near 0 and
our state is inside [−L,L] ⊂ ∪Jj=0 (−Lw + βj , βj + Lw). For
simplicity and clarity, let us assume further that
1) The operator
(
L− 12hTS−1h
)
is not explicitly time-
dependent;
2) The time steps are the same, i.e. τi+1 − τi = 4t.
For the storage of the off-line data, on each interval
(−Lw + βj , βj + Lw), it requires to store (N + 1)2 floating
point numbers. Hence, the total (J + 1) intervals requires to
store (J+1)(N+1)2 floating point numbers. As to the number
of the flops in the on-line computations, if no moving-window
technique is adopted during the experiment, for each time
step, it requires O((N + 1)2) flops. The number of the flops
to complete the experiment during [0, T ] = ∪k−1i=0 [τi, τi+1]
is O(k(N + 1)2). Suppose the number of shifting the win-
dows during [0, T ] is P , then the total number of flops is
O ((k + P )(N + 1)2).
Remark 4.5: If either assumption 1) or 2) is not satisfied,
then the real time manner won’t be affected. That is, the num-
ber of the flops in the on-line experiment remains the same.
But the off-line data will take more storage as the trade-off.
To be more specific, on each interval (−Lw + βj , βj + Lw),
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it requires to store k×(N+1)2 floating point numbers, where
k is the total number of time steps. Therefore, the total storage
is k(J + 1)(N + 1)2 floating point numbers.
C. Numerical simulations
In this subsection, we shall solve two NLF problems by our
algorithm: the almost linear sensor and the cubic sensor. Since
the drift term could always be absorbed into the potential V (x)
by the transformation (3.2), for simplicity, in our examples,
we set f ≡ 0. Our algorithm is compared with the particle
filters (PF) in both examples. The PF is implemented based on
the algorithm described in [1]. And the systematic resampling
is adopted if the effective sample size drops below 50% of
the total number of particles. As we shall see, our algorithm
surpasses the PF in the real-time manner.
1) Almost linear filter: We start from the signal observation
model {
dxt = dvt
dyt = xt(1 + 0.25 cosxt)dt+ dwt,
where xt, yt ∈ R, vt, wt are scalar Brownian motion processes
with E[dvTt dvt] = 1, E[dw
T
t dwt] = 1. Suppose the signal at
the beginning is somewhere near the origin.
The corresponding FKE in this case is
ut =
1
2
uxx − 1
2
x2(1 + cosx)2u (4.22)
Assume further that the initial distribution of x0 is u0(x) =
e
−x2
2 . This assumption is not crucial at all. The non-Gaussian
ones, for example u0(x) = e
−x4
2 , will give the similar results
as the Gaussian one.
It is easy to see that the asymptotical behavior of the
solution to (4.22) is e−
x2
2 . With the guidelines in section II.B,
we choose α = 1, β = 0 and N = 25 for the starting interval.
We shall run the experiment for the total time T = 20s. Thus,
we expect the density function probably will move out of
the starting interval. Table 4.2 suggests that the appropriate
width of the window should be 3, if the error tolerance
is set to be 10−5. We shall overlap the adjacent windows
a little bit to prevent frequent shifting of windows. Let us
take the width of the overlaped region to be 0.5. Therefore,
as the preparation for the moving-window technique, we
shall prepare the off-line data for [−19.5,−13.5], [−14,−8],
[−8.5,−2.5], [−3, 3], [2.5, 8.5], [8, 14] and [13.5, 19.5]. The
correpsonding βs are −16.5,−11,−5.5, 0, 5.5, 11 and 16.5.
The barrier in the rhombic box in the flowchart Fig 4.3 should
be 3 (the width of the “window”).
Our algorithm is compared with the PF with 10 or 50
particles in Fig. 4.4 for the total experimental time T = 20s.
The time step is 4t = 0.01s. All three filters show acceptable
experimental results. It is clear (between time 12 to 18) that the
PF with 50 particles gives closer estimation to our algorithm
than that with 10 particles. The mean square errors of our
algorithm is about 1.046, while those of the PF with 10 and 50
particles are 1.434 and 1.086, respectively. As to the efficiency,
our algorithm is superior to the PF, since the CPU times of the
PF with 10 and 50 particles are 1.70s and 10.04s respectively,
while that of our algorithm is only 1.02s. As to the storage, the
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particle filter with 10 particles
particle filter with 50 particles
our algorithm
Fig. 4.4. Almost linear filter is investigated with our algorithm and the PF
with 10 and 50 particles. The total experimental time is T = 20s. And the
update time is 4t = 0.01.
0 1 2 3 4 5 6 7 8 9 10
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
time
E(
x t)
Cubic sensor
 
 
real state
particle filter with 50 particles
our algorithm
Fig. 4.5. Cubic sensor in the channel is experimented for T = 10, with the
time step 4t = 0.01s, by both the PF and our algorithm.
size of the binary file to keep the off-line data is only 35.5kB.
During this particular on-line experiment, the window has been
shifted for 13 times, which can’t be observable from the figure
at all. And it seems that the moving-window technique doesn’t
affect the real-time manner of our algorithm.
2) Cubic sensor in the channel: We consider cubic sensor
in the channel xt ∈ [−3, 3]:{
dxt = dvt
dyt = x
3
tdt+ dwt,
(4.23)
where xt, yt ∈ R, vt, wt are scalar Brownian motion processes
with E[dvTt dvt] = 1, E[dw
T
t dwt] = 1. Assume the initial state
is somewhere near 0.
The FKE is
ut =
1
2
uxx − 1
2
x6u. (4.24)
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Fig. 4.6. The normalized density functions are plotted every other 0.2s for
the cubic sensor in the channel.
Furthermore, we assume the initial distribution is u0(x) =
e−x
4/4. Since the state is inside the channel, we set our
translating factor β = 0 and the moving-window technique
won’t be used. According to section II.B, we choose the
scaling factor α ≈ 2 32 ( ln 104 ) 14 ≈ 2.4637, and the truncated
mode N ≈ 45.
In Fig. 4.5, we compare our algorithm with the PF with
50 particles for T = 10s. The observation data come in every
0.01s. Fig. 4.5 reads that both filters work very well. The result
of our algorithm nearly overlaps with that of the PF all the
time. The mean square error of our algorithm is 0.517, while
that of the PF with 50 particles is 0.559. The CPU time of our
algorithm is 4.90s, while that of the PF is 37.17s. With our
algorithm, the on-line computational time for every estimation
of the state is around 0.001s, which is 10 times less than the
update time 0.01s. This indicates that our algorithm is indeed
a real-time solver. The normalized density functions, which is
defined as u(x,t)maxx∈R u(x,t) , have been plotted every other 0.2s in
Fig 4.6.
V. CONCLUSIONS
In this paper, we first investigate the HSM applied to the
1D FKE. It is well-known that the choice of the scaling
factor α is crucial to the resolution of HSM. We give a
practical guidelines to help choosing the suitable one. The
convergence rate of the HSM has been shown rigorously and
has been verified by a numerical experiment. As an important
application, we solve the NLF problem, by using the algorithm
in [18], in the last section, where solving 1D FKE serves as the
off-line computation. To capture the state even if it drifts out
of the “window”, translating factor of Hermite functions and
the moving-window technique are introduced. The translating
factors help the switch of the windows back and forth easier,
according to the “support” of the density function of the state.
We analyzed the computational complexity of our algorithm in
detail, with respect to the storage capacity of off-line data and
the number of flops of the on-line computations. Finally, two
online experiments – almost linear filtering and cubic sensor
in the channel – are reported. The feasibility and efficiency
of our algorithm are verified numerically, which surpasses the
particle filter as a real-time solver.
APPENDIX A
THE DETAILED FORMULATION OF OUR ALGORITHM
Starting from the signal model (1.1), the DMZ equation
(1.2) is derived for the unnormalized density function σ(x, t)
of the states xt conditioned on the observation history Yt =
{ys : 0 ≤ s ≤ t}. In real applications, one is more interested
in the robust state estimators. Hence, for given observation
path yt, let us make an invertible exponential transformation
σ(x, t) = exp [hT (x, t)S−1(t)yt]ρ(x, t). (A.1)
The “pathwise-robust” DMZ equation is obtained:
∂ρ
∂t
(x, t) +
∂
∂t
(hTS−1)T ytρ(x, t)
= exp (−hTS−1yt)
[
L− 1
2
hTS−1h
]
· [exp (hTS−1yt)ρ(x, t)]
ρ(x, 0) = σ0(x).
(A.2)
The exact solution to (A.2), generally speaking, doesn’t have
a closed form. Hence, we developed an efficient algorithm to
construct a good approximation in [18].
Let us assume that we know the observation time sequence
0 = τ0 < τ1 < · · · < τk = T apriorily. But the
observation data {yτi} at each sampling time τi, i = 0, · · · , k
are unknown until the on-line experiment runs. We call the
computation “off-line”, if it can be performed without any
on-line experimental data (or say pre-computed); otherwise,
it is called “on-line” computations. One only concerns the
computational complexity of the on-line computations, since
this hinges the success of “real time” application.
Denote the observation time sequence as Pk = {0 = τ0 <
τ1 < · · · < τk = T}. Let ρi be the solution of the robust
DMZ equation with yt = yτi−1 on the interval τi−1 ≤ t ≤ τi,
i = 1, 2, · · · , k
∂ρi
∂t
(x, t) +
∂
∂t
(
hTS−1
)T
yτi−1ρi(x, t)
= exp
(−hTS−1yτi−1) [L− 12hTS−1h
]
· [exp (hTS−1yτi−1) ρi(x, t)]
ρ1(x, 0) = σ0(x),
or
ρi(x, τi−1) = ρi−1(x, τi−1), for i = 2, 3, · · · , k.
(A.3)
Define the norm of Pk by |Pk| = sup1≤i≤k(τi − τi−1).
Intuitively, as |Pk| → 0, we have
k∑
i=1
χ[τi−1,τi](t)ρi(x, t)→ ρ(x, t)
in some sense, for all 0 ≤ t ≤ T , where ρ(x, t) is the
exact solution of (A.2). To maintain the real time manner,
our algorithm resorts to the following proposition.
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Proposition 1.3: For each τi−1 ≤ t < τi, i = 1, 2, · · · , k,
ρi(x, t) satisfies (A.3) if and only if
ui(x, t) = exp
[
hT (x, t)S−1(t)yτi−1
]
ρi(x, t), (A.4)
satisfies the FKE (1.4).
The initial data need to be updated as (1.5), followed from
(A.3).
With the observation time sequence known {τi}ki=1, we ob-
tain a sequence of two-parameter semigroup {U(t, τi−1)}ki=1,
for τi−1 ≤ t < τi, generated by the family of operators
{L− 12hTS−1h}t≥0. The off-line computation in our algorithm
is to pre-compute the solutions of (1.4) at time t = τi+1,
denoted as {U(τi+1, τi)φl}∞l=1, where {φl(x)}∞l=1 (chosen as
the initial data at t = τi) is a set of complete orthonormal base
in L2(Rn). These data should be stored in preparation of the
on-line computations.
The on-line computation in our algorithm is consisted of
two parts at each time step τi−1, i = 1, · · · , k.
• Project the initial condition ui(x, τi−1) ∈ L2(Rn) at
t = τi−1 onto the base {φl(x)}∞l=1, i.e., ui(x, τi−1) =∑∞
l=1 uˆi,lφl(x). Hence, the solution to (1.4) at t = τi
can be expressed as
ui(x, τi) =U(τi, τi−1)ui(x, τi−1)
=
∞∑
l=1
uˆi,l [U(τi, τi−1)φl(x)] , (A.5)
where {U(τi, τi−1)φl(x)}∞l=1 have already been com-
puted off-line.
• Update the initial condition of (1.4) at τi with the new
observation yτi . Let us specify the observation updates
(the initial condition of (1.4) ) for each time step. For
0 ≤ t ≤ τ1, the initial condition is u1(x, 0) = σ0(x). At
time t = τ1, when the observation yτ1 is available,
u2(x, τ1)
(A.4)
= exp [hT (x, τ1)S
−1(τ1)yτ1 ]ρ2(x, τ1)
(A.4),(A.3)
= exp [hT (x, τ1)S
−1(τ1)yτ1 ]u1(x, τ1),
with the fact y0 = 0. Here, u1(x, τ1) =∑∞
l=1 uˆ1,l [U(τ1, 0)φl(x)], where {uˆ1,l}∞l=1 is computed
in the previous step, and {U(τ1, 0)φl(x)}∞l=1 are prepared
by off-line computations. Hence, we obtain the initial
condition u2(x, τ1) of (1.4) for the next time interval
τ1 ≤ t ≤ τ2. Recursively, the initial condition of (1.4)
for τi−1 ≤ t ≤ τi is
ui(x, τi−1) = exp [hT (x, τi−1)S−1(τi−1)
(yτi−1 − yτi−2)]ui−1(x, τi−1),
(A.6)
for i = 2, 3, · · · , k, where ui−1(x, τi−1) =∑∞
l=1 uˆi−2,l [U(τi−1, τi−2)φl(x)].
The approximation of ρ(x, t), denoted as ρˆ(x, t), is obtained
ρˆ(x, t) =
k∑
i=1
χ[τi−1,τi](t)ρi(x, t), (A.7)
where ρi(x, t) is obtained from ui(x, t) by (A.4). And σ(x, t)
could be recovered by (A.1).
APPENDIX B
THE PROOF OF THEOREM 2.1
Proof of Theorem 2.1: By induction, we first show that
for µ = 0. For any integer r ≥ 0,
||u− PNu||2 =
√
pi
α
∞∑
n=N+1
uˆ2n
=
√
pi
α
∞∑
n=N+1
λ−rn+1λ
r
n+1uˆ
2
n
.α−2r−1N−r||u||2r. (B.1)
Suppose for 1 ≤ µ ≤ r, (2.12) holds for µ − 1. We need to
show that (2.12) is also valid for µ. It is clear that
|u− PNu|µ ≤|∂xu− PN∂xu|µ−1
+ |PN∂xu− ∂xPNu|µ−1. (B.2)
On the one hand, due to the assumption for µ−1, we apply
(2.12) to ∂xu and replace µ and r with µ − 1 and r − 1,
respectively:
|∂xu− PN∂xu|µ−1 ≤αµ−r− 12N
µ−r
2 ||∂xu||r−1
.αµ−r− 12N
µ−r
2 ||u||r, (B.3)
where the last inequality holds with the observation that
||∂xu||2r−1 =
∞∑
n=0
λr−1n+1(̂∂xu)
2
n
and
(̂∂xu)n =
α√
pi
∫
R
∂xuH
α,β
n (x)dx
=− α√
pi
∫
R
u∂xH
α,β
n (x)dx
=
α
√
λn+1
2
√
pi
∫
R
uHα,βn+1(x)dx
− α
√
λn
2
√
pi
∫
R
uHα,βn−1(x)dx, by (2.6)
=
√
λn+1
2
uˆn+1 −
√
λn
2
uˆn−1.
On the other hand, by the virtue of (2.6)
PN∂xu− ∂xPNu
=PN
∞∑
n=0
uˆn∂xH
α,β
n (x)−
N∑
n=0
uˆn∂xH
α,β
n (x)
=− 1
2
N−1∑
n=0
√
λn+1uˆnH
α,β
n+1(x)
+
1
2
N+1∑
n=0
√
λnuˆnH
α,β
n−1(x)
−
[
−1
2
N∑
n=0
√
λn+1uˆnH
α,β
n+1(x)
+
1
2
N∑
n=0
√
λnuˆnH
α,β
n−1
]
=
1
2
√
λN+1
[
uˆNH
α,β
N+1(x) + uˆN+1H
α,β
N (x)
]
.
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This yields that
|PN∂xu− ∂xPNu|2µ−1
.λN+1
(
uˆ2N |Hα,βN+1(x)|2µ−1 + uˆ2N+1|Hα,βN (x)|2µ−1
)
,
(B.4)
due to the property of seminorms. Moreover, we estimate uˆ2k
and |Hα,βk (x)|2µ−1, for k = N,N + 1:
uˆ2N ≤
∞∑
n=N
uˆ2n ≤
α√
pi
||u− PN−1u||2 . α−2rN−r||u||2r,
(B.5)
by (B.1). Similarly, uˆ2N+1 . α−2rN−r||u||2r . And
|Hα,βN |2µ−1 =||∂µ−1x Hα,βN (x)||2
.α−1||Hα,βN (x)||2µ−1, by Lemma 3.2
=α−1λµ−1N ≤ α−1λµ−1N+1, (B.6)
since (̂Hα,βN )k = δkN , for k ∈ Z+. Similarly, |Hα,βN+1|2µ−1 .
α−1λµ−1N+1. Substitute (B.5) and (B.6) into (B.4), we get
|PN∂xu− ∂xPNu|2µ−1 .α−2r−1N−rλµN+1||u||2r
.α2µ−2r−1Nµ−r||u||2r, (B.7)
by the fact that λN = 2Nα2. Combine (B.2), (B.3) and (B.7),
we arrive the conclusion.
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