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Abstract
We simplify a dual straightening algorithm which gives a presentation of Specht
modules as a quotient of the space of column tabloids by dual Garnir relations. We show
that this presentation can be generated by a single relation for each pair of columns of a
tableau with ordered columns, thereby significantly reducing the number of generators
given in the original construction. Our result generalizes a recent result about staircase
partitions to all partitions.
We then apply this result to the representation of the symmetric group on the multi-
linear component of the free LAnKe with 2n− 1 generators, denoted ρn,3. Friedmann,
Hanlon, Stanley and Wachs recently proved that ρn,3 is isomorphic to the Specht module
S2
n−11 and hence has dimension given by the Catalan numbers. We provide a new proof
of this result which has the advantage of introducing an explicit isomorphism between
the two spaces. Doing so allows us to find a basis for ρn,3 corresponding to standard
Young tableaux of shape 2n−11.
1 Introduction
Representations of the symmetric group Sm have a long and beautiful history in mathe-
matics. Partitions of m biject with the irreducible representations of Sm given by Specht
modules; these representations have a basis corresponding to standard Young tableaux. The
relations that allow us to express any tableau as a linear combination of standard Young
tableaux are called Garnir relations.
For a partition λ = (λ1, . . . , λk) of m, let λ
′
= (λ
′
1, . . . , λ
′
j) be the conjugate of λ and let
Sλ be the Specht module corresponding to λ. Also, let Tλ be the set of Young tableaux of
shape λ in which each element of [m] appears exactly once. For any t ∈ Tλ, let Rt be the
row stabilizer of t, let Ct be the column stabilizer of t, let{t} be the associated row tabloid,
and let
εt =
∑
β∈Ct
sgn(β){βt}
be the associated row polytabloid of t. It is a classical result that the set of all εt where t
is a standard Young tableau forms a basis of Sλ.
In [Kra95] and [Ful97], both Kraskiewicz and Fulton introduce a dual construction of
the Specht module, S˜λ, using column tabloids rather than row tabloids. Column tabloids
are quite similar to row tabloids: a row tabloid is an equivalence class of numberings of
a Young diagram such that two row tabloids are equivalent if they have the same entries
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in each row. Dually, a column tabloid, denoted [t], is an equivalence class of numberings
of a Young diagram such that two column tabloids are equivalent up to sign if they have
the same entries in each column. Herein lies a key difference between row and column
tabloids: unlike row tabloids, column tabloids are antisymmetric within columns. That is,
for a column tabloid [t] and β ∈ Ct, we have [t] = sgn(β)β[t] = sgn(β)[βt].
Let M˜λ be the vector space generated by all [t] where t is a Young tableau of shape λ,
modulo the antisymmetry relations which are generated by [t]− sgn(β)[βt] for each β ∈ Ct.
Thus a basis of M˜λ is given by all ordered column tabloids of shape λ, where by “ordered”
we mean that the numbers in the tableaux increase going down the columns.
The symmetric group acts on [t] ∈ M˜λ in the natural way: σ[t] = [σt]. Fulton defines
S˜λ to be the subspace of M˜λ spanned by elements of the form
∑
α∈Rt α[t]. He shows that
this dual construction of a Specht module is isomorphic to its row tabloid counterpart, Sλ
[Ful97].
In order to prove this result, Fulton defines a dual straightening algorithm which gives
a presentation of Specht modules as a quotient space of M˜λ by dual Garnir relations. This
presentation also appeared in [Kra95] two years earlier. There is a dual Garnir relation for
each t ∈ Tλ, each choice of adjacent columns, and each k up to the length of the shorter
column. In Section 2, we simplify this presentation significantly: we show that we need
only a single relation called η for each choice of adjacent columns of an ordered column
tabloid [t] ∈ M˜λ (Theorem 2.7). Our result applies to all partitions, thereby extending a
simplification achieved in [FHSW17] that applied only to staircase partitions.
We then use the relation η in the study of the action of the symmetric group on a
generalization of free Lie algebras introduced in [FHSW17]. This work is based on the
following generalization of the bi-linear Lie bracket [·, ·] to an n-linear commutator [·, ·, . . . , ·],
which arose from the study of the correspondence between ADE singularities and ADE Lie
algebras in [Fri11], and appeared previously in other contexts [Fil, Tak94, DT97, Kas87,
Lin93, BL09, Gus].
Definition 1.1. A Lie Algebra L of the nth kind (LAnKe) is a vector space equipped with
an n-linear bracket such that the following hold.
1. The bracket is antisymmetric: [x1, . . . xn] = sgn(σ)[xσ(1), . . . , xσ(n)].
2. The generalized Jacobi identity holds:
[[x1, . . . , xn], y1, . . . yn−1] =
n∑
i=1
(−1)n−i[[y1, . . . , yn−1, xi], x1, . . . xˆi, . . . , xn] (1)
for every xi, yj ∈ L.
Many natural objects in the Lie case generalize to the LAnKe. This includes homomor-
phisms, ideals, and subalgebras; for a more complete description, see [Fri11]. In particular,
we can generalize the free Lie algebra on a set X.
Definition 1.2 ([FHSW17]). A free LAnKe on a set X is a LAnKe L and map i : X → L
with the universal property that for any LAnKe K and map f : X → K, there exists a
unique LAnKe homomorphism F making the following diagram commute:
2
X L
K
i
f
F
Just as the free Lie algebra on a set X is the space generated by all Lie bracketings
subject to the antisymmetry and bi-linearity of the Lie bracket and the Jacobi identity, the
free LAnKe on X is the space generated by all n-bracketed elements in X subject to the
n-linear, antisymmetric bracket and the generalized Jacobi identity given in Equation (1).
The multi-linear component of the free LAnKe on X is the vector subspace spanned by
n-bracketed words in which each generator in X appears exactly once. In this paper, we
will take all vector spaces to be over C.
The free Lie algebra admits a natural grading given by the number of times the Lie
bracket is applied, denoted here by k − 1. This k is still relevant for the free LAnKe.
However, the free LAnKe takes into account a second variable as well: the number of
entries in each bracket, denoted n.
For an element of the form [[[...]..]..], for example, we say k = 4 and n = 3. Through
this lens, the free Lie algebra is simply the case where n = 2. It follows that the multi-
linear component of the free LAnKe involving k− 1 bracketings will involve kn− n− k+ 2
generators; in the case of the free Lie algebra, this is exactly k.
When n = 2, acting by permutation on these generators gives the famed (k − 1)!-
dimensional representations of the symmetric group Sk on the multi-linear component of
the free Lie algebra on k generators. These representations, denoted Lie(k), are an object
of longtime fascination to algebraic combinatorialists.
Here we continue the study initialized in [FHSW17] of the natural generalization of
Lie(k) to the representations of Skn−n−k+2 on the multi-linear component of the free LAnKe
on kn − n − k + 2 generators. This representation is called ρn,k. In particular, we study
the case where k = 3; it was proved in [FHSW17] that ρn,3 is isomorphic to the Specht
module S2
n−11 and therefore has dimension given by the Catalan numbers. In Section 3 we
give an independent proof of this result which has the advantage of including an explicit
isomorphism between the two spaces (Theorem 3.5). This isomorphism allows us to find an
elegant basis for ρn,3 corresponding to standard Young tableaux of shape 2
n−11 (Corollary
3.8).
2 A new presentation of Specht modules
2.1 Garnir relations for column tabloids
In this section we recall known presentations of Specht modules in terms of dual Garnir
relations.
In [Ful97], Fulton introduces a map
α : M˜λ → Sλ
given by
α : [t] 7→ εt.
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The map α is equivariant and surjective. Moreover, ker(α) is generated by a set of relations
which Fulton calls the dual Garnir relations.
The dual Garnir relations are constructed as follows. For a fixed column c of a tableau
t of shape λ, and for 1 ≤ k ≤ λ′c+1, let pic,k(t) be the sum of column tabloids obtained from
all possible ways of exchanging the top k elements of the (c + 1)st column of t with any
subset of size k of the elements of column c, and fixing all other elements of t. For example,
for
t =
1 4 6
2 5
3
we have
π (t) = 1,1
4
2
3
1
5
6 1
4
3
2
5
6 1
2
4
3
5
6
+ + .
Then the dual Garnir relation gc,k(t) is
gc,k(t) = [t]− pic,k(t). (2)
Note that t can be any tableau, not necessarily with increasing columns. The relation
gc,k(t) is called a dual Garnir relation, and varying over c and k gives a straightening
algorithm for column tabloids.
Theorem 2.1 ([Ful97]). Let G˜λ be the subspace of M˜λ generated by gc,k(t) where t varies
across all t ∈ Tλ, 1 ≤ c ≤ λ1 − 1 and 1 ≤ k ≤ λ′c+1. Then the kernel of α is generated by
G˜λ. That is,
Sλ ∼= M˜λ/G˜λ.
Fulton shows in an exercise in [Ful97] that this presentation can be simplified further
using only the gc,1 relations. A corollary to this theorem is another proof of the classical
result that a basis of Sλ is given by polytabloids of standard Young tableaux of shape λ.
Our main contribution to this theory will be to give a new presentation of Sλ that reduces
the number of generators for G˜λ even further.
2.2 One relation to generate them all
In this section we derive a presentation of Sλ that requires far fewer relations than those
needed in Theorem 2.1.
We begin by narrowing our study to partitions µ of n + m with shape 2m1n−m, so µ
has a column of size n and a column of size m for 1 ≤ m ≤ n, and µ′ = (n,m). We shall
generalize these results to partitions of any shape at the end of this Section.
Note that by the antisymmetry of column tabloids, M˜µ can be induced from the Young
subgroup Sn × Sm ≤ Sn+m as follows:
M˜µ ∼= IndSn+mSn×Sm (sgnn⊗ sgnm) ∼=
m⊕
i=0
S2
i1n+m−2i .
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To ease our discussion, we introduce the following map. For t ∈ Tλ, let pi`c,1([t]) corre-
spond to the pic,1 relations obtained from switching the `
th element in column c + 1 of [t]
with each of the elements in column c of [t]. For example,
π1,12
5
2
3
4
1
1
2
3
4
5
1
5
3
4
2
1
2
5
4
3+= +(          ) .
We can therefore define
g`c,1([t]) := [t]− pi`c,1([t]).
Proposition 2.2. The set {g`c,1([t]) | [t] ∈ M˜λ , 1 ≤ ` ≤ λ′c+1} is the same as the set of the
dual Garnir relations {gc,1(t) | t ∈ Tλ}.
Proof. The statement follows directly from the definitions.
The maps pi`c,1 and g
`
c,1 allow us to narrow our study to tableaux with ordered columns.
Additionally, they allow us to define a new linear transformation from M˜µ to M˜µ.
Definition 2.3. For µ = 2m1n−m, let η : M˜µ → M˜µ be the map
η : [t] 7→
m∑
j=1
gj1,1([t]) = m[t]−
m∑
j=1
pij1,1([t]).
Because η is a sum of equivariant linear maps, it follows that η is equivariant as well.
Furthermore, it follows from Theorem 2.1 that Im(η) ⊆ ker(α), as each term in the summand
in η is a dual Garnir relation. Using a technique employed in [FHSW17], we will now show
that the relations generated by η are all that is needed to generate G˜µ.
Theorem 2.4. For µ = 2m1n−m, ker(η) ∼= Sµ, and thus Im(η) = ker(α) for α : M˜µ → Sµ.
Note that because
M˜µ ∼=
m⊕
i=0
S2
i1n+m−2i
is multiplicity-free, by Schur’s Lemma η acts as a scalar on each irreducible submodule of
M˜µ. Thus, finding the kernel of η is equivalent to finding the irreducible submodules of M˜µ
on which η acts like the 0 scalar.
We proceed by computing the action of η on each irreducible submodule of M˜µ. For
each T ∈ ([n+m]n ), let vT ∈ M˜µ be the column tabloid with first column T (both columns
assumed to be in increasing order). For any v ∈ M˜µ, let 〈v, vT 〉 be the coefficient of vT in
the expansion of v in the basis of all vT .
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Lemma 2.5. For every S, T ∈ ([n+m]n ),
〈η(vS), vT 〉 =

m if S = T
0 if |S ∩ T | < n− 1
(−1)x+y if |S ∩ T | = n− 1 with
x ∈ S\T, y ∈ T\S
Proof. The first two cases follow easily from the definition of η. For the last case, suppose
x is in the rthx row in the first column of vS and y is in the r
th
y row of the second column of
vS . Then there are precisely x− 1 numbers smaller than x altogether, with rx − 1 of them
in the first column. It follows that there are x − rx numbers smaller than x in the second
column. Similarly, there are ry−1 numbers smaller than y in the second column and y− ry
numbers smaller than y in the first column.
There are two cases: x < y or y < x. Suppose x < y and swap the positions of x and y.
Then in order to obtain an element in the basis of M˜λ, we must move y to the (y−ry)th row
of the first column and x to the (x−rx+1)st row of the second column. This means moving
y from the rthx row down to the (y − ry)th row, which requires y − ry − rx transpositions.
Similarly moving x up from the rthy row to the (x − rx + 1)st row requires ry − x + rx − 1
transpositions. Altogether, this amounts to a sign change of
(−1)ry−x+rx−1+y−ry−rx = (−1)y−x−1.
Finally, taking into account that η itself contributes a sign change of (−1), we obtain the
coefficient (−1)x+y for 〈η(vS), vT 〉. The case y < x is similar.
We next calculate the scalar action of η on the irreducible submodules of M˜µ.
Theorem 2.6. On the irreducible submodule of M˜µ isomorphic to S2
i1(n+m)−2i, the operator
η acts like a scalar ωi, where
ωi := 2(m− i).
Proof. For simplicity, take T = [n]. Then for a given i, we take t to be the Young tableau
given by
6
n  + 1
n  + 2
n  + i
i  + 1
i 
2
1
n + m
n + i +1
n
::
::
::
::
.
Recall that Ct is the column stabilizer of t and Rt is the row stabilizer of t. Then we denote
by et the Young symmetrizer of t:
et =
∑
α∈Rt
∑
β∈Ct
sgn(β)αβ.
As in [FHSW17], we adopt a slight abuse of notation by referring to the restriction to
S2
i1n+m−2i of the space spanned by τetvT for τ ∈ Sn+m to be S2i1n+m−2i itself.
We define dt, ft and rt as in [FHSW17]; that is rt =
∑
α∈Rt α, while dt is the signed sum
of column permutations stabilizing {1, 2, . . . , n}, {n+1, . . . , n+i}, and {n+i+1, . . . n+m},
and ft is the signed sum of permutations in Ct that maintain the vertical order of these
sets. Then etvT = rtftdtvT .
The antisymmetry of column tabloids ensures that dtvT is a scalar multiple of vT ,
because it simply permutes within columns. Therefore we can conclude that rtftvT is a
scalar multiple of etvT , and in particular that etvT is nonzero, as the coefficient of vT in
rtftvT is nonzero.
Consider η(rtftvT ). In the subspace restricted to S
2i1n+m−2i , the fact that η acts on
etvT as a scalar implies the same is true of rtftvT . In fact, because the coefficient of vT in
rtftvT is 1, we can determine precisely what this scalar is by computing 〈η(rtftvT ), vT 〉. In
particular, we wish to show that
〈η(rtftvT ), vT 〉 = ωi = 2(m− i).
Again, following [FHSW17] we have
rtftvT =
∑
S∈([n+m]n )
〈rtftvT , vS〉vS .
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Applying the linear operator η thus gives
η(rtftvT ) =
∑
S∈([n+m]n )
〈rtftvT , vS〉η(vS).
Note that when T = S, by Lemma 2.5 we have 〈rT , rS〉 = m. With this, we can compute
the coefficient of vT in general by
〈η(rtftvT ), vT 〉 =
∑
S∈([n+m]n )
〈rtftvT , vS〉〈η(vS), vT 〉 = m+
∑
S∈([n+m]n )\{T}
〈rtftvT , vS〉〈η(vS), vT 〉. (3)
By Lemma 2.5, for T 6= S, 〈η(vS), vT 〉 6= 0 only when S and T differ by a single element.
In the sum rtftvT , there are two types of possible vS that fulfill this criterion.
1. We can obtain vS from a single row swap. That is, up to signs, vS is given by
(j, n+ j)vT for 1 ≤ j ≤ i, so (j, n+ j) ∈ Rt. In this case, in order to write (j, n+ j)vT
in our basis, we must move j from the jth row to the 1st row of the second column
and n + j from the jth row to the nth row of the first column. In total, this gives
a sign change of (−1)j−1+n−j = (−1)n−1. By Lemma 2.5, for such a vS , we get
〈η(vS), vT )〉 = (−1)n+j+j = (−1)n. Hence overall we get a contribution to Equation
3 of
〈rtftvT , vS〉〈η(vS), vT 〉 = (−1)n−1+n = −1.
There are i such possible vS . Therefore this case contributes −i to Equation 3.
2. We can obtain vS by a swap coming from a column permutation σ in ft. Note that
because ft maintains the order of {1, 2, . . . , n}, {n+1, . . . , n+i}, and {n+i+1, . . . n+
m} and we require that |S∩T | = n−1, it must be that S = {1, 2, . . . , n−1, n+ i+1}.
Suppose σ moves n to the (n+ `)th row of t for 1 ≤ ` ≤ m− i. To calculate the sign
of σ, note that in order to move n to the (n+ `)th row of t, it follows that
σ = (n, n+ i+ `)(n, n+ i+ `− 1) . . . (n, n+ i+ 1),
so sgn(σ) = `. In σvT , n is in the (i+ `)
th row of the second column. In order to put
this in our basis, we must move n to the first row in the second column, which requires
i + ` − 1 transpositions. Combining these, we have a sign change of (−1)`+i+`−1 =
(−1)i−1. For such a vS , the coefficient of 〈η(vS), vT )〉 is (−1)n+i+1+n = (−1)i+1.
Thus for such a vS and σ, we get a total coefficient of (−1)i+1+i−1 = 1. There are
m− i possible σ (one for each `), and so we get a contribution to Equation 3 of m− i.
Thus combining the T = S case with the two cases above, we have
ωi = 〈η(rtftvT ), vT 〉 = m+ (−i) + (m− i) = 2(m− i).
Proof of Theorem 2.4. By Theorem 2.6, ωi is 0 only when m = i, so ker(η) ∼= Sµ. Thus
Im(η) ∼= M˜µ/ ker(η) = ker(α), and the theorem is proved.
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Theorem 2.4 allows us to generate G˜µ for any µ with two columns using only the single
η relation.
We now consider any partition λ = (λ1, . . . , λk) with conjugate λ
′
= (λ
′
1, . . . , λ
′
j). For
t ∈ Tλ, let hc(t) be the image of η on the c and (c+ 1)st columns of t that leaves the other
columns of [t] fixed.
Theorem 2.7. For any partition λ of m, let H˜λ be the space generated by hc([t]) for every
[t] ∈ M˜λ and 1 ≤ c ≤ λ1 − 1. Then
Sλ ∼= M˜λ/H˜λ.
Theorem 2.7 dramatically reduces the number of generators needed to find G˜λ. The
original construction of Theorem 2.1 required enumerating over every 1 ≤ k ≤ λ′c+1 for
every pair of columns c and c + 1 of every t ∈ Tλ. Even Fulton’s simplification using only
gc,1 relations requires enumerating over t ∈ Tλ for every pair of columns c and c + 1. By
contrast, our construction uses a single relation for every pair of adjacent columns, and [t]
varies in M˜λ, a significantly smaller space than Tλ.
3 A CataLAnKe Isomorphism
In this section, we will restrict our attention to tableaux of shape 2n−11, and turn to the
multi-linear component of the free LAnKe.
3.1 The Jacobi identity and Garnir relations
There is an intimate link between the space of column tabloids and the multilinear compo-
nent of the free LAnKe.
Take the case k = 3 and n = 3. A typical bracket looks like
[[1, 2, 3], 4, 5].
Note that when k = 3 and there are two brackets, we can always have the internal bracket
justified to the left:
[4, 5, [1, 2, 3]] = −[4, [1, 2, 3], 5] = [[1, 2, 3], 4, 5].
We call brackets that are justified to the left combs. The antisymmetry of column tabloids
is precisely the antisymmetry in the combs. For example,
[[1, 2, 3], 4, 5] = −[[1, 2, 3], 5, 4] = [[1, 3, 2], 5, 4]
corresponds to
=  - = 
1
2
3
4
5
1
2
3
5
4
1
3
2
5
4 .
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Following [FHSW17], we let Vn,3 be the space of antisymmetric multilinear, left comb
brackets without imposing the Jacobi identity. It follows that Vn,3 and M˜
2n−11 are isomor-
phic as S2n−1–modules:
Vn,3 ∼=
n−1⊕
i=0
S2
i12n−2i−1 ∼= M˜2n−11.
We can formalize this by defining
Ω : Vn,3 → M˜2n−11
to be the map that sends a bracket vT to its corresponding column tabloid. For the remain-
der of this paper, we will abuse notation by referring to Ω(vT ) and vT interchangeably.
As in [FHSW17], we define an S2n−1–module homomorphism ϕ : Vn,3 → Vn,3 by
ϕ([[x1, . . . , xn], y1, . . . , yn−1])
= [[x1, . . . , xn], y1, . . . , yn−1]−
n∑
i=1
(−1)n−i[[y1, . . . yn−1, xi], x1, . . . xˆi, . . . xn],
so ϕ = 0 if the Jacobi identity holds. Thus by construction, ker(ϕ) = ρn,3.
Note that by our above argument, we can define ϕ : M˜2
n−11 → M˜2n−11 by composition
with Ω.
Proposition 3.1. The image of [t] under ϕ : M˜2
n−11 → M˜2n−11 is a dual Garnir relation
for each [t].
Proof. The image ϕ([t]) is the relation g1,n−1(t).
Proposition 3.1 will prove informative in constructing our isomorphism from ρn,3 to
S2
n−11, as will the following lemma.
Lemma 3.2. For µ = 2n−11, we have Im(η) ⊆ Im(ϕ).
Proof of Lemma 3.2. As before, let T = [n] and
vT = [[1, . . . , n], n+ 1, . . . , 2n− 1].
For i ∈ [n] and j ∈ [n − 1], let Ri = {n + 1, . . . 2n − 1, i} and Si,j = {1, . . . iˆ, . . . , n, n + j},
so that
vRi = [[i, n+ 1, . . . 2n− 1], 1, . . . iˆ, . . . n],
vSi,j = [[1, . . . iˆ, . . . , n, n+ j], i, n+ 1, . . . ,
̂(n+ j), . . . 2n− 1].
We will show that η(vT ) ∈ Im(ϕ).
The image of vT by ϕ is
ϕ(vT ) = vT −
n∑
i=1
(−1)i−1vRi .
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We now claim that
η(vT ) = −
(
ϕ(vT ) +
n∑
i=1
(−1)i−1ϕ(vRi)
)
, (4)
from which the lemma follows. To see why equation (4) is true, consider each ϕ(vRi). One
can verify that
ϕ(vRi) = vRi −
n−1∑
j=1
(−1)j+n−1vSi,j + (−1)i−1vT
 . (5)
Now consider
ϕ(vT ) +
n∑
i=1
(−1)i−1ϕ(vRi). (6)
By our above discussion, we can rewrite equation (6) as
(
vT −
n∑
i=1
(−1)i−1vRi
)
+
n∑
i=1
(−1)i−1
(
vRi −
( n−1∑
j=1
(−1)j+n−1vSi,j + (−1)i−1vT
))
.
Noting that the vRi cancel for every i and adjusting for signs, we simplify this to
−(n− 1)vT −
n∑
i=1
( n−1∑
j=1
(−1)n+j+ivSi,j
)
.
Observe that by Definition 2.3 this is precisely −η(vT ). It follows that Im(η) ⊆ Im(ϕ).
3.2 The isomorphism between ρn,3 and S
2n−11
We now move from the world of column tabloids back to the more standard one of row
tabloids and row polytabloids. Recall that for a tableau t ∈ Tλ, {t} is the associated row
tabloid and εt is the associated row polytabloid.
We define a map Ψ : ρn,3 → S2n−11 by first defining a map Ψ˜ : Vn,3 → S2n−11 and then
considering the restriction of this map to ρn,3.
For a bracket v = [[x1, . . . , xn], y1, . . . , yn−1] ∈ Vn,3, let t(v) be the tableau labeled
compatibly with the bracket, as in:
t(v) =
x1 y1
x2 y2
...
...
xn−1 yn−1
xn
.
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Definition 3.3. The map Ψ˜ : Vn,3 → S2n−11 is given by
Ψ˜ : v 7→ εt(v).
Note that Ψ˜(v) = (α ◦Ω)(v). It is therefore clear that Ψ˜ is a well-defined S2n−1–module
homomorphism and that ker(α) ∼= ker(Ψ˜). By Theorem 2.1 we know that every dual Garnir
relation is in ker(α). Since by Proposition 3.1, the Jacobi identity relations are dual Garnir
relations, they are in ker(Ψ˜). That is, Ψ˜(ϕ(u)) = 0 for every u ∈ Vn,3. An independent
proof which makes this fact more explicit appears in Appendix A.
Because ϕ : Vn,3 → Vn,3 is an S2n−1-module homomorphism, we can write Vn,3 ∼=
ker(ϕ)⊕ Im(ϕ) and let
γ : ker(ϕ)⊕ Im(ϕ)→ ker(ϕ)
be the projection map. Since Ψ˜(Imϕ) = 0, we can consider the restriction of Ψ˜ to ρn,3 ∼=
ker(ϕ).
Definition 3.4. For x ∈ ρn,3, let Ψ : ρn,3 → S2n−11 be defined by
Ψ(x) = Ψ˜|ρn,3(x) = (Ψ˜ ◦ γ)(x).
We now state the main theorem of this section.
Theorem 3.5. The map Ψ is an S2n−1–module isomorphism.
Proof. It is clear that Ψ is surjective. It remains to show that Ψ is injective. Note that it
is sufficient to show that Im(ϕ) is isomorphic to ker(Ψ˜). By Theorem 2.4, ker(α) = Im(η)
and we have that Im(ϕ) ⊆ ker(Ψ˜). Because Vn,3 ∼= ˜M2n−11, it follows (with a slight abuse
of notation) that Im(ϕ) ⊆ Im(η). By Lemma 3.2, the other containment Im(η) ⊆ Im(ϕ)
holds as well, implying that Im(ϕ) ∼= ker(Ψ˜) as needed.
Corollary 3.6. [[FHSW17], The CataLAnKe Theorem] The representation ρn,3 is isomor-
phic to S2
n−11.
An alternative method to prove Theorem 3.5 was pointed out to us by Michelle Wachs.
In [dAI10], the g1,1 relations are shown to be equivalent to the Jacobi identity. Combining
this result with the observation in [Ful97] that over C, the gc,1 relations generate ker(α)
gives another way to show the isomorphism between ρn,3 and S
2n−11 by Ψ.
We can use Theorem 3.5 to find a basis for ρn,3 by using the iconic basis of the Specht
module.
Definition 3.7. A bracket [[x1, . . . , xn], y1, . . . , yn−1] is standard if x1 < x2 < · · · < xn,
y1 < y2 < · · · < yn−1 and xj < yj for every j ∈ [n− 1].
Corollary 3.8. The set of standard brackets forms a basis for ρn,3.
Acknowledgements The authors would like to thank Michelle Wachs, Vic Reiner, Marissa
Miller, and Leslie Nordstrom for useful conversations. The authors gratefully acknowledge
the National Science Foundation (DMS–1143716) and Smith College for their support of
the Center for Women in Mathematics and the Post-Baccalaureate Program. This work
was also partially funded by a Smith College Summer Research Fund.
12
References
[BL09] Jonathan Bagger and Neil Lambert. Three-algebras and N = 6 Chern-Simons
gauge theories. Phys. Rev. D, 79:025002, Jan 2009.
[dAI10] Jose A de Azcarraga and Jose M Izquierdo. n-ary algebras: A review with ap-
plications. Journal of Physics A: Mathematical and Theoretical, 43(29):293001,
2010.
[DT97] Yuri L. Daletskii and Leon A. Takhtajan. Leibniz and Lie algebra structures for
Nambu algebra. Letters in Mathematical Physics, 39(2):127–141, Jan 1997.
[FHSW17] Tamar Friedmann, Phil Hanlon, Richard P Stanley, and Michelle L Wachs.
On a generalization of Lie(k): a CataLAnKe theorem. arXiv preprint
arXiv:1710.00376, 2017.
[Fil] VT Filippov. n-Lie algebras 1985 sib. Mat. Zh, 26:126.
[Fri11] Tamar Friedmann. Orbifold singularities, Lie algebras of the third kind
(LATKes), and pure Yang–Mills with matter. Journal of Mathematical Physics,
52(2):022304, 2011.
[Ful97] William Fulton. Young tableaux: with applications to representation theory and
geometry, volume 35. Cambridge University Press, 1997.
[Gus] Andreas Gustavsson. Algebraic structures on parallel M2-branes. Nucl. Phys.
B, pages 0709–1260.
[Kas87] Sh. M. Kasymov. Theory of n-Lie algebras. Algebra and Logic, 26(3):155–166,
Jun 1987.
[Kra95] Witold Kraskiewicz. Reduced decompositions in weyl groups. Eur. J. Comb.,
16:293–313, 1995.
[Lin93] Wuxue Ling. On the structure of n-Lie algebras. 01 1993.
[Tak94] Leon Takhtajan. On foundation of the generalized Nambu mechanics (second
version),” commun. Math. Phys, page 295, 1994.
S. Brauner, Department of Mathematics, University of Minnesota, Twin Cities
E-mail address, : braun622@umn.edu
T. Friedmann, Department of Mathematics and Statistics, Smith College
E-mail address, : tamarf1@yahoo.com
13
A Proof that Ψ is an S2n−1–module homomorphism
We present a self-contained proof that Ψ, as given in Definition 3.3, is indeed a well-defined
S2n−1-module homomorphism.
Let
u =
x1 y1
x2 y2
...
...
xn−1 yn−1
xn
,
and
si =
y1 x1
y2 x2
...
...
yi−1 xi−1
yi xi+1
...
...
yn−1 xn
xi
.
Thus εu = Ψ˜([[x1, . . . , xn], y1, . . . , yn−1]) and εsi = Ψ˜([[y1, . . . , yn−1, xi], x1, . . . xˆi, . . . , xn]).
Proposition A.1. The image of the Jacobi identity under the map Ψ˜ holds in S2
n−11. That
is,
εu =
n∑
i=1
(−1)n−iεsi , (7)
so Ψ˜(ϕ(u)) = 0 for every u ∈ Vn,3.
Proof. Note that |Cu| = |Csi | = n!(n−1)!, so εu and εsi each have n!(n−1)! terms for i ∈ [n].
For any i, let τi = (xixn)(xixn−1) · · · (xixi+1), so τi applied to u moves xi to the nth
position in the first column and otherwise maintains the relative order of the x′js. Note
14
that τi ∈ Cu, and because τi is a product of n− i transpositions, sgn(τi) = (−1)n−i.
Each row of the tabloids τi{u} and {si} have the same content (only appearing in dif-
ferent columns), so it follows that for every i, τi{u} = {si}. Therefore, for any ν ∈ Cu that
fixes xi, we have ν{si} = ν(τi{u}). Requiring that xi is fixed but allowing any of the other
xj and yj to be permuted freely within their columns gives ((n − 1)!)2 such ν. The corre-
sponding term ντi{u} has coefficient sgn(ντi) = sgn(ν)(−1)n−i in the εu summation, while
the corresponding term ν{si} has sgn(ν)(−1)n−i because of the sign of εsi in the Jacobi
Identity. Because there are n possible values of i, we have a total of n((n−1)!)2 = n!(n−1)!
such terms. Therefore every term in εu has an identical term with matching sign on the
right-hand side of Equation 7.
From the above, we need only worry about the remaining terms of the εsi , of which
there are
n!(n− 1)!− ((n− 1)!)2 = (n− 1)((n− 1)!)2
for every i. All of these appear on the right hand side of Equation 7.
Pick any distinct i and j with 1 ≤ i < j ≤ n. Define σij = (xjxi+1)(xjxi+2) · · · (xjxj−1) ∈
Csi , so sgn(σij) = (−1)j−1−i. Then σijsi has xj in the ith row of the second column, and
otherwise maintains the relative order of the other elements. Thus σij{si} and {sj} are iden-
tical except that the positions of xi and xj are swapped between them. Therefore, in order
to find a pair of column permutations pi ∈ Cσijsi , pi′ ∈ Csj such that piσij{si} = pi′{sj},
we need pi and pi′ to move xi and xj to some row k, 1 ≤ k ≤ n − 1. It follows that
piσij{si} = pi′{sj} only if pi and pi′ move all other labels identically. Hence we may write
pi = δ(xiyk)(xjxk′) and pi
′ = δ(xixk′)(xjyk), where δ ∈ Cσijsi ∩ Csj fixes xi and xj , and
either k′ = k for k ≤ j or k′ = k + 1 if k > j. So sgn(pi) = sgn(pi′).
Consider the signs of the paired terms pi(σij{si}) and pi′{sj} in Equation 7. The sign of
pi(σij{si}) is
sgn(pi(σij{si})) = (−1)n−i sgn(piσij) = (−1)n−i(−1)j−1−i sgn(pi) = (−1)n+j−1 sgn(pi),
while
sgn(pi′{sj}) = (−1)n−j sgn(pi′).
Thus for any such pair of pi, pi
′
, we have two identical terms with opposite signs, which
therefore cancel.
In order to count the number of such pairs pi, pi′, note that there are n− 1 choices for k
(the row which has xi and xj in both tabloids pi(σij{si}), pi′{sj}), and for each k, there are
(n− 1)!(n− 2)! ways to permute the other labels. This gives ((n− 1)!)2 possible pairs, each
with opposite signs. Because the tabloids are defined by the position of xi and xj , we have
unique pairings for each choice of i and j. For any si, ranging across all possible j accounts
for (n− 1)((n− 1)!)2 terms of esi .
We have thus accounted for every term on the right and left hand sides of Equation
7.
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