Abstract:-A Stochastic Conjugate Gradient Algorithms (SCGA) is proposed for the solving nonlinear optimization problem assodated with the multi-nser constant modulus algorithm (CC-CMA) for DSCDMA receivers in a multi-user environment. The algorithm referred to as the stochastic conjngate gradient CC-CMA (SCGCC-CMA). Simulatious show that the SCGCCCMA algorithm preserves the fast convergence rate of the block-sbaMo cross correlation wnstmt modulus algorithm (BSCC-CMA) [I], can be configored to perform slmilar to the recursive leist squares (IUS) version of the CC-CMA algorithm, and can outperform the wnventional CC-CMA for less wst. The proposed algoritbna can also he used In DWCDMA systems to solve the problem of joint blind channel eqndization and blind source reparation in a singleuser and multi-user environment. Alternatively, a window sliding parameter may be adjusted to trade off between performance and computation to match system requirements. We will also propose a convergence analysis for the proposed algorithms.
INTRODUCTION
In a communication system, channel equalisatiodinterference cancellation is required to eliminate intersymbol interference 0%) and multiple access interference (MAI). Blind algorithms, which do not require a training sequence, have the potential to increase channel bandwidth efficiency. Among all blind equalisation algorithm, the consfant modulus algorithm (CMA) [7] , which exploits the constant modulus property of the signal, appears to be the algorithm of choice due to its computational simplicity [2] . For single-user and multi-user environments with zero mean, circularly Syrmmtric sources, provided that the socalled zero and length condition are satisfied, the CMA algorithm converges globally to a solution where IS1 and MA1 are removed [7] . To prevent the same source being repeatedly retrieved in a multi-user environment, a multi-user CMA was proposed in [4] . However, when the adaptation of the CC-CMA algorithm is realised with normal stochastic gradient type algorithm, the rate of convergence to such a solution can be too slow. To mitigate this limitation, in [I] we employed an approximation of the Hessian matrix to represent the local curvature of the CC-CMA wst function. An order of magnitude improvement in convergence rate is observed. The problem with such approaches is that considerable memorylcomputational requirements are required for storing, updating, and inverting an estimate of the associated Hessian. In [I], we also proposed an altemative type of modified Newton algorithm, Block-Shanno cross correlation constant modulus algorithm (BSCC-CMA), that implicitly wmputes a.positive definite approximation to the inverse of the Hessian of the Objective function using computationaVmemory ran@ic.ac.uk requirements which are roughly O ( M ) as opposed to O(M1). The block cross<onelation constant modulus objective function is developed to implement a modified Newton's algorithm. The resulting algorithm is based on Shanno's technique to circumvent much of the computation associated with the line search of conjugate gradient techniques [2], [3] . The objective in the present paper is to extend these ideas to develop a low cost block adaptive filter that converges to a optimum value of the CC-CMA cost function significantly faster.
For every block ofdata, the BSCC-CMA algorithm updates the filter tap weights along specified search directions until a stopping criterion is reached. Then it produces a block of outputs and proceeds to the next block of data. The BSCC-CMA algorithm has superior convergence properties to the IUS-type CC-CMA and Newton-like CC-CMA as reported in [I]. However it can be very expensive to let the BSCC-CMA converge all the way before proceeding to the next block of data. In this paper, we propose a stochastic conjugate gradient method to reduce the computational complexity while preserving the power of BSCC- This eliminates costly inner loops, and significantly reduces complexity. Also data blocks can be overlapped in such a way that as more overlap is added, convergence speed increases at the cost of an increased computation. In section 2, we will discuss the BSCC-CMA developed in [I], in section 3, we will develop SCGCC-CMA algorithm, in section 4, we will analyse the convergence of SCGCC-CMA in terms of their macro quantities and finally simulations and,conclusions will be summarised. 
BLOCK S H A " 0 CC-CMA FORMATION AND GRADIENT CALCULATION
In order to apply Shanno's algorithm, we first extend the CC-CMA objective function to admit block processing. Let a block of data be defined as:
These equations are used in the following sections for the development of the SCGCC-CMA algorithm.
STOCHASTIC CONJUGATE GRADIENT BASED CC-
CMA ALGORITHM (SCGCCCMA)
SCGCC-CMA Algorithm Deseription:
To facilitate analysis, we introduce the quantities that we call "macro" quantities, which is denoted by superscript "k'". The macro data block, which is an ensemble of 
and define a black CC-CMA objective function In the macro quantity notation, the SCGCC-CMA algorithm may be described as follows: Algorithm I is developed so as to conform to the framework of bounded discrete-time stochastic dynamic systems. These definitions will be later used in the SCGCC-CMA convergence analysis. The practical implementation version of the algorithm updates thc filter tap weight vector once per data block Dk using the Shanno update. A computer implementation version that does not rely on macro-quantities can be found in the following section. Step 3: Generate ourputfor this block (Di) . From our simulation, we observed that an average of two iterations are needed for this while Imp. The tendency is, the larger the block size, the smaller the number of iterations needed. For comparative purposes, we also compare the CC-CMA with two other block-based methods that are variants of the BSCC-CMA algorithm. In (21) if we seta: = 0, a block conjugate gradient CC-CMA (BCGCC-CMA) algorithm results [I] . Furthermore, if we set a{ and b: both equal to zero, then we obtain a block gradient descent CC-CMA (BGDCCCMA) algorithm [I] .
SCGCCCMA ALGORITHM: Simulation

SCGCCCMA CONVERGENCE ANALYSIS
With the SCGCC-CMA described in the foregoing form, we may now use a stochastic approximation theorem to prove convergence. The stochastic approximation theorem we use is discussed in [2, pp.1691. Similar stochastic approximation theorems are provided in (21, [3] , [ In order to show the macro-tap weight vector { w k ) will converge to the set of critical points of the macro-objective function, we make use of the stochastic approximation theorem [2] , which is cited as follows: system. We can prove the convergence for SCGCC-CMA algorithm by applying the Stochastic Approximation Theorem. Thus we need to verify that: (I) The SCGCC-CMA objective function f ( w ) as defined in(19), its gradient and Hessian are continuous (2). 5 = E s ( z ( w , D k ) , we know that the critical points that SCGCC-CMA converges to is actually the global minimum. In the proof, we assumed that stepsize O L~ satisfies the conditions (24a) and (24b). However, in the computer implementation of the algorithm these constraints are relaxed by setting OLL to one, and a satisfactory convergence result is observed. Moreover, the stepsize constraints ( 5 ) and (6) for 7: can also be relaxed.
SLIDING WINDOW SCGCC-CMA
To provide more control over the balance between the computational complexity and performance, we further introduce the sliding-window type SCGCC-CMA. The sliding-window SCGCC-CMA also takes in N data at a time, but generate only K outputs, K 5 N, that is, K -N data elements from the current block will be reused for the next data block. The slidingwindow SCGCC-CMA scheme provides control over the balance between the computational complexity and performance. Such flexibility will be very useful in higher data rate system. By adding more overlap b e t w m blocks, we increase the convergence rate and lower the residual error floor. However, we also raise the computational complexity.
SIMULATIONS
In a QPSK system with source alphabet (*llsqrt (2) , in Fig. 1 (a) , @), and (c).
RLSCC-CMA algorithm shows much faster convergence than the conventional CC-CMA algorithm. In fact, far equalizer-2, clear open-eye constellation cannot be achieved even with 3900 samples. In Fig. I . (g), (h) and (i), the combined channel + equalizer the three equalizers is given. The different position sections of the largest impulse confirm the retrieval all three sources. That is, equalizer-I, 2 and 3 retrieve sources with different delays. Fig. 2 To overcome the slow convergence of the conventional CC-CMA algorithm, several new quasibNewton adaptive algorithms with rapid convergence property are proposed basM upon the cross-correlation and constant modulus (CC-CM) criterion, namely the stochastic conjugate gradient CC-CMA (SCGCC-CMA) and variants of the BSCC-CMA algorithms or fast convergent quasi-Newton type cross-correlation and constant modulus algorithm (FCQN-CCCMA) . Simulation shows the all of these proposed algorithms outperforms the conventional CC-CMA in terms of their super fast convergence and the compacmess of their output constellations. We also shldied the convergence analysis of the proposed algorithms.
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