The intensity information from terrestrial laser scanners (TLS) has become an important object of study in recent years, and there are an increasing number of applications that would benefit from the addition of calibrated intensity data to the topographic information. In this paper, we study the range and incidence angle effects on the intensity measurements and search for practical correction methods for different TLS instruments and targets. We find that the range (distance) effect is strongly dominated by instrumental factors, whereas the incidence angle effect is mainly caused by the target surface properties. Correction for both effects is possible, but more studies are needed for physical interpretation and more efficient use of intensity data for target characterization.
Introduction
The signal received by a LiDAR detector is mainly affected by four essential factors: instrumental and atmospheric effects, the target scattering characteristics, and the measurement geometry. The radar
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equation summarizes all the parameters relevant to describe these effects and the power of the backscattered signal in a laser scanner detector [1] . The equation can be expressed in a form suitable for LiDAR systems as [2] where P r is the received power, P t is the transmitted power, D r is the receiver aperture, R is the range, and β t is the transmitter beam width. σ is the backscatter cross section: it describes the scattering of a wave from an object. The backscatter cross-section σ is related to the illuminated target area: as the range increases, also the illuminated area and the backscatter cross-section increase with respect to R 2 .
Therefore the power of the backscattered signal is inversely proportional to R 2 for homogeneous targets spreading over the entire laser footprint (these are called extended targets [1] ). For linear objects and individual large scatterers, the intensity is proportional to R 3 and R 4 respectively [1, 2] .
In addition to the target scattering properties and atmospheric and instrumental parameters, the backscattered signal is affected by the scanning geometry, particularly the range (distance) and the beam incidence angle to the target. In terrestrial laser scanning (TLS), where the target surface is most often larger than the laser footprint size, the case for extended targets can be considered, and the range dependence can be expressed in terms of 1/R 2 , where R is the range.
While numerous studies on airborne laser scanning (ALS) intensity calibration have become available recently [2] [3] [4] [5] [6] , studies of TLS radiometric calibration are still sparsely available. Range effects on the TLS intensity have been studied by, e.g., comparing two different scanners with respect to diffuse reflectance standards [7] . Different results for different scanners were obtained and a data-driven model was introduced. The effect of partly overlapping footprints in TLS systems was studied for the Optech ILRIS 3D, whereas there was no explanation for the complicated intensity vs. distance behavior for the Riegl LMS-Z420i scanner. Applications that use distance-normalized intensity data have been presented in vegetation studies for mapping leaf area distribution [8] and in geology, e.g., for the discrimination of different rocks, and for the investigation of outcrop lithology or surface patterns (such as moisture and roughness) [9] [10] [11] .
Knowing the instrumental effects on the intensity measurement, such as whether there are logarithmic amplifiers for small reflectance or near-distance reducers, is important in the study of distance effects on TLS intensity [12] [13] [14] [15] . Only then is it possible to search for a distance correction that would work for different instruments. In addition to the detector itself, the data processing software may introduce some further normalizations at any stage of the data exportation or processing that actually cause losses of intensity information. For example, the Leica Cyclone 7.1 software automatically applies arbitrary scaling of the intensity data, to, e.g., improve the visual appearance [13, 16, 17] . Using an alternative (Zoller & Fröhlich) software this problem can be avoided, and the intensity scale becomes linear [13] . Therefore it is important to recognize the possible instrumental effects from the data. This can be done with the aid of a reference scale with known reflectance values (such as a multi-step reference target or another pre-calibrated grayscale).
The incidence angle has an effect on data quality. The laser footprint increases significantly as the incidence angle increases [14, 18] . Normal incidence is recommended [19] but this is not always possible, especially in mobile TLS applications (e.g., [20, 21] ). The calibration of flat targets such as painted tarps has proven to be more straightforward (in practice, these are targets with a smooth surface with respect to the laser footprint or spot size, even though they are still rough with respect to the laser wavelength), and produces a reasonable accuracy [7, 22, 23] . More studies are needed for surfaces with increasing irregularity, because those surfaces do not follow the Lambertian scattering law. The role of specular reflections should also be studied in more detail [24] . An empirical approach was presented in [14] for leaf surfaces, but it has been found that there is little variation with the incidence angle in the backscattered signal from an irregular surface [19] . Macroscopic irregularities (in mm to cm scale, i.e., the scale of the laser footprint) neutralize the incidence angle effect on intensity, because there are always elements in the surface that are perpendicular to the incident beam. The intensity effect was stronger in the case of the most reflective material [19] . Therefore, the possible correction for incidence angle effects should also include information on the target surface reflectivity.
The aim of this study is to analyze the distance and incidence angle effects in TLS data along with the development of practical correction methods for the intensity data. We also investigate the possibility to relate the TLS intensity vs. incidence angle data to surface roughness and grain properties. The surface roughness and grain size play a crucial role in surface characterization, e.g., in fluvial studies [21, 25] or glaciology, where these parameters are needed in the interpretation of, e.g., radar based snow cover remote sensing [26, 27] . Large-scale grain roughness has been studied from TLS data to retrieve surface structure information for river morphology [25] . In our previous studies, we have investigated the radiometric calibration of TLS intensity [13] , and the incidence angle and distance effects on the intensity [12, 22, 28] . In this paper we have combined our knowledge on these effects, and search for a correction procedure that could be adapted for most TLS instruments and targets. The paper is organized as follows: the data and samples are presented in Section 2. The results are presented in Section 3. Discussion and conclusions are provided in Sections 4 and 5, respectively.
TLS Data and Samples
The TLS data analyzed in this paper have been combined from our previous studies [13, 22, 28] . New measurements using a Sick LMS151 have also been included. Table 1 provides an overview of the data, instruments, and samples used in this study. Table 1 . Summary of measurements, instruments (see also Table 2 for details), and samples. One new gravel sample (concrete sand) has been added to the incidence angle study.
Data
Instrument (see Table 2 The aim of this study is to compare the new data (obtained with the Sick LM151 scanner) with previously published experiments with FARO LS 880HE80 and Leica HDS 6100 scanners [13] (see Table 1 for a summary of measurements and data), and also to study whether a correction method based on the radar equation is possible, which would be independent on the instrument or target.
Both FARO and Leica scanners are phase-based (continuous wave) laser scanners, see Table 2 for scanner parameters. Measurements with both instruments have been carried out in a similar way: the target has been moved away from the scanner, and the intensity of the target has been measured either in stationary scanning mode or extracted from the profiler mode at 0.5-1 m increments (see [13] for more details). A four-step Spectralon ® (Labsphere Inc.) [29] calibrated reference panel with 12%, 25%, 50%, and 99% nominal reflectance has been used as a target in the distance measurements. There is a logarithmic amplifier for low intensities in the FARO scanner, which required an additional correction for the intensity scale [12] . The average errors for the intensity measurements with FARO and Leica are also presented in [13] , and are typically of order 1%-5%. The intensity is sampled by averaging over all points in a selected surface area in the laser point cloud (with the aid of the intensity image), and the standard deviation of this average represents the error limits. In addition to the phase-based laser scanners, a pulse-based Sick LMS151 2D laser scanner was tested for distance effects (see Table 2 for scanner parameters). The four-step Spectralon® and painted polyester tarp targets (of 50%, 26%, 16% and 6% reflectance) were used in the measurements. The polyester tarp samples have been used as reference targets in our previous studies of ALS and TLS radiometric calibration, and described in more detail in [12] . The tarps have smooth matte painted surfaces for optimized reflectance properties (e.g., to minimize specular reflections). Because of the large beam divergence (15 mrad) and laser footprint of the scanner, and the size of the panels (about 115 mm in width), the Spectralon target could only be measured up to a distance of about 9 m. Similarly to FARO and Leica, the intensity was sampled over a selected set of neighboring points with an average error up to 2%. The measurements were corrected for the logarithmic nonlinearity of the instrument by applying the method proposed in [12] before any further analysis was carried out.
Most of the incidence angle measurements have been presented previously in [28] . Results for a concrete sand sample have been added in this paper. In this study, the incidence angle effect is further analyzed and an empirical correction scheme is introduced. The incidence angle measurements have been carried out with the FARO scanner with the measurement error of about 2% [28] . Similarly to the distance measurements with FARO and Leica, the intensity was sampled by averaging over a surface area on a target. The tarp samples were the same ones that were used in the distance experiment with the Sick LMS151 scanner. Tarps with 70%, 50%, 26%, 16%, and 8% reflectance have been included in the incidence angle study. The gravel samples used in the incidence angle experiment are commercially available sand (used in, e.g., gardening, sandblasting, or for making concrete) and crushed redbrick. The samples included sandblasting sands with grain sizes of 0.1-0.6 mm and 0.5-1.2 mm, concrete sand with grain size varying from 1-5 mm, black gabbro with grain size 2-5 mm, and crushed redbrick with some 10-20 mm grain size. The reflectance values for these samples were approximately 25% for the sands, 9% for the gabbro, and 30% for the crushed redbrick sample. All these were available in standard hardware stores. More detailed information on the gravel samples is available in [4] .
The Distance and Incidence Angle Effects

The Distance Effect
The distance effect for FARO and Leica is presented in Figure 1 for the four-step Spectralon ® reference panel. To compare more easily the intensity vs. distance behavior of the two scanners, data have been normalized to equal 1.0 at 12-m distance. Both FARO and Leica detectors are equipped with a brightness reducer for near distances. According to the manufacturer (Zoller+Fröhlich GmbH), the Leica intensity mainly is a function of the receiver optics below distances of about 12 m. The detector effects at distances less than 10 m are clearly visible in the intensity data in Figure 1 : they appear, e.g., as deviation in the data and strong decrease in intensity towards zero distance. Comparison with our previous experiments with sand and gravel [13] shows that the distance effect for sand and gravel samples seems to be similar to that for the Spectralon targets presented in this paper. The distance effect also appears to be similar for both scanners (FARO and Leica), at least at distances greater than 10 m, so it is possible to compare the intensity with the 1/R 2 prediction from the radar equation. The 1/R 2 intensity vs. distance relation has also been discussed in [9] .
Assuming that all variables in the radar equation (Equation (1)) are constant, except distance from the target, and that the target fills the whole area of a laser footprint, we can reduce the radar range equation to (cf. [30] ):
where K is a constant and combines the variables P t, D r , and β t . Apparently, the intensity vs. distance graphs follow the R 2 factor (cf. Equation (2)), but they must be scaled with a constant value. This means that the intensity values are somewhat affected by the instrument even at longer distances. Because there are detector effects at the entire range scale, the most suitable means of distance correction is to use a reference table, i.e., correction values determined by reference measurements [13] (also cf. [31] ). The Sick LMS151 data, corrected for logarithmic nonlinearity (similarly to FARO, see [12] ), are shown in Figure 2 . The results show that the intensity response of the instrument is not purely logarithmic. The response of the brighter targets seems to decrease more rapidly at distance from 5 to 10 m, and less rapidly at distances greater than that. Also, at the lower end of the measurable intensity scale, the response is weaker than expected, e.g., the 13 % tarp at distances between 15 and 25 m and 21 % tarp at 22 to 35 m. 
The Effect of Incidence Angle
The effect of incidence angle on the intensity of tarp and sand (gravel) targets is presented in Figure 3 . To compare the different targets and the Lambertian (cosine) scattering law, all results have been normalized to I(0°) = 1. While the intensity trend for the bright targets (such as the 70% tarp) is close to Lambert's law (cf. [22] ), non-lambertian behaviour occurs for sand and gravel targets, as well as for tarps with lower reflectance. Also, the incidence angle behavior of black gabbro and crushed redbrick appear to be most different from the Lambertian (cosine) scattering law. These targets also have the largest grain sizes. This means that the effect, and hence the correction is related to the surface albedo (reflectance) and the macroscopic surface roughness or grain size of the target. Although the mineralogy of the samples is probably correlated with the data, we first concentrate on the effect of the specific physical properties (i.e., albedo and grain size) of the materials on the measured intensity. It has been found that different intensity response is observed for different rock types [9] . The differences in mineralogy are an important future issue.
In general, any scattering model S is dependent on the illumination and viewing geometry, i.e., the emergent and incident angles ε,ι and the azimuthal angle between them (cf. [32] ), and the characteristics of the scattering material. With a suitable experiment setup, we can reduce the model to a simpler special case. The typical experiment carried out here is carried out in exact backscattering, so ε = ι is the only variable describing the illumination and viewing geometry. [28] . To compare the different targets and the Lambertian (cosine) scattering law, all results have been normalized to I(0°) = 1 (see also [22] ).
As a first approximation, we can take our empirical scattering model to be a combination of the type successfully used in, e.g., space remote sensing [33, 34] . This is a linear combination of the Lommel-Seeliger law pertaining to intrinsically dark surfaces and the Lambert law related to brighter targets. Thus we write the scattering law as:
where c,d are parameters describing the properties of the surface. Since ε = ι in the geometry used here, this actually reduces simply to the first two terms of a power-series expansion, so we do not even need any particular physical derivation, and can consider this fully acceptable for an empirical approach:
In our experiment, the illuminated and viewed area of the planar target surface always gives the same projected area in the viewing direction (see Figure 4 for the experiment setup), so the projection factor cosε cancels out as the laser beam cross-section A yields a spot area A/cosε on the target surface. Thus the observed intensity in our experiment is, in this model,
The parameters c,d are taken, in the first hypothesis, to be dependent on the reflectance or albedo ω of the surface, and the grain size g of the material. It is advantageous to write Equation (5) in the form The sample placed on a goniometer (left), which is tilted to change the angles of incidence (and emergence). The FARO scanner looking down to the sample (right).
When a and b are derived from data, a negative value of b implies the unphysical case of a negative value of d, i.e., intensity increasing with ε. In the fitting procedure, this means some errors in the experimental data, and b = 0 in practice. A value of b > 1 (negative c) implies scattering less diffuse (more specular) than Lambert's: the fitting procedure tries to compensate for the case of intensity decreasing faster than cos(ε). If b is much larger than 1, the model should include higher-order terms of cos(ε), corresponding to a more "peaked" or limb-darkening scattering than the idealized Lambertian case. The model in Equation (6) fits our experimental data from various targets quite well, as can be seen from Figure 5 . We computed the best least-squares fits of c,d to the observed intensities I(ε), scaled against observed I(0) = 1 set for the 99% Spectralon target, (so that A cancels out, enabling direct comparison of different experiments), which yielded the a,b values presented in Table 3 . Table 3 . Parameters a,b of the correction model (Equation (6)) for each target. Grain sizes for the sand/gravel targets are also included. The relative model fit (root-mean-square, RMS) for the samples was 1%-4%, except 7% for brick, for which there was large inaccuracy in data.
Target
a in Equation (6) b in Equation ( While the expression of the dependence on ε in Equation (6) is apparently reasonably adequate at least as a first approximation, the interpretation of the determined b(ω,g) is more complicated. For all tarp measurements, the compositions of the surfaces were apparently identical at least down to microscopic size [35] , so one would expect a monotone sequence of decreasing b as ω (i.e., a)
decreases. This is clearly not the case as only the darkest tarp behaves as expected. Thus, for the tarps, b is apparently a much more complicated function of some surface properties that are not immediately manifest. On the other hand, tarps do not fall into the category of particulate surfaces. The samples of such materials behave as expected in that coarse-grained targets have much lower b values than smooth tarps at similar levels of ω (or a), similar results were observed with concrete against sand. On the other hand, the b order of the sand samples (at the same a) with respect to their g values is reverse to the expected one. The results show that systematic experiments at controlled values of albedo (ω) and grain size (g) (holding one constant while changing the other) are needed to understand better the relation between surface properties and the incidence angle effect. In the meantime, Equation (6) can be used in the correction of incidence angle effects in TLS data for materials for which b has been determined.
Discussion
The distance effect was found to be similar with both FARO and Leica scanners. It was also found to roughly follow the K/R 2 prediction (Equation (2)) from the LiDAR equation at ranges of 10-15 m and further (see Figure 6 ), but the intensity values may need to be scaled with a constant or an offset may have to be added for more accurate results. This means that, if no reference data are available for a reference table correction at long distances, the K/R 2 function could be used in correction, but the constant K must be determined empirically. The K/R 2 function was also used in [30] for correcting the intensity vs. distance data from the SwissRanger SR-3000 range camera. The results appear to be alike to both FARO and Leica: the 1/R 2 correction needed some scaling for the intensity levels to be reproduced. The near-distance intensity of both FARO and Leica data deviate strongly from the LiDAR equation. A similar result was obtained for the Sick LMS151 scanner, for which the deviation is even stronger. The effect of partly overlapping footprints in TLS systems is discussed in [7] , where the emitter and detector are separated. However, the scanners used in this study, i.e., (FARO and Leica) are coaxial and the decrease in intensity at distances less than 5 meters is most likely due to other effects, such as a brightness reducer for small distances (cf. [12] ).
The interpretation of the incidence angle effect in terms of target surface properties is a complicated task. The results show that more measurements at controlled values of albedo (ω) and grain size (g) are needed. This calls for a systematic experiment with well-defined targets, preferably at multiple wavelengths. Wavelength effects (such as offsets in the brightness levels) were observed in our previous experiments of incidence angle effects using a hyperspectral source [28] , but the overall brightness trends with the incidence angle were reproduced. Grain size and wavelength relations are discussed in the context of light scattering theories (e.g., [32] ), but there is still a great need for systematic study on wavelength effects in practical applications, especially related to the target grain size. Furthermore, future studies will show whether the distance and incidence angle effects can be separated from data sets where they both occur at the same time.
Further studies on the incidence angle effect on intensity are also needed for ALS, particularly for validation and improving the accuracy of currently available methods and implementing these methods in practical applications. One option is to relate the backscatter cross section (see Equation (1)) to the cross section of the incoming beam and use the resulting backscattering coefficient as a calibration parameter. This approach has been recently suggested for full waveform ALS [5, 6] . range data, all scaled to equal 1 at 12 m.
Conclusions
We have studied the range and incidence angle effects on the intensity measurement and radiometric calibration for different terrestrial laser scanners to establish a correction scheme for both of these effects. Knowing and correcting for these effects is essential, e.g., in stationary TLS from multiple directions or mobile applications, which are constantly increasing.
As the distance effect is strongly dependent on the instrument, the best correction scheme is based on a reference table, i.e., reference measurement using an external target (also cf. [31] ). Correction based on the LiDAR equation is possible, but it only works after 10-15 m distance for the instruments we studied and scaling with a constant may be necessary. Future research will show whether a physical explanation or a model is possible for the near-distance and other effects.
We also propose an empirical correction function for the incidence angle effect (see Equation (6)). A more detailed study is still needed to further investigate the role of surface parameters, such as surface roughness or grain size. If these parameters could be studied by means of incidence angle from TLS intensity data, it would greatly enhance the use of TLS in environmental applications.
