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Abstract— Feature selection refers to the problem of selecting relevant features which produce the most predictive outcome. In 
particular, feature selection task is involved in datasets containing huge number of features. Rough set theory has been one of the most 
successful methods used for feature selection. However, this method is still not able to find optimal subsets. This paper proposes a new 
feature selection method based on Rough set theory hybrid with Bee Colony Optimization (BCO) in an attempt to combat this. This 
proposed work is applied in the medical domain to find the minimal reducts and experimentally compared with the Quick Reduct, 
Entropy Based Reduct, and other hybrid Rough Set methods such as Genetic Algorithm (GA), Ant Colony Optimization (ACO) and 
Particle Swarm Optimization (PSO). 
Index Terms— Feature Selection, Rough Set, QuickReduct, Genetic Algorithm, Ant Colony Optimization, Particle Swarm Optimization, 
Bee Colony Optimization.  
——————————      —————————— 
1 INTRODUCTION
HE main goal of feature selection is to find a minimal 
feature subset from a problem domain with high accura-
cy in representing the original features [4]. In real world 
problems feature selection is an important process must due 
to the abundance of noisy, irrelevant or misleading features. 
An extensive method may be used for this purpose, it is quite 
impractical for most datasets. Usually feature selection algo-
rithms involve heuristic or random search strategies in an 
attempt to avoid this prohibitive complexity. However, the 
degree of optimality of the final feature subset is often re-
duced.  
Rough set theory [15,17,18] provides a mathematical tool 
that can be used for both feature selection and knowledge 
discovery. It helps us to find out the minimal attribute sets 
called ‘reducts’ to classify objects without deterioration of 
classification quality. The idea of reducts has encouraged 
many researchers in studying the effectiveness of rough set 
theory in a number of real world domains, including medi-
cine, pharmacology, control systems, fault-diagnosis, text 
categorization, social sciences, switching circuits, econom-
ic/financial prediction, image processing, and so on. Howev-
er, it is not possible in theory to say whether two attribute 
values are similar and to what extent they are the same; for 
example, two close values may only differ as a result of 
noise, but in the standard RST-based approach they are con-
sidered to be as different as two values of a different order of 
magnitude. Dataset discretization must take place before 
reduction methods based on crisp rough sets can be applied. 
This is often still inadequate. However, as the degrees of 
membership of values to discretised values are not consi-
dered at all. To solve this problem, a number of variations in 
this theory have been proposed. Among these methods, the 
Swarm Intelligence (SI) based methods perform better than 
the rest of the methods.  
Swarm Intelligence is the property of a system whereby 
the collective behaviours of simple agents interacting locally 
with their environment cause coherent functional global pat-
terns to emerge [2]. SI provides a basis with which it is possi-
ble to explore collective (or distributed) problem solving 
without centralized control or the provision of a global mod-
el. The SI techniques such as Ant Colony Optimization and 
Particle Swarm Optimization (PSO) have been hybridized 
with Rough Set Theory to improve its performance. The ma-
jor limitations in all these methods are that we have to set 
more parameter values at random. The performance of the 
reduct varies based on the parameter settings. Also, the pa-
rameters have to be changed based on the applications. In 
this paper, we have proposed a novel hybridization of rough 
set theory with Bee Colony Optimization (BCO), which does 
not require any random parameters. Thus it provides consis-
tent performance, and it is not application specific. 
The rest of this paper is structured as follows. Section 2 
discusses the fundamentals of Rough Set Theory, in particu-
lar focusing on dimensionality reduction; Rough Set Based 
Attribute Reduction (RSAR), the Entropy-Based Reduction 
(EBR) and Genetic Algorithm (GenRSAR) based feature se-
lection methods. Section 3 presents the hybrid methods of 
Rough Set theory with Ant Colony Optimization (AntRSAR) 
and Particle Swarm Optimization (PSO-RSAR). Section 4 
introduces the main concepts of Bee Colony Optimization 
(BCO) and how this framework can be used for Rough Set 
Based feature selection. Section 5 details the experimentation 
carried out and presents the discovered results. The paper 
concludes with a discussion on the observations and high-
lights the scope for future work in this area. 
2 ROUGH SET THEORY 
Rough set theory [16] is an extension of conventional set 
theory that supports approximations in decision making. 
Rough Set Attribute Reduction (RSAR) [3] provides a filter-
based tool by which knowledge may be extracted from a 
domain in a concise way; retaining the information content 
whilst reducing the amount of knowledge involved. Central 
to RSAR is the concept of indiscernibility. Let I = (U,A) be an 
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information system, where U is a non-empty set of finite ob-
jects (the universe) and A is a non-empty finite set of 
attributes such that a : U → Va for every a  A. With any P  
A there is an associated equivalence relation IND(P):  
IND(P) = { (x,y),  U2 |  a  P a(x) = a(y) } (1) 
The partition of U, generated by IND(P) is denoted U/P 
and can be calculated as follows: 
U/P =  { a  P : U / IND({a}), (2) 
Where 
A  B = { X  Y : X  A, Y  B, X Y ≠ } (3) 
 If (x; y)  IND(P), then x and y are indiscernible by 
attributes from P. The equivalence classes of the P-
indiscernibility relation are de- noted [x]P. 
Let X  U, the P-lower approximation XP  and upper 
approximation XP of set X  be defined as: 
XP = { x | [x]P  X } (4) 
XP = { { x | [x]P  X≠ } (5) 
Let P and Q be equivalence relations over U, then the posi-
tive, negative and boundary regions can be defined as: 
XPQPOS
QUX
P
/
)(

   (6) 
XPUQNEG
QUX
P
/
)(

   (7) 
XPXPQBND
QUXQUX
P
//
)(

   (8) 
The positive region contains all objects of U that can be clas-
sified to classes of U/Q using the knowledge in attributes P.  
An important issue in data analysis is discovering depen-
dencies between attributes. Intuitively, a set of attributes Q 
depends totally on a set of attributes P, denoted PQ, if all 
at- tribute values from Q are uniquely determined by values 
of attributes from P. If there exists a functional dependency 
between values of Q and P, then Q depends totally on P. De-
pendency can be defined in the following way:  
For P,Q  A, it is said that Q depends on P in a degree k (0 
 k  1), denoted PkQ, if 
||
|)(|)(
U
QPOSQk PP   (9) 
If k = 1, Q depends totally on P, if 0 < k < 1 Q depends 
partially (in a degree k) on P, and if k = 0 then Q does not 
depend on P. Based on this fundamental, here we have dis-
cussed two important reduction methods: QuickReduct and 
Entropy-based method. 
2.1 QuickReduct 
The reduction of attributes is achieved by comparing 
equivalence relations generated by sets of attributes. 
Attributes are removed so that the reduced set provides the 
same quality of classification as the original. A reduct is de-
fined as a subset R of the conditional attribute set C such that 
)()( DD CR   . A given dataset may have many attribute 
reduct sets, so the set R of all reducts is defined as: 
})()(,:{ DDCXXR CR    (10) 
The intersection of all the sets in R is called the core, the 
elements of which are those attributes that cannot be elimi-
nated without introducing more contradictions to the data-
set. In RSAR, a reduct with minimum cardinality is searched 
for; in other words an attempt is made to locate a single ele-
ment of the minimal reduct set Rmin  R : 
Rmin = { X : X  R, Y  R, |X|  |Y| } (11) 
The problem of finding a minimal reduct of an informa-
tion system has been the subject of much research [1]. The 
most basic solution to locating such a reduct is to simply 
generate all possible reducts and choose any with minimal 
cardinality. Obviously, this is an expensive solution to the 
problem and is only practical for very simple datasets. Most 
of the time only one minimal reduct is required, so all the 
calculations involved in discovering the rest are pointless. To 
improve the performance of the above method, an element of 
pruning can be introduced. By noting the cardinality of any 
pre- discovered reducts, the current possible reduct can be 
ignored if it contains more elements. However, a better ap-
proach is needed - one that will avoid wasted computational 
effort. The QuickReduct algorithm given in figure 1, attempts 
to calculate a minimal reduct without exhaustively generat-
ing all possible subsets. It starts of with an empty set and 
adds in turn, one at a time, those attributes that result in the 
greatest increase in dependency, until this produces its max-
imum possible value for the dataset.  
QUICKREDUCT (C,D) 
C, the set of all conditional features; 
D, the set of decision features. 
(1)  R  { } 
(2) do 
(3)  T  R 
(4)  x  (C – R) 
(5)  )()(}{ DDif TxR     
(6)   T  R U { x } 
(7)  R  T 
(8) until )()( DD CR    
(9) return R 
Figure 1 The QuickReduct Algorithm 
Note that an intuitive understanding of QuickReduct im-
plies that, for a dimensionality of n, (n2+n)/2 evaluations of 
the dependency function may be performed for the worst-
case dataset. According to the QuickReduct algorithm, the 
dependency of each attribute is calculated, and the best can-
didate chosen. The next best feature is added until the de-
pendency of the reduct candidate equals the consistency of 
the dataset (1 if the dataset is consistent). This process, how-
ever, is not guaranteed to find a minimal reduct. Using the 
dependency function to discriminate between candidates 
may lead the search down a non-minimal path. It is impossi-
ble to predict which combinations of attributes will lead to an 
optimal reduct based on changes in dependency with the 
addition or deletion of single attributes. It does result in a 
close-to-minimal reduct, though, which is still useful in 
greatly reducing dataset dimensionality. 
2.2 Entropy based Feature Reduction 
Another technique for discovering rough set reducts is en-
tropy-based reduction (EBR), developed from work carried 
out in [6] and is based on the entropy heuristic employed by 
machine learning techniques such as C4.5 [19]. The motiva-
tion behind this approach is the observation that when the 
rough set dependency measure is maximized for a given 
subset, the entropy is minimized. For consistent datasets, the 
resulting entropy is 0 when the dependency degree is 1. EBR 
is concerned with examining a dataset and determining those 
attributes that provide the most gain in information. The en-
tropy of attribute A (which can take values a1...am) with re-
spect to the conclusion C (of possible values c1...cn) is defined 
as: 
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This can be extended to dealing with sub sets of attributes 
instead of individual attributes only. Using this entropy 
measure, the algorithm used in RSAR can be modified to that 
shown in figure 2. Upon each iteration, the subset with the 
lowest resulting entropy is chosen. This algorithm requires 
no thresholds in order to function - the search for the best 
feature subset is stopped when the resulting subset entropy 
is equal to the entropy of the full set of conditional attributes. 
However, the entropy measure is a more costly operation 
than that of dependency evaluation which may be an impor-
tant factor when processing large datasets. 
EBR (C) 
C, the set of all conditional features; 
 (1)  R  { } 
(2) do 
(3)  T  R 
(4)  x  (C – R) 
(5)  if E(R  {x}) < E(T)  
(6)   T  R U {x} 
(7)  R  T 
(8) until E(R) == E(C) 
(9) return R 
Figure 2 The Entropy-based Reduct Algorithm 
2.3 Genetic Based Reduct (GenRSAR) 
Genetic Algorithms (GAs) are generally quite effective for 
rapid search of large, nonlinear and poorly understood spac-
es [5]. Unlike classical feature selection strategies where one 
solution is optimized, a population of solutions can be mod-
ified at the same time [8]. This can result in several optimal 
(or close-to-optimal) feature subsets as output. 
A feature subset is typically represented by a binary string 
with length equal to the number of features present in the 
dataset. A zero or one in the jth position in the chromosome 
denotes the absence or presence of the jth feature in this par-
ticular subset. An initial population of chromosomes is 
created; the size of the population and how they are created 
are important issues. From this pool of feature subsets, the 
typical genetic operators (crossover and mutation) are ap-
plied. Again, the choice of which types of crossover and mu-
tation used must be carefully considered, as well as their 
probabilities of application. This generates a new feature 
subset pool which may be evaluated in two different ways. If 
a filter approach is adopted, the fitness of individuals is cal-
culated using a suitable criterion function. This function eva-
luates the goodness of a feature subset; a larger value indi-
cates a better subset.  
The initial population consists of 100 randomly generated 
feature subsets, the probability of mutation and crossover set 
to 0.4 and 0.6 respectively, and the number of generations is 
set to 100. The fitness function is defined as follows (Jensen 
and Shen, 2003): 
                   (13) 
 ( 
 
3. SWARM INTELLIGENCE BASED REDUCT ALGORITHMS 
In this section, we have discussed two different the swarm 
intelligence based reduct algorithms AntRSAR and PSO-
RSAR hybrid with Rough set theory. 
3.1 Ant Colony Based Reduct (AntRSAR) 
The ability of real ants to find shortest routes is mainly due to 
their depositing of pheromone as they travel; each ant prob-
abilistically prefers to follow a direction rich in this chemical. 
The feature selection task may be reformulated into an ACO-
suitable problem. ACO requires a problem to be represented 
as a graph; where nodes represent features, with the edges 
between them denoting the choice of the next feature [7]. The 
search for the optimal feature subset is then an ant traversal 
through the graph, where a minimum number of nodes are 
visited, that satisfies the traversal stopping criterion. The 
heuristic desirability of traversal and edge pheromone levels 
are combined to form the so-called probabilistic transition 
rule, denoting the probability of an ant at feature i choosing 
to travel to feature j at time t:  
  Jl ijij
ijijk
ij t
t
tp 



][.)]([
][.)]([
)(  (14) 
where k is the number of ants, kiJ  the set of ant k's unvisited 
features, ij is the heuristic desirability of choosing feature j 
when at feature i and ij(t) is the amount of virtual phero-
mone on edge (i; j). The choice of  and  is determined expe-
rimentally.  
The overall process of ACO feature selection begins by 
generating a number of ants, k, which are then placed ran-
domly on the graph (i.e. each ant starts with one random 
feature). Alternatively, the number of ants to place on the 
graph may be set equal to the number of features within the 
data; each ant starts its path construction at a different fea-
ture. From these initial positions, they traverse through the 
edges probabilistically until a traversal stopping criterion is 
satisfied. The resulting subsets are gathered and then eva-
luated. If an optimal subset has been found or the algorithm 
has executed for a certain number of times, then the process 
halts and outputs the best feature subset encountered. If nei-
ther condition holds, then the pheromone is updated, a new 
set of ants are created and the process iterates once more. To 
tailor this mechanism to find rough set reducts, it is neces-
sary to use the dependency measure as the stopping crite-
rion. This means that an ant will stop building its feature 
subset when the dependency of the subset reaches the maxi-
mum for the dataset (the value 1 for consistent datasets). The 
dependency function may also be chosen as the heuristic de-
sirability measure, but this is not necessary.  
3.2 Particle Swarm Based Reduct (PSO-RSAR) 
Given a decision table T = (U,C,D,V,), the set of condition 
attributes, C, consists of m attributes. The search space is de-
fined of m dimensions for the reduction problem. According-
ly, each particle’s position is represented as a binary string of 
length m. Each dimension of the particle’s position maps one 
condition attribute. The domain for each dimension is limited 
to 0 or 1. The value ‘1’ means the corresponding attribute is 
selected while ‘0’ means not selected. Each position can be 
“decoded” to a potential reduction solution, a subset of C. 
The particle’s position is a series of priority levels of the 
attributes. The sequence of the attribute will not be changed 
during the iteration. But after updating the velocity and posi-
tion of the particles, the particle's position may appear as real 
values such as 0.4, etc. It is meaningless for the reduction. 
Therefore, we introduce a discrete particle swarm optimiza-
tion for this combinatorial problem [14].  
During the search procedure, each individual is evaluated 
using the fitness. According to the definition of rough set 
reduct, the reduction solution must ensure that the decision 
ability is the same as the primary decision table and the 
||
||||)()(
C
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number of attributes in the feasible solution is kept as low as 
possible. In this algorithm, we first evaluate whether the po-
tential reduction solution satisfies POSE = Upos or not (E is 
the subset of attributes represented by the potential reduc-
tion solution). If it is a feasible solution, we calculate the 
number of 1’s in it. The solution with the lowest number of 
1’s is selected. For the particle swarm, the lesser the number 
of 1’s  in its position, the better the fitness of the individual. 
POSE = Upos is used as the criterion of the solution validi-
ty.As a summary, the particle swarm model consists of a 
swarm of particles, which are initialized with a population of 
random candidate solutions. They move iteratively through 
the d-dimension problem space to search the new solutions, 
where the fitness  can be measured by calculating the num-
ber of condition attributes in the potential reduction solution. 
Each particle has a position represented by a position-vector 
pi (i is the index of the particle), and a velocity represented 
by a velocity-vector vi. Each particle remembers its own best 
position so far in a vector Bpi, and its j-th dimensional value 
is bpij . The best position-vector among the swarm so far is 
then stored in a vector Gp, and its j-th dimensional value is 
gpj. When the particle moves in a state space restricted to 
zero and one on each dimension, the change of probability 
with time steps is defined as follows:  
P(pij(t) = 1) =  (pij(t-1), vij(t-1), Bpij(t-1), Gpj(t-1)) (15) 
Where the probability function is 
)(1
1))(( tvij ije
tvsig   (16) 
At each time step, each particle updates its velocity and 
moves to a new position according to the following equation 
vij(t)  =  w.vij(t-1) + 1r1(Bp(t-1) – pij(t-1) 
+ 2r2(Gp(t-1) – pij(t-1)) (17) 

 
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tvsigif
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Where 1 is a positive constant, called as coefficient of the 
self-recognition component, 2 is a positive constant, called 
as coefficient of the social component. r1 and r2 are random 
numbers in the interval [0,1]. The variable w is called the in-
ertia factor, whose value is typically setup to vary linearly 
from 1 to near 0 during the iterated processing.  is a random 
number in the closed interval [0, 1]. In this step, a particle 
decides where to move next, considering its current state, its 
own experience, which is the memory of its best past posi-
tion, and the experience of its most successful particle in the 
swarm. The main limitations in the genetic and swarm intel-
ligence methods are: (i) they deal with more parameters in 
random, the changes made in these values will affect the total 
performance and these parameters have to be well tuned to 
deduct better reduct, (ii) these parameter values have to be 
adjusted based on the dataset (application). To combat this, 
we have used an artificial bee colony algorithm, which does 
not require any random parameters to find the optimum re-
duct as discussed in the following section. 
3.3 Bee Colony Based Reduct (BeeRSAR) 
Nature is inspiring researchers to develop models for solving 
their problems. Optimization is a field in which these models 
are frequently developed and applied. Genetic algorithm 
simulating natural selection and genetic operators, Particle 
Swarm Optimization algorithm simulating flock of birds and 
school of fishes, Artificial Immune System simulating the cell 
masses of immune system, ACO algorithm simulating forag-
ing behaviour of ants and Artificial Bee Colony algorithm 
simulating foraging behaviour of honeybees are typical ex-
amples of nature inspired optimization algorithms. 
Artificial Bee Colony (ABC) algorithm, proposed by Kara-
boga (2005) for real parameter optimization, is a recently in-
troduced optimization algorithm and simulates the foraging 
behaviour of bee colony for unconstrained optimization 
problems [10-13]. For solving constrained optimization prob-
lems, a constraint handling method was incorporated with 
the algorithm.In a real bee colony, there are some tasks per-
formed by specialized individuals. These specialized bees try 
to maximize the nectar amount stored in the hive by per-
forming efficient division of labour and self-organization. 
The minimal model of swarm-intelligent forage selection in a 
honey bee colony, that ABC algorithm adopts, consists of 
three kinds of bees: employed bees, onlooker bees, and scout 
bees. Half of the colony comprises employed bees and the 
other half includes the onlooker bees. Employed bees are 
responsible for exploiting the nectar sources explored before 
and giving information to the other waiting bees (onlooker 
bees) in the hive about the quality of the food source site 
which they are exploiting. Onlooker bees wait in the hive and 
decide a food source to exploit depending on the information 
shared by the employed bees. Scouts randomly search the 
environment in order to find a new food source depending 
on an internal motivation or possible external clues or ran-
domly. Main steps of the ABC algorithm simulating these 
behaviours are given in the figure: 
(1) Initialize the food source positions.  
(2) Each employed bee produces a new food source in her food 
source site and exploits the better source.  
(3) Each onlooker bee selects a source depending on the qual-
ity of her solution, produces a new food source in selected 
source site and exploits the better source.  
(4) Determine the source to be abandoned and allocate its em-
ployed bee as scout for searching new food sources.  
(5) Memorize the best food source found so far.  
(6) Repeat steps 2-5 until the stopping criterion is met.  
Figure 3 Bee Colony Optimization Algorithms 
The above procedure can be implemented for feature re-
duction. Let the bees select the feature subsets at random and 
calculate their fitness and find the best one at each iteration. 
This procedure is repeated for number of iterations to find 
the optimal subset.In first step of the algorithm, the em-
ployed bees produce the feature subset in random. Consider 
a conditional feature set C containing N features. Let ‘p’ 
number of bees be chosen as the population size. From this 
population, half of the bees are considered as employed bees 
and the remaining are considered as onlooker bees. For each 
employed bee, N random numbers are generated between 1 
and N and assigned. From these random numbers, the fea-
ture subset is constructed by performing round operation 
and then extracting only the unique numbers from the set. 
For example, consider the random numbers { 1.45, 1.76, 3.33, 
1.01 }, where N=4, first we perform round operation, then the 
set is modified as { 1, 1, 3 ,1 }. From the above result, the 
unique numbers alone are extracted as { 1, 3 } and they 
represent the feature subset. ie., the 1st and 3rd features 
alone are chosen. In the second step of the algorithm, for each 
employed bee, whose total number equals to half of the 
number of food sources, a new source is produced by: 
)( kjijijijij xxxv    (19) 
where ij is a uniformly distributed real random number 
within the range [-1,1], k is the index of the solution chosen 
randomly from the colony (k = int (rand * N) + 1), j = 1, . . .,D 
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and D is the dimension of the problem. After producing vi, 
this new solution is compared to xith  solution and the em-
ployed bee exploits the better source. In the third step of the 
algorithm, an onlooker bee chooses a food source with a 
higher probability and produces a new source in selected 
food source site. As for the employed bee, the better source is 
decided to be exploited.  
The indiscernibility relation is calculated for each feature 
subset as objective value (i). This value has to be maximized. 
From this objective value the fitness value is calculated for 
each bee, as given in the following equation: 



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otherwisefabs
fiff
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The probability is calculated by means of fitness value us-
ing the following equation. 
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where iti is the fitness of the solution xi. After all onlookers 
are distributed to the sources, sources are checked whether 
they are to be abandoned. If the number of cycles that a 
source can not be improved is greater than a predetermined 
limit, the source is considered to be exhausted. The em-
ployed bee associated with the exhausted source becomes a 
scout and makes a random search in problem domain by the 
following equation. 
randxxxx jjjij *)(
minmaxmin   (22) 
 
The pseudocode of our proposed method is given as: 
ROUGHBEE (C,D) 
C, the set of all conditional features; 
D, the set of decision features. 
(1) Select the initial parameter values for BCO 
(2) Initialize the population (xi) 
(3) Calculate the objective and fitness value 
(4) Find the optimum feature subset as global. 
(5) do 
a. Produce new feature subset (vi) 
b. Apply the greedy selection between xi and vi 
c. Calculate the fitness and probability values 
d. Produce the solutions for onlookers 
e. Apply the greedy selection for onlookers 
f. Determine the abandoned solution and scouts 
g. Calculate the cycle best feature subset  
h. Memorize the best optimum feature subset 
(6) repeat // for maximum number of cycles 
Figure 4 Bee Colony based Reduct Algorithm 
 
The parameters  used in the proposed method: 
The population size (number of bees)  10 
The dimension of the population   N  
Lower bound    1 
Upper bound    N 
Maximum number of iterations  1000 
The number of runs   3 
4. EXPERIMENTS & RESULTS 
The performance of the reduct calculation approaches dis-
cussed in this paper has been tested with 5 different medical 
datasets obtained from UCI machine learning data reposito-
ry. Table 1 shows the details of the datasets used in this pa-
per. 
 
TABLE 1  
DATASETS USED FOR REDUCT 
Dataset Name Total Number of Instances 
Total Number of 
Features 
Dermatology 366 34 
Cleveland Heart 300 13 
HIV 500 21 
Lung Cancer 32 56 
Wisconsin 699 09 
 
TABLE 2  
REDUCTS FOUND FOR THE DATASETS 
 
Dataset Derma-
tology 
Cleve- 
land 
Heart 
HIV Lung 
Cancer 
Wisc 
onsin 
#Features 34 13 21 56 09 
RSAR 10 7 13 4 5 
EBR 10 7 13 4 5 
AntRSAR 8-9 6-7 10-11 4 5 
GenRSAR 10-11 6-7 11-13 6-7 5 
PSORSAR 7-8 6-7 9-10 4 4-5 
BeeRSAR 7 6 8 4 4 
 
Table 2 shows the reduct results of the various methods, 
on the 5 different medical datasets. It shows the size of the 
reduct found for each method. The QuickReduct and EBR 
methods produced the same reduct every time, unlike GenR-
SAR, AntRSAR, PSORSAR and BeeRSAR which found dif-
ferent reducts and sometimes different reduct cardinalities. 
On the whole, it appears to be the case that BeeRSAR outper-
forms the other methods. But compared to the other me-
thods, BeeRSAR consumes more time to find the reduct. 
5. CONCLUSION 
Feature Selection is an important research direction of rough 
set application. However, this technique often fails to find 
better reducts. This paper starts with the fundamental con-
cepts of rough set theory and explains two basic techniques: 
QuickReduct and Entropy-Based Reduct. These methods can 
produce close to the minimal reduct set, but not optimal. The 
swarm intelligence methods have been used to guide this 
method to find the minimal reducts. Here we have discussed 
three different computational intelligence based reducts: 
GenRSAR, AntRSAR and PSO-RSAR. Though these methods 
are performing well, there is no consistency since they are 
dealing with more random parameters. In this paper, we 
have proposed a Bee Colony Optimization algorithm hybrid 
with Rough set theory to find minimal reducts. This method 
does not require any random parameter assumption. All 
these methods are analyzed using medical datasets. As 
shown in the results, our proposed method exhibits consis-
tent and better performance than the other methods. Here we 
have employed BeeRSAR approach only for the datasets with 
numerical attributes. In future, the same approach can be 
extended to categorical attributes and also to handle missing 
values. 
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