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Abstract 
A web page is a digital document created using Hyper Text Markup Language (HTML). A Web page is suitable for World Wide 
Web (WWW), which runs on a web browser and hence can be accessed across the globe. Graphical User Interface (GUI) is an 
interface, which provides ways for humans to interact with the system using HTML controls. In software design, look and feel of 
GUI comprises design aspects of the web page, the layout of the web page, HTML controls used on the web page, etc. Usually 
creation of a web page begins by drawing GUI design on a paper first. Web designers then design the web pages using web 
development tool on the paper. This paper proposes a novel approach to create HTML page automatically from the GUI design 
drawn on the paper. It considers a GUI design having various HTML controls such as radio button, checkbox, textbox, command 
button and label. A scanned image of GUI design is provided as an input to the system. Then, system segments the various 
HTML controls. The segmented HTML controls are then identified. Identified HTML controls are stored in XML database. 
Actually, XML database contains the name and position of the component on the GUI design. Finally, this XML file is parsed to 
generate HTML page. 
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1. Introduction 
Information technology is a rapidly evolving industry.  Tremendous advancements are seen in almost all domains of 
this industry, the most notably one is the rapid web site development. Website is becoming the easiest way for 
approaching large number of clients all over the world. So, the rapid website development is the key success of any 
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industry. Currently, there is a great dependency on web designers in the development of these websites. With the 
recent advances in the computing technology, many processes are automated. In order to minimize the dependency 
on web designers and to automate the process of website development, this paper proposes the novel approach of 
developing HTML web page from a GUI design drawn by hand on a paper. Before moving to the detail discussion 
about the approach to develop HTML web pages, there are two different areas of prior research, namely, image 
processing and neural network, which are required in this research, are briefly explained first. 
 
1.1 IMAGE PROCESSING 
A web page design drawn on a paper is just a plane image. An image is an array, or a matrix, of square pixels 
arranged in columns and rows. Some of the most common image file formats are JPEG, PNG, GIF, and BMP. Most 
of the image-processing techniques involve treating the image as a two-dimensional signal and applying standard 
signal-processing techniques to it. Image processing is any form of signal processing for which the input is an 
image, such as a photograph or video frame; the output of image processing may be either an image or a set of 
characteristics or parameters related to the image. Image processing generally involves three steps:  
1. Import an image with an optical scanner or directly through digital photography.  
2. Manipulate or analyse the image in some way. This stage can include image enhancement and data 
compression, or the image may be analysed to find patterns that aren't visible by the human eye.  
3. Output the result. The result might be the image altered in some way or it might be a report based on analysis of 
the image. 
Depending upon the type of output the process is categorized as Image processing or Image analysis. Difference 
between image processing and image analysis is, the output of image analysis is usually some measurements of the 
image while the output of image processing is usually another modified image. The proposed solution uses both 
image analysis as well as image processing techniques.  
 
     1.2   NEURAL NETWOK 
For the last couple of years neural networks have attracted a great deal of attention. They offer an alternative 
approach to computing and understanding of the human brain. Neural networks process information in a similar way 
the human brain does. The network is made up of a large number of interconnected processing elements (neurons) 
working in parallel to solve a specific problem [9]. Neural networks learn by example. They cannot be programmed 
to perform a specific task. For example, if an input neuron is trained to fire when the input is any uppercase 
character between A to Z and not to fire for any number or any special character or not even a lower case character. 
An input neuron is trained for handwritten uppercase characters written by 2 or 3 persons. After training the network 
using this rule the neuron will fire when the input is any uppercase character between A-Z and fairly matching with 
the trained data. But, neuron will not fire when the input is anything other than uppercase character. Any other 
inputs may be an uppercase character but written in bad handwriting will produce a random output. Hence, we can 
say that a neuron tries to learn from pattern. 
Recently, neural network theories have shown good capabilities in performing character recognition [6]. The 
proposed solution uses this pattern learning nature of neuron in character recognition for identifying HTML labels 
present on GUI. HTML label detection is nothing but character recognition.  
Till date, there is no significant work done in the development of HTML pages from hand drawn GUI design. 
Having looked at some of the major threads, in the development of HTML web pages, now let us see the approach 
for developing the HTML web pages from GUI design drawn on a paper in the next section. The rest of the paper is 
organized as follows. Section I to section V describes in detail the approach for developing web pages from hand 
drawn GUI designs on paper. The paper ends with conclusion and future scope.  
 
2. PROPOSED APPROACH FOR HTML WEB PAGE CREATION 
Scanner is a device that optically scans images, printed text, handwriting, or an object, and converts it to a digital 
image [8]. This digital image could be with extensions like jpeg, tif, bmp, png etc. In the process of converting 
scanned image into the web page, scanner plays very important role for image quality. To process the document 
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through the proposed algorithm, GUI design drawn on a paper is scanned first and then undergoes following steps. 
Step I Pre-processing operations on GUI design document. 
Step II GUI design Segmentation. 
Step III GUI control identification and character recognition. 
Step IV On fly XML database generation. 
Step V HTML web page generation. 
These steps are discussed in detail in subsequent sections. 
2.1 PREPROCESSING OPERATIONS ON GUI DESIGN DOCUMENT 
Once the image is scanned, then it undergoes through following image preprocessing operations. 
x RGB to gray scale conversion. 
x Gray scale image to binary image conversion. 
These two image preprocessing operations are used in GUI control detection algorithms proposed in [1]. The first 
image preprocessing operation is RGB to gray scale conversion, in which the pixel intensity is expressed within a 
range between a minimum and a maximum value. This range is represented from 0 (total absence, black) and 1 
(total presence, white), with any fractional values in between. The fractional values in between give us the 
different shades of gray. The next image preprocessing operation is Gray scale Image to binary image 
conversion. This operation converts the gray scale image to a binary image. The output binary image has all 
pixels in the input image with pixel intensity greater than 0.5 with the value 1 (white) and replaces all other pixels 
with the value 0 (black). Figure 1 shows the output of image preprocessing operation.  
 
                                                  
 
Fig.1 Image pre-processing Operations 
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2.2 GUI  DESIGN SEGMENTATION 
Now, the binary gray scale image obtained in previous step undergoes image segmentation. Image is first 
segmented horizontally. After horizontal segmentation, each line obtained in horizontal segmentation 
undergoes vertical segmentation. Basic idea of this research is to generate HTML page, which should exactly 
look like a GUI design drawn on a paper. In order to do so, the position of each HTML control drawn on a 
paper needs to be saved. This is accomplished by dividing GUI design document into rows and columns. 
Horizontal segmentation extracts the row number of GUI control and vertical segmentation extracts the 
column number of the GUI control. Row number and column number together gives the exact position of the 
GUI control on the design document. Output of horizontal segmentation is shown in figure 2. Here, image is 
scanned from top to bottom for horizontal segmentation and left to right for vertical segmentation. In short, 
after horizontal segmentation, we get total number of rows present in the input GUI design document. Now, 
each of this horizontally segmented line undergoes vertical segmentation. If there are more than one GUI 
control present on a line, then whichever control comes first, will be the first component on that line, as 
vertical segmentation happens from left to right. 
 
 
 
 
                                                   Fig 2: Image Segmentation – horizontal 
 
 
For both, horizontal and vertical segmentation, an image is cut on a line where there is no data at all. No data 
indicates end of the HTML control. Output of vertical segmentation is shown in figure 3. For example, consider a 
GUI of a registration form of a company with various fields and controls. After pre-processing and subsequent 
horizontal segmentation this GUI leads to an output of seven rows as shown in figure 2. Each of this line then 
undergoes vertical segmentation. 
 
 
 
 
 
 
201 Aparna Halbe and Abhijit R. Joshi /  Procedia Computer Science  45 ( 2015 )  197 – 204 
 
                                                                             Fig. 3 Image Segmentation – Vertical 
 
2.3 GUI CONTROL IDENTIFICATION & CHARACTER RECOGNITION 
As it is seen in previous step, the result of image segmentation is a character and an HTML control. Now these 
HTML controls are identified as a textbox or command button or check box or radio button using algorithms 
proposed in [1]. For character recognition, a Neural Network is designed using Learning Vector Quantization (LVQ) 
technique. Let us see this character recognition system. 
 
2.3.1.  NEURAL NETWOK USING LVQ 
NN is characterized by the neurons and learning methodology used to train the neurons. There are many 
algorithms available for training neural network models. A neural network for handwriting recognition is defined by 
a set of input neurons, which may be trained by the pixels of an input image [7]. Feature Extraction is an important 
step for training and simulating the Neural Network. Let us see first the feature extraction followed by NN selection. 
The proposed solution uses the Discrete Cosine Transform (DCT) as a feature for training the network. DCT is 
closely related to the Discrete Fourier Transform (DFT). Two dimensional DCT is equivalent to one dimensional 
DCT performed along a single dimension followed by a one-dimensional DCT in the other dimension [2]. Neurons 
are trained using 2 dimensional DCT feature of the character, as it is well acknowledged that DCT feature is one of 
the best features for character recognition [6]. DCT is one of the transforms, which gives better results in case of 
template matching [3]. Thus, the DCT template of input character is matched with DCT template of trained data. 
The efficiency of the System can be further improved by increasing the number of templates for training Neural 
Networks. Now, let us understand NN selection process. 
There are different NN available, out of all these NN Back Propagation Neural Network (BPNN) and Learning 
Vector Quantization Neural Network (LVQNN) are more popular for character recognition. The proposed solution 
uses the hybrid network Learning Vector Quantisation (LVQ). LVQ used here is a supervised learning to form 
classification. It is observed that the character recognition results obtained using Learning Vector Quantization 
Neural Network (LVQ NN) is better than the character recognition results obtained by using (BPNN) [2]. 
In LVQ network, each neuron in the first layer is assigned to a class, and each class is assigned to one neuron in 
the second layer. LVQ NN combines competitive learning with supervision. Target vector is in log sigmoid form 
(identity matrix). Learning rate is kept as 0.01 for training the network. Neural Network is trained with 80 template 
characters of capital letters. The minimum root mean square error (RMSE) criterion is used as a similarity measure.  
Steps of training and simulating LVQ NN for character recognition. 
1. Gather different sample template images of each character and store them in the database. The database could 
be a simple windows folder. Here, different templates mean the different handwriting of same character. 
2. Apply certain Image pre-processing techniques such as RGB to grey scale conversion and image to binary 
image conversion and resize the image (42 * 24). 
3. Calculate DCT of each template character. 
4. LVQ NN is trained with DCT of all 80 templates. Thu,s input vector has 80 columns, and each column 
represents one character and (42 * 24 = 1008) rows. 
5. Create target matrix with 80 rows and learning rate = 0.01 
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2.4 ON FLY XML DATABASE GENERATION 
Output of segmented component analysis is either identified character or identified GUI control. The identified 
character or identified GUI control is saved in XML file. Part of this XML file is shown in figure 4. XML file has a 
node called control, which stores details like name of the control, label of that control (if present), and a line number 
on which that control is present. 
                                                                 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4: Partial Output file - XML file 
 
2.5 WEB PAGE (HTML) GENERATION 
XML file shown in figure 4 is parsed to create HTML file. Each <CONTROL> node of XML file is converted to 
HTML control depending on the value in sub node <name> of XML file. If the parent node has a sub node called 
<textData> then it is considered as HTML label. Else, if the sub node is <name> then its value indicates the name of 
GUI control such as textbox, checkbox, radio button, etc. Once this HTML file is generated, it can be viewed in any 
browser. HTML page created is functionally working page, wherein we can click on radio buttons, select/deselect 
the checkboxes, write some text in textboxes, click on the command button etc. The generated HTML page from 
XML file is shown in figure 5. 
 
 
 
 
 
 
 
 
 
 
<?xml version="1.0" encoding="UTF-8"?> 
<HTMLControls>  
<CONTROL><textData>COMPANY</textData>       
                         <lineNo>1</lineNo>  
</CONTROL> 
<CONTROL><name>textbox</name> 
                       <lineNo>1</lineNo>  
</CONTROL>  
<CONTROL><textData>EXPERIENCE</textData>         
                       <lineNo>2</lineNo>  
</CONTROL> 
. 
. 
. 
<CONTROL> <name>submit</name>  
                        <lineNo>7</lineNo>  
</CONTROL> 
<CONTROL><textData>SUBMIT</textData> 
<lineNo>7</lineNo>  
</CONTROL> 
 </HTMLControls> 
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Fig. 5: Output file - HTML file 
 
3. RESULTS AND OBSERVATIONS 
An experimental study has been carried out to gather preliminary empirical data regarding the accuracy of results 
obtained. For this, 30 hand drawn GUI designs are scanned and processed through proposed techniques. The 
experimental results are presented in table 1. The test results are encouraging. 
 
Table 1: Results of HTML page creation 
 
No of GUIs Accuracy in % 
5 100 
15 90-99 
6 80-89 
4 Above 70 
      
 
4. CONCLUSION AND FUTURE SCOPE 
 
In this paper, the novel approach for developing HTML web pages from hand drawn GUI designs on paper is 
described. Looking at the results illustrated in table 1, it can be concluded that hand drawn GUI design documents 
can be converted to functional HTML pages with fair accuracy.  
The proposed technique can take care of oftenly used HTML controls such as radio button, checkbox, textbox 
and command button. It can be further enhanced for remaining HTML controls like text area, combo button, list, 
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hyperlink, images, etc. As far as the labels are concerned, currently system can detect only labels written in 
uppercase. It can further be implemented for lower case.  
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