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Diplomová práce se zabývá zabezpečením datového toku proti shlukům chyb. Data se 
přenášejí přes kanál s předem stanovenou chybovostí. Tento kanál je charakterizován 
bezchybným intervalem 2000 bitů a shlukem chyb délky 250 bitů. Jedním z cílů této práce je 
vytvoření souboru možných metod pro realizaci protichybového kódového systému. Do 
základního výběru je zařazena většina známých kódů opravujících jak jednotlivé, tak i 
skupinové chyby. Kódy jsou rozděleny do několika kategorií a z každé kategorie je vybrán 
jeden do užšího výběru. Samozřejmostí je využití jak bitového tak i konvolučního prokládání. 
Do dalšího výběru už postupuje jen nejlepší kód z každé kategorie. Nakonec jsou tyto kódy 
porovnány a první tři varianty jsou simulovány v programu Matlab, kvůli ověření jejich 
správné funkce. Z těchto variant je vybrána optimální z hlediska funkční realizace. Z dvou 
možností realizace (softwarové a hardwarové) se ta softwarová jevila výhodnější a proto je 
funkční kodek naprogramován v jazyce C. Z pohledu tohoto programovacího jazyka a 
dnešních počítačových architektur je optimální přistupovat k datovým jednotkám o velikosti 
minimálně 8 bitů. Z toho plyne, že jako nejvhodnější varianta kódu se jevil Reed-Solomonův 
kód RS(255, 191), který pracuje přímo s osmibitovými symboly. Dále je tedy sestaven kodek, 
obsahující kodér a dekodér výše jmenovaného kódu. Simulace nedokonalého přenosového 
kanálu je zajištěna posledním programem. Nakonec je na několika příkladech demonstrována 
funkce a účinnost navrženého systému přenosu dat. 
 
 
Klíčová slova: Chybovost, zabezpečení dat, přenos dat, korekce chyb, samoopravný kód,      





This Master´s thesis discuses the protection of data transmission against long error bursts. The 
data is transmited throught the channel with defined error rate. Parameters of the channel are 
error-free interval 2000 bits and length of burst error 250 bits. One of the aims of  this work is 
to make a set of possible methods for the realization of a system for data correction. The basic 
selection is made from most known codes. These codes are divided into several categories and 
then the best one is chosen for higher selection. Of course interleaving is used too. Only one 
code from each category can pass on to the higher level of the best code selection. At the end 
the codes are compared and the best three are simulated using the Matlab program to check 
correct function. From these three options, one is chosen  as optimal regarding practical 
realization. Two options exist, hardware or software realization. The second one would seem 
more useful. The real codec is created in validator language C. Nowadays, considering 
language C and from a computer architecture point of view the 8 bits size of element unit is 
convenient. That´s why the code RS(255, 191), which works with 8 bits symbols, is optimal. 
In the next step the codec of this code is created containing the coder and decoder of the code 
above. The simulation of error channel is ensured by last program. Finally the results are 
presented using several examples. 
 
 
Keywords: Error rate, data protection, data transmission, error correction, self-correcting           
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Seznam použitých zkratek a symbolů 
 
 
A   délka bezchybného intervalu     
ADSL   Asymetric Digital Subscriber Line 
b   délka shluku chyb 
BCH   Bose-Chaudhuri-Hocquenghem kódy 
mind    minimální Hammingova vzdálenost 
ie    pozice chyby v polynomu 
FEC   Forward Error Correction (dopředná oprava chyb) 
g(x)   vytvářecí mnohočlen 
GF   Galoisovo pole 
j   počet řádků prokládací matice 
k   délka nezakódované posloupnosti 
xl    počet větví konvolučního prokladače 
m   počet bitů na symbol 
n   počet sloupců prokládací matice; délka zabezpečené posloupnosti 
p(x)   primitivní mnohočlen 
PKS   Protichybový Kódový Systém 
r   počet zabezpečovacích symbolů 
R   informační poměr 
RS   Reed-Solomon 
S   syndrom 
t   počet opravitelných symbolů 
iY    hodnota chyby 
α   primitivní prvek GF 
)(xΛ    lokalizační polynom 
ν   počet chyb ve zprávě 
Ω(x)   polynom velikosti chyb 
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1. Úvod 
Tato práce se věnuje teorii zabezpečení datového toku proti chybám. A to konkrétně proti 
dlouhým shlukům chyb. Při přenosech dat může k těmto chybám docházet, a v jejich důsledku 
může příjemce přijmout jiné znaky, než jaké mu odesilatel původně vyslal. Zvyšování 
přenosových rychlostí způsobuje, že rušivé jevy, které nepříznivě ovlivňují přenos digitálních 
signálů, vyvolávají čím dál tím delší shluky chyb, ve srovnání se situacemi s menšími 
přenosovými rychlostmi.  
V tomto textu budou postupně rozebrány nejpoužívanější možnosti zabezpečení před 
dlouhými shluky chyb a to s ohledem na distribuci těchto chyb v kanálu. Budu se zde také 
zabývat různými možnostmi rozprostření shluků chyb v čase. Pro zabezpečení přenosu dat, přes 
zadaný kanál, bude jistě možno využít několik protichybových kódových systémů. Tyto systémy 
budu porovnávat v několika parametrech a následně vyberu nejvhodnější variantu zabezpečení. 
Výsledná varianta PKS (Protichybový Kódový Systém) pak bude podrobně popsána, včetně 
funkční realizace. Nakonec bych chtěl předvést ukázku kódování na různých typech dat a celkově 
zhodnotit funkční vlastnosti kodeku.   
 
2. Vznik chyb 
Přenos zpráv po současných přenosových kanálech se děje pomocí diskrétního signálu, který je 
na vstupu i výstupu přenosového systému nejčastěji dvoustavový. Zpráva je přenášena jako 
posloupnost signálových prvků, kterým jsou pro dvoustavový signál přiřazeny hodnoty 0 a  1. 
Přenos je provázen vznikem chyb v přenášených zprávách v důsledku působení řady rušivých 
vlivů. Chyby se projevují v posloupnosti dvoustavových signálových prvků jako inverze hodnoty 
signálového prvku, to znamená 0 → 1 a 1 → 0. Tento proces se obecně modeluje pomocí 
sečítačky modulo 2 (Obr. 1), která má v tomto případě dva vstupy a jeden výstup. Protože se 
bavíme o dvoustavových signálových prvcích, bude v dalších částech textu, pro tyto prvky, 







Obr. 1: Sčítačka modulo 2 
                
2.1 Druhy chyb 
Počet prvků chybového mnohočlenu a jejich poloha závisí na řadě vlastností systému  
vysílač – kanál – přijímač. Setkáváme se s dvěma základními typy chyb. Jsou to: 
 
Nezávislé chyby: Jsou relativně rovnoměrně rozloženy v přijaté zprávě.  Má proto význam 
hledat různé statistické charakteristiky pro vyjádření jejich vlastností. 
 
Shluky chyb: (závislé chyby): Úseky chybně přenesených signálových prvků, ve kterých 
relativní četnost chybně přenesených prvků výrazně převyšuje  četnost chybných prvků ve 
zbytku zprávy. 
 
3. Zabezpečovací schopnosti kódů  
Základní myšlenka použití bezpečnostních kódů je velmi jednoduchá - původní kódové 
kombinace se podle přesně definovaných pravidel transformují na kódové kombinace jiného 
typu. Např. osmibitové znaky se přidáním jednoho paritního bitu převedou na devítibitové. 
Teprve ty se pak skutečně přenesou a příjemce si je převede zpět do jejich původního tvaru. 
Z toho vyplývá, že některé kódové kombinace by se na výstupu vůbec neměli objevit. Pokud na 
výstupu obdržíme nepoužívanou značku (nebo značku, která nemohla být korektně vytvořena), 




3.1. Hammingova vzdálenost 
Ze zdroje zpráv vystupují do přenosového systému posloupnosti prvků s minimální nadbytečností 
a jejich Hammingova vzdálenost (počet míst, ve kterých se dvě kombinace prvků ve sledovaném 
úseku zprávy od sebe liší) je 1min =d . Zabezpečovací kódování spočívá v umělém zvětšování 
 tak, že k signálovým prvkům nezabezpečené zprávy přidáváme zabezpečovací prvky podle 
pravidel, definujících daný zabezpečovací kód [1].  
mind
Pro posouzení možnosti vzniku chyby má minimální Hammingova vzdálenost  
zásadní význam!   
mind
 
1min =D    - Všechny možné kombinace jsou využívány. Pokud nastane chyba, změní 
se jedna používaná posloupnost v druhou, také používanou a chyba je ve 
sledovaném úseku nezjistitelná. 
 
2min =D   - Změna na jednom místě kombinace prvků je zjistitelná, protože užívaná 
kombinace přejde v neužívanou. Nastane detekce chyb. 
 
3min =D   - Změna na dvou místech je zjistitelná. Dá se však nalézt i ta užívaná 
kombinace, ze které chybou vznikla, protože má od ní menší Hammingovu 
vzdálenost než od všech ostatních. To umožňuje korekci chyb. 
 
Rozlišujeme tedy detekční a korekční kódy. 
 
3.2. Paritní bit 
Nejjednodušším, ale současně také nejméně účinným způsobem zabezpečení kódové kombinace, 
kterým je možno následně rozpoznat výskyt chyby, je doplnění datových bitů jedním dalším 
bitem tak, aby celkový počet jedniček v této kombinaci byl lichý. Pak jde o tzv. lichou paritu. 
Nebo naopak sudý, pak jde o sudou paritu. Příjemce tedy musí vědět, zda mu odesilatel posílá 
znaky se sudou nebo lichou paritou.  
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Pokud počet jedničkových bitů nesouhlasí s očekávanou paritou, může si příjemce 
odvodit, že došlo k chybě při přenosu jednoho (nebo obecně lichého počtu) bitů. Má-li přijatý 
znak očekávanou paritu, není to ještě stoprocentní zárukou jeho bezchybnosti. Pomocí jediného 
paritního bitu nelze rozpoznat chyby v sudém počtu bitů. Zabezpečení pomocí jednoho paritního 
bitu je tedy vhodné používat jen tam, kde je pravděpodobnost výskytu chyb v jednotlivých bitech 
malá a pravděpodobnost výskytu chyb ve více bitech současně zanedbatelná.  
Použití bezpečnostních kódů vždy znamená, že se v rámci každého znaku ve skutečnosti 
přenáší více bitů, než kolik by bylo k vyjádření vlastního znaku nezbytně nutné. Zabezpečení 
proti chybám není navíc nikdy stoprocentní, jeho účinnost však roste s počtem bitů "navíc".  
V praxi je výhodnější nezabezpečovat proti chybám jednotlivé znaky, ale celé 
posloupnosti znaků resp. celé přenášené bloky dat. Dodatečné bity, používané k detekci chyb, se 
pak nepřidávají znovu ke každému znaku, ale jen jednou k celému bloku dat (a přenesou se spolu 
s ním). 
 
4. Rozdělení kódů  
 4.1. Podle způsobu zvyšování nadbytečnosti 
Způsob, jakým se zvětšuje nadbytečnost, umožňuje rozdělit kódy do dvou skupin: 
 
 
Systematické kódy – Odvozují z nezabezpečeného toku informačních bitů bity zabezpečovací. 
Způsob, kterým se to děje, je určen použitým zabezpečovacím kódem. Zabezpečovací bity jsou 
pak vkládány mezi bity informační a výsledkem je zvýšení průměrného množství nadbytečnosti 
na bit. Ve výsledném zabezpečeném bitovém toku jsme schopni rozlišit bity informační a bity 
zabezpečovací. 
 
Nesystematické kódy – přiřazují úsekům nezabezpečeného toku s malou bitovou nadbytečností 
nové úseky již zabezpečeného toku s větší bitovou nadbytečností. Způsob přiřazování je určen 
definicí zabezpečovacího kódu tohoto druhu. Ve výsledném zabezpečeném bitovém toku nejsme 
schopni rozlišit bity informační a bity zabezpečovací.  
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4.2. Podle realizace zabezpečovacího procesu 
Podle způsobu rozdělování nezabezpečeného bitového toku do dílčích částí pro uskutečnění 
zabezpečení rozlišujeme: 
 
Blokové kódy: U těchto kódů se uskutečňuje zabezpečovací proces pouze v rámci jediného bloku, 
který vznikl oddělením určitého úseku signálových prvků. Sledovaný úsek zprávy nazýváme 
kódová kombinace, někdy též kódové slovo. Modelujeme ji v oblasti matematických úvah 
pomocí mnohočlenů (polynomů). Setkáme se s mnohočlenem nezabezpečené zprávy P(x), který 
je zpravidla přiváděn na vstup kódovacího zařízení. Dále pak s mnohočlenem zabezpečené zprávy 
F(x), který vystupuje z kódovacího zařízení. Důležitým pojmem je rovněž mnohočlen přenesené 
zprávy J(x), který vystupuje z přenosové cesty a vstupuje do dekódovacího zařízení. Princip 




Obr. 2: Princip zabezpečení blokovým kódem 
 
 
Stromové kódy: Tyto kódy jsou představitelé jiného způsobu zabezpečení přenášených 
posloupností signálových prvků proti chybám. Jejich název je dán způsobem vyjádření 
kódovacího procesu, ke kterému se používá nejčastěji graf typu strom (tree graph). Z 
nezabezpečeného toku bitů se odebírají bitové úseky délky , hovoříme o úsecích 0k
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nezabezpečené zprávy . Ty vstupují do vstupní paměti délky  bitů a dále pak do paměti 
zabezpečovacího procesu, která je tvořena m-násobkem  bitů. Vzhledem k popisu 
zabezpečovacího procesu má pro nás význam sledovat změny obsahu této paměti pouze po  
bitech. Z obsahu obou pamětí se pak v bloku realizace zabezpečení odvodí zabezpečená výstupní 
posloupnost, která je tvořena úseky zabezpečené zprávy . Princip zabezpečení je na obrázku 







   
Obr. 3: Princip zabezpečení stromovým kódem 
 
 
5. Korekční kódy opravující dlouhé shluky chyb 
5.1. Fireův kód 
Je to blokový cyklický kód, který je určen následujícím vytvářecím mnohočlenem 
  
)1()()( +⋅= cxxNxG  ,       (5.1) 
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kde N(x) je nerozložitelný mnohočlen řádu m, náležející exponentu e, při čemž platí, že c není 
dělitelné e.  
 
Výpočet exponentu e: 
 
           (5.2) 12 −= me
 
Potom parametry Fireova kódu budou následující: 
 
Délka kódové kombinace: 
 
           (5.3) cen ⋅=
 
Počet zabezpečovacích prvků: 
 
   mcr +=         (5.4) 
 
Délka zabezpečeného kódového slova: 
 
           (5.5) rnk −=
 
Délka jediného opravovaného shluku chyb délky b bitů v kódové kombinaci délky n bitů je dána 
řádem dílčího mnohočlenu N(x). Přitom je třeba, aby platila následující nerovnost: 
 
c ≥ 2b - 1 ;         m ≥b       (5.6) 
 
S rostoucím požadavkem na korekci délky shluků chyb se extrémně prodlužuje délka 
kódové kombinace. Protože se tato délka v obvyklých přenosových systémech nedá používat, je 
třeba ji přizpůsobit, tj. zkrátit. Vznikne tak zkrácený Fireův kód, který budeme značit F*(n,k). 
Princip zkracování délky kódové kombinace je pro všechny kódy jednoduchý. Na prvních i 
místech nezkrácené kódové kombinace předpokládáme nuly.  
Čím větší zkrácení Fireova kódu je třeba použít, tím obtížnější je nalezení nových 
zpětných vazeb pro děličku mod G(x), používanou dekodérem ke kontrole správnosti a přípravě 
korekce. To, že jsme z původní kódové kombinace vypustili prvních i prvků původního 
mnohočlenu, vyjádříme při mnohočlenovém zápisu tak, že vydělíme nezkrácený mnohočlen . 
Pro potřebu dekódování musíme přijatý mnohočlen J(x) tímto  vynásobit. Protože však u 
dekodérů nezkrácených Fireových kódů používáme nejčastěji děličku mod G(x) s přednásobením 
, bude požadavek na celkové vynásobení roven . Děličku mod G(x) s přednásobením  
ix
ix
rx rix + rx
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bude třeba doplnit o další vstupy do posuvného registru této děličky tak, aby to odpovídalo 
struktuře mnohočlenu F(x), který je roven zbytku po dělení  vytvářecím mnohočlenem G(x). rix +
Složitost kodéru Fireova kódu je určena počtem zabezpečovacích bitů, protože obsahuje 
stejný počet paměťových buněk jako je počet zabezpečovacích bitů. Kodér způsobuje zpoždění 
průchodu signálových prvků díky své vstupní vyrovnávací paměti, která má velikost jednoho 
nezabezpečeného bloku dat [2].  
 
Složitost dekodéru je určena počtem paměťových buněk ve dvou děličkách mod G(x) s 
přednásobením  a počtem buněk ve vyrovnávací paměti dekodéru.  crx +
 
Pro opravy dlouhých shluků chyb neexistují tabulky nerozložitelných mnohočlenů 
požadovaného řádu m ≥ b. Z tohoto důvodu nejdou Fireovy kódy s potřebnou korekční 
schopností definovat. 
 
5.2. Systémy s prokládáním (interleaving) 
Jsou to systémy využívající principu rozprostření informace, která je nesena jedním 
nezabezpečeným úsekem signálových prvků, v čase. Existuje několik technických postupů, jak se 
toho dosahuje. Patří k nim i postup založený na prosté změně polohy signálových prvků 
nezabezpečeného signálového toku tak, aby se změnil charakter distribuce chyb, z chyb 
shlukujících se, na chyby nezávislé. Existuje několik různých způsobů jak toho docílíme. 
 
5.2.1. Bitové prokládání 
Této metody se využívá jako doplnění protichybového kódového systému. Tok nezabezpečených 
bitů vstupuje do kodéru blokového korekčního kódu, kde se k nim přidá (n - k) zabezpečovacích 
bitů tak, aby bylo možno v dekodéru opravit až t chyb. Tyto kódové kombinace jsou ukládány do 
paměti ve tvaru matice rozměru ( jn× ) tak, že v každém řádku je jedna kódová kombinace, jak 
je vidět na obrázku 4. Až je matice naplněna, jsou z ní uložené bity vysílány do přenosového 
kanálu, ale tentokrát po jednotlivých sloupcích. Poté jsou do matice znovu postupně ukládány 
kódové kombinace. Tento mechanismus se neustále opakuje a je zřejmé že způsobuje velké 
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dopravní zpoždění. Prokládací matice musí být jak na vstupu, tak i na výstupu kanálu, to 
znamená, že bitové prokládání zavádí do přenosového systému zpoždění z: 
 





Obr. 4: Příklad bitového prokládání 
 
Rozměry prokládací matice se určují s ohledem na maximální statisticky významnou 
délku shluků chyb b [bit] a minimální délku bezchybného intervalu A [bit] mezi jednotlivými 
shluky chyb, které byly nalezeny při statistickém rozboru distribuce chyb v použitém kanále. 
Tyto veličiny určují rozměry prokládací paměťové matice takto: 
 
Počet řádků matice musí vyhovovat nerovnosti 
 
t
bj ≥  ,        (5.8) 
 
 kde t je maximální počet chyb, který daný kód dokáže opravit. 
 
Počet sloupců n musí vyhovovat kódu opravujícímu t chyb   
 
j
bAn +≤ .        (5.9) 
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Pokud jsou parametry j a n malé, je malé i zpoždění přenášeného bitového toku. Zvětšováním 
těchto parametrů narůstá dopravní zpoždění. Zároveň se ale vytváří možnost pro použití delších 
korekčních  kódů, které mají lepší informační poměr.   
 
5.2.2. Konvoluční prokládání  
Rozdíl mezi konvolučním a bitovým prokládáním je stejný jako rozdíl mezi blokovým a 
konvolučním kódováním. U bitového prokládání probíhá práce po blocích, které jsou načítány do 
matice. U konvolučního prokládání celý mechanismus probíhá opět průběžně. Bitový tok, 
nejčastěji rozdělený do značek, se ukládá do jednotlivých paměťových větví konvolučního 
prokladače. Po naplnění poslední větve  se vrací na začátek, tj. k přímému spojení mezi 
vstupem a výstupem prokladače. Tím dochází k různému zpoždění značek a jejich vzájemnému 
promíchání při “nulovém“ zpoždění mezi vstupem a výstupem. Počet větví bývá obvykle 
adaptabilně měněn podle okamžité charakteristiky kanálu - viz modem ADSL. Využívá se 
k tomu opět posuvných registrů (Obr. 5).  
xl
 
Konvoluční prokladač zavádí zpoždění z: 
     










Všechny čtyři zobrazené přepínače  pracují synchronně. Příklad obsahuje čtyři cesty. Počet   
cest -  určuje, jak se podaří rozprostřít skupinovou chybu. Symboly, které jsou sousedy 




5.3. Vícestavové kódy používané pro zabezpečení proti shlukům chyb 
Do této skupiny můžeme zařadit Reed-Solomonovy kódy [3]. Tento blokový, cyklický kód má 
největší myslitelnou minimální vzdálenost 1min +−= knd , značí se zkratkou RS(n, k) a patří do 
skupiny BCH kódů. Parametr k určuje počet m-bitových symbolů vstupujících do kodéru, 
parametr n udává velikost zprávy vystupující z kodéru. To znamená, že počet paritních symbolů 
v jednom bloku je . Reed-Solomonův kodér připojuje k blokům dat redundantní bity, 
pomocí nichž dekodér na přijímací straně opraví vzniklé chyby a tím získá původní data. Počet 
opravitelných chyb v jednom bloku závisí na parametrech RS kódu. 
knr −=
Reed-Solomonův dekodér je schopen opravit maximálně t chybných symbolů. Přitom 
platí, že . Tyto kódy používají vyšší abecedu zdroje a hodí se všude tam, kde se 
požaduje zabezpečení dlouhých bloků dat. Pro délku jejich slova platí následující vztah 
knt −≤2
 
   ,        (5.11) 12 −= mn
 
 kde n ……….délka kódového slova 
  m……….počet bitů na symbol 
 
Z vlastností Reed-Solomonových kódů vyplývá, že jejich zdrojová abeceda je vždy vyšší 
než binární. Této vlastnosti lze využít při ochraně zprávy proti shlukům chyb. Z nebinárního 
kódu délky  obdržíme binární kód délky 12 −= mn mn×  tak, že nahradíme každý nebinární 
symbol jeho odpovídající binární n-ticí. RS kódy existují pro všechny hodnoty n, k, pro které 
platí 
 
mnk 20 <<< .       (5.12) 
   
Avšak složitost a výpočetní náročnost kódování roste s počtem redundantních bitů. Je výhodnější 
používat systémy opravující menší shluky chyb, za to však s rychlejším kódováním přenášených 
dat.  
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 Obvyklé RS kódy mají velikost definovanou vztahem 
 
   ,      (5.13) )212,12(),( tkn mm −−−=
 
 kde  t ………symbolová korekční kapacita kódu 
 
RS kódy jsou výkonnou třídou nebinárních blokových kódů, zvláště vhodných pro opravu 
shlukových chyb. Protože účinnost kódování roste s délkou kódu, jsou tyto kódy velmi oblíbené. 
Mohou být vytvářené jako dlouhé blokové kódy, avšak s kratší dobou nutnou pro dekódování než 
ostatní binární kódy stejné délky. A to proto, že dekodér logicky pracuje se symboly a ne přímo 
s bity. Např. pro 8-mi bitové symboly mohou být aritmetické operace prováděny na bytové 
úrovni. To sice zvyšuje složitost zapojení oproti binárním kódům, avšak celková výkonnost 
kódování se zvýší. 
 
6. Výběr zabezpečovacího kódu  
Při výběru zabezpečovacího kódu řešíme problém přizpůsobení kódu k distribuci chyb v 
používaném sdělovacím kanále. Podle distribuce chyb, kterou získáme v podobě příslušných 
pravděpodobnostních charakteristik při statistickém hodnocení měření chybovosti daného kanálu, 
hledáme kód, který by reagoval na všechny chybové mnohočleny E(x). Pak hovoříme o 
přizpůsobení kódu na kanál.  U většiny systému s kódovým zabezpečením nepovažujeme 100% 
přizpůsobení kódu na kanál za prakticky možné. Připouštíme proto jistou velikost 
nepřizpůsobení, což vyjadřujeme přípustnou velikostí zbytkové chybovosti . zp
 
6.1. Základní kritéria výběru kódového zabezpečení 
Pro výběr nejlepšího kódového zabezpečení budeme vybírat s ohledem na vlastnosti a parametry, 
které se uplatňují u všech uvažovaných zabezpečovacích kódů [2].  
 
Informační poměr R: Informační poměr slouží jako jedno z hlavních výběrových kriterií a 
budeme mu přikládat největší váhu, protože naší snahou bude použít takový kód, který bude 
způsobovat co nejmenší snížení přenosové rychlosti.  
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n
kR =  ,        (6.1)  
  
kde   k ….. nezabezpečená posloupnost 
          n……zabezpečená posloupnost 
 
Zabezpečovací schopnost: Je základní vlastnost pro výběr kódu. Do výběru zařazujeme ty kódy, 
které vyhovují požadavku našeho zadání. Protože máme pro vyjádření zabezpečovacích 
schopností k dispozici dvě vlastnosti, můžeme sledovat jejich překročení. 
 
a) Možnost změny délky shluku chyb Db. Předpokládá se, že kód může korigovat i delší shluky 
chyb , než je základní požadavek . To představuje rezervu v zabezpečovacích 
schopnostech hodnoceného kódu, což vyjádříme jednoduchým vztahem: 
kodb minb
 
minbbDb kod −=        (6.2) 
 
b) Možnost změny délky ochranného intervalu DA. Předpokládá se, že kód může mít 
požadované zabezpečovací schopnosti i při kratším ochranném intervalu A, než je 
požadováno. Tato vlastnost rovněž představuje rezervu v zabezpečovacích schopnostech 
hodnoceného kódu. Využijeme ji při neočekávaném zhoršení vlastností kanálu. Pro výpočet 
použijeme vztah: 
 
          (6.3) minAADA kod −=
 
Složitost realizace S: Náročnost technické realizace má obecně několik složek. V našem případě 
se budeme zabývat složitostí kodéru a dekodéru 
 
Zpoždění Z: Při průchodu zabezpečované informace systémem. Zabezpečení zprávy se 
uskutečňuje jako proces odvození zabezpečovacích bitů z posloupnosti bitů nezabezpečené 
zprávy a jejich umístění do míst určených kódovacím předpisem. Tím vznikne posloupnost bitů 
zabezpečené zprávy. Opačný proces se uskutečňuje v dekodéru, kdy se opravují chybně 
přenesené bity. Tento proces ke svému uskutečnění potřebuje určitý čas, což se projevuje jako 
zpoždění Z při průchodu přenášené zprávy skrze PKS (Protichybový Kódový Systém). Velikost 
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zpoždění vyjadřujeme počtem impulsů časové základny v PKS, které nastanou mezi vstupem a 
výstupem určitého informačního bitu přenášené zprávy skrze PKS. 
 
7. Zadání 
Uvést kódy schopné opravit zadaný shluk chyb a z těchto kódů, pomocí souboru kritérií, vybrat 
nejlepší variantu. 
 
Statistické parametry kanálu:  Shluk chyb délky    b ≤ 250 bitů 
Ochranný interval   A ≥ 2000 bitů 
 
Protože budeme uvažovat hodnoty parametrů A a b ze zadání a nebo jejich  přijatelnější 
varianty (větší A a menší b), nebudeme do výběru kódu zahrnovat kritéria, kde hodnotíme reakci 
systému na překročení délky shluku chyb a zkrácení ochranného intervalu. 
 
8. Návrhy řešení 
 Kódy, které jsou schopné zabezpečit data proti chybám a jejich použitelnost k našemu zadání. 
 
 Hammingův kód 
- velice jednoduchý kód 
- nenáročné kódování a dekódování 
- opravuje pouze jednu chybu 
- použitelný pouze v kombinaci s prokládáním  
 
Fireův kód  
- Nepoužitelný díky nerealizovatelné délce bloku dat, která by byla nutná k 
zabezpečení tak dlouhého shluku chyb.  
- Bylo by třeba i většího bezchybného intervalu A 
- Využitelný pouze jako vnitřní zabezpečení 
- Možnost využití pouze zkráceného Fireova kódu 
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Systémy s prokládáním (interleaving)     
existuje několik typů prokládání:   
bitové   
  konvoluční   
  scramblování – používá se spíše ke zrovnoměrnění spektra přenášeného signálu 
   než jako nástroj pro opravu chyb 
 
- Jako doplnění vnitřního FEC (Forward Error Correction) systému 
- Prokládání se pro tento problém jeví jako vhodné řešení. Nebude problém 
rozprostřít shluk chyb délky 250 bitů tak, aby se tyto chyby daly následně 
opravit jiným samoopravným kódem.  
- Zavádí do signálu zpoždění 
- Hůře reaguje na změnu délky bloků dat 
 
BCH kódy  
- Mnoho možností vytvoření kódu.  
- Hodí se spíše na nezávislé chyby 
- Dají se využít v kombinaci s prokládáním 
 
Reed-Solomonovy kódy  
- Opravují  shlukové chyby 
- Vhodné pro naše zadání 
- Hojně se také využívají v kombinaci s prokládáním 
 
9. Řešení 
9.1. Zabezpečení s využitím bitového prokládání 
a) Začneme nejjednodušším a nejznámějším kódem, který opravuje jeden chybný bit v 
kódové kombinaci délky n bitů - Hammingův kód (7, 4). Ze zadání a podle (5.8),(5.9) vyplývá 
pro rozměry prokládací matice:  
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Protože pro tuto variantu má kódové slovo délku n = 7, zvolíme i my n = 7.  
 
Pak velikost prokládací matice    7250 ⋅=⋅= njPM  
          1750=PM  




        
b) Další kód, který opravuje jednu chybu je BCH (15, 11). Tento kód však nemůžeme 
použít, protože délka kódového slova je delší než počet sloupců matice. 
 
c) Zkusíme kód, který dokáže opravit 2 chyby, t = 2 v kódové kombinaci n bitů. Výpočet 
parametrů prokládací matice bude následující: 
 
























Zde můžeme využít např. BCH kód (15, 7), který dokáže opravit t = 2 chyby v kódové 
kombinaci n = 15 bitů. Tato délka je menší něž největší použitelná. Z toho plyne, že tento kód 
také vyhovuje. 
 
Velikost prokládací matice    15125 ⋅=⋅= njPM  
                 1875=PM
 
informační poměr  46,0=R
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d) Kód, který dokáže opravit tři nezávislé chyby t = 3 v kódové kombinaci n bitů. Pak podle 
vztahů (5.7) a (5.8) platí, že počet řádků j ≥ 84 a počet sloupců n ≤ 26 (zaokrouhleno na nejbližší 
nižší celé číslo). Zde můžeme použít např. BCH kód (15 ; 5), který opravuje t = 3 chyby v 
kódové kombinaci délky n = 15 bitů.  
 
Velikost prokládací matice    1584 ⋅=⋅= njPM  
             1260=PM
 
informační poměr  33,0=R
 
Podmínky vyplývající ze vztahů (5.7) a (5.8) pro rozměry paměťové matice budou splněny, 
protože 
   j = 84 ≥ 83,333   a   n = 15 n ≤ 26,78 .  
 
Přijatý shluk chyb se pak objeví buďto jako tři sloupce chyb, nebo (což je 
pravděpodobnější) jako dva chybné sloupce, obklopené z jedné strany na začátku, z druhé strany 
na konci, neúplnými sloupci s chybami, jak to znázorňuje obrázek 6. 
 
 
    
Obr. 6: Rozložení shluku chyb 
 
e) Máme kód, opravující 5 nezávislých chyb v kódové kombinaci n bitů. Zde můžeme použít 




Výpočet parametrů prokládací matice bude následující: 
 
























Prokládací matice bude mít rozměr 50 x 31, tj. 1550=PM  paměťových buněk..  
 
informační poměr  35,0=R
 
Dále můžeme k opravě jednoho kódového slova využít Fireovy kódy. Protože chybné bity 
v jednom řádku matice budou určitě vedle sebe, můžeme to považovat za shluk chyb, s kterým si 
zkrácený Fireův kód dokáže poradit. 
 
f) Fireův kód opravující chyby délky t = 3.  
 
Prokládací matice bude mít následující parametry: 
    
























Fireův kód vytvoříme následujícím způsobem:  
 
Opravitelný počet chyb je roven řádu nerozložitelného mnohočlenu    t = m = 3 
 























Délka kódové kombinace (5.3) 









    
     
Počet zabezpečovacích prvků (5.4) 









     
 
Délka nezabezpečeného kódového slova (5.5) 












Výsledný Fireův kód má parametry (35, 27). Ovšem v našich možnostech je používat maximálně 
bloky dat délky n = 26. Tento problém vyřešíme zkrácením Fireova kódu na příslušnou délku. 
Vznikne nám tedy kód F*(26, 18) se stupněm zkrácení i = 9 
 
Velikost prokládací matice: 2684 ⋅=⋅= njPM  
                 2184=PM
 
informační poměr  69,0=R
 
g) Fireův kód opravující chyby délky t = 4  
 
Prokládací matice: 

























Opravitelný počet chyb je roven řádu nerozložitelného mnohočlenu    t = m = 4 
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Vytvořený Fireův kód má parametry F(105, 94). Ovšem v našich možnostech je používat 
maximálně bloky dat délky n = 35. Tento problém vyřešíme zkrácením Fireova kódu na 
příslušnou délku. Vznikne nám tedy kód F*(35, 24) se stupněm zkrácení i = 70. 
 




h] Fireův kód opravující chyby délky t = 5  
 
prokládací matice s parametry : 
 
50≥j ,   45≤n
 
Vznikne Fireův kód F(279, 275), ovšem v našich možnostech je používat maximálně bloky dat 
délky n = 45. Výsledkem je tedy kód F*(45, 31) se stupněm zkrácení i = 234. 
 




Fireovy kódy, které by opravovaly delší shluky chyb by se počítaly stejným způsobem. 
Pro stručnost už bude uvedena pouze tabulka všech námi uvažovaných korekčních kódů s jejich 
hlavními parametry.  
Složitost kodéru tohoto kódu je určena počtem zabezpečovacích bitů. Vlastní kodér 
nezavádí do signálového toku žádné zpoždění. Složitost dekodéru je určena počtem paměťových 
buněk ve dvou děličkách mod G(x) s přednásobením  a počtem buněk ve vyrovnávací 




















1 Hamming (7,4) 0,57 1750 11 7 X 
2 BCH (15, 7) 0,46 1875 8 23 X 
3 BCH(15, 5) 0,33 1260 10 25 X 
5 BCH(31, 11) 0,35 1953 20 51 X 
3 F*(26, 18) 0,69 2184 8 42 9 
4 F*(35, 24) 0,69 2205 11 57 70 
5 F*(45, 31) 0,69 2250 14 73 234 
6 F*(53, 36) 0,68 2226 17 87 640 
7 F*(62, 42) 0,68 2232 20 102 1589 
8 F*(70, 47) 0,67 2240 23 116 3755 
9 F*(80, 54) 0,68 2240 26 132 8607 
10 F*(90, 61) 0,68 2250 29 148 19347 
15 F*(132, 88) 0,65 2244 44 220 950111 
20 F*(173, 114) 0,66 2249 59 291 40894252 
 
 
Z těchto kódů musíme vybrat jeden nejlepší, který bude reprezentovat celou skupinu kódů 
doplněnou bitovým prokladačem. Tento kód nakonec srovnáme s nejlepšími kódy, vybranými 
v ostatních kategorií.  
 Pro výběr nejlepšího kódu budeme hodnotit jednotlivé parametry a přiřazovat jim body 
podle kvality těchto parametrů [4]. Budeme tedy hodnotit informační poměr R, dále velikost 
prokládací matice a nakonec složitost kodeku, která v sobě zahrnuje počty paměťových buněk i 
složitost návrhu a zapojení kodéru a dekodéru. Zpoždění způsobené vlastním kodérem v tomto 
případě nebudeme uvažovat, protože se pohybuje v malých hodnotách a promítá se i do ostatních 


















Hamming (7,4) 75,51 72,00 100,00 247,51 1. 
BCH (15, 7) 53,06 67,20 93,90 214,16 9. 
BCH(15, 5) 26,53 100,00 92,17 218,70 7. 
BCH(31, 11) 30,61 64,52 79,05 174,18 14. 
F*(26, 18) 100,00 57,69 86,21 243,90 2. 
F*(35, 24) 100,00 57,14 80,00 237,14 3. 
F*(45, 31) 100,00 56,00 74,35 230,35 4. 
F*(53, 36) 97,96 56,60 69,93 224,49 5. 
F*(62, 42) 97,96 56,45 65,79 220,20 6. 
F*(70, 47) 95,92 56,25 62,31 214,47 8. 
F*(80, 54) 97,96 56,25 58,82 213,03 10. 
F*(90, 61) 97,96 56,00 55,71 209,67 11. 
F*(132, 88) 91,84 56,15 44,84 192,83 12. 
F*(173, 114) 93,88 56,02 37,59 187,50 13. 
 
 
Z tabulky poznáme, že nejlépe ohodnocen je nejjednodušší Hammingův kód (7,4), který 
vykazuje průměrnou informační rychlost, ale má nejjednodušší zapojení a ke své správné funkci 
potřebuje jen málo paměťových buněk tzn. zavádí do signálové cesty menší zpoždění. Ten také 
postupuje do užšího výběru. 
 
9.2. Zabezpečení s využitím konvolučního prokládání 
Po důkladnějším prostudování této problematiky zjistíme, že mezi bitovým a konvolučním 
prokládáním není velký rozdíl. Nevýhodou bitového prokládání bylo zavádění velkého zpoždění 
do přenosové cesty, způsobené nutností naplnit celou matici a až poté začít s vysíláním prvků na 
výstup. Tento problém odstraňuje konvoluční prokládání (Obr. 7), kde celý mechanismus probíhá 
průběžně. Bitový tok, nejčastěji rozdělený do značek, se ukládá do jednotlivých paměťových 
větví konvolučního prokladače. Po naplnění poslední větve se vrací na začátek, tj. k přímému 
spojení mezi vstupem a výstupem prokladače. Tím dochází k různému zpoždění značek a jejich 
vzájemnému promíchání. Zpoždění je určeno počtem paměťových buněk v nejdelší větvi 
prokladače. Cílem tedy bude vytvořit co nejkratší kód s co největším informačním poměrem a 
současně se schopností opravovat dlouhé shluky chyb. Takový kód pochopitelně nenajdeme a 
xl
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proto budeme muset sáhnout po nějakém rozumném kompromisu. Budeme vycházet z kódů, 




Obr. 7: Schéma konvolučního prokladače 
 
V našem zadání máme za úkol opravit chybu délky b ≤ 250 bitů v ochranném intervalu 
 bitů. Opět použijeme dopřednou korekci chyb, jako v případě bitového prokládání, 






blx ≥          a současně délka kódové kombinace     
xl
bAn +≤  
 








        (9.1) 
  
 kde PB ……. počet buněk 
  ………počet větví prokladače xl
 
Navíc však musíme zavést další nezbytnou podmínku. A to takovou, aby se jedno kódové 
slovo rozprostřelo maximálně na délku A + b bitů! Pokud by tato nebyla dodržena, následkem by 
bylo, že některá kódová slova by mohla být zasažena následujícím, nebo předchozím, shlukem 
chyb. Pokud bychom neuvažovali proměnné hodnoty parametrů A a b, mohli bychom přesně 
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určit, jak se chyby rozprostřou a podle toho navrhnout nejlepší kód. Vzhledem k našemu zadání 
je však nutné dodržet následující podmínku: 
 
            (9.2) )1( −⋅≥+ xx llbA
 
a) Oprava jedné chyby Hammingovým kódem (7, 4)  
 
Počet větví      = 250 xl
 
Musí tedy platit podmínka 
 








b) Oprava dvou chyb – použijeme kód BCH(15, 7) 
 










 tento kód také nevyhovuje 
 
c) oprava tří chyb je realizována kódem BCH(15, 5) 
 
Počet větví      = 84 xl
 Počet buněk   PB = 3486 
 Ani tento kód nevyhovuje 
 
Proměnné hodnoty parametrů A i b jsou u konvolučního prokladače docela velkým 
problémem. Může se zdát, že čím větší bude ochranný interval A, tím bude snazší shluk chyb 
opravit. Není to vždy pravda a v některých případech dokonce kodér pracuje správně s menším A. 
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Pokud ochranný interval budeme zvětšovat, systém některé chyby neopraví. Až překročíme 
mezní délku ochranného intervalu (9.2), tak opět začne pracovat správně. S proměnnými 
hodnotami A i b avšak musíme počítat a přizpůsobit tomu i prokladač. 
 
















          










    

























Zajímá nás pouze kladná hodnota , kterou zaokrouhlíme na nejbližší nižší přirozené číslo.  xl
Tedy . Teď se pokusíme najít kódy, které by vyhovovaly této podmínce. 47
1
≤xl
Počet chyb, které musí být schopen kód opravit je: 
 













Hledáme tedy kódy, které budou mít maximální délku 47≤n a budou opravovat chyb. 6=t
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 d) zkrácený Fireův kód, opravující 6 chyb F*(47, 30) 
 
Informační poměr  64,0=R
Počet buněk prokladače PB = 2162 
 
e) BCH(31, 6) je schopen opravit 7 chyb.  Hloubka prokladače tedy bude = 36 xl
  
Informační poměr  19,0=R
Počet buněk prokladače PB = 1260 
 
    












6 F*(47, 30) 0,64 2162 17 81 
7 BCH(31, 6) 0,19 1260 25 56 
7 F*(36, 16) 0,44 1260 20 76 
 
Ohodnocení kódů nalezneme v následující tabulce. Při hodnocení kódů je kladen největší důraz 
na informační poměr R. 
 













F*(47, 30) 100,00 71,47 82,65 254,13 1. 
BCH(31, 6) 29,69 100,00 100,00 229,69 3. 
F*(36, 16) 68,75 100,00 84,38 253,13 2. 
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9.3. Zabezpečení pomocí RS kódů 
Při vytváření Reed-Solomonova kódu je nutno vycházet ze vztahů (5.11), (5.12) a (5.13). Toto 
jsou pouze základní vztahy ukazující souvislosti mezi různými parametry kódu. Celkový popis 
principu RS kódů je nad rámec této kapitoly.  
V teoretickém úvodu o RS kódech je uvedeno, že u RS kódů se efektivita kódování 
zvyšuje s délkou kódového slova [5]. Proto náš rozbor naznačíme u velikosti symbolového prvku 
 bitů.  8=m
 
9.3.1. Čistý RS kód   
Vytvoření RS kódů: pro různý počet stavů se budeme snažit navrhnout takový kód, který bude 
splňovat naše požadavky na délku opravovaného shluku chyb b a ochranný interval A. 
 











   
      
 počet chybných symbolů v kódu 













tzn. jeden shluk chyb poškodí 32 8-stavových symbolů 
  
 počet zabezpečovacích symbolů 









 počet informačních symbolů 
































m t r N k R bit - 
4 63 126 15 -111 -7,40 60 - 
5 50 100 31 -69 -2,23 155 - 
6 42 84 63 -21 -0,33 378 - 
7 36 72 127 55 0,43 889 2. 
8 32 64 255 191 0,75 2040 1. 
9 28 56 511 455 0,890 4599 - 
10 25 50 1023 973 0,951 10230 - 
11 23 46 2047 2001 0,978 22517 - 
12 21 42 4095 4053 0,990 49140 - 
 
 
Z tabulky 5 je zřejmé, které kódy můžeme použít. U RS kódů s počtem symbolů menším 
jak 7 vycházejí záporné hodnoty počtu informačních bitů. To se děje proto, že kód nemá 
potřebnou délku na to, aby mohl opravit shluk chyb délky b=250. Kódy s m=7 a m=8 vyhovují 
našemu zadání. Jsou schopny opravit požadovaný shluk chyb a délka jejich kódového slova je 
menší než 2250 bitů (A+b). Zbytek kódů by byl schopný shluk chyb opravit, ale nevyhovuje 
délka kódů, která je příliš dlouhá.  
Reed-Solomonovy kódy mohou být, podobně jako Fireovy kódy, zkracovány. A to tak, že 
v kodéru vytvoříme několik nulových symbolů a zakódujeme je společně s užitečnými daty. Tyto 
nulové symboly nemusíme přenášet, ale musíme je doplnit v dekodéru pro korektní funkci 
dekódování. Např. kód RS(255, 223) může být zkrácen na RS*(200, 168) přidáním 55 nulových 
bytů k bloku 168 datových bytů. Tímto způsobem vznikne blok dat délky 255 bytů, avšak 




























m t r n k  R bit bit - 
9 28 56 250 194 0,776 2250 261 1. 
10 25 50 225 175 0,778 2250 798 2. 
11 23 46 204 158 0,775 2244 1843 3. 
12 21 42 187 145 0,775 2244 3908 4. 
13 20 40 173 133 0,769 2249 8018 5. 
 
 
V tabulce 6 vidíme zkrácené RS kódy. Určení pořadí těchto kódů bylo jednoduché. 
Informační poměr u zkrácených RS kódů kolísá mezi 0,75 a 0,78. Čím větší počet stavů kód 
obsahuje, tím náročnější je kódování a dekódování zprávy.   
Vidíme, že zkrácený kód RS*(250, 194) přinesl zlepšení informačního poměru, avšak za 
cenu zesložitění kodéru. Do dalšího výběru tedy z této skupiny kódů postupuje kód RS*(250, 
194).  
 
9.3.2. RS kódy doplněné prokladačem 
V této části se budu zabývat možností rozprostření shlukové chyby prokládáním na kratší shluky 
chyb a ty opravovat vhodným RS kódem. Jak již bylo uvedeno v kapitole 5.2., mezi konvolučním 
a bitovým prokládáním není velký rozdíl, a protože konvoluční prokládání vykazuje lepší 
vlastnosti, budu se zabývat právě jím. Schéma konvolučního prokladače je vidět na obrázku 7. 
Každá buňka bude obsahovat právě tolik bitů, kolik jich bude obsahovat jeden symbol.  
V následující tabulce jsou uvedeny kódy, jejichž symboly obsahují od 3 do 6 bitů. Menší 
než 3 nemá smysl uvažovat. Naopak kód s 7=m  je již použitelný bez prokladače. Dva kódy 
musely být zkráceny na největší možnou dovolenou délku. A to z důvodu, že čím je kód delší, 























3 750 27 4 - - - 
4 563 24 3 RS(15,  9) 0,60 2208 
5 450 21 3 RS*(21, 15) 0,71 2100 
6 375 19 3 RS*(19, 13) 0,68 2052 
 
 
V následující tabulce vidíme bodové ohodnocení pouze vyhovujících kódů. 
 













RS(15, 9) 81,97 92,93 100,00 274,90 3. 
RS*(21, 15) 100,00 97,71 90,00 287,71 1. 
RS*(19, 13) 95,08 100,00 80,00 275,08 2. 
 
 
V této části jsme zkoumali Reed-Solomonovi kódy. Obyčejné, zkrácené a doplněné 
konvolučním prokladačem. Do dalšího výběru proto postoupí tři kódy, a to RS(255, 191), 
RS*(250, 194) a RS*(21, 15) doplněný konvolučním prokladačem. 
  
10. Výběr nejlepšího kódu 
Z předchozích kapitolách jsme navrhovali kódy pro naše zadání. Využili jsme při tom několik 
možností řešení problému. Teď musíme z výsledků vybrat řešení nejvhodnější. Nejlepší kódy 




Tabulka 9: Závěrečné zhodnocení 








Hamming(7, 4) 0,51 60,29 3500 71,43 90 221,72 5. 
F*(47, 30) 0,64 79,41 2162 87,13 84 250,54 4. 
RS(255, 191) 0,75 95,59 0 100,00 70 265,59 1. 
RS*(250, 194) 0,78 100,00 0 100,00 65 265,00 2. 
RS*(21, 15) 0,71 89,71 2100 90,00 85 264,71 3. 
 
 
V tabulce č. 9. jsme bodově ohodnotili parametry vybraných kódů. Jak je vidět, 
informační poměr se, kromě Hammingova kódu, pohybuje v docela přijatelných číslech. 
Maximální zpoždění způsobené průchodem signálu prokladačem je v nejhorším případě 3500 
bitů. Při přenosové rychlosti 1Mb/s bude toto zpoždění představovat pouze 3,5ms, což je doba 
přijatelná i pro systémy pracující v reálném čase. Ohodnocení složitosti celého protichybového 
systému se odvíjí od výpočetní náročnosti kodeku  a existence prokladače.  
Po vyhodnocení jsme zjistili, že nejlepší řešení je využití RS kódů. Tyto kódy dosáhly 
téměř shodných výsledků. Vybrat však musíme pouze jeden. Z těchto tří tedy vybere právě ten, 
který bude vhodný pro funkční realizaci. V úvahu přichází dvě možnosti a to softwarová nebo 
hardwarová realizace. Nejprve však bude vysvětlen princip kódování a dekódování RS kódů. 
Nezbytnou součástí je také znalost konečných polí, někdy také označovaných jako Galoisova 
pole, na kterých jsou RS kódy založeny [6] . 
 
11. Galoisovo pole  
Označované jako GF( ) – kde p je základ číselné soustavy a m je stupeň rozšíření Galoisova 
tělesa, které určuje počet stavů jednotlivých symbolů. Jako základ soustavy se pro potřeby 
kódování používá výhradně GF( ).  
mp
m2
Je to soubor prvků, ve kterých můžeme provádět sčítání, odčítání, násobení a dělení aniž 
bychom tento soubor opustili. Všechny prvky pole jsou založeny na primitivním prvku 
označovaném α a můžou nabývat hodnot: 
 
 , 0 α , , , , , … ,  1α 2α 3α 4α 1−Nα
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Pro pole o velikosti  prvků, kde .   Takové pole označujeme jako . m2 12 −= mN )2( mGF
 












kde koeficienty nabývají hodnot pouze 0 a 1. Můžeme tedy popsat prvek pole pomocí binárních 





11.1. Sčítání a odčítání v Galoisově poli 























   pro  iii bac += 10 −≤≤ mi . 
 
Protože koeficienty a, b mohou nabývat pouze binárních hodnot 0 nebo 1 je operace 
sčítání definována jako nonekvivalence ⊕  realizovaná jako exklusive-OR. Z toho plyne, že 
sčítání a odčítání jsou stejné operace. Pro lepší představu je možné prvky Galoisova pole 
považovat za vektory. Pokud budeme dva prvky pole sčítat, je to jako bychom sčítaly jejich 
vektorové vyjádření. Jako příklad je uveden součet dvou prvků  a . V tabulce 10 najdeme 
jejich vektorová vyjádření.  
7α 13α
 
    10117 =α 110113 =α
 
Potom součet bude  
   
 1011 + 1101 = 0110 
 
což je vektorová reprezentace . 5α
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11.2. Násobení a dělení v Galoisově poli 
Klasické násobení polynomů stupně m-1 v množině reálných čísel bude mít za výsledek polynom 
stupně 2m-2, který však není právoplatným prvkem GF( . Proto násobení v Galoisově poli je 
definováno jako zbytek po dělení (operace modulo) polynomu primitivním polynomem p(x). To 




Další vhodná metoda násobení v Galoisově poli je využitelná pokud násobíme prvky 
vyjádřené jejich exponentem, např. , , … V tomto případě sčítáme exponenty operací 
modulo 15.  
2α 3α 4α
 
          (11.2) 15mod)( baba +=× ααα
 
Důležitou částí deklarace konečného pole a tedy i Reed-Solomonova kódu je generující 
mnohočlen, někdy také označovaný jako primitivní polynom p(x). Je to polynom stupně m, který 
je nerozložitelný v uvažovaném okruhu mnohočlenů.  
Jako ukázkový příklad je zvolen Reed-Solomonův kód RS(15, 11), proto veškerá další 
teorie bude naznačena na GF(16), což je také množina všech čtveřic binárních prvků. 
 
Pro Galoisovo pole těchto parametrů budeme využívat primitivní mnohočlen  
 
1)( 4 ++= xxxp ,         (11.3) 
 
který je nerozložitelný a proto vhodný pro použití v následujících částech textu. 
 
11.3.Konstrukce Galoisova pole 
Všechny nenulové prvky Galoisova pole mohou být vytvořeny s vyžitím faktu, že primitivní 
prvek α je kořen vytvářecího mnohočlenu [8]. Z toho plyne 
 





Pro primitivní polynom (11.3) můžeme psát: 
  
          (11.5) 014 =++αα
 
nebo  
           (11.6)  14 += αα
 
(musíme mít na paměti, že sčítaní a odčítání je ta samá operace) 
 
Násobením α v každém kroku a použitím α + 1 jako substituci k obdržíme kompletní 
pole, které je zobrazeno v tabulce 10. Ta ukazuje hodnoty prvků pole v několika formách. Jsou to 
hodnoty indexů, zbytku po dělení polynomem, binárním číslem a hodnotou v dekadickém tvaru. 
Pokud bychom v procesu násobení α pokračovali až za , zjistili bychom, že se celá 
posloupnost prvků v poli bude opakovat. Je to způsobeno tím, že , , … 
4α
14α
015 αα = 116 αα =
    
Tabulka 10: Galoisovo pole  s primitivním mnohočlenem  )2( 4GF 1)( 4 ++= xxxp
i zápis polynomem binární tvar 
dekadický 
tvar 
0 0  0000 0 
0α  1 0001 1 
1α  α  0010 2 
2α  2α  0100 4 
3α  3α  1000 8 
4α  1+α  0011 3 
5α  αα +2  0110 6 
6α  23 αα +  1100 12 
7α  13 ++αα  1011 11 
8α  12 +α  0101 5 
9α  23 αα +  1010 10 
10α  12 ++αα  0111 7 
11α  ααα ++ 23  1110 14 
12α  123 +++ ααα  1111 15 
13α  123 ++αα  1101 13 
14α  13 +α  1001 9 
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11.4. Sestavení vytvářecího mnohočlenu 
Pro názorný příklad budeme provádět např. pro kód RS(15,11). To znamená kód o celkové délce 
15 symbolů, kde 11 symbolů je informačních a zbylé 4 symboly jsou paritní. Tento kód dokáže 
opravit 2 chybné symboly. Pro tento kód využijeme tabulku 10 s primitivním mnohočlenem 
uvedeným v (11.3) 
 
Vytvářecí mnohočlen pro opravu dvou chyb vyžaduje čtyři po sobě jdoucí prvky pole jako 
kořeny. Můžeme vybrat například: 
 
))()()(()( 3210 αααα ++++= xxxxxg       (11.7) 
             )8)(4)(2)(1( ++++= xxxx , 
 
kde jsme potřebný polynom zapsali jak ve formě primitivních prvků s mocninami, tak i v jeho 
dekadické podobě.  
 
Tento výraz (11.7) musí být vynásoben a výsledkem bude polynom s největší mocninou 
velikosti 4. Násobení v Galoisově tělese je výhodnější provádět v exponenciálním tvaru, kdežto 
sčítání je vhodné provádět jako součet polynomů. Proto výpočty často vyžadují opakované 
převádění z jedné formy do druhé podle tabulky 10. Pro jednoduché kódy je vhodné využít 
počítačový program.   
 
Další možnost, jak se můžeme dostat k výsledku, je prosté roznásobení s využitím tabulek 
pro operace sčítání a násobení v Galoisově tělese s primitivním mnohočlenem . 1)( 4 ++= xxxp
 
    )8)(4)(2)(1()( ++++= xxxxxg  
                 (11.8) )8)(4)(23( 2 ++++= xxxx
            )8)(8147( 23 ++++= xxxx
            12315 234 ++++= xxxx
 
Tento výraz můžeme vyjádřit také jako  
 
       (11.9) 602431240)( ααααα ++++= xxxxxg
 
s koeficienty vyjádřenými jako indexy GF(16) 
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12. Kódování Reed-Solomonova kódu 
Teorie Galoisova pole přiblížená v přecházející části poskytuje nutné znalosti k pochopení 
procesu kódování a dekódování. Specifické aritmetické metody, na kterých je založeno 
hardwarové i softwarové řešení kódování, se bez znalostí této teorie neobejde. 
 
12.1. Polynom zprávy 
Zprávu budeme vyjadřovat jako polynom M(x) řádu k-1, kde k je počet informačních symbolů 










k ++++= −−−−      (12.1) 
 
Každý z koeficientů  je m-bitový symbol zprávy. 0121 ,,..., MMMM kk −−
 
12.2. Vytvoření kódového slova 
K zakódování jednoho bloku zprávy musíme nejprve polynom zprávy vynásobit  a výsledek 
vydělit vytvářecím polynomem g(x). Po dělení vytvářecím polynomem dostaneme podíl q(x) a 














 .       (12.2) 
 
Když už jsme vypočítali zbytek po dělení, můžeme vytvořit kódové slovo T(x), které je 
vhodné k přenosu. Bude to opět polynom, k jehož vytvoření je nutné pouhé sečtení informačních 
bitů M(x), posunutých o počet paritních bitů do leva, a zbytku po dělení r(x). 
 
)()()( xrxxMxT kn +×= −         (12.3) 
 




Přidání zbytku r(x) ke zprávě zajistíme, že celý polynom T(x) bude dělitelný vytvářecím 
polynomem beze zbytku. Toto tvrzení můžeme dokázat jednoduchou úpravou rovnice (12.2) 
vynásobením g(x). 
 
)()()()( xrxqxgxxM kn +×=× −        (12.4) 
 
a upravením na tvar 
 
  .       (12.5) )()()()( xqxgxrxxM kn ×=+× −
 
Z rovnice je patrné, že levá strana výrazu je přenášené slovo T(x) a pravá strana obsahuje 
pouze výsledek podílu q(x) a dělitel g(x). Ale protože vytvářecí mnohočlen z rovnice (11.7) je 
vytvořen jako součin několika dvojčlenů, tak i celá zpráva T(x) jimi bude dělitelná beze zbytku. 
Proto pokud nebude toto pravidlo platit pro přijatou zprávu, můžeme si být jisti, že se ve zprávě 
objevila minimálně jedna chyba. 
 
12.4. Ukázka kódování  
Příklad kódování opět uvedeme na RS kódu (15, 11). Zvolíme si zprávu kterou chceme 
zakódovat. Např.  1 2 3 4 5 6 7 8 9 10 11. Tyto hodnoty budou reprezentovány polynomem 
 
111098765432 2345678910 ++++++++++ xxxxxxxxxx . 
 
Tento polynom je vynásoben , aby se vytvořilo místo pro čtyři paritní symboly. 
4x
 
4567891011121314 111098765432 xxxxxxxxxxx ++++++++++  
 
Polynom je poté vydělen vytvářecím mnohočlenem (11.8), kde výsledkem jsou právě čtyři paritní 
symboly jako zbytek po dělení. Tuto operaci můžeme provádět dvěma způsoby.  
  
- Klasické dělení polynomu polynomem s tím rozdílem, že koeficienty 
polynomu jsou prvky Galoisova pole GF(16). Z čehož plynou určité 
komplikace při implementaci této  metody do systému kódování. 
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- Proudová verze: Hardwarové kodéry obvykle pracují s proudem dat, proto je  
operace dělení prováděna v trochu jiném tvaru, využívajícím bity zprávy právě 





Obr. 8: Schéma RS kodéru využívajícího zpětnovazební registr 
 
Proudový výpočet nastíněný v předcházejícím textu je realizován tradičním kódovacím obvodem 
zobrazeným na obrázku 8. Ve všech datových cestách uvažujeme čtyřbitové symboly. 
 
Uvažujme libovolnou binární zprávu rozdělenou na slova o délce jedenácti 4-bitových 
symbolů. Tyto bloky zpracováváme samostatně. Během periody vstupu jednoho slova je přepínač 
ve stavu, kdy všechny vstupní hodnoty přepíná přímo na výstup a na obvod posuvných registrů, 
kde je otevřené hradlo AND. Po jedenácti výpočetních cyklech je zbytek po dělení (tedy paritní 
symboly) obsažen v posuvných registrech. Na konci této operace je změněn řídící signál a hradlo 
AND uzavře obvod zpětné vazby. V této chvíli jsou čtyři paritní symboly odváděny z registrů a 
přepínačem směrovány na výstup hned za nezabezpečený blok. Tato operace se posléze opakuje. 
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13. Chyby v přenosu 
Chyby vznikají tak, že se k polynomu přenášené zprávy T(x), přičte chybový polynom E(x). 
 
)()()( xExTxR += ,         (13.1) 
 
kde polynom E(x) můžeme vyjádřit podobně jako polynom zprávy  
 










Každý z koeficientů  nabývá m-bitové hodnoty a je prvkem Galoisova pole 
GF(16). Pozice nenulových hodnot v polynomu je opět určena hodnotou mocniny x. V případě 
kódu RS(15, 11) se v chybovém mnohočlenu nesmí vyskytnout více než dvě nenulové hodnoty. 




Přijaté datové symboly jsou posílány do dekodéru, kde jsou v prvním kroku vypočítány 
syndromy. Ty jsou použity k výpočtu klíčové rovnice s využitím Euklidova algoritmu. Klíčová 
rovnice je polynom s kořeny, které identifikují inverzní hodnotu chybových pozic. Kořeny 
klíčové rovnice jsou nalezeny s využitím vyhledávacího postupu označovaného jako Chienovo 
vyhledávání. Tak najdeme pozici chybových symbolů. Hodnotu těchto symbolů potom 
vypočítáme s využitím Forneyova algoritmu. Nakonec jsou chybné symboly opraveny a 
obnovené kódové slovo je posláno na výstup (Obr. 9). 
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 Obr. 9: Blokové schéma hlavních částí Reed-Solomonova dekodéru 
 
14.1. Výpočet syndromů 
Přenášené kódové slovo musí být vždy dělitelné vytvářecím mnohočlenem beze zbytku. Tato 
vlastnost také znamená, že kódové slovo musí být dělitelné i všemi dvojčleny, ze kterých je 
vytvářecí polynom sestaven. Proto první krok v procesu dekódování je vydělit přijatý blok právě 









)(    pro    120 −≤≤ ti    (14.1) 
 
Zbytek po dělení  se označuje jako syndrom. iS
 
Upravením rovnice (14.1) obdržíme hodnotu syndromu jako 
 
)()()( xRxxQS iii ++×= α         (14.2) 
 
a pokud položíme rovno , tak rovnice (14.2) přejde do jednoduchého tvaru ix α=
 











ni ++++= −−−− ααα  ,     
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kde koeficienty  jsou symboly přijaté zprávy. To znamená, že každý ze syndromů 
 vypočítáme substitucí  v přijatém mnohočlenu. Je to alternativa k dělení 






14.2. Vlastnosti syndromů 
Substitucí v rovnici (13.1) dostáváme rovnici 
  
 )           (14.4) ()()( iii ETR ααα +=
 
ve které , protože  je kořenem polynomu g(x) a zároveň kořenem T(x). Proto 0)( =iT α ix α+
 
          (14.5) i
ii SER == )()( αα
 
Hodnota syndromu je závislá pouze na hodnotě a poloze chyby ve zprávě a není ovlivněna 
nepoškozenými daty. Pokud je hodnota syndromu nula, nenastala v přenosu žádná chyba. 
 
14.3. Syndromové rovnice 
Vztah syndromů a přijatého kódového slova v rovnici (14.3) umožňuje vypočítat hodnoty 
syndromů tak, že rovnost mezi syndromy a chybovým polynomem v rovnici (14.5) využijeme 
k sestavení souboru rovnic, pomocí kterých můžeme tyto chyby nalézt.  
 Nejprve musíme chybový polynom E(x) přepsat do tvaru, kdy bude obsahovat pouze 
členy obsahující chyby. Předpokládejme, že nastalo právě ν chyb, kde t≤ν . 
 
 ,       (14.6) νν
eee xYxYxYxE +++= ...)( 21 21
 
kde  ukazují pozice chyb v kódovém slově jako odpovídající mocninu x. Zatím co  














































































     (14.7)  
 
 
14.4. Stanovení lokalizačního mnohočlenu 
Došlo-li během přenosu k chybě je nutné v druhé fázi dekódování určit v kterých symbolech se 
chyba objevila.  Lokalizační polynom bude tvaru 
 
 )1)...(1)(1()( 21 xXxXxXx ν+++=Λ       (14.8) 
          , νν xxx Λ++Λ+Λ+= ...1 221
 
kde ν je počet chyb v právě dekódované zprávě. Jakmile se podaří určit tento mnohočlen a jeho 
kořeny, bude možné vypočítat chybové slovo e(x). 
 
14.5. Nalezení koeficientů chybového mnohočlenu 
Existuje několik metod jak nalézt chybové koeficienty [8]. 
 
14.5.1. Přímá metoda 
Pro nalezení koeficientů lokátorů chyb je zapotřebí sestavit soustavu rovnic:  





































































      (14.9) 
 
Počet chyb ν je v této fázi neznámí. Proto je nezbytné vypočítat determinant matice pro každou 
hodnotu t≤ν . Nejprve dosadíme maximální možný počet chyb t=ν  a počítáme determinant 
matice syndromů. Pokud je výsledek nulový, snížíme hodnotu ν o jedničku a výpočet opakujeme, 
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dokud není výsledek nenulový. Což znamená, že rovnice je nezávislá a má řešení, kde ν je 
skutečný počet chyb. Poté můžeme ze soustavy vypočítat koeficienty lokátorů chyb νΛΛΛ ,..., 21 , 
které dosadíme do rovnice (14.8). Jestliže by všechny determinanty matice syndromů vyšly 
nulové, tak byla překročena korekční kapacita kódu. 
 
14.5.2. Berlekampův algoritmus 
Tato metoda je efektivní, iterativní technika nalezení řešení, která také překonává problém 
neznámé proměnné ν. Je toho docíleno vytvořením aproximace k polynomu lokátorů chyb, kde 
jako počáteční hodnotu volíme 1)( =Λ x . Potom v každém kroku je chybová hodnota zjištěna 
jako substituce aproximovaných koeficientů do rovnic odpovídajících hodnotě ν. Chyba je poté 
použita ke zpřesnění korekčního polynomu, který je potom použit pro výpočet aproximace )(xΛ . 
Tento proces končí, když aproximovaný chybový polynom odpovídá zbytkům rovnic. 
 
14.5.3. Euklidovský algoritmus 
Další efektivní způsob získání koeficientů z lokátoru chyb je založen na Euklidovské metodě 
hledání nejvyššího společného dělitele dvou čísel. Ten využívá vzájemné vztahy mezi chybami a 
syndromy vyjádřenými ve formě rovnic. Tato metoda patří mezi klíčové a ke své funkci 
potřebuje dva nové polynomy: polynom syndromů (14.10) a polynom pro vyčíslení velikosti 
chyb (14.11). 
 




tb SxSxSxS +++= +−−+ 11212 ...)( ,       (14.10) 
 
kde hodnoty koeficientů jsou počítány z přijatého kódového slova s využitím rovnice (14.3) 
 
a polynom velikosti chyb 
 
 .       (14.11) 01
1





Klíčová rovnice bude tvaru 
 
 ,        (14.12) [ ] txxxSx 2mod)()()( Λ=Ω
 
kde S(x) je polynom syndromů a je polynom lokátoru chyb. Všechny výrazy stupně  a 






111 Λ+=Ω + bb SS
         (14.13) 
11211 ... −−+−+− Λ++Λ+=Ω νννν bbb SSS  
 
14.5.4. Řešení chybového polynomu – Chienovo vyhledávání 
V této fázi jsou již známy koeficienty lokátoru chyb  1Λ ,…, νΛ  a je tedy možné nalézt jeho 
kořeny určující pozici chyb. Chybový polynom lze vyjádřit vztahem 
 





Kořeny této rovnice budou hodnoty, kdy výsledek bude nulový. ,  , … 11
−= Xx 12−= Xx
To odpovídá , … 21 , −−= eex αα
 
Takovéto prohledávání, kdy jsou do rovnice (14.6) dosazovány všechny možné kořeny, je 
označováno jako Chienovo prohledávání. Nalezené kořeny poté určují pozici chyb v polynomu. 
 
14.6. Výpočet velikosti chyb 
14.6.1. Přímý výpočet 
Když jsou pozice chyb ,…,  dosazeny do rovnic syndromů (14.7), tak řešením budou právě 





14.6.2. Forneyův algoritmus 
Pro stanovení velikosti chyb Forneyovým algoritmem je zapotřebí znát lokátor chyb Λ(x) a 
polynom vyčíslující chyby Ω(x). Celý proces začíná derivací lokátoru chyb, při němž se 
zmiňovaný polynom redukuje. 
 
Pro polynom  
 
        (14.15) νν xfxfxfxf ++++= ...1)( 221
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1 +Λ+Λ+Λ==Λ −−− jjj XXX .      (14.17) 
 
Metody výpočtu hodnot chyb ,…,  založené na Forneyově algoritmu jsou účinnější 


















XY .         (14.18) 
 
Rovnice (14.18) vykazuje správné výsledky pouze pro symboly vykazující chybu. Pokud 
provedeme výpočet nad správným symbolem, výsledkem bude chybný nenulový výraz. Proto je 
nutné využít Chienovo vyhledávání pro nalezení pozice chybového symbolu. 
 
14.7. Oprava chyb 
Toto je poslední fáze procesu opravy chyb Reed-Solomonova kódu. Jsou známy pozice chybných 
symbolů a vypočítány hodnoty těchto chyb. Může být tedy sestrojeno chybové slovo E(x), které 
přičteme k přijaté zprávě R(x) a tím získáme vyslanou zprávu. 
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15. Realizace kodeku v prostředí Matlab 
Nejdříve ověříme, zda jsou námi navržené kódy opravdu funkční a jsou schopny zabezpečit 
přenos dat přes kanál s definovanou chybovostí. Toto ověření provedeme v programu Matlab. 
Tyto simulace budou pouze důkazem toho, že daný kodek opravdu pracuje správně, proto budou 
ošetřeny jen důležité funkce programu. Ze všech uvažovaných kódů uvažujeme pouze tři, které 
prošli celkovým výběrem s nejlepším ohodnocením.  
  
15.1. Simulace RS(255, 191)  
Začneme kódem RS(255, 191). Program budeme psát do m-souboru. Pro větší přehlednost 
rozdělíme celý proces na čtyři fáze a každou tuto fázi zapíšeme do m-souboru zvlášť. Tyto funkce 
pak budou postupně volány z hlavního programu.  
 
1. Vytvoření a zformování datového vektoru (hlavní program) 
 2. Proces kódování 
 3. Vstup chyb do kanálu 
 4. Dekódování 
 
Na konci hlavního programu ještě zkontrolujeme, zda byl přenos úspěšný a vnesené chyby jsou 
opraveny. Funkčnost otestuje na přenosu 50kb dat. 
 
15.1.1. Hlavní program RS255.m  
 
Na začátku programu definujeme základní parametry kódu a z nich vypočítáme informační 
poměr. Dále definujeme parametry kanálu v bitech a počet bitů k přenesení. Následuje 
generování m-bitových symbolů a popřípadě jejich dorovnání na patřičnou délku nulami. Tyto 
data je nutné převést na prvky Galoisova pole. Pak už jsou volány funkce, které budou popsány 
níže. Ještě stojí za zmínku poslední část kódu, kde kontrolujeme korektnost přenosu. 
 
%% reed-solomon(255, 191) 
m = 8;     %% hodnoty parametrů kódu a kanálu 
n = 2^m -1;                                   
t = 32;                                       
k = n - 2*t;                                  
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informacni_pomer = k/n                        
  
bezchybny_interval = 2000                     
shluk_chyb = 250                              
pocet_bitu_k_preneseni = 50000;   
             
delka_dat = fix(pocet_bitu_k_preneseni /m);    % přepočet na m-stavové symboly 
data = randint(1,delka_dat,[0,2^m-1]);      
pocetbloku = ceil(delka_dat/k);  
              
if delka_dat/k ~= round(delka_dat/k)  % dorovnaní délky 
     doplnek = k - mod(delka_dat,k);          
     data = [data, zeros(1, doplnek)];        
end 
 
dorovnana_data = gf([data],m);          
  
 %% proces kódování 
[datovy_tok1] = RSkodovani(dorovnana_data, n, k); 
  
 %% vstup chyb do kanálu 
[smes_signalu] = chybovost(datovy_tok1, shluk_chyb, bezchybny_interval, m); 
  
 %% proces dekódování 
[vystupni_data, k_dekodovani] = RSdekodovani(smes_signalu, n, k); 
  
 %% kontrola přenosu 
if data == vystupni_data 
    vysledek = 'přenos proběhl v pořádku'; 
else 
    vysledek = 'chyba v přenosu'; 
end 
  
pozice = []; 
for i=1:length(datovy_tok1) 
    if datovy_tok1(i) ~= smes_signalu(i) 
        pozice = [pozice, i]; 




Výstup programu bude vypadat následovně: 
informacni_pomer = 0.7490 
bezchybny_interval = 2000 
shluk_chyb = 250 
poskozenych_bloku = 32 
vysledek = přenos proběhl v pořádku 
 
Samozřejmě, drobnými úpravami programu, si můžeme nechat zobrazit jakoukoliv část procesu. 
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15.1.2. Proces kódování 
Do této funkce vstupují dorovnana_data (data dělitelná k) a parametry kódu. Žádný další 
parametr pro kódování není nutný. Pro samotné kódování využijeme matlabovskou funkci 
code = rsenc(mesage,n,k). Ta však potřebuje na svůj vstup data v maticovém tvaru, proto 
musíme nejdříve jednorozměrný datový vektor převést na dvourozměrný, kde každý řádek délky 
k, bude představovat jeden blok dat k zakódování. Po procesu kódování musíme data opět převést 
do původního tvaru. 
 
function [datovy_tok1] = RSkodovani(dorovnana_data, n, k) 
  
datova_matice = [];                            
for i = 1:k:length(dorovnana_data)            % rozdělení dat na bloky délky k 
blok = dorovnana_data(i:i+k-1);          
datova_matice = [datova_matice; blok];      
end 
  
zakodovano = rsenc(datova_matice,n,k);        % proces kódování    
  
[m n] = size(zakodovano);                     % zjištění rozměru matice 
datovy_tok1 = [];                             % zpětný p evod na jednořádkový ř
          vektor 
for i=1:m                                       
    for q=1:n 
        datovy_tok1 = [datovy_tok1, zakodovano(i,q)]; 
    end 
end 
 
15.1.3. Vstup chyb do kanálu 
Jako vstupní parametry této funkce jsou potřeba data vystupující z kodéru, délka shluku chyb, 
délka bezchybného intervalu a počet bitů na symbol. Nejdříve je sestavena chyba odpovídající 
délky. Poté je přidán bezchybný interval a tyto dva úseky jsou skládány za sebe až do velikosti 
užitečných dat. Pokud se délka dat nebude rovnat délce chyby, tak bude chyba dorovnána na 
správnou velikost. Výstupem je pak součet užitečného signálu a vygenerovaného chybového 
vektoru.  
 
function [smes_signalu] = chybovost(datovy_tok1, shluk_chyb, 
bezchybny_interval, m) 
  
shluk = [randint(1,ceil(shluk_chyb/m),[0,2^m-1])];  % generování náhodných 
 chybných symbolů 
nuly = zeros(1, fix(bezchybny_interval/m));         % bezchybný interval 
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cast = [shluk, nuly];                               % složení chybového 
 intervalu 
  
delka_kanal = length(datovy_tok1); 
pocet_intervalu = fix(delka_kanal/length(cast));    % zjištění počtu chybových 
 intervalů  
doplnek_chyb = mod(delka_kanal,length(cast));       % doplnění chybového  
 intervalu 
interval = [];                                        
for i=1:pocet_intervalu                             % sestavení celkové chyby 
     shluk = [randint(1,ceil(shluk_chyb/m),[1,2^m-1])]; 
     cast = [shluk, nuly]; 
     interval = [interval, cast]; 
end 
     
chyba_0 = [interval,zeros(1,doplnek_chyb)];  % dorovnání chybové posloupnosti 
  





    chyba = gf(chyba_0,m);                   % převedení na Galoisovo pole 
     
smes_signalu = datovy_tok1 + chyba;          % přičtení k užitečnému signálu  
 
 
Část chybového vektoru, který je přičítán k užitečným datům, je zobrazena na obrázku 10. 
 
Obr. 10: Vygenerovaný vektor chyb pro 8-stavové symboly 
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15.1.4. Dekódování 
Dekódovat budeme směs signálů vystupujících z přenosového kanálu. K tomuto procesu opět 
potřebujeme znát parametry kódu (n, k). Poškozená data jsou opět převedena do maticového 
tvaru vhodného pro dekódování, které realizujeme funkcí rsdec, definovanou v matlabovské 
knihovně. Po dekódování převádíme na řádkový vektor. Na konci procesu dekódování ještě 
zkontrolujeme, kolik nastalo chyb a kolik bylo poškozeno datových k-tic. 
 
function [vystupni_data, k_dekodovani] = RSdekodovani(smes_signalu, n, k) 
 
% sestavení matice pro dekódování 
k_dekodovani = [];                            
for i = 1:n:(length(smes_siganlu))            
    blok = smes_signalu(i:i+n-1);             
    k_dekodovani = [k_dekodovani; blok]; 
end 
  
[dekodovano, cnumerr] = rsdec(k_dekodovani,n,k);    % proces dekódování     
  
[m k] = size(dekodovano);              
 
% vytvoření jednořádkového datového toku  
vystupni_data = [];                    
for i=1:m                              
    pomocny_radek = dekodovano(i, (1:k)); 
    vystupni_data = [vystupni_data, pomocny_radek]; 
end 
  
%% kontrola dekódování 
poskozenych_bloku = 0;                            
pocet_chyb = 0; 
  
for i=1:length(cnumerr)                      % výpočet poškozených symbolů 
    if cnumerr(i) == 1 
        pocet_chyb = pocet_chyb + 1; 
    elseif cnumerr(i) == 2 
        pocet_chyb = pocet_chyb + 2; 
    end 
  
    if cnumerr(i) ~= 0                       % výpočet poškozených bloků 
        poskozenych_bloku = poskozenych_bloku + 1;  
    end 
end   
 




 15.2. Simulace RS*(250,194) 
Další kód byl RS*(250,194). Ověření funkčnosti provedeme ve stejném programu pouze s tím 
rozdílem, že změníme parametry kódu na začátku programu. Funkce kódování (15.1.2.), vstupu 
chyb do kanálu (15.1.3.) i funkce dekódování (15.1.4.) zůstávají stejné. 
 
15.2.1. Změny v hlavním kódu 
Tyto změny se týkají pouze parametrů kódu. Zvětšuje se počet bitů na symbol a z toho plynoucí 
snížení počtu opravitelných symbolů. Protože původní délka tohoto kódu je delší než u kódu 
předcházejícího, musí být o definovaný počet symbolů zkrácena.  
 
% reed-solomon(250, 194)   
 
m = 9;                                        
zkraceni_kodu = 261; 
n = 2^m -1 - zkraceni_kodu; 
t = 28; 
k = n - 2*t; 
 
15.3. Simulace RS*(21,15) s konvolučním prokladačem hloubky 21 
Jako poslední ověříme funkčnost tohoto kódu. Existence prokladače nám kód poněkud 
zkomplikuje. 
15.3.1. Změny v hlavním kódu 
Parametry tohoto kódu musí být upraveny vzhledem k možnostem prokladače. To znamená, že je 
nutné kód zkrátit podle (9.2). Pak je nutné zadat hloubku prokládání. 
 
% reed-solomon(21,15) (zkrácený)  
% použit prokladač hloubky 21, prokládání probíhá po 4-bitových symbolech 
 
%% hodnoty parametrů kódu a kanálu 
m = 5;                                        
zkraceni_kodu = 10; 
n = 2^m -1 - zkraceni_kodu;                   
t = 3;                                        
k = n - 2*t;                                  
  
informacni_pomer = k/n                        
bezchybny_interval = 2000            
shluk_chyb =  250                    
delay = [0:20];                     % parametr prokladače (hloubka prokládání) 
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Přibudou zde však dvě inverzní operace, které zajistí rozprostření a následné složení informace 
v čase. Interleaving bude zařazen mezi kódování a vstup chyb. Deinterleaving bude před 
dekódováním.  
  
%% vnější konvoluční interleaving 
[vystup] = interleaving(delay, datovy_tok1, t); 
  
%% vnější konvoluční deinterleaving 
[datovy_tok2] = deinterleaving(smes_signalu, delay); 
 
 
15.3.2. Konvoluční prokladač 
Interleaving 
Opět využijeme matlabovskou funkci muxintrlv, která nám zajistí konvoluční proložení 
symbolů v čase. Musíme si však dát pozor na doplnění dat nulovými symboly na konec. A to 
z důvodu, abychom se vyhnuli nechtěnému oříznutí datového vektoru.   
 
 
function [vystup] = interleaving(delay, datovy_tok1, t)  
  
zpozdeni_prokladanim = length(delay)*max(delay) % zpoždění prokládáním 
             
datovy_tok1_nul = [datovy_tok1, zeros(1, zpozdeni_prokladanim)]; 
vystup = muxintrlv(datovy_tok1_nul, delay);  % konvoluční interleaving  
  
Deinterleaving 
Deinterleaving bude vypadat podobně. S využitím funkce muxdeintrlv. Zde naopak musíme 
odstranit nulové symboly ze začátku dat. Toto je způsobeno samotnou funkcí konvolučního 
prokladače. Na začátku deinterleavingu totiž jeho paměťové buňky obsahují samé nuly a při 
prvních  (length(delay)*max(delay)) cyklech z něho tyto nuly vystupují.  
 
function [datovy_tok2] = deinterleaving(smes_signalu, delay) 
  
zpozdeni_prokladanim = length(delay)*max(delay); 
slozeno = muxdeintrlv(smes_signalu, delay);          % vlastní deinterleaving 
 
% odstranění nul ze začátku vektoru 




Výstup této simulace bude podobný, s tím rozdílem, že přibude parametr zpoždění prokládáním 
 
informacni_pomer = 0.7143 
bezchybny_interval = 2000 
shluk_chyb = 250 
zpozdeni_prokladanim = 420 
poskozenych_bloku = 131 
vysledek = přenos proběhl v pořádku 
 
 
Ukázky matlabovských kódů jsou, pro větší přehlednost, oproštěny od některých komentářů a 
kompletní programy i se všemi komentáři jsou k nalezení na přiloženém CD.  
 
Tímto jsme tedy ověřili, že všechna tři řešení jsou schopna zabezpečit přenos dat. Nyní se 
pustíme do funkční realizace kodeku. Zde jsem se rozhodl, že systém přenosu dat naprogramuji 
v jazyce C. A to z několika důvodů: 
  
1. Není potřeba žádný nestandardní hardware ani software 
2. S jazykem C mám zkušenosti 
3. Dnešní rychlé procesory zvládnou kódovat a dekódovat vysokými rychlostmi 
4. Snadno dostupná literatura 
5. Volně šířitelné knihovny RS kodérů a dekodérů  
6. Vysoká rychlost aplikací napsaných v C 
 
Realizace se bude skládat ze 3 nástrojů, které na sebe plynule navazují.  
 
1. Koder čte vstupní soubor a zjistí jeho velikost. Tuto informaci zakóduje samostatně 
do prvního bloku dat. Dále už bude zpracovávat užitečná data ze vstupního souboru a 
zapisovat je do souboru určeného k přenosu.  
2. Tento zakódovaný soubor může být volitelně zatížen množstvím chyb pomocí druhého 
nástroje - Prenos.  
3. Dekoder dostává na vstup zašifrovaný, respektive poškozený soubor, který dekóduje. 
Pokud bylo množství chyb opravitelné, tak výstupem bude původní soubor. 
 
Program bude pracovat následujícím způsobem. Jakýkoliv soubor zakódovat, zanést do 
něj chyby, poté dekódovat a uložit pod jiným jménem. Z pohledu současných počítačových 
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architektur, je jednoznačně nejefektivnější použít kód RS(255,191) a to z jednoho hlavního 
důvodu. V paměti osobních PC lze efektivně přistupovat k paměťovým blokům velikosti nejméně 
1 byte. Přístup k menším, nezarovnaným velikostem, nenásobkům 8 bitů, je sice možný, ale není 
efektivní. Soubor otevřeme binárně a každých 8 bitů uložíme do proměnné typu unsigned char, 
která může nabývat hodnot od 0 - 255. S těmito hodnotami už můžeme normálně pracovat. 
 Na konci budeme schopni porovnat kvalitu dat po průchodu kanálem bez využití 
protichybového kódování a s ním. V programu budeme moci také nadefinovat parametry 
přenosového kanálu a sledovat, jaký vliv bude mít překročení délky shluku chyb na přenášená 
data. Rozdíly v kvalitě budou prezentovány na různých typech dat. 
 
16. Realizace kodeku v jazyce C 
Jako vývojové prostředí jsem použil freeware nástroj Dev C++ ve verzi 4.9.9.2. Tento program 
podporuje programovací jazyk C i C++. Další krok bylo obstarání potřebných knihoven nebo 
přímo kódů umožňujících kódování a dekódování RS kódů. Zde jsem využil program od pana 
Simona Rockliffa z Univerzity v Adelaide [9]. Tento kód jsem prostudoval a implementoval jej 
do svého kodeku. Kód byl napsán v jazyce C, proto i já jsem pokračoval v psaní programu 
v jazyce C.  
 
16.1. Program kodér 
Kódování je prováděno systematickou formou. 
Na začátku programu je nutné definovat parametry použitého kódu. Tyto parametry jsou  
mm – počet bitů na symbol 
   nn – délka zakódovaného bloku dat 
 tt – počet opravitelných chyb  
kk – délka nezakódovaného bloku vstupních dat  
 
Zdvojená písmena proměnných jsou použita proto, abychom se vyhnuli možným kolizím 
s jinými proměnnými v programu. Pak definujeme velikost bufferů pro rychlejší práci programu. 
Dále musíme zadat koeficienty nerozložitelného polynomu, důležité k vytvoření Galoisova pole. 
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Prvky tohoto pole  jsou vyjádřeny buď v indexovém tvaru, kde index představuje 
mocninu primitivního prvku α, což je vhodné pro násobení (sčítání mocnin modulo ). Nebo 
v polynomickém tvaru, kde jednotlivé bity představují koeficienty polynomiálního vyjádření 
čísla. Tato reprezentace je pak vhodná ke sčítání. V programu se proto často převádí právě mezi 
těmito dvěma formami pomocí převodních tabulek. To činí program poněkud nepřehledným, ale 




Posloupnost operací v programu: 
 
1. Definice proměnných a funkcí, které budeme volat v hlavní funkci main. 
Nejčastěji používané proměnné ukládáme do registru procesoru, pro zvýšení 
rychlosti. 
2. Po spuštění programu se ověří správnost zadaných parametrů. Pak se otevřou 
soubory pro čtení (soubor k zakódování) a zápis (zakódovaná data). Následuje 
vytvoření GF podle nerozložitelného polynomu. 
3. Zjištění velikosti dat a zakódování této velikosti do prvního rámce. Zde je první 
omezení: Velikost dat nesmí přesáhnout 4,29 GB (největší číslo uložitelné do typu 
integer na 32 bitových strojích - . 322 )
4. Následuje cyklické načítání dat po kk osmibitových symbolech, kódování, 
doplňování zabezpečovacích informací a posílání do výstupního bufferu. 
5. Nakonec zapisujeme buffer do výstupního souboru. 
 
Program musí být spuštěn ve tvaru: 
koder vstupní_soubor výstupní_soubor 
16.2. Program přenos 
Opět definujeme proměnné mm, kk, tt,  nn a po spuštění se kontroluje a vyhodnocuje správnost 
zadaných parametrů. Pak se otevře soubor, do kterého mají být zaneseny chyby. Následuje 
vytvoření počítadla, které kontroluje zanášení chyb. Nakonec jsou data i s chybami ukládána do 
výstupního souboru. Protože pracujeme s 8-bitovými symboly a shluk chyb délky 250 bitů není 
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dělitelný 8, budou v celém programu uvažovány chyby délky 256 bitů (nejbližší vyšší číslo 
dělitelné osmi), což se rovná 32 bytů. 
 
Program musí být spuštěn s parametry A a b: 
prenos vstupní_soubor výstupní_soubor A b 
 16.3. Program dekodér 
Předpokládejme, že jsme na vstupu obdrželi posloupnost bitů. Ty seskupíme v m-stavové 
symboly a budeme zpracovávat po blocích délky nn. Data jsou v indexovém tvaru tzn. mocniny 
primitivního prvku α. Nejdříve spočítáme 2tt syndromů. Ty ukládáme do s[1]…s[2tt]. Potom 
použijeme Berlekampovu iterační metodu k nalezení chybového lokalizačního polynomu elp[i]. 
Pokud je stupeň tohoto polynomu větší než 2tt, nejsme schopni chybu opravit a datový rámec se 
odešle na výstup neopraven. Když bude stupeň elp menší než 2tt, tak budeme postupně 
nahrazovat , i = 1…n v chybovém lokalizačním polynomu až nalezneme kořeny. Právě 
obrácené hodnoty těchto kořenů jsou chybové lokalizační koeficienty. Následně je vypočítána 
hodnota chyby v místě chyby a tato chyba opravena.  
iα
 
Posloupnost operací v celém programu dekodér: 
  
1. Definice proměnných a funkcí, které budeme volat v hlavní funkci main. 
Nejčastěji používané proměnné ukládáme do registru procesoru, pro zvýšení 
rychlosti. 
2. Po spuštění programu se ověří správnost zadaných parametrů. Pak se otevřou 
soubory pro čtení (soubor zatížený chybami) a zápis (opravená data). Následuje 
vytvoření GF podle nerozložitelného polynomu. Tento mnohočlen musí být stejný 
pro kodér i dekodér, jinak by kodek nepracoval správně! 
3. Dekóduje se první rámec a zjistí se velikost přenášeného souboru. 
4. Pak se postupně dekóduje zbytek zprávy. 
5. Nakonec je výstup zapsán do souboru. 
 
Příkaz pro spuštění: 
dekoder vstupní_soubor výstupní_soubor 
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Procesy kódování a dekódování jsou matematicky náročné operace. Nutnost neustálého 
převádění z jedné formy dat do druhé (formy indexů a polynomů) dále zvyšuje výpočetní 
náročnost kodeku a od toho se odvíjí kódovací a dekódovací rychlost. V tabulce 11 jsou 
naměřené hodnoty pro dekódovací proces pro různé délky shluků chyb.  
 







Byty s Mb/s 
0 86 8,09 
4 96 7,25 
8 101 6,89 
16 131 5,31 
32 178 3,91 
35 168 4,14 
 
Tyto hodnoty byly naměřeny při přenosu datového souboru o velikosti 87MB. S rostoucím 
počtem chyb roste také počet neznámých v dekódovacích rovnicích. Zvyšuje se počet syndromů, 
je nutné počítat více rovnic a dekódování se stává složitější. Od toho se odvíjí i doba potřebná 
k dekódování. Kodér pracuje se stálou rychlostí 10,09Mb/s. Tyto hodnoty jsou naměřeny na stroji 
s procesorem o taktu 2GHz a pamětí RAM o velikosti 1GB. Na jiných počítačích se budou 
výsledky samozřejmě lišit.  
 
16.4. Dávkové soubory  
Nakonec jsem vytvořil jednoduché dávkové soubory, které jsem pojmenoval 
prenos_obrazku.bat a prenos_hudby.bat. Do nich jsem zapsal posloupnost spouštěcích 
příkazů i s parametry. Tyto parametry jsou v programu zadávány v bytech, proto  a 
. Tyto dávkové soubory slouží pro demonstraci funkce kodeku. Výstupem této 
posloupnosti příkazů budou tři soubory, lišící se délkou shluku chyb, kterým byly porušeny. Dále 
pak dva soubory na jejichž přenos byl použit kód RS(255,191). První z nich bude zatížen 
definovanou délkou chyby 256 bitů (což je i maximální opravitelná délka). U druhého souboru 





Dávkový soubor pro přenos obrázku: 
 
koder vstup.bmp zakodovano.zak 
 
prenos vstup.bmp bez_kodeku_32chyb.bmp 250 4 
prenos vstup.bmp bez_kodeku_128chyb.bmp 250 16 
prenos vstup.bmp bez_kodeku_256chyb.bmp 250 32 
 
prenos zakodovano.zak zaruseno1.zak 250 32 
prenos zakodovano.zak zaruseno2.zak 250 35 
 
dekoder zaruseno1.zak s_kodekem_256chyb.bmp 







Dávkový soubor pro přenos hudby se liší pouze v názvech vstupních a výstupních souborů, kde 
je místo koncovek .bmp použita koncovka .wav. Tyto dávkové soubory použiji pro demonstraci 
účinnosti kódování. Výstupní soubory ponesou názvy: 
 
 
1. s_kodekem.bmp - Využití kodeku s parametry kanálu A = 250 bytů, b = 32 bytů. 
 
2. bez_kodeku_počet_chyb.bmp - Bez korekčního kódu. A = 250 bytů, b bude 
    postupně 4, 16 a 32 bytů. 
 
3. s_kodekem_prekroceni_parametru.bmp - Využití kodeku s parametry kanálu  
         A = 250 bytů, b = 35 bytů. 
 
Pro demonstraci kódování na jiných souborech, než je přednastaveno, je nutné přepsat 
názvy souborů v dávkovém souboru a nebo přejmenovat vstupní soubor na vstup, kde přípona 
musí odpovídat typu souboru. 
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16.5. Přenos obrázku 
Jako praktické ukázky vhodného použití popisovaného kódu jsem zvolil přenos obrázku a hudby. 
Obrázek jsem zvolil ve formátu .bmp, protože na tomto typu dat je dobře patrná i sebemenší 
chyba. Při testování na obrázcích například typu .jpg  je, díky kompresi a většímu množství bitů 
v hlavičce souboru, výsledný soubor již nespustitelný. Hudební soubor je ze stejného důvodu ve 
formátu wav. Pro správnou funkci programu je nutné nejdříve zkopírovat celou složku 
s programy na pevný disk. Je to proto, že program vytváří nové soubory a na disk CD nelze 
zapisovat. Nejdříve se podíváme na přenos obrázku.  
 Po spuštění dávkového souboru v adresáři např. E:\Program\Prenos_obrazku.bat se 
postupně spustí výše zmiňované programy. Průběh programu vypadá následovně (Obr.11). 
 
 
Obr. 11: Průběh programu 
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Jako demonstrační ukázka je zvolen přenos obrázku 12 přes definovaný kanál. Tento 
obrázek je ve formátu bitové mapy, kde každý pixel je vyjádřen 24 bity. Přenos bude probíhat s 
využitím RS kódu a pak bez něj.  
 
 
Obr. 12: Testovací vstupní obrázek  
 
Tento obrázek(Obr. 12) zabezpečíme RS kódem a pošleme skrz přenosový kanál s definovanou 
chybovostí A = 2000, b = 256 bitů. Poté ho dekódujeme a budeme porovnávat rozdíl. 
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 Obr. 13: Výstupní obrázek po průchodu definovaným kanálem. Využití kódu RS(255, 191).  
 
Jak je vidět na obrázku 13, nepozorujeme žádnou degradaci způsobenou přenosem přes kanál. Na 
dalším obrázku (Obr. 14) uvidíme, co by se stalo pokud bychom dopřednou korekci chyb 
nepoužili. 
 




Obr. 15: Překročení korekční kapacity kódu (shluk chyb délky 280 bitů) 
 
 
Z obrázků je patrné, že kodek funguje správně jen do definovaného počtu chyb. Pokud je tento 
počet překročen, stává se kodek nefunkční a chyby jsou již neopravitelné.  
Při pouhém zarušení obrázku shlukem chyb délky 256 bitů je však z poškozeného obrázku 
stále dobře patrná původní informace. Mnohem horší škody napáchá taková chyba na audio 
záznamu, na kterém budeme kodek testovat níže. 
 
16.6. Přenos hudebního souboru 
Účinnost kodeku je zde představena na přenosu hudebního souboru ve formátu wav (veškeré 
hudební nahrávky jsou k nalezení na přiloženém CD). Zde už shluk chyb délky 256 bitů způsobil 
takové zkreslení, že nahrávka je téměř nesrozumitelná. V těchto případech je využití kodeku 
nezbytné. Pro větší názornost jsou data zarušena i menším počtem bitů, abychom mohli porovnat 
rozdíl. Ukázková nahrávka je postupně porušena následujícím počtem bitů. 32, 128 a 256 bez 
použití kodeku. Pak je zarušena shlukem chyb délky 256 a 280 bitů s využitím kodeku.  
Pro analýzu výstupních dat jsem opět použil program Matlab, ve kterém jsem soubory 
zpracoval. Na obrázku 16 jsou zobrazeny časové průběhy krátké části audio záznamu. Nejprve je 
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zobrazen úsek dat (přibližně 25 ms) vstupujících do kanálu. V dalších grafech jsou tato data 
zatížena chybami vzniklými při přenosu a to postupně chybami délek 32, 128 a 256 bitů.  
Každý vzorek v této nahrávce je kódován 16 bity. To znamená, že v druhém grafu jsou 
porušeny vždy dva vzorky. V třetím případě už je porušeno osm vzorků a ve čtvrtém případě 
šestnáct. Na grafech je jasně vidět, jak se střídá bezchybný interval s intervalem chyb. 
 
 
Obr. 16: Časové průběhy nahrávky bez použití kodeku 
 Osa x – vzorky, osa y – normovaná úroveň signálu 
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 Na dalším vyobrazení (Obr. 17) je zobrazen vstupní signál a dva výstupní. Je zde patrná 
korekční kapacita kódu, kdy pro maximální délku opravitelného shluku chyb dostaneme na 
výstupu dekodéru neporušená data, ale po překročení této délky již dekodér není schopen data 
opravit. V posledním grafu si můžeme všimnout periodických úseků, kde je chyba odstraněna. To 
je způsobeno tím, že některé rámce (na okrajích bezchybného intervalu) nejsou zasaženy celým 
shlukem chyb a tudíž tuto chybu dokáží opravit.  
 
Obr. 17: Časové průběhy nahrávky s využitím kodeku 
Osa x – vzorky, osa y – normovaná úroveň signálu 
 
Všechny tyto příklady jsou k nalezení na přiloženém CD, po spuštění dávkového souboru 
Prenos_hudby.bat. Tím se vytvoří několik souborů s různým stupněm poškození. Výstupní 




Cílem této práce bylo prostudovat možnosti zabezpečení přenosu dat proti dlouhým shlukům 
chyb. V úvodu této práce jsem vysvětlil základní pojmy z oblasti opravy chyb na datovém 
kanálu. Podle způsobu kódování jsem rozdělil kódy do několika kategorií.  
Dále už jsem se věnoval pouze kódům vhodných pro řešení zadaného problému a to 
konkrétně kódům opravujícím dlouhé shluky chyb. Možností řešení bylo hned několik, proto 
jsem tyto kódy, pro větší přehlednost, rozdělil do několika kategorií. V každé kategorii kódů jsem 
zkoumal jejich parametry a zapisoval je do tabulek pro následné vyhodnocení. Největší váhu 
jsem kladl na vysokou informační rychlost, která zvyšuje propustnost kanálu. Z každé kategorie 
postoupil do výsledného výběru pouze jeden kód s nejlepšími parametry. A z těchto kódů jsem 
nakonec vybral tři, které měly ve výsledném hodnocení téměř shodný počet bodů. Ověřil jsem 
funkčnost navržených kódů a poté jsem vybral jeden, který byl optimální z hlediska praktické 
realizace. Byl to kód RS(255, 191). Tento kód jsem poté naprogramoval v jazyce C a předvedl 
jeho vlastnosti na několika demonstračních příkladech, které jsem podrobně popsal. Tyto a další 
příklady jsou k posouzení a vyzkoušení na přiloženém CD.  
Změřil jsem také kódovací a dekódovací rychlosti při různých podmínkách. Zjistil jsem, 
že nejvíce omezující je rychlost dekódovacího procesu, která je v nejhorším případě 4,14Mb/s. 
Tato rychlost by se však jistě dala zvýšit optimalizací programu dekoder a nebo zvýšením 
výpočetní kapacity. I přesto by však tento kód našel uplatnění při přenosu dat nebo jako ochrana 
dat před poškozením. Důkazem toho může být používání podobných kódů pro zabezpečení 
přenosu digitální televize nebo ochrana dat na optických discích. 
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