External pressures applied to a saturated pavement pore structure are often dynamic due to the repeated tire loading. Therefore, a dynamic permeability constant is more realistic representation of the response of a pavement pore structure than the Darcy's permeability. To investigate the unsteady (dynamic) fluid flow in asphalt pavements, a 3D fluid flow model was developed using the lattice Boltzmann (LB) method. The model was validated using the wellknown closed form solution of oscillating flow through a circular tube. A number of simulations were carried out to calculate the dynamic permeabilities of different asphalt specimens exposed to pulsatile pressures. It was shown that the dynamic permeability of an asphalt pore structure collapse on a single curve for a given frequency, confirming its universal behavior.
Introduction
Hydraulic conductivity (permeability) of an asphalt pavement is one of the most important parameters that have a direct influence on pavement life. Moisture damage caused by the destruction of cohesive bond within the asphalt binder or the destruction of the adhesive bond between the aggregate and the asphalt binder decreases the life of asphalt pavements. Stripping of the aggregates from the binder as a result of moisture damage can cause cracks, and excessive deflections that might necessitate replacement of the entire pavement layer. There are numerous studies that indicated the susceptibility of asphalt pavements to moisture damage (McCann et al. 2005 , Castelblanco et al. 2005 . Understanding the relationship between pore structure and fluid transport is critical in determination of moisture damage in asphalt pavements. Hydraulic conductivity of asphalt pavements is an intrinsic property that relates the average fluid velocity to a constant pressure gradient. However, due to the repeated tire loading in the field, the external pressures on a saturated pavement pore structure are often dynamic. Dynamic permeability constant, therefore, is a more realistic representation of the response of a pavement pore structure to a dynamic pore pressure.
There has been tremendous effort in modeling dynamic (unsteady) flow in various fields such as mechanical and aerospace engineering (McDonald 1974) . On the other hand, there have been relatively less attempts in modeling dynamic flow in porous media encountered in civil engineering applications. Dynamic permeability constant is one of the intrinsic parameters of porous media that characterizes the flow regime under dynamic boundary conditions. Sheng and Zhou (1988) presented the frequency dependent permeability in porous media for a variety of microstructures. They showed that when the dynamic permeability is scaled by its static value and the applied angular velocity scaled by a characteristic angular velocity particular to the microstructure, the resulting function exhibits universal behavior. Sheng and Zhou (1989) further evaluated the dynamic permeability constant and derived formulations for the dynamic permeability of circular tubes. They extended their analyses by studying different idealized pore throat (constriction) shapes in which they investigated effect of the characteristic length (i.e., constriction diameter) and porosity on the dynamic permeability. Their analysis was limited to symmetrical geometries such as uniformly packed glass beads and did not include random or anisotropic pore geometries. Duarte et al. (1992) studied the dynamic permeability of relatively more complex porous media where they placed circular obstacles of a given size between two parallel plates and modeled dynamic flow using a two-dimensional cellular automata model. They found that increasing number of circles significantly increased the number of time steps for stabilization.
Among various techniques in numerical fluid flow modeling, lattice Boltzmann (LB) method has been gaining wide acceptance due to its ease of implementation of boundary conditions and numerical stability in wide variety of flow conditions with various Reynolds numbers. The LB method has emerged as a versatile alternative to traditional finite element and finite difference Navier-Stokes solvers. It has proven to be very accurate in modeling isothermal, incompressible flow especially in the case of flow through porous media (Succi 2001) .
To investigate the unsteady fluid flow due to pulsatile tire pressures in asphalt pavements, a three-dimensional fluid flow model was developed using the LB technique. The model was validated using the well-known closed form solution of oscillating flow through a circular tube. An excellent agreement was observed between the LB model and the closed form analytical solution. A number of simulations were carried out to calculate the dynamic permeabilities of different asphalt pavements exposed to pulsatile pressures. It was shown that the dynamic permeability of an asphalt pore structure collapse on a single curve for a given frequency, confirming its universal behavior. As an input to the LB model, three-dimensional pore structures of asphalt specimens were generated by the X-Ray computed tomography imaging technique.
Methodology
The LB method is a numerical method for simulating viscous fluid flow. It was first proposed by McNamara and Zanetti (1988) to eliminate the statistical noise in the lattice gas method. The LB method approximates the continuous Boltzmann equation by discretizing a physical space with lattice nodes and a velocity space by a set of microscopic velocity vectors (Maier et al. 1997) . In LB method the physical space is discretized into a set of uniformly spaced nodes (lattice) that represents the voids and the solids ( Figure 1a ) and discrete set of microscopic velocities are defined for propagation of fluid molecules ( Figure 1b ). The expression D3Q19 in Figure 1b represents the 3 dimensional 19 velocity lattice. The time and space averaged microscopic movement of particles are modeled using molecular populations called distribution function, which defines the density and velocity at each lattice node. Specific particle interaction rules are set so that the Navier-Stokes equations are satisfied. The time dependent movement of fluid particles at each lattice node satisfies the following particle propagation equation:
where F i , e i and i Ω are the particle distribution function, the microscopic velocity and the collision function at lattice node x, at time t, respectively. The subscript i represent the lattice directions around the node as shown in Figure 1b , and F B is the body force and given as
where p ∇ is the applied pressure gradient and i w is the weight factor for i th direction (Martys and Hagedorn 2002) . Weight factors (w i ) for D3Q19 LB method are: w 9 =4/9 for rest particle, w i =1/9 ( 4 1 ≤ ≤ i ) for particles streaming to the face-connected neighbors and w i =1/36 ( 8 5 ≤ ≤ i ) for particles streaming to the edge-connected neighbors. The collision function represents the collision of fluid molecules at each node and has the following form (Bhatnagar et al. 1954) :
where eq i F is the equilibrium distribution function and τ is the relaxation time which is related to the viscosity of the fluid (
, where ν is the kinematic viscosity). Equilibrium distribution functions for different models were derived by He and Luo (1997) . The function is given in the following form for D3Q19 model: where ρ and u are the density and the macroscopic velocity of the node, w i is the weight factor for i th direction and c s is the lattice speed of sound (=1/3 for D3Q19 lattice).
The macroscopic properties, density (ρ) and velocity (u), of the nodes are calculated using the following relations: There were three basic phases in our LB algorithm. In the first phase, initial conditions of the simulation were set. The second phase was the propagation of fluid particles to the neighboring nodes followed by the calculation of new density and macroscopic velocity of each node for the next time step. In this phase, certain components of the distribution function that are expected to be migrating from a neighbor solid node were unknown. A wall boundary condition was needed to calculate the missing components. A commonly used technique, the no-slip boundary condition, was used to calculate the unknown components of the distribution function (Maier et al. 1996) . It is also referred to as the bounce-back scheme, in which the distribution function components heading towards the solid nodes scatter directly back to the node. The third phase involved prescribing boundary conditions at the domain boundaries (e.g., inlet and outlet) and calculation of new equilibrium distribution functions. The second and third phases were repeated to calculate the velocities and densities at different times as the fluid travels on the lattice nodes.
Validation of LB Algorithm for Dynamic (Unsteady) Flow
In order to investigate the stability and accuracy of developed LB algorithm for unsteady flow conditions, pulsatile flow through a circular tube was simulated and compared with the analytical solution. The analytical solution of the velocity profile in a tube subject to an oscillating pressure gradient of J is the Bessel function of the first kind of order zero, y is the normalized distance to the centerline (y=r/R, where r= distance to centerline), t is time and α is the dimensionless Womersley number. Womersley number is a non-dimensional parameter that characterizes the kinematic similarities in an oscillating fluid motion and given as,
where ν is the kinematic viscosity (McDonald, 1974) . The simulations were carried out by applying an oscillating pressure gradient through use of a body force given in Eq. 1, and periodic boundary conditions were applied in the zdirection. The amplitude of the oscillating pressure gradient ( a z P ∇ ) was 10 -8 g/mm 2 -s 2 and the frequency was 1/6 s -1 .
A dynamic viscosity of 0.001 g/mm-s was applied to simulate the flow of water. The corresponding Womersley number of the simulated pulsatile flow was 9.72. Twenty lattice nodes were used along the diameter which provided a lattice resolution of 1 mm/pixel. (a) Figure 2 shows the velocity profiles computed for a half cycle using analytical solution (straight lines) as well as the velocities computed after LB simulation (shown with a marker '+'). An excellent fit is clearly visible from Figure 2 indicating the validity of the LB method in simulating dynamic flow. It should be noted that a phase lag of 0.1 radians was observed between the applied pressure gradient and velocity.
Dynamic Flow Simulations in Asphalt Pavements

Material Properties and Image Acquisition
Twelve different stone mastic asphalt (SMA) specimens with varying NMAS and compaction level were utilized in this study (Table 1 ). The three-dimensional images of the specimens were generated using the X-ray Computed Tomography (CT) technique, which provides 2D image slices using the specimen's X-ray attenuation characteristics. Stacking of the 2D X-ray CT images provides a 3D internal structure composed of voxels (3D version of pixel). Grayscale images of the specimens were then converted to binary images by morphological thresholding, where black areas (voxel values of 0) represent solid and white areas (voxel values of 1) represent voids. After obtaining the binary images, lattice nodes were generated at the centers of each white voxel, which represents the pore space.
Boundary Conditions
Past research (Papagiannakis et al., 1996) showed that the shape of the pressure on the pavement caused by the tire of a moving vehicle was a half-sinus of power six (Figure 3) . Figure 3 illustrates two half-sinusoidal pulses with a wavelength λ and separated with a rest time of 2λ. The wavelength herein represents the time that tire has a contact with the pavement. In current simulations, the duration of tire contact (λ) was assumed to be 0.5 sec. A pulsatile momentum influx in the shape ) (t f shown in Figure 3 was applied at the inlet; i.e., U is the amplitude of the momentum influx. At inlet nodes, x-and ydirection momentum values were set to zero. Then, the density and the pore pressure values at the inlet nodes and the unknown components of the distribution function were computed using the relations given in Kutay (2005) . At outlet nodes, a constant pressure was prescribed. Initially, velocities of all nodes were set to zero and densities were set to be same as the density prescribed at the outlet nodes. weight and n eff is the effective porosity (Kutay 2005) . The mean pressure gradient ( d z P ∇ ) was computed by subtracting outlet pressure at the outlet nodes from the inlet pressure observed at the peak of a cycle at the inlet nodes and dividing by the entire length of the specimen. Selection of an appropriate mean velocity was somewhat difficult because there was a phase lag between the applied pulse pressure and the resulting velocity. There were also phase lags (or delays) as the fluid travels through the deeper parts of the specimen, i.e., beginning and the end of cycles at different depths were not necessarily the same as the inlet nodes. Selection of one particular time instant and computing average velocities at each depth was not realistic because the peak average velocities at different depths occurred at different time instances. Therefore, a set of mean velocities occurred at the peak of cycles observed in different depths was computed, and then average of these mean velocities was used in the hydraulic conductivity equation.
The dynamic hydraulic conductivities of the specimens ranged from 1.3 mm/s to 47 mm/s as shown in Table 1 . It can be noticed from Table 1 that the specimens with same compaction level and NMAS did not necessarily produce the same dynamic hydraulic conductivity. For example, specimens 9.5SMA-B1 and 9.5SMA-B2 produced dynamic hydraulic conductivities of 47 mm/s and 4.8 mm/s, respectively, where the difference is about one order of magnitude. This difference is attributed to the possible pore shape and connectivity difference between these specimens, since it is difficult to obtain the same pore structure during mixing and compaction of the specimens. Even though the NMAS and compaction levels were same, aggregate shapes and angularity, distribution of fine soil in the pore space of coarse aggregates can differ and thus can modify the internal pore structure.
Effect of Amplitude of Pressure Gradient
In order to investigate the universal behavior of dynamic hydraulic conductivity at a given wavelength (i.e., frequency), a set of simulations were performed by keeping the wavelength constant and varying the amplitude of the pressure gradient. Figure 4a shows the change in velocity and dynamic hydraulic conductivity over time steps of the simulations. It is visible that the mean velocity increases sharply as the pressure gradient increased. However, the dynamic hydraulic conductivities collapse on a single curve independent of the applied pressure gradient, confirming its universal behavior. The results are consistent with the findings of past researchers where the universal behavior of the dynamic permeability of different idealized porous structures was also shown by Sheng and Zhou (1989) .
Conclusions
To study the effects of dynamic vehicle loading on the flow of water in the pore structure of asphalt pavements, unsteady flow simulations were performed. An algorithm was developed for conducting the three-dimensional fluid flow simulations through the pores of the asphalt pavements using the LB technique. The accuracy of the algorithm was verified with well-known analytical solution of the velocity profile in a circular tube under oscillating flow. An excellent agreement was observed between the analytical solution and the LB simulations. Twelve different SMA specimens with varying mixture characteristics were utilized to investigate the characteristics of unsteady flow in asphalt pavements. Three dimensional pore geometries of the specimens were obtained using X-ray CT technique. Pulse-shaped inlet boundary conditions were assigned to simulate the dynamic tire loading on the asphalt pavements. Dynamic hydraulic conductivities were computed as a result of unsteady flow. It was shown that, for a given pulse frequency, the dynamic hydraulic conductivities of the asphalt specimens collapse on a single curve independent of the applied pressure gradient, confirming its universal behavior. It was observed that the specimens with same compaction level and NMAS did not necessarily produce the same dynamic hydraulic conductivity. This difference was attributed to the possible pore shape and connectivity difference between these specimens due to the differences in aggregate shapes and angularity and the distribution of fine soil in the pore space of coarse aggregates.
