ABSTRACT: A number of statistical techniques have been proposed by many authors to estimate the parameters in a linear structural relationship model, but only few papers discuss the precision of these estimators. In this study, we derive the maximum likelihood estimate (MLE) of the parameters by assuming the slope parameter β is known. β is estimated separately by a nonparametric method and is assumed to be known when other parameters are estimated by an MLE. We obtain closed-form estimates of parameters as well as the variance-covariance matrix. Using a simulation study and a real-world example we show that the estimated values of the parameters are unbiased and consistent.
INTRODUCTION
An errors-in-variables model (EIVM) is a study of relationships between variables, groups or populations in which errors are present in both the explanatory and response variables. It differs from the traditional regression where errors are present only in the dependent variable. Because of the measurement error in explanatory variables, the traditional regression often produces biased estimates of parameters. The linear structural relationship model (LSRM) is one of the families in the EIVM which also includes functional, ultrafunctional, and ultrastructural relationship models. Many authors have considered EIVM over the years [1] [2] [3] [4] . Although a lot of work has been done on the LSRM, only a few studies focused on the precision of the parameter estimation. Bolfarine and Cordani 5 , Patefield 6 and Wong 7 considered only a few special cases such as the accuracy of the slope and intercept. Hood et al 8 first described the precision of the parameters and established the asymptotic variancecovariance matrix when the ratio of the two error variances is known. As for the estimation of slope parameter, several methods of estimation are proposed such as geometric mean 9 , by assuming equal error variance 10 , repeated median 11 , and nonparametric method 12 . As far as we know, there has been no attempt to estimate parameters assuming that the slope parameter β is known. Once we assume that β is known, we can easily estimate the other parameters by the maximum likelihood method. But the main advantage of our method is that, unlike other methods, β is not an arbitrary choice. In this article, we extend the idea of Al-Nasser 12 to estimate the slope parameter by a nonparametric method and then estimate the rest of LSRM parameters of by maximum likelihood estimation (MLE). The precision of the estimated parameters and its asymptotic variance-covariance matrix are also derived and investigated here through real world data and simulations.
The applications of EIVMs can be seen in studies in the life sciences such as biology, ecology, social science and economics where the variables cannot be recorded accurately. Since our proposed method of estimation is an improvement over the existing ones it should have wider applications in the above areas of research. This paper is organized in the following way. First, we briefly review different aspects of LSRM. Next, we propose a nonparametric method to estimate the slope parameter extending the work of AlNasser 12 . The parameter estimation of LSRM by the MLE method assuming the slope is given is proposed in the next section. Then we derive the asymptotic closed form of the variance-covariance information matrix. We also report on simulation studies which are designed to investigate the precision of the estimated parameters and its variance-covariance matrix. A real world example is presented finally to show the advantage of the proposed method over the existing ones.
LINEAR STRUCTURAL RELATIONSHIP MODEL
Consider the model
where there exists a linear relationship between the random variables X and Y and suppose that they are measured without error. However, in reality they are subject to error. Assume that for each i = 1, 2, . . ., n, x i and y i are taken instead of X i and Y i , respectively. If δ i and i are the two respective errors in measuring X i and Y i , then we can write
where the error terms δ i and i are normally distributed having zero mean and variance σ 2 δ and σ 2 , respectively. This reveals that the variances of error are not dependent on i and so independent of the level of X and Y . This property is known as homoscedasticity. There are some assumptions that have been described in the literature for obtaining the X values. For example, Kendall and Stuart 13 described the structural model considering X i as normal with mean µ and variance σ 2 X . In LSRMs, the errors are assumed to be normal and the bivariate normal distribution of x i and y i is then
Kendall and Stuart 13 stated the moment equations for the parameters of LSRM in the form
2 , and S xy = (1/n) (x i −x) (y i −ȳ). Clearly there are five equations in six unknowns, so some additional assumptions have to be made about the parameters of the LSRM in order to overcome this unidentifiability problem. Hood et al 8 considered the following five cases for unique and consistent solutions to the equations. δ is known; In this article, we develop another new case to solve the unidentifiability problem of estimating parameters in LSRMs. We first estimate the slope parameter by modifying the nonparametric method and then the rest of the parameters of the LSRM are estimated by the maximum likelihood method.
ESTIMATION OF SLOPE PARAMETER BY USING NONPARAMETRIC METHOD
In this method, the observed pairs (x i , y i ), (i = 1, 2, . . ., n) are ordered such that x i < x i+1 assuming all the x i are distinct. Then we distribute the observations into several groups to calculate all possible paired slopes. Furthermore, another possible pair of slopes is determined by ordering the observed pairs according to the magnitude of the y value. The complete procedure is summarized in the following algorithm.
Algorithm 1
Step 1: We arrange the observations in ascending order on the magnitude of x i.e., x (1) x (2) , . . ., x (n) . We take the associated values of y, i.e., y [1] , y [2] , . . ., y [n] which may not be in ascending order and obtain our desire pairs (
Step 2: We distribute the n observations into m subsamples each having r elements such that mr = n.
Step 3: Find the number of all possible combination of paired slopes
), where i = 1, 2, . . ., j − 1; j = 2, 3, . . ., r; and k = 1, 2, . . ., m.
Step 4: Calculate β x = median k b(k) ij .
Step 5: We repeat Steps 1-4 by interchanging y and x. Finally, we define the estimated value of the slope asβ new = 1 2 (β x + β y ). Steps 1-4 have been proposed by Al-Nasser 12 and to improve the estimate we propose Step 5 by virtue of the symmetrical nature of variables X and Y in EIVM.
MLE OF A LSRM ASSUMING KNOWN SLOPE
Once the slope is estimated using the nonparametric method as described in the previous section, the other parameters can be estimated using the maximum likelihood method for the given value of the slope parameter. In this section, we briefly describe the procedure www.scienceasia.org of deriving the estimating equation for the LSRM by using MLE. One advantage of this approach is that it is easy to get the asymptotic variance-covariance matrix of the estimators. Let
the determinant of the variance-covariance matrix is
The log-likelihood function can be rewritten in the following way l = −n log(2π) − n 2
The term C in log-likelihood function will be minimized, and equal to zero, when µ =x and βµ+α =ȳ. From this equation, maximum likelihood estimates of µ and α can be determined. Since the terms A and B in the log-likelihood function do not contain the parameters µ and α, the likelihood function is then solved by minimizing
with respect to σ 2 X , σ 2 δ and σ 2 . The partial derivatives are taken and set equal to zero to give
We solve the above three equations and get
Admissible solutions are obtained when βS 
VARIANCE-COVARIANCE MATRIX OF A LSRM
The Fisher information matrix (I ij ) for the set of unknown parameters θ is given by
The above information matrix is inverted in order to find the asymptotic variance-covariance matrix. From (2),
where
After lengthy algebraic manipulations, the inverse of the Fisher information matrix is given by 
The above results clearly show that the variances and covariances of the estimated parameters converge to 0 as n tends to infinity. Hence all parameters are consistent.
SIMULATION STUDY
A simulation study was carried out to support the algebraic results presented earlier. For simulation experiments, we considered the various parameter settings given in Table 1 . In selecting σ 2 X we follow the principle of Ref. 8 in which the difference caused by measurement errors will probably be dominated by the difference between the mean levels. For each specified set of parameter values, 15 000 simulated data sets were obtained for the sample sizes n in Table 1 . The performance of the estimated parameters are measured by estimated bias (EB), estimated root mean square error (ERMSE) and standard deviation (SD) where EB = |w − w| and ERMSE = (1/s) (ŵ j − w) 2 where w is a generic term for Table 1 Results for α = 0, µ = 10, σ 2 X = 5 with 3 different sets of (β, σ δ , σ ). n is the sample size. 
the parameters and SD for each parameter are computed from the diagonal element of the asymptotic variance-covariance matrix. We also tried to investigate whether the distribution of the estimators are asymptotically normal or not. For testing normality of the distribution of the estimators we have used the rescaled moment (RM) test proposed by Imon 14 which is an extension of the Jarque-Bera normality test. We have used the RM test here because the Jarque-Bera test has a well known disadvantage of possessing poor power. When we denote the sample skewness and sample kurtosis of the estimators by S and K, respectively, then the RM value is defined as
where n is the sample size and c = n/(n − k) when k is the number of parameters. The distribution of RM follows a χ 2 distribution with 2 degrees of freedom. For each specified set of parameters in Table 1 , the estimated bias (EB) of all parameters are close to 0 and become smaller when the sample size increases, which shows the unbiasedness of the parameters. From Table 1 , the relative EB for σ 2 X is 1.966 for n = 50 and and it reduces to 0.058 for n = 500. Similarly, the relative EB for σ 2 δ decreases from 1.422 for n = 50 to 0.189 for n = 500. Also, the decrease in relative EB for σ 2 is seen from 2.453 for n = 50 to 0.147 for n = 500. Similar remarks may apply with other measurements such as ERMSE and SD where these values tend to decrease with increase in sample sizes. These results clearly suggest that the estimated values of parameters are consistent. We also observe that each of the estimated parameters individually follows a normal distribution. Here, the cut-off value for the RM statistic is 5.99 but all RM values we obtain from this experiment are much less than this cut-off value.
NUMERICAL EXAMPLE
In this section we consider a real world data to estimate the parameter of this model. In order to make the relationship as model (1), we assume that measurement error can occur in both the dependent and independent variables of this data set.
Here we consider the serum kanamycin data taken from Kelly 15 . In order to measure the serum kanamycin levels in blood samples, simultaneous pairs of measurements were taken from twenty premature babies. These two measurements were obtained by the heel stick method (independent variable) and the umbilical catheter method (dependent variable).
We consider five different cases to estimate parameters and their standard deviation for serum kanamycin data and compared those with the results obtained by the proposed method. It is worth mentioning that case 4 is computationally impossible for any real data. The results are given in Table 2 Results presented in Table 2 give a clear indication of using the proposed method for estimating parameters and their standard deviations in a LSRM. Case 4 is impossible to compute. Out of 6 parameters we cannot estimate two parameters for case 1 and one parameter for case 2, case 3, and case 5. Only the proposed method can estimate all 6 parameters. In terms of precision we observe that for µ our proposed www.scienceasia.org 
