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Abstract
The purpose of this research is to investigate the performace of a
prototype detector for a neutrino telescope built in the
Mediterranean Sea. The telescope consists of photomultiplier
tubes which record the position and time stamps of Cherenkov
light created by charged particles form e.g. neutrino interactions.
This investigation is done to find neutrino sources in the cosmos
which could lead to a better understanding of active galactic
nuclei, supernova remnants, micro-quasars and gammaray bursts.
We used the data of a prototype where most of the signals stem
from muons created in atmospheric interactions of cosmic rays. In
the first part the properties of the detected signals are being
investigated and we look for a lower limit to have a noise free
signal when looking for Cherenkov light created by charged
particles between multiple digital optical modules. The last part
of this project is devoted to calibrating the observed data with the
simulated data so that in future experiments it could be seen at
which time a particle is detected with nanosecond precision and
thus with an angular precision of a tenth of a degree the direction
and path of particles could be constructed.
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Chapter0
Introduction
0.1 Goal of research
This research makes use of data which is collected in a prototype detector
for a neutrino telescope built in the Mediterranean Sea. Where photo-
multiplier tubes of the telescope record the position and time stamps of
Cherenkov light created by charged particles form e.g. neutrino interac-
tions. Most of the signals stem from muons created in atmospheric inter-
actions of cosmic rays. We want to look for clean signatures of muons by
selecting time slices based on the time correlation between the detectors
and the amount of signals that we find. Furthermore we want to do a time
calibration and thus are looking at the time correlated signals from muons
and compare the correlation to the one in simulations to adjust the time
offsets of the detector. Concluding we want to see how consistent the cali-
bration is when we take smaller time domains.
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Chapter1
Introduction
1.1 KM3NeT
In order to detect cosmic neutrinos a big telescope is being built in the
Mediterranean Sea, the project is called KM3NeT (an acronym for Cubic
Kilometre Neutrino Telescope). The purpose of these detecting neutrinos
is that can contribute to the study of active galactic nuclei, supernova rem-
nants, colliding stars, micro-quasars or gamma ray bursts and it will be
a powerful tool in the search for dark matter in the Universe. Faint light
will be detected by an array of thousands of optical sensors in the deep
sea from particles which carry a charge and originate from collisions of
the neutrinos and the Earth.
1.2 Locations of KM3NeT
In total there will be three different sites[1] where the network will be built,
in Italy, France and Greece:
1. 20 km from Toulon (Fr), at 2.5 km depth
2. 100 km from Capo Passero (It), at 3.5 km depth
3. 30 km southwest of Pylos (Gr), at 4.5-5 km depth
The acquired data is streamed directly from the installation sites to a cen-
tral repository at the KM3NeT Data Centre in Lyon, France, for further
processing. The headquarter of KM3NeT is located in Amsterdam. There
were three projects previous to the current KM3NeT called NESTOR, NEMO
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and ANTARES. The predecessors were built to explore the technologies,
building and deploying smaller scale prototype telescopes designed to op-
erate at depths ranging from 2500 to 4500 m.
Figure 1.1: Overview of the total network, with the three locations where the data
is being acquired pictured (KM3NeT-FR, KM3NeT-It, KM3NeT-Gr), the location
where the data is stored (KM3NeT-Data Centre) and the location where the data is
being manipulated (KM3NeT-HeadQuarter) where conclusions could be drawn
form the acquired data.
A reason why the Mediterranean See is a good location is because the
Mediterranean Sea offers some unique advantages for such a device: deep
sites near the shore, clear waters, and periods of good weather needed for
sea operations.
1.3 Detection Unit
The way KM3NeT will detect neutrinos is by means of Cherenkov radiation[2].
Cherenkov radiation, is emitted when a charged particle passes through a
dielectric medium at a speed greater than the phase velocity of light in
that medium. The way the network gets build is by a dense network of
photomultiplier tubes[3], which are detectors which multiply the current
4
Version of August 19, 2015– Created August 19, 2015 - 12:18
1.3 Detection Unit 5
produced by incident light, in multiple dynode stages, enabling individ-
ual photons to be detected when the incident flux of light is very low.
These photomultiplier tubes detect the Cherenkov radiation produced by
the muons, because they are sensitive to the wavelength of Cherenkov
radiation. The photomultiplier tubes are stored in DOMs (digital optical
modules) which contain 31 photomultiplier tubes each, have a diameter of
17 inch and are separated 36 meters each.
Figure 1.2: A picture of a DOM from the outside and inside. It has a foam struc-
ture to support 12 PMTs and a pressure gauge in the upper hemisphere of the
DOM, the same for the lower hemisphere but then for 19 PMTs.
At the site at Italy are already 3 DOMs installed called the Preproduc-
tion Model of the Detection Unit (PPMDU) it is located at the initial depth
of 3.5 km. The DOMs are 36 meter separated[3], and are numbered from
Version of August 19, 2015– Created August 19, 2015 - 12:18
5
6 Introduction
2 to 0 (when looked from above). So it is already possible to do measure-
ments with these three DOMs and receive data from this depth.
1.4 Neutrinos
We distinguish three different (flavours of) neutrinos which are called
1. electron-neutrino: νe which with the electron forms the first genera-
tion of the leptons.
2. muon-neutrino νµ which with the muon forms the second generation
of the leptons.
3. tau-neutrinos, ντ which with the tau forms the first generation of the
leptons.
The only difference between muon-neutrinos, electron-neutrinos and tau-
neutrinos is a difference in mass. All these six particles have also a corre-
sponding anti-particle, which have the same mass as their corresponding
particles and opposite charge. Where for instance the proton is the elec-
tron’s anti-particle (e¯), because of their corresponding properties but their
opposite charge. It has been seen that neutrinos oscillate between different
flavours, so an electron-neutrino produced in a reaction could end up as
a muon-neutrino, due to this property the masses of the neutrinos need
to be different, although very small because summed they must be less
than a millionth of that of the electron. So there are three different leptons
(electron, muon and tau) were could be focused on, even though their neu-
trinos themselves are not distinguishable. But the reactions for the three
leptons are the same
νa + N → a + X (1.1)
Where νa is one of the three neutrinos, N a proton or a neutron, a is the
lepton according to the neutrinos (electron, muon or tau) and X stands
for a hadronic particles. Hadronic particles consist of quarks, where pro-
tons and neutrons are examples of hadrons. When comparing the details
of these reactions and looking at their detectability, their signatures and
their measurement precision, it can be seen that the angular resolution of
electrons is a few degrees at best, for tauons around one degree, and for
muons 0.1 degree at high energies (around 100 TeV and greater). Another
effect is that muons with an energy greater then 1 TeV have a range above
1 km and they are extended sources of Cherenkov radiation. So because
of their great angular resolution, there is chosen to make use of muons.
6
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1.5 Detection
The DOMs measure the amount of received Cherenkov radiation and the
time of arrival, so when the position of the DOMs is known, the direction
of the muons could be reconstructed with a precision of a few tenths of a
degree. The higher the energy of the neutrino, the closer the muon and it’s
corresponding neutrinos are aligned. The produced Cherenkov radiation
gives a way to calculate the energy of the muon, which in order can be
used to set a lower limit of the neutrino energy.
Figure 1.3: A visualization how the particles are being detected with Cherenkov
radiation.
The trajectory of the muon and thus the direction of the neutrino can be
reconstructed from the times of arrival of the produced Cherenkov light in
the PMTs and the position of these sensors. The reaction responsible for
producing this Cherenkov radiation is the charged-current, mainly deep-
inelastic, scattering of a muon-neutrino or muon-antineutrino on a target
nucleus as seen in equation (1.1). The outgoing muon produced in this
reaction is carrying a large fraction of the incident neutrino energy and, as
explained in the previous paragraph, it has a small angular deflection from
the neutrino direction. The direction - but more important the trajectory
- of the muon is reconstructed from the times of arrival of the produced
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Cherenkov radiation in the PMTs and their positions. Using this method
it is possible to identify muons coming from the opposite hemisphere, i.e.
through the Earth, but if they come from above the resulting muons are
hardly distinguishable from atmospheric muons which are more numer-
ous. Neutrino telescopes look predodominantly downwards for this rea-
son.
8
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Detector Performance
2.1 Introduction
The muons which have been investigated in this report are coming atmo-
spheric cosmic ray interactions in the Earth’s atmosphere. From previous
investigations[4] we know a single DOM is able to identify muons and is
capable to being sensitive to the arrival directions of the muons. As could
be seen in figure 2.1, the event rate is shown as a function of the coin-
cidence level, where the coincidence level in this figure is defined as the
number of PMTs having a detected hit within a time window of 20 ns. For
coincidence levels lower than six, the measured event rate is in good agree-
ment with the event rate given by the simulation of the 40K-decays, where
40K-decays is background noise. In the two main investigations we will
look at the charge of the detected signals for muons and the background,
described in section 2.5. We will also identify muons in correlations be-
tween the DOMS and cleaning this section by use of multiplicity, which
will be described in section 2.6.
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Figure 2.1: The rate of events as a function of the coincidence level (number of
PMTs with signal in a 20 ns time window). Black dots correspond to data while
coloured histograms represent simulations (muons in blue, 40K in red and acci-
dental coincidences in purple).
2.2 Background noise
Noise could not be neglected, and because the data is retrieved from light,
we have to be careful which light we look at, and have to critical look from
which sources we receive light. Daylight is not present at a detectable level
deeper than 1 kilometre, so we won’t have to deal with daylight because
the DOMs are at a depth of more than 1 kilometre. Unfortunately sea
water contains small amounts of the potassium isotope 40K, which is nat-
urally occurring in the waters. 40K is this radio-active isotope[6] decays in
89.28 % of the cases through the reaction
40
19K →4020 Ca + e + ν¯e (2.1)
Where because of the β-decay, the released electron induces Cherenkov
radiation, which results in a steady isotropic background of photons with
10
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rates of the order of 350 Hz per square centimeter.
Another noise source comes from bioluminescence, a constant and a
varying component of bioluminescent bacteria. But the noise stemming
from bioluminesence is easier to deal with than that coming from 40K-
decay, so this is our main noise source which we have to take in account
when looking for hits. A lot of noise created by bioluminescence gets re-
duced when we are looking for coincidences.
2.3 Multiplicities
It is not possible to record every hit a PMT gets, because it constantly gets
hit by photons of which only a small percentage is coming from the muons
we want to observe. The count rate of single PMTs is called a single rate.
When more PMTs detect in that certain time-interval we speak of an x-
fold, or a multiplicity of x, where x corresponds to the number of PMTs
which have registered a hit. The certain time-interval which is called L1
[5] has been set to a value of 25 ns (in the previous figure a time interval
of 20 ns was used). So when we talk about the multiplicity we mean the
number of PMTs hit on a single DOM in a L1-time window. A coincidence
betweem two PMTs on a single DOM is possible, but we can also look at
coincidences between multiple DOMs so that we can construct from which
direction the muons are coming.
2.4 The used data
The data which has been used comes from the Preproduction Model of
the Detection Unit which data was stored at Lyon, where the data was
gathered from the three located DOMs. These data samples were collected
in a period between 22 September 2014 and 15 December 2014.
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2.5 Time over Threshold
The analog signal of the PMTs is digitized by measuring the time that the
signal was higher than a certain threshold value. The Time over Thresh-
olds (ToTs) are saved together with the time stamps of the hits. The Time
over Threshold is related to the charge of photons which is a measure for
the amount of light. Many features from these ToTs could be read. What
we did was looking at the different ToTs for different multiplicities, nor-
malized the graphs and superimposed the corresponding graphs for dif-
ferent multiplicities.
Figure 2.2: Time over threshold for the multiplicities 2-7.
We can see that for multiplicity 2-7 the data seems consistent, and all
show the same shape. The trend we see is that with increasing multiplicity
the histograms shift to the right which could be explained by the fact that
hits which produced more multiplicities also are more likely to induce an
extra hit at PMTs with a longer Time over Threshold as result.
When looking at the distributions of the frequency vs Time over Thresh-
old histograms we see for the multiplicities 2-12 we have clear results, for
higher multiplicities, we don’t see a clear Gaussian shape in the frequency
vs ToT histogram, so just like with figure 2.1 the data for all >12 multi-
plicities are combined. This is done for the three different DOMs, where
a Gaussian is fitted to the frequency vs. ToT, with a range of ±4ns, the
results for the three DOMs were consistent, as an illustration here only the
12
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Figure 2.3: The Time over Threshold per hit for multiplicities 8-31, where the
multiplicities 13-31 are combined in one histogram due to the fact that no proper
Gaussian could be constructed for these multiplicities. Note that the x-axis is
extended compared to figure 2.2.
fitted Gaussian to the frequency vs ToT distribution for DOM 2 is shown.
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Figure 2.4: The Gaussian fit to the multiplicities of histogram of DOM 2
When plotting the multiplicities we see just like with the normalized
diagrams at figures 2.1 and 2.2 that for higher multiplicities the ToT in-
creases, which is shown in figure 2.3 where it also could be noticed that
the data for the higher multiplicities are indeed not symmetric histograms.
We can also see this clearly in the median value for the fitted Gaussian of
the multiplicities > 6.
14
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For the distribution of the mean and maximum of the histogram, and
the mean of the fitted Gaussian three different images are shown, for each
DOM one. Where the multiplicity of 7 means the combined result for the
multiplicities 7 to 31. An effect of merging these multiplicities together
is that we have a right skewed histogram, coming from the higher mul-
tiplicities. Another thing we notice is that when compared to the lower
multiplicities the histogram for the multiplicities > 6 is narrower than the
others, and the multiplicity of 2 has also a lobe to the right. A possible ex-
planation is that events where a high multiplicity arises, the signals from
muons dominate where we should find more photons and thus also more
hits with more photons. The amount of light from the muons is more than
purely single photons and translates into larger pulses at the PMTs and
with this larger ToTs.
Figure 2.5: The mean of the fitted Gaussian, and the maximum and median of the
Histogram, for DOM 0
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Figure 2.6: The mean of the fitted Gaussian, and the maximum and median of the
Histogram, for DOM 1
Figure 2.7: The mean of the fitted Gaussian, and the maximum and median of the
Histogram, for DOM 2
16
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2.6 DOM correlations
We expect signals from muons to show up as distinct correlated signals
in the DOMs, also random combinations will be selected when we look
for correlated signals. In this section we want to see how to clean the sig-
nal events by means of the multiplicity. When looking at the distributions
of the multiplicity versus the ∆T for the different DOMs, and comparing
these results between 2 different DOMs, this leads to the results of the fig-
ures below. In the first figure the comparison between the time difference
between DOMs 0 and DOM 1 registering a hit is shown which is a 2D his-
togram, where it is possible to look at the distributions of the individual
multiplicities as shown in figures 2.8 and 2.10. The multiplicities start at a
count of 4 because both DOMs need to register a multiplicity of 2 in order
to register a hit. It should be noted that the histograms in figure 2.8 and
2.10 only contain an event if the third DOM does not have a signal which
is consistent with a muon signal.
Figure 2.9 shows the same as figure 2.7 but now for the time difference
between DOM 1 and DOM 2, resulting in a slightly different distribution.
Looking at the ∆T graph for DOM 0 and DOM 2 will not give insightful
results since it will be mostly filled with random coincidences, because we
put on the constraint that only 2 of the 3 DOMs have an actual event.
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Figure 2.8: The results when looking at the multiplicity versus the time dif-
ferences of a hit between DOM 0 and DOM 1. These figures represent a two-
dimensional image, where each data point corresponds to a certain value. It can
be seen that the difference between two hits is centered around 80 ns.
Figure 2.9: The differences for different multiplicities extracted from figure 2.8
Now we look at these figures separately to see what the distributions
18
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for the individual multiplicities look like. In figures 2.9 and 2.11 we clearly
have the most hits for a multiplicity of 4, resulting in the first image seen
in figure 2.8. When taking a closer look to this multiplicity extracted from
figure 2.7 we see a maximum centered at around 100 ns, but with a lot of
noise, the conclusion which could be drawn from this image is that we
have a very low signal over noise ratio.
Multiplicity 5 has 94% less data when compared to multiplicity of 4, which
leads to noise reduction when compared to the previous image, because
we see a much more clear maximum at around 90 ns and the mean has a
big shift to the right.
When looking at multiplicity of 6 we see again a shift to the right of the
mean value, and another decrease in the amount of hits by a factor 79%.
But still the data has a too low signal over noise ratio.
The image of multiplicity of >6 shows a clear result, with a maximum
around 90 ns and a total of about twice a much data points when compared
to multiplicity of 6. So a multiplicity of >6 is needed to be able to get clear
results.
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What could be seen is that this time the time difference is centered at
around 115 ns.
Figure 2.10: A distribution of the total multiplicity for two DOMs versus the time
difference between the hits on each DOM, in this case for DOM 1 and DOM 2.
20
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Figure 2.11: Showing the multiplicities extracted from figure 2.3
At figure 2.11 we see in the first image a little bump centered around
140 ns, the maximum seems to be around the same value as in the previ-
ous figure at the first image; around 100 ns. We have an increase of 30% of
hits.
Again we have a great shift to the right when looking at the mean and
again a reduction in data points of the same order as in the previous fig-
ure. But we have a maximum around 110 ns, where it was in the previous
image in the last figure around 90 ns.
We see the same shift to the right of the maximum at the image of mul-
tiplicity 6 when comparing to the same image of the previous figure, and
a shift to the right of the mean. Also we have about 50 % more data points
when compared to the multiplicity of the previous image. This time when
looking at multiplicities >6 we see again a shift of the mean to the right
by about 50%, and we have a maximum about 110 ns.
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When comparing the two figures, we see that the second figure shows
32% more hits compared to the first figure, mostly centered around 140 ns,
which could be an explanation of the shift to the right. When neglecting
the bulk centered around 140 ns, the image looks similar to figure 2.7, a
histogram with the bulk between 0 and 150 ns.
When looking at figures 2.9 and 2.11 we can calculate the number of hits,
leading to the rate at which muons are detected. The data we used has a
total run time of 1.643×106 seconds. The table below can be created, when
looking after the background has been subtracted.
Multiplicity rate (Number of events per
second) for DOM 0x1
rate (Number of events per
second) for DOM 1x2
4 0.06511 0.08276
5 0.06998 0.06816
6 0.05538 0.05781
7+ 0.04077 0.05294
Table 2.1: The number of events per second between DOMs 0 and 1, and DOMs
1 and 2.
22
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It is possible to look at the time differences between two DOMs, where
we look at events where three DOMs have registered a hit and following
the same procedure as in figures 2.9 and 2.11 in order to know for how
much multiplicities one must look to extract a clean signal.
Figure 2.12: The multiplicities extracted from the 2D histogram similar to figure
2.7 and 2.9 but now for DOMs 0 to 2
Now looking at the combination of the three DOMs we can create a
similar table, where of course we start with a multiplicity of 6 since each
DOM has at least a multiplicity of 2.
Multiplicity rate ( hits per second) for DOM 0x1x2
6 0.008519
7 0.01156
8 0.01400
9+ 0.01339
Table 2.2: The number of hits per second between DOMs 0, 1 and 2.
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Time calibration
3.1 Method
Is is very important to know from which direction the particles are coming,
where we want to have an angular precision up to a tenth of a degree so
that we can construct the path the particles have taken. In order to be
capable to have this precision the PMTs need to be calibrated so that a
precise measurement could be executed, we want to have this up to the
order of nanosecond precision. When comparing the simulated (Monte
Carlo data) and the ∆T distributions seen in section 2.6 we can see when
taking a closer look that they do not completely overlap on the figures
below. Which needs to be adjusted, so that we know the time differences
between the different events in the PMTs.
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Figure 3.1: The ∆T distribution between DOM 0 and DOM 1, where the simulated
data is in blue and the observed data in red. The background has been subtracted
from the observed signal.
Figure 3.2: The ∆T distribution between DOM 1 and DOM 2, where the simulated
data is in blue and the observed data in red. The background has been subtracted
from the observed signal.
26
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Figure 3.3: The ∆T distribution between DOM 0, DOM 1 and DOM 2, where the
simulated data is in blue and the observed data in red.
The distributions do not exactly overlap, so there is a time offset which
needs to be taken in account. In order to find the best fit the Chi-squared
distribution is used, so the simulated data is shift over the observed data.
So that the time shift could be found. Where the difference between each
data point in the observed and the simulated data and divide that by the
variance of the observed data was used[7]:
χ2 =
N
∑
i=1
(Oi − Si)2
σ2O
(3.1)
When the data is being shifted so that we look for the smallest differ-
ence between the observed data and the simulated data, we see that we
have a shift of 10 ns for the first image, a shift of -1 ns for the second image
and a shift of 8 ns for the last image. Where the first image represents the
shift between DOM 0 and DOM 1, the second the shift between DOM 1
and DOM 2, and the third histogram represents the combined shift. The
offset of histogram added to the offset of histogram 2 should result in the
offset of histogram 3 which is another check for the robustness of the pro-
cedure.
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The difference between the data sets shown below is the value of the
Chi-squared as described earlier divided by the number of data points
where the different time offsets as described above are being used. The 2
dimensional image shows the global Chi-squared for the three data sam-
ples as a function of both time offsets (used in the first three images).
Figure 3.4: The Chi-squared distribution for all the used data in the period be-
tween 22 September and 15 December
28
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3.2 Testing robustness of fit
When looking at smaller time domains to see whether the results compare
with the earlier found results for the total, it is possible to compare these
to the big domain in order to see whether the results are the same. Five
sets of data have been taken, all between 22 September 2014 and 6 Oc-
tober 2014, where the data has been taken over a period of 185 hours and
has been divided equally. The reason for this time interval is that this is the
longest period which we suspect to be undisturbed (no power outages/re-
powering) and where we would not expect the calibration to change. In
order to demonstrate the robustness of this method and the calibration
there is chosen for this method. The results are consistent as can be seen
in the table below:
data group: 1 2 3 4 5 Complete data set
histogram 1 11.2 9.5 10.1 9.4 8.2 10.3
histogram 2 -2.3 -1.7 -2.4 -2.1 0.6 -1.6
histogram 3 8.1 6.6 5.4 7.2 8.1 8.3
Table 3.1: Representation of the values at which the Chi-squared has the lowest
value (in nanoseconds) for the different histograms when shifting the observed
data over the simulated data, for the five different time periods.
When comparing this to an even more divided data set by looking at
the same period, but instead now looking at a total of 10 samples. We get
the results pictured below:
data group: 1 2 3 4 5 6 7 8 9 10
histogram 1 10.1 11.3 12.7 6.6 8.5 10.4 12.1 8.8 8.7 8.5
histogram 2 -3.0 0.4 -1.7 0.5 -1.3 -4.1 -4.4 0.8 0.7 0.3
histogram 3 7.7 10.2 9.0 4.1 9.4 3.0 7.3 8.2 10.6 6.8
Table 3.2: Representation of the values (in nanoseconds) at which the Chi-
squared has the lowest value for the different histograms when shifting the ob-
served data over the simulated data, for the ten different time periods.
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Even though the mean is in accordance in both tables, the spread of the
values is greater for the second data set (table 3.2) compared to the first
data set (table 3.1) which is a side effect of having less statistics in the sin-
gle evaluated periods. As can be seen below:
mean(table 3.2) stddev (table 3.2) mean (table 3.1) stddev (table 3.1)
hist 1 9.3 2.003 9.5 1.049
hist 2 -1.3 1.703 -1.5 0.817
hist 3 7.3 2.406 7 1.265
Table 3.3: The mean and standard deviation for the three different histograms
from table 3.2 and table 3.1
The low values of the standard deviation provide a guess of the size of
the expected error. And this implies that the data is consisted compared
to the data set where the data has been divided in five parts, where the
standard deviation is lower but not significantly when taking into account
we have twice the amount of data points. So we can conclude the data is
fairly robust, the method used has a precision lower than we wanted to
prove but there are no signs showing changes in the data.
30
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Conclusion
4.1 Results of research
The main goals of this research were to look at the charge of the detected
signals for muons and background, to identify muons in correlations be-
tween the different DOMs by cleaning the selection by using the number
of photo multiplier tubes which register a hit in a time interval of 10 ns.
We have seen that at low multiplicities (<6) photons stemming from 40K-
decay dominate, which mostly are single photons. When looking for mul-
tiplicities >5 we expect that signals dominate coming from muons where
we should find more photons and thus also more hits with more pho-
tons. This is what is found when looking at distributions of the Time over
Threshold for different multiplicities. The amount of light from the muons
is more than purely single photons and translates into larger pulses at the
PMTs and with this larger ToTs.
We have demonstrated that from correlated time differences between DOMs
together with a cut on the multiplicity we can select samples with signals
from muons and get rid of the background stemming from random time
coincidences between the two DOMs. A thing to notice here is that since
we only deal with two DOMs it is not possible to completely reconstruct
the path of the particle because we are only dealing with two DOMs.
We have found a method in which it is possible to retrieve the time offset
of the detector by comparing simulated and real data. And after compar-
ing the retrieved time offset to many small time periods, it is shown that
the robustness of the method and the consistency of the detector are stable.
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