Aim of this work is to present simple models of orientation selectivity in the visual cortex, which do not require massive computational effort. Three different models are compared, in order to gain deeper insight into the structure of cortical circuits generating inhibitory signals.
Introduction
Simple cells in the primary visual cortex of many carnivors and primates respond preferentially to elongated visual stimuli of a particular orientation (Ferster & Miller, 2000; Hubel & Wiesel, 1962; Vidyasagar, Pei, & Volgushev, 1996) . This property, named orientation selectivity or orientation tuning, originates at the synapses between relay cells of the lateral geniculate nucleus (LGN) and their target neurons in the primary visual cortex.
The possible mechanisms at the origin of orientation preference are still a matter of debate among neurophysiologists, and have been the subject of many experimental and modeling studies in recent years. The original hypothesis of Hubel and Wiesel (1962) assumes that orientation selectivity issues from the particular geometrical organization of the thalamic input to a simple cell, according to a feedforward mechanism. Although a feedforward mechanism receives much consensus in the literature today, and is supported by a variety of experimental data, it is not able to account alone for some properties of simple cortical cells. In particular, the finding that orientation selectivity is largely independent of the contrast of the visual stimulus cannot be explained on the basis of the excitatory input from LGN only (Ferster & Miller, 2000; Sclar & Freeman, 1982; Skottun, Bradley, Sclar, Ohzawa, & Freeman, 1987) . Moreover, the orientation bias of the thalamic input is insufficient to explain the strong orientation tuning exhibited by most simple cells. For these reasons, the classic feedforward mechanism must be integrated with additional mechanisms, in order to achieve contrast invariance and provide the sharp tuning experimentally observed.
A further mechanism implicated in orientation selectivity arises from the presence of short range lateral connections among cortical neurons. Experimental data suggest that a significant portion of the input to the cortical cells in V1 derives from cortical circuitry (Chung & Ferster, 1998; Ferster, Chung, & Wheat, 1996) . Other data demonstrate that elimination of the cortical input to a simple cell reduces the amplitude of the visually evoked response by a factor two or three (Chung & Ferster, 1998; Ferster et al., 1996; Ferster & Miller, 2000) .
Although the presence of excitatory and inhibitory cortical synapses is well documented, their role in the determination of orientation selectivity is still controversial. In particular, a problem that is largely debated today concerns the exact structure of the cortical circuitry responsible for inhibition (Ringach, Bredfeldt, Shapley, & Hawken, 2002) .
In order to explain the emergence of orientation selectivity in the primary visual cortex, and summarize experimental data, several mathematical models have been presented in recent years using different combinations of feedforward (thalamic) and feedback (intracortical) inputs (Ben-Yishai, Bar, & Sompolinsky, 1995; Carandini & Ringach, 1997; Kayser, Priebe, & Miller, 2001; McLaughlin, Shapley, Shelley, & Wielaard, 2000; Somers, Nelson, & Sur, 1995; Troyer, Krukowski, Priebe, & Miller, 1998; Worgotter & Koch, 1991) . These models conflict not only as to the different importance given to the thalamic input vs. intracortical feedback, but also as to the different arrangement used for excitatory and inhibitory cortical connections.
Among the others, particular importance have the ''push-pull'' model by Kayser et al. (2001) and Troyer et al. (1998) , the model by Somers et al. (1995) and the model by McLaughlin et al. (2000) . These models include many anatomical and physiological details, while cortical cells are described by means of integrate-andfire neurons. They have been successful in reproducing several experimental data in the literature. However, as pointed out in Ben-Yishai et al. (1995) and Carandini and Ringach (1997) , detailed models exhibit some disadvantages too, beside their great scientific value: they are complex, computationally onerous, and the analysis of the results is often not intuitive. This complexity precludes a clear understanding of the role of intracortical connections. Moreover, complex models exhibit the risk of overfitting, i.e., a limited data set can be accurately simulated acting on parameters, without any warranty that the solution is unique or correct.
For these reasons, several much simpler models have also been proposed. These describe the main properties of simple cells using just a few mathematical equations, which retain the main aspects of the system, and focus attention only on the average firing activity of neurons (Ben-Yishai et al., 1995; Carandini & Ringach, 1997) . The implementation of these models on a computer is straightforward, and their results can be easily analyzed. However, they neglect important anatomical and physiological aspects, leading perhaps to oversimplified results.
The previous analysis suggests that models with an intermediate level of complexity may also be helpful in neurophysiological research, and may have useful theoretical and practical functions. These models should maintain the most important anatomical and physiological details of the orientation selectivity process (at least, those details, such as the receptive field organization, which may substantially affect the obtained results) while, at the same time, should be smoothly simulated and analyzed on a computer.
Accordingly, the present work was designed with the following main objectives:
ii(i) To present mathematical equations for orientation selectivity of simple cells in the visual cortex which overcome the gap between detailed models and maximally reduced models. i(ii) To demonstrate that the proposed equations, with a suitable choice of the parameter values, can reproduce several different experimental data concerning the response of simple cells in V1 (including orientation selectivity, spatial frequency tuning, and contrast invariance). (iii) Using these equations, to quantitatively test the consequences of different choices for intracortical connections (for instance, correlation based excitation with anticorrelation based inhibition, as in the model by Troyer et al. (Kayser et al., 2001; Troyer et al., 1998) , or correlation based excitation with a broader correlation based inhibition, as in Carandini and and Somers et al. (1995) ). Starting from these results, possible criteria are searched, able to furnish indications on the most plausible patterns for intracortical connectivity.
Model description
In the present model the output of neurons is not represented as a series of action potentials (spikes) but as a continuous quantity describing the firing rate. Moreover, the model considers only the architecture of a single hypercolumn. We have N E excitatory neurons and N I inhibitory interneurons. The neurons are parameterized by their preferred orientation, h. Since in this model we do not consider movement and direction selectivity, the orientation angle is restricted to the range 90°-270°(180°representing the horizontal orientation, 90°and 270°the vertical direction).
In the following we will take N E ¼ 180 and N I ¼ 45. The ratio N E =N I ¼ 4 is close to that used in previous studies (McLaughlin et al., 2000; Somers et al., 1995; Troyer et al., 1998) . Moreover, we assume that orien-tation selectivity varies gradually and regularly form one neuron to the next in the hypercolumn. Hence, the excitatory neurons differ in their orientation selectivity by just 1°, while inhibitory neurons differ by 4°.
Throughout the present study we consider only static inputs to the retina (i.e., steady state gratings which do not drift with time). For this reason, the dynamic response of thalamic cells has been neglected. The unique dynamic in the model is caused by recurrent intracortical connections. A more complete model, including the temporal response of thalamic cells, may be the subject of subsequent extensions.
The geniculate cells
The input to the model is the intensity of light at the position i, j of the retina (say lði; jÞ). Since cones in the retina are sensitive to local changes in light intensity compared with the average luminance, l 0 , we computed a normalized luminance, Rði; jÞ, as follows
For the sake of simplicity, the model does not Cheng, Chino, Smith, Hamamoto, and Yoshida (1995) and Linsenmeier, Frishman, Jakiela, and Enroth (1982) the receptive fields of these cells can be described as the difference between gaussian functions, having the same space constant in both directions. Hence, the following function has been used to mimic the receptive field of a thalamic cell at position x, y: 
where x and y are the coordinates for the centre of the thalamic cell, r 1 and r 2 are the characteristic radii of the central and surround regions, and A 1 and A 2 are parameters which set the strength of the response in the centre and surround, respectively. The values of parameters A 1 , A 2 , r 1 and r 2 in Eq. (2) have been given in order to reproduce the receptive field of retinal ganglion cells and geniculate cells as measured by Cheng et al. (1995) , Linsenmeier et al. (1982) and So and Shapley (1981) in cats at an eccentricity of about 10°(see Fig. 1 The output activity of the thalamic cell is computed, starting from the input, by considering the presence of two non-linear effects: (i) the activity cannot decrease below zero; (ii) the thalamic output to sinusoidal gratings increases with contrast, but exhibits progressive saturation if contrast approaches 0.3-0.35 (Cheng et al., 1995) . Accordingly, the following sigmoidal expression has been used to describe the thalamic output as a function of i t :
where 
The values of thalamic outputs in basal condition (i.e., t on;0 and t off;0 ) have been given according to Troyer et al. (1998) . Saturation levels (t on;sat and t off;sat ) and the parameter k t have been given to simulate the contrast response function of geniculate cells measured by Cheng et al. (1995) using sinusoidal grating with spatial frequency 0.7 cyc/deg. All parameter values of the LGN model can be found in Table 1 . The simulated responses of the geniculate cells are presented in the bottom panels of Fig. 1 . The left bottom panel shows the response of an O N ON-center cell to a sinusoidal grating, with maximal light intensity placed at the centre of the receptive field and contrast c ¼ 0:32, at different values of spatial frequency ranging between 0.01 and 2 cyc/deg. It is worth noting that the response exhibits a maximal sensitivity for a spatial frequency in the range 0.3-1.0 cyc/deg, and then falls rapidly to zero at frequencies above 2-3 cyc/deg. These results agree with those reported in Linsenmeier et al. (1982) .
The middle bottom panel in Fig. 1 parameterized by their preferred orientation, h. In the following we will first consider a cell with preferred orientation 180°(i.e., the cell responds optimally to horizontal bars or gratings). The case of a different h will be immediately generalized below.
2.2.1. A cell with h ¼ 180°A ccording to several authors, the receptive field of simple cortical cells can be approximately described by means of a Gabor function (Jones & Palmer, 1987a) . In order to reproduce this behavior, we assumed that a cortical cell with h ¼ 180°receives its thalamic input from a given number (say N ) of geniculate cells, through the following synapse:
where (x c ; y c ) are the coordinates of the centre of the cortical cell receptive field, and (x g ; y g ) are the coordinates of the centre of the receptive field for the geniculate cell (g ¼ 1; 2; . . . ; N ). Parameters r (7) refers to a cortical cell with horizontally oriented receptive field (see Fig. 2 ).
Eq. (7) presupposes the presence of both excitatory and inhibitory synapses from the thalamus to the cortex, depending on the sign of W ct . However, there is no physiological evidence on the existence of inhibitory connections from geniculate cells to cortical cells (Ferster & Miller, 2000) . This problem can be overcome thinking that positive values for the synapses in Eq. (7) means excitatory connections from O N O N thalamic cells to the cortical cells, while negative values mean excitatory connections from OFF O F F thalamic cells (Reid & Alonso, 1995) .
Various choices for the position of thalamic cells (x g ; y g ) in the receptive field can be chosen, provided the synaptic weights respect equation (7) (for instance, positions may be chosen in a random fashion, as in Troyer et al. (1998) ). For the sake of simplicity, however, in the present model we assumed the very simple disposition shown in Fig. 2 : the cortical cell receives excitatory synapses from 15 geniculate cells, arranged in a regular lattice. The number N ¼ 15 lies in the lower range reported in the physiological literature (Alonso, Usrey, & Reid, 2001; Tanaka, 1983) .
As specified at the beginning of this section, in the present work attention is focused exclusively on a single hypercolumn, and so the receptive fields of all simulated cortical cells are centered in the same position, and differ only as to their orientation preference. This position can be conventionally assumed at the origin of the x, y axes. Hence, in the following we always set x c ¼ 0 and y c ¼ 0. A model including several orientation columns (and thus using different values for x c and y c ) may be the subject of future extensions of the present work.
According to the previous description, the thalamic input to the O N O N cortical cell with 180°orientation preference can be written as follows:
where the first sum in the right hand member of Eq. (8) describes the central O N O N subfield, and the second member the two lateral O F F O F F subfields (see Fig. 2 ). Dx and Dy in Eq. (8) represent the distance between the centers of thalamic cells in the x and y direction, respectively, while W ct conforms to expression (7). The absolute value has been used, in the expression of the synaptic weight, to have only excitatory connections from the thalamus to the cortex, in agreement with physiological knowledge.
Since antiphase inhibitory cells are used in the following (as in Troyer et al. (1998) 
The values of parameters r 2 x , r 2 y , f , Dx and Dy have been chosen to obtain a receptive field, from Eqs. (1)- (9), in agreement with physiological data (Ferster et al., 1996; Jones & Palmer, 1987a , 1987b . These parameters are reported in Table 1 . Two orthogonal sections of the receptive field, obtained from Eqs. (1)- (8) by moving a spot of light along the central vertical and horizontal directions, are illustrated at the right of Fig. 2 . The aspect ratio of the receptive field is in the range 1:3-1:4, which agrees with experimental data about cortical simple cells (Alonso et al., 2001; Gardner, Anzai, Ohzawa, & Freeman, 1999; Jones & Palmer, 1987b) .
Cells with h 6 ¼ 180°E
quations (7)- (9) are written with reference to a receptive field oriented along an horizontal line (Fig. 2) . In order to simulate the receptive field of cells with different orientation preferences, it is sufficient to rotate the spatial axes by the quantity h. This can be done by replacing the variables x and y in Eqs. (7)- (9) by means of variable: u ¼ x cosðhÞ þ y sinðhÞ and v ¼ Àx sinðhÞ þ y cosðhÞ (and, of course, Dx and Dy with Du and Dv).
The cortical cells
In the model, cortical neurons do not only receive excitatory input from geniculate cells (as described in the previous section) but also synaptic inputs from cortical excitatory and inhibitory neurons (intracortical connections).
By denoting with V ðh; tÞ the membrane potential of the cortical cell with orientation preference h at time t, with DV ct ðhÞ the changes in membrane potential caused by the geniculate input (i.e., Eq. (8), with a h rotation in the x, y plane), with DV ce ðh; tÞ and DV ci ðh; tÞ the changes in membrane potential caused by excitatory and inhibitory intracortical connections, respectively, and with cðh; tÞ the output activity of the cortical cell at time t, the following differential equations can be written for the 
Eq. (10) simply signifies that the overall change in membrane potential is the sum of contributions from thalamic and cortical (excitatory and inhibitory) inputs. As a consequence of feedback interaction among cortical cells (described below) the activity of the generic cortical cell exhibits a dynamical time evolution. Eq. (11) summarises this dynamics by means of a first-order differential equation with time constant s. At equilibrium, the value of cortical cell activity is obtained by comparing the variation in membrane potential with a threshold, t, using a single wave rectifier [ ] þ which cuts negative values, and multiplying the value so obtained by a gain factor k c .
In the following, distinct models are presented, which differ as to the expressions used for intracortical connections, DV ce and DV ci . The first model wishes to simulate ''antiphase inhibition'' as in the model proposed by Kayser et al. (2001) and Troyer et al. (1998) . The second model mimics ''center-surround'' intracortical synapses, as in the models proposed in Ben-Yishai et al. (1995) and Carandini and Ringach (1997) . In particular, this model uses only one set of neurons to achieve both excitation and inhibition. The third model uses inhibitory interneurons but with the same phase arrangement as excitatory neurons (as in Somers et al. (1995) ). It will be named ''in-phase inhibition model''. Equations for cortical synapses in each model are given below. Fig. 3 summarizes the arrangement of thalamic and cortical inputs in the three models.
The antiphase inhibition model
This model assumes that excitation to a cortical cell arises from other cells in the same hypercolumn, whereas inhibition arises from ''inhibitory interneurons'' in the cortex. Several aspects of the model deserve attention. First, both excitation and inhibition come from cortical cells with similar orientation preference, i.e., intracortical connectivity decreases with the distance between the orientation preference (Ferster, 1986) . Second, excitation and inhibition to the same cell are in ''push-pull'' or spatially opponent relationship (Anderson, Ferster, 1988) . In this model, this is realized assuming that inhibitory interneurons directed to ON ON cortical cells have OFF OFF receptive fields (Troyer et al., 1998) . Finally, the output activity of the inhibitory interneurons depends only on the input from geniculate cells, i.e., inhibitory interneurons do not receive intracortical synapses. Hence, by denoting with i OFF ð/Þ the activity of the inhibitory interneuron with orientation preference /, we can write
It is worth noting that, according to Eq. (12) 
where the symbols w ex ðh À /Þ and w in ðh À /Þ represent the excitatory synapse from a simple cell with orientation / to a simple sell with orientation h and the same spatial phase (ON O N vs. ON ON ), and w in ðh À /Þ represents the synapse from an inhibitory interneuron (orientation preference /) to a simple cell (orientation preference h) and opposite spatial phase (OFF O F F vs. O N O N).
As described above, the strength of synapses depends on the correlation (or anticorrelation) between cortical cell activity. This choice is implemented by assuming a Gaussian relationship. Hence, we have
where the ''orientation distance'', d, is computed as follows
where a, b, c and d are constant parameters, and dðh À /Þ represents the distance between the preferred orientations, normalized between 0 (equal orientation), and 1 (maximal orientation difference ¼ 90°).
The center-surround model
This model too, as the previous, assumes that cortical cells receive both excitatory and inhibitory connections. Moreover, in this case too the strength of connections is maximal for cells having similar orientation preference, and decreases with the orientation distance.
The fundamental idea in the center-surround model is that excitatory and inhibitory connections have the same spatial phase; however, excitatory connections are narrowly tuned for orientation difference whereas inhibitory connections exhibit a broader orientation range. This particular arrangement results in the classical ''Mexican-hat'' distribution of synapses, common to many other models for the analysis of cortical processes. Somers et al. (1995) in their complete model distinguished between excitatory and inhibitory cortical neurons. By contrast, Ben-Yishai et al. (1995) and Carandini and Ringach (1997) did not distinguish between excitatory and inhibitory neurons, and assumed that each cortical neuron can provide both excitation and inhibition to the other cells. First, for the sake of simplicity, we will consider only one set of cortical neurons, and assume that these neurons send both excitatory and inhibitory synapses to other cells in the hypercolumn (see Fig. 3 , middle panel).
The model is implemented using the following equations for cortical connectivity:
Expressions for w ex and w in are the same as in Eqs. (15)- (17), but with different parameter values (Table 1) . Fig. 3 . The arrangement of thalamic excitatory, cortical excitatory and cortical inhibitory inputs to simple cells according to the three different models used in this work.
The in-phase inhibition model
The center-surround model described above differs from the antiphase inhibition model as to two main instances. First, inhibition is not arranged in a spatially opponent phase. Second, the orientation curve of inhibitory neurons is independent of contrast, since it originates from the same cortical cells that provide model output.
It is thus possible to conceive a third model that exhibits intermediary properties: inhibition is not in phase opposition with excitation (as in Model 2), but its orientation curve widens with contrast (as in Model 1). This idea can be realized by using inhibitory interneurons which receives only the thalamic input, but with receptive field of the same phase as the cortical cells. Hence
The model is then completed by the following equations
with expressions (15)- (17) for w ex and w in . In conclusions, all models share the same equations for thalamic input (Eqs. (1)-(8) ), the same dynamics for cortical cells (Eqs. (10) and (11)), and the same equations for intracortical excitation (Eq. (13)). The three models differ as to the rule used for intracortical inhibition (Antiphase inhibition model: Eqs. (9), (12) and (14); Center-surround model: Eq. (18); In-phase inhibition model: Eqs. (19) and (20)) and for the parameter values used in the intracortical synapses (Eqs. (15)- (17)).
The gain factor (k c in Eqs. (11), (12) and (19)) has been assigned to have physiological values for simple cells activity at high contrast (Sclar & Freeman, 1982) . Parameters of intracortical connectivity (a, b, c and d) and the threshold (t) (see Table 1 ) have been chosen to have patterns of orientation tuning, spatial frequency tuning, and contrast invariance that agree with experimental data in the literature (Hammond & Pomfrett, 1990; Heggelund & Albus, 1978; Sclar & Freeman, 1982; Vidyasagar et al., 1996; Vidyasagar & Siguenza, 1985) . The time constant, s, has been given the value 15 ms ðfrom Carandini and Ringach (1997)Þ. However, the choice of this parameter does not affect the present results, since all results refer to a final steady state condition.
The set of differential equations has been numerically solved using the simple Euler method, with an integration step that warrants the achievement of a final stable equilibrium point. All computations have been performed using the software package MATLAB 6.1 (The MathWorks Inc Ó ) on Pentium III or Pentium IV personal computers. The code of the three models, written with the matlab syntax, can be required by any interested user free of charge writing at the email address of the authors.
Results
The behavior of each of the three models was tested against the following experimental evidences:
(1) The orientation tuning of simple cells exhibits an half width at half height (HWHH) in the range 18°-28°, although large differences can be found among individual cells (Heggelund & Albus, 1978; Sclar & Freeman, 1982; Skottun et al., 1987; Watkins & Berkley, 1974) . Moreover, orientation tuning is quite independent of the contrast of the input stimulus (Ferster & Miller, 2000; Sclar & Freeman, 1982; Skottun et al., 1987) . (2) The response of cortical cells is maximal at an optimal spatial frequency of the input grating (range: 0.3-1.0 cyc/deg) and decreases to zero at higher spatial frequencies (DeAngelis, Ohzawa, & Freeman, 1993; Skottun et al., 1987) . (3) The HWHH of the tuning curve decreases when the spatial frequency of the input grating is increased (Hammond & Pomfrett, 1990; Jones, Stepnoski, & Palmer, 1987; Vidyasagar & Siguenza, 1985) . (4) The response of cortical cells saturates when contrast is increased. This saturation level, however, depends on the input stimulus. The response to stimuli with non-optimal spatial frequency and/or non optimal orientation saturates at lower levels compared with the response to an optimal stimulus (Sclar & Freeman, 1982) . (5) The thalamic input to a cortical cell represents about 35-50% of the overall input. The remaining input arises from intracortical connections (Chung & Ferster, 1998; Ferster et al., 1996; Ferster & Miller, 2000) . (6) Complete inactivation of the cortical circuitry reduces the response of a single cell to 1/3-1/2 of the basal one (Chung & Ferster, 1998; Ferster et al., 1996; Ferster & Miller, 2000) . The thalamic input exhibits a broader orientation tuning (HWHH . 35°-38°) compared with that of simple cells (18°-28°) Ferster et al., 1996) . (7) The response to two gratings with different orientation is lower than the sum of the individual responses, even if the second grating cannot evoke any response (or evokes negligible response) if applied alone (Bonds, 1989; Morrone, Burr, & Maffei, 1982; Sengpiel, Baddeley, Freeman, Harrad, & Blakemore, 1998) .
Behaviors of the three models
In order to test the properties 1-4, the three models have been stimulated with single input gratings of different orientation, contrast and spatial frequency. Results are summarized in Fig. 4 . The behavior of the three models is presented in the first three columns. By way of comparison, the fourth column displays some experimental data taken from the literature (DeAngelis et al., 1993; Sclar & Freeman, 1982; Skottun et al., 1987; Vidyasagar & Siguenza, 1985) . The upper panels (first row) show the orientation curve (i.e., the cell response vs. orientation of the input grating) at different contrast levels. The spatial frequency was set at the optimal value 0.8 cyc/deg. This figure can be seen as the response of a single cell (preferred orientation 180°) to different input orientations, or the response of all excitatory cells in the hypercolumn to a single horizontal grating. Panels in the second row show the HWHH of the tuning curves, computed with a contrast 0.32 at different values of spatial frequency. Panels in the third row show the response to a grating with optimal orientation and contrast 0.32, at different values of spatial frequency. Finally, the bottom panels (fourth row) show the response of a simple cell vs. contrast of the input grating (i.e., the saturation curve) computed at different orientations (optimal, and 15°-25°from optimal) and different spatial frequencies (0.8 and 0.5-0.6 cyc/deg).
The previous results demonstrate that all models, with suitable parameters for synaptic weights, can satisfy properties 1-4 quite well. Nevertheless, a few differences are evident among the center-surround model and the others.
The center-surround model vs. spatial frequency
The main difference concerns dependence of the orientation curve on spatial frequency in the center-surround model. In fact, this model exhibits a non-zero response even at very low values of spatial frequency and at a value of spatial frequency as high as 2 cyc/deg (Fig. 4, third row second column) . Moreover, in the center-surround model the shape of the orientation curve changes with spatial frequency, as better illustrated in Fig. 5 . At some values of spatial frequency (range 0.2-0.4 cyc/deg) the model fails to detect the correct orientation of the input grating; instead two spurious orientations (separated by about 70°-80°) are found. At other values of spatial frequency (0.2, 0.5-0.6, 1.2-1.5 cyc/deg) the orientation curve exhibits two peaks at ±90°from the optimal orientation, although these peaks have smaller amplitude compared with the central peak. This kind of behavior becomes maximally evident at high spatial frequencies (>1.7 cyc/deg). It is worth noting that the presence of peaks at ±90°from the optimal orientation has been observed by DeValois et al. on simple cells of the macaque (De Valois, Yund, & Hepler, 1982) and is further reported in cats (Webster & De Valois, 1985) . The presence of two peaks at ±90°f rom the optimal orientation is also evident in the center-surround model at optimal spatial frequencies (0.8-1.0 cyc/deg) if a low-contrast grating is used as input (see Fig. 4 , first row second column).
The tuning of excitatory, inhibitory and thalamic inputs
A very important difference among the three models concerns the dependence of intracortical excitation and intracortical inhibition on the orientation preference. In order to illustrate this difference, Fig. 6 shows the three contributions to membrane potential changes (i.e., DV ct , DV ce and DV ci in Eq. (10)) for each model, vs. orientation of the input grating. This figure shows that each model provides a thalamic input (DV ct ) in the range 30-50% of the total input, in agreement with property 5. However, Fig. 5 . Patterns of the orientation curve at different values of spatial frequency, simulated with the center-surround model. The contrast of the input gratings was 0.32. It is worth noting that the model fails to detect the correct orientation (i.e., 180°) at low spatial frequency (0.2-0.4 cyc/deg). In other ranges of spatial frequencies (0.5-0.7, 1.2-2.0 cyc/deg) the orientation curve exhibits two spurious maxima at ±90°from the optimal orientation. excitation and inhibition show different dependence on orientation and different tuning in the three models. In the antiphase inhibition model, inhibition is maximal in cortical cells with orthogonal orientation, while excitation is maximal at the optimal orientation and exhibits a HWHH of about 20°-30°. In the in-phase inhibition model, both excitation and inhibition are maximal at the optimal orientation, and both decrease with the orientation distance, excitation having much smaller HWHH than inhibition. Finally, the center-surround model shows a narrow excitation tuning while inhibition scarcely depends on orientation. It is worth noting that all the patterns in (Anderson et al., 2000) (see Section 4). It is worth noting that the patterns in Fig. 6 are different from the arrangements of synapses, which are centered at optimal orientation and decrease with the orientation distance (Eqs. (15) and (16)).
Sensitivity analysis on synaptic strength
In order to gain deeper understanding on the impact of cortical (excitatory and inhibitory) connections on the orientation curve, we performed a sensitivity analysis on the parameters characterizing the synaptic strength (i.e., parameters a and c in Eqs. (15) and (16)). Results are illustrated in Fig. 7 . As it is clear from the upper panels, a change in the strength of the excitatory synapses does not significantly modify the orientation tuning in the antiphase inhibition and in-phase inhibition models, but causes a clear change in the peak activity. Conversely, the width of the orientation curve is affected by the strength of excitatory synapses in the center-surround model.
An opposite dependence is evident as to the strength of inhibitory synapses. The orientation curve broadens if the strength of cortical synapses is reduced in the antiphase inhibition and inphase inhibition models. This phenomenon is especially remarkable in the last one. By contrast, the width of the orientation curve is independent of the strength of inhibitory synapses in the centersurround model.
A notable difference between the antiphase inhibition and the in-phase inhibition model, which might be exploited in experimental validation procedures, is that the peak activity of the orientation curve is completely independent of inhibition strength in the first model, while it significantly increases (by about two-fold) after reduction of inhibitory synapses in the last.
Finally, the lower panels in Fig. 7 compare the orientation curves obtained with basal values of cortical synapses in the three models, with the response obtained after total elimination of cortical circuitry (i.e., a ¼ c ¼ 0). In all three models, the peak of cell activity is reduced to 1/3-1/2 of basal after total cortical inactivation, while the HWHH increases from 20°-25°to 35°-38°, in agreement with property 6 above.
Sensitivity analysis on the thalamic input
The present models, with basal parameter values, exhibit a thalamic input to a cortical cell as great as 35-50% of the total input. This result agrees with data reported in Ferster and Miller (2000) . Other authors, however, provided a smaller estimate for the thalamic input (10-15% of total) (Dougals & Martin, 1991) . Hence, it is interesting to analyze how the three models are sensitive to a change in this parameter. For this reason, the orientation curves were re-calculated with the three models after a reduction of parameter W ct0 in Eq. (7). A reduction in thalamic input alone, however, causes a lessening in the overall activity of the cortical cells, and a fall in the peak of the orientation tuning curve (similar to that occurring with a decrease in contrast of the input image), while the ratio of thalamic input vs. total input remains quite constant. For this reason, in the antiphase inhibition model and in the center-surround model the fall in parameter W ct0 (i.e., in thalamic input) was performed together with an increase Fig. 7 . Sensitivity analysis on the strength of excitatory and inhibitory cortical synapses. The three upper panels show the dependence of the orientation curve on the strength of cortical excitatory synapses (i.e., on parameter a in Eq. (15)) in each of the three different models. The three middle panels show the dependence of the orientation curve on the strength of cortical inhibitory synapses (i.e., on parameter c in Eq. (16)). In all panels parameter increases in the direction of the arrow, while the dashed line represents the orientation curve computed with basal parameter values (i.e., with the values reported in Table 1 in parameter k c in Eq. (11), to maintain the cortical activity approximately constant. Conversely, increasing parameter k c in the in-phase inhibition model does not causes an appreciable increase in cortical activity, since in this model both excitation and inhibition increase in parallel and in-phase with this parameter. Hence, in the in-phase inhibition model the fall in thalamic input was compensated by a small increase in the strength of intracortical excitatory synapses (see the figure legend for parameter numerical values). Results (Fig. 8, upper  panels) show that the three models provide a satisfactory orientation tuning curve even in the presence of a modest thalamic input. In this condition the orientation curve is unaffected in the in-phase inhibition model, moderately sharper in the antiphase inhibition model, but significantly sharper in the center-surround model. The bottom panels show the three input components to the cortical cells, demonstrating that, with the new parameter values, the thalamic component is actually reduced to 10-15% of total.
Suppression by non-optimal stimuli
A common experimental observation is that superimposition of a grating with non-preferred orientation causes a reduction in the response of most cortical cells, compared with the response to the preferred grating alone (Bauman & Bonds, 1991; Bonds, 1989; Morrone et al., 1982; Sengpiel et al., 1998 ). This behavior is evident even if the non-preferred grating evokes no response when applied individually. Carandini and Ringach (1997) using simplified equations, reached the conclusion that the center-surround model is unable to correctly detect two orientations simultaneously present in a visual stimulus. In order to analyze these problems, we simulated the response of the three models to a visual input consisting of two simultaneous gratings with identical contrast and spatial frequency (1.0 cyc/deg) separated by a given angle (30°, 60°or 90°). Two different contrast levels were used (0.32 and 0.80) to test the effect of this parameter on suppression. The results are summarized in Fig. 9 . Two aspects of this figure deserve attention. First, two gratings separated by just 30°produce an orientation curve with a single peak placed at the intermediate orientation in all the three models, as in Carandini and Ringach (1997) . This is simply the consequence of the limited orientation tuning of the cells, which poses a restriction to their effective resolution. By contrast, two distinct gratings are correctly resolved if their orientation difference is 60°or more in the antiphase inhibition and in-phase inhibition models. The center-surround model exhibits the best discrimination capacity, but this result is simply the consequence of the smaller HWHH that this model exhibits in the present simulations. However, the centersurround model exhibits a moderate repulsive behavior: if the two gratings are separated by 60°, the model ''sees'' a separation angle as great as 70°. Two Fig. 8 . Sensitivity analysis on the strength of the thalamic input. The three upper panels show the orientation curves obtained by the three models with basal parameter values (thin line) and after a reduction of parameter W ct0 from 0.02 to 0.006 mV/(spikes/s) (thick line). However, in order to maintain a constant peak of the orientation curve, parameter k c was increased in the antiphase inhibition model (k c ¼ 5 Ã 1:57) and in the centersurround model (k c ¼ 5 Ã 1:315). In the in-phase inhibition model parameter k c does not significantly affect the peak of the orientation curve, since both excitation and inhibition increase in phase. Hence, we augmented the strength of intracortical excitatory synapses (parameter a ¼ 0:018 Ã 1:103). The lower panels show the three contributions to the thalamic input (i.e., the same quantities as in Fig. 6 ) computed with the new parameter values. In this new condition, thalamic input represents just 10-15% of the total input to a simple cell.
orthogonal gratings are correctly resolved by the centersurround model.
A second important point is that, in all models, superimposition of the second non-optimal grating causes a significant reduction in the peak response of the orientation curve. This phenomenon is comparable in the three models at high contrast. However, at low contrast the center-surround model exhibits the lesser suppression. In the antiphase and in-phase models, suppression increases dramatically at low-contrast.
The last observation deserves a comment. In the previous simulations, the antiphase inhibition model and the in-phase inhibition model exhibited a HWHH a littler greater than the center-surround model (let us compare the panels in the second row of Fig. 4) , i.e. a poorer orientation tuning. Of course, we can reduce the HWHH of these models by increasing the inhibition strength (see Fig. 7 ). However, in the latter case, application of two orthogonal gratings would cause a total suppression of all cortical activity (unpublished simulations). Total suppression has been occasionally observed by Bonds (1989) in cells with narrow orientation tuning.
Discussion
The present work was designed with two main objectives. First, to propose models of orientation selectivity in the primary visual cortex with an intermediate level of complexity between complete ''integrate and fire'' models (Bonds, 1989; Kayser et al., 2001; McLaughlin et al., 2000; Somers et al., 1995; Troyer et al., 1998; Worgotter & Koch, 1991) and reduced analytical models (Ben-Yishai et al., 1995; Carandini & Ringach, 1997) . Indeed, the three mathematical models used in our paper are not new, but have been presented and discussed by other authors in past years. Hence, the justification and novelty of our paper is not in the formulation of new models (existing models already cover all major possibilities) but in an original formalization of these models at an intermediate level of complexity. This formalization aspires to overcome some main limitations of the present literature, and to warrant benefits that cannot be obtained from existing models: (1) model simplicity, with omission of all redundant or unessential aspects, still preserving the main physiological properties documented in the literature (Occam's razor); (2) direct and accurate comparison among models' behaviour, avoiding that differences in the results ensue merely from differences in implementation or in parameter numerical values, rather than from the essential hypotheses introduced; (3) facility of implementation on familiar personal computers, with a moderate computational or programming effort. As demonstrated in Figs. 4-9, we claim that the present models, despite their simplicity, are able to mimic several important features of the simple cell response to gratings, including the effect of contrast and spatial frequency as well as suppression by stimuli with non-optimal orientation.
The second objective of this study was to test the consequences of different choices of intracortical synapses, with special emphasis on possible mechanisms for intracortical inhibition. In fact, as pointed out by Ferster and Miller in their recent review paper (Ferster & Miller, 2000) , determining which combination of tha- lamic excitatory, intracortical excitatory and intracortical inhibitory inputs can be responsible for orientation selectivity is still an unresolved task. In the literature, two fundamental classes of models have been proposed (see Ferster & Miller, 2000) : the feedforward models, which emphasize the role of thalamic input, and make use of intracortical synapses just to achieve contrast invariance and reinforce the response, and the feedback models, which lay much stress on cortical connections to establish orientation selectivity. However, this distinction is not so essential as often assumed in the literature: all the three models presented in this paper have identical thalamic input, and all use cortical inputs with approximately the same magnitude. The three models differ as to the mechanism by which a balance between excitation and inhibition is achieved.
An important feature in all three models is that the strength of intracortical synapses (both excitatory and inhibitory) is maximal for cells with similar orientation, and decreases with the orientation distance. This model assumption agrees with experimental observations. Several authors noticed that cortical inhibition and excitation are well tuned for orientation. Moreover, both exhibit the same preferred orientation in any one cell (Anderson et al., 2000; Ferster, 1986; Roerig & Chen, 2002) .
A conspicuous result of our simulations is that all three models are able to reproduce several different wellknown characteristics of orientation selectivity in the primary visual cortex, provided parameters for intracortical synapses (Eqs. (15) and (16)) are suitably assigned. This means that a similar behavior of cortical cell response can be achieved via different patterns of cortical synapses; the only requisite is that the superimposition of cortical excitatory and cortical inhibitory inputs results, at a given instant, in the classical Mexican hat distribution for the input to cortical cells i.e., a central excitatory region surrounded by an inhibitory contour. Among the experimental evidences that models are able to mimic, mention can be made to the invariance of orientation tuning with contrast, spatial frequency bandpass, the dependence of the HWHH on spatial frequency, and suppression of excitation by stimuli with non-optimal orientation.
It is to be stressed that, in all three models, cross orientation suppression has been achieved using expressions for intracortical synapses with the same orientation preference. In other words, the experimental observation that an orthogonal grating suppresses the response to an optimally oriented stimulus does not require that inhibitory synapses are orthogonal to excitation.
A few important questions arise naturally at this point: what are the main differences between the three models? Looking at physiological data available, what is the more reliable model? Can we validate or reject a model on the basis of these differences? Although it is not possible to formulate a definitive answer to these questions, a few points can be assessed.
Indeed, looking at cortical activity only, the in-phase inhibition and antiphase inhibition models behave similarly. Both exhibit contrast invariance of the orientation tuning; both exhibit similar dependence on spatial frequency and similar cross-orientation inhibition. Hence, at present a distinction between these two models can be achieved especially looking at the patterns of cortical inputs (Fig. 6) . However, an important difference between the two models concerns the effect of a reduction in the strength of inhibitory synapses. The in-phase inhibition model exhibits a greater increase of tuning width after reduction of inhibitory synapses and, above all, a clear increase in peak activity (Fig. 7, second row) . This property might be exploited in subsequent experimental works to test one model against the other: Observation of the changes in the orientation tuning curve, after progressive suppression of intracortical inhibition, may allow discrimination between the two models.
Response of the center-surround model exhibits more perceptible differences compared with the response of the other two models. First, the activity of cortical excitatory cells is different from zero even a very low values of spatial frequency and at spatial frequencies as high as 2 cyc/deg. This property is the consequence of the lack of interinhibitory neurons in the center-surround model. In fact, when the thalamic input to cortical cells (DV ct ) is different from zero (as occurs at low spatial frequencies and high spatial frequencies) a zero response of cortical excitatory neurons can be achieved (see Eqs. (10) and (11)) only if inhibition is different from zero (DV ci > 0). This property can be achieved only by using inhibitory interneurons distinct from cortical excitatory neurons.
Experimentally, almost all simple cells have zero output at spatial frequencies higher than 2 cyc/deg. Moreover, most simple cells exhibit zero response at low spatial frequencies (DeAngelis et al., 1993; Sclar & Freeman, 1982) . Hence, the spatial frequency data corroborate the antiphase inhibition or the in-phase inhibition models against the center-surround one, suggesting that inhibition actually comes from a group of neurons distinct from the excitatory pool.
Second, the center-surround model exhibits less ''cross orientation suppression'' despite its higher orientation selectivity. This phenomenon is especially evident at low-contrast. In fact, in this model activity of simple cells is approximately reduced by a factor 2 by a mask presented at nonoptimal orientation, whereas in the other models activity is reduced by a factor 3 or 4 (Fig. 9, lowcontrast) . A comparison with experimental data is difficult, since large differences in the strength of cross-orientation suppression can be found in the literature, depending on contrast values used for the base and mask gratings, and on individual cell variability. While some cells exhibit less than 50% suppression if stimulated by an orthogonal mask with the same contrast as the base grating, other exhibit 3-4 fold suppression even if mask inclination is at the limit of the excitatory tuning curve (Bauman & Bonds, 1991; Bonds, 1989; Morrone et al., 1982; Sengpiel et al., 1998) . Moreover, suppression is generally higher for cells with narrower orientation tuning (see Bonds, 1989, Fig. 6 ). The latter results are consistent with results obtained with the antiphase inhibition and the in-phase inhibition model. In these models, increasing inhibition causes narrower tuning (see Fig. 7 ), and may lead to total suppression of cortical activity by an orthogonal mask (unpublished results). Complete suppression of the baseinduced response by non-optimal stimuli was occasionally observed by Bonds (1989) .
Another remarkable difference is that the in-phase inhibition and antiphase inhibition models are able to discriminate two gratings oriented at 60°and 90°with-out any error. The center-surround model estimates two orthogonal gratings correctly, but it exhibits a moderate repulsive behavior in response to two gratings separated by 60° (Fig. 9) . A wrong behavior is also evident in our center-surround model at some low spatial frequencies (see Fig. 5 ): for instance, at 0.3 cyc/deg a single grating is erroneously seen as two distinct orientations. Carandini and Ringach (1997) using a simplified model that is similar to the present center-surround model, described a similar ''repulsive'' behavior: if the orientation of two gratings differed more than 45°in their simulations, the separation angle was overestimated by as much as 30°. The reason for these errors in the center-surround model may be ascribed to the high level of intracortical excitation, which may cause an unstable dynamics, similar to that of ''winner takes all'' models. As a consequence, the model converges to some standard patterns of activity, which mainly depends on cortical synapses (see also Ferster & Miller, 2000, p. 464 for a clear discussion) but are partly independent on the input pattern. On this basis, Troyer et al. (1998) expressed a severe criticism against this type of models, thinking that their response would be largely independent on the characteristics of the stimulus (such as contrast or spatial frequency) depending on cortical connections only. The present results demonstrate that output of the center-surround model depends largely on contrast and spatial frequency, provided an appropriate balance between thalamic and cortical inputs is realized, even though some ''unstable'' patterns of activity can be sporadically seen.
A further remarkable property of the center-surround model (in part related with the previous one) is the presence of two maxima in the orientation curve, at 90°f rom the preferred orientation (see Figs. 5 and 7) . These maxima become more evident at low-contrast and/or at particular values of spatial frequency. This specific pattern of the orientation tuning curve has been reported by De Valois et al. (1982) and further supported by Webster and De Valois (1985) .
W€ org€ otter and Eysel (1991) observed the existence of responses in cortical visual cells to orientation ±90°f rom optimum, that they named ''axial responses''. However, in these experiments the strongest axial responses were evoked by moving spots, thus suggesting the authors that not only the spatial properties of the receptive field, but also temporal interactions are involved in their generation. As discussed at the end of this section, temporal aspects have not been incorporated in this study: this justifies why axial responses are not observed in the antiphase and in-phase models. Temporal aspects will be the subject of subsequent extensions of the models.
Actually, the main difference between the three models concerns the arrangement of intracortical synapses and the pattern of excitatory and inhibitory inputs (i.e., excitatory thalamic, excitatory cortical and inhibitory cortical, see Fig. 6 ). Measurement of these quantities in vivo, although quite complex, may allow determination of the more reliable model.
Looking at the values of parameters a, b, c and d, which set intracortical synapses (Eqs. (15) and (16) and Table 1 ), we can confirm assumptions of former models (Ben-Yishai et al., 1995; Carandini & Ringach, 1997; Kayser et al., 2001; Somers et al., 1995; Troyer et al., 1998) : the center-surround and the in-phase inhibition models necessitate inhibitory synapses with a broader orientation tuning than excitation. By contrast, the two groups of synapses exhibit similar orientation tuning in the antiphase inhibition model (let us compare parameters b and d for the three models in Table 1 ). Moreover, inhibition is stronger than excitation in the antiphase inhibition model, whereas the other two models require comparable strength for excitatory and inhibitory synapses, with a moderate prevalence of excitation (let us compare parameters a and c for the three models). Recent experimental data in cats suggest that excitation and inhibition, measured with input drifting sinusoidal gratings or moving bars, are similarly tuned for orientation (Anderson et al., 2000; Ferster, 1986 Ferster, , 1988 . Moreover, experiments show that inhibition is in phase opposition with excitation (Anderson et al., 2000; Ferster, 1986) , and that inhibition is 2-3 fold stronger than excitation (Anderson et al., 2000) . These results represent a strong support in favor of the antiphase inhibition model, at least to simulate cortical circuitry in cats' visual cortex.
However, these results should still be considered with caution. First, some authors, using cross correlation studies in cats (Hata, Tsumoto, Sato, Hagihara, & Tamura, 1988; Michalski, Gerstein, Czarkowska, & Tarnecki, 1983) reached the opposite conclusion, suggesting that inhibition may have a broader tuning than excitation. Moreover, the phase difference among the inputs to a simple cell may be affected by other factors, beside the antiphase arrangement: for instance by the presence of different time delays in the ON ON and O F F OFF regions, and/or by the intrinsic temporal dynamics of the feedback cortical system (Ringach, Hawken, & Shapley, 1997) . Finally, we cannot rule out the possibility that broadly tuned inhibition, and/or other O N O N/OFF OFF arrangement, may be effective in other species, such as ferrets or primates . In particular, Roerig and Chen (2002) using in vivo optical imaging, recently observed that inhibition is significantly broader than excitation in ferret visual cortex, in accordance with the center-surround and in-phase inhibition models.
Finally, we wish to remark that, in experimental works, cortical inputs quantities are normally measured by using drifting gratings. If drifting gratings are used, membrane potential as well as excitatory and inhibitory inputs exhibit an oscillatory pattern vs. time, and the oscillation amplitude increases near the preferred orientation (see Anderson et al., 2000) . Moreover, rectification (i.e., the constraint that oscillating input cannot become negative) causes the mean value of both excitation and inhibition to increase near preferred orientation (Anderson et al., 2000) . On the contrary, the patterns reported in Fig. 6 refer to static (i.e., timeinvariant) gratings, with the line of maximal luminance always placed at the center of the ON O N region of the simple cell receptive field. These patterns may be experimentally tested using gratings or single bars shifting at very low temporal frequency (so as to minimize dynamical effects). Unfortunately, however, quasistatic stimuli are not very effective in exciting simple cells, since most thalamic and cortical cells exhibit a ''high-pass'' temporal response.
In conclusion, from comparison of present simulations and experimental data we infer that the antiphase inhibition model exhibits the greater plausibility, at least in cats. The in-phase inhibition model is also able to mimic simple cell behavior quite well, and might be operative in other animals (such as ferrets (Roerig & Chen, 2002) or primates ).
Finally, we wish to stress some limitations of the present study, which may be the subject of future works. A first restriction is that we simulated only steady state conditions, thus neglecting all temporal dynamics. Dynamical studies, however, require not only a better characterization of the cortical cell time response (which, in this study, is characterized only by a time constant, see Eq. (11)) but also of the temporal pattern of thalamic cells. The latter is quite complex, and exhibits an impulse response with an overshoot, an undershoot, and a time delay (see McLaughlin et al., 2000) . Introduction of temporal interactions in the model may be of value to analyze direction selectivity, which is an important feature of many cortical cells, and to study the existence of axial responses, i.e., responses oriented 90°either side of optimum evoked by a small spot of light moving along the long axis of the receptive field (W€ org€ otter & Eysel, 1991) .
A second important point is that cortical synapses in our model are restricted to a single hypercolumn, i.e., connections among neurons with spatially displaced receptive fields are not considered. It has been suggested that cortical simple cells receive excitatory inputs also from cortical cells with similar orientation preference but spatially displaced receptive fields (Shouval, Goldberg, Jones, Beckerman, & Cooper, 2000) . These connections should be especially strong if the receptive fields of the two connected cells are displaced along an axis that corresponds to their preferred orientation (Schmidt, Goebel, Lowel, & Singer, 1997; Shouval et al., 2000) . The role of these ''contextual'' connections on the response of simple cells deserves further investigation.
