Abstract: In this paper we investigate a kind of optimal control problem of coupled forwardbackward stochastic system with jumps whose cost functional is defined through a coupled forwardbackward stochastic differential equation with Brownian motion and Poisson random measure. For this end, we first study the regularity of solutions for this kind of forward-backward stochastic differential equations. We obtain that the value function is a deterministic function and satisfies the dynamic programming principle for this kind of optimal control problem. Moreover, we prove that the value functions is a viscosity solutions of the associated Hamilton-Jacobi-Bellman equations with integral-differential operators.
Introduction
Nonlinear backward stochastic differential equations (BSDEs in short) in the framework of Brownian motion were introduced by Pardoux and Peng [10] . Since this pioneering work, the theory of BSDEs has been developing quickly and dynamically, and it has become a powerful tool in the study of partial differential equations (PDEs in short), stochastic control, stochastic differential games and mathematical finance.
Forward backward stochastic differential equations (FBSDEs in short) in the framework of Brownian motion were first studied by Antonelli [1] using contraction mapping on a small time interval. By virtue of a four step scheme, Ma, Protter and Yong [8] studied the solvability of FBSDEs with deterministic coefficients over an arbitrarily time duration, in which they obtained that the backward components of the solution are determined explicitly by the forward component of the solution by means of the solution of PDEs. But they required that the forward equation is non-degenerate. Hu and Peng [4] , Peng and Wu [12] and Yong [17] investigated the solvability of FBSDEs on an arbitrarily time duration via method of continuation. This method allows the coefficients to be random and the forward equation to be degenerate. But they required some monotonicity conditions on the coefficients. For more details of the theory of FBSDEs, we refer to Ma and Yong [9] and the references therein.
The other main result is that we give a probabilistic interpretation of a class of Hamilton-JacobiBellman equations with integral-differential operators, i.e., the value function W is a viscosity solution of the following Hamilton-Jacobi-Bellman equations with integral-differential operators:
   ∂ ∂t W (t, x) + H(t, x, W, DW, D 2 W ) = 0, (t, x) ∈ [0, T ) × R n , W (T, x) = Φ(x), x ∈ R n .
where for (t, x, u) ∈ [0, T ] × R n × U, +DW (t, x) · b t, x, W (t, x), DW (t, x) · σ(t, x, W (t, x), u), E (W (t, x + g(t, x, W (t, x), u, e) − W (t, x))λ(de), u + E (W (t, x + g(t, x, W (t, x), u, e) − W (t, x) − DW (t, x) · g(t, x, W (t, x), u, e))λ(de) +f t, x, W (t, x), DW (t, x) · σ(t, x, W (t, x), u), E (W (t, x + g(t, x, W (t, x), u, e)) − W (t, x))λ(de), u .
For the proof of the above probabilistic interpretation, we adapt the original ideas from Peng [11] for the optimal control problem of decoupled forward-backward stochastic system in the framework of Brownian motion, and the developed ideas from Li and Wei [6] for the optimal control problem of coupled forward-backward stochastic system in the framework of Brownian motion to our framework. In particular, in comparison with Li and Wei [6] , we make a short proof (see the proof of Lemma 5.5).
We investigate optimal control problem of coupled forward-backward stochastic system without supposing the coefficients to be Hölder continuous with respect to the control variable, while Peng [11] , Wu and Yu [16] and Li and Peng [5] supposed that the coefficients are Hölder continuous with respect to the control variable. On the other hand, in comparison with Li and Peng [5] , we investigate optimal control problem of coupled forward-backward stochastic system in the framework of Brownian motion and Poisson random measure, while Li and Peng [5] studied the decoupled forward-backward stochastic system in the framework of Brownian motion and Poisson random measure.
Li and Wei [6] studied the optimal control problem of coupled forward-backward stochastic system in the framework of Brownian motion. They studied two cases of the diffusion coefficient σ, i.e., (i) σ does not depend on z, but depends on the control u; (ii) σ depends on z, but does not depend on the control u. In this paper, we generalize the result of the case (i) to the forwardbackward system in the framework of Brownian motion and Poisson random measure.
Li and Wei [6] obtained the regularity of coupled FBSDEs without jumps which plays an important role when Y is one dimensional and the coefficients are the same. In comparison with Li and Wei [6] , we use a simple method to get the regularity of coupled FBSDEs with jumps when Y is multidimensional and the coefficients can be different. Moreover, the presence of jumps in this paper brings us much difficulty and adds us a supplementary complexity. This paper is organized as follows: Sections 2 recalls some notations and preliminaries. In Section 3 we study the regularity for solutions of coupled FBSDEs with jumps, which is useful in what follows. Section 4 studies optimal control of our forward-backward stochastic control system. We prove that the value function W is deterministic and satisfies the dynamic programming principle. In Section 5, we give a probabilistic interpretation of a class of Hamilton-Jacobi-Bellman equations with integral-differential operators.
Preliminaries
In this section, we present some preliminaries. The underlying probability space (Ω, F, P) is the completed product of the Wiener space (Ω 1 , F 1 , P 1 ) and the Poisson space (Ω 2 , F 2 , P 2 ). In the Wiener space (Ω 1 , F 1 , P 1 ): Ω 1 = C 0 (R; R d ) is the set of continuous functions from R to R d with value zero at 0, endowed with the topology generated by the uniform convergence on compacts. Moreover, F 1 is the Borel σ-algebra over Ω 1 , completed by the Wiener measure P 1 under which the d-dimensional coordinate processes B s (ω) = ω s , s ∈ R + , ω ∈ Ω 1 , and B −s (ω) = ω(−s), s ∈ R + , ω ∈ Ω 1 , are two independent d-dimensional Brownian motions. We denote by {F B s , s ≥ 0} the natural filtration generated by B and augmented by all P 1 -null sets, i.e.,
Let us now introduce the Poisson space (Ω 2 , F 2 , P 2 ). We denote by E = R l \ {0} endowed the space E with its Borel σ-field B(E). We consider a point function p on E, i.e., p : D p ⊂ R → E, where the domain D p is a countable subset of the real line R. The point function p defines on R × E the counting measure N (p, dtde) by the following
We denote by Ω 2 the collection of all point functions p on E, and F 2 be the smallest σ-field on Ω 2 with respect to which all mappings p → N (p, (s, t] × ∆), s, t ∈ R, s < t, ∆ ∈ B(E) are measurable. On the measurable space (Ω 2 , F 2 ) let us consider the probability measure P 2 under which N (p, dtde) becomes a Poisson random measure with Lévy measure λ. The compensator of N isN (dtde) = dtλ(de) and {Ñ ((s, t] × A) = (N −N )((s, t] × A)} s≤t is a martingale for any A ∈ B(E) satisfying λ(A) < ∞, where λ is an arbitrarily given σ-finite Lévy measure on (E, B(E)), i.e., a measure on (E, B(E)) with the property that E (1 ∧ |e| 2 )λ(de) < ∞. The filtration (F N t ) t≥0 is generated by N by the followinġ
and taking the right-limits F N t = s>tḞ N s ∨ N P 2 , t ≥ 0, augmented by the P 2 -null sets. Let us
where F is completed with respect to P, and the filtration F = {F t } t≥0 is generated by
where
are F t -progressively measurable processes, and ζ ∈ L 2 (Ω, F t , P; R n ). For a given m × n full-rank matrix G let us define:
where G T is transpose matrix of G. We use the usual inner product and Euclidean norm in R n , R m and R m×d , respectively. Let us make the following assumptions:
(H3.1) (i) b, σ, g and f are uniformly Lipschitz with respect to (x, y, z, k), and (b(·, 0, 0, 0, 0),
is uniformly Lipschtiz with respect to x ∈ R n , and for any
and the following holds:
From (H3.1) and standard arguments for SDEs it follows that
From (H3.2) and Young inequality it follows that there exists a positive constant C 2 such that
From (3.2), (3.3) and Young inequality there exists a constant C 3 such that
Combining (3.2), (3.3), (3.4) with (3.5) yields
from which we get the desired result. We can use the above argument to get the second inequality. The proof is complete.
By virtue of the above Proposition we have the following corollary.
There exists a positive constant C such that
Let us now introduce the random field:
where Y t,x is the solution of FBSDE (3.1) with ζ = x. From Corollary 3.3 it follows that, for all t 
Proof. Let us first consider the case when ζ is a simple random variable of the form
is a finite partition of (Ω, F t ) and
For each i, we denote by
By virtue of the uniqueness solution of FBSDE (3.7) we have
Therefore, for simple random variables, we have the desired result. For any ζ ∈ L 2 (Ω, F t , P; R n ) we can find a sequence of simple random variables {ζ n } in
from which we conclude the proof.
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We make the following assumption.
(H3.3) σ and g are independent of (z, k). 
Proof. From the uniqueness of solutions of FBSDE (3.1) and Proposition 3.4, it is easy to check that
Consequently, from (3.6) it follows that
Therefore, BDG inequality yields
Let us choose 0
From (3.1) and (3.8) we see that
from which and Gronwall inequality it follows that
Combining the above inequality with (3.9) yields
We can choose 0
Then, by (3.10) we conclude that
which together with (3.8) yields
The proof is complete.
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In the following of this section we investigate properties of the following FBSDEs with jumps, which are very useful in what follows.
For t ∈ [0, T ] and ζ ∈ L 2 (Ω, F t , P; R n ), let us consider the following coupled FBSDE with data (b, σ, g, f, ζ, Φ):
continuous with respect to (t, u).
We also make the following assumptions: (H3.4) (i) b, σ, g and f are uniformly Lipschitz with respect to (x, y, z, k); (ii) Φ(x) is uniformly Lipschtiz with respect to x ∈ R n ; (iii) (Monotonicity conditions)
, where β 1 , β 2 and µ 1 are nonnegative constants with β 1 + β 2 > 0, β 2 + µ 1 > 0. Moreover, we have β 2 > 0 when n > 1. Similar to Ma and Yong [9] one can show the following lemma.
Lemma 3.6. Under the assumption (H3.4), there exists a constant 0 ≤ δ ′ ≤ T − t such that, for all 0 ≤ δ ≤ δ ′ FBSDE (3.11) has a unique solution on the interval [t, t + δ].
We also have the following propositions. For their proofs are similar to that in Propositions 3.2 and 3.5, we omit them here. Proposition 3.7. For i = 1, 2, we suppose that 
In order to get the comparison theorem for solutions of FBSDEs (3.11) we make the following assumption.
(H3.5) There exists a constant K > −1 such that, for all (s, y, z,
The following comparison theorem for solutions of FBSDEs (3.11) follows from a similar argument as in Wu [15] . Lemma 3.9. For i = 1, 2, we suppose that (b, σ, g, f i , x, Φ i ) satisfy (H3.4). Let (X i , Y i , Z i , K i ) be the solution of FBSDE (3.11) associated to (b, σ, g, f i , x, Φ i ). There exists a constant 0 ≤ δ ′ ≤ T − t such that, for all 0 ≤ δ ≤ δ ′ , f 1 satisfies (H3.5) and the following holds:
Let us suppose that the control state space U is a compact metric space. The set of admissible controls U is the set of all U -valued {F t }-predictable processes.
For a given admissible control u(·) ∈ U , the initial time t ∈ [0, T ] and the initial state ζ ∈ L 2 (Ω, F t , P; R n ), let us consider the following coupled forward-backward stochastic control system: 
We also make the following assumptions: (H4.1) (i) b, σ, g and f are uniformly Lipschitz with respect to (x, y, z, k).
(ii) Φ(x) is uniformly Lipschtiz with respect to x ∈ R n . (iii) There exists a constant K > −1 such that, for all (s, y, z,
(iv) (Monotonicity conditions)
, where β 1 , β 2 and µ 1 are nonnegative constants with β 1 + β 2 > 0, β 2 + µ 1 > 0. Moreover, we have β 2 > 0 when n > 1. From Corollary 3.3 we know that
Let us now introduce a subspace of admissible controls.
Definition 4.1. The space U t,T of admissible controls over the given time interval [t, T ] is defined as the space of all processes {u r , t ≤ r ≤ T }, which are F-predictable and take values in U .
For u(·) ∈ U t,T , let us introduce the following associated cost functional:
where the process Y t,x;u is defined by FBSDE (4.1) with ζ = x. Let us now define the value function of the stochastic control problem:
J(t, x; u).
Under the assumption (H4.1), the value function W (t, x) is well defined and a bounded F tmeasurable random variable. But we have the following proposition which shows that W is a deterministic function.
Proposition 4.2. Under the assumption (H4.1), for any
The following lemma will show that W is invariant by a large class of transformations on Ω.
Together with the lemma, we can prove the above proposition by a similar argument as in [3] . 
of τ is equivalent to the underlying probability measure P,
Proof. The proof is divided into three steps:
Step 1: For any u ∈ U t,T , J(t, x; u) • τ = J(t, x; u(τ )), P-a.s.
Using the transformation τ to FBSDE (4.1) (with ζ = x), we compare the obtained FBSDE with the FBSDE (4.1) in which u is replaced by u(τ ). By virtue of the uniqueness of the solution of FBSDE (4.1) we deduce
It follows that, in particular, J(t, x; u)(τ ) = J(t, x; u(τ )), P-a.s.
Step 2: We now show that esssup u∈U t,T J(t, x; u) (τ ) = esssup u∈U t,T J(t, x; u)(τ ) , P-a.s.
Let us denote by I(t, x) = esssup u∈U t,T J(t, x; u). Then, for all u ∈ U t,T , I(t, x) ≥ J(t, x; u). Thus, I(t, x)(τ ) ≥ J(t, x; u)(τ ). Consequently,
For all u ∈ U t,T and random variable ξ with ξ ≥ J(t, x; u)(τ ), we see that ξ(τ −1 ) ≥ J(t, x; u), P-a.s. Then, ξ(τ −1 ) ≥ I(t, x), P-a.s., and thus, ξ ≥ I(t, x)(τ ), P-a.s. Consequently, esssup u∈U t,T J(t, x; u)(τ ) ≥ esssup u∈U t,T J(t, x; u) (τ ), P-a.s., from which and (4.3) we conclude that esssup u∈U t,T J(t, x; u) (τ ) = esssup u∈U t,T J(t, x; u)(τ ) , P-a.s.
Step 3: Let us now show that W (t, x) is invariant with respect to τ , i.e.,
The above two steps yield
where we have used {u(τ ) | u(·) ∈ U t,T } = U t,T . The proof is complete.
The following property of the value function W follows from Corollary 3.3.
Lemma 4.4. There exists a constant
We now investigate the dynamic programming principle for the optimal control of coupled forward-backward stochastic system (4.1). Let us first define the backward stochastic semigroups for the coupled forward-backward stochastic system. The notion of stochastic backward semigroup was first introduced by Peng [11] to study the optimal control of decoupled forward-backward stochastic system. The interested reader can also refer to Wu and Yu [16] , Li and Peng [5] and Li and Wei [6] . ) t≤s≤t+δ is the solution of the following FBSDE with data (b, σ, g, f, x, ψ): By Lemma 3.6 we know that when δ is sufficiently small, the above solution has a unique solution. Moreover, we have the following dynamic programming principle. Proof. In order to simplify notations let us denote by
(4.5)
Then it follows that W δ (t, x) is deterministic by a similar argument as in the proof of Proposition 4.2. The proof follows by the following two lemmas.
Proof. Let us denote by
Then there exists a sequence {u 1 i , i ≥ 1} ⊂ U t,t+δ , such that
For any ε > 0, let us set
and
Then {Γ i } i≥1 is an (Ω, F t )−partition, and
From the uniqueness of the solution of the coupled FBSDE it follows that
Therefore,
From (4.2) and Lemma 4.4 we know that there exists a constant C ∈ R such that (i) |J(t + δ, y; u 2 ) − J(t + δ, y ′ ; u 2 )| ≤ C|y − y ′ |, P-a.s., for all u 2 ∈ U t+δ,T ; (ii) |W (t + δ, y) − W (t + δ, y ′ )| ≤ C|y − y ′ |, for all y, y ′ ∈ R n , from which and by approximating X t,x;u ε 1 t+δ we conclude that
There exists a sequence {u 2 j , j ≥ 1} ⊂ U t+δ,T such that
Let us set
and put
Then, {Λ j } j≥1 is an (Ω, F t+δ )-partition and u ε 2 := Σ j≥1 1 ∆ j u 2 j ∈ U t+δ,T . Using the uniqueness of the solution of the coupled FBSDE we deduce
Consequently,
from which, (4.6) and Lemma 3.9 it follows that
where u ε = u ε 1 ⊕u ε 2 ∈ U t,T , and (X t,x;u , Y t,x;u , Z t,x;u , K t,x;u ) is the solution of the following equation: 
Letting ε ↓ 0 we get W δ (t, x) ≤ W (t, x).
Proof. From (4.5) it follows that
The definition of W (t + δ, y) yileds, for all y ∈ R n and u 2 ∈ U t+δ,T , W (t + δ, y) ≥ J(t + δ, y; u 2 ), P-a.s.
Let u ∈ U t,T be arbitrarily chosen and decomposed into u 1 = u| (t,t+δ] ∈ U t,t+δ , and u 2 = u| (t+δ,T ] ∈ U t+δ,T . From the above inequalities and Lemma 3.9 we conclude that, for all u ∈ U t,T ,
By virtue of Theorem 4.5 we now can show that W (t, x) has the continuity with respect to t. Proposition 4.8. Under the assumption (H4.1), the value function W (t, x) is continuous in t.
Proof. Let δ > 0 be sufficiently small such that 0 < δ ≤ T − t. We shall show that the following holds:
We only give the proof of the second inequality. A similar argument will show that the first one holds.
From the proof of Theorem 4.5 we know that there exists u ε ∈ U t,T such that where C is independent of the control process u.
Proof. From equations (5.6) and (5.7) we have From the definition of F it now follows that W is a viscosity subsolution of (5.1). We conclude the proof.
