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This paper presents a method of voice activity detection 
(VAD) suitable for high noise scenarios, based on the 
fusion of two complementary systems. The first system uses 
a proposed non-Gaussianity score (NGS) feature based on 
normal probability testing. The second system employs a 
histogram distance score (HDS) feature that detects changes 
in the signal through conducting a template-based similarity 
measure between adjacent frames. The decision outputs by 
the two systems are then merged using an open-by-
reconstruction fusion stage. Accuracy of the proposed 
method was compared to several baseline VAD methods on 
a database created using real recordings of a variety of high-
noise environments. 
 
Index Terms— decision fusion, histogram analysis, 




Voice activity detection (VAD) is an essential technique in 
speech processing. It is commonly utilised in automatic 
speech recognition, speaker recognition, speech coding, 
speech enhancement, and noise reduction applications. It 
has been a researched topic for more than 20 years and has 
led to the proposal of a variety of VAD algorithms [1, 2, 3, 
and 4]. However, the need for noise robust and efficient 
speech processing methods has increased, and thus, so has 
the need for high precision VAD algorithms that operate 
under extremely noisy conditions (SNR<5dB). This has 
been the motivation behind the design and implementation 
of the proposed VAD system presented in this paper. 
VAD algorithms typically consist of a feature 
extraction stage followed by a classification/segmentation 
process. Some of the features utilised include: Energy [2], 
zero crossing rate [2], cepstral coefficients [3], higher order 
spectra (HOS) [4], LPC analysis [5], autocorrelation 
measures, and spectral divergence [6]. Most VAD methods 
utilise a combination of features during the feature 
extraction stage. Some of the classification methods 
employed in recent VAD algorithms include: Gaussian 
mixture models (GMM) [7], support vector machine (SVM) 
[8], CART [9], and Gaussian likelihood ratio test [10]. 
In this paper, two features were developed for 
conducting VAD on noisy speech signals. Each feature was 
implemented as an autonomous system that carried out an 
independent VAD process. The first system utilises normal 
probability testing to obtain a measure of non-Gaussianity. 
This feature was titled the non-Gaussianity score (NGS). 
The second system utilises time-domain histogram analysis 
to obtain a template-based similarity measure of adjacent 
frames of the analysed signal. This feature was titled the 
histogram distance score (HDS). The outputs from the two 
systems were thresholded to conduct segmentation and 
attain speech/non-speech decisions. The decisions were 
fused to achieve final VAD decisions. These were then 
utilised to evaluate the proposed method with respect to 
reference VAD data. The results were compared to the 
performance of the ITU-T G.729 Annex B [11], advanced 
front-end (AFE) ETSI [12], long term spectral divergence 
(LTSD) [13], and Sohn’s likelihood ratio test (LRT) VAD 
[10] systems over the testing database. The results indicated 
that the developed system provides greater accuracy, than 





A database consisting of 14400 noisy speech files was 
produced and used for testing. The files were created at 
various lengths (60 and 120 seconds) and SNR using clean 
speech files from the TIMIT database and realistic noise 
recordings from a locally collected noise database. The 
noise recordings were collected from 6 independent real-
noise scenarios, with each recording having a length of 30 
minutes. The clean speech files were then added, at random, 
to random selections of the real-noise recordings to produce 
noisy speech files, with reference speech endpoints, at set 
SNR and length for each scenario. The files had a sampling 
rate of 16000 Hz and were grouped based on noise type and 
location. As seen in TABLE I, the database consisted of 3 
distinct real-life recorded noise scenarios, with each divided 
into two equal sized sets based on recording location or 
noise type. Each location was then divided into 3 equal 
sized noise-level sets: low noise (SNR=10 or 15 dB), 
medium noise (0 or 5 dB), and high noise (-5 or -10 dB). 
Each of the sets contained an equal number of files. 
TABLE I 
DATABASE NOISE SCENARIOS AND NOISE LOCATIONS 
Scenarios Location 1 Location 2 
STREET CITY SUBURB 
CAR WINDOW DOWN WINDOW UP 




The method proposed in this paper assumes the following 
noisy speech signal model: 






   (1) 
Where x i@ A represents the discrete-time noisy speech 
signal at sample i , s i@ A the clean speech signal, and n i@ A the 
background noise or non-speech signal.  
It must be noted, that unvoiced speech sounds 
approximate a white Gaussian process [14]. However, the 
model assumes a non-Gaussian/non-stationary distribution 
for all speech segments. Hence, to minimise error regions, 
score smoothing and hangover schemes were employed. 
 
3.1. Non-Gaussianity Score (NGS) 
 
One of the features of speech is its non-Gaussian nature 
relative to typical background noise, which often is highly 
Gaussian [14]. Hence, the non-Gaussianity score (NGS) 
feature, hereon referred to using the symbol ψ , was 
developed to conduct a measure of non-Gaussianity for a 
segment of data. To obtain ψ  for the speech segment, x i@ A, 
the inverse of the normal cdf for the data was calculated: 
       
γ = F@ 1 p|µ ,σb c= γ : F γ |µ ,σb c= p
T U
           (2) 
where, 
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µ = mean of x i@ A   and   σ = standard deviation of x i@ A 
The probabilities were then assigned to p  in (2) to 
obtain the required γ  values for plotting the normal 
probability plot of the x i@ A data. However, the normal 
probability plot conducts a comparison between γ  and 
probabilities of a reference, Gaussian dataset, if x i@ A was to 
represent a Gaussian data segment. Hence, this is calculated 
and referred to as the probability set g   in (4).   
The deviation of the probability plot of the data ( γ ) to 
its reference Gaussian probability plot ( g ) was chosen as 
the measure of non-Gaussianity, or ψ . Linear regression 
was utilised to acquire a measure for this deviation: 
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g i
@ A
= Probabilities of the reference normal data  
The NGS feature, measures the deviation of the normal 
probability plot of the analysed data ( γ ) from its reference 
normal plot ( g ). 
 
3.2. Histogram Distance Score (HDS) 
 
Speech is classified as a non-stationary process, while many 
noise processes are approximately stationary. Measuring 
change in the joint probability of samples between 
successive frames can, therefore, help discriminate between 
the two classes, provided large frame lengths (>80ms) are 
used to overcome the quasi-stationary nature of speech [15]. 
In this paper, a new feature for voice activity detection 
(termed HDS) was derived using the histogram of short-
term frames of time-domain samples as a quantised 
representation of the probability distribution.  By fixing the 
number of (equally-spaced) histogram bins and allowing 
their width to change according to the range of samples in 
each frame, a form of energy normalisation was achieved. 
This range normalisation, however, precludes principled 
comparison between the distributions using measures such 
as the symmetric relative entropy (Kullback-Leibler metric 
[16]).  Instead, the proposed feature adopts a template-
matching approach.  To do this, a template vector was 
formed from each frame’s histogram, and then a similarity 
distance was calculated between successive vectors. 
As the range is normalised due to the fixed number of 
bins, the histogram preserves the form of the distribution, 
thus the vector distance encodes the change in shape 
between frames.  While higher-order statistics, such as 
skewness and kurtosis, reflect particular characteristics of 
the distribution, the vector distance encodes the overall 
change in shape in a single dimension feature that has low 
computational complexity, and makes no further 
assumptions regarding the underlying process. 
Specifically, the proposed histogram distance score 
(HDS) feature, referred to using the symbol δ , was defined 
as follows. To calculate δ  for a given data segment, the 
time-domain histogram of the input data was obtained. The 
histogram bin counts were then used as a template vector 
containing p elements, with p representing the number of 
bins employed for the histogram computation. A constant 
number of bins were employed for histogram analysis of the 
input frames of data (with p=250), thus bin widths varied 
from frame to frame. A similarity comparison of the 
adjacent vector-templates was carried out using the 
Euclidean distance measure.  Use of the Euclidean distance 
in a similar context was discussed in [17].  The 
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     (5) 
Hk = histogram of the kth segment of x[i] 
The HDS measure, conducts a template-based 
similarity measure between the energy normalised time-
domain histograms of adjacent input data segments. 
3.3. Smoothing and Hangover Scheme 
 
Consistent with the goal of noise robustness, the above 
systems focus on characteristics of voiced speech, as 
unvoiced speech is less distinctive and more likely to be 
masked by background noise. Unvoiced speech segments 
are thus likely to pass un-detected using just the above 
systems.  Hence, a smoothing and hangover scheme was 
implemented to capture neighbouring unvoiced speech 
segments in the VAD decision.  
First, a moving average filter was used to pad short 
gaps and remove spikes in the outputs of both systems. 
Then, for only the NGS system scores, a pre- and post-
hangover scheme was conducted on the decisions following 
thresholding. Based on the study in [18], voiced speech is, 
typically, preceded by 300ms and followed by 500ms of 
unvoiced speech. Hence, a pre-hangover of 300ms and post-
hangover of 500ms were utilised to ensure a more accurate 
boundary expansion of the NGS detected segments. 
 
3.4. Decision Fusion 
 
A unique decision fusion was employed to achieve a higher 
precision VAD process. The decisions from the two systems 
were fused using the open-by-reconstruction morphological 
technique of image processing [19]. The motivation behind 
the fusion was to achieve accuracy through combining the 
best decisions of the independent systems. This was based 
on the nature of the NGS system being biased towards 
insertions rather than deletions, due to the hangover scheme 
applied to the thresholded NGS scores, as was explained in 
section 3.3. The HDS system, on the other hand, provided 
spikes of decisions and was thus biased towards deletions. 
This was due to its capacity for detection of extreme 
changes in distribution shapes, which more frequently occur 
during speech and at noise-to-speech, or speech-to-noise 
boundaries. Hence, the systems complemented one another. 
To conduct this fusion, the decisions obtained from the 
systems were used as “masks’ and “markers”. A search was 
conducted for marked speech regions, by the HDS system 
(“markers”), within the NGS detected regions (“masks”). 
The “mask” regions encapsulating any “markers” were 
maintained as speech decisions, while “masks” with no 




The proposed method was evaluated against four baseline 
VAD algorithms: LTSD [13], Sohn’s LRT [10], AFE ETSI 
[12], and the ITU-T G.729 Annex B [11]. 
 
4.1. Training and Testing 
 
To obtain unbiased test results over the entire corpus, 
results for the location-1 scenarios were generated using 
systems trained on the location-2 data, and vice versa. That 
is, a 2-fold cross-validation approach was employed to 
minimise HTER with folds defined according to noise 
location. This was employed for the training and testing of 
the developed and baseline methods, with the exception of 
the G.729-B and ETSI systems, as their parameters are all 
fixed according to their standard specification [11, 12]. 
 
4.2. Performance Evaluation 
 
The errors were calculated as percentages of time. The 
evaluation metrics utilised included, false alarm rate (FAR), 
miss rate (MR), and half-total error rate (HTER): 
% FAR =
Number of nonspeech samples detected as speech





Number of speech samples not detected as speech




The HTER was calculated as the average of the FAR 
and MR values. The errors were obtained with respect to 
the reference speech/non-speech boundaries for each file. 
Through performance analysis of baseline methods 
(TABLE II), it can be seen that G.729-B, ETSI, and Sohn’s 
LRT systems are not optimised for high noise. However, 
LTSD displays robustness to noisy conditions with 
comparison to the rest of the baseline systems.  
In addition, it can be seen that as noise levels increase 
the HDS system continuously maintains a low FAR, even in 
extremely high noise. This is while the NGS system retains 
a low MR. The Fusion system takes advantage of these 
systems, through decision fusion, to provide the lowest 




In this paper, a method of voice activity detection (VAD) 
was proposed. Two VAD features were developed; a non-
Gaussianity score (NGS) to conduct a measure of non-
Gaussianity, and a histogram distance score (HDS), to 
measure the local variations of HOS values. Each feature 
was utilised to construct an independent VAD system. 
 
 
Fig. 1. (a) Car-Window-Down at high noise (reference speech marked by 
solid line and detected speech marked by dashed line) (b) NGS system 
output or “masks” (c) HDS system output or “markers” 
The output VAD decisions from the two systems were 
processed using a decision fusing technique. The proposed 
method was evaluated against baseline methods, using a 
real-noise database, and outperformed these methods. The 
results indicate that further improvement of the Fusion 
method can be achieved through FAR error reduction. The 
authors aim to investigate this possibility. In addition, as 
future work, the authors aim to obtain fully real speech 
recordings from adverse conditions to conduct evaluations 
under completely realistic noisy speech scenarios. 
TABLE II 
THE ERRORS OVER ALL NOISE GROUPS AND CONDITIONS FOR THE PROPOSED VAD SYSTEMS (MARKED IN BOLD FONT) AND THE FOUR BASELINE METHODS, 
NGS AND HDS SYSTEMS ARE DISPLAYED TO INDICATE THE ERROR REDUCTION ACHIEVED THROUGH THE DECISION FUSION BLOCK 
Low Noise (SNR = 10 or 15 dB) Medium Noise (SNR = 0 or 5 dB) High Noise (SNR = -5 or -10 dB) VAD 
Systems % FAR % MR % HTER % FAR % MR % HTER % FAR % MR % HTER 
Fusion 10.3 2.5 6.4 13.2 8.4 10.8 26.2 22.8 24.5 
NGS 16.5 1.7 9.1 19.3 7.1 13.2 35.8 20.6 28.2 
HDS 12.4 16.7 14.6 11.5 31.1 21.3 14.8 50.5 32.6 
LTSD 11.5 7.1 9.3 19.1 12.4 15.7 21.9 34.6 28.3 
Sohn’s (LRT) 26.5 17.7 22.1 38.8 20.8 29.8 44.6 29.7 37.2 
G.729-B 27.4 19.2 23.3 27.8 32.8 30.3 28.5 53.5 41.0 
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