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THE HOCHSCHILD COHOMOLOGY
OF SQUARE-FREE MONOMIAL COMPLETE INTERSECTIONS
NGHIA T.H. TRAN AND EMIL SKO¨LDBERG
Abstract. We determine the Hochschild cohomology algebras of the square-free mono-
mial complete intersections. In particular we provide a formula for the cup product which
gives the cohomology module an algebra structure and then we provide a description of
this structure in terms of generators and relations. In addition, we compute the Hilbert
series of the Hochschild cohomology of these algebras.
Introduction
The Hochschild (co)homology of an algebra contains substantial information about
the algebra. Many works have studied different aspects of the structure of Hochschild
(co)homology (see [2, 4, 7, 1]). However, the multiplication in the Hochschild (co)homology
is complicated to calculate and not known in general. In [8], T. Holm determined the ring
structure of the Hochschild cohomology for the k-algebra k[X ]/〈f〉 where f is a monic
polynomial in the polynomial ring k[X ] of a single variable X and k is a commutative ring
with unity. In particular, this description was given in terms of generators and relations,
which is fruitful to utilize in some sense.
Our work was initially inspired by attempts to understand the structure of Hochschild
cohomology of algebras with more variables. We consider the square-free monomial inter-
sections, which is in the form of algebras A = k [x1, x2, . . . , xn] /〈m1, m2, . . . , mr〉 where
mi’s are square-free such that supp(mi) ∩ supp(mj) = ∅. After relabeling, we have
A ∼=
k [x1, . . . , xu1 ]
x1 · · ·xu1
⊗k · · · ⊗k
k [x1, . . . , xus ]
x1 · · ·xus
⊗k k [x1, . . . , xm] .
As the tensor product is preserved under the action of taking the Hochschild cohomology,
i.e., HH∗(A⊗k B) ∼= HH
∗(A)⊗k HH
∗(B), we only need to study the algebras of the form
k [x1, x2, . . . , xn] /〈x1x2 · · ·xn〉 where k is a field and n ∈ N.
The note is divided into six sections. In Section 1, we review some basic notions of
Hochschild cohomology. Also, here we interpret the alternative resolution given by Guc-
cione et al. in [3] to construct the Hochschild cohomology module in our case. In Section
2, we study the k-space structure of the Hochschild cohomology of the given algebra,
denoted by HH∗(A). In particular, we describe this module via the cohomology of simpler
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complexes in Theorem 2.5. In Sections 3 and 4, starting from a cocycle we construct
an explicit chain map between the shifted resolution and the resolution itself. From this
map, we can describe the Yoneda product which gives the k-space an algebra structure.
In Section 5, we use the previous results to describe the ring structure of HH∗(A) in
terms of generators and relations. This is the main result of the paper, which is presented
in Theorem 5.1. In Section 6, we finish the article by computing the Hilbert series of
HH∗(A), which is given in Theorem 6.1.
Acknowledgements. We are grateful to some of our colleagues for their careful read-
ing and useful comments on the paper. Our warmest thanks go to Isaac Burke for dis-
cussions on the Hochschild (co)homology topic. In order to check the computations in
examples, we used Macaulay2 [5].
1 A construction of Hochschild cohomology
We first introduce some notation. Let Aop be the opposite algebra of A. In our case,
Aop is exactly A since A is commutative. Throughout this paper, tensor products will be
taken over k, i.e., ⊗ = ⊗k unless otherwise indicated. By A
e = A ⊗ Aop we denote the
enveloping algebra of A. We use the same notation for elements in k[x1, x2, . . . , xn] and
their cosets in the quotient ring A with the convention x1x2 · · ·xn = 0, if there are no
ambiguities.
In order to compute the Hochschild cohomology, we use the resolution in [3] which
is more conducive to explicit computation than the historical resolution of Hochschild,
which was given in [6], (see also [9]). We give details of the resolution in case of the
square-free monomial f = x1x2 · · ·xn and get the following resolution:
· · ·
d3−−−−→ F2
d2−−−−→ F1
d1−−−−→ F0
ǫ
−−−→ A −→ 0 (1.1)
where Fm is a finitely generated free A
e-module with basis elements ei1···is · t
(q) (s, q ≥ 0
and s + 2q = m), whereby ei1···is or eI with I = {i1, . . . , is} we mean ei1 ∧ · · · ∧ eis
(1 ≤ i1 < · · · < is ≤ n). Then (1.1) is an exact sequence of free A
e-modules Fm with
ǫ : Ae → A, a⊗ b 7→ ab
and where the differentials dm are defined inductively as follows:
ds(ei1···is) =
s∑
j=1
(−1)j−1(1⊗ xij − xij ⊗ 1)ei1···̂ij ···is;
d2(t) =
n∑
j=1
x1 · · ·xj−1 ⊗ xj+1 · · ·xn · ej;
ds+2q(ei1···ist
(q)) = ds(ei1···is)t
(q) + d2(t) · ei1···is · t
(q−1), if q ≥ 1.
For abbreviation, we sometimes write d instead of dm.
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Applying the contravariant functor HomAe(−, A) to the truncation of the above reso-
lution, we obtain a complex of Ae-modules and Ae-homomorphisms
0 −→ HomAe(F0, A)
d∗
1−−−−→ HomAe(F1, A)
d∗
2−−−−→ HomAe(F2, A) −→ · · · .
From the last complex, by passing to cohomology one gets the Hochschild cohomology
HH∗(A) of A. In more detail,
HH∗(A) = ⊕
i≥0
HHi(A),
that is, HHi(A) = Hi(HomAe(F•, A)) = Ker(d
∗
i+1)/Im(d
∗
i ) for all i ≥ 0, where d
∗
0 is taken
to be the zero map.
So far we have constructed the Hochschild cohomology of algebra A to be an N-graded
Ae-module.
2 Hochschild cohomology HH∗(A) as a k-space
In this section, we consider the Hochschild cohomology as a graded k-space and give a
description of the structure of this module via simpler complexes.
For any m ∈ N, let Fm be the k-space spanned by the same basis elements as Fm.
By the definition of Fm, the number of basis elements is finite. There is an isomorphism
between the following k-spaces
HomAe(Fm, A) ∼= Homk(Fm, A)
for all m ∈ N. Thus, we get a new complex of k-spaces and k-homomorphisms
0 −→ Homk(F 0, A)
∂1−−−−→ Homk(F 1, A)
∂2−−−−→ Homk(F 2, A) −→ · · · , (2.1)
where the maps ∂m (form ∈ N) will be stated in the subsequent lemma. For abbreviation,
we often use ∂ instead of ∂m when we do not need to specify the index m.
Now let us introduce some notation which will appear in the sequel:
• [n] := {1, 2, . . . , n};
• sgn(i, I) := (−1)|{j∈I|j<i}| where |S| is the cardinality of the set S;
• xα := xα11 x
α2
2 · · ·x
αn
n where α is the lattice point (α1, α2, . . . , αn) in N
n;
• supp(xα) := {i | αi > 0} where α = (α1, α2, . . . , αn) as above.
Let eIt
(q) be a basis element in Fm and x
α be a basis element in A. We denote by
(eIt
(q),xα) the k-linear map in Homk(Fm, A) which sends eIt
(q) to xα and other basis
elements to 0, i.e.,
(eIt
(q),xα)(eJt
(p)) =
{
xα, if J = I and p = q,
0, otherwise.
Let us call these basis elements the standard elements; since Fm is finite dimensional,
they form a basis of Homk(Fm, A). We also use the same notation, (eIt
(q),xα), for the
residue class in HH∗(A).
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Lemma 2.1. Let (eIt
(q),xα) be a standard element in Homk(Fm, A). We have
∂m+1(eIt
(q),xα) =
∑
i∈Irsupp(xα)
sgn(i, I)(eIr{i}t
(q+1),xα · x1 · · ·xi−1 · xi+1 · · ·xn).
Proof. Let us consider the following diagram
HomAe(Fm, A)
∼=

d∗m+1// HomAe(Fm+1, A)
∼=

Homk(Fm, A)
OO
∂m+1// Homk(Fm+1, A).
OO
By combining the isomorphisms, we can deduce ∂m+1 from d
∗
m+1 straightforwardly.
As f = (eIt
(q),xα) is a standard element of Homk(Fm, A), f is identified with a function
in HomAe(Fm, A). A direct calculation shows that it is (eIt
(q),xα), which is also denoted
by f by abuse of notation. The canonical homomorphism
d∗m+1 : HomAe(Fm, A) −→ HomAe(Fm+1, A)
f 7−→ d∗m+1(f) := f ◦ d
sends f to d∗m+1(f), an A
e-homomorphism from Fm+1 to A.
Recall that A is a left and right Ae-module by the scalar multiplication: (a⊗b) ·c = acb
and c · (a⊗ b) = bca respectively. Let ei1···ist
(p)(shortly, eJt
(p)) be a basis element in Fm+1.
By (??), one has
d∗m+1(f)(eJt
(p)) = f
(
dm+1(eJt
(p))
)
= A1 + A2
where
A1 = f
(
s∑
j=1
(−1)j+1d1(eij )eJr{ij}t
(p)
)
=
s∑
j=1
(−1)j+1(1⊗ xij − xij ⊗ 1) · f(eJr{ij}t
(p))
=
s∑
j=1
(−1)j+1
(
f(eJr{ij}t
(p)) · xij − xij · f(eJr{ij}t
(p))
)
= 0; and
A2 = f
(
(−1)leJd2(t)t
(p−1)
)
= f
(
n∑
i=1
x1 · · ·xi−1 ⊗ xi+1 · · ·xn · ei ∧ eJt
(p−1)
)
=
∑
i∈[n]rJ
sgn(i, J)x1 · · ·xi−1 · f(eJ∪{i} · t
(p−1)) · xi+1 · · ·xn
=
∑
i∈[n]rJ
sgn(i, J)x1 · · ·xi−1 · xi+1 · · ·xn · f(eJ∪{i} · t
(p−1)).
Since
f(eJ∪{i} · t
(p−1)) =
{
xα if J ∪ {i} = I and p− 1 = q
0 otherwise
,
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we have
A2 =
{
sgn(i, J)x1 · · ·xi−1 · xi+1 · · ·xn · x
α if J = I r {i} and p = q + 1
0 otherwise
where i is an element in I. Note that sgn(i, J) = sgn(i, I) when J = I r {i} and if
i ∈ supp(xα), then x1 · · ·xi−1 · xi+1 · · ·xn · x
α = 0 in A. Hence, the formula follows. 
From this lemma, we are going to derive some consequences about properties of standard
elements in the kernel and the image of ∂.
Corollary 2.2. Let (eIt
(q),xα) be a standard element. We have ∂(eIt
(q),xα) = 0 if and
only if I is a subset of supp(xα).
Corollary 2.3. The non-zero standard element (eIt
(q),xα) occurs as a component of some
element in Im(∂) if and only if the two following conditions hold:
(i) q > 0; and
(ii) There exists some index i in [n]r I which satisfies supp(xα) = [n]r {i}.
Proof. The first part “⇒ ” is straightforward by observing the formula of ∂ in Lemma 2.1.
Conversely, if (eIt
(q),xα) satisfies the two conditions (i) and (ii), it will be a component
in the image of the element
(
eI∪{i}t
(q−1),
xα
x1 · · · x̂i · · ·xn
)
. 
Corollary 2.4. If (eIt
(q),xα) and (eJt
(p),xβ) are standard elements such that their images
under ∂ have some non-zero component in common, then they are identical.
Proof. This is an immediate consequence of Corollary 2.3. 
The k-space Homk(Fm, A) is generated by standard elements of degree m, i.e.,
Homk(Fm, A) = ⊕
|I|+2q=m
k(eIt
(q),xα)
where k(eIt
(q),xα) is the k-module generated by the standard element (eIt
(q),xα).
Let Γ be the set of standard elements that are not in any component of Im(∂). Let us
take an element γ = (eIt
(q),xα) in Γ. The image of γ under ∂ is given by Lemma 2.1:
∂(γ) =
∑
i∈Irsupp(xα)
sgn(i, I)(eIr{i}t
(q+1),xα · x1 · · ·xi−1 · xi+1 · · ·xn).
From here, we construct a complex Mγ :
· · · 0 −→ k(eIt
(q),xα) −→ ⊕
i∈Irsupp(xα)
k(eIr{i}t
(q+1),xα · x1 · · ·xi−1 · xi+1 · · ·xn) −→ 0 · · · ,
where the k-maps are taken to be the k-maps ∂ in (2.1) restricted to the corresponding
subspaces. We obtain that each such complex is a subcomplex of (2.1), moreover it is
a direct summand of (2.1). By Corollary 2.4, the subcomplexes indexed by elements in
Γ have zero intersection. The following theorem shows that the complex (2.1) can be
written as a direct sum of subcomplexes indexed by the elements in Γ.
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Theorem 2.5. We have the following direct sum:
Homk(F •, A) = ⊕
γ∈Γ
Mγ .
Proof. It is obvious that we have the inclusion ⊕
γ∈Γ
Mγ ⊆ Homk(F •, A) since Mγ is a
subcomplex of Homk(F •, A) for all γ ∈ Γ. For the inverse inclusion, let us consider
an arbitrary non-zero basis element E = (eIt
(q),xα) in Homk(Fm, A). There are two
conceivable cases:
Case 1. If E is a component in the image Im(∂), then there exists a unique element γ
in Homk(Fm−1, A), stated in Lemma 2.3, not in the kernel of ∂ such that ∂(γ) contains
E as a component. It is obvious that γ ∈ Γ and the subcomplex Mγ includes E.
Case 2. If E is not any component in Im(∂), then E belongs to the subcomplex indexed
by E itself, ME .
Hence, the complex (2.1) can be split into a direct sum of simpler subcomplexes as desired.

Corollary 2.6. For each i in N, we have the following isomorphism:
H i(Homk(F •, A)) ∼= ⊕
γ∈Γ
H i(Mγ).
Example 2.7. We will see here a slice of splitting complex for the case n = 2, which is
also used to illustrate the results throughout this article. Let A = k[x, y]/〈xy〉 where k is
a field. Then some of the subcomplexes in Corollary 2.6 for A are shown as below:
. . .
0 −→ k(e1, y
3) −→ k(t, y4) −→ 0
0 −→ k(e1t, y) −→ k(t
2, y2) −→ 0
0 −→ k(t, x5) −→ 0
k(e1t, x)
0 −→ k(e1e2, 1) −→ ⊕ −→ 0
k(e2t, y)
. . .
From Corollary 2.2, 2.3 and Theorem 2.5, we mention here a consequence about the
kernel and image of the map ∂.
Remark 2.8. The kernel of ∂ is spanned by the standard elements (eIt
(q),xα) where I is
a subset of supp(xα). The image of ∂ is spanned by ∂(eIt
(q),xα) where I is not a subset
of supp(xα).
We have obtained a description of HH∗(A) as a k-module via simpler complexes. Next
we will equip HH∗(A) with a multiplication which gives this module the structure of a
k-algebra.
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3 An explicit chain map
For now, let F• be a free resolution of the A
e-module A and f : Fi → A be an A
e-
homomorphism such that f ◦ di+1 = 0. By the comparison theorem, there is a chain map
f˜ consisting of homomorphisms f˜m, m ∈ N that makes the following diagram commute,
moreover such a chain map is unique up to chain homotopy.
· · · // Fi+2
f˜2

di+2 // Fi+1
f˜1

di+1 // Fi
f˜0

f
❄
❄
❄
❄
❄
❄
❄
❄
· · · // F2
d2 // F1
d1 // F0
ǫ // A
(3.1)
In theory, we know how to construct such a chain map. However, it is not generally
easy in practice. The goal of this section is to provide an explicit chain map in case of
our resolution that makes the above diagram commute. First we need some following
auxiliary results on computations. The lemma below can be seen as a generalization of
Corollary 2.2.
Lemma 3.1. Let f : Fi → A be a cocycle and ei1···imt
(q) be a basis element in Fi. We
then have that xij is a divisor of f(ei1···imt
(q)) for all j ∈ [m] if f(ei1···imt
(q)) 6= 0.
Proof. Without loss of generality, we assume that j = 1. Let us consider the element
ei2···imt
(q+1) ∈ Fi+1. Applying the differential map, one has that:
di+1(ei2···imt
(q+1)) =
m∑
j=2
(−1)j(1⊗ xij+1 − xij+1 ⊗ 1)ei2···îj ···imt
(q+1)
+
n∑
j=1
(x1 · · ·xj−1 ⊗ xj+1 · · ·xn)ej ∧ ei2···imt
(q).
Hence,
f ◦ di+1(ei2···imt
(q+1)) =
n∑
j=1
(x1 · · ·xj−1 · xj+1 · · ·xn)f(ej ∧ ei2···imt
(q)).
Since f ◦ di+1(ei2···imt
(q+1)) = 0, we have that:
n∑
j=1
(x1 · · ·xj−1 · xj+1 · · ·xn)f(ej ∧ ei2···imt
(q)) = 0.
Multiplying both sides by x1 · · ·xi1−1 · xi1+1 · · ·xn, we obtain that:
x21 · · ·x
2
i1−1
· x2i1+1 · · ·x
2
nf(ei1 ∧ ei2···imt
(q)) = 0.
So we must have xi1 |f(ei1···imt
(q)). 
Lemma 3.2. For z ∈ [n], set Uz :=
n∑
j=z+1
(x1 · · ·xj−1 ⊗ xj+1 · · ·xn)ej with the convention
that Un = 0. We then have d(Uz) = x1 · · ·xz ⊗ xz+1 · · ·xn.
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Proof. Applying the differential map, one gets
d(Uz) =
n∑
j=z+1
(x1 · · ·xj−1 ⊗ xj+1 · · ·xn)(1⊗ xj − xj ⊗ 1)
=
n∑
j=z+1
(x1 · · ·xj−1 ⊗ xj · · ·xn − x1 · · ·xj ⊗ xj+1 · · ·xn) = x1 · · ·xz ⊗ xz+1 · · ·xn.
Thus the assertion follows. 
Now we are in the position to obtain the formula of the chain map.
Proposition 3.3. Let f : Fi → A be a cocycle in HomAe(Fi, A). For a given j ∈ N,
we define an Ae-homomorphism f˜j : Fi+j → Fj as follows. Let x = ei1···imt
(q) be a basis
element in Fi+j and define:
f˜j(x) =
∑
M
(−1)ms+j1+···+jr−rUls · · ·Ul1 · eijr ···ij1 t
(u) ·
f(ei1···̂ij1 ···̂ijr ···im
∧ el1···lst
(q−u−s))
xl1 · · ·xls
⊗ 1,
where the sum is indexed on M which consists of triples (u, J, L) where J = {j1, . . . , jr},
L = {l1, . . . , ls} satisfying the following conditions:
r + s+ 2u = j; 1 ≤ j1 < · · · < jr ≤ m; and 1 ≤ l1 < · · · < ls ≤ n.
The chain map f˜ given as above makes the diagram (3.1) commute.
The proof of this theorem is given by the combination of the following remarks and
lemmas.
Remark 3.4. By Lemma 3.1, we have
f(ei1···̂ij1 ···̂ijr ···im
∧ el1···lst
(q−u−s))
xl1 · · ·xls
is an element in
A. Also by this lemma, all elements in form of a ‘fraction’ like above are in A throughout
this section.
In the our first lemma, we can see how the first step, on f˜0, works with any homomor-
phism f , not necessarily satisfying f ◦ di+1 = 0.
Lemma 3.5. For any homomorphism f in HomAe(Fi, A), we always have the commuta-
tive diagram below:
Fi
f˜0

f
❄
❄
❄
❄
❄
❄
❄
❄
F0
ǫ // A
Proof. Indeed, for any basis element x = ei1···imt
(q) in Fi, we have r + s + 2u = 0. Then,
r = s = u = 0 is the only option and one gets that
f˜0(x) = f(x)⊗ 1
So we obtain that ǫf˜0 = f. 
We now turn to the rest of the diagram in the following lemma.
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Lemma 3.6. The homomorphisms defined in Proposition 3.3 make the following diagram
commute:
Fi+j
f˜j

di+j // Fi+j−1
f˜j−1

Fj
dj // Fj−1
Proof. Let f = (eKt
(v),xα) be a standard element and x = ei1···imt
(q) be a basis element
in Fi+j. To simplify the proof, let us introduce some notation:
• Let I := {i1, . . . , im}; J := {ij1 , . . . , ijr}; and L := {l1, . . . , ls}. We see that
f(ei1···̂ij1 ···̂ijr ···im
∧ el1···lst
(q−u−s)) = f(e(IrJ)∪Lt
(q−u−s))
up to sign, which is non-zero (= xα) if and only if (IrJ)∪L = K and q−u−s = v.
• sN = |K rN |;
• Let M and N be two sets of natural numbers such that M ∩ N = ∅. We denote
sgn(M,N) the power of −1 such that
eM ∧ eN = sgn(M,N)eM∪N .
It is simple to show that
sgn(M,N) =
∏
i∈M
sgn(i, N).
Let N := I r J = K r L. Then we have N ⊆ I ∩K and the formula becomes:
f˜j(x) =
∑
N⊆I∩K
|N |≥|K|−q+v
(†)UKrN · eIrN · t
(q−v−|K|+|N |) ·
xα
xKrN
⊗ 1, (3.2)
where the sign of the summand corresponding to N in 3.2 is
(†) = (−1)m·sN · sgn(I rN,N) · sgn(N,K rN);
xM :=
∏
i∈M
xi; and whereby UM (for any M = {i1, . . . , ir}, i1 < · · · < ir), we mean
Uir ∧ · · · ∧ Ui1 .
We will show that dj ◦ f˜j(x) = f˜j−1 ◦ di+j(x). All the below computations are to be
considered as equations up to sign. The sign of the formula will be considered later.
dj ◦ f˜j(x) =
∑
N⊆I∩K
|N |≥|K|−q+v
i∈KrN
d(Ui) · U(KrN)r{i} · eIrN · t
(q−v−|K|+|N |) ·
xα
xKrN
⊗ 1
+
∑
N⊆I∩K
|N |≥|K|−q+v
i∈IrN
d(ei) · UKrN · e(IrN)r{i} · t
(q−v−|K|+|N |) ·
xα
xKrN
⊗ 1
+
∑
N⊆I∩K
|N |>|K|−q+v
i 6∈IrN
Xi · UKrN · e(IrN)∪{i} · t
(q−v−|K|+|N |−1) ·
xα
xKrN
⊗ 1,
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where Xi := x1 · · ·xi−1 ⊗ xi+1 · · ·xn. Let us denote these three sums as (1L), (2L) and
(3L) respectively. Computing the right hand side, we have
f˜j−1 ◦ di+j(x) = (1R) + (2R) + (3R),
where
(1R) :=
∑
N⊆I∩K
|N |≥|K|−q+v
i∈IrK
d(ei) · UKrN · e(Ir{i})rN · t
(q−v−|K|+|N |) ·
xα
xKrN
⊗ 1,
(2R) :=
∑
N⊆I∩K
|N |≥|K|−q+v
i∈(I∩K)rN
d(ei) · UKrN · e(Ir{i})rN · t
(q−v−|K|+|N |) ·
xα
xKrN
⊗ 1,
(3R) :=[q > 0]
∑
N⊆(I∪{i})∩K
|N |≥|K|−q+v+1
i/∈I
Xi · UKrN · e(I∪{i})rN · t
(q−v−|K|+|N |−1) ·
xα
xKrN
⊗ 1.
Since K rN = (K r I) ∪ ((K ∩ I)rN), we can write
(1L) =
∑
i∈KrN
. . . =
∑
i∈KrI
. . .+
∑
i∈(I∩K)rN
. . . =: (1L)
A + (1L)
B.
Similarly, we have
(3L) =
∑
i/∈IrN
. . . =
∑
i/∈I∪K
. . .+
∑
i∈N
. . .+
∑
i∈KrI
. . . =: (3L)
A + (3L)
B + (3L)
C
and
(3R) =
∑
i/∈I
. . . =
∑
i/∈I∪K
. . .+
∑
i∈(KrI)∩N
. . .+
∑
i∈(KrI)rN
. . . =: (3R)
A + (3R)
B + (3R)
C .
In order to get
(1L) + (2L) + (3L) = (1R) + (2R) + (3R),
we will show that
(i) (2L) = (1R) + (2R);
(ii) (3L)
A = (3R)
A;
(iii) (1L)
A = (3R)
B;
(iv) (3L)
B = (3R)
C ;
(v) (1L)
B + (3L)
C = 0.
As mentioned before, we will show that these sums are identical up to sign first. For (i),
since i ∈ I rN = (I rK)∪ ((I ∩K)rN), we have (IrN)r {i} = (Ir {i})rN . Thus,
(2L) = (1R) + (2R).
Since i /∈ I ∪K, I ∩K = (I ∪{i})∩K and (IrN)∪{i} = (I ∪{i})rN . So we have (ii).
For (iii), Let N ′ := N ∪ {i} and note that
d(Ui) ·
xα
xKrN
⊗ 1 = Xi ·
xα
x(KrN)r{i}
⊗ 1
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for all i ∈ K rN . Then we have
(1L)
A =
∑
N ′⊆(I∪{i})∩K
|N ′|≥|K|−q+v+1
i∈(KrI)∩N ′
Xi · UKrN ′ · e(I∪{i})rN ′ · t
(q−v−|K|+|N ′|−1) ·
xα
xKrN ′
⊗ 1,
which is exactly the sum (3R)
B.
For (iv), N ⊆ (I ∩K) ∪ {i} becomes N ⊆ (I ∩K) and (I ∪ {i})rN = (I rN) ∪ {i} for
all i ∈ (K r I)rN . Then (iv) follows. For (v), let N ′ = N r {i}. Then one has
(3L)
C =
∑
N ′⊆I∩K
|N ′|≥|K|−q+v
i∈(I∩K)rN ′
d(Ui) · U(KrN ′)r{i} · eIrN ′ · t
(q−v−|K|+|N ′|) ·
xα
xKrN ′
⊗ 1,
which is equal to (1L)
B.
To complete the proof, we show that the signs of the formulas coincide. We have the sign
of the summand corresponding to pair {i, N} of the left hand side and the right hand side
as follows:
sign(1L){i,N} = (−1)
m·sN · sgn(I rN,N) · sgn(N,K rN) · sgn(i, K rN) · (−1)sN−1;
sign(2L){i,N} = sign(3L){i,N}
= (−1)m·sN · sgn(I rN,N) · sgn(N,K rN) · sgn(i, I rN) · (−1)sN ;
sign(1R){i,N} = sign(2R){i,N}
= (−1)(m−1)·sN · sgn((I r {i})rN,N) · sgn(N,K rN) · sgn(i, I);
sign(3R){i,N} = (−1)
(m+1)·sN · sgn((I ∪ {i})rN,N) · sgn(N,K rN) · sgn(i, I).
Now we are in the position to prove that the signs in equations (i) to (v) coincide.
For (i), we need to show that sign(2L){i,N} = sign(1R){i,N}, i.e., we must have that
sgn(I rN,N) · sgn(i, I rN) = sgn((I r {i})rN,N) · sgn(i, I).
Indeed, since N ⊆ I and i ∈ I rN , we have
sgn(I rN,N) = sgn((I r {i})rN,N) · sgn(i, N)
and
sgn(i, N) · sgn(i, I rN) = sgn(i, I).
Then the result follows.
For (ii), since i /∈ I ∪K and N ⊆ I ∩K, we have
sgn((I ∪ {i})rN,N) = sgn(I rN,N) · sgn(i, N)
and
sgn(i, N) · sgn(i, I) = sgn(i, I rN).
Thus,
sgn(I rN,N) · sgn(i, I rN) = sgn((I ∪ {i})rN,N) · sgn(i, I),
which implies that sign(3L)
A
{i,N} = sign(3R)
A
{i,N}.
For (iii), we need to show that sign(1L)
A
{i,N ′} = sign(3R)
B
{i,N}. First we need to deduce
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sign(1L)
A
{i,N ′} from sign(1L)
A
{i,N} where N
′ = N ∪{i}, i ∈ Kr I, and N ⊆ I ∩K. We have
the following identities:
sN = sN ′ + 1,
and
sgn((I ∪ {i})rN ′, N ′) =
∏
j∈(I∪{i})rN ′
j<i
sgn(j, N ′) ·
∏
j∈(I∪{i})rN ′
j>i
sgn(j, N ′)
=
∏
j∈IrN
j<i
sgn(j, N) ·
∏
j∈IrN
j>i
sgn(j, N) · (−1)|{j∈IrN |j>i}|
= sgn(I rN,N) · (−1)m+1−|N
′| · sgn(i, I rN ′).
This implies that
sgn(I rN,N) = (−1)m+1−|N
′| · sgn((I ∪ {i})rN ′, N ′) · sgn(i, I rN ′).
By a similar argument, we have
sgn(N,K rN) = (−1)|N
′|−1sgn(N ′, K rN ′) · sgn(i, K rN ′) · sgn(i, N ′).
Together with sgn(i, K rN) = sgn(i, K rN ′), we have
sign(1L)
A
{i,N ′} = (−1)
(m+1)·sN′ · sgn((I ∪ {i})rN ′, N ′)·
· sgn(i, I rN ′) · sgn(N ′, K rN ′) · sgn(i, N ′)
= (−1)(m+1)·sN′ · sgn((I ∪ {i})rN ′, N ′) · sgn(N ′, K rN ′) · sgn(i, I),
which is exactly sign(3R)
B
{i,N} when N
′ = N .
Since
sgn((I ∪ {i})rN,N) = sgn(I rN,N) · sgn(i, N)
and
sgn(i, N) · sgn(i, I) = sgn(i, I rN),
we have
sgn(I rN,N) · sgn(i, I rN) = sgn((I ∪ {i})rN,N) · sgn(i, I).
Hence, the sign in (iv) follows.
For the last item, (v), we will show that sign(1B)
B
{i,N} = −sign(3L)
C
{i,N ′}. Since i ∈ N ⊆
(I ∩K) and N ′ = N r {i}, using the same argument as item (iii), one has the following
observations:
• sN = sN ′ − 1;
• sgn(I rN,N) = (−1)m−|N
′|−1 · sgn(I rN ′, N ′) · sgn(i, N ′) · sgn(i, I rN ′);
• sgn(N,K rN) = (−1)|N
′| · sgn(N ′, K rN ′) · sgn(i, K rN ′) · sgn(i, N ′); and
• sgn(i, K rN) = sgn(i, K rN ′).
Thus, we get
sign(3L)
C
{i,N ′} = (−1)
m·sN′ · sgn(I rN ′, N ′) · sgn(N ′, K rN ′) · sgn(i, K rN ′) · (−1)sN′ ,
which is −sign(1B)
B
{i,N} when N
′ = N . Hence, we have the equation as desired. 
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4 The cup product
In this section, we interpret the product, which is defined at the chain level on the
resolution as a composition of chain maps. This product is the so-called Yoneda product
and equivalent to the cup product which turns k-module HH∗(A) into a k-algebra (see
[9], Chapter 1 for more detail).
Let f ∈ HomAe(Fi, A) and g = HomAe(Fj, A) be cocycles. For any projective resolution
F• of the A
e-module A, we extend f to a chain map f˜ : F• → F• as shown in Section
3. The Yoneda product f ⌣ g of the two cocycles f and g is the composition g ◦ f˜j in
HomAe(Fi+j, A):
f ⌣ g := g ◦ f˜j .
The composition f ⌣ g is again a cocycle. Since f˜ is unique up to homotopy, the cup
product induces a well-defined product on cohomology. We will now give the product of
the two standard cocycles in the following theorem, using the formula for f˜ .
Proposition 4.1. Let f =
(
eIt
(p),xα
)
and g =
(
eJ t
(q),xβ
)
be cocycles in HH∗(A). Then
f ⌣ g =
{
sgn(I, J) ·
(
eI∪Jt
(p+q),xα+β
)
, if I ∩ J = ∅,
0, otherwise.
Moreover, this multiplication is commutative up to sign.
Proof. Let x = eKt
(h) (K = {i1, . . . , im}) be a basis element of degree i+j. By Proposition
3.3, we have
g ◦ f˜j(x) =
∑
M
(−1)ms+j1+···+jr−rg(Uls · · ·Ul1eijr ···ij1 t
(u)) ·
f(ei1···̂ij1 ···̂ijr ···im
∧ el1···lst
(h−u−s))
xl1 · · ·xls
.
We have three conceivable cases as follows.
• If h < p+ q, then we must have u < q or h− u− s < p, otherwise s < 0 which is
impossible. Hence,
g(Uls · · ·Ul1eijr ···ij1 t
(u)) = 0
or
f(ei1···̂ij1 ···̂ijr ···im
∧ el1···lst
(h−u−s))
xl1 · · ·xls
= 0
and so is their product.
• In case h = p + q, g(Uls · · ·Ul1 · eijr ···ij1 t
(u)) ·
f(ei1···̂ij1 ···̂ijr ···im
∧ el1···lst
(h−u−s))
xl1 · · ·xls
6= 0
only if u = q and h− u− s = p. This implies that s = 0. Then we have
{ij1, . . . , ijr} = J
and
K r {ij1 , . . . , ijr} = I.
If I ∩ J = ∅, there is only one such K = I ∪ J and one gets
(f ⌣ g)(eKt
(h)) = sgn(I, J)xα+β.
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If I ∩ J 6= ∅, one has K r J ( I for all K which yields that (f ⌣ g)(eKt
(h)) = 0.
• If h > p+ q, then s > 0. Indeed, by the argument as in above case, one has u = q
and h− u− s = p. Therefore, s = h− p− q > 0. By the definition of the Ul• ’s in
Lemma 3.2 we can rewrite Uls · · ·Ul1 · eijr ···ij1 t
(u) as a sum of some elements in the
form below:
(x1 · · ·xz−1 ⊗ xz+1 · · ·xn)ez · a⊗ b · eRt
(u)
for some z ∈ [n] and a, b ∈ A.
Applying the function g on this sum, we get the result in A:
x1 · · ·xz−1 · xz+1 · · ·xn · ab · g(ez ∧ eRt
(u)).
Notice that as g is a cocycle, by Lemma 3.1, xz is a divisor of g(ez∧eRt
(u)). Hence,
x1 · · ·xz−1 · xz+1 · · ·xn · g(ez ∧ eRt
(u)) is a multiple of x1 · · ·xn, which is zero in A.
Thus the result follows. 
5 The ring structure of HH∗(A)
In this section, we are going to give a presentation for the algebra HH∗(A) by generators
and relations.
Theorem 5.1. Let k[x1, . . . , xn] be a polynomial ring over a field k and let A be the
quotient ring k[x1, . . . , xn]/〈x1 · · ·xn〉. Then we have the isomorphism:
HH∗(A) ∼= k[X1, . . . , Xn, Y1, . . . , Yn, Z]/I,
where k[X1, . . . , Xn, Y1, . . . , Yn, Z] is a graded commutative polynomial ring; deg Xi = 0,
deg Yi = 1 for all i ∈ [n] and deg Z = 2; and the ideal I is generated by the following
relations:
• a1 · · · an where ai ∈ {Xi, Yi};
• Y 2i for all i ∈ [n];
•
X1 · · ·Xn
Xi1 · · ·Xim
.
(
m∑
j=1
(−1)j+1Yi1 · · · Ŷij · · ·Yim
)
Z, where m ∈ [n] and 1 ≤ i1 < i2 <
· · · < im ≤ n.
Proof. By the construction of Hochschild cohomology, HHm(A) consists of the cosets of
the cocycles of degree m. From the formula of multiplication, a cocycle of degree m can
be factorized into elements of degree 0, 1 and 2. Indeed, assume E =
(
eIt
(p),xα
)
is a
cocycle where I = {i1, . . . , is}, α = (α1, . . . , αn). Let us write x
α1
1 · · ·x
αn
n as x
αi1
i1
· · ·x
αis
is ·
x
αis+1
is+1
· · ·x
αin
in . Since ∂
(
eIt
(p),xα
)
= 0, it follows by Corollary 2.4 I ⊆ supp(xα) = {i |
αi > 0}, which means that αij > 0 for all j ∈ [s]. Therefore, by the formula of the
multiplication for two cochains in Proposition 4.1, we obtain that:
E = (ei1 · · · eis , xi1 · · ·xis) · (t, 1)
q ·
(
1, x
αi1−1
i1
· · ·x
αis−1
is · x
αis+1
is+1
· · ·x
αin
in
)
= (ei1 , xi1) · · · (eis , xis) (t, 1)
q (1, xi1)
αi1−1 · · · (1, xis)
αis−1
(
1, xis+1
)αis+1 · · · (1, xin)αin .
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Briefly E is factorized into the following elements: (t, 1), q times; (ei, xi) where i ∈ I; and
(1, xj), αj − βj times, where j ∈ supp(x
α), βj = 1 if j ∈ I and β = 0 if j /∈ I.
For each i ∈ [n], set Xi to be the coset of the element (1, xi), Yi to be the coset of the ele-
ment (ei, xi) and Z to be the coset of the element (t, 1). Then we have HH
∗(A) is generated
by Xi, Yi and Z. As x1 · · ·xn = 0, we obtain the relations a1 · · · an where ai ∈ {Xi, Yi}.
The relations Y 2i come from the fact that e
2
i = 0.
Remark 5.2. For any element
(
eIt
(p),xα
)
, by Lemma 2.1 we obtain that the image
∂
(
eIt
(p),xα
)
is a multiple of ∂ (eI , 1). Hence, another relation is ∂ (eI , 1). Suppose that
I = {i1, i2, . . . , im} where m ∈ [n] and 1 ≤ i1 < i2 < · · · < im ≤ n. It follows that
∂ (eI , 1) =
m∑
j=1
(−1)j+1
(
ei···̂ij ···imt,
x1x2 · · ·xn
xij
)
By relabeling the indices in x1x2 · · ·xn as xi1xi2 · · ·xim · xim+1 · · ·xin, we rewrite ∂ (eI , 1)
as a combination of generators as follows:
∂ (eI , 1) =
m∑
j=1
(−1)j+1
(
ei···̂ij ···imt, xi1 · · · x̂ij · · ·xim · xim+1 · · ·xin
)
=
(
m∑
j=1
(−1)j+1(ei1 , xi1) · · ·
̂(eij , xij ) · · · (eim, xim)
)
(t, 1)(1, xim+1) · · · (1, xin).
We have shown that X1, . . . , Xn, Y1, . . . , Yn, Z generate HH
∗(A) and that they satisfy
the relations in I. Now we prove that there exists the isomorphism as in the assertion.
Let S := k[X1, . . . , Xn, Y1, . . . , Yn, Z] be the graded commutative polynomial ring over
the field k and J be the ideal of S generated by the elements a1 · · · an where ai ∈ {Xi, Yi},
and Y 2i for all i ∈ [n]. As J is a monomial ideal, the residue classes of the monomials
not belonging to J form a k-basis of the quotient ring S/J . The monomial Xα11 · · ·X
αn
n ·
Y β11 · · ·Y
βn
n ·Z
q ∈ S is not in J if and only if βi ≤ 1 for all i and {i | αi > 0 or βi > 0} ( [n].
We can identify a non-zero residue class in S/J by the k-basis element which represents
it. Let us construct the map ψ from S/J to Ker(∂) by sending the k-basis element
Xα11 · · ·X
αn
n · Y
β1
1 · · ·Y
βn
n · Z
q in S to (eβ11 · · · e
βn
n t
(q), xα1+β11 · · ·x
αn+βn
n ) in Ker(∂). We can
check that ψ is an isomorphism between these algebras.
By Remark 5.2, the image Im(∂) is generated by the relations ∂ (eI , 1) and
ψ
(
X1 · · ·Xn
Xi1 · · ·Xim
.
(
m∑
j=1
(−1)j+1Yi1 · · · Ŷij · · ·Yim
)
Z
)
= ∂ (eI , 1) ,
where I = {i1, i2, . . . , im}. Therefore, ψ
−1(Im(∂)) = I. Hence, S/I ∼=
Ker(∂)
Im(∂)
= HH∗(A).

Example 5.3. Applying the above result to the case n = 2, we have that:
HH∗(k[x, y]/〈xy〉) ∼= k[x1, x2, y1, y2, z]/I
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where deg xi = 0, deg yi = 1 for i = 1, 2, deg z = 2 and the ideal I is generated by x1x2,
x1y2, y1x2, y1y2, y
2
1, y
2
2, x1z, x2z, (y1 + y2)z.
6 The Hilbert series of HH∗(A)
In this final section, we apply the results to compute the Hilbert series of HH∗(A).
First we introduce a grading on HH∗(A), which is combined from two different gradings.
The first is the N-grading based on the degree of homology. In detail, if (eIt
(q),xα) is
an element in Homk(Fm, A) (which means |I| + 2q = m), we let hdeg(eIt
(q),xα) = m.
The other one is the Zn-grading based on the lattice point representation for a variable.
Let us set rdeg(t, 1) = −(1, 1, . . . , 1) (an n-vector with all 1s), rdeg(ei, 1) = −ei and
rdeg(1, xi) = ei for all i ∈ {1, 2, . . . , n}, where ei is the ith standard basis vector in N
n.
The differential ∂ is a 1-homogeneous morphism with respect to the first grading and a
0-homogeneous morphism with respect to the second grading. We call the grading given
by combining these gradings the multidegree of a standard element, mdeg(eIt
(q),xα) :=
(hdeg(eIt
(q),xα), rdeg(eIt
(q),xα)) in N×Zn. Equivalently, if the element (eIt
(q),xα) whose
component eI is identified by the vector (ǫ1, ǫ2, . . . , ǫn) where for any i in {1, 2, . . . , n}, ǫi
is 1 if i ∈ I and 0 otherwise and xα is identified with α = (α1, α2, . . . , αn), then we have
mdeg(eIt
(q),xα) = (|I|+ 2q, α1 − ǫ1 − q, . . . , αn − ǫn − q)
Thus the element (eIt
(q),xα) contributes the term
a
|I|+2q
0 a
α1−ǫ1−q
1 a
α2−ǫ2−q
2 · · · a
αn−ǫn−q
n
(or briefly, as aχ where χ = mdeg(eIt
(q),xα)) to the Hilbert series.
Let Hχ be the k-module generated by the elements whose multidegree is χ ∈ N×Z
n. The
Hilbert series of HH∗(A) = ⊕χ∈N×ZnHχ as an N×Z
n-graded vector space via the grading
above is the formal power series:
H(HH∗(A); a) =
∑
χ∈N×Zn
dimk(Hχ)a
χ.
Theorem 6.1. The Hochschild cohomology ring HH∗(A) has the Hilbert series:
H(HH∗(A); a) =
(a0 + 1)
n+1a1 · · · an − (a0 + a1) · · · (a0 + an) · (a0 + a1 · · · an)
(a1 · · · an − a20) · (1− a1) · · · (1− an)
.
Proof. Let us denote H1 and H2 the Hilbert series of the cocycles and the coboundaries
respectively. As |I| = ǫ1 + . . .+ ǫn, it follows by a simple computation that:
a
|I|+2q
0 · a
α1−ǫ1−q
1 · · · a
αn−ǫn−q
n = (a
2
0(a1 · · · an)
−1)q ·
n∏
i=1
(a0a
−1
i )
ǫiaαii .
From Corollary 2.2, we recall that the standard element (eIt
(q),xα) is a cocycle if I ⊆
supp(xα), i.e., for any i ∈ [n] we have αi > 0 if ǫi = 1 and αi ≥ 0 if ǫi = 0. Consequently,
we need to eliminate the cases that all αi > 0. Thus we get the first series which counts
all cocycles:
H1 =
1
1− a20(a1 · · · an)
−1
·
[
n∏
i=1
a0 + 1
1− ai
−
n∏
i=1
a0 + ai
1− ai
]
.
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To obtain the series of the coboundaries H2, we consider the element of the form (eIt
(q),xα)
in the same multidegree as above. Then the multidegree of the image ∂(eIt
(q),xα) is
(|I|+ 2q + 1, α1 − ǫ1 − q, . . . , αn − ǫn − q).
All cases, |I\supp(xα)| = m form from 1 to n, are counted, except form = 0 (which means
I ⊆ supp(xα) and hence, ∂(eIt
(q),xα) = 0). Then we get the series of the coboundaries:
H2 =
a0
1− a20(a1 · · · an)
−1
·
[
n∏
i=1
a0a
−1
i + 1
1− ai
−
n∏
i=1
a0 + 1
1− ai
]
.
Now we are able to get the Hilbert series of HH∗(A), which is H1 −H2. 
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