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Resumen. El modelado de cualquier fenómeno natural representa un gran desafío desde el punto de 
vista matemático y computacional. Pronosticar el comportamiento de los incendios forestales no es la  
excepción.  Los  modelos  de  predicción  de  incendios  forestales  generalmente  son  alimentados  por 
parámetros de entrada que representan el estado del terreno en el instante previo a la predicción, así  
como también las condiciones de las variables que intervienen en el desarrollo del incendio (velocidad 
y dirección del viento, humedad del terreno, tipo de vegetación). Sin embargo, para lograr cierto grado 
de precisión al momento de la predicción se hace necesario contar con el valor real de cada parámetro  
de entrada. La falta de exactitud o incertidumbre sobre el valor de los parámetros de entrada es un 
problema  crucial  que  puede  producir  graves  consecuencias  si  la  salida  del  modelo  proporciona 
predicciones erróneas. Los métodos de reducción de incertidumbre permiten mejorar la calidad de 
predicción  contrarrestando  los  efectos  negativos  que  produce  la  imposibilidad  de  cuantificar  los 
valores  de  los  parámetros  en  tiempo  real.  Tal  es  el  caso  del  método  ESSIM-DE  (Evolutionary  
Statistical System with Island Model and Differential Evolution), el cual ha sido aplicado al problema 
de  predicción  del  comportamiento  de  incendios  forestales.  ESSIM-DE utiliza  análisis  estadístico, 
cómputo  paralelo/distribuido  y  la  metaheurística  Evolución  Diferencial  como  estrategia  para  la 
búsqueda de nuevas soluciones. En el uso de toda metaheurística, es importante realizar una correcta  
elección  de  los  parámetros  de  entrada  propios  de  la  metaheurística,  ya  que  de  ellos  depende  el 
comportamiento de la estrategia, y en consecuencia también condiciona la calidad de la predicción. En 
este trabajo se desarrolla un análisis de sintonización estática de los parámetros evolutivos de ESSIM-
DE a fin de encontrar mejor calidad de predicción.
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1 INTRODUCCIÓN
Los  incendios  forestales  son  uno  de  los  fenómenos  naturales  que  provocan  enormes 
pérdidas materiales y vidas humanas alrededor del mundo. Si bien son un eslabón necesario 
en  el  mantenimiento  del  ecosistema,  las  consecuencias  de  un  incendio  forestal  fuera  de 
control pueden ser catastróficas,  generando un impacto en la biodiversidad y los recursos 
naturales de las zonas afectadas. Por este motivo, se hace necesario contar con herramientas 
de predicción que puedan pronosticar con antelación la tendencia de la línea de fuego. Este 
tipo  de  herramientas  generalmente  implementa  modelos  matemáticos  que  describen  el 
comportamiento  del  fenómeno  natural.  Los  modelos  generalmente  son  alimentados  con 
parámetros de entrada, que representan las condiciones iniciales del sistema que se quiere 
modelar.  En el  caso de  los  incendios  forestales,  los  factores  que afectan la  velocidad de 
propagación  y  la  morfología  del  frente  de  fuego  son  el  tipo  de  combustible  (tipo  de 
vegetación),  la  humedad,  la  dirección  y  velocidad  del  viento,  la  topografía  del  terreno 
(pendiente y barreras naturales) y la densidad del combustible (Fons, 1946). Por lo tanto, el  
conocimiento del entorno y de las condiciones en las cuales se desarrolla el incendio puede 
ser  complementado  con  el  uso  de  herramientas  de  predicción;  esto  permitiría  tener  una 
estimación  del  desplazamiento  del  fuego,  sirviendo  de  gran  utilidad  a  la  hora  de  definir 
acciones y tomar decisiones anticipadas al avance del incendio.
Los modelos de propagación del fuego pueden ser agrupados en tres categorías: empíricos, 
semi-empiricos  y  modelos  físicos  (Bodrožic  et  al.,  2006).  En  los  modelos  empíricos,  la 
predicción del posible comportamiento del fuego se realiza en base a mediciones obtenidas en 
laboratorio, en experimentos realizados en entornos controlados, o a partir del conocimiento 
que se obtiene de datos históricos de incendios. Los modelos semi-empíricos (modelos semi-
físicos) son aquellos basados en un balance de energía global y en el  supuesto de que la 
energía transferida al combustible no quemado es proporcional a la energía liberada por la 
combustión  del  combustible;  uno de  los  más  importantes  de  estos  modelos  es  el  trabajo 
realizado por Rothermel (1972, 1983). Por último, los modelos físicos (teóricos o analíticos) 
están  basados  en  principios  físicos  y  tienen  el  potencial  de  predecir  con  precisión  los 
parámetros  de  interés  de  un  rango  más  amplio  de  variables  de  entrada  que  los  modelos 
empíricos.  Todos  estos  modelos  pueden  ser  utilizados  para  desarrollar  simuladores  y 
herramientas para prevenir y luchar contra los incendios forestales. Algunos ejemplos son 
Behave-Plus (Andrews  et al, 2003), FARSITE (Finney, 1998), FIREMAP (Ball y Guertin, 
1991), FireStation (Lopes  et al,  2002), WRF-Fire (Mandel  et al,  2011), Xfire (Jorba  et al,  
1999), etc.
En  general,  la  aplicación  directa  de  un  simulador  obtiene  resultados  que  usualmente 
difieren de la realidad. Esto se debe a que la mayoría de los modelos presentan limitaciones a 
la hora de representar con precisión los valores de los parámetros de entrada. Este problema, 
conocido como incertidumbre, puede provocar consecuencias graves si la salida del modelo 
provee  soluciones  erróneas.  En  los  últimos  años  se  han  propuesto  diversas  técnicas  de 
reducción de incertidumbre. Entre ellas, encontramos al método ESSIM-DE (Evolutionary 
Statistical System with Island Model and Differential Evolution), el cual utiliza el algoritmo 
evolutivo  Evolución  Diferencial  (DE,  por  sus  siglas  en  inglés),  Computación  de  Alto 
Desempeño y Análisis Estadístico. El algoritmo evolutivo DE, permite orientar la búsqueda 
hacia mejores soluciones. El cómputo de Alto Desempeño brinda la posibilidad de reducir los 
tiempos  de  respuesta  de  las  etapas  predictivas,  obteniendo  soluciones  a  corto  plazo. 
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Finalmente, el Análisis Estadístico permite obtener patrones de comportamiento para analizar 
la tendencia de la línea de fuego. 
El método ESSIM-DE ha demostrado obtener muy buenos tiempos de respuesta (Tardivo 
et al., 2016). Sin embargo, la calidad de las soluciones encontradas puede ser aún mejorada. 
La  utilización  de  algoritmos  evolutivos  requiere  una  adecuada  configuración  de  los 
parámetros que guían su esquema de procesamiento. La sintonización (ajuste o calibración) 
de los mismos puede mejorar significativamente el desempeño global del método, lo cual 
implica,  en  el  contexto  de  ESSIM-DE,  obtener  mayor  exactitud  en  las  predicciones.  En 
particular,  en  este  trabajo  se  presta  especial  interés  en  la  sintonización  de  la  etapa  de 
migración  de  individuos  entre  las  diferentes  islas.  Dicha  etapa  es  crucial  a  la  hora  de 
incorporar nuevas soluciones provenientes de otros espacios de búsqueda, lo cual permite 
diversificar la  población y evitar la convergencia prematura.  El  objetivo principal  de este 
estudio es mejorar las capacidades de búsqueda de ESSIM-DE y obtener el mejor desempeño 
posible en términos de calidad de predicción.
2 ALGORITMOS EVOLUTIVOS PARALELOS
Los  Algoritmos  Evolutivos  Paralelos  (PEAs)  son  considerados  métodos  eficientes  de 
búsqueda que pueden ser aplicados a problemas de optimización y están inspirados en las 
teorías de Charles Darwin (1959) acerca de la evolución de las especies. Los PEAs pertenecen 
al conjunto de Metaheurísticas Poblacionales y están diseñados para operar en ambientes de 
Cómputo de Alto Desempeño. En general, cada PEA consiste en una serie de iteraciones, 
denominadas  generaciones  evolutivas,  en  las  cuales  un  grupo  de  posibles  soluciones  del 
problema, llamados individuos, conforman una población. Cada individuo tiene asociado un 
determinado desempeño o aptitud frente al problema de optimización que se considere; este 
desempeño es calculado a través de la función que describe matemáticamente el problema a 
optimizar.  La  población  evoluciona  a  través  de  las  generaciones  imitando  principios  de 
selección  natural  y  supervivencia.  La  premisa  subyacente  en  la  evolución  es  que  los 
individuos  más  aptos  sobrevivan  a  la  siguiente  generación,  es  decir,  permanecerán  solo 
aquellos cuyo desempeño signifique un mejor valor como solución posible del problema.
Cada PEA puede representar las soluciones de diferentes maneras: permutaciones, cadenas 
binarias, números enteros, números reales, matrices de números de punto flotante, etc. Ante 
un problema de optimización, los individuos codifican las diferentes variables involucradas en 
el sistema. Por ejemplo, si consideramos el problema de aproximar la línea de fuego en un 
simulador de incendios forestales, cada individuo puede representar un escenario que describa 
las características del terreno y de las condiciones ambientales (pendiente, tipo de vegetación, 
humedad,  velocidad  del  viento,  dirección  del  viento).  Encontrar  aquella  combinación  de 
características que determine un mejor comportamiento respecto de la línea de fuego actual 
significa determinar cuál es el individuo que posee mejor desempeño. Los PEAs permiten que 
los mejores individuos tengan mayor probabilidad de reproducirse, de manera tal de generar 
nuevas  soluciones  de  calidad.  Esto  lo  logran  a  través  de  tres  operadores:  cruzamiento, 
mutación y selección; los PEAs se diferencian entre sí de acuerdo a cómo se definen en cada 
uno estos tres operadores. 
Como mencionamos  anteriormente,  los  PEAs están  diseñados para  operar  en  entornos 
paralelos.  Esto  permite  reducir  los  tiempos  de  procesamiento,  resolver  instancias  del 
problema de mayores dimensiones y también, según como se defina el tratamiento de las 
soluciones,  incrementar  la  capacidad  de  búsqueda  del  algoritmo  (Talbi,  2009).  Existen 
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diferentes  estrategias  de  paralelización.  Los  modelos  paralelos/distribuidos  existentes  en 
general  consisten  en  un  esquema  Master-Worker  (Mattson,  2004),  en  donde  un  proceso 
denominado Master es el encargado de realizar tareas principales y/o globales. Por su parte, 
los procesos workers están destinados a realizar diferentes acciones, dependiendo del tipo de 
paralelización.  ESSIM-DE sigue un esquema de paralelización de Múltiples Poblaciones y 
Migración, también conocido como  Modelo de Islas (Cantú Paz, 1998). Esta estrategia de 
paralelización consiste en trabajar con diferentes poblaciones o sub-poblaciones, donde cada 
una  de  éstas  es  considerada  una  isla.  De  esta  manera,  los  operadores  de  cruzamiento, 
mutación y reemplazo, son aplicados entre individuos de la misma isla. 
Con el objetivo de que las islas no evolucionen de manera completamente independiente, 
se introduce un operador para intercambiar individuos entre las diferentes islas, el cual es 
llamado  migración.  La  migración  tiene  el  objetivo  de  incorporar  mayor  diversidad  y 
disminuir la probabilidad de convergencia prematura o estancamiento en óptimos locales.
Para poder configurar el proceso de migración se hace necesario definir los parámetros que 
controlan cuántos individuos viajarán de una isla hacia la otra (porcentaje de individuos a 
migrar) y cuántas veces migrarán durante toda la simulación (frecuencia de migración). Estos 
valores están estrechamente relacionados con la cantidad total de individuos en la población y 
con la  cantidad total  de  iteraciones evolutivas.  La sección 4 describe con profundidad el 
método ESSIM-DE, detallando las etapas que lleva a cabo cada una de las entidades que lo 
componen, y focalizando en el proceso de  migración. Para poder comprender aún más el 
método, se reseña a continuación el Algoritmo Evolutivo utilizado en ESSIM-DE.
2.1 Evolución Diferencial
El algoritmo Evolución Diferencial (DE) se clasifica dentro de los Algoritmos Evolutivos 
(EA) y ha sido utilizado con éxito en diferentes problemas de optimización de funciones 
(Price, 2005). En su esquema de mutación, utiliza diferencias de vectores para orientar la 
búsqueda hacia soluciones de mejor calidad. DE comienza generando una población inicial de 
individuos con valores  aleatorios dentro de los rangos del  problema.  Cada individuo está 
representado por un vector de números reales y codifica una posible solución del problema. 
Como en todo EA, los individuos evolucionan a través de las generaciones por medio de los 
operadores de mutación, cruzamiento y selección. El objetivo del operador de mutación y 
cruzamiento es generar nuevos individuos a partir de individuos existentes. Luego, la etapa de 
selección  determinará  si  los  nuevos  individuos  generados  son  mejores  que  el  individuo 
corriente. 
La gráfica de la Figura 1 describe, en rasgos generales, la entrada y la salida de cada etapa 
evolutiva de DE. En cada generación g se recorre la población y por cada individuo Xi,g el 
proceso de mutación consiste en seleccionar al azar tres individuos de la población diferentes 
entre  sí  (Xr1,g,  Xr2,g y  Xr3,g).  Estos  tres  individuos  son  utilizados  en  un  operador  de 
recombinación  basado  en  la  diferencia  de  vectores  para  generar  un  nuevo  vector  V i,g, 
denominado vector mutante. 
En la etapa de cruzamiento, el vector mutante es combinado con el individuo Xi,g para 
generar un nuevo vector Ui,g, denominado  vector trial. Este vector posee características de 
ambos progenitores y la herencia es regulada por un parámetro del algoritmo denominado 
probabilidad  de  cruzamiento.  Finalmente,  en la  etapa  de selección se  determina el  mejor 
candidato entre el individuo corriente Xi,g y el vector trial Ui,g. Aquel que tenga mejor valor 
respecto de la función a optimizar será el que sobrevivirá a la generación siguiente. Es decir, 
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siendo  f  la  función  a  optimizar,  Ui,g reemplaza  a  Xi,g si  y  solo  si  f(Ui,g)<f(Xi,g)  (para 
problemas de minimización); caso contrario, no ocurre reemplazo o selección.
Figura 1: Etapas evolutivas de Evolución Diferencial
Como puede observarse, el algoritmo DE sigue un esquema de procesamiento secuencial, 
iterando sobre la población a través de las generaciones y aplicando los operadores evolutivos 
descriptos anteriormente. DE tiene un gran potencial y ha sido utilizado en una gran variedad 
de problemas de optimización concretos. Sin embargo, su desempeño puede ser mejorado a 
través de estrategias de paralelismo (Tardivo et al., 2013).
3 SISTEMA ESTADÍSTICO EVOLUTIVO CON MODELO DE ISLAS Y 
EVOLUCIÓN DIFERENCIAL (ESSIM-DE)
ESSIM-DE es un método general de reducción de incertidumbre que nace a partir de dos 
métodos de predicción denominados ESS (Evolutionary Statistical System) (Bianchini  et al, 
2015) y ESSIM (Evolutionary Statistical System with Island Model) (Méndez Garabetti et al, 
2016).  En  particular,  ESSIM-DE  ha  sido  diseñado  para  operar  en  un  ambiente 
paralelo/distribuido y utiliza como método de búsqueda al algoritmo Evolución Diferencial. 
El método ESSIM-DE ha demostrado obtener muy buenos tiempos de respuesta (Tardivo et  
al.,  2016). Sin embargo, la calidad de las predicciones puede ser mejorada a través de la 
sintonización  estática  de  sus  parámetros  operacionales.  Para  poder  comprender  el 
funcionamiento del método, a continuación se describirán sus principales componentes y la 
interacción entre ellos.
Como se mencionó en la sección 2, ESSIM-DE sigue un esquema paralelo de Múltiples 
Poblaciones y Migración, o Modelo de Islas. Desde una visión jerárquica, los procesos están 
organizados en dos niveles. En una jerarquía superior se dispone de un proceso denominado 
Monitor, que es el encargado de enviar información de inicialización a cada isla, recolectar 
los datos procesados en la etapa final de la simulación y determinar los valores de salida, 
identificando cuál es la isla que ha resultado con mejor aptitud. 
La  Figura  2  describe  el  diagrama  general  de  ESSIM-DE.  Se  puede  observar  que  el 
componente Monitor está relacionado con cada componente Isla a través de la comunicación 
antes mencionada. Por su parte, el nivel inferior de jerarquía responde a un esquema de isla. 
El  proceso  Master de cada isla  es  el  encargado de  inicializar  la  población  y  aplicar  los 
operadores de mutación y cruzamiento para generar nuevos individuos (etapa  EO-Master). 
Para determinar si los nuevos individuos generados permanecerán en la generación siguiente, 
el  Master distribuye  los  individuos  entre  ciertos  procesos  workers,  quienes  evalúan  el 
desempeño de cada uno aplicando la función de aptitud y retornando al Master la evaluación 
obtenida. En la Figura 2, la comunicación entre el Master y los workers está representada por 
flechas de doble dirección que unen los componentes Master y EO-Worker. 
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La Etapa de Optimización (EO-Worker) es llevada a cabo por los procesos workers. En 
esta etapa se  realiza la evaluación de la aptitud de los individuos mediante dos subetapas 
internas denominadas Simulación de Incendios (SI) y Evolución Diferencial (DEA).  SI debe 
ser alimentada con la línea de fuego real del incendio en el instante de tiempo ti-1 (LFRi-1), 
junto con el vector de parámetros de entrada (VP). Cuando SI concluye con la simulación de 
los individuos, cada resultado es introducido en la etapa DEA para comparar el mapa simulado 
contra el mapa real del instante de tiempo ti (LFRi). Aquí, según la diferencia entre el mapa 
simulado y el mapa real, se calcula el valor de aptitud para cada individuo. A medida que los 
workers  van  obteniendo  los  resultados  de  la  etapa  EO-Worker,  envían  estos  valores  al 
Master, quien determina si los individuos generados en el proceso de mutación y cruzamiento 
sobrevivirán  a  la  siguiente  generación.  Para  ello,  verifica  si  la  aptitud  calculada  por  los 
workers  es  mayor a  la  aptitud del  individuo corriente,  en  cuyo caso,  el  nuevo individuo 
generado reemplaza al individuo corriente. Este proceso se realiza para cada individuo de la 
población. 
El Master también se encarga de efectuar la migración grupal de individuos hacia otra isla. 
Es importante remarcar que en la etapa de Migración se selecciona un conjunto de individuos 
de la población actual para ser enviados a otra isla. Entre los individuos seleccionados se 
incluyen los dos mejores de la población (aquellos dos que tengan los mejores valores de 
aptitud) y el resto del conjunto es seleccionado al azar. La cantidad de individuos totales que 
son seleccionados para emigrar hacia otra isla es controlada por un parámetro del algoritmo 
(PM: porcentaje de individuos a migrar). Por su parte, el proceso de migración se realiza con 
cierta frecuencia respecto de las generaciones evolutivas (IE: Iteraciones Evolutivas). Esta 
frecuencia de migraciones es configurada por el usuario  (FM: frecuencia de migración), e 
implica el grado de comunicación entre las islas involucradas. Por lo tanto, el proceso de 
migración  influirá  en  los  costos  totales  de  comunicación  del  método:  el  tamaño  de  los 
mensajes dependerá del porcentaje de individuos a migrar y del tamaño de la población (TP: 
tamaño de la población), mientras que la frecuencia de migraciones determinará la cantidad 
total de envíos. La comunicación entre islas sigue un orden topológico de anillo, es decir, las 
islas son numeradas en orden creciente y cada una envía información a la isla sucesora, y 
recibe datos desde la isla predecesora. Los individuos que arriban a una isla reemplazan a los 
peores  individuos  de  la  población  destino.  Esta  migración  grupal  permite  incrementar  la 
diversidad poblacional en cada isla, a partir de la incorporación de nuevos individuos que han 
evolucionado  con  las  características  de  la  población  de  la  isla  de  partida,  y  que  se 
incorporarán, evolucionarán y desarrollarán en la población destino. 
Una vez que la población alcanza cierto nivel de aptitud, es introducida en la Etapa de 
Calibración (EC-Master). En esta etapa la población que ha evolucionado alimenta a una 
subetapa denominada Etapa Estadística (EE). La salida de  EE es un mapa de probabilidad 
que es  utilizado en  la  subetapa  BKign  (búsqueda  del  valor  clave  de  ignición  Kign)  para 
calcular el patrón de comportamiento del incendio. El valor hallado,  Kign, es utilizado para 
realizar la predicción del próximo instante de tiempo (ti+1). La evaluación de la aptitud del 
mapa de probabilidad se lleva a cabo en la etapa que implementa la Función de Aptitud (FA). 
Además, la salida BKign se combina con el mapa de probabilidad proporcionado por EE para 
generar la predicción (LFP) en la Etapa de Predicción (EP).
Tal como puede observarse en la Figura 2, la Etapa de Calibración (EC-Master) realiza 
funciones  de  comunicación  con  el  nodo  monitor  en  la  jerarquía  superior,  y  la  Etapa  de 
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Optimización  (EO-Master) realiza lo  mismo con los  workers  en  la  jerarquía  inferior.  El 
funcionamiento  detallado  de  los  niveles  de  ESSIM-DE  se  resume  en  dos  Etapas  de 
Optimización (EO-Worker  y EO-Master), dos de calibración (EC-Master y EC-Monitor) 
y una Etapa de Predicción (EP).
Figura 2: Diagrama General de ESSIM-DE. SI: Simulador de Incendios, DE: Evolución Diferencial; DEA: 
Evolución  Diferencial  (evaluación  de  aptitud);  EO:  Etapa  de  Optimización;  EE: Etapa  Estadística;  BK: 
Búsqueda de K-ign;  K-ign: valor clave de ignición;  FA: Función de Aptitud;  EC: Etapa de Calibración;  EP: 
Etapa de Predicción; LFP: Línea de Fuego Propuesta; LFRx: Línea de Fuego Real en el instante x; VP: Vector 
de Parámetros de entrada; EEM: Etapa Estadística Monitor; PK-ign: Valor clave de ignición pre-calculado; PP: 
Mapa de Probabilidad pre-calculado.
Finalmente, en la etapa EC-Master, la salida de EE se envía a EC-Monitor junto con los 
j valores  de  Kign calculados  por  las  j  islas.  En  la  Etapa  EC-Monitor el  nodo  Monitor 
selecciona el mejor valor de Kign entre los obtenidos por cada isla. El valor hallado Kign es 
utilizado por el monitor para realizar la predicción para el próximo instante de tiempo (ti+1).
4 EXPERIMENTACIÓN
Para realizar los experimentos con el método ESSIM-DE se han utilizado dos casos reales 
de estudio correspondientes a incendios controlados realizados en diferentes terrenos ubicados 
en  Portugal  (precisamente  en  Serra  de  Lousã,  Gestosa),  todos  pertenecientes  al  proyecto 
SPREAD (Viegas, 2004). Cada caso posee una determinada duración expresada en minutos, 
una  pendiente  en  grados  y  una superficie  específica  en  metros  cuadrados.  El  período de 
duración total de cada incendio ha sido dividido en lapsos menores de tiempo denominados 
pasos de simulación. En la Tabla 1 puede observarse la información detallada para cada caso 
de prueba considerado.
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Caso Ancho (mts) Largo (mts) Pendiente (grados) Inicio (min.) Fin (min.) Incremento (min.)
A 89 109 21 2.0 14.0 2.0
B 95 123 21 4.0 12.0 2.0
Tabla 1: Dimensiones, pendiente, tiempos e incremento de cada caso de prueba.
 4.1 Pasos de simulación y predicción
Es importante resaltar la diferencia entre un pasos de simulación y un paso de predicción 
para  el  método  ESSIM-DE.  En  la  Figura  3  se  observa  que,  para  un  incendio  forestal  
determinado,  se cuenta con ts muestras representativas de la progresión del fuego, y por ende 
s-1 pasos de simulación y s-2 pasos de predicción. Esto es debido a que el método requiere 
una fase de inicialización o calibración, por lo cual no es posible realizar predicciones de 
manera inmediata (es decir, durante el primer paso de simulación, comprendido entre t1 y t2). 
En el caso A, la fase de inicialización está comprendida entre el minuto 2 y el minuto 4, y en 
el  caso B, está  comprendida entre el  minuto 4 y el  minuto 6.  Luego de llevar a cabo la 
calibración, el sistema es capaz de realizar la primera predicción, para el segundo paso de 
simulación, lo que es equivalente al primer paso de predicción (entre t2 y t3). Por lo tanto, para 
cada caso de prueba se obtienen s-2 valores de predicción, uno para cada paso de predicción. 
El  caso  A  cuenta  con  cinco  pasos  de  predicción:  entre  los  minutos  4-6  (1er  paso  de 
predicción), 6-8 (2do paso de predicción), 8-10 (3er paso de predicción), 10-12 (4to paso de 
predicción, 12-14 (5to paso de predicción). El caso B cuenta con tres pasos de predicción: 
entre los minutos 6-8, 8-10 y10-12.
Figura 3: a) Representación del progreso de un incendio forestal, b) pasos de simulación, c) pasos de predicción.
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 4.2 Función de aptitud para la evaluación de calidad de predicción
La calidad  de  predicción  de  ESSIM-DE es  evaluada mediante  una función de  aptitud 
basada en el índice Jaccard. Conceptualmente se divide el terreno en celdas cuadradas debido 




( X∪Y ) (1)
donde  X representa  el  conjunto  de  celdas  en  el  mapa  real  sin  el  subconjunto  de  celdas 
quemadas antes de iniciar las simulaciones, y Y representa el conjunto de celdas en el mapa 
simulado  sin  el  subconjunto  de  celdas  quemadas  antes  de  comenzar  la  simulación.  La 
corrección que se realiza mediante la eliminación del subconjunto de celdas quemadas se 
utiliza para evitar resultados sesgados. 
El valor de la Ec. 1 se encuentra en el rango [0,1], una aptitud de 1 corresponde a una 
predicción perfecta, puesto que la superficie predicha es igual a la superficie real quemada. 
Una aptitud igual a cero, indica el máximo error.
 4.3 Técnica de muestreo y configuración del entorno
Para realizar la sintonización estática de los parámetros de entrada se utilizó la técnica de 
Muestreo por Hipercubo Latino (Latin Hipercube Sampling – LHS) (Mckay  et al.,  1979) 
sobre  un  subconjunto  de  parámetros  de  ESSIM-DE,  los  cuales  controlan  el  proceso  de 
migración entre  las  islas.  LHS utiliza  un  esquema de  muestreo  estratificado,  permitiendo 
mejorar la cobertura del espacio muestral. Los parámetros que se eligieron para aplicar esta 
técnica de muestreo fueron el tamaño de la población, es decir, la cantidad de individuos en 
total  de  cada  isla  (50ind.<=TP<=500ind.),  el  porcentaje  de  individuos  a  migrar 
(5%<PM<40%),  la  frecuencia  o  tasa  de  migración  en  cantidad  de  iteraciones 
(1it.<=FM<=15it.) y la cantidad de iteraciones evolutivas (30it.<=IE<=200it.). 
Para  cada  parámetro  se  definieron  los  rangos  entre  los  cuales  se  realizó  el  muestreo 
estratificado  y  se  generaron  20  vectores  con  dicha  técnica.  El  resto  de  los  parámetros 
utilizados  por  ESSIM-DE  también  fueron  calibrados  estáticamente  en  experimentaciones 
previas.  Estos parámetros son el  factor de mutación, la probabilidad de cruzamiento y el 
umbral de aptitud. La Tabla 2 describe los valores utilizados. 
Los diferentes vectores de entrada, en conjunto con el resto de los parámetros del método, 
se aplicaron en los experimentos utilizando diferentes semillas, bajo un entorno de ejecución 
paralelo que fue configurado con 3 islas y 7 workers por isla. Las pruebas fueron realizadas 
en el cluster del Laboratorio de Investigación y Desarrollo en Inteligencia Computacional 
(LIDIC), perteneciente a la Universidad Nacional de San Luis.  
Es importante remarcar que dependiendo de los valores que utilice cada una de las 20 
configuraciones definidas por la técnica LHS, el tiempo total de ejecución se verá afectado en 
mayor o menor medida, puesto que los parámetros que se han considerado en el presente 
trabajo influyen directamente sobre la capacidad de búsqueda de cada isla y, por ende, del 
tiempo de ejecución total del método. 
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A 0.88 0.76 0.65
B 0.93 0.29 0.69
Tabla 2: Parámetros evolutivos utilizados en la experimentación.
5 RESULTADOS OBTENIDOS Y DISCUSIÓN
A  continuación  se  describen  los  principales  resultados  obtenidos  en  base  a  la 
experimentación realizada. Para mayor simplicidad del análisis, se seleccionaron los cuatro 
mejores  resultados  obtenidos  de  las  20 configuraciones  descriptas  en la  sección 4.3.  Los 
gráficos de las Figuras 4 y 6 muestran los valores de aptitud obtenidos para el caso A y B, 
respectivamente. Los gráficos de barra de las Figuras 5 y 7 muestran los tiempos de ejecución 
obtenidos con cada una de las configuraciones. 
Caso A B
Nro TP PM FM IE TP PM FM IE
1 222 40 6 164 426 29 5 130
2 382 21 13 31 456 17 10 176
3 438 8 8 100 326 11 2 149
4 237 5 4 56 360 27 5 186
ref 200 20 1 30 200 20 1 30
Tabla 3: Cuatro mejores configuraciones detectadas en la experimentación, para cada caso de prueba y 
parámetros de referencia (ref). TP: Tamaño de la Población, PM: Porcentaje de Migración, FM: Frecuencia de 
Migración, IE: Iteraciones Evolutivas.
La Tabla 3 describe las cuatro mejores combinaciones de parámetros, o configuraciones, 
obtenidas en la experimentación de cada caso. Además, se incluyen los parámetros utilizados 
como valores de referencia (ref), obtenidos a través de experimentación previa realizada sin 
sintonización estática de parámetros.
En primer lugar, se puede observar que los gráficos de las Figuras 4 y 6 no siguen una 
tendencia creciente o decreciente, puesto que dependiendo del paso de predicción que se esté 
analizando se logran obtener valores más altos o más bajos de aptitud. Es importante remarcar 
que, en el caso de los métodos de predicción, no siempre es posible encontrar mejoras en 
todos los pasos de simulación y para todos los casos de quemas. Obtener un incremento en la 
calidad de la predicción significa haber encontrado mayor precisión en la delimitación de la 
zona que puede verse afectada por el avance del fuego, en el instante de tiempo siguiente. Las 
mejoras parciales representan un gran resultado desde el punto de vista predictivo, puesto que 
brindan la posibilidad de generar medidas preventivas a corto plazo, antes y durante el avance 
del incendio, y por ende permiten dirigir las acciones a seguir con el objetivo de reducir el  
impacto del fuego.  
La Figura 4 muestra los resultados obtenidos para el caso de estudio A, el cual consta de  
cinco pasos de predicción. Podemos observar que en el primer paso de predicción se obtiene, 
en  general,  una  aptitud  muy  alta  con  las  configuraciones  de  sintonización,  con  valores 
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superiores a 0.79 y cercanos a 0.9. En este paso de predicción, las cuatro combinaciones de 
parámetros seleccionadas logran superar la aptitud obtenida por el caso de referencia (ref). Si 
se analiza el gráfico considerando la totalidad de los pasos de predicción, se puede observar 
que  la  aptitud  obtenida  con  la  configuración  3  comienza  siendo  la  que  logra  mejores 
resultados,  pero  a  medida  que  la  simulación  transcurre  los  valores  obtenidos  decaen  en 
calidad. Por su parte, se observa que la configuración 1 obtiene valores de aptitud superiores a 
0.7 en los pasos de predicción 4, 6 y 10, pero la aptitud decae los pasos de predicción 12 y 14. 
Sin  embargo,  es  importante  destacar  que  la  configuración  1  supera  la  combinación  de 
parámetros de referencia para la mayoría de los pasos de predicción.
Figura 4: Caso A: Resultados obtenidos con las cuatro mejores combinaciones de parámetros, y los valores 
de referencia (ref).
Figura 5: Caso A: Tiempos de ejecución (en segundos) obtenidos con las cuatro mejores combinaciones de 
parámetros, y los valores de referencia (ref).
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La Figura 5 muestra los tiempos de ejecución (en segundos) obtenidos con cada una de las  
configuraciones seleccionadas para el caso A. Se puede observar que los tiempos de ejecución 
están directamente relacionados con la cantidad de individuos utilizada y con la cantidad de 
iteraciones del ciclo evolutivo. La configuración 3 obtiene el tiempo de ejecución más alto, y 
es la configuración con mayor cantidad de individuos en la población de cada isla.
La Figura 6 muestra los resultados obtenidos para el caso de estudio B, el cual posee tres 
pasos de predicción. Analizando la configuración 2 se puede observar que, si bien obtiene el  
mejor resultado en el primer paso de predicción, la tendencia de la aptitud es decreciente. Por 
su parte, la configuración 4 obtiene una aptitud superior a 0.8 en el primer y segundo paso de 
predicción, y alcanza un valor cercano a 0.7 en el último paso de predicción. En general, se 
puede observar de la gráfica que los valores de aptitud obtenidos con la configuración de 
referencia son superados por todas las configuraciones de sintonización seleccionadas. 
Figura 6: Caso B: Resultados obtenidos con las cuatro mejores combinaciones de parámetros, y los valores 
de referencia (ref).
Figura  7:  Caso B: Tiempos de ejecución (en segundos) obtenidos con las cuatro mejores combinaciones de 
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Los gráficos de barra de la Figura 7 muestran los tiempos de ejecución obtenidos para el 
caso  B  con  cada  configuración.  Se  puede  observar,  al  igual  que  en  el  caso  A,  que  la 
configuración 2, la cual posee mayor cantidad de individuos en la población y mayor cota de 
iteraciones en el ciclo evolutivo, insume mayor tiempo de ejecución. 
Es  importante  notar  que,  para  los  dos  casos  de  experimentación considerados  en  este 
trabajo, no es posible determinar con exactitud una única configuración de parámetros óptima, 
ya que los mejores valores de cada paso de predicción se obtienen, en general, con diferentes 
experimentos  (distintas  combinaciones).  Por  lo  tanto,  la  configuración de  parámetros  que 
brinda mejor desempeño en un paso de predicción puede no resultar efectiva  para el paso 
siguiente. Para ejemplificar, es posible notar en la Tabla 3, para el caso A, que en cada paso 
de predicción se obtienen mejores resultados con poblaciones de diferente tamaño: en los 
pasos de predicción 2 y 8  la población de la mejor configuración está constituida por 438 
individuos; en los pasos de predicción 6 y 10 la población posee 222 individuos; en el último 
paso  de  predicción  la  configuración  con  mejores  resultados  posee  382  individuos.  Esto 
sugiere  la  alternativa  de  considerar  que  la  población  posea  tamaño  variable,  en  vez  de 
mantener  la  misma cantidad de  individuos  durante  toda  la  simulación.  Para  lograr  dicho 
objetivo  existen  dos  alternativas.  Por  un  lado,  se  puede  establecer  que  en  cada  paso  de 
simulación la población de todas las islas adquiera un tamaño diferente al inicial. De esta 
manera, se puede tomar como referente el valor de la mejor configuración del proceso de 
sintonización, obtenido en cada paso de simulación. Por otro lado, gracias a que cada isla 
administra su propia población, esta característica también puede ser reflejada parametrizando 
las islas con poblaciones de diferente tamaño, al inicio de la simulación. En este caso, el valor 
que adquiere cada isla podría ser establecido en base al ranking de mejores configuraciones 
obtenidas  en  la  sintonización.  Finalmente,  es  posible  profundizar  el  análisis  con  una 
experimentación que combine ambas alternativas.  Desde el punto de vista evolutivo, estas 
configuraciones heterogéneas o mixtas podrían llegar a representar de manera más real el 
contexto de interacciones que se producen entre las especies.
6 CONCLUSIONES
En  este  trabajo  se  presentó  un  estudio  de  sintonización  estática  de  un  conjunto  de 
parámetros  utilizados  en  el  esquema  de  migración  para  el  método  ESSIM-DE,  tras  ser 
aplicado a la predicción de incendios forestales. La migración tiene el objetivo de incorporar 
mayor diversidad en la población y disminuir la probabilidad de convergencia prematura o 
estancamiento en óptimos locales. Por ende, el proceso de migración afecta de manera directa 
la capacidad de búsqueda del método. 
Para realizar la experimentación se utilizó muestreo estratificado por Hipercubo Latino, 
con  20  combinaciones  diferentes  de  cuatro  parámetros  que  influyen  directamente  en  el 
proceso de migración. Los resultados obtenidos muestran que la calibración estática de estos 
parámetros  logra  incrementar  la  calidad  de  predicción  del  método,  lo  que  enfatiza  la 
importancia de realizar este tipo de ajuste o sintonización. Por otro lado, se pudo observar que 
no existe una única configuración de parámetros ideal, sino que la calibración es dependiente 
del problema y del paso de predicción considerado.
Como trabajo a futuro se propone realizar una nueva experimentación parametrizando cada 
paso de predicción con un tamaño de población diferente, de manera tal de considerar los 
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mejores  valores  de  sintonización  obtenidos.  También  resulta  oportuno  experimentar 
estableciendo tamaños de población diferente en cada isla, o considerar ambas estrategias, 
haciendo  que  cada  isla  posea  dimensiones  de  población  diferentes  entre  sí,  y  entre  los 
distintos pasos de predicción.
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