This paper considers the two-user Gaussian interference channel in the presence of one or two adversarial jammers. Existing outer and inner bounds for the Gaussian interference channel are generalized in the presence of the jammer(s). We show that for certain problem parameters, precisely the same bounds hold, but with the noise variance increased by the received power of the jammer at each receiver. Thus, the jammers can do no better than to transmit Gaussian noise. For these problem parameters, this allows us to recover the half-bit theorem. Moreover, we show that, if the jammer has greater received power than the legitimate user, symmetrizability makes the capacity zero. The proof of the outer bound is straightforward, while the inner bound generalizes the Han-Kobayashi rate splitting scheme. As a novel aspect, the inner bound takes advantage of the common message acting as common randomness for the private message; hence, the jammer cannot symmetrize only the private codeword without being detected. We also prove a new version of a packing lemma for the Gaussian arbitrarily-varying channel.
I. INTRODUCTION
The open nature of the wireless communication medium makes it inherently vulnerable to an active attack, wherein a malicious adversary (or jammer) transmits into the medium to disrupt the operation of the legitimate users. It is therefore important to find techniques that can handle the presence of an active attacker, and to characterize the effect of an attacker on the fundamental limits of wireless communication. This paper studies the two-user Gaussian interference channel (GIC) in the presence of one or two intelligent jammers (see Fig. 1 ).
A. Prior Work
Information theoretic studies of active attacks have been done with a wide variety of contexts, including the arbitrarily-varying channel (AVC) [1] , [2] , correlated jamming [3] , network coding with adversarial errors [4] , [5] , and a diamond network in the presence of a jammer [6] . Our approach most closely follows that of the Gaussian AVC of [2] , in which an adversary that does not know the legitimate user's signal (but does know the code) may transmit an arbitrary sequence across the coding block subject to a power constraint.
The interference channel (without a jammer) is one of the fundamental problems in network information theory, and the exact capacity region is still unknown in general. The Han-Kobayashi inner bound [7] , which is optimal or nearoptimal for many interference channels, uses rate-splitting wherein each transmitter sends a common message, decoded by both receivers, as well as a private message, decoded by only the intended receiver. It is shown in [8] that, for the GIC, the Han-Kobayashi comes within half a bit of the capacity region.
B. Main Results
Our main contribution is to generalize existing inner and outer bounds for the GIC in the presence of one or two AVCstyle jammers. We show that the outer bound in [8] holds with the noise variance increased by the received power of the jammer at each receiver. The proof, given in Sec. IV, follows by applying the outer bound in [8] with the jammer choosing to transmit Gaussian noise. Moreover, we show that if the jammer's received power at either receiver is larger than that of the intended transmitter, AVC symmetrizability prevents this message from being decoded, because the receiver cannot distinguish the legitimate codeword from the jammer's counterfeit; thus the capacity becomes zero.
We also provide a generalization of the Han-Kobayashi inner bound. For certain problem parameters, -for example, in the symmetric case when the jammer's received power is less than that of the interfering user-this inner bound is precisely the Han-Kobayashi inner bound with the noise variance again increased by the received power of the jammer. Thus, for these problem parameters we recover the halfbit theorem of [8] , although we cannot prove that it holds in general. The proof of the inner bound, given in Sec. V, is somewhat more involved, as the receivers must decode correctly no matter what the jammer transmits. We use the common message in the rate-splitting scheme as common randomness for the private message. Thus, if the jammer has more power than the private codeword but less than both together, it cannot use symmetrization without being detected, and thus the receiver can decode. Moreover, the proof requires a variation on the Gaussian AVC packing lemma that handles decoding of multiple superposed codewords. Our main technical tools are Lemma 3 and Lemma 4, proved in Appendix A and C, respectively.
Notations: We denote (·, ·) and · as inner product and norm-2, respectively. Notations | · | + and E[·] stand for the positive-part function and the expectation, respectively. Also, for an integer N , we use [N ] to indicate the set {1, 2, 3, . . . , N }. We denote the identity matrix of size n by I n . We use base 2 for log(·) and exp(·) functions. Finally, C(x) = 1 2 log(1 + x) andᾱ = 1 − α. 978-1-5090-4550-1/16/$31.00 ©2016 IEEE 679 
II. PROBLEM STATEMENT
In this paper, we explore the Gaussian interference channel with one or two independent jammers, as shown in Fig. 1 , in which two users send their messages to their own receivers in the presence of one jammer or two independent jammers. The jammers are assumed not to have any information about the user's signals (but know the code). In particular, the received signals are given by
where X n 1 and X n 2 are n-length vectors representing the user's signals, W n 1 and W n 2 are the independent adversarial jammer signals, h ij and g i for i, j ∈ {1, 2} are the channel gains, and V n i is the n-length noise vector distributed as a sequence of i.i.d. zero mean Gaussian random variables with variance σ 2 which is independent of X n 1 , X n 2 , W n 1 and W n 2 . The transmitter and jammer signals satisfy power constraints X n i 2 ≤ nP i and W n i 2 ≤ nΛ, for i = 1, 2, respectively. We define the received signal-to-noise and interference-to-noise ratios as S 1 = h 2 11 P 1 /σ 2 , S 2 = h 2 22 P 2 /σ 2 , I 1 = h 2 21 P 1 /σ 2 and I 2 = h 2 12 P 2 /σ 2 . We also denote the jammer-to-noise ratios as J 1 = g 2 1 Λ/σ 2 and J 2 = g 2 2 Λ/σ 2 . We assume that the transmitters and receivers know the signal-to-noise and interference-to-noise ratios, but they need not know the jammer-to-noise ratios. However, we require small probability of error only when the jammer-tonoise ratios do not exceed J 1 ,J 2 ; thus the code is independent of the jammer's power up to a point, and beyond that it may fail to decode correctly.
A 2 nR1 , 2 nR2 , n deterministic code is given by:
• Encoding functions x n i : M i → R n for i = 1, 2, and • Decoding functions φ i : R n → M i for i = 1, 2. For i = 1, 2, the message M i is chosen uniformly from the set M i , and each transmitter encodes its own message to X n i . At each receiver, the received signal Y n i is decoded by function φ i toM i = φ i (Y n i ). The probability of error P (n) e is now given by the probability that (M 1 ,M 2 ) = (M 1 , M 2 ), maximized over all possible choices of jammers' sequences W n 1 and W n 2 . A rate pair (R 1 , R 2 ) is achievable if there exists a sequence of 2 nR1 , 2 nR2 , n codes where Fig. 2 . Bounds on the symmetric capacity for the case S 1 = S 2 = 4, I 1 = I 2 = 3, and J 1 = J 2 = J between 0 and 5. In addition to our inner and outer bounds, also shown is the bound R i (S 1 , S 2 , I 1 , I 2 ), which, for these parameters, is identical to the inner bound if the jammer-to-noise ratio is less than 3.2. lim n→∞ P (n) e = 0. The capacity region C 2J is the closure of the set of all achievable rate pairs (R 1 , R 2 ). If we only have one jammer, i.e. W n 1 = W n 2 , we refer the capacity region as C 1J .
In particular, the jammer is obviously more powerful when W n 1 and W n 2 may be different, so the capacity region can only be smaller under this assumption (i.e. C 2J ⊆ C 1J ). We prove our outer bound for the one jammer model, and our inner bound for the two jammer model; thus both bounds apply to both models.
III. MAIN RESULTS
In this section, we present inner and outer bounds on the capacity region of two-user GIC with a jammer. Before stating the main results, we define regions R o (S 1 , S 2 , I 1 , I 2 ) and R i (S 1 , S 2 , I 1 , I 2 ) as the previously-derived outer and inner bounds respectively for the GIC with no jammer; namely R o is the outer bound of [8] , and R i is the Han-Kobayashi inner bound [7] . When we write an expression with i and j, we mean it should hold for both (i, j) = (1, 2) and (i, j) = (2, 1).
Define R o (S 1 , S 2 , I 1 , I 2 ) as the set of rate pairs (R 1 , R 2 ) such that
680
Define R i (S 1 , S 2 , I 1 , I 2 ) as the set of rate pairs (R 1 , R 2 ) such that
(2)
Note that the inner bound differs from R i (S 1 , S 2 , I 1 , I 2 ) only when the optimal α i parameters do not satisfy (2) . Consider the symmetric case; i.e. S 1 = S 2 = S, I 1 = I 2 = I, J 1 = J 2 = J, and R 1 = R 2 = R. Clearly in this case it is optimal to choose α 1 = α 2 = α. Thus, (2) holds for all α ∈ [0, 1] if J < I, so for these parameters the inner bound matches R i (S 1 , S 2 , I 1 , I 2 ). The bounds for the symmetric case are illustrated in Fig. 2 .
IV. PROOF OF OUTER BOUND
Consider a sequence of (2 nR1 , 2 nR2 , n) codes with vanishing probability of error. Since these codes must function for arbitrary jamming signals, we may derive an outer bound by assuming the jammer transmits Gaussian noise with variance Λ. Since the capacity region C 1J does not depend on the correlation between two noises (like the GIC without a jammer), we can follow the outer bound for the GIC with no jammer [9, Chapter 6.7.2, p. 151] and the noise power σ 2 + g 2 i Λ. This yields the outer bound R o (S 1 , S 2 , I 1 , I 2 ). Moreover, if J 1 ≥ S 1 , based on the assumption that the jammer knows the code, the jammer can choose an arbitrary messagem 1 and transmit a scaled form of the corresponding codeword w n 11 x n 1 (m 1 )+V n 1 , decoder 1 cannot decode the message since it does not know whether the true message is m 1 orm 1 . The same scenario can happen for decoder 2 if J 2 ≥ S 2 . This attack constitutes AVC symmetrization.
V. PROOF OF INNER BOUND
Our inner bound proof is a generalization of the Han-Kobayashi bound [9, Chapter 6.5.1, p. 144]. Using rate splitting, we represent message m i from user i for i = 1, 2, by independent common message m ic at rate R ic and private message m ip at rate R ip such that R i = R ic + R ip . Thus, each receiver will decode its own message, its own common randomness and the common message of the interfering user. Assuming S i > J i for i = 1, 2, we show that
for some α i ∈ [0, 1] satisfying α i S i +ᾱ j I j > J i , and again the above holds for (i, j) = (1, 2) and (i, j) = (2, 1). This achieves the regionR i by substituting R 1 = R 1c + R 1p and R 2 = R 2c + R 2p , and applying the Fourier-Motzkin procedure to eliminate R ic and R ip .
Codebook generation: Fix α 1 , α 2 ∈ [0, 1] and γ > 0.
Encoding:
. Decoding: We describe the decoding procedure for receiver 1; that of receiver 2 is similar. First, define a 6 × n matrix Z n 1 and a 6 × 1 vector P 1 as follows:
where for every l ∈ [6], Z n 1l and P 1l denote the l th row of matrix Z n 1 and vector P 1 , respectively. Given Y n 1 , decoder 1 finds
If there is more than one minimum, choose between them arbitrarily. The decoder then outputs the message estimatê
Analysis of the probability of error: Assume the two users send messages (M 1c , M 1p ), (M 2c , M 2p ) . We will obtain the average probability of error for decoder 1 and similarly generalize the results for decoder 2. Let define the event
Since the codebooks are generated such that, for each l ∈ [6], Z n 1l is an i.i.d. Gaussian vector with covariance (1−γ)P 1l I n , with high probability E 0 does not occur. Let
We divide this event into the following 4 error events:
We will prove that probability of each one of the error events converges to zero as long as the conditions in (3) are satisfied.
To bound these error events, we state two versions of a Gaussian AVC packing lemma. The basic approach to these lemmas originates in [2, Lemma 1]. However, we use Gaussian codewords instead of codewords uniformly distributed on the unit ball. The advantage of Gaussian codewords is that superpositions of codewords are themselves Gaussian. Lemma 3 shows that with high probability, two superposed Gaussian codebooks yield small probability of error. While the result is stated for two codebooks for simplicity, it applies for any number of codebooks, and so it will be used to bound events E 2 , E 3 , and E 4 . Note that Lemma 3 requires Λ < 1; i.e. the jammer's power must be less than the codeword power, which is necessary to avoid symmetrization. This requirement leads to the conditions that S i > J i and α i S i +ᾱ j I j > J i . The latter, originating from event E 3 , constitutes the main difference between our inner bound and the Han-Kobayashi inner bound, but we have been unable to eliminate it. Lemma 4 differs from Lemma 3 in that it focuses on just one codebook, but takes into account common randomness at the encoder and decoder. This lemma is used to bound event E 1 , because in this error event, the common message can be used as common randomness. The advantage of AVC coding with common randomness is that it is not susceptible to symmetrization. Thus, in Lemma 4 there is no requirement Λ < 1.
Lemmas 3 and 4 are proved in Appendix A and C respectively. 1] , N 1 = 2 nR1 and N 2 = 2 nR2 . Let C = (x n 1 , x n 2 , . . . , x n N1 , y n 1 , y n 2 , . . . , y n N2 ) : for all w n such that
where V n is Gaussian noise with V n ∼ N (0, σ 2 n I n ). Let X n 1 , . . . , X n N1 in R n and Y n 1 , . . . , Y n N2 ∈ R n be independent zero mean Gaussian random vectors with covariance matrix (1−γ)θ n I n and (1−γ)θ n I n , respectively. Then there exists n → 0 such that P{(X n 1 , . . . , X n N1 , Y n 1 , . . . , Y n N2 ) ∈ C} → 1 as n → ∞.
Lemma 4: Fix Λ, R < C(1/(Λ + σ 2 )), γ > 0, N = 2 nR , and K ≥ n 2 . Let C = (x n i (k) for i = 1, . . . , N and k = 1, . . . , K) : for all w n such that w n 2 ≤ Λ,
where V n is Gaussian noise with V n ∼ N (0, σ 2 n I n ). Let X n i (k) for i = 1, . . . , N , k = 1, . . . , K be independent zero mean Gaussian random vectors with covariance matrix 1−γ n I n . There exists n → 0 such that P{(X n i (k) : i = 1, . . . , N, k = 1, . . . , K) ∈C} → 1 as n → ∞.
We now consider each of the four error events, beginning with E 1 . We apply Lemma 4 with the following particularization:
. In this case, K = 2 nR1c ≥ n 2 for sufficiently large n as long as R 1c > 0. Note that event E 1 occurs if
Thus, by Lemma 4, if R 1p < C α1S1 α2I2+J1+1 = C α1S 1 α2I 2 +1 , then with high probability the codebook X n 1p will be such that P(E 1 ) → 0 as n → ∞.
We now bound event E 2 by applying Lemma 3 with the following particularizations:
, and
Note that event E 2 occurs if
Therefore, we can conclude by Lemma 3 that with high probability as n → ∞, P(
and J1 S1 < 1.
Similarly, event E 3 can be bounded using Lemma 3 as long as
α2I2+J1+1 . Finally, event E 4 may be bounded using Lemma 3 under the conditions S 1 +ᾱ 2 I 2 > J 1 and R 1c + R 1p + R 2c < C S1+ᾱ2I2 α2I2+J1+1 . Note that in this case we use a version of Lemma 3 for three independent codebooks rather than two.
APPENDIX I PROOF OF LEMMA 3
In the appendices, we utilize bold letters for n-length vectors instead of superscript n, e.g. X instead of X n . In order to prove Lemma 3, we need to apply Lemma 5 whose proof is provided in Appendix B.
Lemma 5: Fix > 0, γ > 0, η, K, and R satisfying η > 8 √
, η+2γ < 1, 2 < R < K, 2γ < R and (1−γ) exp(2R+ γ/(1 − γ)) > 1. Let N = 2 nR and let X 1 , X 2 , . . . , X N be independent zero mean Gaussian random vectors with covariance matrix 1−γ n I n . With probability approaching 1 as n → ∞, for all unit vectors u in R n and constants α and β in [0, 1] we have
It can be shown that for two Gaussian codebooks (X 1 , . . . , X N1 ) and (Y 1 , . . . , Y N2 ), with high probability the superposed codewords X i1 + Y i2 also satisfy the conditions on Lemma 5. The same holds for three or more independent Gaussian codebooks. Thus, for simplicity, in the remainder of the proof of Lemma 3 we consider just a single codebook.
Let X 1 , X 2 , . . . , X N be independent zero mean Gaussian random vectors with covariance matrix 1−γ n I n , and let set B be the set of indices i for which x i 2 ∈ [1 − 2γ, 1]. Thus, it suffices to prove that with probability approaching 1 for (X 1 , . . . , X N ) = (x 1 , . . . , x N ) the following probability goes to zero as n → ∞:
. Now, if we decompose x j and V into components in M i,u = span{x i , u} and in M ⊥ i,u , where u = w w is a unit vector in the direction of w, we have
for some j = i and i, j ∈ B + for all sufficiently large n. Note that P{|(
Gaussian random variables with mean 0 and variance σ 2 /n. Using the assumption
Furthermore, since 1 N |{i : (x i , w) ≤ −η}| → 0 as n → ∞, we only need to prove Lemma 3 for those x i 's that
Now, it only remains to prove that
for some j = i and i, j ∈ B
converges to 0 uniformly for all unit vectors u ∈ R n as n → ∞. This can be shown by a proper partitioning over the set of all possible values of (x j , x i ) and (x j , u) as follows. Let α 1 = 0 < α 2 < · · · < α K = 1 and β 1 = 0 < β 2 < · · · < β L = 1, with α k+1 − α k ≤ η, k = 1, 2, 3, . . . , K − 1, and β l+1 − β l ≤ η, l = 1, 2, 3, . . . , L − 1. Let
where the first term goes to 0 as n → ∞ by Lemma 5(2), and the second term is less than
since by the law of large numbers P{ V 2 > σ 2 + η} → 0 as n → ∞. Now, we upper bound |F ikl | as follows:
Thus,
where the last inequality follows from Lemma 5(1) and the assumptions that α 2 k + β 2 l < 1 + η √ 1−2γ and η < √ 1 − 2γ. We again apply [2, Lemma 3] for
. Now, following the rest of the proof from [2, p. 22] by substituting η with η √ 1−2γ , if R < C (1/Λ) and Λ < 1, there exists sufficiently small η and γ such that (6) goes to zero for large n.
APPENDIX II PROOF OF LEMMA 5
In this apendix, the term "for large n" conveys the meaning that "for all n larger than some threshold n 0 depending only on , η, γ and K."
Let X 1 , . . . , X N be independent zero mean Gaussian random vectors with covariance matrix 1−γ n I n . Fix a unit vector u in R n and α,β
. It suffices to prove that for each part of the statement of the lemma, the probability that it does not hold is upper bounded by some doubly exponentially decreasing function. In particular, to prove the first statement we want to show that for large n
For the second statement, we want to show that if α ≥ η/2, α 2 + β 2 > 1 + 3η 4 − exp(−2R),
To prove (7), we write for any numbers t and τ
To bound the first term, we apply [2, Lemma A1] with f j (X 1 , . . . , X j ) = 1 X j 2 > 1 . Thus, since X j is independent of X 1 , . . . , X j−1 , we get
where the last inequality follows by the Chernoff bound. Hence, for
Continuing with the remaining part of (9), we obtain
that follows by the fact that the random variable T j = Xj Xj is a uniform random variable on the unit sphere, and is independent of X j for all j. Now, if we let t − τ = exp n R + 1 2 log(1 − α 2 ) + + 2 , then by following the proof given in the appendix of [2, p. 24] , we obtain (7) . Now, for the proof of (8), we first define A i andÃ i as
Since
, by (7) its probability becomes less than exp − 1 2 exp(n /2) + exp − 1 2 exp(nγ/2) for large n. Let
where the third term can be bounded by [2, Lemma A1] as follows. Let |(T i , u)| ≥ η 4 be the event whose probability for large n is less than 2(1−η 2 /16) (n−1)/2 using [2, Lemma 2] . Now, based on the fact that (X j ,
whereũ is any fixed unit vector in R n , and the last inequality is obtained from [2, Lemma 2] . Now, if we follow the proof in the appendix of [2, p.25], we attain (8) . Let S n be any finite set of unit vectors in R n with |S n | increasing exponentially in n, and A and B be any finite subsets of [0, 1]. Since the RHS of (7) and (8) are both doubly exponential, with probability approaching 1 as n → ∞, for all u ∈ S n and α ∈ A, we have
and for all u ∈ S n and α ∈ A, β ∈ B satisfying α ≥ η, α 2 + β 2 > 1 + η − exp(−2R), we have
In particular, we may take S n to be a ν-dense subset of the unit sphere, and A and B to be ν-dense subsets of [0, 1]. If ν is chosen sufficiently small, then X 1 , . . . , X N will satisfy (10) and (11) for every unit vector u ∈ R n and every α ∈ [0, 1] and β ∈ [0, 1] with /2 replaced by .
APPENDIX III PROOF OF LEMMA 4
We prove this lemma using a random code reduction, as in [10, Lemma 12.8] . We first show that a Gaussian codebook independent of the jammer's signal achieves small probability of error, and then we show that a finite number of deterministic codebooks achieve essentially the same probability.
Let X 1 , . . . , X N be Gaussian random vectors with zero mean and covariance 1−γ n I n . We will prove that, for any i ∈ [N ] and any w such that w 2 ≤ Λ P ∃j = i :
as n → ∞, where V ∼ N (0, σ 2 n I n ). To prove this, we adopt the basic approach of [11] . In particular, let Z = w + V, and let U be a unitary matrix that maps Z to ( Z , 0, . . . , 0). Then we may write P ∃j = i :
where (13) follows from the spherical symmetry of the codebook distribution. Now if we define, for any Σ > 0, e(Σ) = P{∃j = i : X i + ( √ Σ, 0, . . . , 0) − X j 2 ≤ Σ} then the probability in (13) may be written as Ee( Z 2 ). Note that for any δ, lim n→∞ P Z 2 − (σ 2 + Λ) > δ} → 0.
Moreover, e(Σ) is non-decreasing in Σ. Thus, for any δ > 0, if we letṼ ∼ N (0, σ 2 + Λ + δ), for sufficiently large n we have Ee( Z 2 ) ≤ Ee( Ṽ 2 ). Now, Ee( Ṽ 2 ) is simply the probability of error for a Gaussian channel with noise variance σ 2 + Λ + δ. Since Gaussian codebooks achieve capacity for Gaussian channels with minimum distance decoding, this quantity vanishes with n as long as R < C 1 − γ σ 2 + Λ + δ which holds for small enough γ and δ by the assumption that R < C( 1 σ 2 +Λ ). This proves (12). Now let X i (k) for i = 1, . . . , N and k = 1, . . . , K be independent Gaussian vectors with zero mean and covariance 1−γ n I n . For any i ∈ [N ], k ∈ [K], and w such that w 2 ≤ Λ, let E(k, i, w) = P ∃j = i :
To prove the lemma, we need to show that, for any > 0 (14) From (12), we know that for any δ > 0 and sufficiently large n for any k, i, w, we have EE(k, i, w) ≤ δ. (The conditions on the norms of X i and X j only decrease the probability.) Thus, for fixed i and w we have In particular, let w 1 , . . . , w L be a ν-dense subset of points in the sphere of radius √ Λ. There exists such a set with L = 2 nρ for some ρ. Since E(k, i, w) is continuous in w, for sufficiently small ν, if the probability of error for all w l is at most /2, then the probability of error for all w is at most . Thus we may bound the probability in (14) by 2 nρ 2 nR 2 −K( /2−log(1+δ)) .
As long as δ is small enough so that /2 − log(1 + δ) > 0 and K/n → ∞, this probability vanishes in n.
