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1. INTRODUCTION 
The problem of asymptotic equivalence of linear nonhomogeneous func- 
tional differential equations and their corresponding linear homogeneous 
equations has been studied to some extent already. Results for the case when 
the homogeneous equation is autonomous can be found in Kato [5], Hale [3], 
and Cooke [l]. The following work treats the case in which the homogeneous 
equation may be nonautonomous. The only other study of such equations 
that the author is aware of is given by Kato [4, 61, whose approach is quite 
different. The methods used here are elementary. The principle of super- 
position is used to construct a series representation (see (8) below) for solu- 
tions of the nonhomogeneous equation. The relationship between the solu- 
tions of the two equations is obtained on the basis of this representation. 
The notation we use is that of Halt [2]. Let D E R, Y 2 0, and 
C = C’([-r, 01, I?). Consider the linear homogeneous functional differential 
equation 
u(t)’ = qt, UJ (1) 
with u, = 4 E C and the corresponding nonhomogeneous equation 
x(t)’ = L(t, xt) -j- h(t) 
with .rrr = 4 E C. For I$ E C, t E R suppose that 
(2) 
JYt, 4) = Jo 4P?(t, @ d(Q, 
-r 
where 17 is a IZ x n matrix function defined on R x [-r, OJ that is measurable 
in (t, 0) and of bounded variation in 0. Let the variation of ~(t, .) on [-Y, 0] 
satisfy 
Pr77(C -! G m(t), 
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where or/ is a locally integrable function on I?. Let h be a locall!- integrable 
vector function on R. Under the above conditions there exists a unique 
function .$a, 4, 11) (t), defined and continuous on [CT - I’, CO], which satis- 
fies (2) almost everywhere on [a, #CC) (see Hale [2]). We will require that 
q(., 0) be continuous, that m(t) :I< II, and that 11 be continuous. With these 
assumptions, the right-hand side of (2) is continuous in t and solutions esist 
in the usual sense. 
Furthermore, Hale [2] has shown that the solutions of (2) are given by the 
variation-of-constants formula 
where 
q(u, q5, h) = T(t, CT)+ + ii T(t, s) Xoh(s) ds, 
‘0 
T(t, u) 4 = q(u, 4, 0) and 
--r<O-:O 
P =o. 
Here I is the n x 71 identity matrix. 
2. ASYMPTOTIC EQUIVALENCE 
Equations (1) and (2) are said to be asymptotically equivalent if given any 
solution u(t) for t 3 o of (1) there exists a solution x(t) for t >, o of (2) such 
that 
v-2 I w - u(t)1 = 0 
and conversely. This section is devoted to a theorem which gives conditions 
under which (I) and (2) are asymptotically equivalent. 
A bound on h will be needed that has the following form. Let H, lV, and B 
be positive numbers and let c(t) be a continuous nonnegative integrable 
function on [U - r, ~1) that satisfies Y(t) < H for cr - Y < t, j t; [ < NC!(~) 
f or (J < t, and 
I 
. z 
k(s) ds ::: B/((t), o-r<t, 
*t 
where B < 1. As an example take d(t) = e--2t. Then B = 4, N = ear, and 
H = e?(r-o) 
THEOREM. Suppose 1 h(t)1 .< Z(t) on u < t and suppose MN < 1. Further- 
more, assume that 
I V,u)4I <Klcbl, u<t, l$EC 
[ T(t, s) X” [ < K, u<:s<t 
where K > 0. Then (1) and (2) are asymptoticaZ!\~ equivalent. 
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Proof. Define two sequences of functions {/zi)F=O, (zui}EI as follows. Let 
h, be a continuous extension of h back to u - Y which satisfies 
I W)l < /(t:(t) < H. (39 
Define w’(t) by 
wl(t) = - Jrn h,(s) ds, o-r<t. 
t 
Notice that 
1 wl(t)l < Itm / h,(s)\ ds < I= f(s) ds < B/(t) < BH (49 t 
and that 
Suppose we have defined hipI and wi for i = 1,2,..., n - 1 and u - r < t 
so that 
where 
1 himl(t)l < Bi-V(t) < Bi-lH, (39 
and 
wi(t) = - srn h,ml(s) ds 
t 
Also, we have 
1 wi(t)l < Bit(t) < BiH. (4”) 
/ wti 1 < B”iW(t). 
We will now define h,-, and wn. Using the hypothesis on L, we see that 
1 L(t, w:-‘)I < 114 1 wyl j < MB’?Vlr(t) < Bn+(t) < B”-lH, u < t. 
Let h,-, be a continuous extension of L(t, w:-‘) back to (T - r that satisfies 
I h&t)1 < B”%(t) < B”-‘H. (3”) 
As before, take 
We see that 
w’“(t) = - jtm h,-,(s) ds. 
1 wn(t)j < Irn ! h,&s)l ds < B+l Irn f(s) ds < B”G(t) < BnH (4”) t t 
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Inequality (3’1) implies that Czl, /I~-, converges uniformly to a bounded 
continuous function g on [O - r, m). Inequality (4”) implies that Cr=, zxi 
converges uniformly to a bounded continuous function w on [u - r, IQ). 
Lebesgue’s dominated convergence theorem implies that 
r-T 
w(t) = -- J ,g(s) ds, (3 -- Y Z.< ’ t. 
I 
Let ui be the solution of (1) with u,i = ---zo,~, i = 2, 3,.... Since 
1 T(t, CT) C$ I L< K j 4 / , we have 
It follows that xy=, z& converges uniformly to a bounded continuous function 
on [o - Y, cc). Also, since 
xT=aL(t, uji) converges uniformly to a bounded continuous function on 
[a, a) and, hence, xy=, ui is a solution of (1). 
Suppose 21~ is the solution of 
c’(t)’ = qt, Vti) + L(t, wti) (6”) 
with v,i = -w i u ) i = 1, 2,. . . . The variation-of-constants formula yields 
This inequality implies that {zqi}:=r converges uniformly to zero on [U - Y, .co). 
Let .x1 be the solution to (2) with x,l = 4, and let u1 be the solution to (1) 
with uO1 = 4. Since solutions to (2) and (69 are unique, it follows that 
~1 = ~1 + ~1 + ~1 and z)i = &+I + Z’i+l + wi+l, i = 1, 2 ,.... Hence, x1 has 
the representation 
(7”) 
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Taking limits in (7”), we get 
x’(t) = u’(t) + f G(t) - Jtffi g(s) ds. 
i-2 
Given x(t) as a solution to (2) with x’, = #I, let .1c play the role of x1 in (8). 
The corresponding u in the definition of asymptotic equivalence is CT=, ui. 
Given 14(t) as a solution to (1) with u, = 4, let u play the role of u1 in (8). 
The corresponding x is x1 - xy=, ui. 
3. AN EXAMPLE 
The following example is due to Stokes [7]. Let rz = 1, D = 0, Y = 2~ 
and suppose 7 is given by 
r)(t, 0) = fO* e = -27r 
(a sin t, -2?T<o<o 
where a E R. It is clear that 
For the above 7, L(t, 4) = a(sin t) 4(-2a) and (1) takes the form 
u(t)’ = a(sin t) u(t - 237). (9) 
Since all the solutions of (9) approach some multiple of exp(--a cos t) 
faster than any exponential, they are all bounded. The uniform boundedness 
principle implies that there exists a K > 0 such that 1 T(t, 0) 4 1 < K 14 1 
for + E C and t > 0. Since the columns of T(t, s) X0 are in C for s + 237 < t, 
it follows that K may be chosen large enough to ensure j T(t, s) X0 1 < K 
for (J <; s -< t. 
For h(t) = e+, (2) becomes 
x(t)’ = a(sin t) x(t - 23~) + e-2*. (10) 
If we take 1 a I < e+=, then the hvpotheses of the theorem are satisfied and 
(9) and (10) are asymptotically equivalent. 
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