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TimeSpace Tradeoffs for Satisfiability
Lance Fortnow1
Department of Computer Science, University of Chicago,
1100 E. 58th Street, Chicago, Illinois 60637
We give the first nontrivial model-independent timespace tradeoffs for
satisfiability. Namely, we show that SAT cannot be solved in n1+o(1) time and
n1&= space for any =>0 general random-access nondeterministic Turing
machines. In particular, SAT cannot be solved deterministically by a Turing
machine using quasilinear time and - n space. We also give lower bounds for
log-space uniform NC1 circuits and branching programs. Our proof uses two
basic ideas. First we show that if SAT can be solved nondeterministically
with a small amount of time then we can collapse a nonconstant number of
levels of the polynomial-time hierarchy. We combine this work with a result
of Nepomnjas c i@$ that shows that a nondeterministic computation of super-
linear time and sublinear space can be simulated in alternating linear time.
A simple diagonalization yields our main result. We discuss how these bounds
lead to a new approach to separating the complexity classes NL and NP. We
give some possibilities and limitations of this approach.  2000 Academic Press
1. INTRODUCTION
Separating complexity classes remains the most important and difficult of
problems in theoretical computer science. Circuit complexity and other techniques
on finite functions have seen some exciting early successes (see [BS90]), but they
have yet to achieve their promise of separating complexity classes above
logarithmic space. Other techniques based on logic and geometry also have given
us separations only on very restricted models.
We should turn back to a traditional separation techniquediagonalization. In
this paper, we would like to argue that diagonalization might yet help us separating
two common classes, nondeterministic logarithmic space (NL) and nondeter-
ministic polynomial time (NP).
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We have no inherent reason to believe that diagonalization will not succeed in
separating NP from NL. Relativization results for space-bounded classes are hard
to interpret (see Fortnow [For94]). While there are relativization models that
make NL=NP, these same models also can collapse NL and AP (alternating poly-
nomial time) even though we know these classes differ (PSPACE=AP [CKS81],
NLDSPACE[log2 n] [Sav70], and PSPACE strictly contains DSPACE[log2 n]
[HS65]).
Diagonalization over uniform classes also avoids the limits of combinatorial
proofs described by Razborov and Rudich [RR97].
We make partial progress by giving some new timespace tradeoffs for
satisfiability. We prove a general result: For r(n) any unbounded function such that
r(n)=O(log nlog log n) and =>0,
SAT  NTIME[n1+(1r(n))] & NTISP[no(r(n)), n1&=],
where NTISP[t(n), s(n)] are the languages accepted by nondeterministic Turing
machines using t(n) time and s(n) space.
From this result we get many interesting consequences. For any =>0,
SAT  NTISP[n1+o(1), n1&=]
SAT  DTISP[n1+o(1), n1&=]
SAT  NTIME[n1+o(1)] & NL
SAT  NTIME[n logO(1) n] & NSPACE _o \ log
2 n
log log n+&
NQL3 coNQL & NL,
where NQL is nondeterministic quasilinear (n logO(1)n) time.
All of these results hold for the general Turing machine model where we allow
random access to the input. This follows since converting from a nondeterministic
RAM machine to a nondeterministic multitape machine will only increase the time
by a polylogarithmic factor [GS89, Sch78]. These are the first nontrivial machine-
independent timespace tradeoffs for satisfiability.
We also give lower bounds for circuits and branching programs. We show, with
the help of Buhrman, that satisfiability does not have log-space uniform NC1
circuits of size n1+o(1) or log-space uniform branching programs of size n1+o(1).
Our proof uses surprisingly simple and well-established techniques. We first show
that if SAT can be solved with slightly more than linear time then we can collapse
more than a constant number of levels of the polynomial-time hierarchy to a small
amount of nondeterministic time.
We then consider an extension of the work of Nepomnjas c i@$ [Nep70] that shows
that any language computable in nondeterministic time n:(n) and space n1&= can be
solved in :(n) alternations and linear time for any :(n)=no(1).
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Our main results follow by combining these results with some straightforward
diagonalization.
We can also use these techniques to try to separate NL from NP. If P=NP then
every constant level of the polynomial-time hierarchy collapses to P. Suppose one
could show that if P=NP then some nonconstant level of the polynomial-time
hierarchy would collapse to P. This will separate NP from NL: If NP=NL then
P=NP, so a nonconstant level of the polynomial-time hierarchy would collapse to
P and we could diagonalize against NL using the ideas above. However, we show
some relativizable limits of this approach: We create a relativized world where for
any =>0, SAT is in DTIME[n1+=] but every nonconstant level of the polynomial-
time hierarchy does not collapse to P.
Still one may try to hope for results like NP=NL implies that a nonconstant
level of PH collapses to P. This will still separate NP from NL. Stronger assump-
tions like NP=L and NP in uniform NC1 will separate NP from L and NP from
uniform NC1, respectively.
We also show that if nonconstant levels of the polynomial hierarchy cannot be
solved in superlogarithmic space then NP{NL.
Complexity theorists have devoted much effort to separating complexity classes
like NL and NP. This paper shows that separating these classes might be not nearly
as difficult as previously believed, perhaps considerably easier than separating P
from NP.
1.1. Related Work
The question of timespace tradeoffs goes back to 1966 when Cobham [Cob66]
showed that palindromes required quadratic timespace tradeoffs on a Turing
machine with a single-head on a read-only input tape. Much of the work on
timespace tradeoffs deals with restricted machine models such as comparison
models (see [Yao94]) and JAG models (see [EP95]).
For Turing machines, lower bounds typically require restricted access to the
input, usually with heads that read the input tape sequentially (see [GS90, DG84,
Kar86]), but these results break down if random access to the input is allowed.
Kannan shows that NTIME[n]3 DTIME[n] & NL in the sequential input
model. Like our paper, Kannan makes use of Nepomnjas c i@$ ’s Theorem [Nep70].
Later Paul et al. [PPST83] separate NTIME[n] and DTIME[n] using different
techniques.
Kannan also proves the following curious related result.
Theorem 1.1 (Kannan). There is a k such that for all t(n) such that nk=o(t(n))
and t(n) is bounded by a polynomial, NTIME[t(n)] strictly contains DTISP[t(n),
o(t1k (n))].
His proof does not construct the k; it merely proves one exists. This result gives
an interesting contrast with our work since his result gives timespace trade offs for
large polynomial-time functions which do not fall out of our proof. However, we




Most of the complexity classes discussed in this paper like NL, P, NP, and the
polynomial-time hierarchy have been well studied. Definitions and basic results of
these classes can be found in basic textbooks such as Hopcroft and Ullman
[HU79] or Garey and Johnson [GJ79]. We use the multitape model of Turing
machines, although as we discuss in Section 3, our lower bounds for SAT hold in
more general models.
The results given only hold if the time and space bounds have the appropriate
constructivity requirements. Since virtually all natural functions are constructible
we ignore these issues in this paper.
We need to generalize the polynomial-time hierarchy to have super constant
levels and more general time bounds.
Definition 2.1. The class 7 t(n)s(n) consist of the set of languages accepted by alter-
nating Turing machines using O(t(n)) time, starts in _ state, and on input x, makes
at most s( |x| )&1 alternations. The class 6 t(n)s(n) has a similar definition except that
the computation starts in a \ state.




s(n) to represent 7
n
s(n) .
Note that for constant functions s(n)=k, 7 ps(n) correspond to 7
p
k , the k th level
of the traditional polynomial-time hierarchy.
The class NC1 consists of languages accepted by a family of circuits of bounded
fan-in and logarithmic depth. A circuit family is log-space uniform if there exists
a logarithmic space-bounded Turing machine that on input 1n computes Cn , the
circuit for inputs of length n. A circuit family is t(n)-time uniform if given n and
a pointer to one gate g of Cn one can in t(n)-time find the pointers to the gates
connected to g.
The class DTISP[t(n), s(n)] consists of those languages accepted by Turing
machines using simultaneously t(n) time and s(n) space. NTISP[t(n), s(n)] is the
nondeterministic version of this class.
SAT consists of the set of satisfiable Boolean formulae. Cook [Coo71] and Levin
[Lev73] independently show that SAT is NP-complete. Later Cook [Coo88],
building on work of Pippenger and Fischer [PF79] and Hennie and Stearns
[HS66], shows how to reduce nondeterministic time to a satisfiability question of
a small formula.
Lemma 2.2 (Cook). Let M be a nondeterministic Turing machine running in time
t(n). There is a O(t(n) log t(n)) time and a O(log t(n)) space algorithm that maps
inputs x of length n to formulae , of size O(t(n) log t(n)) so that
x # L  , # SAT.
Robson [Rob91] shows that Lemma 2.2 holds even for random-access Turing
machines.
Let the language QBFs(n) consist of quantified Boolean formulae restricted to
s(n)&1 alternations where the first quantifier is ‘‘_.’’ Similar to the proof that QBF
is PSPACE-complete, we have QBFs(n) is 7 ps(n) -complete. In particular, using the
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ideas of the proof of Cook’s lemma (Lemma 2.2), we get that any language in 7 t(n)s(n)
can be reduced to a QBFs(n) question of length O(t(n) log t(n)).
Gurevich and Shelah [GS89] show how to simulate nondeterministic random-
access machines by multitape Turing machines. Their proof builds on Schnorr’s
result [Sch78] that one can sort m elements on a multitape Turing machine in
O(m logO(1) m) time.
Theorem 2.3 (GurevichShelahSchnorr). Every language that is accepted by a
nondeterministic random-access machine using t(n) time is also accepted by a non-
deterministic multitape Turing machine using time t(n) logO(1) t(n). This result
generalizes to show that any random-access alternating Turing machine using time
t(n) can be simulated in time t(n) logO(1) t(n) on a multitape machine using the same
number of alternations.
For space one can simulate such a RAM on a multitape machine by simply
rereading the input and the entire memory used every time a memory call is made
(see [Sv88]).
Theorem 2.4. Every language accepted by a random-access Turing machine using
space s(n) and time t(n) can be simulated by a multitape Turing machine using s(n)
space and t2 (n) time.
We say a function f (n) is quasilinear if f (n)=O(n logk n) for some constant k. We
define the class NQL as the set of languages accepted in nondeterministic
quasilinear time. By Theorem 2.3 we have that NQL is a rather robust class with
the same set of languages whether one uses a two-tape Turing machine or a ran-
dom-access machine. By Lemma 2.2 we have that SAT is complete for NQL under
quasilinear time reductions.
We use SATA to represent a relativized version of satisfiability (see [GJ93]).
Relativized SATA has several extra predicates, A0 , A1 , ..., such that Am (x1 , ..., xm)
has the property that
x1 } } } xm # A  Am (x1 , ..., xm).
For every oracle A, SATA has the following properties:
1. SATA is NPA complete.
2. SATA is in NTIMEA[n logO(1)n]. [Sch78]
3. Whether , is in SATA depends only on strings in A of length less than |,|.
3. MAIN RESULTS
In this section we present our main results.
Theorem 3.1. For any =>0,
SAT  NTISP[n1+o(1), n1&=].
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This result follows from a more general result.
Theorem 3.2. For r(n) any unbounded function such that r(n)=O(log n
log log n) and =>0,
SAT  NTIME[n1+(1r(n))] & NTISP[no(r(n)), n1&=].
We prove Theorem 3.2 in Section 4 using a standard multitape Turing machine.
By Theorems 2.3 and 2.4 the result applies even to random-access machines.
One could further generalize Theorem 3.2 by using constant alternating
timespace bounds by trading off alternations with time and space but we will not
follow that path here.
Theorem 3.1 also gives us a deterministic lower bound for satisfiability.
Corollary 3.3. For any =>0,
SAT  DTISP[n1+o(1), n1&=].
We also get a lower bound for the class NQL.
Corollary 3.4. For any =>0,
NQL3 coNTISP[n1+o(1), n1&=].
Proof. Corollary 3.4 follows from Corollary 3.3 and Lemma 2.2. K
Theorem 3.1 tells us there cannot exist a single machine accepting SAT using at
most n1+o(1) time and n1&= space. One might ask if SAT is computable in a small
amount of time whether no other program can compute SAT in a small amount of
space. We can get these kinds of results from Theorem 3.2 although with weaker
bounds.
Corollary 3.5. For r(n) any unbounded function such that r(n)=
O(log nlog log n),
SAT  NTIME[n1+(1r(n))] & NSPACE[o(r(n)) log n].
In particular,
SAT  NTIME[n1+o(1)] & NL, and
SAT  NTIME[n logO(1) n] & NSPACE _o \ log
2 n
log log n+& .
Proof. Corollary 3.5 follows from Theorem 3.2 and the fact that any s(n) space
bounded Turing machine uses at most 2O(s(n)) time or it will repeat a configura-
tion. K
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Corollary 3.5 and Lemma 2.2 allow us to state a lower bound completely in terms
of complexity classes.
Corollary 3.6.
NQL3 coNQL & NL
We can also get lower bounds on the timespace product.
Corollary 3.7. If M is a nondeterministic Turing machine accepting SAT in
time t(n) and space s(n) then for some =>0, t(n) s(n)=0(n1+=).
Proof. If s(n)=0(- n) then we have t(n) s(n)=0(n1.5) since M will need linear
time to read the entire input. Otherwise by Theorem 3.1 we will have t(n)=n1+= for
some =>0. K
In Section 5, we show how to get lower bounds for circuits and branching
programs.
4. PROOF OF MAIN THEOREM
We prove Theorem 3.2 using two lemmas.
Lemma 4.1. For any unbounded r(n) such that r(n)=O(log nlog log n), if
SAT # NTIME[n1+(1r(n))] then for any #>0, there is a constant l such that
7n log nr(n)l coNTIME[n
1+#].
We prove Lemma 4.1 in Section 4.1.
Lemma 4.2. For any ;>0, constant c and 1:(n)no(1),
NTISP[nc:(n), n1&;]7LINO(:(n)) .
Lemma 4.2 is a generalization of Nepomnjas c i@$ ’s theorem [Nep70] which proves
the result for :(n)=1. Lemma 4.2 follows from the even greater generalization given
by Reischuk [Rei90, p. 282].
Lemma 4.3 (Reischuk). For functions t1 (n), t2 (n), s(n), and a(n), every language
accepted by an alternating Turing machine using time t1 (n)t2(n), space s(n), and
a(n) alternations can be recognized by an alternating Turing machine using
O(a(n) s(n)+t1 (n) t2 (n) s(n)) time, O(t1 (n) s(n)) space, and O(a(n)+t2 (n)) alterna-
tions.
For completeness, we give a proof of Lemma 4.2 in Section 4.2.
Now assume
SAT # NTIME[n1+(1r(n))] (1)
SAT # NTISP[n:(n), n1&=], (2)
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where r(n) is any unbounded function such that r(n)  log n log log n,
:(n)=o(r(n)), and =>0.
We will set # later.
By straightforward diagonalization we can construct a language L in
7n log nr(n)l &7
LIN
O(:(n)) . By Eq. (1) and Lemma 4.1 we have L in NTIME[n
1+#]. By
Lemma 2.2 we can convert decision problems on L to nonsatisfiability questions of
formulae of size O(n1+# log n1+#)<n1+2# for sufficiently large n.
By Eq. (2) we can solve these nonsatisfiability questions by a nondeterministic
Turing machine using time t(n)<(n1+2#):(n1+2#) and space s(n)<(n1+2#)1&=. Since
:(n)<log n we have t(n)=nO(:(n)). Making #==4 we have
s(n)<n(1+2#)(1&=)=n1&(=(1+=)2).
By Lemma 4.2 we have L # 7LINO(:(n)) , a contradiction. K
4.1. Proof of Lemma 4.1.
For simplicity we give the proof of Lemma 4.1 for the case r(n)=
O(log nlog log n).
Proof. Fix #>0 and some integer j. We need to prove that if SAT #
NTIME[n log j n] then for some l,
7n log nlog n(l log log n)coNTIME[n
1+#].
Note that if A # 7n log nlog n(l log log n) then A # 7
n log n
log n(l$ log log n) for any l$<l so it is suffi-
cient to show
7n log nlog n(l log log n)/NTIME[n
1+#].
Given the assumption we will show how to reduce a formula of k&1 alternations
to k&2 alternations without the length of the formula growing significantly.
Recursively applying this reduction gives us a polynomial-size formula with no
alternations.
Fix k. Assume k even.
Consider the formula
k=_x 1\x 2 } } } _x k&1\x k ,(x 1 , ..., x k),
where x i is a vector of variables. Assume |k |=mk .
Now consider the formula
{(x 1 , ..., x k&1)=\x k ,(x 1 , ..., x k).
The truth of { is a SAT question of an input of length bounded by mk .
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By assumption, determining whether {(x 1 , ..., x k&1) is in SAT can be solved
in nondeterministic time mk log j mk time for some j. By Lemma 2.2 we can reduce
a nondeterministic time t(n) computation to the truth of the formula
_y _(x 1 , ..., x k&1 , y ) of size O(t(n) log t(n)).
The size of _ is bounded by mk log j+2 mk .
The truth of the formula k is equivalent to the truth of
k&1=_x 1\x 2 } } } _x k&1_y _(x 1 , ..., x k&1 , y ).
The formula k&1 has k&2 alternations and length bounded by mk&1=mk
log j+2 mk .
Now suppose k was odd. Now consider
k=_x 1\x 2_x 3 } } } \x k&1_x k ,(x 1 , ..., x k).
Assume again that |k |=mk .
Now consider the formula,
{(x 1 , ..., x k&1)=\x k c,(x 1 , ..., x k).
The truth of { is a SAT question of an input of length bounded by mk .
By the same argument as above, we can reduce {(x 1 , ..., x k&1) to the truth of a
formula _y _(x 1 , ..., x k&1 , y ) of size bounded by mk log j+2 mk .
The truth of the formula k is equivalent to the truth of
k&1=_x 1\x 2_x 3 } } } \x k&1\y c_(x 1 , ..., x k&1 , y ).
As before, the formula k&1 has k&2 alternations and length bounded by
mk&1=mk log j+2 mk .
Initially, ms(n)=n log2 n. By using backward induction we show that m1 is bounded
by n1+#.
Note that mkn log n so log mklog2 n. So we have mk&1mk log2 j+4 n and
m1mk logk(2 j+4) n. For k=s(n)=log n(l log log n) we have mk=n log2 n and
m1n log2 n log(2 j+4) log n(l log log n) n<n1+(#2)
for l>(4 j+8)#.
Thus, we have converted an n log2 n size s(n)&1 alternation formula ,s(n) to a
zero alternation formula ,1 of size n1+(#2). We can then consider ,1 as a
satisfiability question and solve it in
NTIME[n1+(#2) logO(1) n1+(#2)]NTIME[n1+#]. K
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4.2. Proof of Lemma 4.2
Lemma 4.2 generalizes the following result of Nepomnjas c i@$ [Nep70].




While credit is usually given to Nepomnjas c i@$ for Theorem 4.4, the result has
quite an interesting history. Smullyan [Smu61, p. 147] defined the rudimentary
sets. Bennett [Ben62] proved a result on rudimentary sets that implies that every
language computed in polynomial time and square root space is rudimentary.
Nepomnjas c i@$ [Nep70] extended Bennett’s work to Turing machines and showed
that every set in NTISP[nO(1), n1&=] is rudimentary. Wrathall [Wra78] later
showed that the rudimentary sets are exactly 7LINk . Kannan [Kan84] rediscovered
Theorem 4.4 and showed that it holds for random-access machines. Kannan
[Kan84] and independently Woods [Woo86] generalize this theorem to show
constant alternating polynomial time and n1&= space is contained in k 7LINk .
Reischuk [Rei90, p. 282] gave an even broader generalization (Theorem 4.3) than
our Lemma 4.2.
For completeness, we give a proof of Lemma 4.2 below.
Our generalization will use techniques developed by Chandra et al. [CKS81] in
their proof that alternating polynomial time captures PSPACE. Their proof itself
builds on the techniques used by Savitch [Sav70] in his proof showing
NSPACE[s(n)]DSPACE[s2 (n)]. Our proof uses techniques similar to Kannan
[Kan84] in his proof of Theorem 4.4.
Fix a nondeterministic Turing machine M using time nc:(n) and space n1&; and
an input x. Consider the tableau of some potential accepting computation M. Each
row i describes the entire configuration of M at time i (except for the input) which
has O(n1&;) bits. There are at most nc:(n) configurations.
The usual divide-and-conquer algorithm of Chandra et al. [CKS81] would use
only time O(n1&;) but would use O(:(n) log n) alternations so we need to be more
careful.
Instead of just dividing into two pieces like Chandra et al. we divide the tableau
into an appropriate n= number of pieces. This allows us to eliminate the extra log n
term.
Let ID0 represent the initial configuration of M(x). We can assume that after M
accepts it erases its tape, moves the head to the left, and goes to a special state and
stays there forever. Call this final configuration IDf .
Let IDa |&IDb be true if machine M starting in IDa reaches IDb in one step.
Checking whether IDa |&IDb can be done in deterministic time O(n1&;).
Define CHECK(IDa , IDb , t) to be TRUE if M starting in configuration IDa will
get to configuration IDb in t steps. We have that M(x) accepts if and only if
CHECK(ID0 , IDf , nc:(n)). Fix q(n)=n=.
In Fig. 1, we show how to compute CHECK recursively on an alternating poly-
nomial-time Turing machine.
346 LANCE FORTNOW
FIG. 1. Algorithm for CHECK.
Let ALT(t) be the number of alternations used by CHECK(IDa , IDb , t). Each
recursive step of CHECK uses two alternations. We then have the recurrence
ALT(t)=2+ALT \ tq(n)+1|+ .
For t>q(n)(q(n)+1) we have
 tq(n)+1| tq(n)+1+1 tq(n) .
We have ALT(q(n)(q(n)+1))=1 so ALT(t)=2 logq(n) (t).











CHECK uses at most O(n2=n1&;) time for each alternation. This gives us a total
time of O(:(n) n1+2=&;). Since :(n)=no(1) if we take =<;2 our algorithm will use
only linear time. K
5. CIRCUITS AND BRANCHING PROGRAMS
Theorem 3.1 gives a lower bound for satisfiability on log-time uniform circuits.
Buhrman shows how to use KarpLipton [KL80] combined with the techniques
of Section 4 to improve the bound to log-space uniformity.
347TIMESPACE TRADEOFFS
Theorem 5.1 (Buhrman). SAT cannot be solved by logarithmic-space uniform
NC1 circuits of size n1+o(1).
Proof Sketch. We prove Theorem 5.1 in several stages. First we show that if
SAT has small (nonuniform) circuits then QBF2 has a quick 62 algorithm. We then
use this fact to put QBFs(n) formulae in 7 p2 for some slow growing s(n). We then
show that if SAT has log-space uniform NC1 circuits then 7 p2 is computable in
logarithmic space We can then get a contradiction by diagonalization.
Karp and Lipton prove the following result about the consequences of NP having
small circuits.
Theorem 5.2 (KarpLipton). If SAT has polynomial-size circuits then 7 p2 =6
p
2 .
Analyzing the proof of Karp and Lipton one discovers that the time does not
increase by much on random-access machines. By Theorem 2.3 we can convert
these machines to multitape Turing machines.
Corollary 5.3 (KarpLipton). If SAT has circuits of size n1+o(1) then
QBF2 # 6 1+o(1)2 .
Similar to the proof of Lemma 4.1 we can then derive that QBFs(n) is in 7 p2 for
a sufficiently slow growing function s(n). Suppose k is even and consider the
formula
k=_x 1\x 2 } } } \x k&2_x k&1\x k ,(x 1 , ..., x k),
where |k |=mk . Now consider the formula
{(x 1 , ..., x k&2)=_x k&1\x k ,(x 1 , ..., x k).
The truth of { is a QBF2 question of an input of length bounded by mk . By
Corollary 5.3 we can compute the truth of { in 6 n1+o(1)2 . Using a variation of
Lemma 2.2, we can reduce this question to the truth of a formula
\y 1_y 2 _(x 1 , ..., x k&2 , y 1 , y 2)
of size bounded by n1+o(1).
The truth of the formula k is equivalent to the truth of
_x 1\x 2 } } } \x k&2\y 1_y 2 _(x 1 , ..., x k&1 , y 1 , y 2)
which is now a formula with k&2 alternations.
The case for k odd is handled similarly.
As in Section 4.1 we recurse and get a polynomial-size QBF2 equivalent to the
original QBFs(n) size formula.
If SAT has log-space uniform NC1 circuits then NP=L which implies 7 p2 =L. By
Lemma 4.2, we have L7LINO(1) . This gives us






We get a contradiction by a simple diagonalization that creates a language in
7n log ns(n) &7
LIN
O(1) . K
Note that no nonlinear lower bound on SAT is known for nonuniform NC1
circuits.
Using a similar proof, we can get lower bounds for uniform branching programs
(see [BNS92]).
Corollary 5.4. SAT cannot be computed on log-space uniform branching
programs of size n1+o(1).
6. NP VERSUS NL
Lemma 4.2 gives an immediate separation of nondeterministic logarithmic space
and unbounded levels of the polynomial-time hierarchy.
Theorem 6.1. For any unbounded function s(n), NL is strictly contained in 7 ps(n) .
Proof. By Lemma 4.2, NL7LINO(1) . Theorem 6.1 follows by straightforward
diagonalization. K
We know that P=NP implies that any constant level of the polynomial-time
hierarchy collapses to P. However, when one examines the proof of this statement
one discovers the exponent of the running time of the polynomial-time algorithm
for 7 pk languages increases as a function of k.
Suppose one could prove a stronger collapse, one where the exponent of the run-
ning time does not depend on the level of the hierarchy. This would allow us to
collapse 7 ps(n) to P for some nonconstant s(n) and thus separate NP from NL.
However, this direction would require nonrelativizing techniques.
Theorem 6.2. For every monotone unbounded function s(n) computable in time
polynomial in n, there exists an oracle A such that PA=NPA but PA{7 p, As(n) .
Theorem 6.2 follows immediately from the following stronger theorem that shows
that Lemma 4.1 is nearly tight in relativized worlds.
Theorem 6.3. For every monotone unbounded function s(n) computable in time
polynomial in n and every constant =>0, there exists an oracle A such that SATA
DTIMEA[n1+=] but PA{7 p, As(n) .
This proof builds on techniques used by Ko [Ko89] who presented a relativized
world where P=NP{PSPACE which in turn built on work by Ha# stad [Ha# s89].
In particular, we make use of the following bounds for parity.
Lemma 6.4 (Ha# stad). For sufficiently large m and d, no depth d circuit of size
2m
12d can compute parity of m input variables. However, parity can be computed on
a size m2m1(d&1) circuit.
Proof of Theorem 6.3. We will construct A to guarantee that SATA #
DTIMEA[n1+=]. We do this by guaranteeing that for all formula , of length n,
, # SATA  1n1+=&n&10, # A. (3)
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Without loss of generality, assume that s(n)=O(log n). Let Bn be the
lexicographically first ns(n)&1 strings of length n that begin with a 0.
To diagonalize we consider the following language:
L(A)=[1n | |A & Bn | is odd.]
First we argue that for every A, L(A) # 7 p, As(n) . By Lemma 6.4, for every m, and d,
the parity of m bits can be computed by a depth d size m2m1(d&1) circuit of 7 and
6 gates with negations only on the inputs. The parity of ns(n)&1 bits can be com-
puted with a circuit C of size ns(n)&12n and depth s(n). Consider the input variables
as determining whether each string of Bn is in A. The 7 p, As(n) machine can then deter-
mine whether |A & Bn | is odd by simulating C using \ states for the 7 gates and
_ states for the 6 gates.
However, Lemma 6.4 is very tight and we will use this to diagonalize against
polynomial-time machines.
Let M1 , M2 , ... be an enumeration of polynomial-time oracle Turing machines
such that Mi runs in time bounded by ni. For each machine Mi and for some n we
will set the strings of length n in A so that L(M Ai ) and L(A) disagree on 1
n.
Stage i. Fix n such that s(n)>4i ln(i)=+1 and n is much bigger than any
strings sets in previous stages. For , of length less than n, set A to properly encode
Eq. (3). Set A to zero for all the other strings of length less than n.
Consider the polynomial-time computation of M Ai . We can consider the com-
putation of M Ai as a circuit C of size 2
ni over variables representing whether strings
of length at most ni are in A. We wish to convert this circuit to another one that
depends only on the variables relating to Bn .
For strings of length between n and ni, not in Bn and not used in Eq. (3), set
them to zero in A; i.e., put them all in A . Suppose C contains the variable
1n
1+=&n&10,. By construction, |,|n. We can replace this variable by simulating
whether , # SATA. We use an 6 of size 2 |,| to guess the possible satisfying
assignments and an 7 of size |,| to check the assignment over the strings of A
queried by , for that potential satisfying assignment. Note these variables represent
strings of length less than |,|.
Replace all of the strings not queried in Bn this way. This adds two to the depth
of the circuit but now every variable representing a string of length m is replaced
by one representing a string of length m11+=. If we repeat this process ln(i)= times
then all variables of Eq. (3) represent strings of length less than n, so they all pre-
viously encoded.
Thus, we have a circuit C$ of size 2ni and depth 2 log i= over the ns(n)&1 variables
representing whether strings, in Bn are in A. By Lemma 6.4, C$ cannot compute
parity. Fix a setting of the variables such that C$ and parity disagree and set A
accordingly. This guarantees that L(M Ai ){L(A). K
Theorem 6.1 suggests another attack on the NP{NL problem. From
Theorem 6.1 we have 7 ps(n) 3 NSPACE[log n] for any unbounded s(n). The follow-
ing lemma says that any improvement of the space bound will yield NP{NL.
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Lemma 6.5. If NP=NL then for any f (n)=|(log n), there exists an unbounded
function s(n) such that 7 ps(n) NSPACE[ f (n)].
Proof. Assume NP=NL. We then have P=NP so SAT # DTIME[nc] for
some c. By techniques similar to the proof of Lemma 4.1 we have 7 ps(n) /
DTIME[nds(n)] for some other constant d.
Pick s(n) such that d s(n) log n< f (n). We then have 7 ps(n) DTIME[2
f (n)].
By assumption we also have P=NL so DTIME[n]NSPACE[log n]. By
padding we have DTIME[2 f (n)]NSPACE[ f (n)]. The lemma follows. K
Theorem 6.1 also gives limitations to improving Toda’s [Tod91] theorem. Toda
showed that any constant level of the polynomial-time hierarchy can be reduced to
the complexity class PP. We show that extending his result would yield a nice
separation.
Corollary 6.6. If for any unbounded monotone function s(n) computable in time
polynomial in n, 7 ps(n) P
PP then PP strictly contains NL.
Proof. Suppose the assumption is true and NL=PP. We then have NL=
P=PP, so
7 ps(n) P
PP O 7 ps(n) P
P O 7 ps(n) P=NL
contradicting Theorem 6.1. K
7. CONCLUSIONS
Since we expect that satisfiability requires exponential time and linear space the
bounds we get are likely far from optimal. Improving the space bound a little bit
in Theorem 3.1 would give us SAT  NTIME[n1+o(1)] without any space con-
straints. Also improving the lower bound for time to n1+= even with logarithmic
space seems quite difficult.
Our results only hold in the uniform setting. In the nonuniform setting we will
be unable to diagonalize. Pushing through some of our results to nonuniform
classes or a weaker uniformity condition remains open.
We believe that this paper has given hope to the idea that perhaps classes like
NP and NL can be separated using simple techniques like diagonalization. We
should not discard diagonalization as a non-‘‘natural’’ proof technique. Rather we
should see what diagonalization will do for us in the light of our current under-
standing of complexity classes.
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