TIP curves are cumulative poverty gap curves used for representing the three different aspects of poverty: incidence, intensity and inequality. The paper provides Bayesian inference for TIP curves, linking their expression to a parametric representation of the income distribution using a mixture of lognormal densities. We treat specifically the question of zero-inflated income data and survey weights, which are two important issues in survey analysis. The advantage of the Bayesian approach is that it takes into account all the information contained in the sample and that it provides small sample confidence intervals and tests for TIP dominance. We apply our methodology to evaluate the evolution of child poverty in Germany after 2002, providing thus an update the portrait of child poverty in Germany given in Corak et al. (2008) .
Introduction
Poverty is usually measured as the proportion of households having an income below the poverty line. This proportion, equivalently called the headcount ratio or the risk of poverty, is often taken as the unique measure of poverty, ignoring the shape of the income distribution among the poor. This narrow scoped measure equally accounts being poor with a zero income and being poor with an income just below the poverty line. The TIP curve introduced in Jenkins and Lambert (1997) is a cumulative poverty gap curve used for representing the different aspects of poverty usually provided by the Foster et al. (1984) 's poverty indices. It is also a transformation of the generalised Lorenz curve introduced in Shorrocks (1983) . Therefore the TIP curve bridges the gap between measures of inequality and measures of poverty. One of the other numerous advantages of the TIP curve is that it comes equipped with a dominance criterion which, under some conditions, is equivalent to restricted second-order stochastic dominance (see Davidson and Duclos 2000) . Then the poverty ranking obtained is robust according to the choice of a poverty line and of a poverty measure. Despite their attractiveness, TIP curves have only been used up to now as a descriptive tool of poverty, in a rather small number of articles such as for example Jenkins and Lambert (1997) , Del Rio and Ruiz-Castillo (2001) and Kuchler and Goebel (2003) . Moreover, none of these papers provide statistical inference for TIP curves.
1
The reason can be found in the difficulties for finding a confidence interval for Lorenz curves. A distribution free estimator for a Generalised Lorenz curve is very easy to derive, once the sample is ordered. However, their asymptotic distribution is quite difficult to establish (see Beach and Davidson 1983 for Lorenz curves and Bishop et al. 1989 for generalised Lorenz curves) and this difficulty increases when one considers survey data (see e.g. Kaliski 1986 and Binder and Kovacevic 1995) . The aim of the present paper is to provide Bayesian inference for TIP curves (and also incidently for Generalised Lorenz curves) in the context of survey data.
A distribution-free approach for the generalised Lorenz curve and more generally for dominance curves might surfer from sensitivity to tails' behaviour and might appear unsatisfactory in small samples (see e.g. Cowell and Flachaire 2015) . As our main focus is on TIP curves, the question of tail sensitivity becomes crucial, because we are concerned by the left tail of the income distribution. Moreover, as we shall see later on, a distribution free estimator of a TIP curve throws away all the observations which are above the poverty line, making the question of sample size even more crucial. Bayesian inference for TIP curves at least partially overcome these difficulties. A distribution-free approach does not make any assumption about the shape of the income distribution. A Bayesian approach has to rely on a parametric or semi-parametric representation of the income distribution. By considering that the income distribution can be represented by a mixture of parametric distributions, we can both have a rather important flexibility obtained simply by letting the sample determine the number of components of the mixture and impose a certain smoothness to the income distribution. The whole sample is then used to make inference on the left tail of the income distribution and no information is lost. We shall propose a mixture representation of the income distribution that takes into account both survey weights and the occurrence of zero value incomes which can be numerous when considering gross income (before taxes and redistribution). Bayesian inference is very well adapted for this purpose just because, as we shall prove it in the text, TIP curves are essentially transformations of the estimated parameters of the income distribution. If we manage to have Monte Carlo draws of the parameters of the income distribution, we shall have automatically draws for the TIP curve (and incidently for the Lorenz curve), opening thus a simple way to statistical inference and dominance tests in a Bayesian framework.
Child poverty in Europe is an important question that has motivated many papers. Several papers by Jenkins and Schluter (Jenkins et al. 2000 , Jenkins and Schluter 2003 , Corak et al. 2008 , Hill and Jenkins 2001 , Bradbury et al. 2001 , among others) are devoted to measuring and comparing child poverty in the UK and in Germany. More recent data than those used in these papers are now available and many events that had surely an impact on global poverty and on child poverty have occurred since that period: we think about the 2008 financial crisis and more specifically for Germany to the recent social and labour market reforms (the famous Hartz plan). One purpose of the present paper is to show which kind of new information the use of TIP curves can bring in for understanding the evolution of child poverty in Germany, using the recent released data of the GSOEP.
The paper is organised as follows. In section 2, we introduce TIP curves, their relation to the Lorenz curve and define TIP dominance. Section 3 is devoted to Bayesian inference for mixture of log-normal densities in the case of survey weights and zero inflated incomes. In section 4, we derive the analytical formulae for TIP curves when the income distribution is modelled using a mixture of log-normals with sampling weights and zero-incomes. We also propose a test for comparing TIP curves. Section 5 analyses the evolution of child poverty in Germany, making the difference between current and chronic poverty. Section 6 concludes. 3 2 Measuring poverty using TIP curves
A formal definition
Consider an income vector of n individuals denoted by y ∈ Ê + , and a poverty line z. We define the relative poverty gap as:
where ½(y ≤ z) is the indicator function which takes the value one if y ≤ z and zero otherwise. A poverty gap measures the asymmetric distance between the poverty line and the income vector. The class of decomposable poverty indices introduced by Foster et al. (1984) corresponds to various partial sums over the relative poverty gap depending on the integer parameter α ∈ {0, 1, 2}:
where f (y) is the income probability density function (pdf). For α = 1 and when P α (z) is considered as a function of z, we have the normalised deficit curve, which is also the second order dominance curve following Atkinson (1987) . The relative TIP curve of Jenkins and Lambert (1997) is defined with respect to the cumulative relative poverty gaps and is thus closely related this curve:
F −1 (p) being the quantile function, and p the proportion of individuals. This is the quantile approach to poverty measurement because the integration bound is expressed in term of a quantile.
A distribution free estimator for the TIP curve is easily obtained once we order the observations:
where y (j) are the order statistics of the distribution. For values of p greater than the poverty incidence or headcount ratio P 0 = F (z), the TIP curve saturates and becomes horizontal as illustrated in Figure  1 . At this abscissae point P 0 , the ordinate value is the poverty intensity P 1 or average poverty gap. Finally the curvature of the curve represents the inequality among the poor P 2 . A useful feature of the relative TIP curve is that poverty incidence P 0 , poverty intensity P 1 and poverty inequality P 2 are equivalent to the FGT(α) indices when α = 0, 1, 2 respectively. A TIP
F igure 1: TIP curves from different income distributions curve is thus a convenient device for displaying at the same time the three essential aspects of poverty, justifying its name the Three Is of Poverty.
In Figure 1 , we have represented three TIP curves for comparing three income distributions that have the same poverty rate P 0 = 0.3, using the same poverty line z. The top blue TIP curve represents the case of maximum poverty where all poor people have a zero income. In this case, the average poverty gap P 1 is the highest and P 1 = P 0 . This is a straight line reflecting the fact that every poor has the same income. Inequality among the poor P 2 is also maximum (maximum slope of 1) and the Gini among the poor is 1. The bottom red TIP curve reflects the perfect opposite situation where all poor people have the the same level of income and are hitting the poverty line z while still being poor. The proportion of poor is 0, the average poverty is zero and the Gini among the poor is also 0. This is a straight horizontal line, and inequality among the poor is minimum (minimum slope of 0). In this case the TIP curve corresponds to the x-axis. Between these two extremes, we have the intermediate green curve, which is drawn here as an example from an uniform distribution with a proportion of poor P 0 being 0.3. The average poverty gap is 0.15. The curvature of the TIP curve is directly related to the inequality among the poor, exhibiting a Gini of 0.33. The closer the income of the poor individuals are to the poverty line, the smaller are the poverty gaps, and the closer the slope is to 0. Figure 1 clearly shows that an identical P 0 can hide very different situations, all described adequately by a different TIP curve.
TIP curves and Lorenz curves
TIP curves have another desirable feature through their close link with the generalised Lorenz curve. The Lorenz curve L(p) is a graphical representation of the cumulative distribution function of income introduced by Lorenz (1905) , widely used for representing inequality. It was originally defined by two equations:
whereȳ is the mean income. For representing inequality and taking account of the level of income, the generalised Lorenz curve GL(p) has been introduced by Shorrocks (1983) . It is simply obtained by multiplying the Lorenz curve by the mean incomeȳ. Let us now derive the relationship between the GL curve and the TIP curve. Decomposing equation (3) and substituting q for F −1 (p), we obtain:
The first integral is the cdf at q, which is p provided that an analytical form for the quantile function is available. Quantiles are directly available for some parametric densities such as the Pareto and the Weibull, or even the log-normal. But there is no direct formula for more complicated densities such as mixtures. The second integral is the generalised Lorenz curve GL(p) . Then, the TIP can be expressed as in Davidson and Duclos (2000) :
This opens the way for parametric modelling and inference for TIP curves when a direct expression for the quantile function is available. For instance, if we assume that the DGP that governs the income distribution is a lognormal f Λ (y|µ, σ 2 ), the Lorenz curve of a log-normal is known to be L(p) = Φ(Φ −1 (p) − σ), see for instance Cowell (2011) . To get the generalised Lorenz curve, we have to multiply it by the mean of the log-normal distribution, that is exp(µ + σ 2 /2). Then, the TIP curve for a log-normal process is:
However, parametric densities have important limitations, particularly due to their lack of flexibility in the tails. Moreover, they are strictly unimodal and thus cannot reflect polarisation for instance. A mixture of parametric densities can overcome these limitations, as advocated in Flachaire and Nunez (2007) . But in the case of mixture models q = F −1 (p) has no analytical form and thus we cannot generalise equation (7) easily.
Stochastic dominance and TIP dominance
Robust poverty ranking can be obtained using the poverty deficit curve obtained when (2) is seen as a function of z and letting z vary within a given interval. This corresponds to the notion of restricted stochastic dominance of Atkinson (1987) , at the order 2 when α = 1. This is the primal approach to stochastic dominance. The dual approach to stochastic dominance consider quantiles and the order 2 corresponds to Generalised Lorenz ordering. As it is related to the Generalised Lorenz curve, the TIP curve provides a natural framework for testing restricted second order stochastic dominance. We have however to show how. We first propose a definition of TIP dominance and then explore what it implies in term of stochastic dominance. 
Definition 1. Let us consider two income distributions corresponding to populations A and B and a common poverty line. Population
This theorem means that TIP dominance is equivalent to restricted stochastic dominance at the order 2 over the range [0, z] , which means for all poverty lines lower or equal to z. In other words, if T IP A (p, z) is always below T IP B (p, z) with a common z, then there is less poverty intensity and less inequality among the poor in A than in B for all common poverty lines smaller than or equal to z. However, we cannot say anything about poverty headcount. Furthermore and like for Lorenz curves, when TIP curves intersect there is indeterminacy since the poverty ranking can be reversed for some values of p. So no ranking can be provided in this case.
A situation of TIP dominance is illustrated in Figure 1 . The green curve TIP dominates the blue curve using a common z. Then the green curve exhibits less poverty than the blue curve for any poverty line smaller than z and the ranking cannot be reversed for a smaller value of z. Remark that if F (z) = 1 when z = y max , we recover the concept of generalised Lorenz dominance or equivalently of (unrestricted) second order stochastic dominance.
The link between TIP dominance and restricted stochastic dominance at the order 2 was established for a common poverty line z. This restriction is not a problem when comparing less developed economies where the famous one-dollar-a-day poverty line is used (or its recent revision). For richer countries, a relative poverty line is the rule, which means different poverty lines. Characterising the relation between TIP dominance and restricted stochastic dominance at the order 2 in this context becomes more difficult. Jenkins and Lambert (1998) have shown that a robust ranking holds for all the possible poverty lines that keep a relation of proportionality between them.
3 Bayesian inference for a log-normal mixture using survey data
As it has been suggested in the previous section, we can use equation (6) to express TIP curves when the income distribution is modelled using a simple parametric density which provides an analytical expression for the Lorenz curve. However, simple parametric densities are too restrictive to describe the richness of the income distribution. They preclude for instance the presence of several modes that arises particularly when looking at gross income. In order to model the income distribution both in a flexible and parsimonious way, mixtures of log-normals have been promoted by Flachaire and Nunez (2007) , Lubrano and Ndoye (2016) and Anderson et al. (2014) , referring to the Gibrat's law. Mixtures of gamma densities were also considered in Chotikapanich and Griffiths (2008) . While still relying on parameters, mixtures are very flexible: it suffices to add a component density to the mixture to increase its flexibility. Moreover, mixtures have desirable features due to the preservation of some component density's properties at the mixture level because of the linearity of the model.
Finite mixtures of log-normals
where ϑ = (η, θ), and the parameter vectors are θ = (θ 1 , ..., θ k ) and η = (η 1 , ..., η k ) with η k and θ k being, respectively, the weights and the parameters of the k th component. Let us now assume that all the components in (8) are univariate log-normal distributions with f (y|θ k ) = f Λ (y|µ k , σ k ). We have thus a mixture of log-normals. With its two parameters (µ, σ), the pdf of the log-normal is written as:
Bayesian inference for a log-normal mixture
A mixture model has to deal with two issues. First, the classification of observations into the K different components with probability η k . Second, the estimation of the parameters for every component density. The problem would simplify greatly if the classification of the observations were known. This remark led Diebolt and Robert (1994) to consider a mixture as an incomplete data problem. Each observation y i has to be completed by an unobserved variable z i taking an integer value in {1, ..., K}, indicating which member of the mixture each y i comes from. The model has to explain the pair (y i , z i ). The EM algorithm in a classical framework and the Gibbs sampler in a Bayesian framework start from an initial hypothetical sample separation [z i ] and conditionally on [z i ] make inference on the parameters ϑ. Once the sample allocation is known, we can treat each component separately meaning that µ k , σ k are estimated for all k = 1, ..., K from the observations in group k only, whereas estimation of η is based on the number n 1 (z), ..., n k (z) of observations allocated to each group. Then a new sample separation [z i ] is determined, given the previous values found for µ k , σ k and η k . This approach is particularly well suited in a Bayesian framework because given [z i ] we can manage to find conjugate prior for each sub-model f Λ (y|µ k , σ k ) and for η k . As explained for instance in Lubrano and Ndoye (2016) , the natural conjugate priors for each member of a mixture of log-normals are formed by a conditional normal prior on µ k |σ
The hyperparameters of these priors are v 0 , s 0 , µ 0 , n 0 , γ 0 k . For a given sample separation [z i ], we get the following sufficient statistics:
Combining these sufficient statistics with the prior hyperparameters, we get:
which are used to index the conditional posterior densities of first σ 2 k which is an inverted gamma:
and second of µ k |σ 2 k , which is a conditional normal:
The conditional posterior distribution of η k is a Dirichlet with:
We can then determine the posterior probability that the i-th observation comes from the k-th component (z i = k), conditionally on the value of ϑ and the value of y i :
A Gibbs sampler algorithm is easy to implement, given those conditional posterior densities. Examples can be found in Lubrano and Ndoye (2016) and Fruhwirth-Schnatter (2001) together with a discussion concerning label switching and its remedies (see also Fruhwirth-Schnatter 2006, p. 78) .
Introducing survey weights
In population studies, it is common to sample individuals through complex sampling designs in which some individuals or groups are over or underrepresented corresponding to specific sampling weights. Analysing data from such designs can be tricky, since the collected sample is not representative of the overall population. Survey weights are constructed to correct for discrepancies between sample and population. The literature on the use of survey weights in mixture models is not abundant and concerns mainly stratification (see e.g. Kunihama et al. 2016 ). However, most of socio-economic panels (PSID, BHPS, GSOEP, ...) provide information only on sampling weights, while information concerning stratification is limited. We propose a simple method, easy to implement within a Gibbs sampler, to take account of the sampling weights. Let us consider n individuals that are sampled from the whole population with survey weights w i = c/π i , where c is a positive constant and π i is the inclusion probability that individual i belongs to the survey. A mixture estimate of the income distribution representative of the genuine population can be obtained by introducing weights when evaluating the sufficient statistics in (9-11), such that:
The other formulae of the Gibbs sampler are left unchanged: re-weighting the conditional sufficient statistics is enough to modify the sample allocation with probabilities (15).
Introducing survey weights directly in the estimation of the mixture's parameters is one way to consider weights for TIP curves. If we consider the distribution free approach, one way to modify the estimator (4) is as follows:
where w (i) is the weight attached to i th order statistics. The weights are used for determining which observation corresponds to p and for computing the partial summation. Alternatives ways can be found for instance in Thuysbaert (2008) in the case of random weights. From our experience the distribution-free estimator of the TIP curve using weights needs a large number of observations whereas our semi-parametric Bayesian method performs better in small samples.
Modelling zero-inflated data
Another redundant feature of survey data is the excess number of zeros (greater than expected under the distributional assumption). Particularly in income studies, zero incomes are numerous when measured before taxes and transfers. Actually, a large part of the population has no market income such as elderly persons or unemployed workers. This is a problem when estimating the income distribution in both a parametric approach and a non-parametric approach using smoothing techniques. As the log-normal is defined on the strict positive support, we propose to add an extra-component for modelling the zero incomes:
whereω = Pr(y = 0)
This is a zero-inflated mixture model whereω is estimated as the (weighted) proportion of zeros in the sample, while inference on the other parameters is performed on the sample excluding the zeros. Hence, zeros are not a problem for inference. The CDF corresponding to this zero-inflated mixture is:
It will be used in subsection 4.2 for making Bayesian inference on TIP curves.
Such modelling of the zero-inflated data problem is simple and particularly useful within a parametric approach, knowing that values close to 0 cause problems for many parametric families. Even more, non-parametric estimators might fail to represent this feature of the distribution. Figure  2 represents estimates of the German market income distribution for the whole population in 2009 using the GSOEP data. The kernel density estimate smoothes out the zero-excess observations. Worst, the kernel density estimate seems to be less flexible than the 3 component mixture at the beginning of the distribution, which is important for analysing poverty. Even if the proportion of zeros seems negligible in this sample of disposable income with 0.15%, it is still important to take it into account. If we had considered market income, that proportion would have gone up to 5% for the same year. 
Bayesian inference for TIP curves
Up to now, we have provided inference for a mixture model of log-normals taking into account both the survey weights and the zero-inflated observations. In order to provide inference for TIP curves, we have to express these as a function of the model's parameters. Since the quantile function of a mixture has no analytical form, we cannot generalise equation (6) to the case of mixtures of lognormals. We have to start from the original definition of the TIP curve given in equation (5) where the expression of the quantile q is left unspecified.
An alternative TIP curve formula
Assuming that the DGP of f (y) is a mixture of log-normal as given in equation (8), we can decompose the general TIP formula, using the linearity 13 property of the integral:
for p ≤ F (z). The first part of the right hand side is the cdf of the mixture of log-normals:
knowing that Φ is the standard normal cdf and that the mixture's cdf is the weighted sum of the components' cdf. In the second part of the right hand side, we find the weighted sum of components' generalised Lorenz curve for the log-normal:
As a matter of fact, q cannot be substituted within each component as in equation (7), since q here represents the value of the p quantile of the complete mixture. And by no way is the quantile of a mixture a linear function of the quantile of each component. A quantile of a mixture has to be evaluated numerically. Leaving aside for the while the question of determining the value of q, we can regroup the previous results in order to propose an expression of the TIP curve for a mixture of log-normal densities:
for p ≤ F (z). Note that the left hand side is a function of p, while the right hand side is a function of q. We have to complete this equation by a relation between p and q, solving q = F −1 (p). We know that the cdf of a mixture F (y|ϑ) is the weighted sum of the cdf of each component:
As there is no expression for F −1 (p), F (y|ϑ) has to be inverted numerically. We consider a grid of points p s for p between 0 and 1. For each point p s and for each value of ϑ, we solve numerically in q the equation: 
TIP curves for the zero-inflated model
When we take into account the excess of zero incomes, the expression of the cumulative distribution is changed in to (21). Moreover, we have to solve equation (3) separately for 0 ≤ p ≤ω and then forω ≤ p ≤ 1. For the range 0 ≤ p ≤ω, we know that y = 0, so equation (3) becomes:
For the rangeω ≤ p ≤ 1, we make use of equation (21), so the expression of the TIP curve (3) becomes:
and after integration:
4 There are the same numerical difficulties for deriving the posterior density of a TIP curve than for deriving the posterior density of a Lorenz curve. Chotikapanich and Griffiths (2008) have proposed Bayesian inference for a mixture of Gamma densities and have derived the corresponding Lorenz curve. They propose however an ad hoc procedure to compute the quantiles that does not take a full account of parameter uncertainty. This explains why their posterior confidence intervals are so narrow and consequently unconvincing.
The TIP curve for an inflated-zero model can be written as:
where T IP Λ (p, z) was defined in (22). For evaluating (23), the value of q has to be determined using (21).
Testing for TIP dominance
Testing for TIP dominance means comparing two curves. If the income distribution is modelled as a simple lognormal distribution, then the TIP curve receives a parametric form which is given in (7). Sufficient conditions for TIP dominance in the case of identical poverty lines can be inferred from the results of Levy and Kroll (1976) 
It is rather easy to check for these conditions in a Bayesian framework and to compute the posterior probability that these three conditions hold simultaneously. This is a simple MCMC exercise. However, in the more realistic case when the income distribution is modelled as a mixture of lognormal distributions, it becomes impossible to find parametric restrictions implying TIP dominance.
We are thus back to the question of comparing directly two curves. This question has a long history in a classical framework, as surveyed for instance in Davidson and Duclos (2000) . Among the various possibilities, Davidson and Duclos (2000) , Davidson and Duclos (2013) promote the use of a test based on a previous work by Kaur et al. (1994) . This procedure aims at testing H 0 of non-dominance against the alternative of dominance. More formally the hypothesis are as follows for TIP dominance:
The test statistics is a simple t which has asymptotically a standardised Gaussian distribution. However, this test has been criticised for having low power (see for instance Thuysbaert 2008) . But Davidson and Duclos (2013) show that the performance of this type of test can be greatly improved by bootstrapping. Because of the relation between Bayesian inference and bootstrapping (see Efron 2012), we are confident in the development of a similar test in a Bayesian framework. Consider two populations A and B and the associated posterior draws of the parameters ϑ = (ϑ A , ϑ B ) of their respective distributions modelled as mixtures. Testing for TIP dominance of A over B can be reframed as determining whether the conditional difference between the associated two TIP curves
is significantly negative for every value of p on a given grid. This is equivalent to consider the probability of the event:
for all values of ϑ. The posterior density of this event can be evaluated easily once we have obtained m posterior draws of the parameters ϑ (j) from the Gibbs sampler. For each draw ϑ (j) , we compute the posterior density of the minimum distance between the two TIP curves d(p|ϑ A , ϑ B ) and see if the above event is true or not. More formally:
where µ(ϑ|y) is the posterior density of the parameters. Note here that the range of p has to be slightly restricted because all TIP curves are zero at p = 0 and solving numerically for the p = 1 quantile can be troublesome. So the practical range for the test should be something like p ∈ [0. 01, 0.99] . This is what is commonly done in a classical framework, see e.g. Davidson and Duclos (2013) . This procedure is general and allows us to obtain the probability of stochastic dominance, restricted stochastic dominance, Lorenz dominance and TIP dominance depending on the grid defined and the poverty lines chosen. Corak et al. (2008) provides some of the most recent results concerning the evolution of child poverty in Germany, using the data of the GSOEP. However, their reporting period ends in 2004. As new data are now available, we propose to investigate the period 2000-2012 in order to enlighten differences and changes in evolution. We shall use the tool of TIP curves in order to investigate the following points: Provide a better description of the different dimensions of child poverty over the period, illustrate the evolution of chronic child poverty and its differences with adult chronic poverty, illustrate the differences between East and West Germany and measure the impact of the redistributive system.
A new portrait of child poverty in Germany

Preliminary points
The first step is to determine a poverty line. We consider 50% of the median disposable income as was made in Corak et al. (2008) , taking into account all households (those having children and those without children, but eliminating the households which were given a zero cross-section weight in the GSOEP data set), normalised by the new OECD equivalence scale. 5 The usual practice, as recommended by Eurostat for instance, is to take either 60% of median disposable income or 50% of mean disposable income. We justify our choice in order to keep coherency with the paper of Corak et al. (2008) . Investigating child poverty means that we have to consider a sample where only the children are present, which means having possibly several children coming from the same household. This is the usual practice followed by Hill and Jenkins (2001) , Jenkins and Schluter (2003) , Corak et al. (2008) and many others. An alternative way of doing would be to consider households with children, so having a single observation per household, independently of the number of children in the household. This would lead to an underevaluation of child poverty. We define a child as a person under 18 years old (wether it is considered as a child (95% of the sample) or a simple relative or friend, in a given household). We report in Figure 4 the evolution of poverty headcounts, distinguishing between East and West Germany. Child poverty headcounts are following a rising trend till 2006. This corroborates the findings of Corak et al. (2008) for the period 1999-2004. This rising evolution stops in 2006 as from that date child poverty seems to fluctuate around its mean in East and decrease in West Germany. We conclude that there is a clear break around that date, which justifies considering separately the two periods.
A TIP curve is a graphical representation of the left tail of an income distribution, below a poverty line. When current income is used, we have a portrait of current or instant poverty. However, a household might be currently in a state of poverty and escape from poverty in the next period. If households can transfer income from one period to the other, poverty has to be portrayed with respect to this smoothed or permanent income. This point of view was introduced in Rodgers and Rodgers (1993) and was later developed in Hill and Jenkins (2001) and Kuchler and Goebel (2003) . For this, we must consider longitudinal data and more precisely a balanced panel. We have decided to separate the period in two subperiods, leading to two balanced data sets and two series of smoothed income (obtained as individual weighted means using longitudinal weights). observations for the first period and 2 236 for the second period. We were obliged to discard the year 2012 because including it in our second balanced panel would have entailed too much attrition. When analysing smoothed income, the corresponding poverty line is formed by the mean of the poverty lines corresponding to the smoothing period under consideration.
The last thing we have to do is to run as many Gibbs samplers as we have to produce graphs of TIP curves. We proceed as follows. We have used each time 10 000 draws, dropping the first 4 000 for warming the chain. On average, we used a three member mixture for disposable income and for smoothed income while four components were needed for market income. The number of components was selected using a BIC. We took equal prior prior probabilities for η k with γ 0 = 5. We took identical prior expectation of µ for each component, setting it equal to the weighted sample mean of log y and choosing prior precision n 0 = 1.0. For each E(σ 2 ), we took an increasing fraction of the weighted sample variance of log y, correspond to the sequence (0.25, 0.5, 1.0) for 3 components with ν 0 = 50. This prior is coherent with the Gibbs algorithm given in Appendix A where an ordering 20 constraint is imposed on σ 2 k to cope with label switching.
6 Standardised CUMSUM graphs were used to check for convergence. We do not report posterior results which are available on request.
The evolution of global child poverty
The left part of Figure 5 clearly shows that there is a significant increase in global child poverty over the first period as TIP curves do not intersect as well as 10% confidence intervals. This increase is thus apparent in the three dimensions of poverty. Chronic poverty is of course lower than current poverty and represents 47% of current poverty in 2002, 30% in 2006, so that the distance between the two increases over time during the first period. The behaviour of poverty during the second period is totaly different. As 
5.3
The difference between child and adult poverty Corak et al. (2008) found that there was a strong difference between adult and child poverty between 2000 and 2004 for the whole of Germany. In our sample, the rate of poverty is the same between children and adults in 2000 (6.0% for child and 5.6% for adults). The discrepancy between child and adult poverty rates increases till 2006 with respectively 9.9% and 8.2%. After that date, the adult poverty rate remains constant around 8.2% (between 2006 and 2010) while the child poverty rate decreases to become similar to the rate of adult poverty in 2010 and then becomes even much smaller (6.4% for child poverty versus 7.6% for adult poverty in 2012). 7 In Figure 6 , we provide TIP curves for current adult poverty over the two periods. When considering only adults, the remarkable fact is that there is no significant evolution of poverty in all of its dimensions (confidence intervals intersect), contrary to what happened to child poverty as reported from Figure 5 . So the evolution of poverty over the two subperiods concerned mainly children with an increase and a decrease, while there was no significant effect on the population of adults. This is confirmed by TIP dominance tests reported in Table 2 . There is no convincing probability of Tip dominance of any year. Each line represents the probability that the corresponding year TIP dominates the year given in column.
Child poverty dynamics and the redistributive system
Up to now, we have been working with disposable income, which means income after taxes and redistribution. So poverty is compensated and we know that the German redistributive system is supposed to be generous with children (see Konigs 2014) . But how far? Figure 7 contrast smoothed income before and after redistribution and taxes. Before any intervention of the redistributive system, chronic poverty has slightly decreased between the two periods over all dimensions, but this decrease is not significant as the probability of TIP dominance between 2007-2011 and 2002-2006 is only of 0.253. However poverty incidence is important with a poverty rate around 13%. Introducing redistribution first reduces poverty in a very important extent as shown in Figure 7 . And second, chronic poverty is strongly reduced The importance of the redistributive system on chronic child poverty between the two periods, passing from 4.5% to 2.9%. This reduction is significant because the probability of TIP dominance of the second period over the first period is equal to 0.997 and that confidence interval for poverty rates do not overlap.
The East-West contrast
East and West Germany have been reunified in 1990. However, the convergence between these two regions is slow and the economic differences are still important. At the level of the whole country, we concluded that over the period 2002-2011 adult poverty has not changed significantly, while child poverty followed an up and down pattern. Do we observe the same pattern when we observe the two regions separately? In order to make these comparisons, we restrict our attention to chronic poverty. The first striking fact is that chronic poverty is much more important in East Germany than in West Germany during the first period, as seen when looking at the lower left panel of Figure 8 . Poverty incidence and poverty intensity are significantly greater in the East than in the West. However, a test of TIP dominance is not significant, because the TIP curves of the West and the East intersect during the first period. This explain the low values of 0.016 and 0.212 reported in Table 3 below.
During the second period, there is a massive reduction of chronic child poverty, both in East and West Germany as seen from the two upper pan- Table 3 confirm this global and significant reduction of chronic poverty in the West between the two periods with a probability of TIP dominance of 0.998. This reduction is also important in the East, but the significance of TIP dominance is less marked with a probability of 0.872, certainly due to the relatively small number of observations (around 500 observations for children in the East). This massive reduction of chronic child poverty has erased the differences between the two regions as confidence intervals for poverty incidence and poverty intensity overlap for the two regions in the second period as seen when looking at the lower right panel of Figure 8 . And there is no TIP dominance in one way or the other with reported probabilities of 0.673 and 0.169 in Table 3 . We conclude the redistributive system has been very efficient during the second period for fighting against child chronic poverty, after the absorption of the effects of If we now turn to adult chronic poverty, the situation is totaly different. During the first period, the rate of adult chronic poverty is lower in the East and the East TIP dominates the West with a probability equal to 0.979 (see Table 4 ). During the second period, adult chronic poverty has significantly decreased in West Germany. The probability of TIP dominance of the second period over the first is equal to 0.956. While it has significantly increased in East Germany. The probability of TIP dominance of the first period over the second is equal to 0.999. There is definitively more chronic poverty in the East part of Germany in the second period (TIP dominance of the West over the East with a probability equal to 0.954). We can conclude that there are still strong differences between the West and the East part of Germany. If the break in the data is due to the Hartz plan, the effect of the latter was very different in the two regions. The question of chronic poverty was very well treated for children in both regions of Germany by the redistributive 
Conclusion and summary
Thanks to their numerous properties, TIP curves are called to play an important role in the measurement of poverty. Because they are a transformation of the general Lorenz curve, TIP dominance is linked to second order stochastic dominance as shown in Davidson and Duclos (2000) . We have provided tools for Bayesian inference for TIP curves. In this attempt, we have proposed a parametric modelling of the income distribution, using a mixture of lognormals. For this, we had to solve two questions raised by the use of survey data: incorporating survey weights and taking into account explicitly zero-inflated samples. Once we have obtained random draws from the posterior distribution of the parameters of the modelled income distribution, the TIP curves are a (not so) simple transformation of these draws, which means that we have a direct access to statistical inference (both confidence intervals and testing). This approach can be found to be more powerful than the traditional distribution-free approach for two reasons. First, we take into account of the whole sample when modelling the income distribution, both the observations which are below the poverty line and those which are above. The distribution free approach neglect all the observations which are above the poverty line. Second, the rate of convergence of non-parametric estimators is n −1/5 while that of parametric estimators is n −1/2 . Of course there is always the risk of misspecification, but with a mixture approach which is a semi-parametric approach, we are on the safe side. We have illustrated the applicability and usefulness of our methods to the question of child poverty in Germany. We used the German SOEP between 2001 and 2011. Our results are complementary to those of Corak et al. (2008) (2003) (2004) (2005) . However, after 2006 the portrait of child poverty in Germany become totaly different with a decrease in both total and chronic poverty and a total reduction of the gap between adult and child poverty. However, remains a large difference in adult chronic poverty between the East and West part of Germany.
All this being said, we did not answer all the questions concerning child poverty in Germany. We point out in particular the modelling of poverty dynamics (entry into poverty probability, and exit from poverty) and the measurement of the exact impact of the Hartz plan. Are the effects we measured due to the Hartz plan or have they another origin? There is little chance for the while that simple TIP curves could answer those questions. More research is needed. not changed deeply since 1996, and benefits only depend on the number of children. They are monthly paid to every legal guardian of children (under 18 years old, exceptions exist until 25) as a cash benefit or as a tax deduction (Kinderfreibetrag), the latter being rather rare, about 4.4% of total child benefit in 2009. If children live with persons in need of social assistance, they are entitled to social assistance too. As well, if children live with persons with very low incomes, they can perceive the means-tested supplementary child benefit (Kinderzuschlag). This was introduced in 2005 along with the Hartz reforms and aims at targeting households that fall below the needs thresholds of the new unemployment benefit II only because they have children. Finally, the parental allowance (Elterngeld) is a benefit for parents who would like to look after their child themselves after their birth and therefore are not full-time employed or not working at all. Since 2007, parents can apply for parental leave (Erziehungsgeld) and receive 67% of their net income as a parental allowance from the government for a duration of up to 14 months. Parental leave offers parents the opportunity of looking after their child whilst allowing them to maintain contact with working life. Employees can be entitled to parental leave until the child's third birthday. Their job is kept for them, and their contract cannot be ended by their employer. Parental leave can be taken by the mother and the father individually or jointly.
The insight behind the Hartz reforms was to push former unemployed individuals into the labour market. Although, the total number of employed persons has risen, the social situation of low-paid earners and unemployed persons has deteriorated, as suggested in Konigs (2014) . In 2005, the benefit receipt rate of UBI should decrease as the benefit receipt average of UBII, but the benefit receipt rate of UBII should increase. This suggests a decrease of income for unemployed individuals. In 2006, the benefit receipt rate of UBI should decrease (due to the reduction of maximum duration of UBI) and that of UBII should increase as a consequence. This suggest a decrease of income too for the unemployed. And, in 2008, this last pattern should be reversed.
