This report describes investigations of grain boundary groove effects on mode II dominated interface fracture. The study focused on a specific interface between stainless steel and an epoxy adhesive. First, a finite element model was developed to simulate residual stresses and crack propagation. Second, the simulation results were compared with the experimental results from a previous study (Kanerva et al., 2013. Eng. Fract. Mech. 99, 147-158). Additional measurements were performed using atomic force microscopy. Based on the simulation, a 100-fold toughening effect due to the grain boundaries was determined. Implementation of flaws, in the form of interfacial voids, decreased the toughening effect by 35% and increased the mode II dominance significantly. The work underlines the practical importance of complete wetting by the adhesive and its necessary adherence to the grain boundary groove walls.
Introduction
The undeniable and advantageous effect of surface roughness on adhesive bonds has been known for a long time and it has been explained in terms of mechanical interlocking, the increased area of adhesion and the increased area for the diffusion of molecules on a molecular scale (Baldan, 2004) . Nowadays, surface treatments can form a controlled morphology on a micrometer scale (Byskov-Nielsen et al., 2010; Kim et al., 2010) . Numerical simulations could prove to be essential tools for optimising the process parameters of modern surface treatments for engineering applications (Man et al., 2005; Alfano et al., 2011) and in various medical fields (Cooper, 2000) . Zavattieri et al. and Reedy carried out fracture simulations for interfaces with a sinusoidal bond line, which basically represents a two-dimensional roughness at the interface (Zavattieri et al., 2007; Reedy, 2008) . They determined a toughening effect as a function of the amplitude and wavelength of the roughness. Zavattieri et al. formulated a general interface problem in terms of stress intensity factors and, therefore, the results can be applied to a wide range of interface problems and different length-scales. Cordisco et al. reported the initiation of secondary cracks in front of the main crack in their study (Cordisco et al., 2012) . Secondary cracks are important because a real interface is likely to involve flaws such as contaminants and regions of incomplete wetting that can initiate local cracks (Packham, 2003; Basu et al., 2005; Bucknall, 2007) .
In contrast to the simulation of continuum interfaces, experimentations with interface fracture depend to a great degree on the length scale due to the fractal nature of real cracks and interphases (Charkaluk et al., 1998; Bouchet et al., 1999) . Consequently, the determination of mechanical properties on a micro scale is challenging and data in the existing literature is scarce (Hodzic et al., 2001; Tadepalli et al., 2008) . To date, there have only been a few attempts to validate the simulations of roughness on a micro scale (Towashiraporn et al., 2005; Roy et al., 2007) . Even fewer studies have attempted to relate micro-scale simulations to the behaviour on a macro scale (Tvergaard and Hutchinson, 2009) .
In this study, we focus on micro-scale interface fracture using a numerical simulation and experimental results. We concentrate on a specific interface between a stainless steel substrate (AISI 304, Outokumpu, Finland) and an epoxy layer (FM Ò 300 U, Cytec Engineered Materials). Crack propagation along the interface is simulated for a known bond line roughness, i.e., grain boundary grooves ( Fig. 1(a) ). Our previous studies of the interface focused on describing the micro-scale fracture processes (Kanerva et al., 2013a) and delamination on a macro scale (Kanerva et al., 2013b) . Notched coating adhesion test (NCA) (Fig. 1(b) ) was used for the fracture testing, in which the initiation of fracture was determined by a measured critical strain. Here, we study the effect of micro-scale roughness at the interface using the critical strain as a fitting parameter. We use atomic force microscopy to observe the fracture locus on a micro scale and to understand the behaviour of 1. Description of the fracture in terms of crack-tip loading mode mixity. 2. Evaluation of the toughening effect due to grain boundary grooves, in terms of a factor relating the interface fracture toughness (G c ) and the experimental, apparent fracture toughness (G a ). 3. Evaluation of the influence of flaws located at the stainless steel grain boundaries.
Experiments and numerical methods

Atomic force microscopy (AFM)
We used an atomic force microscope (Dimension 5000, Nanoscope 5, Veeco Instruments, USA) to study the morphology of fracture surfaces. The microscope was operated in an oscillatory mode (i.e., tapping mode) using single cantilever probes (NSC 15, 46 N/m, Micromasch, Estonia) . The nominal radius of the probe's silicon tip was 10 nm and its quality was verified using a reference sample (TGT 01, Micromasch, Estonia) prior to conducting the measurements. The tip velocities (0.07-2 lm/s) were adjusted depending on the size and shape of the observed details and tip tracking. The height and phase-difference data were recorded. The samples were cut from NCA test specimens after mechanical testing and measured directly without any additional treatments.
Numerical simulation
We simulated the behaviour of an entire NCA test specimen using a two-dimensional model. We used as simple a model as possible in order to provide a high level of generality for the simulation results and to minimise the number of non-physical parameters. Sub-models were not used because of their inherent difficulties in fracture simulation (Towashiraporn et al., 2005) . We studied fracture propagation at the interface between a stainless steel substrate (thickness 0.8 mm) and a polymeric epoxy adhesive layer (thickness 0.5 mm). The NCA specimen model was formed by combining two fine-meshed roughness blocks (designated R1 and R2) and two coarse-meshed tab ends. Both of the roughness blocks were 120 lm long and had one grain boundary groove each. The grooves were located in the middle of the roughness blocks at x = 60 lm and x = 180 lm. The geometry of the grain boundary grooves, which represented a realistic micro-scale roughness, was generated based on the AFM height data, as described in a previous study . Two grooves were necessary for simulating the crack propagation over a grain. In reality, the substrate surface is fully textured by the grain boundary grooves. The model is shown in Fig. 2 . Primarily, we assumed linear elastic material; the constant material properties are listed in Table 1 .
The simulations were performed on a finite element basis and they included two separate, subsequent calculation steps. First, a residual stress step was carried out to simulate thermal stresses. Second, a fracture step was carried out to analyse crack growth. The boundary conditions for the two steps are shown in Fig. 3 . The meshing and the calculations at full (double) precision were carried out using an Abaqus Ò code, version 6.11/12. The element mesh consisted of linear triangle (CPS3) and linear reduced integration quadrilateral (CPS4R) plane-stress state elements (78 200 elements in total). From the modelling perspective, a crucial characteristic of AISI 304 stainless steel is that the thickness of the native oxide layer is within 5-50 Å (Lothongkum et al., 2003) , i.e., it is beyond our modelling accuracy (the smallest element size in the finite element mesh). Furthermore, our modelling accuracy was assumed to be beyond the heterogeneities and non-local size effects (Nikolov et al., 2007) of the epoxy polymer.
Residual stress model
In reality, the modelled NCA specimen is prepared by curing the epoxy adhesive on the substrate. The cure at an elevated temperature induces residual stresses when the system is brought back to room temperature (Yu et al., 2006) . Here, thermal residual stresses were simulated by presuming linear thermal expansion. The coefficient of thermal expansion (CTE) for the epoxy adhesive was based on our former study , and therefore, its value specifically fits the NCA specimen deformation and cure sequence used. It should be noted that we did not aim to simulate the formation of stresses during the epoxy curing, but merely were interested in including the emerging stress state. The importance of residual stresses on interface fracture has been reported in the literature (e.g., Guo et al., 2006) .
Fracture model
Crack propagation at the interface was simulated using Virtual Crack Closure Technique (VCCT). VCCT is based on the idea of a virtual crack closure, for which the required elastic strain energy is calculated and compared to a known critical strain energy release rate. A description of the VCCT method has been provided by, e.g., Krueger (2004) . The force-displacement relation is linear at the crack tip when using VCCT; a fracture criterion is necessary in order to judge whether or not the crack will propagate. Here, we used a power-law criterion:
where G is the strain energy release rate, the sub index c refers to a 'critical' value and the sub-indices I and II refer to the opening and shearing crack tip loading modes, respectively. The values of exponents a and b were typical selections for fracture simulation.
The critical strain energy release rates and exponent values that we used for different simulations are shown in Table 2 . There are essentially no experimental means by which to acquire two different micro-scale G c values. Thereby, we designated the first simulation a reference case (1G), where G Ic ¼ G IIc . Likewise, we iterated a reference G c value so that the simulated average longitudinal strain (e x ) corresponded to the experimentally determined critical strain at the time of interface collapse, e c ¼ 0:03 (Kanerva et al., 2013b) . For this, we recorded the simulated substrate strains of the nodes representing the 50 mm gauge length of an extensometer during testing. The critical strain for an NCA specimen is defined by the level of longitudinal strain, which is high enough to drive the fracture infinitely, i.e., induce the collapse of the interface. The G Ic =G IIc ratio for the 2G and EX simulation cases was approximated based on the existing literature (Tenchev and Falzon, 2007) .
For an actual NCA specimen, a pre-crack must be prepared mechanically using a scalpel or a wedge indentation device before the testing (Dillard et al., 1999; Kanerva et al., 2013b) . The preparation of a pre-crack induces a cut through the bonded polymer layer. In our simulation, we created the pre-crack after the residual stress simulation step, by opening the contact in the epoxy layer between the R1 roughness block and the rest of the specimen (see Fig. 3(b) ). Respectively, the interface crack propagation started at x = 0, as illustrated in Fig. 2. 
Void model
In general, sharp roughness shapes might incur poor wetting by a high-viscosity adhesive and microscopic voids at a real substrate-adhesive interface (Packham, 2003) . The grain boundary grooves on a stainless steel surface are typically very sharp, crack-like ditches (Bouquet et al., 1992) as result of harsh pickling treatments during the steel production, and it is highly probable that an adhesive would not be able to wet the sharpest ditches. Thereby, we found it important to investigate the influence of voids at the tip of the grain boundary grooves. We modelled microscopic voids by locally implementing a lack of contact along the steel-epoxy interface. The two different void configurations in our study are shown in Fig. 4 . It should be noted that the local removal of contact created four additional pre-crack tips capable of propagating during the application of VCCT. The influence of the . b Shiue et al. (2004) . voids was studied using only the reference simulation parameters (1G), and the respective data is designated 'Voids' in the reported graphs.
Results
AFM measurements
Fig . 5 shows an epoxy ridge that has been pulled out from a grain boundary groove during the interface fracture. The AFM measurements confirmed that no crack had initiated into the epoxy ridge when the failure was fully interfacial. There were no significant signs of friction or sliding by the delaminated epoxy. However, the phase-difference data showed a distinct gradient at the ridge edge and could imply friction or a deviation in the failure locus on a sub-micron scale; de-adherence of stainless steel oxides is also possible. The exact geometry of a grain boundary groove varied greatly and enabled mechanical interlocking of the epoxy. This interlocking was occasionally observed as local cohesive failure of the epoxy (Fig. 5) .
Simulated residual stresses and deformation
The simulated longitudinal residual stress is shown in Fig. 6 . The figure shows that the simulation was in proper agreement with an experimentally validated analytical model. The simulated deformation shape was a circle arc based on a curve fit (coefficient of determination = 0.9997). The fit gave a radius of curvature of 198 cm, which corresponds well to the experimental value of 209 cm .
3.3. Simulated fracture at the interface with grain boundary grooves 3.3.1. Mode mixity distribution along the rough interface Fig. 7 shows the values of the crack-tip loading mode mixity (w ¼ atanðG II =G I ÞÞ as a function of the location of the crack tip when the crack propagates along the stainless steel-epoxy interface. The effect of residual stresses on the mode mixity was observable only when the crack propagated along the level interface between the grooves. When a crack propagated over the both grooves, the average mode mixity for the reference simulation (1G) was w ¼ 58:7 , calculated as the arithmetic mean Atomic force microscopy applied on the fracture surface of an NCA specimen: analysis of a pulled-out epoxy ridge. A detail analysis of the shoulder region shows no signs of nanoscale cracks, but the distinct gradient in the phase-difference image implies changes on the epoxy surface at the ridge edge. The assumed direction of crack propagation is from left to right-however, the micro-scale crack propagation might not correspond to the observed crack front on a macro scale.
over the nodes between the two groove tips. For the case in which the residual stresses were omitted (T0), the corresponding average mode mixity was w ¼ 63:9 . These values are strongly supported by the analytical estimate based on Dundur's parameters for the bi-material interface (Suo and Hutchinson, 1990) , which yields w % 59 (a = À0.972 and b = À0.291) (Kanerva et al., 2013b) . When a small void was modelled at the grooves (configuration-1), a secondary crack initiated and started propagating at the latter groove. The secondary crack finally reached the main crack front at the first groove and induced a coalesced fracture. The propagation of the secondary crack occurred under intense mode II loading along the level interface because the crack was restrained from opening until the coalescence; the average mode II dominance increased by 20% (w ¼ 70:6 ) when compared to the reference simulation.
Mode mixity distribution along the grain boundary grooves
The mode mixity distributions exactly at the grooves represented M-shaped curves, as shown in Fig. 8 . An intense mode II peak occurred at the groove shoulders. In between these two peaks, the crack tip underwent a sharp shift into mode I loading.
It is clear that the mode II peaks at the shoulders result in a toughening mechanism, especially if there was a contact and friction between the two fresh fracture surfaces. Until progression into the first groove (x < 59.5 lm, Fig. 8(a) ), the crack tip was loaded by opening mode I, irrespective of residual stresses. This was due to the proximity of the pre-crack, namely bending of the cut epoxy layer. There was a moderate mode II peak when a crack passed a groove tip, but this might have been related to an element meshdependent artefact and it did naturally not occur when voids were modelled at the grooves.
The effect of the fracture criterion was rather insignificant at the grooves. A long-lasting, mixed mode condition was only prevalent along the level interface between the two grooves; the resulting minor deviations can be observed in Fig. 8 (b) when x < 179 lm.
When the crack propagated exactly along the latter groove, the similarity of the mode mixity between the curves of different criteria was complete. 
Effect of the roughness on bi-material behaviour on a macro scale
The simulated average substrate strain, which was required for the crack to propagate to a certain location, is shown in Fig. 9(a) . In general, our simulations expressed unstable crack growth, which we observed experimentally for the NCA specimens, too. We observed that the simulated crack growth stalled at the first groove and that a slight increase in the strain was needed to pass the crack over to the second groove. In other words, a minimum of two grooves were needed to simulate a critical condition. The strain level was already high enough at the first groove to drive the crack infinitely only when the residual stresses were omitted (T0). The additional increase in the strain for the latter groove was highest for the simulation with the parabolic propagation criterion (EX); the parabolic criterion slightly delayed the interface collapse. For all the simulations, the toughening mostly occurred when the crack propagated upwards from the first groove, as shown in Fig. 9(b) .
The decrease in the critical strain as a result of the secondary crack (applying configuration-1 voids) was 16.3% ( Fig. 9(a) ). Also, we iterated a new representative G c value for the interface with the voids and arrived at 9.85 lN=lm. When the voids were extended to the walls of the grooves (configuration-2 voids), the crack front instantly propagated throughout the interface meaning, trivially that the residual stress state alone was high enough to collapse the interface.
Discussion
Toughening effect of the grain boundary grooves
Grain boundary grooves result in a toughening effect since a 'forced' crack path requires a higher energy release rate than what could be expected based on the critical G values in Eq. 1. That is to say, the micro-scale interface fracture toughness can be distinguished from the apparent fracture toughness on a macro scale (G a ). If the micro-scale interface fracture toughness is known, then an optimum roughness shape can be determined to gain the highest possible toughening for the material system in question.
Engineering toughening factor
The NCA specimen model was adjusted to behave similarly as a real test specimen in terms of critical substrate strain and when observed from the macro-scale perspective. The model utilised a micro-scale interface fracture toughness of G c ¼ 6:4 lN=lm, and an apparent fracture toughness of G a ¼ 643 lN=lm has been established during previous experiments (Kanerva et al., 2013b) . A simple comparison yields an engineering toughening factor of G a =G c % 100. When compared to the existing literature for remote mode I loading (Cordisco et al., 2012) , the determined toughening is high. Where interfacial voids were implemented, the simulation yielded a toughening factor of % 65 (643 lN=lm per 9:85 lN=lm).
It should be noted that we considered only the grain boundary grooves perpendicular to the direction of crack propagation.
Consideration of the micro-structure for model development
We found the use of the VCCT method and linear material to be justified based on the damage analysis carried out on the fracture surfaces, which revealed brittle fracture on a sub-micron scale (Kanerva et al., 2013a) . Likewise, we simulated stainless steel as a linear material since the plastic deformation of the stiffer material at a continuum interface (between two homogenous solids) does not have a significant effect on the mode mixity and crack path (Tilbrook et al., 2005; Dillard et al., 1999) . However, it is not clear how the plasticity of the stiffer (e.g., the stainless steel) or the more compliant (e.g., the epoxy) material would exactly affect the toughening effect. At a grain boundary, the yielding of the substrate is not isotropic and the micro-structure related phenomena could make a strong contribution. Specifically, individual grains can slide along one another and intra-granular dislocations prevent crack nucleation by relieving the local stresses in the metallic substrate (Qi and Krajewski, 2007; Lenci and Wolski, 2012) . Moreover, a separation between two grains on a substrate surface would induce a crack at the tip of a grain boundary groove. Henceforth, our future aim is to study the influence of substrate non-homogeneity on the interface fracture.
Concluding remarks
A numerical model was developed to study the effects of microscale roughness at a bi-material interface on mode II dominated fracture. The work focused on grain boundary grooves on the sur- Fig. 9 . The toughening effect of roughness based on the average substrate strain (ex) required for the crack to propagate along the interface: (a) the overall toughening effect; (b) magnification at the first groove. Note that for the 1G case with configuration-1 voids (curve: Voids) the crack propagation occurs at both grooves leading to a crack coalescence. The crack path along the interface, together with the corresponding x-axis, is shown below the curves. The experimentally determined critical strain, when the crack propagates infinitely, is ec ¼ 0:03 (Kanerva et al., 2013b ).
face of a stainless steel substrate. The fracture was simulated using a virtual crack closure technique and thermal residual stresses were included by presuming linear thermal expansion. The simulation results were analysed in relation to fracture testing and atomic force microscopy measurements. The major conclusions of our study are as follows:
1. When a crack propagated along a grain boundary groove, the distribution of the crack-tip loading mode mixity was an Mshaped curve. For a pre-set crack path, the influence of a realistic residual stress state and the fracture criterion was negligible. 2. An engineering estimate of the toughening effect due to grain boundary grooves yielded a factor of G a =G c % 100. The fitted micro-scale interface fracture toughness utilised in the model was G c ¼ 6:4 lN=lm.
3. When voids were modelled at the tip of the grain boundaries, a secondary crack occurred and the final collapse emerged in the form of a crack coalescence. Consequently, the critical strain decreased by 16% while the average mode mixity shifted from w ¼ 58:7 to w ¼ 70:6 .
