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Az N N automata, mint viselkedési modell 
Gyó r f f y Zo l tán és Fia ¡na I Mik lós 
Az N N (Nearest Neighbor) alakfel ismerő' módszerek 
az e lmúl t két évt izedben k i fe j leszte t t számos, taní tóval mű-
ködő tanuló algori tmus egy ik lényeges csoport ját a l k o t j á k . 
A z N N módszerek k i tűnnek egyszerűségükkel és természetes 
vo l tukka l . Az N N algori tmusok lényege, hogy előre mega-
dot t - megtanult - sz i tuáció-v ise lkedés párok a lap ján isme-
ret len helyzetben a hozzá legjobban hasonlító ismert sz i tuá-
ciónak megfelelően cselekszenek. 
Az irodalomban szokásos matematikai megfogalmazás 
meglehetősen kor látozza az N N stratégia általános vo l t á t . A 
szerzők ugyanis á l ta lában megkövete l i k , hogy a sz i tuációk 
(bemenetek) halmaza metrikus tér legyen, s az in tu i t í v hason-
lóság-fogalmat e tér metrikája de f i n i á l j a (Cover és Flart, 1967). 
Előadásunkban az N N algori tmus a lgebrai je l legű á l -
talánosításaként bevezet jük az N N automata foga lmát , majd 
bemutatunk egy adapt ív tanulási mode l l t , amely vá l tozó kör -
nyezetben is megőrzi a b e ' yes viselkedési képességet. Ezután 
ismertetjük azokat a szimulációs eredményeket, melyek ez u -
tóbbi módszer jo a lkalmazási lehetőségeit b i zony í t j ák p l . a 
b io lóg iában, vagy a szabályozástechnikában. 
1. Az N N automata a lgebrai model l je 
N N automatának nevezzük az 
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algebra i rendszert, ahol X , © nem üres ha lmazok. X a b e -
menő j e l ek , 0 a kimenetek (válaszok) ha lmaza. A z A N N 
automata az x G X bemenet hatósára kibocsát egy 9 v á -
laszt . Ezt a következőképpen j e l ö l j ü k : 
L(t) C X * © a rendezett bemenet-k imenet párok t - t ő l függő 
halmaza. A t valós paraméter az i dő , mely d iszkrét skálán 
fu t vég ig . A z L halmazt tananyagnak, e lemei t tanu lópontoknak 
nevezzük. 
H l ineárisan rendezett halmaz, 
d kétváltozós függvény, d : X " X H . 
d - r e vonatkozólag a következő két természetes k ikötést tesszük: 
Az N N automata működése tehát a k ö v e t k e z ő : 
A bemenetre érkező ismeretlen ob jektumot (sz i tuác ió t ) 
á l l í t suk pórba a tananyagban spec i f i ká l t bemenetekke l . A 2 i g y 
kapott párokat d á l ta l képezzük le a H rendezet t ha lmazra . 
Válasszuk k i a legkisebb ( l egköze lebb i , legnagyobb hasonlósá-
got mutató) pár t , s az ehhez tar tozó - tananyagban s p e c i f i k á l t -
viselkedés? módot válasszuk. Látható, hogy a most vázo l t mo-
de l lnek speciál is esete a z - N N a lgo r i tmus : X ekkor metr ikus 
té r , d e tér met r i ká ja , mely két fe l té te lünke t természetesen 
k i e l é g í t i , H a nemnégativ valós számok ha lmaza. A tananyag 
az N N algori tmus esetében, a d iszkrét időskálán e lő re ha ladva 
egyszerűen ugy v á l t o z i k , hogy a beérkező bemeneteket és a 
A (x) = & 
a . ) V x , y 
x , y e x 
b . ) 
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szerzett tapasztalatokat (visszaigazolás) párba á l l í t j u k és tanu-
lópontokként t á ro l j uk . A z automata a következő döntést az 
i l y módon k iegészí tet t , tananyag a lap ján hozza. Fontos kérdés, 
hógy az üres tananyaggal induló N N automata esetében hogyan 
a laku l a hibás döntések re la t ív gyakorisága az i dő függvényé-
ben és mi lyen végleges biztonság érhető e l . E kérdésekkel Co-
vör és Hart f og la l koz tak , eredményeik elég ál talános fe l té te lek 
teljesülése mel le t t az átlagos N N hiba R és cíz e lmé le t i leg op -
t imál is Bayes hiba R* viszonyáról a következőket mondják : 
R* < R < 2R* , 
metrikus veszteségfüggvény esetén, és 
R* <• R < 2RX (1 - R X ) , 
Kronecker fé le veszteség függvényt a lka lmazva , válaszlehető-
séget fe l té te lezve . 
Ezek az eredmények azonban csak s tab i l , vá l tozat lan 
környezetben igazak . Ennek i l lusz t rác ió jaként tekintsük a kö -
ve tkező szimulációs k ísér le te t ! 
A tanulópontokat ké t , kü lönböző várható értékű normá-
l is eloszlásból sorsoltuk. A z N N automatának a bemenetére a -
dot t mintát megf igyelve következtetn ie kel le i t ar ra , hogy az 
me ly i k várható értékhez ta r toz i k . A z automata minden lépés u -
tán megkapta a helyes vá laszt , s az így nyert információt ( ta -
nulópontot) tá ro l ta . A z ábrán (pontozott vonal i 1 ¿ n < 20) a 
helyes döntések re la t i v gyakoriságónak alakulását ra jzo l tuk fe l 
a beérkezett minták számának függvényében (több lefutás ered-
ményei t á t lago lva) . 
A görbe első szakasza (1 < n ^ 1 0 ) nagy hasonlóságot 
mutat az i l yen je l legű psz ichológia i tesztkisérletek eredménye-
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A 20. lépés utón hir te len 180 - k a i megváltoztatva 
a környezetet (ugy, hogy a két várható érték egymással 
helyet cseréljen), mint az ábrán látható (20 ü n -<40) a 
helyes elöntések relat ív gyakorisága zérusra csökken, ugyanis 
az eddigi tapasztalatok ettől a p i l lanat tó l fogva, az uj kör-
nyezetben tévesnek bizonyulnak. A tanulási görbe további 
szakasza laposabb, mint az első vo l t . 
Tulajdonképpen ez is megfelel, annak az általános ta -
pasztalatnak, hogy a megváltoztatott környezethez nehezeb-
ben alkalmazkodnak a kísérleti a lanyok. Amíg azonban a 
fent bemutatott N N automata-reprezentáció csak egyféle se-
bességgel képes a változó környezethez a lka lmazkodni , és ez 
az alkalmazkodás a környezet sorozatos megváltozásai után 
egyre kevésbé hatásos, addig a különféle in te l l igenc iá jú l é -
nyek különféle alkalmazkodási képességet mutatnak. Ez a ké -
pesség ál landó marad, ha a környezetváltozás periódusa las-
sabb, mint alkalmazkodási ide jük. 
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Célunk egy o lyan N N automata-reprezentác ió meg-
konstruálása, mely beá l l í tha tó alkalmazkodási képességgel 
rende lkez ik , s ez nem roml ik el a vá l tozó környezetben 
sem. 
2 . A z F - N N model l 
A z eló'zó' pontban fe l ve te t t problémát általánosság-
ban a következőképpen o ldha t juk meg : Minden tanulópon-
tot .beérkezésétől fogva egy T tesztnek vet jUk a l á , mely az 
adot t tanulópont "hatásosságát" méri az automata v ise lkedé-
se szempontjából. A T tesztet sokféleképpen de f i n i á l ha t j uk , 
így több N N automata-reprezentációhoz ju tunk. Mi a kö -
vetkező megoldást választot tuk : minden tanulópont mel lé 
egy un. fe le j tés i függvényt rendel tünk, mely t - v e l sz igorú-
an monoton v á l t o z i k . Ha a fe le j tés i függvény elér egy b i -
zonyos l i m i t e t , az adot t tanulőpontot egyszerűen k i e j t j ü k a 
memóriából. Ha egy tanulőpont részt vesz egy döntés meg-
hozatalában, akkor a döntés k imenetelétől függően a f e -
le j tés i függvényt vagy v isszaá l l í t juk egy alacsonyabb sz in t -
re , vagy megnövel jük . 
A fe le j tés i függvény paramétereinek megfe le lő meg-
választásával más-más alkalmazkodási szint model lezhető. 
A z ábrán folytonos vona l la l huztuk be egy i lyen tipusu mo-
de l l viselkedésére je l lemző tanulási görbét , melyet a már is-
mertetett szimulációs kísérlet elvégzése során nyer tünk. 
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