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Abstract
In this paper, we consider the backward Cauchy problem of linear degenerate stochastic
partial differential equations. We obtain the existence and uniqueness results in Sobolev
space Lp(Ω;C([0, T ];Wm,p)) with bothm ≥ 1 and p ≥ 2 being arbitrary, without imposing
the symmetry condition for the coefficient σ of the gradient of the second unknown—which
was introduced by Ma and Yong [17, Prob. Theor. Relat. Fields 113 (1999)] in the case
of p = 2. To illustrate the application, we give a maximum principle for optimal control
of degenerate stochastic partial differential equations.
Keywords: Degenerate backward stochastic partial differential equations, Cauchy
problems, Sobolev spaces
1. Introduction
Let (Ω,F , {Ft}t≥0, P ) be a complete filtered probability space on which a d′-dimensional
Wiener process W = {Wt; t ≥ 0} is defined such that {Ft}t≥0 is the natural filtration
generated byW , augmented by all the P -null sets in F . We denote by P the predictable
σ-algebra associated with {Ft}t≥0. Let T be a fixed positive number.
We consider the backward Cauchy problem for the following linear stochastic partial
differential equation (BSPDE in short)
du(t, x) = −
d∑
i,j=1
d′∑
k=1
{[
aij(t, x)uxj(t, x) + σ
ik(t, x)qk(t, x)
]
xi
+ bi(t, x)uxi(t, x)
+ c(t, x)u(t, x) + νk(t, x)qk(t, x) + f(t, x)
}
dt+
d′∑
k=1
qk(t, x) dW kt , (1.1)
(t, x) ∈ [0, T )× Rd, Wt , (W 1, · · · ,W d′t ), t ≥ 0
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and the terminal condition
u(T, x) = ϕ(x), x ∈ Rd. (1.2)
They are a mathematically natural extension of backward stochastic differential equations
(BSDEs) (see e.g. [8, 21]), whose solution consists of a pair of random fields (u, q).
BSPDEs arise in many applications of probability theory and stochastic processes.
For instance, in the optimal control of SDEs with partial information or more generally
of stochastic parabolic PDEs, as adjoint equations of Duncan-Mortensen-Zakai filtering
equations (see e.g. [4, 11, 19, 24, 25, 32]) to formulate the stochastic maximum principle
for the optimal control, and in the formulation of the stochastic Feynman-Kac formula
(see e.g. [16]) in mathematical finance. A class of fully nonlinear BSPDEs, the so-called
backward stochastic Hamilton-Jacobi-Bellman equations, appear naturally in the dynamic
programming theory of controlled non-Markovian processes (see [5, 10, 22]). For more
aspects of BSPDEs, one can refer to [3, 6, 12, 18, 27, 28, 29].
In the case of the following super-parabolicity : the matrix
(Aij) :=
(
aij − 1
2
d′∑
k=1
σikσjk
)
d×d
≥ δId for some δ > 0, (1.3)
the theory of existence, uniqueness and regularity for solutions to BSPDE (1.1)-(1.2) is
rather complete now. See among others [2, 4, 6, 7, 29, 31]. On the contrary, very few
studies are devoted to BSPDEs (1.1)-(1.2) for the case of the degenerate parabolicity :
(Aij) ≥ 0. (1.4)
Zhou [31] seemed to be the first to study degenerate BSPDEs, but under the assumption
that the matrix σ = (σik)d×d′ vanishes. He ended up with commenting (see [31, page 340])
that “it remains a challenging open problem to solve the adjoint equations of degenerate
SPDEs in which diffusion terms contain first-order differential operators” (in a dually
equivalent term, the adjoint equations as BSPDEs contain the first order derivative of
q, that is σ does not vanish). Seven years later, by introducing the following symmetry
condition
d′∑
k=1
σik
∂σjk
∂xl
=
d′∑
k=1
σjk
∂σik
∂xl
, i, j, l = 1, . . . , d, (1.5)
Ma and Yong [17] made a first step towards solution of the open challenging problem. In
particular, assuming that the coefficient σ is invariant with the state variable x, which
certainly satisfies the symmetry condition (1.5), Hu, Ma and Yong [12] further solved a
semi-linear degenerate BSPDE for the case of d = 1. Note that counterexamples to the
symmetry condition (1.5) are many, and here are three ones for the case of d = d′ = 2
and x := (x1, x2) ∈ R2:
σ(x) =
(
sin(x1 + x2) cos(x1 + x2)
cos(x1 + x2) − sin(x1 + x2)
)
, (1.6)
σ(x) =
 1√1+|x|2 1
0 − 1√
1+|x|2
 , (1.7)
2
and
σ(x) =
(
sin(|x|) cos(|x|)
cos(|x|) − sin(|x|)
)
with |x| :=
√
(x1)2 + (x2)2. (1.8)
The preceding three works are basically restricted within the framework of the space
Hm = Wm,2 with respect to the spatial variable x ∈ Rd, with the only exception that
Hu, Ma and Yong [12, Theorem 3.2, page 394] includes an Lp estimate for positive even
number p. Using the method of stochastic flows, imposing neither any symmetry condition
on σ nor any restriction on the dimension of Rd, Tang [27] represented the solution of a
system of semi-linear degenerate BSPDEs via the solutions of a family of FBSDEs and
then established the existence and uniqueness of classical solutions to semi-linear systems
of degenerate BSPDEs, but at a cost of assuming differentiability of higher orders in x on
the coefficients. Some Wm,p estimates are also given via the method of stochastic flows in
Tang [26] for m = 1, 2 and p ≥ 2. The last two works strongly suggest that the symmetry
condition (1.5) be superfluous.
In this paper, we obtain the existence, uniqueness and regularity of generalized (or
weak) solutions of linear degenerate BSPDEs under a quite general setting (see Theo-
rem 2.1), in particular without imposing the symmetry condition (1.5). Besides, we give
a Wm,p-estimate with m ≥ 1 for any p ≥ 2. Our approach inherits the spirit of Krylov
and Rozowskii [15] in the solution of degenerate stochastic PDEs, and invokes the real
analysis lemma of Oleinik [20] in the study of linear degenerate parabolic PDEs so as
to derive a prior estimates for degenerate BSPDEs. However, we have to develop some
innovations to their calculus. The fundamental estimate of Krylov and Rozowskii [15,
Lemma 2.1, page 339] is based on computing the quantity∑
|α|≤m
G
(|Dαu|2)
for the convex function G(s) := sp, s ≥ 0. Repetition of their calculus to our BSPDEs (3.2)
finds the following new and trouble term:∑
|α|≤m,β≤α
DαuDβrG′
(|Dαu|2) ,
which involves both unknowns u and r of our BSPDEs (3.2). Using Cauchy-Schwarz
inequality, we only get the following
2DαuDβrG′
(|Dαu|2) ≤ G′ (|Dαu|2) (ǫ|Dβr|2 + ǫ−1|Dαu|2) , β < α,
and it is difficult to see unless p = 1 that it is dominated by the following∑
|α|≤m
(|Dαu|2 + |Dαr|2)G′ (|Dαu|2)
due to the fact that G′ (|Dαu|2) varies with α for p > 1. To overcome this difficulty, we
instead compute the following
G
∑
|α|≤m
|Dαu|2
 , (1.9)
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which leads to the following term
G′
∑
|α|≤m
|Dαu|2
 ∑
|α|≤m,β≤α
DαuDβr.
Since the derivative G′
(∑
|α|≤m |Dαu|2
)
is invariant with α for any p ≥ 1, the sum is
dominated by
G′
∑
|α|≤m
|Dαu|2
 ∑
|α|≤m
(|Dαu|2 + |Dαr|2) . (1.10)
In this way, we introduce a series of innovational computations and develop some new
techniques. For example, a localization method and some calculation techniques in appli-
cation of Itoˆ formula (see Remark 3.1 (i)) are given to deal with the difficult and subtle
degenerate parabolicity condition.
As we know, BSPDEs arising from many applications are degenerately parabolic rather
than being super-parabolic (see, e.g. [22, 16, 24, 25, 10]). Optimal control of SPDEs is
solved in Section 4, so as to illustrate the application of our new result on degenerate
parabolic BSPDE.
The rest of the paper is organized as follows. In Section 2, we introduce some notations
and state our main result (Theorem 2.1). In Section 3, we prove the main theorem, after
some preparations starting from the super-parabolic BSPDE with smooth coefficients. In
Section 4, a maximum principle for optimal control of degenerate SPDEs is formulated as
an application of degenerate parabolic BSPDEs. In Sections 5 and 6, we give the proofs
for two important lemmas which are used in the proof of Theorem 2.1.
2. Preliminaries and the main result
Let d and d′ be two positive integers, and Rd be d-dimensional Euclidean space whose
squared norm is denoted by ‖ · ‖. Consider the following linear BSPDE
du = −(aijuxixj + biuxi + cu+ σikqkxi + νkqk + f) dt+ qk dW kt (2.1)
with the terminal condition
u(T ) = ϕ. (2.2)
Here, the coefficients aij(t, x) = aji(t, x), bi(t, x), σik(t, x), νk(t, x) for i, j = 1, . . . , d and
k = 1, . . . , d′, and c(t, x), f(t, x) and ϕ(x) (as a rule, the argument ω is omitted), (ω, t, x) ∈
Ω × [0, T ] × Rd, are given and measurable. The summation convention is in force for
repeated indices throughout this paper.
To define the solution of BSPDE (2.1)-(2.2), we need more notations.
• Denote ux = ∇u = (ux1, · · · , uxd) for x ∈ Rd. For any multi-index α = (α1, . . . , αd),
denote
Dα =
(
∂
∂x1
)α1( ∂
∂x2
)α2
· · ·
(
∂
∂xd
)αd
and |α| = α1 + · · ·+ αd.
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• Denote by C∞0 and Cn the set of infinitely differentiable real functions of compact
support defined on Rd and the set of n times continuously differentiable functions on Rd
such that
‖u‖Cn :=
∑
|α|≤n
sup
x∈Rd
|Dαu(x)| <∞.
• For p > 1 and an integer m ≥ 0, denote by Wm,p = Wm,p(Rd;R) the Sobolev space
of real functions on Rd with a finite norm
‖u‖m,p =
( ∑
|α|≤m
∫
Rd
|Dαu|p dx
) 1
p
,
where α is a multi-index. In particular, W 0,p = Lp. It is well known that Wm,2 is a
Hilbert space and denote its inner product by 〈·, ·〉m.
• For p > 1 and integer m ≥ 0, denote by Wm,p(d′) = Wm,p(Rd;Rd′) the Sobolev
space of d′-dimensional vector-valued functions on Rd, equipped with the norm ‖v‖m,p =
(
∑d′
k=1 ‖vk‖pm,p)1/p.
• Denote by Lp
P
Wm,p (resp. Lp
P
Wm,p(d′)) the space of all predictable process u :
Ω × [0, T ] → Wm,p (resp. u : Ω × [0, T ] → Wm,p(d′)) such that u(ω, t) ∈ Wm,p (resp.
u(ω, t) ∈ Wm,p(d′)) for a.e. (ω, t) and
E
∫ T
0
‖u(t)‖pm,p dt <∞.
• Denote by Lp
P
CWm,p (resp. Lp
P
CwW
m,p) the space of all predictable process u :
Ω × [0, T ] → Wm,p strongly (resp. weakly) continuous w.r.t. t on [0, T ] for a.s. ω, such
that
E sup
t≤T
‖u(t)‖pm,p <∞.
Given an integer m ≥ 1, we shall use the following assumptions.
(Am) The given functions a = (a
ij), b = (bi), c, σ = (σik) and ν = (νk) are P×B(Rd)-
measurable with values in Sd (the set of real symmetric d× d matrices), Rd,R,Rd×d′ and
R
d′, respectively. The coefficients bi, c, νk and their derivatives w.r.t. x up to the order m,
as well as aij and σik up to the order max{2, m}, are uniformly bounded by the positive
constant Km.
(P) (parabolicity) For each (ω, t, x) ∈ Ω× [0, T ]× Rd,[
2aij(t, x)− σikσjk(t, x)]ξiξj ≥ 0, ∀ ξ ∈ Rd.
(Fm) The function f ∈ L2PWm,2, the function ϕ is FT × B(Rd)-measurable with
ϕ(ω, ·) ∈ Wm,2 for each ω and ϕ is FT -measurable as a function on Ω with values in
Wm,2.
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Definition 2.1. A pair of random fields (u, q) ∈ L2
P
W 1,2×L2
P
W 0,2(d′) is called a gener-
alized (or weak) solution of BSPDE (2.1)-(2.2) if for each η ∈ C∞0 and a.e. t,
〈u(t), η〉0 =〈ϕ, η〉0 +
∫ T
t
[
− 〈aij(s)uxi(s) + σjk(s)qk(s), ηxj〉0
+ 〈(bi(s)− aij
xj
(s))uxi(s) + c(s)u(s) + (ν
k(s)− σjk
xj
(s))qk(s)
+ f(s), η〉0
]
ds−
∫ T
t
〈qk(s), η〉0 dW ks P-a.s.
(2.3)
Remark 2.1. If (u, q) is a generalized solution of BSPDE (2.1)-(2.2) and (u, q) ∈ L2
P
W n,2×
L2
P
W n−1,2, then u has a modification u˜ : Ω× [0, T ]→ W n−1,2 which is continuous in t for
all ω. Actually, this assertion is a backward version of Theorem 1.3.2 in [14] and follows
immediately from Lemma 3.1 in [6]. For this, one needs take H = W n−1,2, V =W n,2 and
V ∗ = W n−2,2 in the referenced lemma and replace η by (1−∆)n−1η in (2.3) with 〈·, ·〉0 ac-
cordingly changed into 〈·, ·〉n−1, due to the fact that 〈v, (1−∆)n−1η〉0 = 〈v, η〉n−1 for v ∈
W n−1,2.
In the rest of this paper, we always take the continuous version of u.
Now we state our main theorem.
Theorem 2.1. Let conditions (Am), (P), and (Fm) be satisfied for given m ≥ 1. Then
BSPDE (2.1)-(2.2) has a unique generalized solution (u, q) such that
u ∈ L2
P
CwW
m,2 and q +∇u σ ∈ L2
P
Wm,2(d′),
and for any integer m1 ∈ [0, m], we have the estimates
E sup
t≤T
‖u(t)‖2m1,2 + E
∫ T
0
‖(q +∇u σ)(t)‖2m1,2 dt
≤ CE
(
‖ϕ‖2m1,2 +
∫ T
0
‖f(t)‖2m1,2 dt
)
. (2.4)
In addition, if f ∈ Lp
P
Wm,p and ϕ ∈ Lp(Ω,FT ,Wm,p) for p ≥ 2, then u ∈ LpPCwWm,p,
and for any integer m1 ∈ [0, m],
E sup
t≤T
‖u(t)‖pm1,p ≤ CeCpE
(
‖ϕ‖pm1,p +
∫ T
0
‖f(t)‖pm1,p dt
)
. (2.5)
Here and in the rest of this paper, C is a generic constant which depends only on d, d′, Km, m
and T .
Remark 2.2. Theorem 2.1 asserts the existence and uniqueness of the solution of a
degenerate BSPDE under quite general conditions, and improves the relevant results of
Zhou [31], Ma and Yong [17] and Tang [27]. It is a rather satisfactory solution of the open
problem posed by Zhou [31].
The proof of Theorem 2.1 is deferred to the next section. We now give some useful
corollaries. By Sobolev’s imbedding theorem (see e.g. [1]), we have
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Corollary 2.2. Under conditions of Theorem 2.1, (i) if mp > d, then the first component
u is jointly continuous in (t, x) a.s.; (ii) if 2(m− 2) > d, then (u, q) is a classical solution
of BSPDE (2.1)-(2.2) which also reads
u(t, x) = ϕ(x) +
∫ T
t
(
aijuxixj + b
iuxi + cu+ σ
ikqkxi + ν
kqk + f
)
(s, x) ds
−
∫ T
t
qk(s, x) dW ks
(2.6)
holds for all x ∈ Rd, t ∈ [0, T ] on a (t, x)-independent set of the full measure.
Proof. We only need to prove assertion (ii). In view of Theorem 2.1 and Sobolev’s imbed-
ding theorem, we can select appropriate versions such that u(t, ·) ∈ C2(Rd) a.s., and
q(t, ·) ∈ C1(Rd), f(t, ·), ϕ(·) ∈ C2(Rd) for a.e. (ω, t). Take a nonnegative function ζ ∈ C∞0
such that
∫
Rd
ζdx = 1. For arbitrary ε > 0, we define the operator Sε by
Sεh(x) = ε
−dζ
(x
ε
)
∗ h(x) for x ∈ Rd. (2.7)
Since the convolution is representable as an inner product, from the definition of gener-
alized solutions we have that
Sεu(t, x) =Sεϕ(x) +
∫ T
t
Sε
(
aijuxixj + b
iuxi + cu+ σ
ikqkxi + ν
k + f
)
(s, x) ds
−
∫ T
t
Sεq
k(s, x) dW ks
(2.8)
holds on a (t, x)-independent set of the full measure. Then in view of q ∈ L2
P
Wm−1,2, by
the Burkholder-Davis-Gundy (BDG) inequality and Sobolev’s theorem, we have
lim
ε↓0
E sup
t≤T
∣∣∣∣ ∫ T
t
[
Sεq
k(s, x)− qk(s, x)] dW ks ∣∣∣∣2
≤ C lim
ε↓0
E
∫ T
0
∥∥Sεq(s, ·)− q(s, ·)∥∥2C0 ds
≤ C lim
ε↓0
E
∫ T
0
∥∥Sεq(s)− q(s)∥∥2m−2,2 ds, ∀x ∈ Rd.
In virtue of the properties of an averaging operator, the last limit vanishes. Thus,
assertion (ii) follows immediately by taking ε ↓ 0 in (2.8).
Remark 2.3. Corollary 2.2 relaxes the conditions of Tang [27]. Our proof of Corollary
2.2 (ii) is direct.
Moreover, Theorem 2.1 allows us to prove the boundedness of the first component of
the solution and its derivatives, provided the coefficient f , the terminal data ξ and their
derivatives are bounded.
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Corollary 2.3. Let conditions (Am), (P), and (Fm) with m ≥ 1 be satisfied,
f ∈ L∞
P
Wm,∞, and ϕ ∈ L∞(Ω,FT ,Wm,∞).
Then BSPDE (2.1)-(2.2) has a unique generalized solution (u, q) satisfying (2.4). More-
over, for arbitrary multi-index α s.t. |α| ≤ m, it holds that
|Dαu(ω, t, x)| ≤ C
for almost all (ω, t, x).
Proof. We only need to prove the last assertion. Set
Np := (E‖ϕ‖pm,p)1/p + (E
∫ T
0
‖f(t)‖pm,p dt)1/p.
By interpolation, it holds that f ∈ Lp
P
Wm,p and ϕ ∈ Lp(Ω,FT ,Wm,p) for each p ≥ 2,
and
Np ≤ N2/p2 N1−2/p∞ ≤ N2 +N∞.
From Theorem 2.1 we have
‖Dαu‖L∞(Ω×[0,T ]×Rd) ≤ sup
p≥2
[
sup
t≤T
(
E‖u(t)‖pm,p
)1/p]
≤ sup
p≥2
Cp2/pNp ≤ C(N2 +N∞).
The proof is complete.
3. Proof of Theorem 2.1
In this section, we prove Theorem 2.1. We begin with the following change of unknown
variables in BSPDE (2.1):
rk := qk + σikuxi.
Define
αij :=
1
2
σikσjk and b˜i := bi − σikxjσjk − νkσik. (3.1)
Then BSPDE (2.1) can be rewritten into the following BSPDE:
du =− [(aij − 2αij)uxixj + b˜iuxi + cu+ σikrkxi + νkrk + f] dt
+ (rk − σikuxi) dW kt ,
(3.2)
with the pair (u, r) being the unknown.
Take G(·) ∈ C2[0,∞) such that G(s), G′(s) > 0 and G′′(s) ≥ 0 for all s ∈ (0,∞).
Applying Itoˆ’s formula formally to compute G(
∑
|α|≤m |Dαu|2), we immediately have
dG
( ∑
|α|≤m
|Dαu|2
)
= −Θ(u, r, f ; x, t, ω) dt
+ 2G′
( ∑
|α|≤m
|Dαu|2
) ∑
|β|≤m
DβuDβ(rk − σikuxi) dW kt ,
(3.3)
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where
Θ(u, r, f ; x, t, ω)
:= 2G′
( ∑
|α|≤m
|Dαu|2
) ∑
|β|≤m
DβuDβ
[
(aij − 2αij)uxixj + b˜iuxi + cu
+ σikrkxi + ν
krk + f
]−G′( ∑
|α|≤m
|Dαu|2
) ∑
|β|≤m
‖Dβ(r − σiuxi)‖2
− 2G′′
( ∑
|α|≤m
|Dαu|2
)∥∥∥∥ ∑
|β|≤m
DβuDβ(r − σiuxi)
∥∥∥∥2.
(3.4)
Note that the expression Θ(u, r, f ; x, t, ω) involves the leading coefficients aij and σik
in our degenerate parabolic equation. The following estimate turns out to be crucial in our
arguments. In what follows, ε is a generic constant which can be chosen to be sufficiently
small.
Lemma 3.1. Let m ≥ 0, t ∈ [0, T ] and u ∈ Wm+2,2, r ∈ Wm+1,2(d′). For u ∈ Wm,2 and
r ∈ Wm,2(d′), define
Ψ :=
∑
|α|≤m
|Dαu|2 and Υ :=
∑
|α|≤m
‖Dαr‖2. (3.5)
Then under conditions (Am) and (P), we have∫
Rd
Θ(u, r, f ; x, t, ω) dx ≤− (1− ε)
∫
Rd
G′(Ψ)Υ dx+
C
ε
∫
Rd
[
G(Ψ) +G′(Ψ)Ψ
]
dx
+
∑
|β|≤m
∫
Rd
G′(Ψ)|Dβf |2 dx,
(3.6)
provided that every integral in the right-hand side is finite.
With the aid of Lemma 3.1, we are able to first establish, under the super-parabolic
condition, the existence and uniqueness of the Wm,p solution (p ≥ 2) to BSPDEs with
smooth coefficients. For this purpose, consider the following two assumptions.
(SP) (super-parabolicity) There is a constant δ > 0 such that the matrix
2a− σσ∗ ≥ δId.
(B) The coefficients aij , bi, c, σik, νk are infinitely differentiable in x for all (ω, t), and
their derivatives of orders up to n are dominated by a constant depending on n. Moreover,
we assume that
f ∈
⋂
m∈Z+
L2
P
Wm,2, ϕ ∈
⋂
m∈Z+
L2(Ω,FT ,W
m,2).
We always choose an appropriate modification of f such that for all t, E‖f(t)‖2m,2 < ∞
for all m ∈ Z+.
We have the following lemma.
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Lemma 3.2. Assume that m ≥ 0, p ≥ 1, f ∈ L2p
P
Wm,2p, and ϕ ∈ L2p(Ω,FT ,Wm,2p).
Then under conditions (Am), (SP), and (B), BSPDE (2.1)-(2.2) has a unique generalized
solution (u, q) such that
u ∈ L2p
P
CWm,2p and Ψ
p−1
2 Υ
1
2 ∈ L2
P
W 0,2, (3.7)
with
Ψ :=
∑
|α|≤m
|Dαu|2 and Υ :=
∑
|α|≤m
‖Dαr‖2 (3.8)
for r := q + uxσ. Moreover, we have
E sup
t≤T
∫
Rd
Ψp dx+ E
∫ T
0
∫
Rd
Ψp−1Υ dx
≤ CeCpE
(
‖ϕ‖2pm,2p +
∫ T
0
‖f(t)‖2pm,2p dt
)
,
(3.9)
where the constant C is independent of δ and p.
Remark 3.1. (i) The proofs of Lemmas 3.1 and 3.2 are both quite technical and lengthy,
and thus they are deferred to Sections 5 and 6, respectively. We would like to stress here
that they play a key role in the proof of Theorem 2.1 and many calculation techniques
are developed in their own proofs. For example, we apply Itoˆ’s formula in Lemma 3.1 to
the expression
G
∑
|α|≤m
|Dαu|2

rather than to the expression G (|Dαu|2) for each multi-index α which is conventionally
used in the study of Wm,p-theory of degenerate SPDEs (c.f. [15, 23]). It is difficult to
derive a Wm,p-estimate (p ≥ 2) of solutions to BSPDEs by computing the expression
G (|Dαu|2) for each multi-index α, even under the super-parabolicity condition, we have
to deal with the new terms G′DαuDβr with α and β being different multi-indices, and they
turn out to be a trouble (see our more detailed exposition in the introduction). For another
example, G is taken specifically for a localization method in the proof of Lemma 3.2 when
applying Itoˆ’s formula to the solution of BSPDE. Though the stopping time arguments
are conventionally used to get Wm,p-estimate of solutions to SPDEs (c.f. [13, 23]), the
localization method is conventionally used for BSPDEs and backward stochastic equations
as well (see [30], where the localization method is used to get the Lp(dx) solutions of
backward doubly stochastic differential equations).
(ii) Treating the sum q +∇uσ as a unity in our approach is a natural convenience of
technical calculations, since it appears in the diffusion term of a BSDE (see e.g., [16, 27]).
(iii) By the equivalence of norms, (3.9) implies
E sup
t≤T
‖u(t)‖2pm,2p ≤ CeCpE
(
‖ϕ‖2pm,2p +
∫ T
0
‖f(t)‖2pm,2p dt
)
with the same constant C as in (3.9).
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Next we deal with the super-parabolic BSPDE with general coefficients.
Lemma 3.3. Assume that m ≥ 0, p ≥ 2 and conditions (Am), (SP) and (Fm) are
satisfied. If f ∈ Lp
P
Wm,p and ϕ ∈ Lp(Ω,FT ,Wm,p), then BSPDE (2.1)-(2.2) has a
unique generalized solution (u, q) satisfying
u ∈ L2
P
Wm+1,2 ∩ L2
P
CWm,2 ∩ Lp
P
CwW
m,p and q ∈ L2
P
Wm,2.
Moreover,
E sup
t≤T
‖u(t)‖2m,2 + E
∫ T
0
‖(q + uxσ)(t)‖2m,2 dt
≤ CE
(
‖ϕ‖2m,2 +
∫ T
0
‖f(t)‖2m,2 dt
) (3.10)
and
E sup
t≤T
‖u(t)‖pm,p ≤ CeCpE
(
‖ϕ‖pm,p +
∫ T
0
‖f(t)‖pm,p dt
)
, (3.11)
where the constant C is independent of δ and p.
Proof. In view of Du and Meng [6, Theorem 2.3] and Remark 2.1, BSPDE (2.1)-(2.2) has
a unique generalized solution (u, q) satisfying
u ∈ L2PWm+1,2 ∩ L2PCWm,2, q ∈ L2PWm,2.
Moreover,
E sup
t≤T
‖u(t)‖2m,2 + E
∫ T
0
[
‖u(t)‖2m+1,2 + ‖q(t)‖2m,2
]
dt
≤ C(δ)E
(
‖ϕ‖2m,2 +
∫ T
0
‖f(t)‖2m−1,2 dt
)
.
(3.12)
Applying the averaging operator Sε defined by (2.7) to the functions h = a
ij , bi, c, σik
and νk, we set
hn := S 1
n
h, fn := S 1
n
f, ϕn := S 1
n
ϕ.
In view of the properties of the averaging operator Sε, we have the following assertions:
(i) the functions aijn , b
i
n, cn, σ
ik
n and ν
k
n satisfy the conditions of Lemma 3.2 for all n with
the same constants Km and δ;
(ii) for h = aij , bi, c, σik, νk and arbitrary multi-index α, we have
Dαhn(ω, t, x)→ Dαh(ω, t, x), as n→∞
uniformly w.r.t. (ω, t, x);
(iii) for each n, both functions fn and ϕn satisfy the conditions of Lemma 3.2, and for
p′ = 2 or p, we have
lim
n→∞
E
[
‖ϕn − ϕ‖p
′
m,p′ +
∫ T
0
‖fn(t)− f(t)‖p
′
m,p′ dt
]
= 0. (3.13)
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Consider the following BSPDE{
dun = −(aijn un,xixj + binun,xi + cnun + σikn qkn,xi + νknqkn + fn) dt+ qkn dW kt ,
un(T ) = ϕn. (3.14)
The existence and uniqueness of the solution of (3.14) is indicated by Lemma 3.2. More-
over, in view of Lemma 3.2 (for p = 1), we have
E sup
t≤T
‖un(t)‖2m,2 + E
∫ T
0
‖qn(t) + σinun,xi(t)‖2m,2dt
≤ CE
(
‖ϕn‖2m,2 +
∫ T
0
‖fn(t)‖2m,2 dt
)
,
(3.15)
where the constant C is independent of δ and n. To see this, set
u˜n := un − u, q˜n := qn − q, ϕ˜n := ϕn − ϕ,
f˜n := (a
ij
n − aij)uxixj + (bin − bi)uxi + (cn − c)u
+(σikn − σik)qkxi + (νkn − νk)qk + fn − f,
then clearly f˜n ∈ L2PWm−1,2. By the dominated convergence theorem, we have
lim
n→∞
E
[
‖ϕ˜n‖2m,2 +
∫ T
0
‖f˜n(t)‖2m−1,2 dt
]
= 0.
Noting that (u˜n, q˜n) is a generalized solution of BSPDE{
du˜n = −(aijn u˜n,xixj + binu˜n,xi + cnu˜n + σikn q˜kn,xi + νknq˜kn + f˜n) dt+ q˜kn dW kt
u˜n(T ) = ϕ˜n
and applying a similar estimate as (3.12), we get
lim
n→∞
E
{
sup
t≤T
‖u˜n(t)‖2m,2 +
∫ T
0
[
‖u˜n(t)‖2m+1,2 + ‖q˜n(t)‖2m,2
]
dt
}
= 0.
Passing n→∞ in (3.15), (3.10) follows.
Next we need to prove that u ∈ Lp
P
CwW
m,p and to deduce (3.11). We have known
that un, u ∈ L2PCWm,2 and limn→∞E supt≤T ‖un(t) − u(t)‖2m,2 = 0. Hence for arbitrary
countable set {ti} ⊂ [0, T ], ηj ∈ C∞0 and multi-index α with |α| ≤ m, we have
〈Dαu(ti), ηj〉0 = lim
n′→∞
〈Dαun′(ti), ηj〉0 ≤ lim
n′→∞
‖un′(ti)‖m,p‖ηj‖ p
p−1
(3.16)
on a full-measure set, where {n′} is an appropriate subsequence of {n}.
Since u ∈ L2
P
CWm,2, it is easy to see that the left-hand side of (3.16) is continuous
at ti for each ηj on a full-measure set. Let ti run through the rational points of [0, T ] and
ηj run through a dense subset of the unit sphere of L
p
p−1 (Rd). Then by (3.16) we obtain
that for arbitrary t ∈ [0, T ] and multi-index α with |α| ≤ m,
‖Dαu(t)‖0,p = sup
j
〈Dαu(t), ηj〉0
≤ sup
j
sup
i
〈Dαu(ti), ηj〉0 ≤ lim
n′→∞
sup
t≤T
‖un′(t)‖m,p a.s.
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On the other hand, by Lemma 3.2 we know that
E sup
t≤T
‖un′(t)‖pm,p ≤ CeCpE
(
‖ϕn′‖pm,p +
∫ T
0
‖fn′(t)‖pm,p dt
)
. (3.17)
Hence, in view of assertion (iii) in this proof and Fatou’s lemma, we obtain (3.11). This
estimate, along with the continuity of the left-hand side of (3.16) at ti on a full-measure
set and the separability of L
p
p−1 (Rd), yields that u(t) ∈ Wm,p for all t and u(t) is weakly
continuous in Wm,p w.r.t. t on a full-measure set. The proof is complete.
Remark 3.2. It is worth noting that theWm,p estimate for p ≥ 2 of Du, Qiu, and Tang [7]
requires the super-parabolicity condition (SP), and the generic constant C depends on δ
of Condition (SP). Our estimates (3.10) and (3.11) do not require such a dependence,
but at a cost of losing the Wm+1,p estimate.
We are now in a position to prove Theorem 2.1.
Proof of Theorem 2.1. Uniqueness. We need to prove that if f = 0, ϕ = 0 and (u, q) is a
generalized solution of BSPDE (2.1)-(2.2), then u = 0 and q = 0 a.e. (ω, t) ∈ Ω × [0, T ].
Recalling Remark 2.1, we always choose the continuous modification of u and apply Itoˆ’s
formula to eLt‖u(t)‖20,2. Using Lemma 3.1 in the case that G(s) = s2 and m = 0, we can
easily get
eLt‖u(t)‖20,2 ≤ (C − L)
∫ T
t
eLs‖u(s)‖20,2 ds+MT −Mt,
where Mt, t ∈ [0, T ], is a continuous martingale with M0 = 0 and the constant C comes
from Lemma 3.1. By taking L = C, we have 0 ≤ eCt‖u(t)‖20,2 ≤ MT −Mt, which implies
that u ≡ 0 and then q ≡ 0. The uniqueness is proved.
Existence. Take ε > 0 and consider the following BSPDE{
duε = −(ε∆uε + aijuεxixj + biuεxi + cuε + σikqε,kxi + νkqε,k + f) dt+ qε,k dW kt ,
uε(T ) = ϕ. (3.18)
It is clear that BSPDE (3.18) satisfies the conditions of Lemma 3.3, thus (3.18) has
a unique generalized solution (uε, qε) satisfying all the assertions in Lemma 3.3. Set
rε = qε + σiuεxi, then we have
E sup
t≤T
‖uε(t)‖2m,2 + E
∫ T
0
‖rε(t)‖2m,2 dt ≤ CE
(
‖ϕ‖2m,2 +
∫ T
0
‖f(t)‖2m,2 dt
)
,
where the constant C is independent of ε.
Therefore, we can find a sequence εn ↓ 0 and
(u, r) ∈ L2
P
Wm,2 × L2
P
Wm,2(d′)
such that (uεn, rεn) converges weakly in L2
P
Wm,2 × L2
P
Wm,2(d′) to (u, r) as n→∞. By
the resonance theorem, we have
E
∫ T
0
‖r(t)‖2m,2 dt ≤ CE
(
‖ϕ‖2m,2 +
∫ T
0
‖f(t)‖2m,2 dt
)
. (3.19)
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If setting q = r − uxσ, we know that qεn converges weakly in L2PWm−1,2(d′) to q.
Therefore, it is obvious that for any η ∈ C∞0 , all terms on both sides of (2.3) with (u, q)
replaced by (uεn, qεn), converge weakly in L2
P
(Ω × [0, T ]) to the corresponding terms for
(u, q) as εn ↓ 0. Since the operators of integration and stochastic integration are continu-
ous in L2
P
(Ω× [0, T ]), they are weakly continuous and thus (u, q) is a generalized solution
of (2.1)-(2.2). Furthermore, noting Remark 2.1, we can always take u ∈ L2
P
CWm−1,2.
Since uεn converges weakly in L2
P
Wm,2 to u as n → ∞, by Banach-Saks theorem we
construct a sequence uk from finite convex combinations of uεn such that uk converges
strongly to u in Wm,2 for a.e. t ∈ [0, T ] a.s. Hence for some countably dense set {ti} ⊂
[0, T ], any ηj ∈ C∞0 and |α| ≤ m, we have
(−1)|α|〈u(ti), Dαηj〉0 = 〈Dαu(ti), ηj〉0 = lim
k→∞
〈Dαuk(ti), ηj〉0
≤ lim
k→∞
‖uk(ti)‖m,p‖ηj‖ p
p−1
(3.20)
on a full-measure set. Since u ∈ L2
P
CWm−1,2, we know that for any ηj , the first term of
(3.20) is continuous at ti on a full-measure set. Allow ηj ∈ C∞0 to run through a dense
subset of the unit sphere of L
p
p−1 (Rd), by (3.20) we obtain that for |α| ≤ m,
‖Dαu(t)‖0,p = sup
j
〈Dαu(t), ηj〉0
≤ sup
j
sup
i
〈Dαu(ti), ηj〉0 ≤ lim
k→∞
sup
t≤T
‖uk(t)‖m,p a.s.
and for all t,
sup
t≤T
‖Dαu(t)‖0,p ≤ lim
k→∞
sup
t≤T
‖uk(t)‖m,p a.s.
On the other hand, noting that uεn satisfies (3.11), by Jensen’s inequality we have
E sup
t≤T
‖uk(t)‖pm,p ≤ CeCpE
(
‖ϕ‖pm,p +
∫ T
0
‖f(t)‖pm,p dt
)
.
Therefore, (2.5) follows from Fatou’s lemma. Similarly, we can establish the same estimate
for p = 2 which, along with (3.19), yields (2.4). Using a similar argument as in the end
of the proof of Lemma 3.3, we can deduce u ∈ L2
P
CwW
m,2 ∩ Lp
P
CwW
m,p. The proof is
complete.
4. Application: maximum principle for optimal control of degenerate SPDEs
One main application of BSPDEs is to formulate the maximum principle for optimal
controls of SPDEs (c.f. [4, 24, 32]). Since Theorem 2.1 does not require the super-
parabolic condition, we give an example to illustrate the application in stochastic control
theory.
Let Γ be a non-empty Borel set in some Euclidean space. For x ∈ Rd and φ ∈ C∞0 , we
define two differential operators {L(t, v) : t ∈ [0, T ], v ∈ Γ} and {Mk(t, v) : t ∈ [0, T ], v ∈
Γ, k = 1, 2, · · ·, d′} as follows:
L(t, v)φ(x) := [aij(t, x, v)φxj(x)]xi + bi(t, x, v)φxi(x) + c(t, x, v)φ(x),
Mk(t, v)φ(x) := σik(t, x, v)φxi(x) + vk(t, x, v)φ(x),
(4.1)
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where aij, bi, c, σik and vk are given real valued functions defined in [0, T ]×Rd× Γ, i, j =
1, 2, · · ·, d and k = 1, 2, · · ·, d′. In the mean time, we write down the adjoint operators of
L(t, v) and Mk(t, v):
L∗(t, v)φ(x) := [aij(t, x, v)φxj(x)]xi − [bi(t, x, v)φ(x)]xi + c(t, x, v)φ(x)
Mk∗(t, v)φ(x) := −[σik(t, x, v)φ(x)]xi + vk(t, x, v)φ(x).
(4.2)
We denote by Vad the totality of admissible controls which are Γ-valued, F -adapted
processes {V (t), 0 ≤ t ≤ T}.
Problem. Given V (·) ∈ Vad, we consider the following controlled linear SPDE (with the
sate variable x being omitted):
dξ(t) = [L(t, V (t))ξ(t) + F (t, V (t))] dt
+ [Mk(t, V (t))ξ(t) +Gk(t, V (t))] dW kt , t ∈ [0, T ];
ξ(0) = ξ0.
(4.3)
The optimal control problem is to find V (·) ∈ Vad which minimizes the cost functional
below:
J(V ) := E
{∫ T
0
〈f(t, V (t)), ξV (t)〉0 dt+ 〈ϕ, ξV (T )〉0
}
, (4.4)
where f : [0, T ]× Γ→ W 1,2 and ϕ ∈ W 1,2 are given.
A process ξ = ξV ∈ L2
P
W 1,2 is called a (generalized) solution of SPDE (4.3) for the
control V if, for each η ∈ C∞0 and a.e. t ∈ [0, T ],
〈ξ(t), η〉0 = 〈ξ0, η〉0 +
∫ t
0
〈L(s, V (s))ξ(s) + F (s, V (s)), η〉0 ds
+
∫ t
0
〈Mk(s, V (s))ξ(s) +Gk(s, V (s)), η〉0 dW ks , P-a.s.
For this problem, we make the following hypotheses.
• The functions aij , bi, c, σik, νk : [0, T ]× Rd × Γ → R are measurable in (t, x, v) and
continuous in v; aij , σik and their derivatives w.r.t. x up to second order, as well as bi, c, νk
and their first order derivatives, do not exceed a constant K1 in absolute value.
• (parabolicity) For each (t, x, v) ∈ [0, T ]× Rd × Γ, the matrix
(2aij − σikσjk)d×d ≥ 0.
• The function f(t, v) ∈ W 1,2 for each (t, v), the function ϕ ∈ W 1,2 and
‖f(t, v)‖1,2 + ‖ϕ‖1,2 ≤ K1.
• The functions F,Gk : [0, T ]×Rd×Γ→ R are measurable in (t, x, v) and continuous
in v, furthermore, F (t, v) ∈ W 1,2 and Gk(t, v) ∈ W 2,2 for each (t, v), and
|F (t, x, v)|+ |Gk(t, x, v)|+ ‖F (t, ·, v)‖1,2 + ‖Gk(t, ·, v)‖2,2 ≤ K1.
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• ξ0 ∈ W 1,2.
Under above conditions, we know immediately from Krylov and Rozowskii [15] that
the state equation (4.3) has a unique solution ξV ∈ L2
P
CwW
1,2 for any given V ∈ Vad.
The adjoint equation of SPDE (4.3) reads{
du = −[L∗(t, V )u+Mk∗(t, V )qk + f(t, V )] dt+ qk dW kt ,
u(T ) = ϕ.
(4.5)
By Theorem 2.1, for any given V ∈ Vad, BSPDE (4.5) has a unique solution (u, q) ∈
L2
P
CwW
1,2 × L2
P
W 0,2(d′).
Now we can give the necessary condition of an optimal control for the general SPDE
system (4.3) with the cost functional (4.4).
Proposition 4.1. Under above hypotheses, we assume that V˜ is an optimal control along
with the corresponding optimal state ξ˜. Then for a.e. t ∈ [0, T ], we have the maximum
condition
H(t, ξ˜(t), V˜ (t), u(t), q(t)) = max
v∈Γ
H(t, ξ˜(t), v, u(t), q(t)), P-a.s.,
where (u, q) is the solution of (4.5) with V (t) = V˜ (t) and the Hamiltonian function H is
defined by
H(t, φ, v, ζ, η) := −〈L(t, v)φ, ζ〉0 − 〈F (t, v), ζ〉0
−〈Mk(t, v)φ, ηk〉0 − 〈Gk(t, v), ηk〉0 − 〈f(t, v), φ〉0
for (t, φ, v, ζ, η) ∈ [0, T ]×W 1,2 × Γ×W 1,2 × L2(d′).
The procedure to the proof of Proposition (4.1) is very similar to Zhou [32, Theorem
5.1]. Although the adjoint equation BSPDE (4.5) only satisfies the degenerate parabolic
condition rather than super-parabolic condition, Theorem 2.1 guarantees that degenerate
parabolic condition still works.
It is well known that the optimal control problem of partially observed diffusions
with general nonlinear cost functionals can be transformed into an optimal control with
complete observation of Zakai’s equations with linear cost functionals. Therefore the
previous results also enable us to discuss the partially observed diffusions under degenerate
parabolic condition.
5. Proof of Lemma 3.1
Define
I :=
∫
Rd
G′(Ψ)Υ dx and J :=
∫
Rd
[
G(Ψ) +G′(Ψ)Ψ
]
dx. (5.1)
In what follows, the notations G(Ψ), G′(Ψ) and G′′(Ψ) will be occasionally simplified as
G,G′ and G′′ in the following arguments, when no confusion occurs.
Now we estimate all terms in (3.4). First of all, we have
2
∑
|β|≤m
∫
Rd
G′DβuDβ(cu) dx ≤ C
∫
Rd
G′Ψ dx ≤ CJ. (5.2)
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Then by Young’s inequality, we have
2
∑
|β|≤m
∫
Rd
G′DβuDβf dx ≤
∑
|β|≤m
∫
Rd
(|Dβu|2 + |Dβf |2)G′ dx
≤ J +
∑
|β|≤m
∫
Rd
G′|Dβf |2 dx. (5.3)
By the integration by parts, it is not hard to get
2
∑
|β|≤m
∫
Rd
G′DβuDβ (˜biuxi) dx ≤ 2
∑
|β|≤m
∫
Rd
b˜iG′DβuDβuxi dx+ CJ
≤
∫
Rd
b˜iGxi dx+ CJ ≤ −
∫
Rd
b˜ixiGdx+ CJ ≤ CJ. (5.4)
Similarly as (5.4), it follows
−2
∑
|β|≤m
∫
Rd
G′(aij − 2αij)xj (Dβu)Dβuxi dx ≤ CJ.
Then we introduce a new notation
∑
β :=
∑
β1+β2=β,|β1|=1
to deal with the second order
derivatives of u and we have
2
∑
|β|≤m
∫
Rd
G′DβuDβ
[
(aij − 2αij)uxixj
]
dx
≤ CJ + 2
∑
|β|≤m
∫
Rd
G′(aij − 2αij)DβuDβuxixj dx
+ 2
∑
|β|≤m
∑
β
∫
Rd
G′DβuDβ1(aij − 2αij)Dβ2uxixj dx
≤ CJ − 2
∫
Rd
G′(aij − 2αij)DβuxiDβuxj dx
− 4
∫
Rd
G′′(aij − 2αij)
( ∑
|β|≤m
DβuDβuxi
)( ∑
|γ|≤m
DγuDγuxj
)
dx
+ 2
∑
|β|≤m
∑
β
∫
Rd
G′DβuDβ1(aij − 2αij)Dβ2uxixj dx.
(5.5)
For the remaining four terms containing the function r, first by Cauchy-Schwarz in-
equality, we have
R1 := 2
∑
|β|≤m
∫
Rd
G′DβuDβ(νkrk) dx ≤ C
∑
|β|≤m
∫
Rd
G′Ψ
1
2‖Dβr‖ dx
≤ ε
3
I +
C
ε
J.
(5.6)
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By the integration by parts, it follows
R2 := 2
∑
|β|≤m
∫
Rd
G′DβuDβ(σikrkxi) dx
≤ 2
∑
|β|≤m
∫
Rd
G′Dβu(σikDβrk)xi dx+
ε
3
I +
C
ε
J
= −4
∫
Rd
G′′
[ ∑
|β|≤m
(Dβu)σikDβuxi
]( ∑
|γ|≤m
DγuDγrk
)
dx
− 2
∑
|β|≤m
∫
Rd
G′σikDβuxiD
βrk dx+
ε
3
I +
C
ε
J.
(5.7)
Note that Dβ(σikuxi)−σikDβuxi does not contain the m+1 order derivatives of u, hence
using the integration by parts again we have
R3 := −
∑
|β|≤m
∫
Rd
G′‖Dβ(r − σiuxi)‖2 dx
= −
∑
|β|≤m
∫
Rd
G′
∥∥Dβr − σiDβuxi − [Dβ(σiuxi)− σiDβuxi]∥∥2 dx
≤ −I −
∑
|β|≤m
∫
Rd
G′‖σiDβuxi‖2 dx+ 2
∑
|β|≤m
∫
Rd
G′σikDβuxiD
βrk dx
− 2
∑
|β|≤m
∫
Rd
G′σjkDβuxj
[
Dβ(σikuxi)− σikDβuxi
]
dx+
ε
3
I +
C
ε
J
≤ −I −
∑
|β|≤m
∫
Rd
G′‖σiDβuxi‖2 dx+ 2
∑
|β|≤m
∫
Rd
G′σikDβuxiD
βrk dx
+ 4
∫
Rd
G′′
{ ∑
|β|≤m
Dβu
[
Dβ(σikuxi)− σikDβuxi
]}( ∑
|γ|≤m
σjkDγuDγuxj
)
dx
+ 2
∑
|β|≤m
∑
β
∫
Rd
G′σjkDβuDβ1σikDβ2uxixj dx+
ε
3
I +
C
ε
J.
(5.8)
18
The last term in (3.4) can be handled as follows:
R4 := −2
∫
Rd
G′′
∥∥∥∥ ∑
|β|≤m
DβuDβ(r − σiuxi)
∥∥∥∥2 dx
= −2
∫
Rd
G′′
∥∥∥∥ ∑
|β|≤m
Dβu
({
Dβr − [Dβ(σiuxi)− σiDβuxi]}− σiDβuxi)∥∥∥∥2 dx
≤ −2
∫
Rd
G′′
∥∥∥∥ ∑
|β|≤m
σiDβuDβuxi
∥∥∥∥2 dx
+ 4
∫
Rd
G′′
[ ∑
|β|≤m
(Dβu)σikDβuxi
]( ∑
|γ|≤m
DγuDγrk
)
dx
− 4
∫
Rd
G′′
{ ∑
|β|≤m
Dβu
[
Dβ(σikuxi)− σikDβuxi
]}( ∑
|γ|≤m
σjkDγuDγuxj
)
dx.
(5.9)
Then taking (5.6)–(5.9) into account and keeping αij = 1
2
σikσjk in mind, we obtain
R1+R2 + R3 +R4
≤− (1− ε)I + C
ε
J −
∑
|β|≤m
∫
Rd
G′‖σiDβuxi‖2 dx− 2
∫
Rd
G′′
∥∥∥∥ ∑
|β|≤m
σiDβuDβuxi
∥∥∥∥2 dx
+ 2
∑
|β|≤m
∑
β
∫
Rd
G′σjkDβuDβ1σikDβ2uxixj dx
=− (1− ε)I + C
ε
J − 2
∑
|β|≤m
∫
Rd
G′αijDβuxiD
βuxj dx
− 4
∫
Rd
G′′αij
( ∑
|β|≤m
DβuDβuxi
)( ∑
|γ|≤m
DγuDγuxj
)
dx
+ 2
∑
|β|≤m
∑
β
∫
Rd
G′DβuDβ1αijDβ2uxixj dx.
(5.10)
By (5.2)–(5.5), (5.10) and the parabolicity condition (P) (i.e. the matrix (aij −αij)d×d ≥
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0), we have∫
Rd
Θ(u, r, f, x, t, ω) dx
≤ −(1 − ε)I + (C + C
ε
)J − 2
∑
|β|≤m
∫
Rd
G′(aij − αij)DβuxiDβuxj dx
− 4
∫
Rd
G′′(aij − αij)
( ∑
|β|≤m
DβuDβuxi
)( ∑
|γ|≤m
DγuDγuxj
)
dx
+ 2
∑
|β|≤m
∑
β
∫
Rd
G′DβuDβ1(aij − αij)Dβ2uxixj dx+
∑
|β|≤m
∫
Rd
G′|Dβf |2 dx
≤ −(1 − ε)I + (C + C
ε
)J − 2
∑
|β|≤m
∫
Rd
G′AijDβuxiD
βuxj dx
+ 2
∑
|β|≤m
∑
β
∫
Rd
G′DβuDβ1AijDβ2uxixj dx+
∑
|β|≤m
∫
Rd
G′|Dβf |2 dx,
(5.11)
with Aij := aij − αij.
To proceed a further estimate to (5.11), we need the following well-known lemma.
Lemma 5.1. (Oleinik [20]) Assume that bij(x)ξiξj ≥ 0 for all x ∈ Rd, ξ = (ξ1, . . . , ξd) ∈
R
d and bij ∈ C2(Rd). Then for any function v ∈ C2(Rd),(
b
ij
xρvxixj
)2 ≤ C ′bijvxixkvxjxk , ρ = 1, . . . , d,
where C ′ depends only on the second order derivatives of bij.
By Lemma 5.1, in view of the twice differentiability of Aij and the condition (Aij)d×d ≥
0, we have(
Dβ1AijDβ2uxixj
)2 ≤ C ∑
|γ|=1
AijDγ+β2uxiD
γ+β2uxj ≤ C
∑
|β|≤m
AijDβuxiD
βuxj .
Thus,
2
∫
Rd
G′DβuDβ1AijDβ2uxixj dx ≤ ε
∫
Rd
G′
(
Dβ1AijDβ2uxixj
)2
dx+
C
ε
J.
Therefore, (5.11) can be simplified as below:∫
Rd
Θ(u, r, f ; x, t, ω) dx
≤ −(1− ε)I − (2− Cε)
∑
|β|≤m
∫
Rd
G′AijDβuxiD
βuxj dx
+ (C +
C
ε
)J +
∑
|β|≤m
∫
Rd
G′|Dβf |2 dx.
Noting the fact that (Aij)d×d ≥ 0 and ε can be chosen sufficiently small, we obtain the
estimate (3.6) and the proof of Lemma 3.1 is complete.
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6. Proof of Lemma 3.2
We need do some preparations before proving Lemma 3.2. By condition (B) and
Sobolev’s imbedding theorem, there exists modifications of f and ϕ, still denoted by f
and ϕ, which are infinitely differentiable w.r.t. x for all (ω, t). Since the imbedding of
Wm,2 in Cn is continuous when 2(m− n) > d, the measurability is preserved. Therefore,
f are Ft-measurable for each (t, x) and predictable for each x.
In view of Theorem 2.3 in Du and Meng [6], we know that under conditions (SP) and
(B), BSPDE (2.1)-(2.2) has a unique generalized solution (u, q) satisfying
u ∈
⋂
m∈Z+
L2
P
CWm,2, q ∈
⋂
m∈Z+
L2
P
Wm,2. (6.1)
We always choose appropriate versions of u and q such that
(i) for each ω, u(ω) ∈ C([0, T ];Wm,2) for all m ∈ Z+;
(ii) for all t, E‖q(t)‖2m,2 <∞ for all m ∈ Z+.
By Sobolev’s imbedding theorem again, we have the following properties to (u, q):
(i) u(t, x) and q(t, x) are Ft-measurable for each (t, x);
(ii) u(t, x) is jointly continuous in (t, x) for each ω;
(iii) u(t, x) and q(t, x) are infinitely differentiable w.r.t. x for each (ω, t) and all the
derivatives of u(t, x) are continuous in (t, x) for each ω.
Moreover, we first have the following
Lemma 6.1. Under conditions (SP) and (B), BSPDE (2.1)-(2.2) has a unique gener-
alized solution (u, q) satisfying (6.1) and
(a) for each x, the equation
Dαu(t, x) = Dαϕ(x) +
∫ T
t
Dα
(
aijuxixj + b
iuxi + cu
+σikqkxi + ν
kqk + f
)
(s, x) ds−
∫ T
t
Dαqk(s, x) dW ks
(6.2)
holds for all t ∈ [0, T ] and all multi-index α on a full-measure set independent of
(t, x);
(b) for arbitrary m ∈ Z+ and p ≥ 2, u(ω) ∈ C([0, T ];Wm,p) for each ω.
Proof. Assertion (a) can be derived immediately by (2.8) and the exchange of operators Sε
and Dα. Assertion (b) can be concluded easily by Sobolev’s imbedding theorem. For this,
recalling that u(ω) ∈ ⋂n≥0C([0, T ];W n,2) for each ω, by Sobolev’s theorem we can find an
n such that W n,2 is continuously imbedded into Wm,p. Therefore u(ω) ∈ C([0, T ];Wm,p)
for each ω and the lemma is proved.
Proof of Lemma 3.2. Step 1. For positive integers M,N , we define
HM(x) = x
2I{−M≤x<M} +M(2x−M)I{x≥M} −M(2x+M)I{x<−M}
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and
GN,p(x) = x
pI{0≤x<N} +N
p−1[px− (p− 1)N ]I{x≥N}.
It is clear that HM ∈ C1,1(R), GN,p ∈ C1,1[0,∞) satisfying G(s), G′(s) > 0 and G′′(s) ≥ 0
for all s ∈ (0,∞), and
HM(x) ↑ x2, H ′M(x)→ 2x ; GN,p(x) ↑ xp, G′N,p(x) ↑ pxp−1,
as M,N →∞, respectively.
Moreover, GN,p satisfies that for all x ≥ 0,
xG′N,p(x) ≤ pGN,p(x), |G′N,p(x)|
p
p−1 ≤ p pp−1GN,p(x). (6.3)
For simplicity, we denote
ΨM :=
∑
|α|≤m
HM (D
αu) .
Doing the generalized Itoˆ’s formula (c.f. [9]) to
eKsGN,p
(
ΨM
)
,
for each x, by (3.2) and (6.2) we have
eKtGN,p
(
ΨM
)
+K
∫ T
t
eKsGN,p
(
ΨM
)
ds
= eKTGN,p
( ∑
|α|≤m
HM(D
αϕ)
)
+
∫ T
t
eKsG
′
N,p
(
ΨM
) ∑
|β|≤m
H
′
M(D
βu)Dβ
(
Du
)
ds
−
∫ T
t
eKsG
′
N,p
(
ΨM
) ∑
|β|≤m
I{−M≤Dβu<M}‖Dβ(r − σiuxi)‖2 ds
−1
2
∫ T
t
eKsG
′′
N,p
(
ΨM
)∥∥∥∥ ∑
|β|≤m
H
′
M(D
βu)Dβ(rk − σikuxi)
∥∥∥∥2 ds
−
∫ T
t
eKsG
′
N,p
(
ΨM)
∑
|β|≤m
H
′
M(D
βu)Dβ(rk − σikuxi)dW ks , (6.4)
where we denote
Du := (aij − 2αij)uxixj + b˜iuxi + cu+ σikrkxi + νkrk + f.
Integrating both sides of (6.4) w.r.t. x in Rd and noting that
G
′
N,p
(
ΨM
) ∑
|β|≤m
H
′
M(D
βu)
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are bounded, by the stochastic Fubini theorem we have∫
Rd
eKtGN,p
(
ΨM
)
dx+K
∫ T
t
∫
Rd
eKsGN,p
(
ΨM
)
ds
=
∫
Rd
eKTGN,p
( ∑
|α|≤m
HM(D
αϕ)
)
dx
+
∫ T
t
∫
Rd
eKsG
′
N,p
(
ΨM
) ∑
|β|≤m
H
′
M(D
βu)Dβ
(
Du
)
dxds
−
∫ T
t
∫
Rd
eKsG
′
N,p
(
ΨM
) ∑
|β|≤m
I{−M≤Dβu<M}‖Dβ(r − σiuxi)‖2 dxds
−1
2
∫ T
t
∫
Rd
eKsG
′′
N,p
(
ΨM
)∥∥∥∥ ∑
|β|≤m
H
′
M(D
βu)Dβ(rk − σikuxi)
∥∥∥∥2 dxds
−
∫ T
t
∫
Rd
eKsG
′
N,p
(
ΨM
) ∑
|β|≤m
H
′
M(D
βu)Dβ(rk − σikuxi) dxdW ks . (6.5)
First note that GN,p(ΨM) ≤ Np−1pΨ, hence |
∫
Rd
GN,p(ΨM) dx| is bounded. Similarly,∫
Rd
GN,p(
∑
|α|≤mHM(D
αϕ)) dx is bounded. On the other hand, both G
′
N,p(ΨM) and
H
′
M(D
βu) are bounded, thus the above stochastic integral is a martingale. Taking first
the expectation and then the limit of M for all terms in (6.5), we have
E
∫
Rd
eKtGN,p
(
Ψ
)
dx+KE
∫ T
t
∫
Rd
eKsGN,p
(
Ψ
)
dxds
= E
∫
Rd
eKTGN,p
( ∑
|α|≤m
|Dαϕ|2
)
dx
+2E
∫ T
t
∫
Rd
eKsG
′
N,p
(
Ψ
) ∑
|β|≤m
DβuDβ
(
Du
)
dxds
−E
∫ T
t
∫
Rd
eKsG
′
N,p
(
Ψ
) ∑
|β|≤m
‖Dβ(r − σiuxi)‖2 dxds
−E
∫ T
t
∫
Rd
eKsG
′′
N,p
(
Ψ
)∥∥∥∥ ∑
|β|≤m
DβuDβ(rk − σikuxi)
∥∥∥∥2 dxds.
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Thus it follows from Lemma 3.1 that
E
∫
Rd
eKtGN,p
(
Ψ
)
dx+KE
∫ T
t
∫
Rd
eKsGN,p
(
Ψ
)
dxds
= E
∫
Rd
eKTGN,p
( ∑
|α|≤m
|Dαϕ|2
)
dx+ E
∫ T
t
∫
Rd
eKsΘ(u, r, f, x, s, ω) dxds
≤ E
∫
Rd
eKTGN,p
( ∑
|α|≤m
|Dαϕ|2
)
dx− (1− ε)E
∫ T
t
∫
Rd
eKsG
′
N,p(Ψ)Υ dxds
+
C
ε
E
∫ T
t
∫
Rd
eKsGN,p(Ψ) dxds+
C
ε
E
∫ T
t
∫
Rd
eKsG
′
N,p(Ψ)Ψ dxds
+CE
∫ T
t
∫
Rd
eKsG
′
N,p(Ψ)
∑
|β|≤m
|Dβf |2 dxds,
where the function Θ is defined by (3.4) w.r.t. GN,p instead of G. Then, in view of (6.3)
and by Young’s inequality, we have
E
∫
Rd
eKtGN,p(Ψ) dx+ (K − C
ε
− Cp
ε
− C)E
∫ T
t
∫
Rd
eKsGN,p(Ψ) dxds
+(1− ε)E
∫ T
t
∫
Rd
eKsG
′
N,p(Ψ)Υ dxds
≤ E
∫
Rd
eKTGN,p
( ∑
|α|≤m
|Dαϕ|2) dx+ CeKT (p− 1
p
)p−1E
∫ T
t
‖f‖2pm,2p ds. (6.6)
Choosing
ε =
1
2
and K = 3C + 2Cp+ 1,
letting N →∞ in (6.6) and using the monotone convergence, we have
E
∫ T
0
∫
Rd
Ψp dxds+ E
∫ T
0
∫
Rd
Ψp−1Υ dxds
≤ CeCpE‖ϕ‖2pm,2p + CeCpE
∫ T
0
‖f‖2pm,2p ds <∞. (6.7)
Step 2. We estimate the term E supt≤T
∫
Rd
Ψp dx. By the BDG inequality, it turns out
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that
E sup
t≤T
∣∣∣∣ ∫ T
0
∫
Rd
G
′
N,p
(
ΨM
) ∑
|β|≤m
H
′
M(D
βu)Dβ(rk − σikuxi) dxdW ks
∣∣∣∣
≤ CE
[{∫ T
0
∥∥∥∥ ∫
Rd
G
′
N,p
(
ΨM
) ∑
|β|≤m
H
′
M(D
βu)Dβ(r − σiuxi) dx
∥∥∥∥2 ds} 12]
≤ CE
[{∫ T
0
(∫
Rd
G
′
N,p
(
ΨM
) ∑
|β|≤m
|H ′M(Dβu)|
∑
|γ|≤m
‖Dγr‖ dx
)2
+
(∫
Rd
G
′
N,p
(
ΨM
) ∑
|β|≤m
|H ′M(Dβu)|
∑
|γ|≤m
|Dγu| dx
)2
+
(∫
Rd
G
′
N,p
(
ΨM
) ∑
|β|≤m
H
′
M(D
βu)σikDβuxi dx
)2
ds
} 1
2
]
≤ CE
[{∫ T
0
(∫
Rd
G
′
N,p
(
ΨM
)
ΨM dx
∫
Rd
G
′
N,p
(
ΨM
)
Υ dx
+
∫
Rd
G
′
N,p
(
ΨM
)
ΨM dx
∫
Rd
G
′
N,p
(
ΨM
)
Ψ dx
+
∣∣∣∣ ∫
Rd
{GN,p
(
ΨM
)}xiσik dx∣∣∣∣2) ds} 12]
≤ CE
√(
sup
t≤T
∫
Rd
G
′
N,p
(
ΨM
)
ΨM dx
)∫ T
0
∫
Rd
G
′
N,p
(
ΨM
)
Υ dxds
+CE
√(
sup
t≤T
∫
Rd
G
′
N,p
(
ΨM
)
ΨM dx
)∫ T
0
∫
Rd
G
′
N,p
(
ΨM
)
Ψ dxds
+CE
√(
sup
t≤T
∫
Rd
GN,p
(
ΨM
)
dx
)∫ T
0
∫
Rd
GN,p
(
ΨM
)
dxds
≤ ε
p
E sup
t≤T
∫
Rd
G
′
N,p
(
ΨM
)
ΨM dx+ CpE
∫ T
0
∫
Rd
G
′
N,p
(
ΨM
)
Υ dxds
+
ε
p
E sup
t≤T
∫
Rd
G
′
N,p
(
ΨM
)
ΨM dx+ CpE
∫ T
0
∫
Rd
G
′
N,p
(
ΨM
)
Ψ dxds
+εE sup
t≤T
∫
Rd
GN,p
(
ΨM
)
dx+ CE
∫ T
0
∫
Rd
GN,p
(
ΨM
)
dxds.
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Hence, Considering (6.5) with K = 0, by BDG inequality and (6.3) we have
(1− 3ε)E sup
t≤T
∫
Rd
GN,p
(
ΨM
)
dx
≤ E
∫
Rd
GN,p
( ∑
|α|≤m
HM(D
αϕ)
)
dx
+E
∫ T
0
∣∣∣∣ ∫
Rd
G
′
N,p
(
ΨM
) ∑
|β|≤m
H
′
M(D
βu)Dβ
(
Du
)
dx
−
∫
Rd
G
′
N,p
(
ΨM
) ∑
|β|≤m
I{−M≤Dβu<M}‖Dβ(r − σiuxi)‖2 dx
−1
2
∫
Rd
G
′′
N,p
(
ΨM
)∥∥∥ ∑
|β|≤m
H
′
M(D
βu)Dβ(rk − σikuxi)
∥∥∥2 dx∣∣∣∣ ds
+CpE
∫ T
0
∫
Rd
G
′
N,p
(
ΨM
)
Υ dxds+ CpE
∫ T
0
∫
Rd
G
′
N,p
(
ΨM
)
Ψ dxds
+CE
∫ T
0
∫
Rd
GN,p
(
ΨM
)
dxds.
Taking the limit of M , by Lemma 3.1 and (6.3) again we have
(1− 3ε)E sup
t≤T
∫
Rd
GN,p
(
Ψ
)
dx
≤ E
∫
Rd
GN,p
( ∑
|α|≤m
|Dαϕ|2
)
dx+ E
∫ T
0
∣∣∣∣ ∫
Rd
Θ(u, r, f, x, s, ω) dx
∣∣∣∣ds
+CpE
∫ T
0
∫
Rd
G
′
N,p
(
Ψ
)
Υ dxds+ CpE
∫ T
0
∫
Rd
G
′
N,p
(
Ψ
)
Ψ dxds
+CE
∫ T
0
∫
Rd
GN,p
(
Ψ
)
dxds
≤ E
∫
Rd
GN,p
( ∑
|α|≤m
|Dαϕ|2
)
dx+ E
∫ T
0
∫
Rd
∑
|β|≤m
G′(Ψ)|Dβf |2 dxds
+(Cp+ 1)E
∫ T
0
∫
Rd
G
′
N,p
(
Ψ
)
Υ dxds+ (
C
ε
+ Cp)E
∫ T
0
∫
Rd
G
′
N,p
(
Ψ
)
Ψ dxds
+(
C
ε
+ C)E
∫ T
0
∫
Rd
GN,p
(
Ψ
)
dxds
≤ CeCpE‖ϕ‖2pm,2p + CeCpE
∫ T
t
‖f‖2pm,2p ds+ (Cp+ 1)E
∫ T
0
∫
Rd
G
′
N,p
(
Ψ
)
Υ dxds
+(
Cp
ε
+ Cp2 +
C
ε
+ C)E
∫ T
0
∫
Rd
GN,p
(
Ψ
)
dxds. (6.8)
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Then choosing ε = 1
6
and letting N →∞ in (6.8), in view of (6.7), we have
E sup
t≤T
∫
Rd
Ψp dx ≤ CeCpE‖ϕ‖2pm,2p + CeCpE
∫ T
0
‖f‖2pm,2p ds
+Cp2E
∫ T
0
∫
Rd
Ψp dxds+ CpE
∫ T
0
∫
Rd
Ψp−1Υ dxds
≤ CeCpE‖ϕ‖2pm,2p + CeCpE
∫ T
0
‖f‖2pm,2p ds <∞.
The proof of Lemma 3.2 is complete.
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