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Abstract
We consider the classical solutions of
−v = ev −  in ,
where  is a bounded open set in R2. This equation is related to geometry and several ﬁelds
of physics and has signiﬁcant applications in the theory of plasma. We derive some uniqueness
results and a priori estimate by using the classical isoperimetric inequality and the blow up
analysis.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
Let  be an open bounded subset of R2 (unless stated otherwise we will consider
 with smooth boundary). Given ,  ∈ R, we shall investigate under appropriate
boundary conditions the uniqueness and a priori estimate for the problem
−v = ev − , v ∈ C2() ∩ C(). (1.1)
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Eq. (1.1) has a rich background in geometry and physics. When  = 0, (1.1) is the
so-called “Liouville equation”
−v = ev, (1.2)
which was already studied by Liouville [21] in the problem of ﬁnding a metric on 
that has a constant Gaussian curvature. Beside geometrical interpretations, Eq. (1.2) is
also related to several ﬁelds of physics. For example, it arises in some problems of
combustion [5]. Also, in statistical mechanics, Caglioti et al. [8] and Kiessling [18]
proved that the Gibbs measure deﬁned by a system of N-particles having logarithmic
interactions in a domain  of R2 is described (when N → ∞) by the non-local
equation
−u =  e
u∫
 e
u
, u ∈ H 10 (). (1.3)
They also proved that (1.3) has a solution for each  < 8, while the uniqueness of
solutions on simply connected domains was derived by Suzuki for each  < 8 in [26]
and by Chang et al. for  = 8 in [9].
When  = 0, Eq. (1.1) also has some interesting applications in the theory of plasma
or point-vortex gas. For example, in the study of the thermal equilibrium of a two-
dimensional plasma conﬁned by a magnetic ﬁeld in a cylinder, Smith and O’Neil [24]
analyzed the following equation:
−v = e
v −  on  ⊂⊂ R2,∫
 e
v = ,
oscv = 0,
(1.4)
where , ,  are given constants and oscv := max v−min v denotes the oscil-
lation of v on the boundary. In their setting, after an appropriate rescaling,  is equal to
the opposite of the inverse temperature (which may be negative in thermodynamics), ev
is the density of the plasma, and  is related to the rotation frequency (0). In [24]
the problem is discussed on a ball and their numerical simulations indicate that (1.4)
has a unique solution if 8. Actually we shall see in Section 5 that the arguments
used for Problem (1.3) by Caglioti et al. [8], Kiessling [18], Suzuki [26] and Chang
et al. [9] can also be used on (1.4) to obtain the following result straight forwardly:
(a) On any domain  ⊂⊂ R2 and for each  < 8, Problem (1.4) has a solution;
(b) if the domain is simply connected, then (1.4) has at most one solution if 8.
The main point of this paper is to analyze the question of uniqueness for Problem (1.4)
when the domain is not necessarily simply connected.
Another motivation on Eq. (1.1) comes from the (2+1)-dimensional Chern–Simons
gauge theory, where it was shown by Tarantello [28] that the asymptotical behavior of
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some solutions is characterized by
−u = 
(
eu∫
 e
u
− 1||
)
(1.5)
with periodic boundary conditions. There are a lot of works related to this problem
and we mention a few of them here: Struwe–Tarantello [25], Ding et al. [12–14].
Similar problems have been studied by Chanillo–Kiessling [10] on the sphere. Finally,
we mention that Eq. (1.1) with Neuman boundary condition appears in the study of
chemotaxis phenomenon in biology [29].
This paper has three major results. The ﬁrst one is a “global” a priori estimate:
Theorem 1. Let  ⊂⊂ R2 (smooth),  > 0 and 0. Consider the set of function
v ∈ C2() ∩ C0() satisfying
−v = ev −  in ,∫
 e
v ∈ [0, 8− 0],
oscvC1,
(1.6)
where 0 ∈ (0, 4), C1 > 0 are given constants. Then there exists a constant C0 =
C0(, , 0, C1) > 0 such that
1
C0
ev(x)C0 ∀x ∈ . (1.7)
Remark 1.1. To derive the a priori upper bound in (1.7), it is enough to assume∫
 e
v8− 0 and  does not have to be non-negative.
The key point of Theorem 1 and Remark 1.1 is that  does not have to be simply
connected and the a priori bound extends all the way to the boundary. Note that even
though we know the oscillation of v on  is ﬁnite, we have no assumption on the
ﬁniteness of v on . By the results of Brezis–Merle [7] and Li–Shafrir [20], it is not
difﬁcult to obtain a uniform upper bound on the function ev over any compact subset
of . But to obtain the “global” boundness with a “free” boundary, we will combine
the isoperimetric inequality and the blow up analysis in our approach.
As a consequence of the a priori upper bound proved in Theorem 1 (see Remark 1.1
above), we will get the following uniqueness result:
Theorem 2. Let  ⊂⊂ R2 (smooth) and , , ∈ R with  > 0. Consider the
problem 
−v = ev − ,∫
 e
v = , oscv = 0,
v ∈ C2() ∩ C().
(1.8)
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Then for any  < 8, (1.8) has a solution. Moreover, there exists  > 0  := (, )
such that (1.8) has a unique solution if .
When the domain  is simply connected, some arguments of Suzuki [26] and Chang
et al. [9] show that the constant (, ) given by Theorem 2 can be as large as 8. For
general domains we do not have a precise estimate of (, ) when (1.8) is assumed in
such a generality. Nevertheless, for the kind of equation arising in (2+ 1)-dimensional
Chern–Simons gauge theory, we can prove the uniqueness result for 8. Namely,
for −u = 
(
eu∫
 e
u
− 1||
)
 ⊂⊂ R2,
oscu = 0,
(1.9)
we have
Theorem 3. Let  ⊂⊂ R2 (smooth) and u ∈ C2() ∩ C(¯) be a solution of (1.9).
Assume that 8, then u is identically a constant.
The paper is organized as follows. In Section 2, we provide the proof of Remark 1.1
which is a part of the proof of Theorem 1. In Section 2, we derive a proposition using
the Isoperimetric inequality which plays an important role in the proof of Theorem
3. In Section 3, we complete the proof of Theorem 1 by deriving the a priori lower
bound. In Section 4, we prove the uniqueness results stated by Theorems 2 and 3.
2. A priori bound from above
In this section we prove Remark 1.1, which is a part of the proof of Theorem 1.
For this purpose,  is not required to be non-negative.
We ﬁrst recall a well-known result in Bandle [2] and Suzuki [26]. Let  ⊂⊂ R2
be a simply connected domain with smooth boundary and v an analytic function with
v ∈ C() satisfying
−vev,  :=
∫

ev < 8. (2.1)
Then the following estimate holds:
max

ev
(
1− 
8
)2
max

ev. (2.2)
The assumption that  has to be simply connected is crucial in order to apply an
isoperimetric inequality (the “Bol’s inequality” see [6,4,27]). For a general domain
(which may not be simply connected) we prove the following:
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Proposition 2.1. Let  ⊂⊂ R2 (smooth),  > 0 and  ∈ R. Consider the set of
functions v ∈ C2() ∩ C() satisfying
−v = ev −  in ,∫
 e
v8− 0,
max {ev}C1,
(2.3)
where 0 ∈ (0, 8), C1 > 0 are given constants. Then there exists a constant C0 :=
C0(, , 0, C1) > 0 such that max {ev}C0.
Proof. We ﬁrst rewrite the equation in (2.3) in the form −vˆ = V (x)evˆ . To do this,
let h be the solution of {
h =  in ,
h = 0 on .
Consider now vˆ = v + log − h (of class C2() ∩ C()) which satisﬁes

−vˆ = ehevˆ in ,∫
 e
hevˆ8− 0,
max e
vˆC2.
(2.4)
Since h ∈ L∞(), it is enough to prove the existence of C0 > 0 such that
max

evˆ  C0. (2.5)
Given K ⊂⊂ , it is a direct application of Theorem 3 of Brezis–Merle [7] and the
major theorem of Li–Shafrir [20] that
max
K
evˆC (2.6)
for some constant C := C(,K, 0). The main point of what follows is to show that
such a priori estimate holds up to the boundary. Suppose on the contrary the existence
of a sequence of functions vˆk satisfying (2.4) and a sequence of point xk ∈  such
that
vˆk(xk) = max
¯
vˆk →∞. (2.7)
Up to a subsequence, we have xk → x¯ ∈ ¯, and from (2.6) we deduce x¯ ∈ .
Let us denote by d(x, ) the distance of a point x to the boundary  and set
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dk := d(xk, ). We claim that there exists a constant C3 > 0 such that
|dk|2evˆk(xk)C3. (2.8)
Suppose (2.8) is not true, then along a subsequence (still denoted as vˆk) we have
|dk|2evˆk(xk) →∞. (2.9)
Let us deﬁne
k = e−vˆk(xk)/2, k := {y : ky + xk ∈ },
v¯k(y) = vˆk(ky + xk)− vˆk(xk), y ∈ k.
Then v¯k satisﬁes
{−v¯k(y) = eh(ky+xk)ev¯k(y) in k,
v¯k(0) = max¯k v¯k = 0.
We note that d(0, k) = dk−1k → ∞ (by (2.9)). Then by Theorem 3 of [7], v¯k is
bounded below over any compact subset of R2. Recalling that xk tends to a point on
, we have h(ky + xk) → 0 over any compact set of R2. Therefore {v¯k} tends to
some function U in C2 norm over any compact subset of R2 where U satisﬁes
{−U = eU in R2,
U(0) = maxR2 U = 0.
By the well-known classiﬁcation theorem of Chen–Li [11], we have
∫
R2
eU = 8.
So for every  > 0, there exists R large so that for all large k,
∫
B(0,R)
ev¯k8− .
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Consider k large such that dk−1k R (which is possible by (2.9)). Then, on one hand,
we have
∫
B(xk,dk)
evˆk(x) dx =
∫
B(0,dk−1k )
evˆk(xk+ky)e−vˆk(xk) dy
=
∫
B(0,dk−1k )
ev¯k(y) dy

∫
B(0,R)
ev¯k(y) dy
 8− . (2.10)
On the other hand, using e−h = 1+ ◦(1) on B(xk, dk) (since xk converges to a point
of ), and using assumption (2.4), we get
∫
B(xk,dk)
evˆk(x) dx =
∫
B(xk,dk)
eh+vˆk e−h dx =
∫
B(xk,dk)
ehevˆk dx + ◦(1)
 8− 0 + ◦(1). (2.11)
Hence, (2.10) and (2.11) are incompatible when  is small. This proves (2.8).
Now, based on (2.8) and the Green’s representation formula, we shall show that (2.7)
is not possible. With this aim, let us set
{
k := e−vˆk(xk)/2, k := −1k , yk = −1k xk,
v¯k(y) = vˆk(ky)− vˆk(xk), y ∈ k (2.12)
and let G be the Green’s function of the domain k with Dirichlet boundary condition.
Since v¯k(yk) = 0 = max¯k v¯k , the Green’s representation formula implies
0 = v¯k(yk)
= −
∫
k
G(yk, s)

v¯k(s) ds −
∫
k
G(yk, )v¯k() d
= −
∫
k
G(yk, s)

v¯k(s) ds︸ ︷︷ ︸
I1
+
∫
k
G(yk, )e
h(k)+v¯k() d.︸ ︷︷ ︸
I2
(2.13)
We claim that I1 tends to −∞ as k goes to ∞, while I2 is uniformly bounded from
above. Since such behaviors are in contradiction with v¯k(yk) = 0, it will show that (2.7)
M. Lucia, L. Zhang / J. Differential Equations 217 (2005) 154–178 161
cannot hold. To estimate I1 in (2.13), we consider the function
zk(y) := −
∫
k
G(y, s)

v¯k(s) ds.
This function is equal to I1 at yk , is harmonic in k and satisﬁes on k (using
vˆk| logC2 by (2.4)):
zk|k = v¯k|k = vˆk| − vˆk(xˆk) logC2 − vˆk(xˆk). (2.14)
Hence, the harmonicity of zk and (2.14) imply
I1 = zk(yk) max
k
zk max
k
zk →−∞. (2.15)
To estimate I2 in (2.13), we deﬁne{
d˜k := d(yk, k), ˜k = B(yk, d˜k + 1) ∩ k,
y¯k := closest point to yk on k. (2.16)
We note that
|d˜k|2 = |dk|2−2k = |dk|2evˆk(xk)C3 (by(2.8)) (2.17)
and since |yk − |, |y¯k − | > 1 whenever  ∈ k \ ˜k , we also have
1
1+ d˜k
 |yk − ||y¯k − |1+ d˜k ∀ ∈ k \ ˜k. (2.18)
We ﬁrst estimate I2 when  is the unit ball and give later a proof for a general
domain (Fig. 1).
(a) Estimate of I2 when  = B(0, 1).
On k := B(0, −1k ) the Green’s function G is given by
G(y, ) = − 1
2
log |y − | + 1
2
log
(
|y|
−1k
∣∣∣∣∣−2k y|y|2 − 
∣∣∣∣∣
)
. (2.19)
We note that
|yk|
−1k
= |xk| = 1+ ◦(1),
∣∣∣∣∣−2k yk|yk|2 − 
∣∣∣∣∣ = |yk − | + ◦(1). (2.20)
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Ωk
Ωk
yk
1
dk
~
yk
~
Fig. 1. In the blow up domain.
Therefore, for each  ∈ k \ ˜k , (2.17), (2.18) and (2.20) give
G(yk, ) = 12
log |y¯k − ||yk − | + log |yk|−1k + log
∣∣∣∣ −2k yk|yk |2 − 
∣∣∣∣
|y¯k − |

 C4.
Consequently∫
k\˜k
G(yk, )e
h(k)+v¯k() dC4
∫

eh(x)evˆk(x) dxC. (2.21)
In ˜k , by using (2.17) and (2.20), we derive
G(yk, )C(| log |yk − | | +1), ∀ ∈ ˜k
Since h is bounded, v¯k0 and d˜k is uniformly bounded, we get∫
˜k
G(yk, )e
h(k)+v¯k() dC
∫
B(0,d˜k+1)
(| log |‖ + 1) dC5. (2.22)
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Therefore, (2.21) and (2.22) show that I2 is uniformly bounded from above when  is
a ball.
(b) Upper bound for I2 in a general domain.
In the general case, suitable estimates on the Green’s function G of k can be
derived by using the fact that  satisﬁes a uniform exterior ball condition (since 
is smooth). Namely, there exists r > 0 such that at each point x ∈  we can ﬁnd a ball
of radius r tangent at x and contained in R2\ (an “exterior ball at x”). Therefore, after
rescaling, at each point y¯k ∈ k we can ﬁnd an exterior ball B(ak, r−1k ) at y¯k . Let us
set Rk := r−1k and let G1 be the Green’s function with Dirichlet boundary condition
on R2 \ B(ak, Rk). By denoting yˆ as the inversion of y with respect to B(ak, Rk), the
expression of G1 is given by
G1(y, ) = − 12 log |y − | +
1
2
log
( |y|
Rk
|yˆ − |
)
, (2.23)
where y,  ∈ R2 \ B(ak, Rk). Clearly by the maximum principle GG1 over k . By
(2.17), we know that |yk − y¯k|C3 for some C3 > 0, which implies that |yˆk − y¯k| =
|yk − y¯k| + ◦(1). First, in k \ ˜k we have
G(yk, )G1(yk, )C ∀ ∈ k \ ˜k. (2.24)
Next, in ˜k , it is easy to obtain that
G(yk, )G1(yk, )C(| log |yk − ‖ + 1) ∀ ∈ ˜k. (2.25)
Then exactly as in the case of the ball we can show by (2.24) and (2.25) that I2 is
bounded from above in a general domain .
To conclude, the upper bound on I2 and (2.15) are in contradiction with (2.13).
Hence, our initial assumption (2.7) cannot hold. This proves (2.5) and Proposition 2.1
is established. 
Corollary 2.1. Let  ⊂⊂ R2 (smooth),  > 0 and  ∈ R. Consider the set of functions
v ∈ C2() ∩ C() satisfying

−v = ev −  in ,∫
 e
v8− 0,
oscvC1,
(2.26)
where 0 ∈ (0, 8), C1 > 0 are given constants. Then there exists a constant C0 :=
C0(, , 0, C1) > 0 such that max {ev}C0.
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Proof. In order to apply Proposition 2.1, we show that max (v+ log ) is uniformly
bounded from above. By considering h deﬁned by
−h =  in , h| = 0.
we note that −(v + log + h) = ev+log 0. Therefore,
min

(v + log ) = min

(v + log + h) (h| = 0)
= min

(v + log + h) (−(v + log + h)0)
 min

(v + log )+max

h (h ∈ L∞())
 1||
∫

ev +max

h,
 C2, (2.27)
where C2 := C2(, , 0). Hence, (2.27) and (2.26) imply
max

(v + log ) = osc v +min

(v + log )C1 + C2.
The conclusion follows now from Proposition 2.1. 
3. A useful proposition from isoperimetric inequality
In this section, using the classical isoperimetric inequality, we derive some relations
in Proposition 3.1 that will be important in the proof of the uniqueness stated in
Theorem 3. We need ﬁrst a result which gives some crucial information on the level
curves and on the set of regular values of functions v solving the problem
−v = ev − , v ∈ C2() ∩ C(). (3.1)
Lemma 3.1. Let  ⊂⊂ R2 be any bounded open set, ,  ∈ R and v be a solution
of (3.1). Then, the following holds:
(a) v is real analytic in ,
(b) the set of critical value C := {ev(x) : x ∈ , ∇v(x) = 0} is discrete,
(c) if furthermore v is not constant then
L2({ev = t}) = 0 ∀t ∈
[
min

ev,max

ev
]
. (3.2)
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Proof. By standard regularity result, we deduce that v ∈ C∞(). Since furthermore
the nonlinearity s → es −  is analytic, a result of [16] (see also [23]) ensures that v
is analytic in the interior of . This proves (a). As a consequence, the statements (b)
and (c) follow from some well-known results of the theory of analytic functions. 
We prove now the main proposition of this section:
Proposition 3.1. Let  ⊂⊂ R2 be any bounded open set and ,  ∈ R. Given a
solution v of (3.1), let us set t0 := min¯ ev , t1 := max¯ ev , and deﬁne also
M =
∫

ev, V (t) =
∫
{ev>t}
1, V1(t) =
∫
{ev<t}
1.
If ev ≡ t0 on , then
M
(
1− 
8
M
)
 t0||
(
1− ||
8
)
− 
8
∫ t1
t0
V 2(t) dt. (3.3)
On the other hand, if ev ≡ t1 on , then
M
( 
8
M − 1
)
 t1||
(
||
8
− 1
)
− 
8
∫ t1
t0
V 21 (t) dt. (3.4)
Proof. We ﬁrst prove (3.3) by assuming ev ≡ t0 on . If v is identically equal to a
constant v0, we have
ev0 −  = 0, M = ev0 ||, t0 = t1 = ev0 ,
∫ t1
t0
V 2(t) dt = 0.
Hence, in this case (3.3) turns out to be an equality.
So from now on we assume that v is not identically a constant. To simplify the
notations, we shall always write {u > t}, {u = t} instead of {x ∈  : u > t},
{x ∈  : u = t}. Let us consider the set of critical value of ev:
C := {ev(x) : x ∈ , ∇v(x) = 0}
and let us emphasize that C is discrete and therefore countable (see Lemma 3.1).
Moreover, we also note that the assumption ev ≡ t0 on  implies that
{ev > t} = {ev = t} ∀t ∈ [t0, t1] \ C (3.5)
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and using the isoperimetric inequality, we also get
|{ev = t}|24|{ev > t}| ∀t ∈ [t0, t1] \ C. (3.6)
Now, for each regular value t ∈ [t0, t1] \ C, let us deﬁne
K(t) :=
∫
{ev>t}
ev, V (t) :=
∫
{ev>t}
1.
The main idea is to derive a differential inequality satisﬁed by K and V. First of all,
using mainly property (3.2), we see that the functions K and V are continuous on [t0, t1].
Therefore, by using co-area formula (see [15, Proposition 3, p. 118]), we obtain
K ′(t) = −t
∫
{ev=t}
1
|∇(ev)| ∀t ∈ [t0, t1] \ C, (3.7)
V ′(t) = −
∫
{ev=t}
1
|∇(ev)| =
K ′(t)
t
∀t ∈ [t0, t1] \ C. (3.8)
Secondly, by integrating Eq. (3.1) on the set {ev > t} and using Green’s formula, we
obtain ∫
{ev>t}
|∇(ev)|
ev
= K(t)− V (t) ∀t ∈ [t0, t1] \ C.
Recalling property (3.5), we get
1
t
∫
{ev=t}
|∇(ev)| = K(t)− V (t) ∀t ∈ [t0, t1] \ C,
which implies
K(t) = 1
t
∫
{ev=t}
|∇(ev)| + V (t) ∀t ∈ [t0, t1] \ C. (3.9)
Using now (3.9) and (3.7) together with the Schwarz inequality, we derive a differential
inequality for K and V as follows:
−K(t)K ′(t) =
(
1
t
∫
{ev=t}
|∇(ev)| + V (t)
)
t
∫
{ev=t}
1
|∇(ev)| ,
=
(∫
{ev=t}
|∇(ev)|
)(∫
{ev=t}
1
|∇(ev)|
)
− V (t)tV ′(t),
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
(∫
{ev=t}
1
)2
− 
2
t (V 2)′,
 4V (t)− 
2
t (V 2)′ ∀t ∈ [t0, t1] \ C,
where in the last inequality the classical isoperimetric inequality has been used (see
(3.6)). So we obtain

8
(
K2
)′
(t)+ V (t)− 
8
t (V 2)′(t)0 ∀t ∈ [t0, t1] \ C. (3.10)
We rewrite the function t (V 2)′ as follows:
t (V 2)′ = (tV 2)′ − V 2, (3.11)
and using (3.8), the function V can be rewritten as
V = (tV )′ − tV ′ = (tV )′ −K ′. (3.12)
Hence, by plugging (3.11) and (3.12) in (3.10), we derive the following differential
inequality:
{

8
K2 −K + tV − 
8
tV 2
}′
(t) − 
8
V 2(t) ∀t ∈ [t0, t1] \ C. (3.13)
Let us set  := 8K2−K+ tV − 8 tV 2. On one hand we see from (3.13) that ′0
except on a countable set. On the other hand, the function  is also continuous, since
K and V are continuous (by using (3.2)). Therefore, the result [22, Theorem 7.2.3, p.
159] ensures that  is decreasing. Hence, by applying [22, Theorem 3, p. 100], we
derive that
∫ t1
t0
′(t0)−(t1) = (t0), (3.14)
where the last equality follows from the fact that K(t1) = V (t1) = 0. Hence, (3.14)
together with (3.13) give
− 
8
K2(t0)+K(t0)− t0V (t0)+ 8 t0V
2(t0) − 8
∫ t1
t0
V 2(t) dt,
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which is equivalent to
K(t0)
(
1− K(t0)
8
)
 t0V (t0)
(
1− V (t0)
8
)
− 
8
∫ t1
t0
V 2(t) dt.
Now, using again (3.2), we have for t0 = min ev:
V (t0) = || M := K(t0) =
∫

ev
and so the desired inequality (3.3) is proved.
The proof of (3.4) is similar. In fact, we just let K1(t) =
∫
{ev<t} e
v
. Then similarly
to (3.10), we derive

8
(K21 )
′(t)+ V1(t)− 8 t (V
2
1 )
′(t)0 ∀t ∈ [t0, t1] \ C.
Then, by arguing as before and using
K1(t1) = M, K1(t0) = 0, V1(t1) = || and V1(t0) = 0,
we derive (3.4). Proposition 3.1 is established. 
Remark 3.1. In above proposition we do not require any regularity on .
Remark 3.2. The proof of Proposition 3.1 is inspired by some arguments in [4] and the
proof of Proposition 3 in [26]. In both of these works, the level set method was used to
derive estimate on subsolution of −vev . Here, we have exploited the full Eq. (3.1).
In particular, if  > 0 and v is a non-constant solution of (3.1) then ∫ t1
t0
V 2(t) dt > 0,
therefore (3.3) gives the strict inequality:
M
(
1− 
8
M
)
< t0||
(
1− ||
8
)
. (3.15)
A similar strict inequality can be derived from (3.4).
4. A priori bound from below
As a ﬁrst application of inequality (3.3) obtained in the previous section, we derive
lower a priori bound on the boundary for the solutions of (1.1). By assuming the
oscillation to be uniformly bounded on , we will complete easily the proof of
Theorem 1.
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Proposition 4.1. Let  ⊂ R2 be any bounded open set,  > 0 and 0. Given
0 ∈ (0, 4), consider the set of functions v ∈ C2() ∩ C() satisfying
{−v = ev −  in ,∫
 e
v ∈ [0, 8− 0]. (4.1)
Then, there exists C := C(, , 0) > 0 such that max {ev}C.
Proof. By considering v+log  instead of v, without loss of generality, we can suppose
 = 1. Assume the existence of a sequence of solutions vk solving (4.1) and such that
max vk →−∞. Let us set
t0k := max

evk , ˆk := {y ∈  : evk(y) > t0k}, k :=
∫

evk .
We ﬁrst note that (up to a subsequence) ˆk = ∅. Indeed, if ˆk = ∅ for all k, then
evk t0k → 0 and so
∫
 e
vk → 0. A contradiction to the assumption: ∫  evk0 > 0.
Therefore it is meaningful to consider
−vk = evk −  in ˆk.
In ˆk we have
evk ≡ t0k on ˆk and evk > t0k in ˆk.
Hence, we may apply (3.3) in ˆk (with  = 1) and we get
Mˆk
(
1− 1
8
Mˆk
)
 t0k|ˆk|
(
1− |ˆk|
8
)
− 
8
∫ ∞
t0k
Vˆ 2k , (4.2)
where
Mˆk =
∫
ˆk
evk , Vˆk(t) =
∫
{evk>t}∩ˆk
1.
Since for any x ∈  \ ˆk , evk(x) t0k → 0, we obtain
Mˆk =
∫

evk −
∫
\ˆk
evk = k + ◦(1).
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Therefore, the left-hand side of (4.2) can be estimated as follows:
Mˆk
(
1− 1
8
Mˆk
)
= (k + ◦(1))
(
1− 1
8
(k + ◦(1))
)
= k
(
1− k
8
)
+ ◦(1)
 0
0
8
+ ◦(1). (4.3)
But for the right-hand side of (4.2), we have (since t0k → 0 and 0):
t0k|ˆk|
(
1− |ˆk|
8
)
− 
8
∫ ∞
t0k
Vˆ 2k  ◦ (1). (4.4)
Since 0 > 0, (4.3) and (4.4) lead to a contradiction. Therefore we must have max vk
 − C. 
Remark 4.1. It is easy to see that proposition above still holds with  < 0 if instead
of (4.1) we assume ∫  ev − 0. But, for  = 0, Proposition 4.1 cannot hold in
general. For example, the sequence of functions vn(x) = |x|2 − n (n ∈ N) deﬁned in
B(0, 1) satisﬁes vn = 2 but max vn = 1− n→−∞.
We can now derive a priori bound from below on :
Proposition 4.2. Let  ⊂⊂ R2 (smooth),  > 0 and 0. Consider the set of functions
v ∈ C2() ∩ C() satisfying

−v = ev −  in ,∫
 e
v ∈ [0, 8− 0],
oscvC1,
(4.5)
where 0 ∈ (0, 4) and C1 > 0 are given constants. Then, there exists a constant
C2 := C2(, , 0, C1) > 0 such that min¯ {ev}C2.
Proof. Let h satisfy
h =  in , h = 0 on .
By the maximum principle, h ∈ L∞(). Let us set vˆ = v − h, which satisﬁes
−vˆ = ehevˆ in , vˆ = v on .
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Since vˆ is super-harmonic, we get
min
¯
(v − h) = min
¯
vˆ = min

vˆ = min

v.
Consequently,
max

{v + log } = oscv +min

{v + log }
 C1 + Ch +min
¯
{v + log }, (4.6)
where Ch is the maximum of |h| over  and depends only on  and . By Propo-
sition 4.1, the left-hand side of (4.6) is uniformly bounded from below by a constant
depending on , , 0. The conclusion of the proposition follows immediately. 
Proof of Theorem 1. Corollary 2.1 gives max¯ {ev}C and Proposition 4.2 shows
min¯ {ev}C with C := C(, , 0, C1) > 0. 
5. Existence and uniqueness of solutions
We discuss now the existence and uniqueness of the solution for Eq. (1.1) under
suitable conditions. When  = 0, it is well known that by imposing only Dirichlet
boundary condition, Problem (1.1) may have more than one solution. But, if we fur-
thermore assume
∫
 e
u = 8 (, = 0), it is known by Suzuki [26] and Chang
et al. [9] that uniqueness holds at least if the domain is simply connected.
In this section, given  ⊂⊂ R2, , , ∈ R, we shall study the following problem:

−v = ev − ,∫
 e
v = , osc v = 0,
v ∈ C2() ∩ C().
(5.1)
We check easily that if  > 0, then there is a 1–1 correspondence between the set of
solutions of (5.1) and the set of functions solving:

−u =  e
u∫
 e
u
− ,
u = 0 on ,
u ∈ C2() ∩ C().
(5.2)
Indeed, for v solving (5.1) we see that u = v − v| solves (5.2). Conversely, if u
solves (5.2) then v = u+ log( 1∫
 e
u ) solves (5.1).
On a general domain, we have the following existence and uniqueness result:
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Proposition 5.1. Let  ⊂⊂ R2 (smooth). For any , , ∈ R satisfying  > 0 and
 < 8, Problem (5.1) admits a solution. Moreover, there exists  = (, ) > 0 such
that for  Problem (5.1) has a unique solution.
Proof. For the question of existence, it is more convenient to consider Problem (5.2).
The variational arguments used by [8] or [18] for problem (1.3) extend easily. Indeed,
we check that (5.2) is the Euler–Lagrange equation of the following functional:
I : H 10 ()→ R, u →
1
2
∫

|∇u|2 −  log
(
1
||
∫

eu
)
+ 
∫

u. (5.3)
Mainly as a consequence of Moser–Trudinger inequality (see [1]), we deduce that I is
sequentially lower semicontinuous and sequentially coercive in the weak topology of
H 10 () for any  < 8. Therefore, the functional I has a minimizer for each  < 8
(and ∀ ∈ R), showing that (5.2) has a solution.
For the question of uniqueness, we ﬁrst consider the case  < 0. Suppose v1, v2
both satisfy (5.1) and v1v2 on . Let w = v1 − v2, then w satisﬁes{−w = e	w in ,
w0 on , (5.4)
where e	 is obtained from the mean value theorem. If w > 0 on , by the maximum
principle, we have w > 0 on , i.e. v1 > v2 over . Since , = 0, we obtain a
contradiction to ∫

ev1 =
∫

ev2 = . (5.5)
Therefore we have w = 0 on  and consequently w ≡ 0 in . So the uniqueness
holds.
Consider now the case  > 0. Given v1, v2 two solutions of (5.1) we have{−(v2 − v1) = (ev2 − ev1) in ,∫
 e
v1 = ∫  ev2 =  (5.6)
and we assume without loss of generality that v2 − v10 on . We shall show that
if  is small enough, then v2 − v10 in . By setting w := v2 − v1, we deduce
from (5.6) that ∫

|∇w−|2 = 
∫

(ev2 − ev1)w−
= 
∫

∫ 1
0
d
dt
ev1+t[v2−v1]w− dt dx
= 
∫

|w−|2	(x) dx, (5.7)
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where we have set 	(x) := ∫ 10 ev1+t[v2−v1] dt . We note that for each t ∈ [0, 1]
ev1(x)+t[v2−v1](x)
{
ev1(x) if x ∈ {v2 − v10},
ev2(x) if x ∈ {v2 − v1 > 0}. (5.8)
Therefore from (5.8) and Corollary 2.1 we get
	ev1 + ev2 and 	2C0,
where C0 is a constant depending on  and  (as long as 1). In particular, we get

∫

|	|22C0
∫

	= 4C0. (5.9)
Now by using successively Cauchy–Schwarz inequality on the right-hand side of (5.7),
the imbedding W 1,20 () ↪→ L4() and (5.9) we ﬁnally obtain
∫

|∇w−|24C1
∫

|∇w−|2, (5.10)
where C1 := C1(, ). Hence if 0 <  < max
{
1, 14C1
}
then (5.10) shows that w− ≡ 0
and therefore w0 in . From (5.5) we then deduce that w ≡ 0 and the uniqueness
result follows. 
When the domain is simply connected, the presence of a non-negative constant 
in (5.1) is irrelevant for applying some of the arguments of Suzuki [26] and Chang et
al. [9]. We therefore obtain a stronger result:
Proposition 5.2. Let  be a simply connected, smooth and bounded domain of R2.
Then, the problem (5.2) has a unique solution if
0 or 0 < 8, 0. (5.11)
Proof. The case  = 0 is clear and the case 0 follows from Proposition 5.1. Let
us sketch the proof when  > 0. Deﬁne
X := {u ∈ C2,() ∩ C0,() : u = 0 on }
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and consider the mapping
F : [0,∞)×X → C0,(), (, u) → u+  e
u∫
 e
u
− .
At  = 0, F has clearly a unique zero and by Proposition 2.1, the set
S0 := {(, u) : F(, u) = 0 and  ∈ [0, 8− 0]}
is compact (with no assumption on the topology of the domain). By setting p := eu∫
 e
u ,
the Fréchet derivative of F with respect to u is given by
DuF : X → C0,(), 	 → 	+ p
(
	−
∫

p	
)
. (5.12)
Now, we note that p satisﬁes the differential inequality (0):
−(logp)p.
Hence, on simply connected domain, the arguments of Suzuki [26, Proposition 2] show
that the linear operator (5.12) is an isomorphism when  < 8, while at  = 8 this
same conclusion has been obtained by Chang et al. [9]. Hence, the continuation method
as described in [26, p. 372]applies and gives the uniqueness result. 
Proposition 5.2 cannot be applied to general domains straight forwardly. We are
nevertheless able to obtain some precise result on general domain for the speciﬁc case
|| = . To do this, we need ﬁrst the following result which is a consequence of
Proposition 3.1.
Proposition 5.3. Let  ⊂⊂ R2 and ,  > 0. Consider a non-constant solution v ∈
C2() ∩ C(¯) of
{−v = ev −  in ,
oscv = 0. (5.13)
Under the assumption ||8, the following holds:
(a) If ∫  ev||, then v| > min¯ v;(b) If ∫  ev||, then v| < max¯ v.
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Proof. Assume ﬁrst that ev| = min¯ ev = t0. By using (3.3) and the assumption∫
 e
v|| we have
(∫

ev
)(
1− ||
8
)
 t0||
(
1− ||
8
)
− 
8
∫ t1
t0
V (t)2dt.
Hence, (
1
||
∫

ev − t0
)(
1− ||
8
)
 − 
8||
∫ t1
t0
V (t)2 dt. (5.14)
Since v is not a constant, we have 1||
∫
 e
v > t0. On the other hand the right-hand
side of (5.14) is negative, therefore (5.14) implies || > 8, which is a contradiction
to our assumption. So we must have ev| > t0.
Now let us assume that ev| = max¯ ev = t1. By applying (3.4) and arguing as
above, we have(∫

ev
)(
||
8
− 1
)
 t1||
(
||
8
− 1
)
− 
8
∫ t1
t0
V1(t)
2 dt,
i.e. (
1
||
∫

ev − t1
)(
||
8
− 1
)
 − 
8||
∫ t1
t0
V1(t)
2 dt. (5.15)
Now the fact that 1||
∫
 e
v < t1, and the assumption ||8 imply that the left-hand
side of (5.15) is greater or equal to zero. But, since v is not identically a constant,
the right-hand side of (5.15) is strictly negative. So (5.15) leads to a contradiction.
Proposition 5.3 is established. 
For the particular case || = , or equivalently for the problem{
−u = 
(
eu∫
 e
u − 1||
)
on ,
oscu = 0,
(5.16)
an application of Proposition 5.3 with  =  = || gives immediately:
Corollary 5.1. Let u ∈ C2()∩C(¯) be a non-constant solution of (5.16) with 8,
then u| ∈ (min¯ u, max¯ u).
We can now prove Theorem 3 which states that the constants are the only solutions
of Problem (1.9) when 8:
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Proof of Theorem 3. With no loss of generality we assume that u takes 0 on the
boundary, i.e. we consider
{
−u = 
(
eu∫
 e
u − 1||
)
in ,
u = 0 on  (5.17)
and we want to show that for 8, u ≡ 0.
Suppose u /≡ 0, let + := {u > 0} and − := {u < 0}. It follows from Corol-
lary (5.1) that these sets are both non-empty. We use the following notations to make
the expressions short:
M :=
∫

eu, M+ :=
∫
+
eu, M− :=
∫
−
eu,
A := ||, A+ := |+|, A− := |−| 
 := 
8
(1).
By applying (3.3) on + and (3.4) on − with  = 8∫
 e
u ,  = 8|| , we get the following
strict inequalities (see also Remark 3.2):
M+
(
1− 
M
+
M
)
< A+
(
1− 
A
+
A
)
, (5.18)
M−
(

M−
M
− 1
)
< A−
(

A−
A
− 1
)
. (5.19)
Note that by Lemma 3.1 we have M− = M −M+ and A− = A−A+, Eq. (5.19) can
be rewritten as
(M −M+)
(


M −M+
M
− 1
)
< (A− A+)
(


A− A+
A
− 1
)
,
which is equivalent to
(
− 1)(M −M+)− 
M
+
M
(M −M+) < (
− 1)(A− A+)− 
A
+
A
(A− A+). (5.20)
Add (5.18) and (5.20), then
(
− 1) {(M −M+)− (A− A+)} < (
− 1)(M+ − A+). (5.21)
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If 
 = 1, above strict inequality cannot hold. On the other hand, if 
 < 1, we derive
from (5.21)
(M −M+)− (A− A+) > M+ − A+
and consequently
M− − A− > M+ − A+. (5.22)
But, since u > 0 on  and u < 0 on −, we have
M− − A− < 0 and M+ − A+ > 0,
in contradiction with (5.22). 
Remark 5.1. If the domain is an annulus, the uniqueness for Eq. (5.1) when  = 0 is
proved by Chang et al. in [9] for any 8. They do this by showing ﬁrst that the
solutions are radially symmetric. The result follows since in this class of functions, the
uniqueness has been established in [8] (for all ) by calculating explicitly the radial
solutions.
When  > 0, the same arguments of (5.1) show that the solutions of (5.1) are radially
symmetric if 8. But, contrary to the case  = 0, an explicit representation formula
of those solutions is not known, which makes it difﬁcult to use the analysis in [8].
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