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Tensor Structure on Smooth Motives
Anandam Banerjee
Abstract. Grothendieck first defined the notion of a “motif” as a way
of finding a universal cohomology theory for algebraic varieties. Al-
though this program has not been realized, Voevodsky has constructed
a triangulated category of geometric motives over a perfect field, which
has many of the properties expected of the derived category of the con-
jectural abelian category of motives. The construction of the triangu-
lated category of motives has been extended by Cisinski-De´glise to a
triangulated category of motives over a base-scheme S. Recently, Bon-
darko constructed a DG category of motives, whose homotopy category
is equivalent to Voevodsky’s category of effective geometric motives, as-
suming resolution of singularities. Soon after, Levine extended this idea
to construct a DG category whose homotopy category is equivalent to
the full subcategory of motives over a base-scheme S generated by the
motives of smooth projective S-schemes, assuming that S is itself smooth
over a perfect field. In both constructions, the tensor structure requires
Q-coefficients. In my thesis, I show how to provide a tensor structure
on the homotopy category mentioned above, when S is semi-local and
essentially smooth over a field of characteristic zero. This is done by
defining a pseudo-tensor structure on the DG category of motives con-
structed by Levine, which induces a tensor structure on its homotopy
category.
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Introduction
Although this program has not been realized, Voevodsky has constructed
a triangulated category of geometric motives over a perfect field, which has
many of the properties expected of the derived category of the conjectural
abelian category of motives. The construction of the triangulated category
of motives has been extended by Cisinski-De´glise ([CD07]) to a triangulated
category of motives over a base-scheme S. Hanamura has also constructed
a triangulated category of motives over a field, using the idea of a “higher
correspondence”, with morphisms built out of Bloch’s cycle complex. Re-
cently, Bondarko (in [Bon09]) has refined Hanamura’s idea and limited it to
smooth projective varieties to construct a DG category of motives. Assum-
ing resolution of singularities, the homotopy category of this DG category
is equivalent to Voevodsky’s category of effective geometric motives. Soon
after, Levine (in [Lev09]) extended this idea to construct a DG category of
“smooth motives” over a base-scheme S generated by the motives of smooth
projective S-schemes, where S is itself smooth over a perfect field. Its ho-
motopy category is equivalent to the full subcategory of Cisinski-De´glise
category of effective motives over S generated by the smooth projective
S-schemes. Both these constructions lack a tensor structure in general.
However, passing to Q-coefficients, Levine replaced the cubical construction
with alternating cubes, which yields a tensor structure on his DG category.
In [BV08], Beilinson and Vologodsky constructs a “homotopy tensor
structure” on the DG catgegory of Voevodsky’s effective geometric motives.
That is, they constructed a “pseudo-tensor structure” (see Definition 2.1.2)
on the DG category DM (defined in [BV08], § 6.1), such that the corre-
sponding pseudo-tensor structure on its homotopy category is actually a
tensor structure.
In the following, we construct a pseudo-tensor structure on a DG cate-
gory dgeCorS which induces a tensor structure on the homotopy category of
DG complexes, such that, in case S is semi-local and essentially smooth over
a field of characteristic zero, it induces a tensor structure on the category of
smooth motives over S. Thus, we prove
Theorem 1. Suppose S is semi-local and essentially smooth over a field
of characteristic zero. Then, there is a tensor structure on the category
SmMoteffgm(S) of smooth effective geometric motives over S making it into
a tensor triangulated category.
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See Theorem 3.1.1 and corollary 3.1.2 for a more precise statement.
The pseudo-tensor structure is constructed in two main steps:
• We show that a pseudo-tensor structure on a DG category C induces
a pseudo-tensor structure on the catgeory Pre-Tr(C) (defined in
1.1.2). Then we prove that if the pseudo-tensor structure on C
induces a tensor structure on the homotopy category H0C, then
we have an induced tensor structure on Kb(C).
• For a tensor category C, with a cubical object with comultiplica-
tion, Levine constructs a DG category dgC (see 1.2.5). We produce
a pseudo-tensor structure on dgeC that induces a tensor structure
on its homotopy category, assuming some additional technical con-
ditions. Under these conditions, the DG categories dgC and dgeC
are quasi-equivalent, so the homotopy categories of complexes are
equivalent triangulated categories.
In Chapter 1, we go over some basic definitions and recall Levine’s con-
struction of the DG category of smooth effective geometric motives over S.
In Chapter 2, we define a pseudo-tensor structure on a DG category and
show when it induces a tensor structure on the homotopy category. Then,
we show how it induces a pseudo-tensor structure on the category Pre-Tr(C)
and on Cbdg(C) (defined in page 15). Next, we show that if the pseudo-tensor
structure on C induces a tensor structure on the homotopy category H0C,
then the induced pseudo-tensor structure on Cbdg(C) gives a tensor structure
on its homotopy category Kb(C). We also prove the existence of a homotopy
tensor structure on dgeC for a tensor category C, with a cubical object with
comultiplication. Finally, in Chapter 3, we give a proof of Theorem 1.
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CHAPTER 1
DG categories of motives
1.1. Preliminaries
1.1.1. DG categories. We begin by recalling some basic facts about
DG categories. For a complex of abelian groups C ∈ C(Ab), we have the
group of cycles in degree n, ZnC and cohomology HnC. For complexes
X,Y , we have the Hom-complex
HomC(Ab)(X,Y )
n :=
∏
p
HomAb(X
p, Y n+p)
and differential
dX,Y (f) := dY ◦ f − (−1)
deg ff ◦ dX .
Assigning the morphisms to be the group of maps of complexes
HomC(Ab)(X,Y ) := Z
0HomC(Ab)(X,Y )
∗.
gives us the additive category C(Ab).
C(Ab) has the shift functor X 7→ X[1] with X[1]n := Xn+1 and dif-
ferential dnX[1] := −d
n+1
X , and for a morphism f = {f
n : Xn → Y n}, f [1] :
X[1] → Y [1] is defined as f [1]n := fn+1. For a morphism f : X → Y , we
have the cone complex Cone(f) with Cone(f)n := Y n⊕Xn+1 and differential
d :=
(
dY f
0 dA[1]
)
. and the cone sequence
X
f
→ Y
i
→ Cone(f)
p
→ X[1]. (1.1.1)
Tensor product of complexes X∗ ⊗ Y ∗ is defined by (X∗ ⊗ Y ∗)n :=
⊕i+j=nX
i ⊗ Y j , with differential given by the Leibniz rule
d(a⊗ b) = da⊗ b+ (−1)deg aa⊗ db.
The commutativity constraint τX,Y : X
∗ ⊗ Y ∗ → Y ∗ ⊗X∗ is given by
τX,Y (a⊗ b) = (−1)
deg a·deg bb⊗ a.
This makes C(Ab) into a tensor category.
A pre-DG category C is a category in which, for objects X,Y , one has
the Hom complex
HomC(X,Y )
∗ ∈ C(Ab)
and for objects X,Y,Z in C, one has the composition law
◦X,Y,Z : HomC(Y,Z)
∗ ⊗HomC(X,Y )
∗ →HomC(X,Z)
∗.
11
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The map ◦X,Y,Z is a map of complexes, that is, we have the Leibniz rule,
d(f ◦ g) = df ◦ g + (−1)deg ff ◦ dg.
Also, the map ◦X,Y,Z is associative and there is an identity element idX ∈
Z0HomC(X,X)
0. A DG category is a pre-DG category admitting finite
direct sums. If C is a (pre-)DG category, we have the opposite (pre-)DG
category Cop with
HomCop(X,Y )
n := HomC(Y,X)
−n.
Letting f op : X → Y be the morphism in Cop corresponding to a morphism
f : Y → X in C, the differential dop is given by
dop(f op) = (df)op
and the composition law is
f op ◦ gop := (−1)deg f ·deg g(g ◦ f)op.
We have the DG category Cdg(Ab) with Hom-complexes as defined
above and composition law induced by the composition law in Ab.
A DG functor F : A → B is a functor of the underlying pre-additive
categories such that the map F : HomA(X,Y )
∗ → HomB(F (X), F (Y ))
∗ is
a map of complexes for each pair of objects X,Y in A.
Suppose that A and B are small DG categories. A degree n natural
transformation of DG functors F,G : A → B,
ϑ : F → G,
is a collection of elements
ϑ(X) ∈ HomB(F (X), G(X))
n ; X ∈ A
such that, for each f ∈ HomA(X,Y )m, one has
G(f) ◦ ϑ(X) = (−1)mnϑ(Y ) ◦ F (f).
For ϑ : F → G a degree n natural transformation, we have the degree n+1
natural transformation dϑ : F → G with
dϑ(X) := d(ϑ(X)); X ∈ A,
giving us the complex
Nat(F,G)∗ := HomDGFun(A,B)(F,G)
∗
of natural transformations. The composition in B induces a composition law
Nat(G,H)∗ ⊗Nat(F,G)∗ → Nat(F,H)∗
giving us the DG category of DG functors DGFun(A,B).
For a DG category C, one has the additive categories Z0C and H0C with
the same objects as C but with morphisms
HomZ0C(X,Y ) := Z
0HomC(X,Y )
∗
and
HomH0C(X,Y ) := H
0HomC(X,Y )
∗.
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A DG functor F : A → B induces functors of additive categories Z0F :
Z0A→ Z0B and H0F : H0A → H0B. This makes Z0 and H0 into functors
from DG categories to additive categories.
1.1.2. The category Pre-Tr(C) of DG complexes.
Definition 1.1.1. Let C be a DG category. The DG category Pre-Tr(C)
has objects E consisting of the following data:
(1) A finite collection of objects of C, {Ei, N ≤ i ≤ M} (N and M
depending on E).
(2) Morphisms eij : Ej → Ei in C of degree j − i + 1, N ≤ i, j ≤ M ,
satisfying
(−1)ideij +
∑
k
eikekj = 0.
For objects E := {Ei, eij},F := {Fi, fij}, a morphism ϕ : E → F of degree
n is a collection of morphisms ϕij : Ej → Ei of degree n + j − i in C.
Composition of morphisms ϕ : E → F , ψ : F → G is defined by
(ψ ◦ ϕ)ij :=
∑
k
ψik ◦ ϕkj .
Given a morphism ϕ : E → F of degree n, define ∂F ,E(ϕ) ∈ HomPre-Tr(C)(E ,F)
n+1
as the collection
∂F ,E(ϕ)ij := (−1)
id(ϕij) +
∑
k
fikϕkj − (−1)
n
∑
k
ϕikekj.
For an object E in Pre-Tr(C) and n ∈ Z, we define an object E [n] by
(E [n])i := En+i, e[n]ij := (−1)
nen+i,n+j : (E [n])j → (E [n])i.
Let E ,F be objects in Pre-Tr(C) and ψ ∈ Z0HomPre-Tr(C)(E ,F). We define
an object Cone(ψ) in Pre-Tr(C) as
Cone(ψ)i := Fi⊕E[1]i cone(ψ)ij :=
(
fij ψi,j+1
0 e[1]ij
)
: Cone(ψ)j → Cone(ψ)i
We have the cone sequence of morphisms in Z0Pre-Tr(C):
E
ψ
−→ F
i
−→ Cone(ψ)
p
−→ E [1]
with i and p the evident inclusion and projection.
Proposition 1.1.1 ([Bon09], Proposition 2.2.3 ). Let Tr(C) := H0Pre-Tr(C)
be the homotopy category of Pre-Tr(C). Then, Tr(C) is a triangulated cate-
gory, with translation functor induced by the translation defined above, and
with distinguished triangles, those triangles which are isomorphic to the im-
age of a cone sequence.
We have an inclusion i0 : C →֒ Pre-Tr(C) given by i0(E) = {E0 = E; e00 = 0}.
Let Cpretr be the smallest full subcategory of Pre-Tr(C) containing i0(C) and
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closed under taking translations and cones. This gives a fully faithful em-
bedding i : C → Cpretr, since
HomCpretr(i(E), i(F ))
∗ = HomC(E,F )
∗
Clearly H0Cpretr is a full triangulated subcategory of H0 Pre-Tr(C).
1.1.3. DG categories and triangulated categories. In this section,
we recall some basic constructions involving DG categories and triangulated
categories.
Let C be a DG category.
Definition 1.1.2. For a DG category C, we define a C-module to be a
DG functor M : C → Cdg(Ab). We denote by Cdg(C) the DG category of
Cop-modules:
Cdg(C) := DGFun(C
op, Cdg(Ab)).
The operations of translation and cones in Cdg(Ab) induce these oper-
ations in the functor category Cdg(C):
M [1](E) :=M(E)[1]
and for ψ : M → N a morphism in Z0Cdg(C),
Cone(ψ)(E) := Cone(ψ(E))
Similarly, we have the cone sequence
M
ψ
−→ N
i
−→ Cone(ψ)
j
−→M [1]
with value at E ∈ C the cone sequence
M(E)
ψ(E)
−−−→ N(E)
i
−→ Cone(ψ(E))
j
−→M(E)[1]
in Z0Cdg(Ab).
Let K(C) := H0Cdg(C) be the homotopy category. With translation
functor induced from that of Cdg(C) and distinguished triangles those se-
quences isomorphic to the image of a cone sequence, K(C) becomes a trian-
gulated category (see [Kel94], §2.2 ).
Let AcK(C) ⊂ K(C) be the full subcategory with objects the functors
M such that M(A) is acyclic for all A ∈ C, that is, Hp(M(A)) = 0 for all p.
It is easy to see that AcK(C) is a thick subcategory of K(C).
Definition 1.1.3 ([Kel94], §4.1). The derived category D(C) is the local-
ization of K(C) with respect to quasi-isomorphisms, that is,
D(C) = K(C)/AcK(C).
A representable Cop-module is a functor A∨ := HomC( , A) for some
object A ∈ C. Sending A to A∨ defines a fully faithful embedding of DG
categories
C → Cdg(C).
14
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Let Cbdg(C) be the smallest full DG subcategory of Cdg(C), containing all the
objects A∨ and closed under translations and cones. LetKb(C) := H0Cbdg(C)
be its homotopy category, giving us a full triangulated subcategory of K(C).
We let Kb(C)ess ⊂ K(C) be the full subcategory of K(C) with objects
those objects of K(C) which are isomorphic to an object of Kb(C). Clearly
Kb(C)ess is a full triangulated subcategory of Kb(C) and the inclusion
Kb(C)→ Kb(C)ess
is an equivalence of triangulated categories.
We have a fully faithful embedding ipretr : Cpretr → Cdg(C) given by
E 7→ HomCpretr(i( ), E)
∗
The composition ipretr ◦ i is the functor A 7→ A∨.
Proposition 1.1.2 ([Lev09], Prop. 2.12). 1. The embedding ipretr induces
an equivalence of DG categories
ϕ : Cpretr −→ Cbdg(C)
and an equivalence of triangulated categories
H0ϕ : H0Cpretr −→ Kbdg(C)
2. The evident functor
Kbdg(C)→ D(C)
is a fully faithful embedding.
Recall that a quasi-equivalence of DG categories is a DG functor
F : A → B
which is surjective on isomorphism classes and for each pair of objectsX,Y ∈
A, the map
FA,B : HomA(X,Y )
∗ → HomB(F (X), F (Y ))
is a quasi-isomorphism. Clearly, a quasi-equivalence induces an equivalence
on the homotopy categories
H0F : H0A → H0B.
Proposition 1.1.3 ([Toe¨07, proposition 3.2] see also [Lev09, theorem 2.14]).
A quasi-equivalence F : A → B induces an equivalence of triangulated cate-
gories
Kbdg(F ) : K
b
dg(A)→ K
b
dg(B).
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1.1.4. Sheafification of DG categories. Let n 7→ An, n 7→ Bn be
cosimplicial abelian groups, giving us the diagonal cosimplicial abelian group
n 7→ An ⊗Bn, which we denote as n 7→ (A⊗B)n. The Alexander-Whitney
map is a quasi-isomorphism of complexes
AW : (A∗, d)⊗ (B∗, d)→ ((A ⊗B)∗, d)
and is defined as follows: for each pair (p, q), let δ1p,p+q : [p] → [p + q] and
δ2q,p+q : [q]→ [p + q] be the maps
δ1p,p+q(i) = i, δ
2
q,p+q(j) = p+ j.
The sum of the maps
A(δ1p,p+q)⊗B(δ
2
q,p+q) : A
p ⊗Bq → Ap+q ⊗Bp+q
is easily seen to give the desired map of complexes AW . We will not need
the fact that AW is a quasi-isomorphism. See [Wei94], §8.5.4 for more
details.
If now n 7→ (A∗)n is a cosimplicial object in C(Ab) (a cosimplicial
complex), the cosimplicial structure gives a double complex A∗∗ with second
differential coming from the cosimplicial structure, and the associated total
complex Tot(A∗∗). Given two cosimplicial complexes n 7→ (A∗)n, n 7→
(B∗)n, the AW map gives a map
AWA,B : Tot(A
∗∗)⊗ Tot(B∗∗)→ Tot((A⊗B)∗)∗), (1.1.2)
however, one needs to introduce a sign: for a ∈ (Ap)n, b ∈ (Bq)m
AWA,B(a⊗ b) = (−1)
qnAWAp,Bq(a⊗ b).
Following [Lev09], we use the Godement resolution to give a good global
model for a sheaf of DG categories. In particular, for a complex of sheaves
F∗ on a topological space X, we have the cosimplicial Godement resolution
n 7→ G∗(F∗)
and the associated total complex of sheaves on X Tot(G∗(F∗)).
Given sheaves F1, F2 on X, the naturality of the Godement resolution
gives us a canonical map of cosimplicial sheaves
n 7→ ∪n(F1,F2) : G
n(F1)⊗G
n(F2)→ G
n(F1 ⊗F2).
For complexes of sheaves F∗1 , F
∗
2 , one extends this to a map of cosimplicial
complexes by introducing the appropriate signs:
∪n (F∗1 ,F
∗
2 )
a,b : Gn(Fa1 )⊗G
n(Fb2)→ G
n(Fa1 ⊗F
b
2)
∪n (F∗1 ,F
∗
2 )
a,b := (−1)na ∪n (Fa1 ,F
b
2)
Composing with the signed Alexander-Whitney map (1.1.2) gives us the
map of complexes
AW : Tot(G∗(F∗1 ))⊗ Tot(G
∗(F∗2 ))→ Tot(G
∗(F∗1 ⊗F
∗
2 )). (1.1.3)
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1.2. Cubical enrichments in DG categories
1.2.1. Cubical categories. We first define the “cubical category”Cube.
It is a subcategory of Sets with objects n := {0, 1}n, n ≥ 0 an integer, and
morphisms generated by
(1) Inclusions: ηn,i,ǫ : n→ n+ 1, ǫ ∈ {0, 1}, 1 ≤ i ≤ n+ 1,
ηn,i,ǫ(y1, . . . , yn) = (y1, . . . , yi−1, ǫ, yi, . . . , yn)
(2) Projections: pn,i : n→ n− 1, 1 ≤ i ≤ n,
pn,i(y1, . . . , yn) = (y1, . . . , yi−1, yi+1, . . . , yn)
(3) Permutation of factors: (y1, . . . , yn) 7→ (yσ(1), . . . , yσ(1)) for σ ∈ Sn.
(4) Involutions: τn,i : n→ n exchanging 0 and 1 in the i
th factor.
Definition 1.2.1. For a category C, we call a functor F : Cubeop → C a
cubical object of C and a functor G : Cube→ C a co-cubical object of C.
Remark 1.2.2. 1. Defining a morphism of (co)-cubical objects to be a nat-
ural transformation gives us the category of (co) cubical objects in a (small)
category C.
2. Replacing Cube with the k-fold product category Cubek gives us the
categories of k-cubical objects in C and the category of k-co-cubical objects
in C.
3. The product of sets makes Sets a symmetric monoidal category of which
Cube is a symmetric monoidal subcategory.
1.2.2. Cubes and complexes. Let A be a pseudo-abelian category
and A : Cubeop → A a cubical object. Let (A∗, d) be the complex with
An := A(n) and
dn :=
n∑
i=1
(−1)i(η∗n,i,1 − η
∗
n,i,0) : An+1 → An.
For ǫ ∈ {0, 1}, define πǫn,i := p
∗
n,i ◦ η
∗
n,i,ǫ : A(n)→ A(n) and let
πn,m := (id− π
1
n,m) ◦ · · · ◦ (id− π
1
n,1)
Note that πǫn,i are commuting idempotents, and that (id − π
ǫ
n,i)(A(n)) ⊂
ker η∗n−1,i,ǫ since pn,i ◦ ηn−1,i,ǫ = id.
Let I = (i1, . . . , im) be an m tuple of integers 1 ≤ i1 < . . . < im ≤ n,
and let
pn,I : n→ m
be the corresponding projection. Let
ηn,I : m→ n
17
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be the inclusion defined by
ηm,I(ǫ1, . . . , ǫm) = (ηm,I(ǫ∗)1, . . . , ηm,I(ǫ∗)n) ηm,I(ǫ∗)i =
{
ǫj if i = ij for some j
0 else.
The collection of maps {pn,I} for fixed n form an n-cube of maps, which
is compatibly split by the maps {ηn,I}, in the sense of [GL01, §5.6]. The
following result follows directly from [GL01, proposition 5.7].
Lemma 1.2.1. Let A : Cubeop → A be a cubical object in a pseudo-abelian
category A.
1. For n ≥ 1 and 1 ≤ m ≤ n, there are well well-defined objects
A0n,m := ∩
m
i=1 ker η
∗
n−1,i,1 ⊂ A(n),
Adegnn,m :=
m∑
i=1
p∗n,i(A(n− 1)) ⊂ A(n).
We set A0n := A
0
n,n, A
degn
n := A
degn
n,n .
2. For each n,m, πn,m maps A(n) to A
0
n,m and defines a splitting
A(n) = Adegnn,m ⊕A
0
n,m.
3. dn(A
degn
n+1,m) = 0, dn(A
0
n+1) ⊂ A
0
n
Definition 1.2.3. For a cubical object A : Cubeop → A in a pseudo-abelian
category A, define the complex (A∗, d) to be
A∗ := A∗/A
degn
∗ .
Lemma 1.2.1 shows that A∗ is well-defined and is isomorphic to the
subcomplex (A0∗, d) of (A∗, d). Note that dn =
∑n
i=1(−)
i−1η∗n,i,0 on An+1.
We have the map of complexes
λ : A0 → A∗
viewing A0 as a complex concentrated in degree 0.
We now take A to be the category of complexes in an abelian category
A0 (with some boundedness condition b,+,−, ∅. Applying the total complex
functor to the map λ gives us the map
λ : A0 → Tot(A∗). (1.2.1)
Lemma 1.2.2. Suppose that for each n, the map in : 0→ n with image 0
n
induces a quasi-isomorphism
A(in) : An → A0
Then the map (1.2.1) is a quasi-isomorphism.
18
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Proof. For each m, let
A(m)(n) := A(n)/
∑
I=(i1,...,im)
p∗n,I(A(m)).
This defines
A(m) : Cube→ A
with A(m)(n) = 0 for n ≤ m and with
(A(m))n = An
for n > m.
For m = 0, the unique projection pn : n → 0 is split (by any inclusion
in : 0→ n), so we have the direct sum decomposition of cubical objects
A = A0 ⊕A(0)
where we consider A0 as a constant cubical object. Since p
∗
n : A0 → A(n) is
a quasi-isomorphism, it thus follows that A(0)(n) is acyclic for all n.
We now show by induction on m that A(m)(n) is acyclic for all n and m.
Indeed, by construction, the sum
∑
I=(i1,...,im)
p∗n,I(A(m−1)(m)) in A(m−1)(n)
is a direct sum of copies of A(m−1)(m). As A(m−1)(m) and A(m−1)(n) are
acyclic by the induction assumption, the induction goes through.
In particular, the complex An := A(n−1)(n) is acyclic for n > 0, and thus
the total complex of the double complex A∗, ∗ ≥ 1, is acyclic. As this latter
complex is quasi-isomorphic to the cone of the map λ : A0 → Tot(A∗), the
map λ is a quasi-isomorphism, as claimed. 
If we have two cubical objects A,B : Cubeop → C in a tensor category
C, we can define a diagonal object A⊗B as
A⊗B(n) := A(n)⊗B(n),
and on morphisms by
A⊗B(f) := A(f)⊗B(f).
Let p1n,m : m+ n → n and p
2
n,m : m+ n → m be the projections onto the
first n and last m factors respectively. Let
∪n,mA,B : A(n)⊗B(m)→ A(n+m)⊗B(n+m)
be the map A(p1n,m)⊗B(p
2
n,m). Taking direct sum of ∪
n,m
A,B over n,m yields
a map of complexes
∪A,B : A∗ ⊗B∗ → A⊗B
∗ (1.2.2)
with an associativity property
∪A⊗B,C ◦ (∪A,B ⊗ idC∗) = ∪A,B⊗C ◦ (idA∗ ⊗ ∪B,C)
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1.2.3. Multiplications and co-multiplications. In this section, we
fix a co-cubical object n 7→ n (denoted ∗) in a tensor category (C,⊗),
such that 0 is the unit object with respect to ⊗.
Definition 1.2.4. A multiplication µ on ∗ is a collection of morphisms
µn,m : 
n ⊗m → n+m
which are
(1) bi-natural: Let f : n → p be a morphism in Cube, giving the
morphism f × id : n+m→ p+m. Then the diagram

n ⊗m
µn,m //
f⊗id


n+m
f×id


p ⊗m µp,m
//

p+m
commutes.
(2) associative: The diagram

p ⊗n ⊗m
µp,n⊗id //
id⊗µn,m


p+n ⊗m
µp+n,m


p ⊗n+m µp,n+m
//

p+n+m
commutes.
(3) commutative: Let τn,m : n+m → n+m be the morphism in
Cube defined as the composition
n+m = n×m
σ
−→ m× n = n+m
where σ is the symmetry isomorphism in Sets. Let tn,m : 
n ⊗

m → m ⊗n be the symmetry isomorphism in the tensor cate-
gory C. Then the diagram

n ⊗m
tn,m

µn,m //

n+m
τn,m


m ⊗mµm,n
//

n+m
commutes.
(4) unital: Let µn : 
0 ⊗ n → n be the identity isomorphism in C.
Then the composition

n µ
−1
n−−→ 0 ⊗n
µ0,n
−−→ n
is the identity.
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Definition 1.2.5. Let ∗ ⊗ ∗ be the diagonal co-cubical object n 7→

n ⊗n. A co-multiplication δ∗ on ∗ is a morphism of co-cubical objects
δ∗ : ∗ → ∗ ⊗∗
such that δ∗ is
(1) co-associative: The diagram

∗ δ
∗
//
δ∗


∗ ⊗∗
id⊗δ∗


∗ ⊗∗
δ∗⊗id
// ∗ ⊗∗ ⊗∗
(2) co-commutative: Let t be the commutativity constraint in (C,⊗).
Then the composition

∗ δ
∗
−→ ∗ ⊗∗
t∗,∗
−−−−→ ∗ ⊗∗
is the identity.
(3) co-unital: Let pn : n → 0 := {0} be the projection. The composi-
tion

n δ
n
−→ n ⊗n
pn⊗id
−−−−→ 0 ⊗n
µn
−→ n
is the identity.
Let
p1n,m : n+m→ n, p
2
n,m : n+m→ m
be the projections on the first n (resp. the last m) factors. Given a co-
multiplication δ∗ on ∗, we have the maps
δn,m : 
n+m → n ⊗m
defined as the composition

n+m δ
n+m
−−−→ n+m ⊗n+m
p1n,m⊗p
2
n,m
−−−−−−−→ n ⊗m.
Definition 1.2.6. A bi-multiplication on ∗ is a multiplication µ∗∗ and a
co-multiplication δ∗ on ∗ such that µn,m and δn,m are inverse isomorphisms,
for all n,m ≥ 0.
Remark 1.2.7. Clearly a co-cubical object ∗ with a bi-multiplication
(µ∗∗, δ
∗) is canonically isomorphic, as a co-cubical object with bi-multiplication,
to the co-cubical object
n 7→ (1)⊗n
with a bi-multiplication of the form (id, δ˜∗).
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1.2.4. Extended cubes.
Definition 1.2.8. Let ECube be the smallest symmetric monoidal sub-
category of Sets having the same objects as Cube, containing Cube and
containing the morphism
m : 2→ 1
defined by multiplication of integers:
m((1, 1)) = 1; m((a, b)) = 0 for (a, b) 6= (1, 1).
An extended cubical object in a category C is a functor F : ECubeop → C,
and an extended co-cubical object in C is a functor F : ECube→ C.
If ∗ is an extended co-cubical object in a tensor category C, a multi-
plication, resp. co-multiplication, resp. bi-multiplication on ∗ is defined
as for a co-cubical object in C, with all functorialities and naturalities ex-
tending to ECube. Concretely, a co-multiplication δ∗ : ∗ → ∗ ⊗ ∗ is
required to be a morphism of extended co-cubical objects and a multiplica-
tion is required to satisfy the bi-naturality condition of definition 1.2.4(1)
with respect to all morphisms in ECube.
1.2.5. DG categories associated with cubical categories. The
category of cubical abelian groups AbCube
op
carries the structure of a
symmetric monoidal category in the following way: If we have two cubi-
cal abelian groups n 7→ A(n), n 7→ B(n), the tensor product A ⊗ B is the
cubical abelian group n 7→ A(n)⊗B(n), with morphisms acting by
g(a⊗ b) = g(a) ⊗ g(b).
A cubical category is a category C enriched with cubical abelian groups.
Explicitly, for objects X,Y in C, we have cubical abelian groups
Hom(X,Y, ) : Cubeop → Ab
n 7→ HomC(X,Y, n)
with the following property:
For each object X in C, we have an element idX ∈ HomC(X,X, 0) and we
have an associative composition law, for objects X,Y,Z,
◦X,Y,Z : Hom(Y,Z, )⊗Hom(X,Y, )→ Hom(X,Z, )
with f◦X,X,ZidX = f and idZ◦X,Z,Zg = g.
There is a functor C 7→ C0 from cubical categories to pre-additive cate-
gories, where C0 has the same objects as C and
HomC0(X,Y ) := HomC(X,Y, 0).
A cubical enrichment of a pre-additive category C is a cubical category C˜
with an isomorphism C ≃ C˜0.
We can associate a DG category to a cubical category C. For objects
X,Y in C, letHomdgC(X,Y )
∗ be the non-degenerate complexHomC(X,Y )
∗/HomC(X,Y )
∗
degn
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associated to the cubical abelian group n 7→ HomC(X,Y, n). We have the
composition law
◦X,Y,Z : HomdgC(Y,Z)
∗ ⊗HomdgC(X,Y )
∗ → HomdgC(X,Z)
∗
induced by ◦X,Y,Z and the product (1.2.2).
It is easy to check that the complexes HomdgC(X,Y )
∗ together with the
above composition law defines a DG category dgC with the same objects as
C.
We now show how to construct a cubical category and hence a DG
category from a tensor category with a co-cubical object.
Let ∗ be a co-cubical object with a co-multiplication δ. Defining
Hom(X,Y, n) := HomC(X ⊗
∗, Y )
gives a cubical abelian group n 7→ Hom(X,Y, n). Let Hom(X,Y )∗ be the
associated complex. The co-multiplication gives a map
◦X,Y,Z : HomC(Y,Z, ∗) ⊗HomC(X,Y, ∗)→ HomC(X,Z, ∗)
by sending f ⊗ g ∈ HomC(Y,Z, n)⊗HomC(X,Y, n) to the morphism
X ⊗n
idX⊗δ
n
red−→ X ⊗n ⊗n
g⊗idn−→ Y ⊗n
f
→ Z
Proposition 1.2.3. Let (C,⊗) be a tensor category with a co-cubical ob-
ject ∗ and a co-multiplication δ on ∗. Then, the cubical abelian group
Hom(X,Y, ) with the composition law ◦X,Y,Z defined above describes a cu-
bical enrichment of C.
Thus, following the method described above, we get a DG category
dgC = (C,⊗,∗, δ∗).
1.3. More on DG categories and cubical categories
In this section, we give some variations on the theme of cubical categories
and DG categories discussed in §1.2.5. Throughout this section, we fix an
tensor category C with a co-cubical objects ∗ having a co-multiplication δ∗
1.3.1. Homotopy invariance. Let p1 : 
1 → 0 be the map induced
by 1→ 0 in Cube. For X ∈M, let pX : X ⊗
1 → X be the composition
X ⊗1
idX⊗p1−−−−−→ X ⊗0
µX−−→ X
where µX : X ⊗
0 → X is the unit isomorphism in C.
Proposition 1.3.1. Suppose that ∗ is an extended co-cubical object of C
and that δ∗ extends to a bi-multiplication (µ∗∗, δ
∗) on the extended co-cube

∗. Then the map
p∗X : HomdgC(X,Y )
∗ → HomdgC(X ⊗
1, Y )∗
is a homotopy equivalence.
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Proof. We have the map i0 := η0,1,0 : 0 → 1, sending 0 = 0 to 0 ∈ 1.
We have the map iX := idX ⊗ i0 : X → X ⊗ 
1. Clearly pX ◦ iX = idX ,
hence i∗X ◦ p
∗
X = id. To complete the proof, it suffices to show that p
∗
X ◦ i
∗
X
is homotopic to the identity.
For this, recall the multiplication map
m : 2→ 1
m(1, 1) = 1, m(a, b) = 0 if (a, b) 6= (1, 1).
Consider the map
qn : 
1 ⊗n+1 → 1 ⊗n
defined as the composition

1 ⊗n+1
id⊗δ1,n
−−−−→ 1 ⊗1 ⊗n
µ1,1⊗id
−−−−−→ 2 ⊗n
m⊗id
−−−→ 1 ⊗n.
We thus have the map
hn := q
∗
n : HomdgC(X ⊗
1, Y )n → HomdgC(X ⊗
1, Y )n+1,
which we claim gives a homotopy between the identity and p∗X ◦ i
∗
X .
To prove this, we note the following identities (we identify 0 ⊗a and

a ⊗0 with a via the unit isomorphism)
(1) Let f : n→ m be a morphism in Cube and let f1 := id1×f . Then
qm ◦ (id⊗ f1) = (id⊗ f) ◦ qn.
In particular, for i ≥ 2, n ≥ 1 and ǫ ∈ {0, 1}, we have
qn ◦ (id⊗ ηn,i,ǫ) = (id⊗ ηn−1,i−1,ǫ) ◦ qn−1.
(2) qn ◦ (id⊗ ηn,1,1) = id
(3) qn ◦ (id⊗ ηn,1,0) = (i0 ◦ p1)⊗ id
In the additive category generated by Cube (which is a tensor category
with product ×), this gives the identity
qn◦(id⊗
n∑
i=1
(−1)i(ηn,i,1 − ηn,i,1) + (id ×
n−1∑
i=1
(−1)i(ηn−1,i,1 − ηn−1,i,1) ◦ qn−1
= qn ◦ (id × ηn,1,0 − id⊗ ηn,1,1)
+ qn ◦ (id×
n∑
i=2
(−1)i(ηn,i,1 − ηn,i,1)) + (id ×
n−1∑
i=1
(−1)i(ηn−1,i,1 − ηn−1,i,1) ◦ qn−1
= qn ◦ (id × ηn,1,0 − id× ηn,1,1)
+ (id×
n−1∑
i=1
(−1)i+1(ηn−1,i,1 − ηn−1,i,1)) ◦ qn−1 + (id×
n−1∑
i=1
(−1)i(ηn−1,i,1 − ηn−1,i,1)) ◦ qn−1
= (i0 ◦ p1 − id1)× idn
Therefore, the maps hn gives the desired homotopy. 
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Remark 1.3.1. Let iX0 : X → X ⊗
1 be the map induced by i0 := η0,1,0 :

0 → 1 with image 0. As pX ◦ iX0 = idX , it follows from proposition 1.3.1
that
i∗X0 : HomdgC(X ⊗
1, Y )∗ → HomdgC(X,Y )
∗
is a homotopy equivalence, assuming that we have a bi-multiplication on the
extended cube ∗.
1.3.2. Multi-cubes. Next, we see what happens when we replace a
cube with a multi-cube. Let C be a tensor category with a co-cubical object

∗. Form the k-cubical object
(a1, . . . , ak) 7→ HomC(X ⊗
a1 ⊗ . . . ⊗ak , Y )
Taking the quotient by the degenerate elements with respect to each variable
gives us the k-dimensional complex
HomC(X,Y )
∗1,...,∗k
and then the total complex
HomC(X,Y )
∗
k := TotHomC(X,Y )
∗,...,∗
Take an integer k′ with 1 ≤ k′ < k. Identifying HomC(X,Y )
∗1,...,∗k′ with
the k′-dimension subcomplexHomC(X,Y )
∗1,...,∗k′ ,0,...,0 ofHomC(X,Y )
∗1,...,∗k
induces the inclusion of total complexes
λk′,k : HomC(X,Y )
∗
k′ → HomC(X,Y )
∗
k. (1.3.1)
Lemma 1.3.2. Suppose that ∗ is an extended co-cubical object with a bi-
multiplication. Then for 1 ≤ k′ < k, the map (1.3.1) is a quasi-isomorphism
for all X and Y in C.
Proof. We proceed by induction on k. For k = 1 there is nothing to
prove and it suffices to prove the case k′ = k − 1.
Note that HomC(X,Y )
∗
k is isomorphic to the non-degenerate complex
total complex of the complex associated to the cubical object
n 7→ HomC(X ⊗
n, Y )∗k−1 :
HomC(X,Y )
∗
k
∼= Tot[HomC(X ⊗
∗, Y )∗k−1].
In addition, via this identity, the map λk−1,k is transformed to the map
(1.2.1)
λ : HomC(X,Y )
∗
k−1 → Tot[HomC(X ⊗
∗, Y )∗k−1].
By our induction hypothesis the map
λ1,k−1 : HomC(X ⊗
n, Y )∗1 → HomC(X ⊗
n, Y )∗k−1
is a quasi-isomorphism for all X,Y and n. Also,
HomC(X ⊗
n, Y )∗1 = HomdgC(X ⊗
n, Y )∗,
so by proposition 1.3.1, the map
p∗n : HomC(X,Y )
∗
1 → HomC(X ⊗
n, Y )∗1
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is a quasi-isomorphism for all n. Our induction hypothesis thus implies that
p∗n : HomC(X,Y )
∗
k−1 → HomC(X ⊗
n, Y )∗k−1
is a quasi-isomorphism for all n. By lemma 1.2.2 the map λ is a quasi-
isomorphism, hence λk−1,k is a quasi-isomorphism. 
1.3.3. The extended DG category. Next, we look at what happens
when we add cubes to the target. Let C be an additive category with a co-
cubical object n 7→ n. We define a new DG category dgeC, with the same
objects as C. The Hom complexes are defined as follows: For eachm, we have
the non-degenerate complex HomdgC(X,Y ⊗
m)∗; let HomC(X,Y ⊗
m)∗0
be the subcomplex consisting of f such that
pm,i ◦ f = 0 ∈ HomC(X,Y ⊗
m−1)∗; i = 1, . . . ,m.
Let
HomdgeC(X,Y )
p :=
∏
m−n=p
HomdgC(X,Y ⊗
m)−n0 ;
for f := (fn ∈ HomC(X,Y ⊗
p+n)−n0 ), define df = ((df)n ∈ HomC(X,Y ⊗

n+p+1)−n0 ) with
(df)n :=
n∑
i=1
(−1)ifn+1◦(ηn,i,1−ηn,i,0)−(−1)
p
n+p∑
i=1
(−1)i(ηn+p,i,1−ηn+p,i,0)◦fn,
which we write as
(df)n = fn+1 ◦ dX − (−1)
pdY ◦ fn; df := f ◦ dX − (−1)
pdY ◦ f.
The composition (gm) ◦ (fn) with
fn ∈ HomdgC(X,Y ⊗
n+p)−n0 ⊂ HomC(X ⊗
n, Y ⊗n+p)
gm ∈ HomdgC(Y,Z ⊗
m+q)−m0 ⊂ HomC(Y ⊗
m, , Z ⊗m+q)
is the sequence (gn+p ◦ fn), where we use the composition in C. One checks
that this does indeed define a DG category, which we denote by dgeC.
Remark 1.3.2. Note that contrary to the DG category dgC, we did not
require a co-multiplication to define the composition law.
Now assume that ∗ has a co-multiplication δ∗. We define a DG functor
F : dgC → dgeC
as follows:
Suppose we are given f : X ⊗n → Y . Define F (f) := (F (f)m), where
F (f)m : X ⊗
n+m → Y ⊗m
is the map defined by the composition
X⊗n+m
δn+m
−−−→ X⊗n+m⊗n+m
p1n,m⊗p
2
n,m
−−−−−−−→ X⊗n⊗m
f⊗idm−−−−−→ Y⊗m.
One checks that sending f to F (f) defines a map of complexes
FX,Y : HomdgC(X,Y )
∗ → HomdgeC(X,Y )
∗
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and is compatible with composition, giving us the DG functor
F : dgC → dgeC. (1.3.2)
In many situations, the functor F is a quasi-equivalence of DG categories,
that is, the induced map FX,Y on the Hom-complexes is a quasi-isomorphism
(in general, one also supposes that F is a surjection on isomorphism classes,
but as F is a bijection on objects, this is immediate).
We first require a definition
Definition 1.3.3. Let ∗ be a co-cubical object in an additive category
C, with a co-multiplication δ, giving us the DG category dgC. Call (∗, δ)
homotopy invariant if for all n and all X,Y in C, the morphism in : 0 → n
with image 0n induces a quasi-isomorphism
in∗ : HomdgC(X,Y )
∗ ∼= HomdgC(X,Y ⊗
0)∗ → HomdgC(X,Y ⊗
n)∗
Proposition 1.3.3. Suppose that ∗ is homotopy invariant. Then the func-
tor (1.3.2) F : dgC → dgeC is a quasi-equivalence.
Proof. Let
π−n : HomdgeC(X,Y )
−n → HomdgC(X,Y )
−n
be the projection on the HomC(X ⊗ 
n, Y )-component; this gives us the
map of complexes
πX,Y : HomdgeC(X,Y )
∗ → HomdgC(X,Y )
∗
with πX,Y ◦ FX,Y = id. To show that FX,Y is a quasi-equivalence, it suffices
to show that, for a given element g = (gn) ∈ HomdgeC(X,Y )
p with dg = 0,
we can find an h ∈ HomdgeC(X,Y )
p−1 with g − F (π(g)) = dh.
For this, we note that g′ := g − F (π(g)) has π(g′) = 0, that is, the
HomC(X ⊗ 
−p, Y )-component of g′ is zero. Let n > 0 be the minimal
integer such that the HomC(X ⊗
n−p, Y ⊗n)-component g′n of g
′ is non-
zero. Then the “X-differential” dXg
′
n of g
′
n in HomC(X ⊗ 
n−p−1, Y ⊗

n) is zero, hence g′n defines a cohomology class in H
n−p(HomdgC(X,Y ⊗

n)∗). Also, by definition, pn,1(g
′
n) = 0, but since 
∗ is homotopy invariant,
the map on cohomology induced by pn,1 is an isomorphism. Thus, there
is an element hn ∈ HomdgC(X,Y ⊗ 
n)n−p−1 with dXhn = g
′
n. Using
the splittings ηn−1,i,1 to pn,i, we can assume that hn is in the subgroup
HomdgC(X,Y ⊗ 
n)n−p−10 of of HomdgC(X,Y ⊗ 
n)n−p−1. We view hn as
an element of HomdgeC(X,Y )
p−1 by taking all other components to be zero.
Now we can replace with g′ with g′′ := g′− dhn giving us a new element
such that the minimal m for which g′′ has a non-zero HomC(X⊗
m−p, Y ⊗

m)-component has m > n. Repeating, we construct a sequence of elements
hn ∈ HomC(X,Y ⊗
n))n−p−10 with
d(hn) = (g
′
n) in HomdgeC(X,Y )
p,
as desired. 
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1.3.4. Extended multi-cubical complexes. For later use, we com-
bine the extended total complex construction with mult-cubes in the source.
Let
HomC(X,Y ⊗
m)nk,0 ⊂ HomC(X,Y ⊗
m−1)nk
be the intersection of the kernels of the maps
pm,i : HomC(X,Y ⊗
m)nk → HomC(X,Y ⊗
m−1)nk
i = 1, . . . ,m, and let
HomC(X,Y )
p
k,ext :=
∏
n+m=p
HomC(X,Y ⊗
m)nk .
We note that
HomdgeC(X,Y )
p = HomC(X,Y )
p
1,ext;
just as in the case k = 1, the differential dX in HomC(X ⊗ 
m, Y )∗k and
the differential dY formed using the co-cubical structure m 7→ HomC(X ⊗

m, Y )∗k: For f = (fn) ∈ HomC(X,Y )
p
k,ext, with fn ∈ HomC(X,Y ⊗

p+n)−nk , set
(df)n := fn+1 ◦ dX − (−1)
pdY ◦ fn.
The maps (1.3.1) give rise to maps
λk′,k,ext : HomC(X,Y )
∗
k′,ext → HomC(X,Y )
∗
k,ext (1.3.3)
for 1 ≤ k′ < k.
Proposition 1.3.4. Suppose that ∗ is an extended co-cubical object with
bi-multiplication. Suppose further that ∗ is homotopy invariant. Then the
map (1.3.3) is a quasi-isomorphism.
Proof. By our assumption that ∗ is homotopy invariant, together
with lemma 1.3.2, the map
pn∗ : HomC(X,Y ×
n)∗k → HomC(X,Y )
∗
k
is a quasi-isomorphism for all X, Y , k and n. The same proof as we used
in proposition 1.3.3 shows that the projection on the HomC(X,Y )
∗
k-factor
gives a quasi-isomorphism
πk : HomC(X,Y )
∗
k,ext → HomC(X,Y )
∗
k.
In addition, the diagram
HomC(X,Y )
∗
k′,ext
λk′,k,ext

πk′ // HomC(X,Y )
∗
k′
λk′,k

HomC(X,Y )
∗
k,ext πk
// HomC(X,Y )
∗
k
commutes; as the maps πk, πk′ and λk′,k are quasi-isomorphisms, the map
λk′,k,ext is a quasi-isomorphism as well. 
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1.4. DG categories of motives
We briefly recall Levine’s construction of the DG category of smooth
motives over a base. Let S be a fixed regular scheme of finite Krull di-
mension. Let Sm/S be the category of smooth S-schemes of finite type
and Proj/S ⊂ Sm/S be the full subcategory of Sm/S consisting smooth
projective S-schemes.
Definition 1.4.1. For X,Y ∈ Sm/S, the group of finite correspondences,
CorS(X,Y ), is defined to be the free abelian group on the integral closed
subschemes W ⊂ X ×S Y such that the projection W → X is finite and
surjective onto an irreducible component of X.
The category CorS consists of the objects of Sm/S and has morphisms
HomCorS(X,Y ) := CorS(X,Y )
where the composition of correspondences
◦ : CorS(X,Y )⊗ CorS(Y,Z)→ CorS(X,Z)
is defined as
W ◦W ′ := pXZ∗(p
∗
XY (W ) ·XY Z p
∗
Y Z(W
′))
where ·XY Z is the intersection product of cycles on X ×S Y ×S Z and
pXY , pY Z , pXZ are the respective projections.
The product×S extends to finite correspondences, making CorS a tensor
category.
Assigning nS = A
n
S gives a co-cubical object in CorS . In fact, 
∗
S
extends to a functor

n
S : ECube→ Sm/S
sending m : 2→ 1 to the usual multiplication
mS : 
2
S → 
1
S ; µS(x, y) = xy
Since the tensor product in CorS arises from the product in Sm/S, we
have the identity

n
S = (
1
S)
⊗n;
the collection of identity maps thus gives a multiplication µ∗∗/S on the ex-
tended co-cubical object ∗S . The diagonal
δn
S
: nS → 
n
S ×S 
n
S = 
n
S ⊗
n
S
gives the co-multiplication δ on ∗. It is easy to check that (µ∗∗, δ
∗) defines
a bi-multiplication on the extended co-cubical object ∗.
Definition 1.4.2. We define the category dgCorS = (CorS,⊗,
∗
S , δ
∗). Let
dgPrCorS be the full subcategory of dgCorS with objects in Proj/S.
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Proposition 1.4.1. 1. CorS is a tensor category
2. The identity multiplication µ∗∗ and diagonal co-multiplication δ
∗ define
a bi-multiplication on the co-cubical object ∗S.
3. The co-cubical object ∗S is homotopy invariant.
Proof. We have already remarked on (1) and (2). The proof of (3)
follows the proof of the homotopy invariance of the simplicial Suslin complex
given in [FV00, lemma 4.1], which we recall for the convenience of the
reader.
Since CorS is an additive category with disjoint union of schemes induc-
ing the direct sum, we may assume that X and S are irreducible. We need
to show that, for in : 0→ n the inclusion with image 0
n, the map
in∗ : HomdgCorS (X,Y )
∗ → HomdgCorS (X,Y ⊗
n
S)
∗
is a quasi-isomorphism.
Since n+1S = 
n
S⊗
1
S, we need only show that for the 0-section i : Y →
Y × A1 = Y ×S 
1
S, the induced map
i∗ : HomdgCorS (X,Y )
∗ → HomdgCorS (X,Y ⊗
1
S)
∗ = HomdgCorS (X,Y ×S
1
S)
∗
is a quasi-isomorphism. We show in fact that i∗ is a homotopy equivalence
with homotopy inverse the map
p∗ : HomdgCorS (X,Y ×S 
1
S)
∗ → HomdgCorS (X,Y )
∗.
As p∗ ◦ i∗ = id, we need to show that i∗ ◦ p∗ is homotopic to the identity on
HomdgCorS(X,Y ×S 
1
S)
∗.
For this, recall that HomCorS(X ×S 
n
S , Y ×S 
1)n is the free abelian
group on the integral closed subschemesW ⊂ X×S
n
S×Y ×S
1
S such that
the projection W → X ×nS is finite and surjective. Let
p : n+1S → 
n
S
be the projection on the first n factors. We have the multiplication map
mS : 
1
S ×S 
1
S → 
1
S
giving us the map
(p1,mS) : 
1
S ×S 
1
S → 
1
S ×S 
1
S
sending (x, y) to (x, xy).
For a cycle Z ∈ HomCorS (X ×S 
n
S, Y ×S 
1), we associate the cycle
p∗(Z) ∈ HomCorS (X ×S 
n+1
S , Y ×S 
1). Next, we apply the map
qn : X ×S 
n+1
S ×S Y ×S 
1 → X ×S 
n+1
S ×S Y ×S 
1
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defined as the composition
X ×n+1S × Y ×
1
S = X ×
n
S ×S 
1
S ×S Y ×S 
1
S
τ
−→ X ×nS ×S Y ×S 
1
S ×S 
1
S
id×S(p1,mS)
−−−−−−−−→ X ×nS × Y ×S 
1
S ×S 
1
S
τ−1
−−→ X ×nS ×S 
1
S ×S Y ×S 
1
S
= X ×n+1S × Y ×
1
S .
We would like to form the cycle qn∗(p
∗(Z)); the problem is that qn is not a
proper morphism. However one shows that the restriction of qn to a closed
subset W of X × n+1S × Y × 
1
S which is finite over X × 
n+1
S is proper,
which suffices.
To see this, we note that qn is a morphism over X × 
n
S ×S Y , which
reduces us to showing that the map (p1,mS) is proper when restricted to
a closed subscheme W ⊂ 1S ×S 
1
S which is finite over 
1
S via the first
projection. We may enlarge W , and thus we may assume that W is given
by a monic equation of the form
f(X1,X2) := X
n
2 +
n−1∑
i=0
ai(X1)X
i
2 = 0; ] ai(X1) ∈ k[X1].
The map (p1,mS) restricted to W is then given by the map
(p1,mS)
∗ : k[T1, T2]→ k[X1,X2]/(f)
sending T1 to X1 and T2 to X1X2, so it is clear that k[X1,X2]/(f) is a finite
k[T1, T2]-module. We therefore have the well-defined map
hn := qn∗◦p
∗ : HomCorS(X×S
n
S , Y×S
1)→ HomCorS(X×S
n+1
S , Y ×S
1)
The maps hn satisfy the following relations:
(1) Let f : n→ m be a map in Cube, giving the map f × id : n+ 1→
m+ 1, and maps
f∗ : HomCorS(X ×S 
n
S, Y ×S 
1)→ HomCorS(X ×S 
m
S , Y ×S 
1,
(f×id)∗ : HomCorS(X×S
n+1
S , Y ×S
1)→ HomCorS(X×S
m+1
S , Y ×S
1
Then
hm ◦ f
∗ = (f × id)∗ ◦ hn.
(2) η∗n,n+1,1 ◦ hn = id, η
∗
n,n+1,0 ◦ hn = i∗ ◦ p∗.
The relation (1) applied to the projections pn,i shows that the maps hn
descend to maps on the non-degenerate quotients
h¯n : HomdgCorS(X,Y ×S 
1
S)
−n → HomdgCorS(X,Y ×S 
1
S)
−n−1.
The relations (1) and (2) show that the collection of maps (−1)n+1h¯n give
a homotopy between id and i∗ ◦ p∗. 
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Let S be a fixed regular scheme of finite Krull dimension. Fix a Grothendieck
topology τ on some full subcategory OpnτS of SchS . Suppose we have a pre-
sheaf of DG categories U → C(U) on Sτ . For objects X and Y in C(S), we
have the presheaf
[f : U → S] 7→ HomC(U)(f
∗X, f∗Y ),
which we denote by HomτC(X,Y ).
Let RΓ(S, C) be the DG category with the same objects as C(S) and
with Hom-complex
HomRΓ(S,C)(X,Y )
∗ = Tot(G∗(HomτC(X,Y ))
∗(S)).
The composition law is defined using the Alexander-Whitney map (1.1.3)
composed with the composition law on the presheaf of DG categories U →
C(U). For a proof that the composition of morphism is an associative map
of complexes, see [Lev09, §3.1] (but note that we have introduced a sign-
correction in both the Godement resolution and the Alexander-Whitney
map, which was missing in [Lev09, loc. cit]).
Definition 1.4.3. We denote by dgPrCor
S
the Zariski presheaf of DG
categories
U 7→ dgPrCorU
The DG category of smooth effective motives over S is defined to be
dgSmMoteffS := C
b
dg(RΓ(S, dgPrCorS)).
taking τ to be the Zariski topology on the category OpnZarS of Zariski open
subsets of S. The triangulated category, SmMoteffgm(S) of smooth effective
geometric motives over S is defined as the idempotent completion of the
homotopy category H0dgSmMoteffS .
The triangulated category of smooth motives over S, SmMotgm(S) is
the triangulated category formed by inverting ⊗L on SmMoteffgm(S).
Remark 1.4.4. Suppose that S = Spec OX,v for X a smooth scheme of
finite type over k, and v a finite set of points of X. Suppose that the field
k has characteristic zero. Then by [Lev09, corollary 5.6] together with
[FV00, theorem 8.1], the natural functor
Γ(S, dgPrCor
S
)→ RΓ(S, dgPrCor
S
)
is a quasi-equivalence of DG categories. Thus, we have the quasi-equivalence
of DG categories
Cbdg(Γ(S, dgPrCorS))→ C
b
dg(RΓ(S, dgPrCorS)) = dgSmMot
eff
S
and therefore the idempotent completion ofH0Cbdg(Γ(S, dgPrCorS)) is equiv-
alent to SmMotgm(S).
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CHAPTER 2
Pseudo-tensor structure
2.1. Pseudo-tensor structure on DG categories
Definition 2.1.1 ([BD04], pg. 11–14). A pseudo-tensor structure on an
additive category A is the following datum:
(1) For any finite non-empty set I, an I-family of objects Xi ∈ A, i ∈ I,
and an object Y ∈ A, we have an abelian group PAI ({Xi}i∈I , Y ).
[We denote PAn ({Xi}
n
i=1, Y ) := P
A
{1,...,n}({Xi}i∈I , Y ).]
(2) Given any surjective map of finite sets π : J ։ I, we have the
composition map
PAI ({Yi}, Z)⊗
∏
i∈I
PAJi ({Xj}j∈Ji , Yi) −→ P
A
J ({Xj}, Z), (f, (gi)) 7→ f(gi)
where Ji := π
−1(i).
The following properties must hold:
(1) The composition is associative: for another surjective map K ։ J ,
{Wk} an K-family of objects, and hj ∈ P
A
Kj
({Wk}k∈Kj ,Xj), we
have f(gi(hj)) = (f(gi))(hj) ∈ P
A
K ({Wk}, Z).
(2) For any object E ∈ A, there is an element idE ∈ P
A
1 ({E}, E) with
∂idE = 0 such that for any f ∈ P
A
I ({Xi}, Y ), we have idY (f) =
f(idXi) = f .
Now, let C be an additive DG category. We define the notion of a
pseudo-tensor structure on C.
Definition 2.1.2. A pseudo-tensor structure on C is the following datum:
(1) For any finite non-empty set I, an I-family of objects Xi ∈ C,
i ∈ I, and an object Y ∈ C, we have a complex of abelian groups
(P CI ({Xi}i∈I , Y )
∗, ∂).
[We denote P Cn ({Xi}
n
i=1, Y )
∗ := P C{1,...,n}({Xi}i∈I , Y )
∗.]
(2) Given any surjective map of finite sets π : J ։ I, we have the
composition map
P CI ({Yi}, Z)
m⊗
⊗
i∈I
P CJi({Xj}j∈Ji , Yi)
ni −→ P CJ ({Xj}, Z)
m+
∑
ni , (f, (gi)) 7→ f(gi)
where Ji := π
−1(i).
The following properties must hold:
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(1) The composition is a map of complexes:
∂(f(gi)) = (∂f)(gi) +
p∑
k=1
(−1)m+
∑k−1
i=1 nif(g1, . . . , gk−1, ∂gk, gk+1, . . . , gp)
taking I = {1, . . . , p}.
(2) The composition is associative: for another surjective map K ։ J ,
{Wk} an K-family of objects, and hj ∈ P
C
Kj
({Wk}k∈Kj ,Xj)
pj , we
have in P CK({Wk}, Z)
m+
∑
ni+
∑
pj ,
f(gi(hj)) = (−1)
∑p
i=1(
∑i−1
l=1(
∑
j∈Jl
pj))ni(f(gi))(hj).
(3) For any object E ∈ C, there is an element idE ∈ P
C
1 ({E}, E)
0 with
∂idE = 0 such that for any f ∈ P
C
I ({Xi}, Y )
n, we have idY (f) =
f(idXi) = f .
Remark 2.1.3. The condition for associativity stated above is precisely the
commutativity of the following diagram.
PI({Yi}, Z)⊗
⊗
i∈I
(
PJi({Xj}, Yi)⊗
⊗
j∈Ji
PKj({Wk},Xj)
)
**VVV
VVV
VVV
VVV
VVV
VV
θ

PI({Yi}, Z)⊗
⊗
i∈I
(
PKi({Wk},Xj)
(PI({Yi}, Z)⊗⊗
i∈I
PJi({Xj}, Yi)
)
⊗
⊗
j∈J
PKj({Wk},Xj)
**VVV
VVV
VVV
VVV
VVV
VV
E
PJ({Xj}, Z)⊗
⊗
j∈J
PKj({Wk},Xj)
OO
The sign that comes into the associativity condition is to make sure that θ
is a map of complexes.
Lemma 2.1.1. If P CI is a pseudo-tensor structure on a DG category C, then
it induces a pseudo-tensor structure on the homotopy category H0C.
Proof. Let PH
0C
I ({Xi}, Y ) := H
0P CI ({Xi}, Y )
∗. We want to show that
PH
0C
I is a pseudo-tensor structure on H
0C. Since composition map on P C
is a map of complexes, we have the map
PH
0C
I ({Yi}, Z)⊗
∏
i∈I
PH
0C
Ji ({Xj}j∈Ji , Yi) −→ P
H0C
J ({Xj}, Z)
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Associativity of composition is clear and idX ∈ Z
0P C1 ({X},X) implies that
its image in H0P C1 ({X},X) has the required properties. 
Lemma 2.1.2. A pseudo-tensor structure P CI ({Xi}, Y ) on a DG category
C is functorial in each of the Xi’s. The same is true for a pseudo-tensor
structure on an additive category.
Proof. Let f : X ′k → Xk be a morphism of degree m for any k ∈ I =
{1, . . . , n}. Then, we have a map
P Cn ({Xi}
n
i=1, Y )
f∗
−→ P Cn ({X1, . . . ,Xk−1,X
′
k,Xk+1, . . . ,Xn}, Y )
given by g 7→ g(idX1 , . . . , idXk−1 , f, idXk+1 , . . . , idXn). Note that f
∗ is a
map of degree m in Cdg(Ab). Clearly, id
∗
Xk
= id and it follows from the
associativity of composition that (f1 ◦ f2)
∗ = f∗2 ◦ f
∗
1 . 
Corollary 2.1.3. The functor P CI is additive in each component.
Lemma 2.1.4. If π : J ≃ I is a bijection and the objects {Xj}j∈J is a
permutation of the objects {Yi}iI such that Xπ−1(i) = Yi, then
P CI ({Yi}, )
∗ ∼−→ P CJ ({Xj}, )
∗
Proof. Since π is a bijection, for any j ∈ J , j = π−1(i) for i =
π(j) ∈ I. Then, Xj = Xπ−1(i) = Yi = Yπ(j). Thus we have gi = idYi ∈
P C1 ({Xπ−1(i)}, Yi)
0 and hj = idXj ∈ P
C
1 ({Yπ(j),Xj)
0. This gives us maps
σ : P CI ({Yi}, Z)
∗ −→ P CJ ({Xj}, Z)
∗ τ : P CJ ({Xj}, Z)
∗ −→ P CI ({Yi}, Z)
∗
given by σ(f) = f(gi) and τ(f
′) = f ′(hj). Then τ ◦ σ(f) = (f(gi))(hj) =
f(gi(hj)) = f(gi ◦ hπ−1(i)) = f(idYi) = f and similarly, σ ◦ τ = id. Hence, σ
is an isomorphism with inverse τ . 
If we have a pseudo-tensor structure on a DG category C, then each
collection of objects {Xi}i∈I in C gives rise to the C-module
P CI ({Xi}, )
∗ : C → C(Ab),
which we may consider as an object of D(Cop). Similarly, each object X of
C gives us the object HomC(X, )
∗ of D(Cop), lying in the full subcategory
Kb(Cop).
Definition 2.1.4. A pseudo-tensor structure is called representable, if for
any collection of objects {Xi}i∈I in C, there exists an object ⊗i∈IXi in C
and an isomorphism in D(Cop)
λ{Xi}i∈I : P
C
I ({Xi}, )
∗ ∼−→ HomC(⊗i∈IXi, )
∗
such that for |I| = 1, the object corresponding to {X1} is X1 and λ{X1} is
the identity.
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Remark 2.1.5. 1. For an additive category C, a pseudo-tensor structure is
representable if and only if for any collection of objects {Xi}i∈I in C, there
exists an object ⊗i∈IXi in C and an isomorphism of functors from C to Ab
λ{Xi}i∈I : P
C
I ({Xi}, )→ HomC(⊗i∈IXi, ).
2. Suppose a given pseudo-tensor structure on C is representable, via objects
X1 ⊗ . . . ⊗Xn and isomorphisms λ{Xi}i∈I for each collection X1, . . . ,Xn of
objects of C. Suppose we have another choice of objects (X1 ⊗ . . . ⊗ Xn)
′
and isomorphisms λ′{Xi}i∈I . Then we have the isomorphism in D(C
op)
HomC((⊗i∈IXi)
′, )∗ ∼= HomC(⊗i∈IXi, )
∗;
in particular, the respective identity maps give us the morphisms in H0C
f : X1 ⊗ . . .⊗Xn → (X1 ⊗ . . .⊗Xn)
′ g : (X1 ⊗ . . . ⊗Xn)
′ → X1 ⊗ . . .⊗Xn
which are inverse isomorphisms in H0C, and we have
λ′{Xi}i∈I = λ{Xi}i∈I ◦ g.
Thus, the data (X1 ⊗ . . .⊗Xn, λ{Xi}i∈I ) is determined up to canonical iso-
morphism in H0C.
If the P CI are representable, the composition map gives for a surjection
π : J ։ I,
HomC(
⊗
i∈I
(
⊗
j∈Ji
Xj),
⊗
i∈I
(
⊗
j∈Ji
Xj))
m ⊗
∏
i∈I
HomC(
⊗
j∈Ji
Xj ,
⊗
j∈Ji
Xj)
ni
≀

P CI ({
⊗
j∈Ji
Xj},
⊗
i∈I
(
⊗
j∈Ji
Xj))
m ⊗
∏
i∈I
P CJi({Xj}j∈Ji ,
⊗
j∈Ji
Xj)
ni

P CJ ({Xj},
⊗
i∈I
(
⊗
j∈Ji
Xj))
m+
∑
ni
≀

HomC(
⊗
j∈J
Xj ,
⊗
i∈I
(
⊗
j∈Ji
Xj))
m+
∑
ni
The image of (id⊗i∈I (⊗j∈JiXj)
, (id⊗j∈JiXj )i) under this map is denoted
ǫπ : ⊗j∈JXj −→ ⊗i∈I(⊗j∈JiXj)
Note that ǫπ ∈ Z
0HomC(⊗j∈JXj,⊗i∈I(⊗j∈JiXj)).
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If f : X → Y and f ′ : X ′ → Y ′ are morphisms in C, we define a
morphism f ⊗ f ′ as follows. Consider the map
Hom(Y ⊗ Y ′, )⊗Hom(X,Y )⊗Hom(X ′, Y ′)
≀

P2({Y, Y
′}, )⊗ P1({X}, Y )⊗ P1({X
′}, Y ′)

P2({X,X
′}, )
≀

Hom(X ⊗X ′, )
The image of (idY ⊗Y ′ , f, f
′) under this map is denoted f ⊗ f ′ ∈ Hom(X ⊗
X ′, Y ⊗ Y ′).
Lemma 2.1.5. If K
π′
։ J
π
։ I are surjective maps and the pseudo-tensor
structure is representable, then the following diagram commutes.
⊗KXk
ǫpi′ //
ǫpipi′ &&MM
MM
MM
MM
MM
M
⊗J(⊗KjXk)
ǫpi // ⊗I(⊗Ji(⊗KjXk))
⊗I(⊗KiXk)
⊗i∈Iǫpi′
i
66mmmmmmmmmmmmm
where Ji = π
−1(i),Kj = π
′−1(j),Ki = (ππ
′)−1(i) and π′i := π
′|Ki : Ki ։ Ji.
Proof. Commutativity of the above diagram is the same as the com-
mutativity of the following diagram
PJ({⊗k∈KjXk}, )
ǫ∗
pi′ // PK({Xk}, )
PI({⊗j∈Ji(⊗k∈KjXk)}, )
(⊗I ǫpi′
i
)∗
//
ǫ∗pi
OO
PI({⊗k∈KiXk}, )
ǫ∗
pipi′
OO
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Let f ∈ PI({⊗j∈Ji(⊗k∈KjXk)}, ), then
ǫ∗π′(ǫ
∗
π(f)) = (f ◦ ((λ
−1
{⊗KjXk}j∈Ji
(id⊗Ji (⊗KjXk)
))i∈I)) ◦ ((λ
−1
{Xk}k∈Kj
(id⊗KjXk))j∈J)
= f ◦ ((λ−1{⊗KjXk}j∈Ji
(id⊗Ji (⊗KjXk))) ◦ ((λ
−1
{Xk}k∈Kj
(id⊗KjXk))j∈Ji))i∈I
= f ◦ (λ−1{Xk}k∈Ki
(ǫπ′i))i∈I
[By definition of ǫπ′i ]
= f ◦ (ǫπ′i ◦ (λ
−1
{Xk}k∈Ki
(id⊗KiXk)))i∈I
[Since λ{Xk}k∈Ki
(ǫπ′i ◦ (λ
−1
{Xk}k∈Ki
(id⊗KiXk))) = ǫπ′i ◦ (id⊗KiXk) = ǫπ′i
by naturality and λ is an isomorphism.]
= (f ◦ (ǫπ′i)i∈I) ◦ (λ
−1
{Xk}k∈Ki
(id⊗KiXk))i∈I
= ǫ∗ππ′((⊗Iǫπ′i)
∗(f))

Lemma 2.1.6. Suppose that the pseudo-tensor structure P C∗ is representable.
Then ǫπ is an isomorphism for all surjections π if and only if the pseudo-
tensor structure P CI gives a tensor structure on C.
Proof. Clearly if the pseudo-tensor structure gives a tensor structure,
then the maps ǫπ are all isomorphisms.
Conversely, if we have morphisms X
f
→ Y
g
→ Z and X ′
f ′
→ Y ′
g′
→ Z ′,
then we have that
gf ⊗ g′f ′ = λ{X,X′}(λ
−1
{Z,Z′}(idZ⊗Z′)(gf, g
′f ′))
= λ{X,X′}((λ
−1
{Z,Z′}(idZ⊗Z′)(g, g
′))(f, f ′))
= λ{X,X′}((g ⊗ g
′)∗λ
−1
{Y,Y ′}(idY⊗Y ′)(f, f
′))
= (g ⊗ g′)∗λ{X,X′}(λ
−1
{Y,Y ′}(idY⊗Y ′)(f, f
′))
= (g ⊗ g′) ◦ (f ⊗ f ′). (2.1.1)
since, by naturality, λ{Y,Y ′}((g⊗g
′)∗λ
−1
{Y,Y ′}(idY⊗Y ′)) = (g⊗g
′)∗λ{Y,Y ′}(λ
−1
{Y,Y ′}(idY ⊗Y ′)) =
g ⊗ g′ = λ{Y,Y ′}(λ
−1
{Z,Z′}(idZ⊗Z′)(g, g
′)) and λ{Y,Y ′} is an isomorphism. The
associativity isomorphisms are given by the diagrams
X ⊗ (Y ⊗ Z)
α // (X ⊗ Y )⊗ Z
X ⊗ Y ⊗ Z
∼
ǫ1,23
hhPPPPPPPPPPPP
∼
ǫ12,3
66nnnnnnnnnnnn
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We need to check that the following pentagonal diagram commutes:
(X ⊗ Y )⊗ (Z ⊗W )
α
**UUU
UU
UU
UUU
UU
UU
UU
X ⊗ (Y ⊗ (Z ⊗W ))
α
44iiiiiiiiiiiiiiii
idX⊗α

((X ⊗ Y )⊗ Z)⊗W
X ⊗ Y ⊗ Z ⊗W
ǫ12,34
OO
idX⊗ǫ2,34
jjUUUUUUUUUUUUUUUU
ǫ12,3⊗idW
44iiiiiiiiiiiiiiii
idX⊗ǫ23,4ttiiii
ii
iii
ii
ii
ii
i
ǫ1,23⊗idW
**UUU
UUU
UU
UU
UU
UUU
U
X ⊗ ((Y ⊗ Z)⊗W )
α // (X ⊗ (Y ⊗ Z))⊗W
α⊗idW
OO
The upper left triangle commutes since idX⊗ǫ2,34 = ǫ1,23◦ǫ1,2,34 and ǫ12,34 =
ǫ12,3 ◦ ǫ1,2,34 by Lemma 2.1.5. Similarly, the upper right triangle commutes
too. Again, using Lemma 2.1.5, the lower triangle commutes since idX ⊗
ǫ23,4 = ǫ1,23 ◦ ǫ1,23,4 and ǫ1,23 ⊗ idW = ǫ12,3 ◦ ǫ1,23,4. The other two triangles
commute by definition of α and (2.1.1). The pentagon commutes since all
the inner triangles commute.
By Lemma 2.1.4, we have the isomorphism P2({X2,X1}, )
∼
→ P2({X1,X2}, )
which along with representability, gives the commutativity constraint τX1,X2 :
X1 ⊗X2
∼
→ X2 ⊗X1. We also need to verify the commutativity of the fol-
lowing diagram.
X ⊗ (Y ⊗ Z)
α //
idX⊗τY,Z

(X ⊗ Y )⊗ Z
τ(X⊗Y ),Z // Z ⊗ (X ⊗ Y )
α

X ⊗ Y ⊗ Z
∼
hhPPPPPPPPPPPP
∼
66nnnnnnnnnnnn
∼
((QQ
QQ
QQ
QQ
QQ
QQ
∼ // Z ⊗X ⊗ Y
∼
66nnnnnnnnnnnn
∼
!!B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
B
X ⊗ Z ⊗ Y
∼
66mmmmmmmmmmmm
≀

∼
ssfffff
fff
fff
fff
fff
fff
fff
f
X ⊗ (Z ⊗ Y ) α
// (X ⊗ Z)⊗ Y
τX,Z⊗idY
// (Z ⊗X)⊗ Y
The three inner triangles commute by definition of α. But all the inner
quadrilaterals commute by Lemma 2.1.5, implying the commutativity of the
outer hexagon. Hence, ⊗ gives a tensor structure on C. 
2.2. Pseudo-tensor structure on DG complexes
The goal in this section is to show that a pseudo-tensor structure on a
DG category C induces a canonical pseudo-tensor structure on the category
Pre-Tr(C) (see Definition 1.1.1). In section 2.3, we show that, if the original
pseudo-tensor structure is representable and defines a tensor structure on
39
2.2. Pseudo-tensor structure on DG complexes
H0C, then the pseudo-tensor structure on Pre-Tr(C) is representable and
induces a tensor structure on the category Kb(C).
We begin by defining the induced pseudo-tensor structure on Pre-Tr(C).
Let E i = {Eij , e
i
jk : E
i
k → E
i
j}Ni≤j,k≤Mi, i ∈ I := {1, . . . ,m} and F =
{Fk, fjk : Fk → Fj}N ′≤j,k≤M ′ be objects in Pre-Tr(C). We define
P pretrm ({E
i}i∈I ,F)
n =
⊕
Ni ≤ ji ≤Mi
N ′ ≤ k ≤M ′
P Cm({E
i
ji}i∈I , Fk)
n−k+
∑
i∈I ji (2.2.1)
Let ϕ = (ϕk,{ji}) ∈ P
pretr
m ({E i}i∈I ,F)
n. Then we define
(∂ϕ)k,{ji} =(−1)
kdϕk,{ji} +
∑
l
fkl(ϕl,{ji}) (2.2.2)
− (−1)n
m∑
i=1
∑
Ni≤l≤Mi
(−1)s(i,ji,l)ϕk,J(i,ji,l)(idE1j1
, . . . , idEi−1ji−1
, eilji , idEi+1ji+1
, . . . , idEmjm )
where s(i, ji, l) := j1+ · · ·+ji−1+(ji− l+1)(ji+1+ · · ·+jm) and J(i, ji, l) :=
{j1, . . . , ji−1, l, ji+1, . . . , jm}. We check that ∂
2 = 0. For ϕ as above,
(∂2ϕ)k,{ji} = (−1)
kd(∂ϕ)k,{ji} (2.2.3)
+
∑
l
fkl
(
(∂ϕ)l,{ji}
)
(2.2.4)
−(−1)n+1
m∑
i=1
∑
Ni≤l≤Mi
(−1)s(i,ji,l)
(∂ϕ)k,J(i,ji,l)(idE1j1
, . . . , idEi−1ji−1
, eilji , idEi+1ji+1
, . . . , idEmjm )(2.2.5)
We have,
(2.2.3) = (−1)k
(∑
l
∑
q
(−1)k+1fkqfql(ϕl,{ji}) +
∑
l
(−1)l−k+1fkl(dϕl,{ji})
−(−1)n
m∑
i=1
∑
Ni≤l≤Mi
(−1)s(i,ji,l)
(
dϕk,J(i,ji,l)(idE1j1
, . . . , idEi−1ji−1
, eilji , idEi+1ji+1
, . . . , idEmjm )
+(−1)l−ji+
∑
ji−k+1ϕk,J(i,ji,l)(idE1j1
, . . . ,
∑
p
(−1)l+1eilpe
i
pji , . . . , idEmjm )
))
(2.2.4) =
∑
l
(−1)lfkl(dϕl,{ji}) +
∑
l
∑
m
fklflm(ϕm,{ji})
−(−1)n
∑
q
∑
i
∑
l
(−1)s(i,ji,l)fkq(ϕq,J(i,ji,l)(idE1j1
, . . . , idEi−1ji−1
, eilji , . . . , idEmjm ))
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And,
(2.2.5) = −(−1)n+1
m∑
i=1
∑
l
(−1)s(i,ji,l)dϕk,J(i,ji,l)(idE1j1
, . . . , idEi−1ji−1
, eilji , idEi+1ji+1
, . . . , idEmjm )
−(−1)n+1
∑
q
∑
i
∑
l
(−1)s(i,ji,l)fkq(ϕq,J(i,ji,l)(idE1j1
, . . . , idEi−1ji−1
, eilji , . . . , idEmjm ))
−(−1)n+1+n+1
( m∑
i=1
∑
Ni≤l,p≤Mi
(−1)s(i,{ji},l)+s(i,J(i,{ji},l),p)ϕk,J(i,{ji},p)(idE1j1
, . . . , eiple
i
lji , . . . , idEmjm )
m∑
i,q=1
i 6=q
Mi∑
l=Ni
Mq∑
p=Nq
(−1)s(i,{ji},l)+s(q,J(i,{ji},l),p)(ϕk,J(q,J(i,{ji},l),p)(idE1j1
, . . . , eqpjq , . . . , idEmjm ))(idE1j1
, . . . , eilji , . . . , idEmjm )
)
We have s(i, {ji}, l)+ s(i, J(i, {ji}, l), p) = j1+ · · ·+ ji−1+(ji− l+1)(ji+1+
· · · + jm) + j1 + · · · + ji−1 + (l − p + 1)(ji+1 + · · · + jm) = (ji − li)(ji+1 +
· · · + jm) + 2(−ji +
∑
ji) = s(i, {ji}, p) − ji +
∑
ji. Now, the last term in
the expansions of (2.2.3) is:
(−1)k+n+1
m∑
i=1
∑
l
(−1)s(i,ji,l)((−1)l−ji+
∑
ji−k+nϕk,J(i,ji,l)(idE1j1
, . . . ,
∑
p
(−1)l+1eilpe
i
pji , . . . , idEmjm ))
Since the sign of the term ϕk,J(i,{ji},p)(idE1j1
, . . . , eiple
i
lji
, . . . , idEmjm ) is (−1)
s(i,{ji},p)−ji+
∑
ji ,
we can see that the last term in the expansion of (2.2.3) and the penultimate
term of (2.2.5) cancel each other. For the last term of (2.2.5), note that for
i ≤ q,
(ϕk,J(q,J(i,{ji},l),p)(idE1j1
, . . . , eqpjq , . . . , idEmjm ))(idE1j1
, . . . , eilji , . . . , idEmjm ) =
(−1)(ji−l+1)(jq−p+1)(ϕk,J(i,J(q,{ji},p),l)(idE1j1
, . . . , eilji , . . . , idEmjm ))(idE1j1
, . . . , eqpjq , . . . , idEmjm ).
Also,
s(i, {ji}, l) + s(q, J(i, {ji}, l), p) − (s(q, {ji}, p) + s(i, J(q, {ji}, p), l))
≡ (ji − l + 1)(jq − p+ 1) + 1 mod 2
implying that the last sum
∑
1≤i 6=q≤m
∑
Ni≤l≤Mi
∑
Nq≤p≤Mq
in the expan-
sion of (2.2.5) is 0. Clearly, all the other terms also cancel each other, giving
∂2ϕ = 0.
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The composition map is defined as follows
P pretrI ({E
i},F)m ⊗
∏
i∈I P
pretr
Ji
({Hj}, E i)ni
⊕
ji,k,kj ,li
P CI ({E
i
ji
}, Fk)m−k+
∑
ji ⊗
∏
i∈I({H
j
kj
}, Ejli)
ni−li+
∑
j∈Ji
kj
⊕
ji,k,kj
P CI ({E
i
ji
}, Fk)m−k+
∑
ji ⊗
∏
i∈I({H
j
kj
}, Ejji)
ni−ji+
∑
j∈Ji
kj
⊕
ji
⊕
kj ,k
P CJ ({H
j
kj
}, Fk)
m+
∑
ni−k+
∑
j∈J
kj
⊕
ji
P pretrJ ({H
j},F)m+
∑
ni
∑˜

P pretrJ ({H
j},F)m+
∑
ni
(2.2.6)
where
∑˜
is defined as, for ϕ ∈ P pretrI ({E
i},F)m and ψi ∈ P pretrJi ({H
j}, E i)ni ,
(ϕ(ψi))k,{kj} =
∑
{ji}
(−1)S({ji},{kj},{ni})ϕk,{ji}(ψ
i
ji,{kj}
).
where S({ji}, {kj}, {ni}) =
∑d
p=2(
∑p−1
i=1 jp(ni − ji +
∑
Ji
kj) + (
∑
Ji
kj)np).
To check that the composition defined above is a map of complexes, note
that
(∂(ϕ(ψi)))k,{kj} = (−1)
k
∑
{ji}
(−1)S({ji},{kj},{ni})d(ϕk,{ji}(ψ
i
ji,{kj}
)) (2.2.7)
+
∑
l
∑
{ji}
(−1)S({ji},{kj},{ni})fkl(ϕl,{ji}(ψ
i
ji,{kj}
)) (2.2.8)
+ −(−1)m+
∑
ni
ei∑
j=1
∑
l
∑
{ji}
(−1)s(j,{kj},l)+S({ji},J(j,{kj},l),{ni})
(ϕk,{ji}(ψ
i
ji,J(j,{kj},l)
))(idH1
k1
, . . . , hjlkj , . . . , idH
pi
kpi
) (2.2.9)
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whereas
((∂ϕ)(ψi))k,{kj} =
∑
{ji}
(−1)S({ji},{kj},{ni})
(
(−1)kdϕk,{ji}(ψ
i
ji,{kj}
) (2.2.10)
+
∑
l
fklϕl,{ji}(ψ
i
ji,{kj}
) (2.2.11)
−(−1)m
d∑
p=1
∑
l
(−1)
s(p,{ji},l)+(jp−lp+1)(
∑
i<p(ni−ji+
∑
Ji
kj))
ϕk,J(p,{ji},l)(ψ
1
j1,{kj}
, . . . , epljpψ
p
jp{kj}
, . . . , ψdjd{kj})
)
(2.2.12)
and
d∑
p=1
(−1)m+
∑p−1
i=1 ni(ϕ(ψ1, . . . , ∂ψp, . . . , ψd))k,{kj} (2.2.13)
=
d∑
p=1
∑
{ji}
(−1)m+
∑p−1
i=1 ni+S({ji},{kj},{n1,...,np+1,...,nd})
(
(−1)jpϕk{ji}(ψ
1
j1{kj}
, . . . , dψpjp{kj}, . . . , ψ
d
jd,{kj}
) (2.2.14)
+
∑
l
ϕk,{ji}(ψ
1
j1{kj}
, . . . , epjplψ
p
l{kj}
, . . . , ψdjd{kj}) (2.2.15)
−(−1)np
ep∑
j=1
∑
l
(−1)
s(j,{kj},l)+
∑
i>p(ni−ji+
∑
Ji
kj)(
∑
j∈Jp
(kj−l+1))
(ϕk,{ji}(ψ
p
jp,J(j,{kj},l)
))(idH1
k1
, . . . , hjlkj , . . . , idH
pi
kpi
) (2.2.16)
Comparing signs of the like terms and using the definitions of s and S,
it follows by easy computation that
∂(ϕ(ψi)) = (∂ϕ)(ψi) +
d∑
p=1
(−1)m+
∑p−1
i=1 niϕ(ψ1, . . . , ∂ψp, . . . , ψd)
Next, to check that the composition defined above is associative, note that,
for surjective mapsK ։ J ։ I, and ϕ ∈ P pretrI ({E
i},F)m, ψi ∈ P pretrJi ({H
j}, E i)ni
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and ρj ∈ P pretrKj ({G
k},Hj)pj ,
((ϕ(ψi))(ρj))k,{ql} =
∑
{kj}
(−1)S({kj},{ql},{pj})(ϕ(ψi))k,{kj}(ρ
j
kj ,{ql}
)
=
∑
{kj}
∑
{ji}
(−1)S({kj},{ql},{pj})+S({ji},{kj},{ni})(ϕk{ji}(ψ
i
ji{kj}
))(ρjkj ,{ql})
=
∑
{kj}
∑
{ji}
(−1)
S({kj},{ql},{pj})+S({ji},{kj},{ni})+
∑d
p=1
∑
i<p(
∑
Ji
(pj−kj+
∑
l∈Kj
ql))(np−jp+
∑
Jp
kj)
(ϕk{ji}(ψ
i
ji{kj}
(ρjkj ,{ql})))
while
(ϕ(ψi(ρj)))k,{ql} =
∑
{ji}
(−1)
S({ji},{ql},{ni+
∑
Ji
pj})ϕk,{ji}(ψ
i(ρj))ji{ql}
=
∑
{ji}
∑
{kj}
(−1)
S({ji},{ql},{ni+
∑
Ji
pj})+
∑d
i=1 S({kj}j∈Ji ,{ql},{pj}j∈Ji )
ϕk{ji}(ψ
i
ji{kj}j∈Ji
(ρjkj ,{ql}))
Straightforward computation shows that
S({ji}, {ql}, {ni+
∑
Ji
pj})+
∑d
i=1 S({kj}j∈Ji , {ql}, {pj}j∈Ji) = S({kj}, {ql}, {pj})+
S({ji}, {kj}, {ni})+
∑d
p=1
∑
i<p(
∑
Ji
(pj−kj+
∑
l∈Kj
ql))(np− jp+
∑
Jp
kj),
and hence
(ϕ(ψi))(ρj) = ϕ(ψi(ρj))
We collect our construction in the following proposition:
Proposition 2.2.1. Given a pseudo-tensor structure on a DG category
C, the complexes (2.2.1) with differential (2.2.2) and with composition law
(2.2.6) define a pseudo-tensor structure on Pre-Tr(C).
For later use, we prove the following result:
Lemma 2.2.2. Let {E1, . . . , Em} be objects of Pre-Tr(C).
1. Let F be in Pre-Tr(C). Then
P pretrm ({E
1, . . . , Em},F [1]) ∼= P pretrm ({E
1, . . . , Em},F)[1].
2. Let ψ : F → G be a morphism in Z0Pre-Tr(C). Then
P pretrm ({E
1, . . . , Em},Cone(ψ)) ∼= Cone[P pretrm ({E
1, . . . , Em},F)→ P pretrm ({E
1, . . . , Em},G)].
Proof. We note that
P pretrm ({E
i}i∈I ,F [1])
n =
⊕
Ni ≤ ji ≤Mi
N ′ − 1 ≤ k ≤M ′ − 1
P Cm({E
i
ji}i∈I , Fk+1)
n−k+
∑
i∈I ji
= P pretrm ({E
i}i∈I ,F)
n+1
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Let ∂1 be the differential on P
pretr
m ({E i}i∈I ,F [1])
∗ and ∂ the differential on
P pretrm ({E i}i∈I ,F)
∗. Now, for ϕ ∈ P pretrm ({E i}i∈I ,F [1])
n, it follows by direct
computation that
(∂n1 (ϕ))k,{ji} = −(∂
n+1(ϕ))k,{ji}
That is, ∂1 = ∂[1]. Thus, P
pretr
m ({E i}i∈I ,F [1]) = P
pretr
m ({E i}i∈I ,F)[1].
To see the second assertion, first note that P pretrm ({E i}i∈I ,G ⊕ F [1])
n =
P pretrm ({E i}i∈I ,G)
n⊕P pretrm ({E i}i∈I ,F)[1]
n as abelian groups. If ϕ = (ϕ1, ϕ2) ∈
P pretrm ({E i}i∈I ,Cone(ψ))
n = P pretrm ({E i}i∈I ,G)
n ⊕ P pretrm ({E i}i∈I ,F)[1]
n, we
check that
∂Cone(ψ)ϕ =
(
∂Gϕ
1)k,{ji} + ψk,l+1ϕ
2
l+1,{ji}
, (∂F [1]ϕ
2)k,{ji}
)
= d(ϕ1, ϕ2)
where d is the differential on Cone[P pretrm ({E1, . . . , Em},F)→ P
pretr
m ({E1, . . . , Em},G)].

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We now suppose that C has the structure of a pseudo-tensor DG category.
Let E , {Gk}1≤k≤n be objects in C
pretr. Then, we have functors
PE,{Gk} := P
pretr
n+1 ({E ,G
1, . . . ,Gn}, i( ))∗ ∈ Cdg(C
op)
Proposition 2.3.1. Let E ,F , {Gk}1≤k≤n be objects in C
pretr and let ψ ∈
Z0HomCpretr(E ,F). If PE,{Gk} and PF ,{Gk} are representable in C
pretr, then
so is PCone(ψ),{Gk} and is isomorphic (up to a translation) to the Cone(PF ,{Gk}
ψ∗
−→ PE,{Gk})
.
To prove the above proposition, we begin by proving the following lemma.
Lemma 2.3.2. Let E ,F , ψ,Gk be as above. Then the cone sequence
→ Cone(ψ)[−1]→ E
ψ
→ F → Cone(ψ)→ · · ·
in Cpretr induces a cone sequence
· · · // P
∗
F ,{Gk}
ψ∗ // P ∗
E,{Gk}
// P ∗
Cone(ψ)[−1],{Gk}
// P ∗
F [−1],{Gk}
//
· · · // P
∗
F ,{Gk}
ψ∗ // P ∗
E,{Gk}
// Cone(ψ∗) // PF ,{Gk}[1]
∗ //
in Cdg(C
op). Here the map ψ∗ : P ∗
F ,{Gk}
→ P ∗
E,{Gk}
is defined by
(ψ∗(ϕ))0,{i,j1,...,jn} =
∑
l
(−1)(i−l)
∑
jkϕ0,{l,j1,...,jn}(ψli, idG1j1
, . . . , idGnjn )
for ϕ ∈ P ∗
F ,{Gk}
.
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Proof. We show that Cone(ψ∗)[−1] = P ∗
Cone(ψ),{Gk}
. We have
P pretrn+1 ({Cone(ψ),G
1, . . . ,Gn}, i( ))m =
⊕
i,j1,...,jn
P Cn+1({Fi⊕Ei+1, G
1
j1 , . . . , G
n
jn}, )
m+i+
∑
jk
=
⊕
i,j1,...,jn
P Cn+1({Fi, G
1
j1 , . . . , G
n
jn}, )
m+i+
∑
jk
⊕(
⊕
l,j1,...,jn
P Cn+1({El, G
1
j1 , . . . , G
n
jn}, )[−1]
m+l+
∑
jk)
Thus, Pm
Cone(ψ),{Gk}
= Pm
E,{Gk}
[−1]⊕ Pm
F ,{Gk}
as sets. We need to check that
the differentials are equal to prove equality as complexes of abelian groups.
Let ϕ = (ϕi,j1,...,jn) ∈
⊕
i,j1,...,jn
P Cn+1({Fi ⊕Ei+1, G
1
j1
, . . . , Gnjn}, )
m+i+
∑
jk .
As an element of P ∗
Cone(ψ),{Gk}
, we have
(∂ϕ)i,j1,...,jn = d(ϕi,j1,...,jn)
−(−1)m
∑
l
(−1)(i−l+1)(
∑
jk)ϕl,j1,...,jn(
(
fli ψl,i+1
0 −el+1,i+1
)
, idG1j1
, . . . , idGnjn )
−(−1)m+i
n∑
k=1
∑
lk
(−1)s(k,lk)ϕ{i}∪J(k,lk)(idFi⊕Ei+1 , idG1j1
, . . . , gklkjk , . . . , idGnjn )
Writing ϕ =
(
ϕF ϕE
)
and denoting the differentials in PE,{Gk}[−1] = PE[1],{Gk}
and PF ,{Gk} by ∂E[1] and ∂F respectively, we check that
∂ =
(
∂F (−1)
mψ∗
0 ∂E[1]
)
= dCone(ψ∗)
which completes the proof. 
Proof of Proposition. This follows directly from the lemma. In-
deed, suppose that {E , {Gk}} is represented by (A, λ1) and {F , {G
k}} is
represented by (B, λ2). Composition with the morphism ψ (and the identity
maps on the Gk) gives the map in D(Cpretrop)
ψ∗ : PF ,{Gk} → PE,{Gk}
Via the isomorphisms λi, ψ
∗ induces the map in in D(Cpretrop)
ψ∗ : HomC(B, )
∗ → HomC(A, )
∗;
thus we have the map ψ∗(idB) : A → B in H
0Cpretr which we may lift to a
morphism Ψ in Z0Cpretr. Then the lemma shows that Cone(Ψ) represents
PCone(ψ),{Gk}. 
We now show that it follows from the above proposition that
Proposition 2.3.3. The pseudo-tensor structure P pretrm on Cpretr is repre-
sentable if P Cm is representable in C.
2.3. Pseudo-tensor structure on the category Cpretr
Proof. We make use of the fact that Cpretr is generated by i(C) by tak-
ing translations and cones and proceed by induction. First note that by the
representability assumption, for objectsX1, . . . ,Xm, Y in C, P
pretr
m ({i(X1), . . . , i(Xm)}, i( ))
∗
is representable by the object i(⊗mi=1Xi), that is, we have a isomorphism
P pretrm ({i(X1), . . . , i(Xm)}, )
∗) = P Cm({X1, . . . ,Xm}, )
∗)
λ
→ HomC(⊗
m
i=1Xi, )
∗)
in D(Cop). Thus P pretrm ({i(X1), . . . , i(Xm)}, )
∗ is in the full subcategory
Kb(Cop)ess of D(Cop), and the above isomorphism is in Kb(Cop)ess.
We may represent this isomorphism as a diagram
P pretrm ({i(X1), . . . , i(Xm)}, )
∗)
α
←− F
β
−→ HomC(⊗
m
i=1Xi, )
∗)
for some functor F : C → C(Ab), with α and β quasi-isomorphisms. Now,
each functor F : C → C(Ab) extends canonically to a functor
F : Cpretr → C(Ab)
by taking the total complex of the evident double complex. This extension is
compatible with translation and taking cones. Thus, if a : F → F ′ is a quasi-
isomorphism in C(Cop), then a extends canonically to a quasi-isomorphism
in C(Cpretrop). In particular, the isomorphism λ extends to the isomorphism
in D(Cpretrop)
λ : P pretrm ({i(X1), . . . , i(Xm)}, )
∗)→ HomC(⊗
m
i=1Xi, )
∗).
By lemma 2.2.2, the canonical extension of P pretrm ({i(X1), . . . , i(Xm)}, )
∗)
agrees with the definition of P pretrm ({i(X1), . . . , i(Xm)}, )
∗) given in sec-
tion 2.3.
Let Kb(C)mrep ⊂ D(C)
m be the full subcategory of D(C)m with objects
them-tuples (E1, . . . , Em) of Kb(C such that P pretrm ({E1, . . . , Em}, ) is repre-
sentable in Cpretr. By our above computation, we see that Kb(C)mrep contains
i(C)m for each m. Also note that
P pretrm ({E
1, . . . , Ek[l], . . . , Em},F) = P pretrm ({E
1, . . . , Em},F)[−l],
so Kb(C)mrep is closed under taking translation in each variable. It follows
from Proposition 2.3.1 that Kb(C)mrep is closed under the operation of tak-
ing the cone of a morphism ψ : E i → F i in the ith variable, and leav-
ing all other objects the same. Thus Kb(C)mrep = K
b(C)m for each m,
i.e., P pretrm ({E1, . . . , Em}, ) is representable in Cpretr for all finite collections
{E1, . . . , Em} in Cpretr. 
Lemma 2.3.4. For objects E ,F ,Gk in Cpretr, and a morphism ψ ∈ Z0HomCpretr(E ,F)
if E ⊗ G1 ⊗ · · · ⊗ Gm
∼
→ (E ⊗ G1) ⊗ · · · ⊗ Gm and F ⊗ G1 ⊗ · · · ⊗ Gm
∼
→
(F ⊗ G1) ⊗ · · · ⊗ Gm are isomorphisms, then so is Cone(ψ) ⊗ G1 ⊗ · · · ⊗
Gm→(Cone(ψ)⊗ G1)⊗ · · · ⊗ Gm.
Proof. It is enough to show that for objects E ,F ,G1,G2 in Cpretr, and
a morphism ψ ∈ Z0HomCpretr(E ,F) if E ⊗ G
1 ⊗ G2
∼
→ (E ⊗ G1) ⊗ G2 and
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F ⊗G1 ⊗G2
∼
→ (F ⊗G1)⊗G2 are isomorphisms, then so is Cone(ψ)⊗G1 ⊗
G2→(Cone(ψ)⊗G1)⊗G2. To see this, we start by showing that the following
diagram commutes
P pretr3 ({F ,G
1,G2}, )
ψ∗ // P pretr3 ({E ,G
1,G2}, )
P pretr2 ({F ⊗ G
1,G2}, )
ǫ∗12,3
OO
ψ∗ // P pretr2 ({E ⊗ G
1,G2}, )
ǫ∗12,3
OO
For f ∈ P2({F⊗G
1,G2}, ), we get ǫ∗12,3(f) = f(i˜dF⊗G1 , idG2) ∈ P3({F ,G
1,G2}, ),
where i˜dF⊗G1 = λ
−1F ⊗G1 ∈ P2({F ,G
1},F ⊗G1), λ being the isomorphism
giving the representation of the pseudo-tensor structure. And ψ∗(ǫ∗12,3(f)) =
(f(i˜dF⊗G1 , idG2))(ψ, idG1 , idG2) which equals f(i˜dF⊗G1(ψ, idG1), idG2) by the
associativity of composition of the pseudo-tensor structure. Going the other
way, ψ∗(f) = f(ψ ⊗ idG1 , idG2). Then
ǫ∗12,3(ψ
∗(f)) = (f(ψ⊗idG1 , idG2))(i˜dE⊗G1 , idG2) = f((ψ⊗idG1)∗(i˜dE⊗G1), idG2).
But note that in P2({E ,G
1},F ⊗ G1),
(ψ ⊗ idG1)∗(i˜dE⊗G1) = i˜dF⊗G1(ψ, idG1)
since λ((ψ⊗idG1)∗(i˜dE⊗G1)) = (ψ⊗idG1)∗λ(i˜dE⊗G1) = ψ⊗idG1 = λ(i˜dF⊗G1(ψ, idG1))
and λ is an isomorphism. This shows that the above diagram commutes.
Taking the cone of ψ∗ and using Lemma 2.3.1 and the 5-Lemma gives an
isomorphism
P pretr2 ({Cone(ψ) ⊗ G
1,G2}, )
∼
−→ P pretr3 ({Cone(ψ),G
1,G2}, )
which shows that Cone(ψ)⊗ G1 ⊗ G2
∼
→ (Cone(ψ)⊗ G1)⊗ G2.
The same argument shows the general case. 
Theorem 2.3.5. If a pseudo-tensor structure P Cm on C is representable and
gives a tensor structure on H0C, then the induced pseudo-tensor structure
on Cpretr is representable and gives a tensor structure on Kbdg(C). In addi-
tion, this tensor structure makes the triangulated category Kbdg(C) a tensor
triangulated category.
Proof. In view of the last proposition and Lemma 2.1.6, we need to
show that the morphisms
ǫπ :
⊗
j∈J
Ej −→
⊗
i∈I
(
⊗
j∈Ji
Ej)
given by the representable pseudo-tensor structure P pretr, are isomorphisms
for all surjective maps π : J ։ I. We prove this by induction. Firstly, we
note that,
ǫπ :
⊗
j∈J
i(Xj) −→
⊗
i∈I
(
⊗
j∈Ji
i(Xj))
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is an isomorphism in the homotopy category Kbdg(C).
Lemma 2.1.4 along with the representability gives isomorphisms E1 ⊗
· · · ⊗ Em ≃ Eσ(1) ⊗ · · · ⊗ Eσ(m). Since the category Cbdg(C
op) is generated
by i(C) by taking translations and cones, it follows using the above Lemma
and applying induction on number of cones taken, that all the ǫπ’s are
isomorphisms in Kbdg(C
op). Thus, by Lemma 2.1.6, P pretr induces a tensor
structure on Kbdg(C).
To show that this makes Kbdg(C) a tensor triangulated category, we need
to show that, if
A→ B → C → A[1]
is a distinguished triangle in Kbdg(C) and X is in K
b
dg(C), then
A⊗X → B ⊗X → C ⊗X → A⊗X[1]
is a distinguished triangle. This follows directly from the compatibility of the
pseudo-tensor structure on Cpretr with cones, as given in proposition 2.3.1,
since the distinguished triangles in Kbdg(C) = H
0Cpretr are those triangles
isomorphic to the image of a cone sequence in Cpretr. 
2.4. Pseudo-tensor structure in the category dgeC
Let ∗ : Cube → C be a co-cubical object in a tensor category (C,⊗)
with co-multiplication δ∗. Then assigning (X,Y, n) 7→ HomC(X⊗
n, Y ) de-
fines a DG category dgC := (C,⊗,∗, δ∗). We have as well the DG category
dgeC with Hom-complexes
HomdgeC(X,Y )
∗ := ETotHomC(X ⊗
∗, Y ⊗∗)
and DG functor (1.3.2) F : dgC → dgeC.
In this section, we will define a pseudo-tensor structure on dgeC. Under
suitable hypotheses on ∗, we show that this pseudo-tensor structure is
representable and defines a tensor structure on H0C. Finally, using our
results from §2.3 and §1.3.3, we show that we get the structure of a tensor
triangulated category on Kbdg(dgeC) and K
b
dg(dgC).
Definition 2.4.1. Let I = {1, . . . , k}, and let X1, . . . ,Xk, Y be in C.
1. Let P CI ({Xi}i∈I , Y )
(∗1,...,∗k),n be k-dimensional non-degenerate complex
associated to the k-cubical object
(a1, . . . , ak) 7→ HomC(X1 ⊗ . . . ⊗Xk ⊗
a1 ⊗ . . .⊗ak , Y ⊗n).
2. Let P CI ({Xi}i∈I , Y )
∗ be the extended total complex associated to the
n+ 1 dimensional complex P CI ({Xi}i∈I , Y )
(∗1,...,∗k),∗, that is
P CI ({Xi}i∈I , Y )
m :=
∏
(a1,...,ak),n
n−
∑
i ai=m
P CI ({Xi}i∈I , Y )
(a1,...,ak),n.
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Remark 2.4.2. Referring to the extended multi-cubical complexes defined
in §1.3.4, we have the identity
P CI ({Xi}i∈I , Y )
∗ = HomC(X1 ⊗ . . .⊗Xk, Y )
∗
k,ext.
We now proceed to define the composition law for this pseudo-tensor
structure. Let π : J = {1, . . . , p} → {1, . . . , l} = I be a surjection, let
X1, . . . ,Xp, Y1, . . . , Yl, Z be objects of C, and let Ji := π
−1(i), pi := |Ji|,
i = 1, . . . , l. Write
Ji := {j
i
1, . . . , j
i
pi}; j
i
1 < . . . < j
i
pi ,
and take f ∈ P CI ({Yi}i∈I , Z)
(a1,...,al),n, gi ∈ P
C
Ji
({Xji
k
}, Yi)
(b
ji1
,...,b
jipi
),ai
, i =
1, . . . , l. Let β : J1 ∐ . . . ∐ Jl → {1, . . . , p} be the bijection sending i to i.
Let XJi := Xji1
⊗ . . . ,Xjipi
and let b(Ji) := 
b
ji1 ⊗ . . . ,⊗
b
jipi
τ1 : X
J1 ⊗b(J1) ⊗ . . . XJl ⊗b(Jl) → XJ1 ⊗ . . .⊗XJl ⊗b(J1)⊗ . . .⊗b(Jl)
be the symmetry isomorphism permuting the factors b(Ji) and XJi , let
τ2 : X
J1 ⊗ . . .⊗XJl → X1 ⊗ . . .⊗Xp
be the symmetry isomorphism induced by the bijection β and let
τ3 : 
b(J1) ⊗ . . . ⊗b(Jl) → b1 ⊗ . . . ⊗bp
be the signed symmetry isomorphism induced by β, where we give b degree
b. Similarly, we have the symmetry isomorphism (without sign)
τ4 : Y1 ⊗
a1 ⊗ . . .⊗ Yl ⊗
al → Y1 ⊗ . . .⊗ Yl ⊗
a1 ⊗ . . .⊗al
We define f ◦π (g1⊗ . . .⊗gl) as the composition in the following diagram:
X1 ⊗ · · · ⊗Xp ⊗
b1 ⊗ · · · ⊗bp
τ−11 ◦(τ
−1
2 ⊗τ
−1
3 )

XJ1 ⊗b(J1) ⊗ . . . ⊗XJl ⊗b(Jl)
g1⊗...⊗gl

Y1 ⊗
a1 ⊗ . . .⊗ Yl ⊗
al
τ4

Y1 ⊗ . . . ⊗ Yl ⊗
a1 ⊗ . . . ⊗al
f

Z ⊗n
Finally, we define the composition law
◦π : P CI ({Yi}i∈I , Z)
∗
⊗
[⊗li=1P
C
Ji({Xjik
}, Yi)
∗]→ P CJ ({Xj}j∈J , Z)
∗ (2.4.1)
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by associating to a tensor product of sequences (fna1,...,al)
⊗
[⊗li=1(g
a′i
bi1,...,b
i
pi
)],
fna1,...,al ∈ P
C
I ({Yi}i∈I , Z)
(a1,...,al),n; n−
∑
i
ai = r
g
a′i
bi1,...,b
i
pi
∈ P CJi({Xjik
}, Yi)
(b
ji
1
,...,b
jipi
),a′i ; a′i −
∑
j
bij = si
the sequence (fna1,...,al ◦
π (⊗li=1g
ai
bi1,...,b
i
pi
))
We record the following result without proof; the proof is a straightfor-
ward verification.
Proposition 2.4.1. The maps (2.4.1) are maps of complexes and satisfy
the associativity property required by a pseudo-tensor structure.
Theorem 2.4.2. Suppose that the extended co-cubical object ∗ admits a bi-
multiplication and is homotopy invariant. Then the pseudo-tensor structure
on dgeC is representable and induces a tensor structure on H
0dgeC
Proof. From remark 2.4.2, we have the identity
P CI ({Xi}i∈I , Y )
∗ = HomC(X1 ⊗ . . .⊗Xk, Y )
∗
k,ext,
By proposition 1.3.4 we have the natural quasi-isomorphism
λk,1,ext : HomC(X1 ⊗ . . .⊗Xk, Y )
∗
1,ext → HomC(X1 ⊗ . . .⊗Xk, Y )
∗
k,ext;
by definition, we have
HomC(X1 ⊗ . . .⊗Xk, Y )
∗
1,ext = HomdgeC(X1 ⊗ . . .⊗Xk, Y )
∗,
thus, P CI ({Xi}i∈I , )
∗ is represented by X1 ⊗ . . .⊗Xk.
The assertion that the induced representable pseudo-tensor structure on
H0dgeC is a tensor structure, i.e., that for each surjection π : J ։ I, the
induced map
ǫπ : ⊗j∈JXj −→ ⊗i∈I(⊗j∈JiXj)
is an isomorphism in H0dgeC. For this, it follows immediately from the
definition of the quasi-isomorphism λk,1,ext and the composition law for the
pseudo-tensor structure that the map ǫπ is just the evident commutativity
constraint in the tensor category C, and is thus an isomorphism. 
By the results of §2.2, the pseudo-tensor structure P CI ({Xi}i∈I , )
∗ we
have defined on dgeC gives rise to a pseudo-tensor structure P
Cpretr
I ({Xi}i∈I , )
∗
on Cpretr.
Corollary 2.4.3. Suppose that the extended co-cubical object ∗ admits a
bi-multiplication and is homotopy invariant. Then the induced pseudo-tensor
structure P dgeC
pretr
I ({Xi}i∈I , )
∗ on dgeC
pretr is representable and gives rise
to a tensor structure on the homotopy category Kb(dgeC), making K
b(dgeC)
a tensor triangulated category.
Proof. This follows from theorem 2.3.5 and theorem 2.4.2. 
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Remark 2.4.3. Suppose that co-cubical object∗ admits a bi-multiplication
and is homotopy invariant. By proposition 1.3.3, the functor (1.3.2) F :
dgC → dgeC is a quasi-equivalence. Thus, by proposition 1.1.3, we have an
equivalence of triangulated categories
Kb(F ) : Kb(dgC)→ Kb(dgeC).
Thus, the tensor structure on Kb(dgeC) gives rise to a tensor structure on
Kb(dgC), making Kb(dgC) a tensor triangulated category.
Definition 2.4.4. Let ∗ be a homotopy-invariant extended co-cubical ob-
ject with bi-multiplication in a tensor category C and C is Q-linear. Note
that the symmetric group Sn acts on HomC(X ⊗ 
n, Y ⊗ ∗) through the
permutation action on n (and hence n). Let
HomC(X ⊗
n, Y )alt ⊂ HomC(X ⊗
n, Y )
be the subcomplex on which Sn acts by the sign representation. We define
a pseudo-tensor structure on dgeC given by
altP CI ({Xi}i∈I , Y )
n := HomC(⊗i∈IXi ⊗
−n, Y )alt
Let alt : HomC(⊗i∈IXi ⊗
n, Y )→ HomC(⊗i∈IXi ⊗
n, Y )alt be the map
alt = altn =
1
n!
∑
ρ∈Sn
(−1)sgn(ρ)ρ∗.
The composition law ◦alt for the pseudo-tensor structure is the composition
◦alt : HomC(
(
⊗i∈IYi
)
, Z)altp1 ⊗
⊗
i∈I
HomC(
(
⊗j∈JiXj
)
, Yi)
altqi
1
◦˜
→ HomC(
(
⊗j∈JXj
)
, Z)
p+
∑
qi
1
alt
→ HomC(
(
⊗j∈J Xj
)
, Z)
altp+
∑
qi
1
where ◦˜ is defined as follows:⊗
j∈J Xj ⊗
p+
∑
i qi
id⊗Xj⊗δq1,...,qk,p
⊗
j∈J Xj ⊗
q1 ⊗ . . .⊗qk ⊗p
τ
⊗k
i=1
(
⊗j∈Ji Xj ⊗
qi
)
⊗p
g1⊗...⊗gl⊗idp

Y1 ⊗ . . .⊗ Yk ⊗
p
f

Z
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It follows from [Lev09, Proposition 1.14] that this is indeed a pseudo-
tensor structure. In fact, this is the pseudo-tensor structure induced by the
tensor structure on (C,⊗,∗, δ)alt defined in [Lev09, § 1.7].
Proposition 2.4.4. 1. The pseudo-tensor structure altP C∗ is representable.
2. For C = CorSQ,
altP
CorSQ
∗ induces the same tensor structure on
H0dgeCorS as P
CorSQ
∗ .
Proof. (1): It follows from [Lev09, Proposition 1.7] that the inclusion
HomC(⊗i∈IXi, Y )
alt∗
1 → HomC(⊗i∈IXi, Y )
∗
1
is a quasi-isomorphism. Also, by Proposition 1.3.3, F⊗i∈IXi,Y : HomC(⊗i∈IXi, Y )
∗
1 →
HomdgeC(⊗i∈IXi, Y )
∗ is a quasi-isomorphism. Thus, altP CI ({Xi}i∈I , )
∗ is
representable by ⊗i∈IXi.
(2): The map alt : HomC(⊗i∈IXi, Y )
∗
1 → HomC(⊗i∈IXi, Y )
alt∗
1 is a quasi-
isomorphism for C = CorSQ (see [Lev94, Theorem 4.11]). We have the
quasi-isomorphism
P
CorSQ
I ({Xi}, Y )
∗ ι→ HomCorSQ(⊗Xi, Y )
∗
1
alt
→ HomCorSQ(⊗Xi, Y )
∗alt
1 =
altP
CorSQ
I ({Xi}, Y )
∗
given as∏
m−
∑
ai=p
HomCorSQ(
k⊗
i=1
Xi ⊗
a1 ⊗ · · · ⊗ak , Y ⊗m)
ι
→ HomCorSQ(⊗Xi ⊗
−p, Y )
f = (fm) 7→
∑
∑
ai=−p
f0a1,...,ak ◦ (id⊗Xi ⊗ δa1,...,ak)
By Proposition 1.3.3 and Proposition 1.3.4, we get that ι is a quasi-isomorphisms.
Also, it follows from the definition of the composition laws that ι(f(gi)) =
ι(f)◦˜(ι(gi)). Thus,
alt
(
ι(f(gi))
)
= alt
(
ι(f)◦˜(ι(gi))
)
= alt
(
alt(ι(f))◦˜(alt(ι(gi)))
)
= alt(ι(f))◦alt(alt(ι(gi)))
Hence the quasi-isomorphism alt◦ ι is compatible with the composition laws
of the two pseudo-tensor structures. 
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CHAPTER 3
Tensor Structure on Smooth Motives
3.1. Main Theorem
Let S be a fixed regular scheme of finite Krull dimension, giving us the
DG categories dgCorS and dgeCorS.
Theorem 3.1.1. There is a pseudo-tensor structure on dgeCor
pretr
S inducing
the structure of a tensor triangulated category on the equivalent triangulated
categories Kbdg(dgeCorS) and K
b
dg(dgCorS).
Proof. By proposition 1.4.1, the co-cubical object ∗S admits a bi-
multiplication and is homotopy invariant. Thus we may apply corollary 2.4.3
and remark 2.4.3 to complete the proof. 
Corollary 3.1.2. Suppose that the base scheme S is a semi-local regular
scheme over a field k of characteristic zero. Then the tensor structure on
Kbdg(dgCorS) extends canonically to give the categories SmMot
eff
gm(S) and
SmMotgm(S) the structure of tensor triangulated categories.
Proof. Recall that PrCorS is the full subcategory of CorS with ob-
jects the smooth projective S-schemes, giving us the full DG subcategory
dgPrCorS of dgCorS with objects in PrCorS, and the full DG subcat-
egory dgePrCorS of dgeCorS similarly defined. Since PrCorS is a sub-
tensor category, the pseudo-tensor structure we have defined on dgeCorS
restricts to a pseudo-tensor structure on dgePrCorS, giving us a pseudo-
tensor structure on the full DG subcategory dgePrCor
pretr
S of dgeCor
pretr
S .
Thus, as the pseudo-tensor structure on dgeCor
pretr
S gives us by theorem 3.1.1
the structure of a tensor triangulated category on the homotopy category
Kbdg(dgeCorS), the same holds for the full triangulated subcategoryK
b
dg(dgePrCorS)
of Kbdg(dgeCorS).
This tensor triangulated structure passes to the pseudo-abelian hull
SmMoteffgm(S) of
Kbdg(dgePrCorS) and, after inverting ⊗L, on SmMotgm(S). 
Remark 3.1.1. Taking S = Spec (k) in corollary 3.1.2 gives us a tensor
structure on Bondarko’s category of motives.
Corollary 3.1.3. Working with Q-coefficients, the tensor structure we de-
fined on SmMoteffgm(S)Q agrees with the one defined by Levine in [Lev09].
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Proof. Working with Q-coefficients, we get a tensor structure on the
category SmMoteffgm(S)Q when S is semi-local and smooth over a field of
characteristic 0. The pseudo-tensor structure altP
CorSQ
I defined in Defini-
tion 2.4.4 is induced by the tensor structure on dgCorSQ defined in [Lev09,
§ 1.7]. Thus by part (2) of Proposition 2.4.4, it follows that the tensor struc-
ture on SmMoteffgm(S)Q defined by Levine coincides with the one induced by
the pseudo-tensor structure described in Theorem 3.1.1. 
3.2. Future directions
The first question that arises is the one of extending our main result
corollary 3.1.2 to an arbitrary regular base scheme S. The obstruction to this
is the extension of a pseudo-tensor structure on a presheaf of DG categories
U 7→ C(U) on a topological space X to a pseudo-tensor structure on the
Godement resolution RΓ(X, C).
Another question would be if, for X ∈ ProjS of dimension d, X 7→
XD := X ⊗ Ld gives an exact duality
D : SmMotgm(S)
op → SmMotgm(S)
Cisinski-De´glise ([CD07]) have defined a tensor triangulated category
of effective motives over a base-scheme S, DM eff(S), and a tensor trian-
gulated category of motives over S, DM(S), with an exact tensor functor
DM eff(S)→ DM(S) that inverts ⊗L (see also [Voe08]). Levine ([Lev09])
defined exact functors
ρeffS : SmMot
eff
gm(S)→ DM
eff(S), ρS : SmMotgm(S)→ DM(S)
which give equivalences of SmMoteffgm(S), SmMotgm(S) with the full trian-
gulated subcategories of DM eff(S) and DM(S) generated by the motives of
smooth projective S-schemes, resp. the Tate twists of smooth projective S-
schemes. It would be interesting to check if these are equivalences of tensor
triangulated categories.
I would also try to define realization functors on SmMotgm(S) to the
derived category of local systems of abelian groups on San, such that this
would be an exact tensor functor.
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