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R E S U M  
Els aiguamolls construïts són sistemes de tractament d’aigües residuals. Es tracta de 
basses reblertes de graves i plantades amb plantes típiques de zones humides en les quals 
l’aigua es depura per la interacció entre microorganismes, plantes i contaminants presents 
en l’aigua. Degut a la gran complexitat i a la simultaneïtat dels processos que tenen lloc al 
seu interior, existeixen grans llacunes de coneixement sobre el seu funcionament general. 
Durant les últimes dècades s’han desenvolupat diversos models numèrics per tal de cobrir 
aquestes mancances. Aquesta tesina es realitza entorn del model aplicat a aiguamolls 
construïts anomenat BIO_PORE i desenvolupat en la plataforma COMSOL MultiphisicsTM. 
Aquest model utilitza les expressions biocinètiques del model CWM1, que estan basades 
en les equacions de la sèrie de models ASM per fangs activats (processos aerobis) i ADM 
per digestió anaeròbia (processos anaerobis). 
El model BIO_PORE va ser calibrat en un estudi anterior fent servir dades experimentals 
obtingudes durant un període d’un any d’una planta pilot. En aquest treball es van 
introduir dos paràmetres empírics (M_max i Act_biof) a la formulació original del CWM1, 
que els mateixos autors discuteixen que fan necessari un estudi de sensibilitat per 
conèixer el seu efecte en els resultats. A més, la manca de capacitat computacional va 
impedir un estudi detallat de la sensibilitat de la malla. 
Així doncs, els objectius d’aquest treball són optimitzar la malla a utilitzar per reduir els 
costos computacionals i finalment analitzar la sensibilitat dels dos paràmetres esmentats 
anteriorment. 
L’estudi de sensibilitat de la malla es va dur a terme analitzant les concentracions de 
Demanda química d’oxigen (DQO) i nitrogen amoniacal (SNH) a la sortida de l’aiguamoll 
utilitzant diferents malles. L’estudi de la malla s’inicia amb uns models simplificat de 2 
grups bacterials (SM1 i SM2), i s’incrementen els grups bacterials progressivament fins al 
model complet (6 grups bacterials). S’ha pogut justificar la utilització de la malla creada 
pels autors. També s’ha vist que la relació entre el nombre d’elements i el temps de 
computació és lineal.  
Per altra banda, s’han fet diferents simulacions variant els valors dels paràmetres d’estudi 
(M_max i Act_biof) per tal de saber la influència que tenen aquests paràmetres en les 
concentracions efluents de DQO i SNH.  Els resultats demostren que M_max i Act_biof 
influeixen, en un grau bastant modest, en les concentracions de SNH a la sortida (variació 
màxima d’un 11%), però sí que tenen una influència significativa en el registre de la DQO 


































A B S T R A C T  
Constructed Wetlands are used to treat wastewater from different sources. They are based 
on the principles of natural wetlands where water is depurated by the interaction between 
microorganisms, plants and pollutants.  Their performance is still difficult to predict due to 
the diversity and simultaneousness of the physical, chemical, and biological processes 
involved, of which some are yet to be understood. During the last decades some 
mathematical models have been created to solve these shortcomings. In this work it is 
used the Constructed Wetland model BIO_PORE developed in COMSOL MultiphisicsTM. This 
model is a mechanistic model which uses the biokinetic expressions defined in CWM1, 
based on ASM (aerobic processes) and ADM (anaerobic processes) formulations.  
BIO_PORE was calibrated in a previous study using experimental data of a period of 1 year 
obtained from a pilot CW with satisfactory results. In that work two empirical parameters 
(M_max and Act_biof) were introduced to the original CWM1 formulation. The authors of 
the model believe that a sensitivity analysis is necessary to see the influence that the new 
parameters have on the results. The lack of computational capacity prevented the 
realization of a mesh sensitivity study. 
So, the objectives of this work are to optimize the mesh of the BIO_PORE model to reduce 
computational costs and to perform a parametric sensitivity analysis of parameters 
M_max and Act_biof. 
The mesh optimization was performed analyzing the effluent concentrations of COD and 
SNH using different sized and density meshes. The mesh study starts with simplified 
models of 2 bacterial groups (SM1 and SM2) and a new bacterial group is added 
progressively until the complete model. The mesh used by the authors could be justified 
and it was found a relation between the number of elements of the mesh and the 
computational time spent.  
Moreover, different simulations have been executed with different values for the 
parameters M_max and Act_biof to know its influence to the effluent COD and SNH 
concentrations. The parametric sensitivity analysis shows that the M_max and Act_biof 
does not have a significant influence in the effluent SNH (maximum variation of 11%), but 
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Constructed wetlands (CWs) are engineered systems used to treat wastewater originated 
from different sources in the same conditions as natural wetlands do (Fig. 1.1). 
Over recent decades, CWs have become a widely accepted alternative technology to 
conventional wastewater treatment plants. In comparison to conventional technologies 
CWs have the advantages of being low-cost and easy to operate and maintain (Tyroller et 
al. 2010).  
 
FIG. 1.1 View of a constructed Wetland. Notice the gravel filling up the CW  and the plants. In later 
stages the plants reach to cover the entire area (Kwok Chen Ko, 2013). 
The intensive research carried out over the years on this treatment technology has 
resulted in a better understanding of the processes that take place in wastewater 
treatment. However, their performance is still difficult to predict due to the diversity and 
simultaneousness of the physical, chemical, and biological processes involved, of which 
some are yet to be understood (Samsó and García, 2013). As a consequence, several 
mathematical models have been developed to improve the design and performance of 
these systems. These complex models can not only predict the effluent concentrations of 
different pollutants present in the influent wastewater but also provide some valuable 
information on their functioning and on the most relevant treatment processes.  
BIO_PORE model (Samsó and García, 2013) is a mechanistic model which uses the 
biokinetic expressions defined in CWM1 (Langergraber et al., 2009). CWM1 describes 
biochemical transformation and degradation processes for organic matter and nitrogen in 
sub-surface flow CWs. Among the several existing CW models, BIO_PORE model stands out 
from the rest, since its newly developed formulation makes it suitable to carry out long-
term simulations. Moreover, Samsó and García (2013) calibrated the outputs of this model 
with experimental data, obtaining satisfactory results. 
Nevertheless, and due to the lack of parallel computational capacity, a mesh sensitivity 
analyses could not be effectively performed in Samsó and García (2013).  
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Moreover, two new empirical parameters were included in the formulation of BIO_PORE 
model in order to prevent unrealistic growth of bacterial communities and thus to be able 
to simulate for long-term scenarios. These two parameters, however, come with an 
inherent uncertainty, and their impact to the model output should be further studied 
(Samsó and García, 2013). 
Sensitivity analysis allows determining if a model resembles the system under study, to 
distinguish which factors have a major influence to the output values from the ones that 
are insignificant, the optimal parameter values to use in a calibration study and the 
interaction relation between factors (Saltelli et al., 2000) 
Therefore, the objectives of the present work are to optimize the mesh of the model to 
gain accuracy in the results with minimal computational time and to perform a sensitivity 
analysis to find the influence of two parameters included in the BIO_PORE model. The 
results of this study will allow deciding if it is necessary to focus on determining, with 
more precision, the values of those parameters, or if they are not relevant to obtain more 
accurate results. 
To perform the objectives numbered before, more than 86 simulations have been 
performed, which have taken more than 3 months of computation time. The parallel 
computational capabilities of COMSOL MultiphisicsTM (Fig. 1.2) have been fully exploited in 
a computer cluster.  
 
FIG. 1.2 View of the COMSOL MultiphysicsTM interface. 
This study may contribute to improve this model that is in the forehead by the moment.  It 
will also be a guide for finding the perfect design of meshes for other models. 
Furthermore, the parametric sensitivity analysis will provide valuable information for 
BIO_PORE: the knowledge of the influence of the introduced parameters in the outputs of 
the model will give information about which parameters have to be evaluated with more 
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precision and the ones that doesn’t affect the results. Thus it is expected that the results 





























































The objectives of the current work are: 
1. To optimize the mesh of the BIO_PORE model. 
An optimum mesh will provide more accurate results in the shortest computing 
time.  
2. To perform a parametric sensitivity analysis for parameters M_max and 
Act_biof. 
The sensitivity analysis will provide information about the relevance of the new 






















































3 STATE OF THE ART 
3.1 CONSTRUCTED WETLANDS 
Wetlands include a wide variety of habitats such as marshes, peat lands, floodplains, rivers 
and lakes, and coastal areas such as saltmarshes, mangroves, and sea grass beds, but also 
coral reefs and other marine areas no deeper than six meters at low tide, as well as 
human-made wetlands such as waste-water treatment ponds and reservoirs (Lahora, 
2003)(Fig. 3.1). 
 
FIG. 3.1  Natural wetland (US Water Alliance 2013). 
In natural wetlands, different kinds of animals, bacteria and plants (Fig. 3.2) are present 
and take advantage of the nutrients and environmental conditions of these zones.  These 
organisms are involved in some physical and chemical processes which play an important 
role in water purification. 
 
FIG. 3.2  Typha Latifolia. This plant is frequently found in a variety of wetland habitats (Ohio State 
University, 2008). 
The idea of cleaning water simulating the natural wetland conditions came about for this 
reason. These constructions, the objective of which is to purify water in the same 
conditions as natural wetlands do, are called Constructed Wetlands (CWs). 
CWs are engineered systems, based on the principles of natural wetlands, which are used 
to treat wastewater originated from different sources (urban runoff, municipal, industrial, 
agricultural and acid mine drainage). According to the way water circulates through the 
basins, CWs can be classified as Subsurface Flow Wetlands (SSF CWs), where water 
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circulates through the porosity of a granular medium, or Surface Flow Wetlands (SF CWs), 
where water circulates in contact with the atmosphere (Samsó and García, 2012; Kadlec& 
Wallace, 2008).  
 
FIG. 3.3 Vertical Sub-surface Constructed Wetland scheme. The wastewater circulates from the 
top to the bottom of the wetland (Sandec/Eawag Aquatic Research, 2012 (b)). 
SSF wetlands can be classified in Vertical (Fig. 3.3) or Horizontal (Fig. 3.4) Flow systems. 
In Horizontal flow wetlands wastewater is maintained at a constant depth and flows 
horizontally below the surface of the granular medium (Samsó and García, 2012; 
Kadlec&Wallace, 2008). 
 
FIG. 3.4 Horizontal Sub-surface Constructed Wetland scheme. Water circulates frome the inlet 
zone (at left) to the outlet zone (at right)  (Sandec/Eawag Aquatic Research, 2012 (a)).  
Horizontal SSF CWs consist of a shallow basin filled with a filter material (substrate), 
usually sand or gravel, and planted with vegetation tolerant to saturated conditions, as 
aquatic macrophytes. They have engineered structures to control the flow direction, liquid 
retention time and water level (Samsó and García, 2012; USEPA, 2000). Wastewater is 
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introduced into the basin and flows over the surface or through the substrate; it is 
retained during a specified time, and is discharged out of the basin through a structure 
which controls the depth of the wastewater in the wetland (Samsó and García, 2013). CWs 
are designed to simulate the conditions that allow the development of the processes 
occurring in natural wetlands, but in a more controlled environment (Samsó and García, 
2012; García et al., 2010). 
This technology has low energy and maintenance requirements and is easy to operate. 
These facts make it suitable for wastewater treatment where land availability and land 
prices are not limiting factors (García et al., 2001; Puigagut et al., 2007). CWs have been 
actively used around the world since the early 70's as an alternative to conventional 
treatment plants for the sanitation of small communities (Samsó and García, 2012; 
Puigagut et al., 2007) (Fig. 3.5). 
FIG. 3.5  Constructed Wetland. In the left picture a wetland has just been planted. The picture on 
the right shows the same wetland to years later  (Lloyd Rozema,2013). 
Some of the reasons for using CW to treat water are the utilization of natural processes, 
the simplicity and low cost of construction, operation and maintenance and the processes 
stability. There are, also some limitations: they require large land surfaces, it may be less 
expensive than other options only where land is available and affordable (it is not 
adequate for water treatment of large population or where the soil is expensive) and its 
design criteria have yet to be developed for different types of wastewater and climates. 
3.2 CONSTRUCTED WETLANDS MODELS 
Multi-species reactive transport models that can simulate coupled biochemical processes 
are seen as useful tools for describing the complex subsurface environments and for 
designing remediation systems (Rolle et al., 2008; Samsó and García, 2012) 
Research into the modeling of constructed wetlands is far less advanced than equivalent 
research for conventional wastewater treatment systems (García et al., 2010). This can be 
attributed to the fact that unlike the well-known Activated Sludge models (Henze et al., 
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2000), in which the mixed liquor properties are considered generally homogeneous in 
space, in CWs, the concentration of the different substrates and microorganisms not only 
depends on time, but also on space (Samsó and García, 2012). This makes constructed 
wetlands more complex than conventional activated sludge systems.  
Moreover, the number of processes involved in the treatment of water in CWs is much 
higher than in conventional treatment systems, which adds to the complexity of 
developing a CW model. 
We can distinguish between two kinds of models: the black-box models and the process-
based models.  
In the black-box models the interactions between soil vegetation, water and 
microorganisms are not well described (Kumar and Zhao, 2011; Toscano et al., 2009). As 
Kumar and Zhao (2011) say CWs design has been mainly based on rules of thumb using 
specific surface area of requirements (Brix and Johansen, 2004) or simple first-order 
decay models (Kadlec and Knight, 1996; Rousseau et al., 2004). 
The process-based models allow a better understanding of the processes occurring within 
CWs (Kumar and Zhao, 2011; Langergraber, 2007).They try to represent mathematically 
all the processes that occur inside the CW.  
A more detailed description will be given for BIO_PORE model, which is the model used in 
the current study. 
3.2.1 BLACK BOX MODELS 
Although the black-box models cannot provide new insight into the processes occurring in 
constructed wetlands, a brief description of the most widely used of the existing ones is 
made. 
REGRESSION MODELS 
Regression models are based in an empirical regression analysis. Though the regression 
equations provide useful information on the overall performance of the wetlands, they are 
typically valid only for the range of data used to model them.  
FIRST ORDER DECAY MODELS 
Originally, working with simple regression equations, most researcher and designers 
evolved towards the use of the well-known first order k-C* model (Kadlec and Knight, 
1996). This is a first order decay model based on two parameters: the first order decay 
rate “k”, and the background concentration “C*” which is an oversimplification of the 





3.2.2 PROCESS BASED MODELS 
In this section the most relevant mechanistic or process based models are described. The 
main advantage of this sort of models is that they not only allow simulating the effluent 
pollutant concentrations but they also permit to obtain a better understanding of the 
known processes taking place within the system. Although the BIO_PORE model also fits in 
this category of models, it will be described in more detail in the following section (3.3 The 
BIO_PORE M), since it will be the base of the current work. 
FITOVERT MODEL (Giraldi et al., 2010) 
FITOVERT (FITOdepurazione with VERTicale flow) (Giraldi et al., 2010) was developed in 
Matlab. This is a mathematical model for vertical sub-surface flow CWs. It can simulate the 
hydraulic behavior of vertical sub-surface flow constructed wetlands (VSSF-CWs) in both 
saturated and unsaturated conditions Kumar and Zhao (2011). FITOVERT can also handle 
the porosity reduction due to bacteria growth and accumulate of particulate components, 
so that the clogging process is also simulated as an effect of pore size reduction on the 
hydraulic conductivity of the simulated system.  
This software is able to describe the water flow through unsaturated porous media and 
considers the effects of evapotranspiration. It uses a mono-dimensional vertical scheme 
with a freely selectable number of horizontal homogeneous layers, the thickness and 
hydraulic parameters of which can be defined by the user. It is able to automatically 
handle the ponding on the surface of the vertical bed by changing the hydraulic boundary 
conditions. 
The vertical water flow through porous media in unsaturated conditions is described 
using the volumetric water content form of the Richards equation. The constitutive 
relationships between pressure head, hydraulic conductivity, and water content are 
handled using van Genuchten–Mualem functions. In a previous study (Giraldi et al., 2009), 
experimental procedures on a VSSF-CW pilot plant were followed to define van 
Genuchten–Mualem parameters for the evaluation of the hydraulic module. 
The evapotranspiration is considered as the sum of the evaporation from the free surface 
and the transpiration from plants. The two terms are identified according to the leaf area 
index (Varado et al., 2006) (Liu et al., 2005). The actual evaporation rate is defined 
according to Lappala et al. (1987). To describe the root water uptake, a microscopic 
approach (Varado et al., 2006) was used, consisting of a sink term added to the Richards 
equation. The canonical form of the sink term (Lai and Katul, 2000) was adopted. 
The biochemical module, based on the ASM1 (Henze et al. 1987), describes the 
degradation of both organic matter and transformation of nitrogen. Thirteen components 
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are taken into account, seven of which are dissolved and six are particulate. Since in VSSF-
CWs the biofilm is supposed to be always thin due to the small size of the supporting 
medium, in FITOVERT the biofilm diffusion is considered by a proper calibration of the 
kinetic parameters, with particular reference to the half saturation coefficients. Neither 
the features of the biochemical module nor the components and processes considered are 
described. 
The transport in the liquid phase is implemented for both dissolved and particulate 
components. The advection–dispersion transport in the liquid phase for dissolved 
components is described according to Bresler’s equation (Bresler, 1973), in which the 
reaction term is determined by the biochemical module. 
Neither the uptake of nutrients and metals by the plants nor adsorption are considered in 
the current version of FITOVERT. 
On the other hand, the transport and filtration of particulate components is described with 
a scheme based on the work of Iwasaki (1937), later developed by Ives (1969) for the 
numerical analysis of the sand filtration process in saturated conditions. 
One of the most notable features of FITOVERT is that it is able to handle the porosity 
reduction due to bacteria growth and filtration of particulate components. The effect of 
pore size reduction on the hydraulic conductivity is considered using a modified version of 
the Carman–Kozeny’s equation (Boller&Kavanaugh, 1995). 
The oxygen transport is modelled using the same equations as for the rest of the dissolved 
components, and the diffusive exchange of oxygen with the gas phase is included in the 
reaction term, which is described using Fick's law. Oxygen transfer by plants from the 
atmosphere to their roots is not implemented. 
The hydraulic model was calibrated by Giraldi et al. (2009), by comparing model outputs 
for inert components with experimental breakthrough curves of a pilot plant. The 
biochemical and transport modules have not been calibrated yet (Samsó and García, 
2012). 
CONSTRUCTED WETLAND TWO DIMENSIONAL (CW2D)(Langergraber and Simunek, 
2005) 
Hydrus-2D/3D is a modeling environment for analysis of water flow and solute transport 
in variably saturated porous media. It simulates water, heat and solute movement in two 
and three dimensions. The biokinetic expressions of Constructed Wetland two-
dimensional (CW2D) model were implemented in this platform. The main drawback of 
CW2D is that up until now only dissolved substances are considered and it is necessary to 
consider particulate wastewater constituents for a more accurate description of the real 
scenario (Kumar and Zhao, 2011; Langergraber and Simunek, 2005). 
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CW2D was developed to model the biochemical degradation and transformation processes 
for organic matter, nitrogen and phosphorus in vertical subsurface-flow CWs. 
The unsaturated flow model used in this study is that proposed by van Genuchten (1980). 
This model has six parameters, namely the residual and saturated water contents, θr and 
θs, respectively; the saturated hydraulic conductivity, Ks, the van Genuchten shape 
parameters α and n, and Mualem’s pore connectivity parameter l. 
Two additional boundary conditions are implemented to represent surface ponding in the 
vertical bed during wastewater loadings that exceed the infiltration capacity, and a limited 
outflow boundary at the bottom of the CW to enable modelling of the reduction of peak 
flows. 
The transport model considers dispersion, diffusion, convection, and several sources and 
sinks such as adsorption/desorption and water uptake by plant roots. 
The exchange of O2 from the gas phase into the aqueous phase is described using Gujer nd 
Boller (1990) equation. 
The mathematical structure of CW2D is based on the IWA Activated Sludge Models (Henze 
et al., 2000). 
Monod-type expressions are used to describe the process rates. All process rates and 
diffusion coefficients are temperature dependent. The temperature dependence of all 
process rates and diffusion coefficients is described using the Arrhenius equation. The 
biochemical components defined in CW2D include dissolved oxygen, three fractions of 
organic matter (readily- and slowly-biodegradable, and inert), four nitrogen compounds 
(ammonium, nitrite, nitrate, and dinitrogen), inorganic phosphorus, and heterotrophic and 
autotrophic microorganisms. Organic nitrogen and organic phosphorous are modelled as 
part of the COD. Heterotrophic bacteria are assumed to be responsible for hydrolysis, 
mineralization of organic matter (aerobic growth) and denitrification (anoxic growth). 
Autotrophic bacteria are assumed to be responsible for nitrification, which is modelled as 
a two-step process. All micro-organisms are assumed to be immobile. Lysis is considered 
to be the sum of all decay and loss processes. 
The effect of plants uptake on the removal of organic matter and nutrients in subsurface-
flow CWs was tested in Langergraber (2005). The model for plant uptake implemented 
describes nutrient uptake coupled to water uptake, which is an intrinsic capability of 
HYDRUS-2D. Literature values were used to calculate potential water and nutrient uptake 
rates. 
CW2D only considers dissolved wastewater compounds and is currently unsuitable for 






It is a computer code for 3D reactive transport in variable-density saturated flow. This 
numerical model is able to simulate the effect of biomass growth on the hydraulic 
properties of saturated porous media. 
PHWAT uses MODFLOW (McDonald &Harbaugh, 1988) to solve the saturated water flow, 
MT3DMS to simulate transport processes, and PHREEQC-2 to represent the biochemical 
reactions (Samsó and García, 2012). The biochemical reactions are based on the ASM 
(Henze et al. 2000) structure. Kinetic oxidation of carbon sources, organic matter 
hydrolysis, nutrient transformations and assimilation (nitrogen and phosphorus 
primarily) are modeled via Monod-type equations (Samsó and Garcia, 2012). 
While the ASM model consists of kinetic equations only, full water chemistry and 
sediment-water interactions can be modelled with PHREEQC. Subsequent updates to the 
MODFLOW code (Thoms et al., 2006) allowed PHWAT to model the variably saturated 
flow typical of VF CWs (Brovelli et al., 2009a). The anaerobic processes based on the 
model formulation by Maurer &Rittmann (2004) were also included in thebiogeochemical 
model in Brovelli et al. (2009a). Finally, a bioclogging module was introduced to simulate 
such process in constructed wetlands (Brovelli, et al., 2009b, 2009c). The model is 
developed at the macroscale, and includes the effect of flow-induced shear stress on 
biofilms. It also considers a growth-limiting expression to account for the reduction of 
porosity caused by bacterial-growth.(Samsó and García, 2012) 
2D MECHANISTIC model 
Ojeda et al. (2008) used a two-dimensional (2D) mechanistic mathematical model in order 
to evaluate the relative contribution of different microbial reactions to organic matter 
removal (in terms of COD) in HSSF-CWs that treated urban wastewater. 
3.3 THE BIO_PORE MODEL 
BIO_PORE model (Samsó and García, 2013) implements fluid flow and transport equations 
together with the biokinetic model Constructed Wetland Model number 1 (CWM1) 
(Langergraber et al., 2009; Llorens et al., 2011) (see Section 3.3.4.1) into COMSOL 





FIG. 3.6 View of the COMSOL MultiphysicsTM interface. The model domain is represented on the 
right. 
The most relevant innovation of this model, from which the name BIO_PORE was inspired, 
is the biofilm sub-model. This sub-model prevents unlimited and unrealistic growth of 
BIOmass in areas with high substrate concentrations and also accounts for the effects of 
PORE volume reduction resulting from inert solids accumulation (Samsó and García, 
2013).  
3.3.1 THE PILOT WETLAND 
In Samsó and García (2013) the BIO_PORE model was used to simulate the functioning of a 
pilot CW set in Les Franqueses del Vallès (Barcelona). This allows comparing the outputs 
of the model with experimental data. 
The granular media of the pilot wetland consisted of fine granitic gravel (D60=3.5mm, 
coefficient of uniformity =1.7, initial porosity n =40%) with a depth of approximately 0.6m 
at the inlet and 0.7m at the outlet.  The mixing zone, which corresponds to the first 0.3 
meters of the bed length, is composed of coarser gravel and there are no plants.  
The bottom of the wetland had a slope of 1%. 
Data used in this work comes from samples taken two to four times per month. These 
samples were analyzed for COD and NH4+. 
3.3.2 THE MODEL DOMAIN 
The model domain is 2D and represents a longitudinal section of the whole wetland. It is 
10.3m long and 0.7m high (see fig. Fig. 3.7). The inflow boundary is in the surface and is 
0.3m long from the limit of the wetland. The outflow boundary, localized at the end of the 
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CW, is 0.2m high from the bottom of the bed. Plants grow over the entire surface except for 
the inflow boundary. 
 
FIG. 3.7 Graphical representation of the model domain. There are six boundaries, three of which 
are impermeable (boundaries b1, b2 and b6). Boundary b3 is the inflow zone while boundary b5 
is the outflow zone. Boundary b4 is where oxygen transfers from the atmosphere to the water 
body.  
3.3.3 DEFINITION OF THE MAIN BIOLOGICAL PROCESSES CONSIDERED IN 
CWM1 
The following processes take place in the wetland. They are produced by the bacterial 
groups defined. In these reactions, some components are consumed and other are 
produced. 
Hydrolysis:  
- Hydrolysis is performed by XH and XFB (slower). 
- Hydrolysis converts XS into SF with a small fraction being converted into SI. 
- During the process SNH4 is released. 
- It is assumed that hydrolysis does not depend of oxygen conditions. 
Aerobic growth of XH on SF: 
- SO is consumed. 
- SNH4 is produced. 
- It depends on substrate and SNH4 availability as well as on electron acceptor 
concentrations (oxygen or nitrate). 
Aerobic growth of XH on SA: 
- Consumes SO and SA. 
- SNH4 is produced 
- It depends on substrate and SNH4 availability as well as on electron acceptor 
concentrations (oxygen or nitrate). 
Anoxic growth of XH on SF: 
- Consumes SNO and SF. 
- SNH4 is produced. 
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Anoxic growth of XH on SA: 
- Consumes SNO and SA. 
- Produces SNH4 
Aerobic growth of XA on SNH: 
- Consumes SNH4 and SO 
- Produces SNO and a small portion of SNH4 
Growth of XFB: 
- Performed by XFB under anaerobic conditions 
- Consumes SF 
- Produces SA and incorporates SNH4 to the biomass. 
Growth of XAMB: 
- Performed by XAMB under anaerobic conditions 
- Consumes SA 
- Incorporates SNH4 in the biomass. 
Growth of XASRB: 
- Performed anaerobically 
- Consumes SSO4 and SA 
- Produces SH2S and incorporates SNH4 in the biomass. 
Aerobic growth of XSOB on SH2S 
- Consumes SH2s and SO. 
- Produces SSO4, whereas SNH4 is incorporated in the biomass. 
Anoxic growth of XSOB on SH2S 
- Consumes SH2S and SNO. 
- Produces SSO4 and incorporates SNH4 in the biomass. 
Lysis of XH, XA, XFB, XAMB, XASRB and XSOB: 
- Produces XS, small fractions of XI, SF and SNH4. 
3.3.4 THE BIO_PORE MODEL EQUATIONS 
In this section all the equations comprised in the BIO_PORE are listed. To better see the 
modifications made by Samsó and García (2013) to CWM1. The changes introduced are 
highlighted in red. 
3.3.4.1 THE BIOKINETIC MODEL (CWN1) 
CWM1 is a general model to describe biochemical transformation and degradation 
processes for organic matter, nitrogen and sulphur in subsurface flow constructed 
wetlands (Langergraber, et al., 2009). The main objective of CWM1 is to predict effluent 
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concentrations from constructed wetlands without predicting gaseous emissions. CWM1 
describes aerobic, anoxic and anaerobic processes and is therefore applicable to both 
horizontal and vertical flow systems. 17 processes and 16 components (8 soluble and 8 
particulate) are considered. CWM1 is based on the mathematical formulation as 
introduced by the IWA Activated Sludge Models (ASMs). (Henze et al., 2000) 
The components of the model are basically the main wastewater constituents and the 
bacteria groups growing within them. The soluble components are characterized by an S, 
and particulate components by X. All the microorganisms of the model (only six bacterial 
groups are considered) are particulate components. All the components are shown in 
Table 3.1. 
TABLE 3.1 Components of the BIO_PORE model.  CWM1 components are in black. Red components 
are the ones introduced or modified by Samsó and García (2013). 
Components (dissolved and particulate) Units 
SO Dissolved Oxygen 
mgO2.L
-1 
SF Soluble fermentable COD 
SA Fermentation products as acetate as COD 
SI Inert soluble COD 
XSm Aqueous slowly biodegradable particulate COD 
XSf Solid slowly biodegradable particulate COD 
XIm Aqueous inert particulate COD 
XIf Solid inert particulate COD 
SNO Nitrite and nitrate nitrogen mgN.L-1 
SNH Ammonium and ammonia nitrogen 
SSO4 Sulphate sulphur mgS.L-1 
SH2S Dihydrogensulphide sulphur 
Bacterial groups Units 
XH Heterotrophic bacteria 
mgO2.L
-1 
XA Acetotrophic nitrifying bacteria 
XFB Fermenting bacteria 
XAMB Acetotrophicmethanogenic bacteria 
XASRB Sulphate reducing bacteria 
XSOB Sulphide oxidising bacteria 
 






3.3.4.2 HYDRAULIC SUB-MODEL 
It is represented by Darcy’s equation (Eq. 1), which describes the flow of a fluid 
(wastewater in this case) through a porous medium. 
       
  




   [L·T-1]: specific discharge. 
    [L·T-1]: saturated hydraulic conductivity tensor.  
  
   
 [unitless]: hydraulic gradient tensor. 
The model adjusts boundary b4 to the calculated water table level at every time step. 
3.3.4.3 REACTIVE-TRANSPORT SUB-MODEL 
This sub-model describes the transport of the components of CWM1. Dissolved species are 
only present in the aqueous phase. Particulate species are defined both in the aqueous and 
solid phases to simulate attachment and detachment processes of particulate components. 
The general equation that represents the transport and fate of the mobile substances is: 
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EQ. 2 
 Where k = 1, 2, …, m  
Where,  
m: total number of aqueous phase species (dissolved and particulate). 
  [M·L-3]: aqueous phase concentration of the kth species. 
    [L2·T-1]: hydrodynamic dispersion tensor. 
   [L·T-1]: specific discharge and is the coupling variable between the hydraulic and 
reactive-transport sub-models. 
  [M·L-3·T-1]: reaction rate of the kth species on the aqueous phase. 
             [M·L-3·T-1]: attachment and detachment rates, respectively. 




The model considers that bacteria are fixed. So the only mobile particulate components 
are XS and XI. This substances can be either be attached or be mobile.  The following 
equation (Eq. 3) is used to describe attachment rates of XS mobile (XSm) and XI mobile 
(XIm): 
      {
                      (       )
                             (       )
 
EQ. 3 
And the detachment rates of XS fixed (XSf) and XI fixed (XIf) are: 
             
EQ. 4  
Where, 
    [T-1]: first order attachment coefficient 
    [T-1]: first order detachment coefficient 
X shows the parameters values used for attachment/detachment coefficients. 
The SO, on the other hand, has an additional transport equation to represent the transport 
of dissolved oxygen that occurs between water and the atmosphere. This is expressed by 
equation (Eq. 5): 
   
  




EQ. 5  
Where,  
 
   
  
[M·L-3·T-1]: Oxygen transfer rate (OTR). 
       [T-1]: Oxygen mass transfer coefficient. 
       [M·L-3]: Dissolved oxygen concentration at saturation (Temperature 
dependent) 
    [M·L-3]: Dissolved oxygen concentration at time t. 
  [L3]: volume of pore water in the wetland. 






3.3.4.4 BIOFILM SUB-MODEL 
This sub-model simulates the growth and decay of the bacteria groups defined in the 
model. Table 3.2 shows the functions used to represent this phenomenon, and Table 3.3 
and Table 3.4 define the parameters that intervene in the aforementioned functions.  
The growth equations of Table 3.2 have generally the same structure: a coefficient for the 
maximum growth of a bacterial group and some terms in brackets. These terms in 
brackets are the Monod terms and represent the affinity or the inhibition of a certain 
substrate with each bacterial group.  
BIO_PORE model takes into account the effect of temperature on parameter values and, as 
commented before, the effect of pore reduction due to the growth of the microorganisms 
and the limited growth of them.  
Term for temperature affection: 
    (      ) 
EQ. 6 
Where,  
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TABLE 3.2 Functions used to represent the growth and decay of the bacteria groups defined in the model. The modifications of CWM1 introduced by Samsó and 
García (2013) are in red. 
j Process Processrate𝜌j 
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TABLE 3.3  List of values at 20ºC and 10ºC of all the parameters of the equations of the processes 
that take place in the wetland (Table 3.2). 
Parameter values 20ºC 10ºC 
Hydrolysis 
   Hydrolysis rate constant [1/d] 3 2 
   Saturation/inhibition coefficient for hydrolysis [g 
CODSF/g CODBM] 
0.1 0.22 
   Correction factor for hydrolysis by fermenting bacteria [-
] 
0.1 
Heterotrophic bacteria (aerobic growth and denitrification) 
   Maximum aerobic growth rate on SF and SA [1/d] 6 3 
   Correction factor for denitrification by heterotrophs [-] 0.8  
   Rate constant for lysis [1/d] 0.4 0.2 
    Saturation/inhibition coefficient for SO [mg O2/L] 0.2  
    Saturation/inhibition coefficient for SF [mg CODSF/L] 2  
    Saturation/inhibition coefficient for SA [mg CODSA/L] 4  
     Saturation/inhibition coefficient for SNO [mg N/L] 0.5  
     Saturation/inhibition coefficient for SNH (nutrient) [mg 
N/L] 
0.05  
      Saturation/inhibition coefficient for SH2S [mg S/L] 140  
Autotrophic bacteria 
   Maximum aerobic growth rate on SNH [1/d] 1 0.35 
   Rate constant for lysis [1/d] 0.15 0.05 
    Saturation/inhibition coefficient for SO [mg O2/L] 0.2 0.5 
     Saturation/inhibition coefficient for SNH [mg N/L] 1 1 
      Saturation/inhibition coefficient for SH2S [mg S/L] 140  
Fermenting bacteria 
    Maximum aerobic growth rate for XFB [1/d] 3 1.5 
    Rate constant for lysis [1/d] 0.02 0.07 
     Saturation/inhibition coefficient for SO [mg O2/L] 0.4 0.4 
     Saturation/inhibition coefficient for SF [mg CODSF/L] 28  
      Saturation/inhibition coefficient for SNO [mg N/L] 0.5  
      Saturation/inhibition coefficient for SNH (nutrient) [mg 
N/L] 
0.01  
       Saturation/inhibition coefficient for SH2S [mg S/L] 140  
Acetotrophicmethanogenic bacteria   
     Maximum aerobic growth rate for XAMB [1/d] 0.085 0.04 
     Rate constant for lysis [1/d] 0.008 0.004 
      Saturation/inhibition coefficient for SO [mg O2/L] 0.002  
      Saturation/inhibition coefficient for SF [mg CODSA/L] 56  
       Saturation/inhibition coefficient for SNO [mg N/L] 0.0005  
       Saturation/inhibition coefficient for SNH (nutrient) [mg 
N/L] 
0.01  
        Saturation/inhibition coefficient for SH2S [mg S/L] 140  
Acetotrophic sulphate reducing bacteria 
      Maximum aerobic growth rate for XASRB [1/d] 0.18 0.009 
      Rate constant for lysis [1/d] 0.012 0.006 
       Saturation/inhibition coefficient for SO [mg O2/L] 0.002  
       Saturation/inhibition coefficient for SF [mg CODSA/L] 24  
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        Saturation/inhibition coefficient for SNO [mg N/L] 0.0005  
        Saturation/inhibition coefficient for SNH (nutrient) [mg 
N/L] 
0.01  
        Saturation/inhibition coefficient for SSO [mg S/L] 19  
         Saturation/inhibition coefficient for SH2S [mg S/L] 140  
Sulphide oxidising bacteria 
     Maximum aerobic growth rate for XSOB [1/d] 5.28 2.64 
     Correction factor for anoxic growth of XSOB  0.8  
     Rate constant for lysis [1/d] 0.15 0.075 
      Saturation/inhibition coefficient for SO [mg O2/L] 0.2  
       Saturation/inhibition coefficient for SNO [mg N/L] 0.5  
       Saturation/inhibition coefficient for SNH (nutrient) [mg 
N/L] 
0.05  
      Saturation/inhibition coefficient for SHsS[mg N/L] 0.24  
 
TABLE 3.4  More values at 20ºC and 10ºC of all the parameters of the equations of the processes 
that take place in the wetland (Table 3.2). 
Parameter values II 
Stoichiometric parameters 
fHyd,SI Production of SI in hydrolysis [g CODSI/g CODXS] 0.0 
fBM,SF Fraction of SF generated in biomass lysis [g CODSF/g 
CODBM] 
0.05 
fBM,XI Fraction of XI generated in biomass lysis [g CODXI/g 
CODBM] 
0.1 
YH Yeld coefficient for heterotrophic bacteria [g CODBM/g 
CODSF] 
0.63 
YA Yeld coefficient for autotrophic bacteria [g CODBM/g N] 0.24 
YFB Yeld coefficient for fermenting bacteria [g CODBM/g 
CODSF] 
0.053 
YAMB Yeld coefficient for acetotrophicmethanogenic bacteria 
[g CODBM/g CODSA] 
0.032 
YASRB Yeld coefficient for acetotrophic sulphur reducing 
bacteria [g CODBM/g CODSA] 
0.05 




iN,SF N content of SF [g N/g CODSF] 0.03 
iN,SI N content of SI [g N/g CODSI] 0.01 
iN,XS  N content of XS [g N/g CODXS] 0.04 
iN,XI N content of XI [g N/g CODXI] 0.03 
iN,BM N content of biomass [g N/g CODBM] 0.07 
 
The simple exponential growth model can provide an adequate approximation of such 
growth for the initial period. Unrestricted growth is unrealistic. Verhulst P.F. (1838) 
considered that, for the population model, a stable population would consequently have a 
saturation level characteristic (carrying capacity “K”) so it exists a numerical upper bound 
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on the growth size. To incorporate this limiting form he introduced the logistic growth 
equation. The logistic growth equation has been used to model many diverse biological 
systems (Tsoularis and Wallace, 2002). 
Eq. 8 is the logistic equation that Samsó and García (2012) introduced in the BIO_PORE 
model to take into account the carrying capacity of the porosity.  
Term for growth limitation exerted by the reduction of porosity: 
(   
    
        
) 
EQ. 8 
The term for biofilm’s self-exerted growth limitation is referred to the carrying capacity.  
Term for growth limitation exerted by the reduction of porosity: 
(  
    
    
) 
EQ. 9 
The term for growth limitation exerted by the reduction of porosity expresses the filling of 
porosity with inert particles. This is the reason for what bacteria growth is limited. 
The parameters intervening in equations (Eq. 8) and (Eq. 9) are described in table (Table 
3.4 and Table 3.5). 
 
TABLE 3.4 Definition and values for the parameters introduced in terms of growth limitation an 
porosity occupation. 
Introduced parameters for growth limitations and porosity occupation 
n Porosity [m3 pore. m-3 gravel] 0.4 m3 pore. m-3 gravel 
Mbio_max 
 
maximummass of microbialactivebiomassthat can 
be maintained in a representativevolume [kgSV.m-
3 of gravel] 
0.093 kgVS.m-3 of gravel 
Mcap Maximum mass of solids that fit the porosity 
[kgSV.m-3 gravel] 
n*ƍbiomat = 0.4*15 kgVS.m
-
3=6 kgVS.m-3 gravel 
λdet Mobilization coefficient for attached components 0 





1 kgSV = 1.29 kg COD 
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TABLE 3.5 Mass of different substrates that can fill the porosity of a cubic meter of gravel.  
MXH Mass of XH in a cubic meter of gravel [kgSV.m
-3 
gravel] 
   
      
         
   
MXA Mass of XA in a cubic meter of gravel [kgSV.m
-3 
gravel] 
   
      
         
   
MXFB Mass of XFB in a cubic meter of gravel [kgSV.m
-3 
gravel] 
    
      
         
   
MXAMB Mass of XAMB in a cubic meter of gravel [kgSV.m
-3 
gravel] 
     
      
         
   
MXASRB Mass of XASRB in a cubic meter of gravel [kgSV.m
-
3 gravel] 
      
      
         
   
MXSOB Mass of XSOB in a cubic meter of gravel [kgSV.m
-3 
gravel] 
     
      
         
   
Mbio total microbial biomass present in a 
representative volume of granular material  
[kgSV.m-3 of gravel] 
MXH+MXA+MXFB+MXAMB+MXASR
B+MXSOB 
MXIf mass of solid phase inert particulate COD [kgSV.m
-
3 gravel] 
    
      
         
   
 
Table 3.6 and Table 3.7 show how all this new factors are contemplated and introduced in 
the model. 
Growth rates: 
TABLE 3.6  Growth rates of BIO_PORE model. Changes introduced in the CWM1 to consider growth 
limitation, porosity occupation and the effect of the temperature  are in red. 
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TABLE 3.7 Lysis rates of BIO_PORE model. Changes introduced in the CWM1 to consider the effect 
of the temperature are in red.  
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In tables Table 3.6 and Table 3.7 is easy to see how the effect of the temperature and the 
terms for microorganisms growth limitation are introduced in the process rate equations. 
3.3.4.5 PLANTS SUB-MODEL 
Plants roots are defined to be homogeneously distributed only in the 30 cm top layer of 
the granular media, and after the mixing zone. Two different values (one for the cold 
season and one for the warm season) for oxygen release and nutrients uptake rates by 
plants roots are included in the source/sink term (ss) of Eq. 2 for dissolved oxygen, 
ammonium and ammonia nitrogen and nitrate nitrogen (Samsó and García, 2013). 
3.3.5 SIMULATION STRATEGY IN SAMSÓ AND GARCÍA (2013) 
3.3.5.1 MESH 
The mesh used by Samsó and García (2013) to run the model (MODEL MESH) has a 
maximum growth for triangular elements of 0.05m, a minimum element size of 0.01m, a 
maximum element growth rate of 1.07, resolution of curvature of 1 and resolution of 




FIG. 3.8 Comsol parameters to build the MODEL MESH. 
The density of triangular elements is not homogeneous; the parameters established are in 
Table 3.8. 
TABLE 3.8 Number of triangular elements imposed in boundaries 3, 4 and 5 to increase the 
triangular element density in that areas.Total number of mesh elements refers to the whole mesh.  
 
Number of Triangular Elements 
Boundary 3 Boundary 4 Boundary 5 TOTAL 
MODEL MESH 20 550 7 19630 
 
The MODEL MESH is represented in Fig. 3.9 and Fig. 3.10. 
 




FIG. 3.10 Detail of the inlet area of the model mesh. It can be appreciated the variation of 
triangular elements density . 
3.3.5.2 SOLVING THE MODEL 
For practical reasons the model was divided in two studies which are executed one after 
the other. The first study to be solved is the Flow study and after it has finished the 
Transport study is run. 
- Flow study: It contains the Darcy’s law. It is a stationary study because the flow-
rate and the hydraulic parameters of the granular material are constant.  
- Transport study: It contains the transport equation for oxygen, for all the 
substrates and the growth of microorganisms. This is a time dependent study 
because the substrate concentrations are variable through the time. 
The flow study is rather simpler than the Transport study since in the latter the substrates 
transport and reactions and the growth of microorganisms are calculated. For this reason, 
when in this work we refer to simulation time, it corresponds to the time it takes to obtain 
the final solution of the Transport study for a period of 1 year for the mesh optimization 
(section 4.2) and for a period of 100 days in the sensitivity analysis (section4.3) 
3.4 SENSITIVITY ANALYSIS 
Sensitivity analysis (SA) is the study of how the variation in the output of a model can be 
apportioned, qualitatively or quantitatively, to different sources of variation, and of how 
the given model depends upon the information fed into it (Saltelli et al., 2000). 
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SA is an integral part of model development and involves analytical examination of input 
parameters to aid in model validation and provide guidance for future research (Hamby, 
D., 1995). 
SA allows researchers determine if a model resembles the system or processes under 
study; the factors that mostly contribute to the output variability and that require 
additional research to strengthen the knowledge base; the model parameters that are 
insignificant, and that can be eliminated from the final model; if there is some region in the 
space of input factors for which the model variation is maximum; the optimal regions 
within the space of the factors for  use in a subsequent calibration study; if an which 
factors or group of factors interact with each other (Saltelli et al., 2000). 
The simplest approach to sensitivity analysis is the one which requires varying parameter 
values one at a time. 
Some of the methods are described below. 
3.4.1 SENSITIVITY ANALYSIS METHODS THAT OPERATE ON ONE VARIABLE AT 
A TIME 
Differential sensitivity analysis 
A sensitivity coefficient is basically the ratio of the change in output to the change in input 
while all other parameters remain constant (Hamby, 1995; Krieger et al., 1977). The 
model result while all parameters are held constant is defined as the “base case”. 
Differential techniques are structured on the behavior of the model given a specific set of 
parameter values, e.g. assuming the base-case scenario is with all parameter values set to 
their mean.  
Differential analysis of parameter sensitivity is based on partial differentiation of the 
model in aggregated form. It can be thought of as the propagation of uncertainties. 
A measure of sensitivity to Xi is given by Eq. 10: 
    
  
   
 
EQ. 10 
Where Y is the dependent variable, Xi are the independent variables and Y=f(X) 
One at a time sensitivity measures  
Conceptually, the simplest method to sensitivity analysis is to repeatedly vary one 
parameter at a time while holding the others fixed (Hamby, 1995). A sensitivity ranking 
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can be obtained quickly by increasing each parameter by a given percentage while leaving 
all others constant, and quantifying the change in model output. This is a local sensitivity 
analysis since it only addresses sensitivity relative to the point estimates chosen and not 
for the entire parameter distribution. 
The Sensitivity Index (SI) 
Another of the simple methods of determining parameter sensitivity is to calculate the 
output % difference when varying one input parameter from its minimum value to its 
maximum value (Hamby, 1995). Hoffman and Gardner (1983) advocate utilizing each 
parameter’s entire range of possible values in order to assess true parameter sensitivities. 
The SI Is calculated using Eq. 11: 
   
         
    
 
EQ. 11 
Where Dmin and Dmax represent the minimum and maximum output values, respectively 
resulting from varying the input over its entire range. 
3.4.2 SENSITIVITY MEASURES THAT UTILIZE AN ARRAY OF INPUT AND 
OUTPUT VALUES GENERATED THROUGH RANDOM SAMPLING 
These methods consider the variability resulting from considering all input parameters 
simultaneously. Random sampling of input parameters generates input and output 
distributions useful in assessing model and parameter uncertainties in a Global sense. A 
large array of randomly selected input parameter values and calculated output values 
provides a means for determining parameter sensitivity through a variety of procedures: 
The importance Index, The relative deviation method, Standardized Regression 
Coefficients, etc. (Hamby, 1995).  







































In this section the methodology used to achieve the objectives exposed at the beginning of 
this work (2.OBJECTIVES) is detailed: the model execution and the steps followed to 
perform the mesh optimization and the sensitivity analysis. 
The simulations were performed using the model described in Samsó and García (2013) 
(section 3.3).  
Detailed information about the 2 computers used to perform all the simulations and the 
methods for launching simulations in batch are given in section 4.1.  
More than 14 meshes are defined in 4.2 to perform the mesh optimization, at first they 
were applied to a simplified model of 2 bacterial groups, and progressively the bacterial 
groups were increased until 6 bacterial groups (the complete model). The parameter 
sensitivity analysis (section 4.3) was performed comparing the results obtained from 
simulations with different values for the parameters of study.  
Should be noted that the input concentrations, flows and all the variables of the model 
were used to perform the simulations are the same as specified in “BIO_PORE, a 
mathematical model to simulate biofilm growth and water quality improvement in porous 
media: Application and calibration for constructed wetlands” (Samsó and García, 2013). 
The COD and SNH concentration is analyzed to perform all the studies in this work. COD is 
a measure of the amount of organic compounds in water: COD (mg/l) = SF+SA+SI+influent 
XS+influent XI which are soluble fermentable COD, fermentation products as acetate, inert 
soluble COD, slowly biodegradable particulate and inert particulate COD respectively. SNH, 











4.1 SIMULATION STRATEGY 
4.1.1 HARDWARE INFORMATION 
2 different computers have been used to run all the simulations performed in this work: 
Desktop1: 
- Operating System: Windows 7 Professional. Service Pack 1 
- Computer processor: Intel® Core ™ i5 3.20GHz 
- RAM: 8 GB 
Cluster:  
- Operating System: Linux Ubuntu 11.04 
- Computer processor: SGI-H2106 with 4 CPUs AMD Opteron 6140 with 8 cores 
each. 2.6 GHz 
- Level1 cache size: 8x64 KB 
- Level 2 cache size: 8x512 KB 
- Level 3 cache size: 2x6 MB 
- RAM: 64 GB. 
4.1.2 SOFTWARE INFORMATION 
The following programs were used in this work: 
- The COMSOL MultiphisicsTM 4.2 version was used for all the simulations. 
- Microsoft EXCEL 2010 was used to process the data from COMSOL MultiphisicsTM. 
- PuTTY software and WinSCP were used to remotely connect to the cluster. 
4.1.3 LAUNCHING SIMULATIONS 
In this work we make extensive use of the batch functionality built in the COMSOL 
MultiphysicsTM software, which allows computing several native COMSOL Multiphysics 
mph files one after another automatically. To do this, a bash script (for instance, batch.sh) 
is created, which specifies the location of the mph files to execute (-inputfile), where the 
results should be stored (-outputfile) and how many processors (-np) are to be used in 
each simulation. The symbol “;” means that the following command will be executed once 




nohup /home/comsol_nou/comsol42a/bin/comsol-np 4 batch -
inputfile 3Gs/CW1_G3s.mph -outputfile 
3Gs/CW1_G3s_4processors_res.mph > 3Gs/CW1_G3s.log ; 
nohup /home/comsol_nou/comsol42a/bin/comsol -np 4 batch -
inputfile 3Gw/CW1_G3w.mph -outputfile 
3Gw/CW1_G3w_4processors_res.mph > 3Gw/CW1_G3w.log ; 
 
The cluster was used because it allowed performing parallel simulations with 4 8-cores 
CPUs, reducing significantly the time of simulation.  The simulations were launched using 
4 cores each to avoid the saturation of the cluster. 3 simulations were performed in 
parallel and the others were in queue to be executed when the first ones had finished (Fig. 
4.1). 
When launching a simulation to the cluster, its state was controlled during all the process 
by a Remote Connection from Desktop1.  The connections to the cluster were done with 
puTTY, which allowed connecting to Linux via Secure Shell (SSH), a program that allows 
the access to remote machines via a network. The program WinSCP was used to work with 
the cluster in a graphical environment, which was more comfortable.  
The advantage of working with a cluster of 64GB of RAM was that different simulations 










FIG. 4.1  System of launching simulations. There are 3 models being solved at the same time, using 

















4.1.4 DATA PROCESSING 
The values of effluent SNH and COD obtained from COMSOL MultiphisicsTM were exported 
and plotted with Microsoft EXCEL2010 to compare the effluent concentrations (mg/l) of 
SNH and COD for each simulation. In some cases, experimental data was also graphed to 
compare with the model output. 
The COD and SNH values are given by COMSOL MultiphysicsTM in kg/m2 since they are the 
result of an integral on boundary 4. This values are multiplied by 0.2 (the length of the 
output boundary in meters) to obtain the effluent concentrations. Then the values are 
converted to mg/l: kg/m3·1000 = mg/l. Time is represented in days. 
4.1.5 MESH NOMENCLATURE  
The naming of the meshes, except for the MODEL MESH is the following: 
“Model being executed (when is not specified)”_”Size of triangular element” Mesh_”VD”  
VD means that the density of the triangular elements varies among the mesh. For 
homogeneous meshes VD is omitted. When the Size of triangular element is in words (for 
instance, extremely fine), the mesh used was an automatic COMSOL_MultiphysicsTM mesh; 
when it is written in numbers, the mesh was user-defined.  
4.2 MESH OPTIMIZATION 
Simulations were performed with different mesh sizes (see section4.2.2) for simplified 
versions of the complete model with 2, 3, 4, 5 and 6 bacterial groups. This allowed an 
approach to the most suitable mesh. At the same time the importance of the different 
bacterial groups in the whole model could be seen. 
4.2.1 MODELS 
The model was simplified by reducing the number of microorganisms and substrates 
considered in CWM1. The following models were executed in different sized meshes: 
- SM1 Simplified model with 2 bacterial groups: XH and XFB 
- SM2 Simplified model with 2 bacterial groups: XH and XA 
- SM3 Simplified model with 3 bacterial groups: XH, XFB and XASRB 
- SM4 Simplified model with 4 bacterial groups: XH, XFB, XASRB and XAMB 
- SM5 Simplified model with 5 bacterial groups: XH, XFB, XASRB, XAMB and XSOB 
- Complete Model (6 bacterial groups): XH, XFB, XASRB, XAMB, XSOB and XA 
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In SM1 was intentionally chosen one group with aerobic growth (XH) and another of 
anaerobic growth (XFB). This way the both aerobic and anaerobic processes are simulated 
within the system. The bacterial components for SM2 were chosen also trying to create a 
balanced system. 
The order of incorporation of the different groups of microorganisms has been established 
in accordance of the correlation that bacterial groups have and the competences for 
substrate. The order could have been different, but always coherent with the reactions 
that take place. 
4.2.2 MESHES USED FOR THE SIMULATIONS 
Mesh parameters which are not specifically mentioned were left as default. The meshes 
selected for each model (SM1, SM2, SM3, SM4, SM5 and the Complete Model) were chosen 
as explained below: every time we used a more complex model (increasing the number of 
bacterial groups), the first mesh used to perform the analysis was the best mesh found in 
the previous model analysis and, from this one, the mesh was refined. 
4.2.2.1 SM1 
The model SM1 was executed initially with an Automatic Normal Mesh, which means that 
the parameters of the mesh were set by default maximum size of triangular elements 
0.69m/ maximum growth rate 1.3/ resolution of curvature 0.3). After that, the model was 
executed several times, each time using a finer mesh than the previous one (see Table 4.1).  
TABLE 4.1 Characteristics of the meshes used for the simulations executed for SM1. 



















SM1_Normal Mesh 0.69 85 1.3 1 0.3 
SM1_Fine Mesh 0.546 97 1.3 1 0.3 
SM1_Finer Mesh 0.381 173 1.25 1 0.25 
SM1_Extra fine Mesh 0.206 512 1.2 1 0.25 
SM1_Extremely fine Mesh 0.103 1804 1.1 1 0.2 
SM1_0.075 Mesh 0.075 3338 1.1 1 0.2 
SM1_0.05 Mesh 0.05 7434 1.1 1 0.2 
SM1_0.0375 Mesh 0.0375 12713 1.1 1 0.2 




It is known that boundaries B3, B4 and B5 are critical points due to they are input/output 
boundaries, and so big gradients are generated close to them. So the mesh in these zones 
should be denser (see Table 4.2). The following meshes were chosen studying the results 
obtained for the homogeneous density meshes of SM1. 
- SM1_0,075 Mesh_VD: a custom mesh with a maximum size of triangular element 
of 0,075 and more density in boundaries B3, B4 and B5 (see Table 4.2). Minimum 
element size 2.06E-4; maximum element growth rate 1.1; resolution of 
curvature0.2; resolution of narrow regions 1. 
- SM1_0.0375 Mesh_VD: a custom mesh with a maximum size of triangular element 
of 0.0375m and more density in boundaries B3, B4 and B5 (see Table 4.2). 
Minimum element size 2.06E-4; maximum element growth rate 1.05; resolution of 
curvature0.2; resolution of narrow regions 1. 
- SM1_0.05 Mesh_VD: a custom mesh with a maximum size of triangular element of 
0.05m and more density in boundaries B3, B4 and B5 (see Table 4.2). Minimum 
element size 2.06E-4; maximum element growth rate 1.05; resolution of 
curvature0.2; resolution of narrow regions 1. 
- SM1_0.05 Mesh_VD (b): a custom mesh with a maximum size of triangular 
element of 0.05m and more density in boundaries B3, B4 and B5 (see Table 4.2). 
Minimum element size 2.06E-4; maximum element growth rate 1.05; resolution of 
curvature0.2; resolution of narrow regions 1. 
- SM1_Extremely fine Mesh_VD: with more density of triangular elements in 
boundaries 3, 4 and 5 (see Table 4.2). Minimum element size 2.06E-4/maximum 
element growth rate 1.05/ resolution of curvature0.2/ resolution of narrow 
regions 1. 
TABLE 4.2 Number of triangular elements of boundaries 3, 4 and 5 imposed to create a mesh with 
more triangular element density in the critical areas. 
 
Number of Triangular Elements 
Boundary 3 Boundary 4 Boundary 5 TOTAL 
SM1_0.075 Mesh_VD 10 200 8 4771 
SM1_0.0375 Mesh_VD 13 400 8 17879 
SM1_0.05 Mesh_VD 13 400 8 14887 
SM1_0.05 Mesh_VD (b) 6 250 8 8898 
SM1_Extremely fine Mesh_VD 10 200 8 3927 
 
To build the meshes shown in Table 4.2 it has been imposed a Maximum Growth rate for 





SM2 is executed with the normal mesh (mesh of reference), the optimal mesh obtained for 
SM1 and with finer meshes (see Table 4.3).  
TABLE 4.3 Characteristics of the meshes used for the simulations executed for SM2. 



















SM2_Normal Mesh 0.69 85 1.3 1 0.3 
SM2_0.0375 Mesh 0.0375 12713 1.1 1 0.2 
SM2_0.03 Mesh 0.03 20018 1.1 1 0.2 
SM2_0.025 Mesh 0.025 28872 1.1 1 0.2 
 
4.2.2.3 SM3, SM4, SM5 AND COMPLETE MODEL 
The characteristics of the simulations made with the 3, 4, 5 and 6 bacterial groups models 
are respectively in Table 4.4, Table 4.5, Table 4.6 and Table 4.7. The ones highlighted in 
red resulted in error. The Automatic Normal Mesh is taken as a reference (there are some 
exceptions when the model resulted in error and it had to be performed with a different 
mesh with similar triangular elements number). 
TABLE 4.4 Characteristics of the meshes used for the simulations executed with the SM3. 






Maximum growth rate 
for triangular elements 
Narrow 
regions 
SM3_Normal Mesh 0.69 85 1.3 1 
SM3_0.0375 Mesh 0.0375 12713 1.1 1 
SM3_0.03 Mesh 0.03 20018 1.1 1 
SM3_0.025Mesh (a) 0.025 28872 1.01 3 
SM3_0.025Mesh (b) 0.025 28872 1.05 3 
SM3_0.025Mesh (c) 0.025 28872 1.0 3 
SM3_0.025Mesh (d) 0.025 28872 1.0 8 
SM3_0.025Mesh  0.025 40361 1.0 9 








TABLE 4.5 Characteristics of the meshes used for the simulations executed with the SM4. 






Maximum growth rate 
for triangular elements 
Narrow 
regions 
SM4_Fine Mesh 0.546 93 1.3 1 
SM4_0.03 Mesh 0.03 20018 1.1 1 
SM4_0.0275 Mesh 0.0275 24054 1.1 1 
SM4_0.025 Mesh (a) 0.025 28872 1.01 3 
SM4_0.025 Mesh (b) 0.025 28872 1.05 3 
SM4_0.025 Mesh (c) 0.025 28872 1.0 3 
SM4_0.025 Mesh (d) 0.025 28872 1.0 8 
SM4_0.025 Mesh 0.025 40361 1.0 9 
SM4_0.02 Mesh 0.02 45326 1.01 3 
 
TABLE 4.6 Characteristics of the meshes used for the simulations executed with the SM5. 






Maximum growth rate 
for triangular elements 
Narrow 
regions 
SM5_Fine Mesh 0.546 97 1.3 1 
SM5_0.03 Mesh 0.03 20016 1.01 3 
SM5_0.025 Mesh (a) 0.025 28872 1.01 3 
SM5_0.025 Mesh (b) 0.025 28872 1.05 3 
SM5_0.025 Mesh (c) 0.025 28872 1.0 3 
SM5_0.025 Mesh 0.025 40361 1.0 9 
SM5_0.02 Mesh 0.02 45326 1.01 3 
 
TABLE 4.7 Characteristics of the meshes used for the simulations executed with the complete 
BIO_PORE model. 






Maximum growth rate 
for triangular elements 
Narrow 
regions 
Fine Mesh 0.546 97 1.3 1 
0.03 Mesh 0.03 20016 1.01 3 
0.025 Mesh (a) 0.025 28872 1.01 3 
0.025 Mesh (b) 0.025 28872 1.05 3 
0.025 Mesh (c) 0.025 28872 1.0 3 
0.025 Mesh 0.025 40361 1.0 9 






4.2.3 DATA PROCESSING 
The results for COD and SNH concentrations in the output section of each simulation with 
different meshes were exported from COMSOL MultiphysicsTM to Microsoft Excel. 
Taking the Normal Mesh as a reference, the Sum of Squared Errors (SSE) (Eq. 12) and the 
increase of triangular elements were calculated for each Mesh.  
 
    ∑(    (  ))
 
 
   
 
EQ. 12 
These results are plotted in a graph where the increase of triangular elements is in the x-
axis, the SSE is in the main y-axis and the simulation time is in the secondary y-axis.  
SNH and COD curves are obtained for each mesh and their squared error respect the most 
coarse mesh used (Automatic Normal Mesh for SM1, SM2 and SM3; Automatic Fine Mesh 
for SM4, SM5 and Complete Model). 
Notice that the Automatic Normal Mesh is taken as a reference (or the Automatic Fine 
Mesh for SM5 and the Complete Model). This is because a reliable reference curve for the 
situation studied doesn’t exist. So we assume that a finer mesh will represent better 
results than a coarse mesh, and when trying a sequence of progressively finer meshes the 
SSE will tend to a constant value. This and the time spent for each simulation will give an 
idea of an optimal mesh. 
It was also calculated a correlation coefficient between all the meshes and the finest mesh 
used, which is supposed to be the one that gives more accurate results (Eq. 13).  
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The values of this coefficient can vary from 0 to 1. They are closer to 1 when the behavior 




4.3 SENSITIVITY ANALYSIS 
A global quantitative sensitivity analysis was used to identify the sensitivity of the 
parameters of interest (M_max and Act_biof).  
The parameter range utilized is based on previous experiences with me model. 
To quantify the model sensitivity for the two parameters, the model was executed several 
times with different given values for the parameters of study. In contrast with simulations 
run in previous sections, the total simulation time was chosen to be 100 days to reduce the 
time of calculation. 
The mesh used to execute all these processes was the MODEL MESH (described in 3.3.5.1). 
The simulations performed are listed in Table 4.8. The parameter values given in Table 4.8 
were chosen according to the range of values expected by the authors for each parameter. 
So there are represented a maximum, medium and minimum value for each parameter. 
The results for COD and SNH concentrations were exported and plotted. The more distinct 
values for a same time step were taken as a reference of maximum variation. The mean, 
the standard deviation and the variability coefficient were calculated with Eq. 14, Eq. 15 
and Eq. 16 respectively for SNH and for COD concentrations. 
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S1 15 0.5 
S2 5 0.5 
S3 15 0.1 
S4 5 0.1 
S5 10 0.5 
S6 10 0.1 
S7 5 0.3 
S8 10 0.3 













































When comparing the results with the experimental data, we can see that the curves do not 
fit for the first days of simulation.  
 The experimental data was obtained from a Constructed Wetland that was already 
operational: the experimental values have some effluent COD and SNH the first day, while 
the model needs some time to fully develop. This phenomenon can be observed in all the 
plots where experimental data is compared to model results. 
5.1 MESH OPTIMIZATION 
5.1.1 SM1 
The time taken by each run of the simplified model of bacterial groups SM1 is shown in 
Table 5.1. We can see that when increasing the triangular element number of the mesh 
also increases the simulation time. 







SM1_Normal Mesh (reference mesh) 85 2.43 
SM1_Automatic Fine Mesh 97 4.6 
SM1_Automatic Finer Mesh 173 5.73 
SM1_Automatic Extra fine Mesh 512 13.22 
SM1_Automatic Extremely fine Mesh 1804 20.53 
SM1_ 0.075 Mesh 3338 50.58 
SM1_ 0.05 Mesh 7434 92.2 
SM1_ 0.0375 Mesh 12713 157.55 
SM1_ 0.025 Mesh 28872 396 
 
The results obtained for COD and SNH concentrations for different homogeneous meshes 
studied with model SM1 are shown in Fig. 5.1 and Fig. 5.2. All results obtained with 
different meshes have the same tendency. With the correlation coefficients between all the 
meshes and the finest (SM1_0.025 Mesh) (Table 5.2) the similitude between the results 
becomes clearer. More triangular elements in the mesh suppose a major correlation 




FIG. 5.1 COD concentration results for different sizes of homogeneous meshes obtained from SM1 
model at the outlet.  
TABLE 5.2  Correlation Coefficients for the COD results obtained with all the meshes used in SM1 
respect the finest mesh (SM1_0.025 Mesh). 
Meshes SM1_   (COD) 




Normal Mesh – 0.025 Mesh 0,987434045 85 
Fine Mesh – 0.025 Mesh 0,988949018 97 
Finer Mesh – 0.025 Mesh 0,971014285 173 
Extrafine Mesh – 0.025 Mesh 0,994934446 512 
Extremely fine Mesh – 0.025 Mesh 0,998761348 1804 
0,075 Mesh – 0.025 Mesh 0,999554656 3338 
0,05 Mesh – 0.025 Mesh 0,999759955 7434 
0,0375 Mesh – 0.025 Mesh 0,999909695 12713 
Extremely fine Mesh_VD – 0.025 Mesh 0,997962563 4771 
0,075 Mesh_VD – 0.025 Mesh 0,999523179 17879 
0,0375 Mesh_VD – 0.025 Mesh 0,999890487 14887 
0,05Mesh_VD – 0.025 Mesh 0,999961278 8898 





































FIG. 5.2 SNH concentration results for different sizes of homogeneous meshes obtained from SM1 
model at the outlet.  
TABLE 5.3 Correlation Coefficients for the SNH results obtained with all the meshes used in SM1 
respect the finest mesh (0.025 Mesh). 
Meshes SM1_ (SNH) 




Normal Mesh – 0.025 Mesh 0,980599791 85 
Fine Mesh – 0.025 Mesh 0,987840343 97 
Finer Mesh – 0.025 Mesh 0,971852881 173 
Extrafine Mesh – 0.025 Mesh 0,990778486 512 
Extremely fine Mesh – 0.025 Mesh 0,999373209 1804 
0,075 Mesh – 0.025 Mesh 0,999305224 3338 
0,05 Mesh – 0.025 Mesh 0,999800143 7434 
0,0375 Mesh – 0.025 Mesh 0,999912554 12713 
Extremely fine Mesh_VD – 0.025 Mesh 0,999725796 4771 
0,075 Mesh_VD – 0.025 Mesh 0,999647453 17879 
0,0375 Mesh_VD – 0.025 Mesh 0,999713462 14887 
0,05 Mesh_VD – 0.025 Mesh 0,999804579 8898 
0,05 Mesh_VD (b) – 0.025 Mesh 0,999533003 3927 
 
Fig. 5.3 and Fig. 5.4 show the SSE and increase of time of simulation curves for the 






































FIG. 5.3 The blue line represents the SSE for COD concentrations obtained from the simulations of 
different sized meshes (TABLE 5.1) and the mesh of reference (Normal Mesh). The red line shows 
the time spent in each simulation.  
 
FIG. 5.4 The blue line represents the SSE for SNH concentrations obtained from the simulations of 
different sized meshes and the mesh of reference (Normal Mesh). The red line shows the time 
spent in each simulation. 
The simulation time, as expected, increases with the triangular element number (see Fig. 
5.3 and Fig. 5.4). The SSE is totally unstable for coarser meshes than for the 0.05Mesh. The 
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The results obtained for the simulations performed with a variable density mesh are 
shown in the following graphs (Fig. 5.5 and Fig. 5.6) in comparison to the results obtained 
for the homogeneous meshes. 
 
FIG. 5.5 The blue line represents the SSE for COD concentrations obtained fr om the simulations of 
different sized homogeneous meshes and the mesh of reference (Normal Mesh). The red line 
shows the time spent in each simulation. The colored diamonds represent the SSE COD results 
obtained with meshes with variable density. The color ed circles represent the increased time 
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0,05Mesh_VD (b) Δ 




FIG. 5.6 The blue line represents the SSE for SNH concentrations obtained from the simulations of 
different sized homogeneous meshes and the mesh of reference. The red line shows the time spent 
in each simulation. The colored diamonds represent the SSE SNH results obtained with meshes 
with variable density. The colored circles represent the increased time spent for each simulation.  
For non-homogeneous density meshes the SSE for COD and SNH stabilizes for 
approximately the same value of triangular element numbers (see Fig. 5.5 and Fig. 5.6). On 
the other hand, the simulation time is not as lineal as in the homogeneous meshes. Some of 
the non-homogeneous meshes lasted far more than the expected for a homogeneous mesh. 
5.1.2 SM2 
The meshes used with SM2 with the triangular elements and the time of simulation are 
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Automatic Normal Mesh (mesh of reference) 85 45.91 
0.0375Mesh  12713 167.77 
0.03Mesh 20018 255.98 
0.025Mesh 28872 591.08 
 
The results for the COD and SNH simulations for all the meshes are shown in Fig. 5.7 and 
Fig. 5.8. And in Table 5.5 and Table 5.6there are the correlation coefficients for the results 
obtained. 
 
FIG. 5.7 COD effluent concentrations obtained with the model with 2 bacterial groups (SM2) for 
different sized meshes. 
 
TABLE 5.5 Correlation Coefficients for the COD results obtained with all the meshes used in SM2  
respect the finest mesh (0.025Mesh). 
MESHES SM2_ (COD) 
CORRELATION 
COEFICIENT  
Number of Triangular 
Elements 
Automatic Normal Mesh – 0.025 Mesh 0,460294963 85 
0.0375 Mesh – 0.025 Mesh 0,999881553 12713 




























FIG. 5.8 SNH effluent concentrations obtained with the model with 2 bacterial groups (SM2) for 
different sized meshes. 
TABLE 5.6 Correlation Coefficients for the SNH results obtained with all the meshes used in SM2  
respect the finest mesh (0.025 Mesh). 
MESHES SM2_ (SNH) 
CORRELATION 
COEFICIENT 
Number of Triangular 
Elements 
Automatic Normal Mesh – 0.025 Mesh 0,874160837 85 
0.0375 Mesh – 0.025 Mesh 0,999612694 12713 
0.03 Mesh – 0.025 Mesh 0,999726362 20018 
 
There is a high correlation between the results of 0.0375Mesh, 0.03Mesh and 0.025Mesh. 
The graphs of the effluent COD and SNH concentrations are overlapped (see Fig. 5.7 and 
Fig. 5.8). The correlation coefficient for that meshes are very close to 1 (see Table 5.5 and 
Table 5.6) so the increase of the number of triangular elements has had no effect on the 
model concentration outputs. This indicates that 0.0375Mesh is the optimal mesh in this 
case because gives the same results that any finer mesh in a shorter time. 
The results obtained for SSE of COD and SNH concentrations for different meshes and 




























FIG. 5.9 The blue line represents the SSE for COD concentrations obtained from the simulations of 
different sized homogeneous meshes and the mesh of reference (Normal  Mesh) with model SM2. 
The red line shows the increased time spent in each simulation.  
 
FIG. 5.10 The blue line represents the SSE for SNH concentrations obtained from the simulations 
of different sized homogeneous meshes and the mesh of reference (Normal Mesh) with model 
SM2. The red line shows the increased time spent in each simulation.  
The meshes used to execute the simulations for SM2 were chosen from the ones that gave 
good results for SM1. The SSE for both SNH and COD is constant for all the meshes used. In 
this case 0.0375Mesh would be a good election.  
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The meshes used with the SM3 with the triangular elements and the times of simulation 
are shown in Table 5.7. 







Automatic Normal Mesh (mesh of reference) 85 4.97 
0.0375Mesh 12713 352.80 
0.03Mesh 20018 494.04 
0.025Mesh 40361 1113.95 
0.02Mesh 45326 1244.32 
 
The results for the COD and SNH simulations for all the meshes are shown in Fig. 5.11 and 
Fig. 5.12. And in Table 5.8 and Table 5.9 there are the correlation coefficients for the 
results obtained. 
 
FIG. 5.11 COD effluent concentrations obtained with the model with the SM3 for different sized 
meshes. 
TABLE 5.8 Correlation Coefficients for the COD results obtained with all the meshes used in SM3 
respect the finest mesh (0.02 Mesh). 
MESHES SM3_ (COD) 
CORRELATION 
COEFICIENT  
Number of Triangular 
Elements 
Automatic Normal mesh –0.02 Mesh 0,650339153 85 
0.0375 Mesh –0.02 Mesh 0,985709672 12713 
0.03 Mesh –0.02 Mesh 0,998093672 20018 



























FIG. 5.12 SNH effluent concentrations obtained with the model with 3 bacterial groups for 
different sized meshes. 
TABLE 5.9 Correlation Coefficients for the SNH results obtained with all the meshes used in the 
SM3 respect the finest mesh (0.025 Mesh). 
MESHES SM3_ (SNH) 
CORRELATION 
COEFICIENT 
Number of Triangular 
Elements 
Automatic Normal mesh – 0.02 Mesh 0,852152761 85 
0.0375 Mesh – 0.02 Mesh 0,999288152 12713 
0.03 Mesh – 0.02 Mesh 0,999870502 20018 
0.025 Mesh – 0.02 Mesh 0,999817343 28872 
 
The normal Mesh, which is the coarser, gives totally different COD and SNH results from 
the other meshes as seen in SM1 and SM2. The SNH concentration result curves for 
Manual Meshes (0.02, 0.025, 0.03 and 0.0375) are very similar (see Fig. 5.12). In the case 
of COD, the results obtained with 0.0375 Mesh differs slightly from the others (see Fig. 
5.11). This is also reflected in Table 5.8 and Table 5.9. 
In Fig. 5.13 and Fig. 5.15 and the SM3 results for the SSE of COD and SNH concentrations 
are respectively represented. Some simulations were performed with 2 processors and 
other with 4 processors; this may affect the simulation time results so in Fig. 5.14 and Fig. 




























FIG. 5.13 The blue line represents the SSE for COD concentrations obtained from the simulations 
of different sized meshes and the mesh of reference (section 5.1.2) with the SM3. The red line 
shows the time spent in each simulation. Some of the simulations were done with 2 processors 
and some with 4 processors. The normalized graph is FIG. 5.14. 
 
FIG. 5.14 Results of SM3 (see FIG. 5.13) normalizing the number of processors used. The 
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FIG. 5.15 the blue line represents the SSE for SNH concentrations obtained from the simulations of 
different sized meshes and the mesh of reference (section 5.1.2) with the SM3. The red line shows 
the time spent in each simulation. Some of the simulations were done with 2 processors and some 
with 4 processors. The normalized graph is FIG. 5.16. 
 
FIG. 5.16 Results of SM3 (see FIG. 5.13) normalizing the number of processors used. The 
simulation time has been doubled for the cases that were executed with 4 processors. 
The model complexity is evident for the SM3; the SSE values obtained for different meshes 
present certain oscillation (see Fig. 5.14 and Fig. 5.16). In this case we consider the values 
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The meshes used with the 4Bacterial Group Model with the triangular elements and the 
times of simulation are shown in Table 5.10. 








Automatic Fine Mesh (mesh of reference) 97 1.4 
0.03 Mesh 20018 1254.6 
0.0275Mesh 24054 1399.55 
0.025Mesh 40361 1387.12 
0.02Mesh 45326 1573.87 
 
The results for the COD and SNH simulations for all the meshes are shown in Fig. 5.17 and 
Fig. 5.18. And in Table 5.11 and Table 5.12 there are the correlation coefficients for the 
results obtained.  
 






























TABLE 5.11 Correlation Coefficients for the COD results obtained with all the meshes used in the 
SM4 respect the finest mesh (0.02 Mesh). 
MESHES SM4_ (COD) 
CORRELATION 
COEFICIENT  
Number of Triangular 
Elements 
Automatic Fine mesh – 0.02 Mesh 0,688318489 97 
0.03 Mesh – 0.02 Mesh 0,999531504 20018 
0.0275 Mesh – 0.02 Mesh 0,998086005 24054 
0.025 Mesh – 0.02 Mesh 0,999657133 28872 
 
 
FIG. 5.18 SNH effluent concentrations obtained with the model with 4 bacterial groups for 
different sized meshes. 
TABLE 5.12 Correlation Coefficients for the SNH results obtained with all the meshes used in the 
SM4 respect the finest mesh (0.025 Mesh). 
MESHES SM4_ (SNH) 
CORRELATION 
COEFICIENT 
Number of Triangular 
Elements 
Automatic Fine mesh – 0.02 Mesh 0,880028237 97 
0.03 Mesh – 0.02 Mesh 0,999821117 20018 
0.0275 Mesh – 0.02 Mesh 0,999446727 24054 
0.025 Mesh – 0.02 Mesh 0,999854419 28872 
 
The results of COD and SNH effluent concentrations with the SM4 obtained with the 
Manual Meshes (0.02, 0.025, 0.0275 and 0.03) are practically the same (see graphs Fig. 
5.17, Fig. 5.18, Table 5.11 and Table 5.12). 
The following results (Fig. 5.19 and Fig. 5.21) are for the SM4. SSE of COD and SNH 
concentrations for different meshes is represented. Some simulations were performed 



























so in Fig. 5.14 Fig. 5.20 and Fig. 5.22 the effect produced by the variation of the processors 
number used is corrected. 
 
FIG. 5.19 The blue line represents the SSE for COD concentrations obtained from the simulations 
of different sized meshes and the mesh of reference (section 5.1.2) with the SM4. The red line 
shows the time spent in each simulation. Some of the simulations were done with 2 processors 
and some with 4 processors. The normalized graph is FIG. 5.20. 
 
FIG. 5.20 Results of SM4 (seeFIG. 5.19) normalizing the number of processors used (2processors). 
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FIG. 5.21 the blue line represents the SSE for SNH concentrations obtained from the simulations of 
different sized meshes and the mesh of reference (section 5.1.2) with the SM4. The red line shows 
the time spent in each simulation. Some of the simulations were done with 2 processors and some 
with 4 processors. The normalized graph is FIG. 5.22.  
 
FIG. 5.22 Results of  Bacterial Groups model (seeFIG. 5.21) normalizing the number of processors 
used (2processors). The simulation time has been doubled for the cases that were executed with 
4processors. 
As seen in the results for the 3 bacterial group model, the stabilization of SSE is difficult 
when the model is so complex. But for the Manual meshes executed the SSE curves 
oscillate around a concrete value (see Fig. 5.20Fig. 5.22). So 0.03 Mesh could be a good 
mesh because gives nearly the same results that with finer meshes but spending less time 
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5.1.5 SM5  
The meshes used with the 5Bacterial Group Model with the triangular elements and the 
times of simulation are shown in Table 5.13. Notice that the 0.02 Mesh don’t have the 
simulation time, this is because this data was not saved automatically in this case, but it 
was the highest of all the simulations executed in this case. 








Automatic Fine Mesh (mesh of reference) 97 9.21 
0.03Mesh 20016 4100.58 
0.025Mesh 40361 7913,17 
0.02Mesh 45326 - 
 
The results for the COD and SNH simulations for all the meshes are shown in Fig. 5.23 and 
Fig. 5.24. And in Table 5.14 and Table 5.15 there are the correlation coefficients for the 
results obtained. 
 

































TABLE 5.14 Correlation Coefficients for the COD results obtained with all the meshes used in the 
SM5 respect the finest mesh (0.02 Mesh). 
MESHES SM5_ (COD) 
CORRELATION 
COEFICIENT  
Number of Triangular 
Elements 
Automatic Fine mesh – 0.02 Mesh 0,910452244 97 
0.03 Mesh – 0.02 Mesh 0,997691919 20018 
0.025 Mesh – 0.02 Mesh 0,999663331 28872 
 
 
FIG. 5.24 SNH effluent concentrations obtained with the model with 5 bacterial groups for 
different sized meshes. 
TABLE 5.15 Correlation Coefficients for the SNH results obtained with all the meshes used in the 
SM5 respect the finest mesh (0.025 Mesh). 
MESHES SM5_ (SNH) 
CORRELATION 
COEFICIENT 
Number of Triangular 
Elements 
Automatic Fine mesh – 0.02 Mesh 0,877397162 97 
0.03 Mesh – 0.02 Mesh 0,998973489 20018 
0.025 Mesh – 0.02 Mesh 0,999850793 28872 
 
Effluent SHN results gives very similar results for Manual Meshes (0.03, 0.025 and 
0.02)(see Fig. 5.24 and Table 5.15). COD results, although, seems to be not as accurate for 
0.03 Mesh (see Fig. 5.23) but the correlation coefficient is 0.997 in front of the 0.999 
between 0.025 Mesh and 0.02 Mesh (see Table 5.14).  
In Fig. 5.25 and Fig. 5.26 the results for SSE of COD and SNH concentrations are 
represented for the SM5. In Fig. 5.25 there is no point for increase of simulation time 
corresponding to the Manual mesh (maximum size of triangular elements 0.02m) this is 



























FIG. 5.25 The blue line represents the SSE for COD concentrations obtained from the simulations 
of different sized meshes and the mesh of reference (Fine Mesh) with the SM5. The red line shows 
the time spent in each simulation.  
  
FIG. 5.26 The blue line represents the SSE for SNH concentrations obtained from the simulations 
of different sized meshes and the mesh of reference (Fine Mesh) with the SM5. The red line shows 
the time spent in each simulation.  
All simulations of the model of 5 bacterial groups were executed with 4 processors. The 
simulation time again increases in a lineal way with the triangular elements number (see 
Table 5.13, Fig. 5.25 and Fig. 5.26). It is difficult in this case to see a stabilization of the SSE 
of COD for the different meshes (see Fig. 5.25), but in SNH case seems to exist (see Fig. 
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used in this case but more simulations should be performed. In Fig. 5.26 the incipient 
stabilization of SSE values is produced with the 0.03 Mesh.  
5.1.6 COMPLETE MODEL 
The meshes used with the 6 Bacterial Group Model with the triangular elements and the 
times of simulation are shown in Table 5.16. 
TABLE 5.16 Number of triangular elements of the meshes used in the complete model and 







Automatic Fine Mesh (mesh of reference) 97 12.25 
0.03Mesh 20016 6731,42 
0.025Mesh 40361 6741,72 
0.02Mesh 45326 5914,1 
MODEL MESH 19630 5304.067 
 
The results for the COD and SNH simulations for all the meshes are shown in Fig. 5.27 and 
Fig. 5.28. And in Table 5.17 and Table 5.18 there are the correlation coefficients for the 
results obtained. 
 
FIG. 5.27 COD effluent concentrations obtained with the model with the complete model for 
different sized meshes. Experimental data is also graphed to compare with the results obtained 
































TABLE 5.17 Correlation Coefficients for the COD results obtained with all the meshes used in the 
Complete Model respect the finest mesh (0.02 Mesh). 
MESHES COMPLETE MODEL (COD) 
CORRELATION 
COEFICIENT  
Number of Triangular 
Elements 
Automatic Fine mesh – 0.02 Mesh 0,885937486 97 
0.03 Mesh – 0.02 Mesh 0,996464313 20018 
0.025 Mesh – 0.02 Mesh 0,998332786 28872 
MODEL MESH – 0.02 Mesh 0,995039469 19630 
 
 
FIG. 5.28 SNH effluent concentrations obtained with the model  with the complete model for 
different sized meshes. Experimental data is also graphed to compare with the results obtained 
with the different meshes.  
 
TABLE 5.18 Correlation Coefficients for the SNH results obtained with all the meshes used in 
Complete Model respect the finest mesh (0.025 Mesh). 
MESHES COMPLETE MODEL (SNH) 
CORRELATION 
COEFICIENT 
Number of Triangular 
Elements 
Automatic Fine mesh – 0.02 Mesh 0,939849668 97 
0.03 Mesh – 0.02 Mesh 0,995538019 20018 
0.025 Mesh – 0.02 Mesh 0,993891955 28872 
MODEL MESH – 0.02 Mesh 0,999219888 19630 
 
The effluent COD and SNH concentrations results for Manual Meshes (0.03, 0.025, 0.02 and 
MODEL MESH) fit the experimental data quite accurately (see Fig. 5.27Fig. 5.28). The first 
100 days differ a little due to the fact that model results start from 0, and when they reach 



























The results obtained for the complete model are very interesting. If all the simpler models 
had a more or less lineal relation between the number of triangular elements and the 
simulation time, the results for the Complete Model are totally different. In this case when 
increasing the triangular element number also does the simulation time until the 
triangular element number is 20016 (0.03 Mesh) (see table Table 5.16). From that point 
the simulation time is stable even decreases slightly for 0.02 Mesh (see Fig. 5.29 and Fig. 
5.30). This could mean that we do not need to try more refined meshes, because the 
complexity of the calculation seems to be the same. 
The following results (Fig. 5.29 and Fig. 5.30) are for the 6 Bacterial Groups Model. SSE of 
COD and SNH concentrations for different meshes is represented.  
 
FIG. 5.29 The blue line represents the SSE for COD concentrations obtained from the simulations 
of different sized meshes and the mesh of reference (Fine Mesh) with the Complete Model. The 
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FIG. 5.30 The blue line represents the SSE for SNH concentrations obtained from the simulations 
of different sized meshes and the mesh of reference (Fine Mesh) with the Complete Model. The 
red line shows the time spent in each simulation.  
The SSE results for the simulations executed with different meshes for both COD and SNH 
oscillate (see Fig. 5.29 and Fig. 5.30). The oscillation is limited between two values, 
especially in SNH case (see Fig. 5.30).  The more complex is the model (more bacterial 
groups added) more difficult is that SSE gets stable and more time is needed to get the 
simulation results. 
5.2 SENSITIVITY ANALYSIS 
The characteristics of each simulation (S1, S2, S3, S4, S5, S6, S7, S8 and S9) are detailed in 
table Table 4.8. Time spent for the transport study in the simulations is represented in 
Table 5.19.  





) Simulation Time (min) 
S1 15 0.5 708.183 
S2 5 0.5 834.533 
S3 15 0.1 567.933 
S4 5 0.1 541.150 
S5 10 0.5 714.483 
S6 10 0.1 520.367 
S7 5 0.3 624.583 
S8 10 0.3 732.567 
S9 15 0.3 728.933 
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FIG. 5.31 Effluent COD concentration results obtained from the sensitivity analysis simulations. 
The values of M_max and Act_biof were varied in each simulation (see section 4.3). Note that for 
the sake of brevity only the initial 100 days were simulated.  
 
FIG. 5.32 Effluent SNH concentration results obtained from the sensitivity analysis simulations. 
The values of M_max and Act_biof were varied in each simulation (see section 4.3). Note that for 
the sake of brevity only the initial 100 days were simulated.  
 
Comparing the results obtained for COD and SNH when varying M_max and Act_biof 
parameter values we see two differentiate behaviours (Fig. 5.31 and Fig. 5.32). COD results 
seem to be more sensitive to changes in the studied parameters (a 49% of variability) 
while the SNH results only present a 6% of variability (Table 5.20). The maximum value 
































































which have the maximum value for M_max and the minimum value for Act_bio and vice 
versa.  
There were represented also graphs for each parameter value kept constant while varying 
the values of the other parameter. See graphs Fig. 5.33 toFig. 5.44. 
 
FIG. 5.33 Effluent COD concentration resuls obtained for M_max=15 Kg/m 3 and variing Act_biof 
(0.1,0.3 and 0.5 Kg/m3). 
 
 
FIG. 5.34 Effluent COD concentration resuls obtained for M_max=10 Kg/m 3 and variing Act_biof 






















Mmax = 15 kg/m3 
S1 - Act_Biof=0,5 (kg/m3)
S3 - Act_Biof=0,1 (kg/m3)





















Mmax = 10 kg/m3 
S5 - Act_Biof=0,5 (kg/m3)
S6 - Act_Biof=0,1 (kg/m3)




FIG. 5.35 Effluent COD concentration resuls obtained for M_max=5  Kg/m3 and variing Act_biof 
(0.1,0.3 and 0.5 Kg/m3). 
 
FIG. 5.36 Effluent COD concentration resuls obtained for Act_biof=0.5 Kg/m 3 and variing M_max 
(5,10 and 15 Kg/m3). 
 
FIG. 5.37 Effluent COD concentration resuls obtained for Act_biof=0.3 Kg/m 3 and variing M_max 
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Act_biof = 0.5 kg/m3 
S1 - M_max=15 (kg/m3)
S2 - M_max=5 (kg/m3)

















Act_biof = 0.3 kg/m3 
S7 - M_max=5 (kg/m3)
S8 - M_max=10 (kg/m3)




FIG. 5.38 Effluent COD concentration resuls obtained for Act_biof=0.1 Kg/ m3 and variing M_max 
(5,10 and 15 Kg/m3). 
 
FIG. 5.39 Effluent SNH concentration resuls obtained for M_max=15 Kg/m 3 and variing Act_biof 
(0.1,0.3 and 0.5 Kg/m3). 
 
FIG. 5.40 Effluent SNH concentration resuls obtained for M_max=10 Kg/m 3 and variing Act_biof 
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Mmax = 15 kg/m3 
S1 - Act_Biof=0,5 (kg/m3)
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Mmax = 10 kg/m3 
S5 - Act_Biof=0,5 (kg/m3)
S6 - Act_Biof=0,1 (kg/m3)




FIG. 5.41 Effluent SNH concentration resuls obtained for M_max=5 Kg/m 3 and variing Act_biof 
(0.1,0.3 and 0.5 Kg/m3). 
 
 
FIG. 5.42 Effluent SNH concentration resuls obtained for Act_biof=0.5 Kg/m 3 and variing M_max 
(5,10 and 15 Kg/m3). 
 
 
FIG. 5.43 Effluent SNH concentration resuls obtained for Act_biof=0.3 Kg/m 3 and variing M_max 
















Mmax = 5 kg/m3 
S2 - Act_Biof=0,5 (kg/m3)
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Act_biof = 0.5 kg/m3 
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Act_biof = 0.3 kg/m3 
S7 - M_max=5 (kg/m3)
S8 - M_max=10 (kg/m3)





FIG. 5.44 Effluent SNH concentration resuls obtained for Act_biof=0.1 Kg/ m3 and variing M_max 
(5,10 and 15 Kg/m3). 
For smaller values of M_max, effluent COD concentration values are higher regardless of 
the Act_biof value (see Fig. 5.33, Fig. 5.34 and Fig. 5.35). It is also easy to see that for small 
values of M_max (5Kg/m3) the Act_biof value is not as influential (13% of variation) than 
for higher values of M_max (10 and 15Kg/m3) which variation is around 21% (Table 5.20). 
For smaller values of Act_biof, effluent COD concentration values are lower except if the 
M_max value is 5Kg/m3 (S2, S7 and S4) (see Fig. 5.33, Fig. 5.34 and Fig. 5.35). It is also easy 
to see that for small values of Act_biof (0.5Kg/m3) the M_max value is not as influential 
(20% of variation) than for higher values of M_max (10 and 15Kg/m3) which variation is 
around 30% (Table 5.20). 
The maximum value for the variability coefficient for SNH concentration is 0.11. This value 
is smaller than the ones obtained for COD variability (Table 5.20). When M_max has a 
value of 5Kg/m3 (the lowest) the variability of SNH results increases up to 11%, for the 
other values of it its variability is from 3 to 5% .  








Maximum Variability 0.39 S2-S3 0.11 S7-S8 
Mmax = 15 kg/m3 0.20 S1-S3 0.04 S1-S3 
Mmax = 10 kg/m3 0.22 S5-S6 0.03 S6-S8 
Mmax = 5 kg/m3 0.13 S4-S7 0.11 S2-S7 
Act_biof = 0.5 kg/m3 0.20 S1-S2 0.04 S1-S2 
Act_biof = 0.3 kg/m3 0.30 S7-S9 0.11 S7-S8 
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6.1 MESH OPTIMIZATION 
Model SM1 was used first to see the order, size and kind, of meshes that we should study. 
This model (SM1) had the advantage of being very simplified with only two bacterial 
groups, so the time spent in the simulations was much smaller than the time that should 
have been spent if calculating the complete model. 
SM1 was executed with homogeneous and inhomogeneous meshes. The results obtained 
for the inhomogeneous meshes (Fig. 5.5 and Fig. 5.6) are very similar to the ones obtained 
for homogeneous meshes with similar number of triangular elements. The SSE stabilizes 
for a certain number of triangular elements for both cases. The optimal mesh that should 
be used according to the results obtained from the two kinds of meshes has practically the 
same number of elements. The simulation depended on the number of triangular 
elements, so to simplify, the meshes used in the simulations done from that time were 
homogeneous meshes. 
The stabilization of the SSE values for the models with more than 2 bacteria is not as clear 
as the simplest models SM1 and SM2. The complexity of the model is reflected in the 
model outputs. Although it is not as clear as in SM1 and SM2 it can be appreciated some 
stabilization, with a certain oscillation, of the SSE values for the 3,4,5 and 6 Bacterial 
groups models. The study of the correlation coefficients allows determining if the 
oscillation is negligible. 
The COD and SNH concentration graphs show that the variability between the finest 
meshes is very small. The main difference of COD and SNH concentration is in the peaks. 
The SSE can be high because the peaks of the graph are more accurate when refining the 
mesh.  
The correlation coefficient also helps us to determine if the mesh gives enough accurate 
results. In the simulation of the complete model (6 bacterial groups) the correlation 
coefficient of the MODEL MESH and the 0.02 Mesh is 0.999, so the results obtained with 
the MODEL MESH can be considered reliable and accurate. 
The results obtained also show that 0.03 Mesh could be also reliable and accurate, not as 
the same level as the MODEL MESH, but in this case the fact of having more density in the 
inlet-outlet boundaries and less density in the rest allows to solve the system with less 
time with a similar number of mesh elements. 
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So the MODEL MESH used is a mesh that gives accurate results in a relative short time. 
This makes the mesh reliable and useful. 
6.2 SENSITIVITY ANALYSIS 
The results are different for COD and SNH concentrations. First of all it is analyzed the 
influence of the parameters in effluent COD and then the same is done for SNH. 
The maximum value for the variability coefficient for COD when giving different 
parameter values is 39%. It is a significant value so this means that these parameters have 
an influence in the output results. Note that the variation coefficient in effluent COD 
concentration is lower with low values of M_max (0.13) and for high values of 
Act_biof(0.20). 
It could be expected that the presence of more microorganisms (Act_biof high) would 
result in a lower effluent COD concentrations, due to the degradation activity of the 
bacteria. In this case, the presence of slowly biodegradable particles (XS) changes the 
situation. XS particles are immobile and they accumulate in the wetland. If M_max value is 
high the particles will accumulate in a concrete zone, but if it is low they will have not 
enough space and they will be spread among the wetland. The same happens with the 
growth of microorganisms, so if we have high concentration of microorganisms (high 
values of Act_biof) they will degrade XS more efficiently and SF will be produced, which is a 
fraction of effluent COD. This is the reason for having higher COD concentrations when 
increasing the Act_biof value (see Fig. 5.33, Fig. 5.34 and Fig. 5.35) 
In Fig. 5.32 the SNH concentration results are plotted. The maximum variability coefficient 
is 11% (for M_max=5Kg/m3), much lower than in the COD case. This gives an idea of the 
little influence that the values of the parameters of study have in the simulated effluent 
SNH. The results for SNH concentration are practically the same whether using one or 
another value for the different parameters. Only for M_max=5Kg/m3, the influence seems 
to increase and reaches the maximum of 11%, for the other values of M_max, the influence 








In this work a mesh optimization and a parametric sensitivity analysis were performed for 
the BIO_PORE model (Samsó and García, 2013). To that end, a large number of simulations 
with different meshes and number of bacterial groups were executed to achieve the 
objectives of the work. 
The mesh optimization was performed through a series of simulations, starting with a 
very simplified version of the BIO_PORE model and progressively adding more processes. 
When optimizing the mesh from SM1 to the Complete Model, it was found that finer 
meshes provide more accurate results, but also increase the computation time. A mesh 
with 19630 triangular elements, a maximum element size of 0.05, a minimum element size 
of 0.01m, a maximum element growth rate of 1.07, resolution of curvature of 1, resolution 
of narrow regions of 2 and 20, 550 and 7 elements in boundaries B3, B4 and B5 
respectively (MODEL MESH) was selected because the simulation results obtained with it 
were practically the same as the ones obtained with more complex meshes but with a 
considerably smaller computation time. For the results obtained, 0.03Mesh with 20018 
triangular elements could also have been used since both meshes have similar number of 
triangular elements (19630 and 20018).  
On the other hand, the parametric sensitivity analysis was carried out for parameters 
M_max and Act_biof, which are empirical parameters obtained from calibration of the 
BIO_PORE model in Samsó and García (2013). The sensitivity analysis demonstrated that 
M_max and Act_biof have a larger impact on the effluent COD (maximum variability of 
39%) concentrations than on the effluent SNH concentrations (maximum variability of 
11%).  
It was also observed that higher values of Act_biof, resulted in higher effluent 
concentrations of COD. This fact was attributed to the degradation of slowly biodegradable 
particles (XS) which are immobile. For high values of M_max, the XS accumulates at a zone 
of the wetland, while if M_max is low, XS is more distributed through the wetland. The 
same happens with Act_biof: if its value is high more microorganisms can grow in a 
concrete point. So when microorganisms degrade XS they produce SF, which is a fraction 
of the effluent COD concentration. If the number of microorganisms is high more SF will be 
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