Abstract. The paper presents an elementary approach for the calculation of the entropy of a class of languages. This approach is based on the consideration of roots of a real polynomial and is also suitable for calculating the Bernoulli measure. The class of languages we consider here is a generalisation of the Lukasiewicz language.
Introduction
The Lukasiewicz language (see [1] ) is the language defined by the grammar S → aSS | b. It is a deterministic one-counter language and a prefix-code. In this paper we are going to generalise this concept in two ways: First we admit languages generated by grammars S → aS n | b with a ∈ A 0 , b ∈ A 1 , where A 0 and A 1 are disjoint alphabets. The languages thus specified are also deterministic one-counter prefix-codes. Secondly, we allow substitution of letters of A := A 0 ∪A 1 by codewords of a previously given code C (for more details see Sect. 2). This results in languages which are codes but -depending on the code C -not necessarily context-free and which will be called, in the sequel, generalised Lukasiewicz languages.
In the paper [11] a remarkable information-theoretic property of Lukasiewicz's comma-free notation was developed. The languages of well-formed formulas of the implicational calculus with one variable and one n-ary operation (n ≥ 2) in Polish parenthesis-free notation have generative capacity h 2 ( n−1 n ) where h 2 is the usual Keywords and phrases. Entropy of languages, Bernoulli measure of languages, codes, Lukasiewicz language.
Shannon entropy, or, stated in other terms, the languages generated by grammars S → aS n | b have generative capacity h 2 ( n−1 n ). The main purpose of our investigations is to study the same information theoretic aspect of languages as in [3, 5, 9, 11, 14] , namely the generative capacity of languages. This capacity, in language theory called the entropy of languages resembles directly Shannon's channel capacity (cf. [8] ). It measures the amount of information which must be provided on the average in order to specify a particular symbol of a word in a language. For a connection of the entropy of languages to Algorithmic Information Theory see e.g. [12, 15] . In [7] an account of interesting connections between the entropy of languages and data compression was presented.
After having investigated basic properties of generalised Lukasiewicz languages we first calculate their Bernoulli measures in Section 3. Here we derive and investigate in detail a basic real-valued equation closely related to the measure of generalised Lukasiewicz languages.
These investigations turn out to be useful not only for the calculation of the measure but also for estimating the entropy of generalised Lukasiewicz languages which will be carried out in Section 4. In contrast to [11] we do not require the powerful apparatus of the theory of complex functions utilised there for the more general task of calculating the entropy of unambiguous context-free languages. We develop a simpler apparatus based on augmented real functions. As announced above, this approach applies also to languages which are not necessarily contextfree where the entropy is, in general, not computable [10] . We give also an exact formula for the entropy of pure Lukasiewicz languages with arbitrary numbers of letters representing variables and n-ary operations (n fixed).
The final section deals with the entropy of the star languages (submonoids) of generalised Lukasiewicz languages.
Next we introduce the notation used throughout the paper. By N = {0, 1, 2, . . .} we denote the set of natural numbers. Let X be an alphabet of cardinality # X = r. By X * we denote the set (monoid) of words on X, including the empty word e. For w, v ∈ X * let w ·v be their concatenation. This concatenation product extends in an obvious way to subsets W, V ⊆ X * . For a language W let W * := i∈N W i be the submonoid of X * generated by W , and by W ω := {w 1 · · · w i · · · : w i ∈ W \{e}} we denote the set of infinite strings formed by concatenating words in W . Furthermore |w| is the length of the word w ∈ X * and A(B) is the set of all finite prefixes of strings in B ⊆ X * ∪ X ω . We shall abbreviate w ∈ A(η) (η ∈ X * ∪ X ω ) by w η.
As usual a language V ⊆ X * is called a code provided [4, 13] ). As usual, V is called a prefix code provided v w implies v = w for v, w ∈ V , that is, V has a finite delay of decipherability and m w = 0 for every w ∈ V .
Every code having a finite delay of decipherability is an ω-code (see [4, 13] ). A simple example of an ω-code having no finite delay of decipherability is the set V := {a, c} ∪{ac i b : i ∈ N} ⊆ {a, b, c} * . Here, for the codeword a ∈ V , the number m a is infinite, whereas m w = 0 for every other word w ∈ V .
Pure Lukasiewicz-languages
In this section we consider languages over a finite or countably infinite alphabet A. Let {A 0 , A 1 } be a partition of A into two nonempty parts and let n ≥ 2. The pure {A 0 , A 1 }-n-Lukasiewicz-language is defined as the solution of the equation
It is a simple deterministic language (cf. [1] , Sect. 6.7) and can be obtained as i∈N L i where 
L is a prefix code. 2. If w ∈
1. Let v, w ∈ L be a pair of words such that v w, and |v| + |w| is minimal.
Hence, either v i is a prefix of w i or vice versa, a contradiction to the length assumption. 2. We show by induction on i that the assertion holds for every
and the assertion is also true. 3. Follows from 2.
Along with L it is useful to consider its derived language K which is defined by the following equation.
Proof.
Since L is a prefix code,
Follows from 1. because for a prefix code C every word in w ∈ A(C * ) has a unique factorisation w = v · u with v ∈ C * and u ∈ A(C) \ C. 
for a sufficiently large m ∈ N which contradicts Proposition 1.1. The second assertion follows from Lemma 3.
The definition of Lukasiewicz languages
Generalised Lukasiewicz-languages are constructed from pure Lukasiewicz-languages via composition of codes (cf. Sect. I.6 of [2] ) as follows. We start with a codeC, #C ≥ 2, an alphabet A with # A = #C and an bijective morphism ψ : A * →C * . Let C := ψ(A 0 ) ⊆C and B := ψ(A 1 ) ⊆C. This partitions the codeC into nonempty parts C and B.
Let L be the {A 0 , A 1 }-n-Lukasiewicz-language and L := ψ( L). Thus, L is the composition of the codes L andC via ψ, L =C • ψ L . Analogously to the previous section L is called {C, B}-n-Lukasiewicz-language. For the sake of brevity, we shall omit the prefix "{C, B}-n-" when there is no danger of confusion. Throughout the rest of the paper we suppose C and B to be disjoint nonempty sets for which C ∪ B is a code, and we suppose n to be the composition parameter described in equation (1) .
Utilising the properties of the composition of codes (cf. [2] , Sect. 1.6) from the results of the previous section one can easily derive that L has the following properties.
L is a code, and if
It should be mentioned that L might be a prefix code, even if B and hence C ∪ B are codes having no finite delay of decipherability.
It is easily seen that C ∪ B as well as B are codes having no finite delay of decipherability.
Moreover, L ∩ {c}
* contains a factor of the form ac 2i+1 b. Assume L to be no prefix code. Then there are w, v ∈ L such that w = a · w 1 · · · w n with w j ∈ L and v has a prefix of the form ac
In the same way as above we define the derived language K as K :=C • ψ K, and we obtain the following.
Propositions 1.2.2 and 1.3 prove that the language K is related to L via the following properties.
Every w ∈ (C ∪ B)
* has a unique factorisation w = v · u where v ∈ L * and u ∈ K * . 3. K is a code having an infinite delay of decipherability.
The measure of Lukasiewicz languages
In this section we consider the measure of Lukasiewicz languages. Measures of languages were considered in Chapters 1.4 and 2.7 of [2] . In particular, we will consider so-called Bernoulli measures.
Valuations of languages
As in [6] we call a morphism µ : X * → (0, ∞) of the monoid X * into the multiplicative monoid of the positive real numbers a valuation.
A valuation is usually extended to a mapping µ : 2
allows us to approximate the measure µ( L) by the sequence
We have the following
n , the limit lim i→∞ µ i is a solution of our equation, and the assertion follows.
In order to give a more precise evaluation of µ( L), in the subsequent section we take a closer look to our basic equation
where γ, β > 0 are positive reals. In order to estimate µ(K) we observe that the unambiguous representation of equation (4) 
i . Then the following connection between the valuations µ( L) and µ(K) is obvious.
The basic equation
This section is devoted to a detailed investigation of the solutions of our basic equation (5) . As a result we obtain estimates for the Bernoulli measures of L and K as well as a useful tool when we are going to calculate the entropy of Lukasiewicz languages in the subsequent sections.
Letλ be an arbitrary positive solution of equation (5). Then we have the following relationship to the value γ + β. Figure 1 . Plot of the function f (λ) in the case of two positive roots.
Proof. We prove only the last equivalence, the other proofs being similar. From
In order to study positive solutions it is convenient to consider the positive zeroes of the function.
The graph of the function f reveals that f has exactly one minimum at λ min , 0 < λ min = 
Thus it has at most two positive roots λ 0 ,λ which satisfy 0 < λ 0 ≤ λ min ≤λ.
We obtain the following necessary and sufficient condition for the existence of a positive root λ 0 and its further properties. , and its positive roots satisfy
Moreover, f has a positive root provided γ + β ≤ 1, and in this case for its positive roots λ 0 andλ the following equivalences are valid
Proof. As it was mentioned above, the function f has a positive root if and only
n − 1) imply that in case γ + β ≤ 1 the function f has positive roots satisfying λ 0 ≤ γ + β ≤ 1 ≤λ, and in view of equation (6) its positive roots satisfy equation (9) .
Next, we consider the case f (λ min ) = 0, that is, when f has a positive root of multiplicity two. It turns out that in this case we have some additional restrictions. (1) γ + β · λ n − λ has a positive root of multiplicity two. 
As a corollary to equation (10) we obtain the following.
Corollary 3.5.
We obtain our main result on the dependencies between the coefficients of our basic equation (5) and the values of λ 0 and κ 0 . 
The remaining cases
Proof. The function f has a positive root if and only if f (λ min ) ≤ 0. Observe that, in view of equation (9),
n the function f has no positive root. Consequently, the six cases on the right hand sides of our equivalences cover the whole range when f has a positive root and, additionally, are mutually excluding each other. Thus it suffices to prove the implications from right to left.
Equation (11).
If γ + β < 1 then λ 0 < 1 (cf. Eq. (9)). Hence, Corollary 3.5 implies κ 0 < 1.
Equations (12) and (13). β >
1 n is equivalent to λ min < 1 whence (12), and κ 0 > 1, in case of equation (13), follow from Corollary 3.5. Equation (14). If β < 1 n we have λ min > 1. Thus equation (9) and shows λ 0 = 1. Now, κ 0 < 1 follows from equation (10) . Equation (15).This implication is straightforward. Equation (16). The right hand side is equivalent to f (1) > 0, λ min > 1 and f (λ min ) ≤ 0, whence λ min > λ 0 > 1. Again from Corollary 3.5 we obtain κ 0 < 1.
From Theorem 3.6 and equation (6) we obtain the following.
Comparing with the equivalences of Lemma 3.4 we observe that multiple positive roots are possible only in the cases of equations (13), (15) and (16), and that in the case of equation (15) we have necessarily multiple positive roots.
The Bernoulli measure of Lukasiewicz languages
The last part of Section 3 is an application of the results of the previous subsections to Bernoulli measures. As is well known, a code of Bernoulli measure 1 is maximal (cf. [2] ). The results of the previous subsection show the following necessary and sufficient conditions. Resuming the results of Section 3 one can say that in order to achieve maximum measure for both Lukasiewicz languages L and K it is necessary and sufficient to distribute the measures µ(C) and µ(B) as µ(C) = n−1 n and µ(B) = 1 n , thus respecting the composition parameter n in the defining equation (1) . A bias in the measure distribution results in a measure loss for at least one of the codes L or K.
The entropy of Lukasiewicz languages
In [11] Kuich introduced a powerful apparatus in terms of the theory of complex functions to calculate the entropy of unambiguous context-free languages.
For our purposes it is sufficient to consider real functions admitting the value ∞. The coincidence of Kuich's and our approach for Lukasiewicz languages is established by Pringsheim's theorem which states that a power series s(t) = ∞ i=0 s i t i , s i ≥ 0, with finite radius of convergence rad s has a singular point at rad s and no singular point with modulus less than rad s. For a more detailed account see [11] , Section 2.
Here and in the subsequent section we show that our apparatus establishes a general treatise of the entropies of L, K and their star closures L * and K * provided sufficient information is known about the structure generating functions of the codes C and B.
Definition and simple properties
The notion of entropy of languages is based on counting words of equal length. Therefore, from now on we assume our alphabet X to be finite of cardinality # X = r, r ≥ 2.
For a language W ⊆ X * let s W : N → N where s W (n) := # W ∩ X n be its structure function, and let
n be its entropy (cf. [11] ). Informally, this concept measures the amount of information which must be provided on the average in order to specify a particular symbol of a word in a language.
The structure generating function corresponding to s W is
s W is a power series with convergence radius
and, considered as a real function on [0, rad W ), it is nondecreasing. As it was explained above, it is convenient to consider s W also as a function mapping [0, ∞) to [0, ∞) ∪ {∞}, where we set
Equation (18) Before we proceed to the calculation of the entropy of Lukasiewicz languages we mention still some properties of the entropy of languages which are easily derived from the fact that s W is a positive series (cf. [5] , Prop. VIII.5.5). 
Proof. In fact, 0 ≤ s W (n) ≤ r n , and if W and V are nonempty languages then
For the entropy of the star of a language we have the following (cf. [5, 11] ).
Proposition 4.3. If V ⊆ X * is a code then
, and 
The calculation of the convergence radius
Property 4.1 showed the close relationship between H W and rad W , and Corollary 4.4 proved that the value of s W at the point rad W is of importance for the calculation of the entropy of the star language of W , H W * .
Therefore, in this section we are going to estimate the convergence radius of the power series s L (t) and simultaneously, the values s L (rad L) and s K (rad L) (observe that rad L = rad K in view of (4) and Prop. 4.2). We start with the equation
which follows from the unambiguous representation in equation (3) and the observation that rad L = sup{t :
From Section 3.2 we know that, for fixed t, t < rad L, the value s L (t) is one of the solutions of equation (5) with γ = s C (t) and β = s B (t). Similarly to Theorem 3.1 one can prove the following. 
This yields an estimate for the convergence radius of s L (t) as the point at which the product s C (t) n−1 · s B (t) reaches the value Figure 2 . A typical plot of the structure generating functions of L and C ∪ B.
Proof. Clearly, s L (t) converges only if s C (t) and s B (t) converge. If t ≤ rad (C ∪ B)
then s L (t) < ∞ if and only if our basic equation has a solution. This is the case when
Using Theorem 4.5 in connection with the results of Section 3.2 we can describe the behaviour of s L on [0, rad L] as follows (see Fig. 2 ). Observe that s C∪B and s L are increasing on [0, rad C ∪B) and [0, rad L], respectively. First equation (8) shows
Moreover, from equation (9) we obtain that s L (t) < s C (t) + s B (t) as long as
We obtain two corollaries to Theorem 4.5 and equation (21) which allow us to estimate rad L. The first one follows from Lemma 3.4 and covers also the case when rad (C ∪ B) = ∞.
Moreover, then, the following conditions are equivalent:
The second corollary covers the case when 
If C ∪B is a finite prefix code then rad
. Hence Corollary 4.6 applies. We give an example that, depending on C and B, all three cases
n n has the minimum positive solution
and, utilising Corollary 4.6, we obtain
Choosing m := 1, X := {a, b, d}, C 0 := {a, d} and B 0 := {b} and n appropriately we obtain the above mentioned three cases: Define the Lukasiewicz languages L i (i = 1, 2, 3) via the equation
Then we have Example 4.9. We let, generally, n := 2 and define our Lukasiewicz languages n n , and 1, respectively. The previous part of Section 4 was mainly devoted to explain how to give estimates on the entropy of L on the basis of the structure generating functions of the basic codes C and B. As a byproduct we could sometimes achieve some knowledge about s L (rad L).
We are going to explore this situation in more detail in this section.
In particular, we derive estimates for the entropies H L , H K , H L * and H K * relative to the entropies of the basic code C ∪ B and its star language (C ∪ B)
* . Using elementary properties of the entropy established in Property 4.2 we obtain
The identity H L = H K is a consequence of equation (4) As a byproduct of the subsequent estimates of H L * and H K * we get the identity 
Next we consider the case when s C∪B (t 1 ) = 1 for some
We know from the considerations in Section 4.3 and from Property 4.3 that this value is closely connected to the entropy of the star language L * . In particular,
The following table shows the dependencies of the values related to the entropies H L = H K , H L * and H K * from the value which takes on the function s B at our critical point t 1 = rad (C ∪ B) * .
We give some explanations.
Proof. The results of Rows 1 and 2 follow from equations (12), (14), (15) We rephrase our results in terms of entropies of the languages L, K, L * and K * .
Corollary 4.11. Let s C∪B (t 1 ) = 1. Then the following holds.
In particular, we have always In conclusion, one should remark that in the case of entropy of Lukasiewicz languages a similar situation as in the case of their Bernoulli measures appears. In order to achieve maximum possible entropy for both Lukasiewicz languages L and K it is necessary and sufficient to choose basic codes C and B whose power series s C (t) and s B (t) behave in agreement with the composition parameter n of the Lukasiewicz language.
