The shifted linear systems with non-Hermitian matrices often arise from the numerical solutions for time-dependent PDEs, computing the large-scale eigenvalue problems, control theory and so on. In present paper, we develop two shifted variants of BiCR-type methods for solving such linear systems. These variants of BiCR-type methods take advantage of the shifted structure, so that the number of matrix-vector multiplications and the number of inner products are the same as a single linear system. Finally, extensive numerical examples are reported to illustrate the performance and effectiveness of the proposed methods.
Introduction
In this paper, we are interested in the simultaneous solutions of L linear systems with the following form A(ϑ )x ( ) = b, ∀ ∈ S + := {1, 2, . . . , L},
which is called a shifted linear system and A(ϑ ) := A + ϑ I ∈ C N×N is a non-Hermitian sparse matrix with a scalar shift ϑ ∈ C, and x ( ) , b are complex vectors of length N. In fact, the shifted linear systems often arise in the implicit numerical solutions for PDEs [1] , control theory [2, 3] , computing large-scale eigenvalue problems [4] [5] [6] , quantum chromodynamics (QCD) simulations [7, 8] and large-scale electronic structure calculations [9] . There is a strong need for the fast solution of the linear systems (1) . For convenience, we define the seed linear system as following form
For solving linear systems (1), Krylov subspace solvers are greatly attractive, since the coefficient matrices are sparse. But it does not share the information during the solution of (1) with each scalar shift. In this case we can apply the well-known shift-invariance property of Krylov subspaces
where K m (A, b) = span{b, Ab, . . . , A m−1 b}, which shows that the iterations of (1) are the same Krylov subspace as the iterations of seed systems. More specifically, Krylov subspace methods are iterative methods to solve the linear systems (2) , where x 0 ∈ C N is a given initial guess and the m-th iterate x m satisfies x m ∈ x 0 +K m (A, r 0 ) with r 0 = b− Ax 0 . If we take x 0 = 0, we have r 0 = b, and the shift-invariance property also means that only one Krylov subspace for solving L linear systems must be generated. So, when one finds approximate solutions over Krylov subspaces, one can save the costs of generating L − 1 Krylov subspace. This idea was shown to be very effective.
Recently, various Krylov subspace methods for shifted linear systems were proposed. For example, the shifted versions of CG [10] , COCG [9] and COCR [11] were developed for solving the shifted linear systems with Hermitian and complex symmetric coefficient matrices, respectively. The shifted restarted FOM [12, 13] and restarted GMRES were powerful solvers for non-Hermitian shifted systems. In addition, the restarted GMRES forced the shifted system residual to be colinear to the seed system residual, which modified the GMRES iterations for the shifted systems [14] . Unfortunately, these methods may result in a numerically unstable process, so that after a few restarts numerical results become useless, see [12, 14] .
Since the quasi-minimum residual is not shift invariant, the QMR, TFQMR and MIN-RES methods do not define their iterates by a Petrov-Galerkin condition. However, these methods allow to save the matrix-vector multiplications for the shifted systems. It is due to the fact that these methods construct a basis for K m (A, b) via the Lanczos process, and this basis is invariant under shifts, see [15, 16] for details. Moreover, some special shifted QMR-type methods [16, 17] are developed as the kind of efficient methods for solving (1) . In 2003, A. Frommer [18] proposed the shifted BiCGStab ( ) and showed that for a positive real matrix A and a positive shift σ, the proposed method was a well-smoothed variant of BiCG. Taken = 1, the shifted BiCGStab method is obtained.
The shifted BiCGStab [15, 18] solver is a particularly efficient method for quark propagator calculations. However, its convergence curve is not smoothed (see Section 4) . Although these methods are powerful, they fall into one group that uses the Lanczos Biorthogonalization procedure [19, Algorithm 7.1, p. 205] . This means that if the Lanczos Biorthogonalization procedure (or nearly) breaks down without look-ahead techniques, the shifted BiCGStab method and QMR method may also fail, and vice versa. So, it is still worth finding the algorithm that is based on a different principle, in order to reduce the risk of facing such a situation in practice. Recently, we [20, 21] extend Stiefel's Conjugate Residual (CR) method [22, 23] to Bi-Conjugate Residual (BiCR) method for nonsymmetric linear system. It has been reported that the oscillations in the residual norms of BiCR are smaller than those of BiCG, and that the residual norms of BiCR tend to converge faster than those of BiCG [21] . Moreover, in order to avoid the matrix-vector multiplication with A H , Abe and Sleijpen [24] proposed the BiCRStab method which is more effective and less affected by rounding errors than BiCGStab method. In this paper, we consider the BiCR-type methods that are based on the A-biorthogonalization process [20, p. 40] for solving non-Hermitian linear systems, and then we developed two variants of BiCR-type methods to solve the shifted linear systems (1). The numerical experiments show that the shifted BiCR-type methods are more competitive than the shifted BiCG and shifted BiCGStab on the numerical solutions of time-dependent PDEs.
The rest of this paper is organized as follows. In Section 2, we briefly review the algorithms and properties of BiCR method and BiCRStab method. The shifted variants of BiCR-type methods are developed for solving the shifted linear systems (1) in Section 3. Section 4 presents some numerical examples involving the numerical solutions of timedependent PDEs to illustrate the effectiveness of the proposed solvers. In Section 5, the paper closes with some concluding remarks.
The BiCR-type methods
In this section, we briefly review the BiCR method and its transpose-free variantBiCRStab method. These methods are the Krylov subspace methods for solving nonHermitian linear systems, and they can be derived from the A-biconjugate orthogonalization process of Krylov subspace.
The Bi-Conjugate Residual (BiCR) method
The Bi-Conjugate Residual (BiCR) method [20, 21] has been proposed a generalization of CR method for nonsymmetric linear system. Here we describe below the algorithm of BiCR when applied to the system Ax = b with a non-Hermitian coefficient matrix A.
(Ap n = Ar n + β n−1 Ap n−1 ,) 8 .
β n = r * n+1 ,Ar n+1 r * n ,Ar n .
EndDo
Here, Ap n = Ar n + β n−1 Ap n−1 is newly added to reduce the number of matrix-vector products at each iteration step. We see from Algorithm 1 that the approximate solution x n can be generated by coupled two-term recurrences.
At the end of this subsection, the computational cost for BiCG and BiCR at each iteration step is shown in Table 1 . "AXPY" denotes the addition of scaled vectors, and "1+1" denotes 1 multiplication with the matrix and 1 with its transpose. From Table 1 , we can say that BiCG and BiCR require almost the same memory and computational work in each iteration step. Observing Algorithm 1, we can find that four iterates r n , p n , r * n , and p * n can be expressed as r n = R n (A)r 0 ,
where R n and P n are polynomials of degree n satisfying
Eliminating P n (λ) in the above recurrences relation, we immediately obtain the following three-term recurrences relation:
The above recurrences (5)- (7) play an important role in deriving a variant of BiCR for solving non-Hermitian shifted linear systems in the next section.
BiCRSTAB method
The BiCR algorithm requires multiplication by both A and A H at each step. This means extra work, and, additionally, it is sometimes much less convenient to multiply by A H than it is to multiply by A. In other cases, data may be stored on a parallel machine in such a way that multiplication by A is efficient but multiplication by A H involves extra communication between processors. For these reasons it is desirable to have an iterative method that requires multiplication only by A and that generates good approximate solutions from the Krylov spaces of dimension equal to the number of matrix-vector multiplications. For the efficient implementing aspect, we consider the transpose-free variant of BiCR (see Algorithm 2): Bi-Conjugate Residual Stabilized (BiCRStab) method; see [24] for details. The pseudo-codes of BiCRStab method can be given as follows.
EndDo

The shifted variants of BiCR-type methods
In this section, we describe a framework to solve shifted linear systems applying the information sent from the BiCR-type methods, when applied to a seed systems Ax = b. For simplicity, we consider here solving two linear systems, i.e., the seed system Ax = b and the shifted system (A + ϑ 1 I)x
(1) = b. Firstly, we develop the shifted BiCR method for solving the shifted linear system. We can see from the residual vector (4) that r n with the initial guess x 0 = 0 belongs to the subspace K n+1 (A, b). Moreover, we observe that
Hence, we consider reusing the information of residual vectors r 0 , r 1 , . . . , r n to solve (A + ϑ 1 I)x
(1) = b. To be specific, for solving the shifted system (A + ϑ 1 I)x (1) = b, we take the following collinear residual approach:
Here we note that this approach [18] is successfully used in the algorithm of restarted shifted GMRES [14] . Now we give a computational formula for updating r n+1 by using the information of r n+1 . From (3), (4) and the recurrence relation (7) it follows that
Similarly, we consider updating the residual vector r
n+1 with the following recurrence relation:
Substituting (8) into (10) we have
To obtain the computational formula for r (1) n+1 , three parameters α
n−1 , and π (1) n+1 are essentially required. Hence, here we give the computational formulas for the three parameters. First, comparing the coefficients of Ar n in (9) and (11) yields
Second, comparing the coefficients of r n−1 leads to
. Substituting the result of (12) into the previous equation yields
Finally, comparing the coefficients of r n leads to 1 +
Substituting (12) and (13) into the previous equation, we obtain
From (8), (10), (12), (13), and (14) we can update the residual vector r
n+1 . Next, we derive a computational formula for updating the approximate solution x (1) n+1 from the recurrence relation (10) . It follows from (10) and applying p
n−1 that we readily have p
Hence, substituting r
(1)
n into (16) we obtain
Notice that from (8) the search directions are updated by
Then, the approximate solutions are updated without using the recurrence relation (16) . From Algorithm 1, (8), (12)- (14), (17) and (18), we can obtain the approximate solutions for the system (A + ϑ 1 I)x
(1) = b without matrix-vector products. Additionally, for the evaluation of r (1) n 2 we do not need to compute the inner product of r (1) n since we can implicitly obtain the residual 2-norm from the relation (8), i.e. r 
{Begin shifted system}, 13.
For ( s) = 1, 2, . . . , m, Do: 14.
If r ( )
{End shifted system} 23.
k 's are the scaling coefficients that hold the relation r k = π 
for k = 2, 3, . . ., where R (s)
0 (λ). Here we note that Algorithm 3 chooses a seed system from given systems, but the choice of the seed systems is not restricted to a set of systems to be solved, i.e., we can choose another system as a seed system to solve (A + ϑ I)x ( ) = b for all ∈ S + . In any case, the optimal choice of a seed system is an open problem.
Here we should show the summary of computational costs per iteration step for the BiCR method and the shifted BiCR method in Table 2 , where the number of AXPY for the shifted BiCR is 2(L − 1) + 6 since it is a summation of 6 for a seed system and 2(L − 1) for shifted systems. From Table 2 , we can say that the computational cost per iteration step for the shifted BiCR method is much less than that for the BiCR method when matrix-vector multiplications are the most time-consuming part. In Section 4, we will compare the shifted BiCR method with classical shifted BiCG method.
Next, we consider to develop the shifted BiCRStab method for solving the shifted linear systems (1). Then it is well known that, by combining the BiCR method and the minimal residual (MR) idea together, the BiCRStab algorithm (see Algorithm 2) was derived. During each step of BiCRStab method for solving the shifted linear systems, the following relations hold,
where s
n , χ
n are the analogous to s n and ζ n respectively in Algorithm 2, p
n is the search direction, and χ (1) n is chosen by a local steepest descent principle. Therefore, r 
n is the degree m residual polynomial of the m-th step of BiCR method for the shifted linear systems and Q (1) n is the MR polynomial defined recursively via each step with the goal of stabilizing or smoothing convergence behavior. Since R (1)
To obtain the computational formulas for r (1) n and s (1) n , the parameters χ n ; see [15] for details. By ignoring the scalar coefficients at first, the MR polynomial Q n (λ) is defined by the simple recurrence Q n+1 (λ) = (1 − χ n λ)Q n (λ) in the BiCR method. Then the polynomial is given directly as a product of its linear factor Q n+1 (λ) = n i=1
(1 − χ i λ). To calculate the shifted MR polynomial, we assume a linear factor [ 
The shifted polynomial is therefore given by
Thus using the polynomials (21) and (22), we can generate the parameters as follows
Unlike the MR polynomial for seed system, the shifted MR polynomials do not correspond to the MR polynomials for shifted systems, which indicate that the residual 2-norms for shifted systems are not locally minimized.
In addition, x
n is computed from
n s
n .
Therefore, the p
n is essentially required. The problem is that the update of p
n required the calculation of (A+ϑ 1 I)p (1) n , which will increase L additional matrix-vector multiplications for (1) . In order to eliminate these additional matrix-vector products, the following identify is used in the shifted BiCRStab (see Algorithm 4)
The procedure described in this Section 3 leads to the following Algorithm 4. Algorithm 4: Shifted Bi-Conjugate Residual Stabilized (SBiCRStab) method 1. Choose a seed system s ∈ S + = {1, 2, . . . , L}, 2. Set r 0 = b and chooser 0 (for example,r 0 = r 0 ),
{Begin shifted system}, 16.
For ( s) = 1, 2, . . . , m, Do: 17.
If r ( ) 
Numerical experiments
In this section, some numerical experiments will be reported. We present numerical results to demonstrate the performance of the SBiCR method and SBiCRStab method for solving the shifted linear systems, which arise from some real problems. We also compare the proposed methods with the SBiCG method and SBiCGStab method. All the numerical experiments were performed in Window 7 (32bit), MATLAB 2011b. The machine we have used is a PC-Pentium(R)4, CPU G640 2.80 GHz, 4.00 GB of RAM. In all of our runs, we used a zero initial guess. All the convergence behaviors of the numerical examples were illustrated in figures.
Numerical results of SBiCR and SBiCG
Firstly, we report some numerical results for comparing the SBiCR method and SBiCG method via following numerical examples: Example 1. In this example, we consider the nonsymmetric eigenvalue problems involving the following non-selfadjoint partial differential operators:
u(x, y) = 0, ∈ R, 1, on the boundary. (23) discretized using centered difference schemes −(
is a grid size. Taking a = 1 and the scalar parameter (diffusion scale) varies from 1/50 to 1/100 in the numerical tests below. This spatial discretization of (23) results in the following matrix A,
where A is a nonsymmetric matrix and has dimensions N = n 2 . If we use the SakuraiSugiura method [5, 6] to solve the eigenvalue problem (23) Figs. 1-2 show the convergence history of the SBiCR solver as compared with SBiCG solver for Example 1. In Figs. 1-2 , we plot the 2-norm (in the logarithmic scale) of the relative residual versus the number of iterations. As seen from Figs. 1-2, it is observed that the SBiCR solver converges faster than the SBiCG solver in terms of the number of iterations. Especially, for small scalar parameter and gird size h, it shows that the SBiCR solver works more efficient than the SBiCG solver in terms of both high-accuracy approximation solutions and slightly smoothing convergence plots.
Example 2. Here we consider the benchmark problem coming from the heat problem by adding a convection term, namely
for (x, y) ∈ [0, 1] 2 and t > 0,
To solve the problem numerically, we start by discretizing the spatial domain into uniformly spaced grid points. Then, we also approximate the model problem (24) by the 9-point finite difference scheme as
This finite difference approximation with the natural ordering results in a system of ODEs as following form
where A = tridiag(C, B, C) ∈ R N×N , N = l 2 is a block tridiagonal matrix, and B, C ∈ R l×l are both tridiagonal matrices given by B = tridiag(4κ − 3hc, −20κ, 4κ + 3hc) and C = κ 6h 2 tridiag (1, 4, 1) , respectively. Since the spatial finite difference methods for (24) result in the systems of ODEs of the form (25) where u is the vector containing the unknown solution. For the time integration of (25) we adopt a relatively new approach applying a contour approximation method as discussed in [28] . This time integration scheme (Contour Integral method) involves solving the shifted linear systems, which are similar to (A + z (i) I)x (i) = b, z (i) ∈ C; refer to [28] . Here we take RHS as b = A * ones(size(A, 1), 1) and normalize the RHS via multiplying by 1/norm(b, inf). Then the convergence behaviors of both SBiCG method and SBiCR method are illustrated in Figs. 3-4 .
Figs. 3-4 display the convergence history of the SBiCR solver as compared with the SBiCG solver for Example 2. In Figs. 3-4 , we plot the 2-norm (in the logarithmic scale) of the relative residual versus the number of iterations. As seen from Figs. 3-4 , it is observed that the SBiCR solver converges more efficient than the SBiCG solver in aspects of the number of iterations, and the convergence plots for the SBiCR method appear slightly smoothed. Especially, when the SBiCG method fails to reduce the norm of relative residual, but the SBiCR method still deals with this case very well. Meanwhile, the final approximation solutions obtained via SBiCR method are more accurate than that of SBiCG method. 
Numerical results of SBiCRStab and SBiCGStab
In this subsection, we investigate the performances of SBiCRStab solver as compared with SBiCGStab solver by some numerical examples:
Example 3. In this example, we consider a real nonsymmetric Toeplitz matrix of order 2000 with a parameter γ
and test the case of γ = 1.7 and the shift ϑ 1 = Fig. 5 , we plot the 2-norm (in the logarithmic scale) of the relative residual versus the number of matrix-vector multiplications (MVs). As seen from Fig. 5 , it is observed that the SBiCRStab solver works more efficient than the shifted BiCGStab solver in terms of less number of the MVs. Comparing to the performance of SBiCGStab solver, it also shows that the SBiCRStab method is a preferable solver for these numerical problems in terms of the final high-precision approximation solutions under the same iterations. 
on the unit cube where β = −100 for an n × n × n discretized grid. We discretize it via using the central-point finite difference scheme:
where we use the strategy of [27] and obtain the coefficient matrix as follows
where we take RHS as b = A * ones(size(A, 1), 1), the shift ϑ 1 = In Fig. 6 , we plot the 2-norm (in the logarithmic scale) of the relative residual versus the number of MVs. It is observed that the SBiCRStab solver works more efficient and faster than the SBiCGStab solver in aspects of less number of MVs. As seen from the right side of Fig. 6 , the SBiCGStab method (BiCGStab method for solving the seed system) stopped at about 140 MVs due to breakdown, whereas the SBiCRStab method converged. Comparing to the performance of SBiCGStab solver, it shows that the SBiCRStab method is a preferable solver for these real problems. In addition, the approximation solutions obtained via SBiCRStab solver are more accurate than that of SBiCGStab method.
Example 5. For a comprehensive evaluation of the proposed solver, we consider an example with a large shift, which is more realistic in some applications. Then the test matrices are the same as the numerical solutions of PDEs (24) in Example 2, refer to (25) . Here we take the parameters κ = 1/100, c = 7 and the shift ϑ 1 = 15 − Fig. 7 , we plot the 2-norm (in the logarithmic scale) of the relative residual versus the number of MVs. Due to the large shift, the BiCRStab method and BiCGStab method converge only for the seed linear systems, not for the shifted linear systems. As seen from Fig. 7 , the SBiCRStab method is more efficient than the SBiCGStab method in aspects of both less number of MVs and better approximate solutions, although both iterative solvers fail to converge for the shifted linear systems.
In conclusion, it shows that the SBiCRStab method is a preferable solver for these real computational problems.
Concluding remarks
In this study, we developed two variants of the BiCR-type methods to solve the shifted linear systems with non-Hermitian matrices. From the numerical examples involving such linear systems we found that the variants, namely the SBiCR method and SBiCRStab method, are much more efficient than the shifted BiCG-type methods. Since the shifted BiCR-type methods have a different principle from that applied in the shifted BiCG-type methods (and the shifted QMR-type methods), the shifted BiCR-type solvers may be the methods of choices for the cases where the shifted BiCG-type methods (and the shifted QMR-type methods) fail.
In addition, we did not carry out convergence analysis of the shifted BiCR-type methods, since it is known (e.g. see [21, 24] ) that the convergence analysis for non-Hermitian matrix is difficult in general, compared with some special matrices such as the real symmetric or Hermitian case, a meaningful analysis is still an open problem. Future work should include a more detailed study of convergence analysis of shifted BiCR-type methods and develop shifted BiCRStab( ) methods. Also the preconditioning technique for shifted iterative solvers is an open problem, our recent work [29] and other potential techniques [15, 25, 26, 30] are well worth considering for these aspects.
