In this paper, we find all the forms of meromorphic functions f (z) that share the value 0 CM * , and
Introduction and results
Let f be a nonconstant meromorphic function in the complex domain. We shall adopt the standard notations in Nevanlinna's value distribution theory of meromorphic functions such as the characteristic function T (r, f ), the counting function of the poles N(r, f ), and the proximity function m(r, f ) (see, e.g., [5] ). We also denote N k) (r, f ) the counting function of the poles of f with multiplicities less than or equal to k, and N (k (r, f ) the counting function of the poles of f with multiplicities greater than or equal to k. The notation S(r, f ) is used to define any quantity satisfying S(r, f ) = o(T (r, f )) as r → ∞ possibly outside a set of r of finite linear measure (see, e.g., [13] ). A meromorphic function a ( ≡ ∞) is called a small function with respect to f provided that T (r, a) = S(r, f ). Note that the set of all small functions of f is a field. Let f and g be nonconstant meromorphic functions, and b a small function with respect to f and g. We say that f and g share b IM (CM) provided that f − b and g − b have the same zeros ignoring (counting) multiplicities. Denote byN(r, f = b = g) the reduced counting function of the common zeros of f − b and g − b ignoring the multiplicities, andN E (r, f = b = g) the reduced counting function of the common zeros of f − b and g − b with the same multiplicities. We say that f and g share b IM * provided that
Similarly, we say that f and g share b CM * provided that
Obviously, if f and g share b IM (CM), then they share b IM * (CM * ). In 1976, Rubel and Yang [10] proved that if f is an entire function and shares two finite values CM with f , then f ≡ f . Mues and Steinmetz [9] , and Gundersen [4] improved this result and proved the following theorem. An example given in [8] shows that the "CM" in Theorem B cannot be replaced by "IM." However, if 0 is a Picard exceptional value of f and f (k) , Zheng and Wang [12] proved the following theorem.
Theorem C. Let f (z) be a nonconstant meromorphic function, and k ( 2) be an integer. If 0 is a Picard exceptional value of both f and f (k) , and in addition, f and f (k) share a nonzero finite value IM, then f (z) = e Az+B , where A and B are constants satisfying A k = 1.
Gundersen [3] gave an example as follows, which shows that the condition k 2 in Theorem C cannot be replaced by k 1, i.e., k = 1. In the present paper, we shall prove the following results.
Example (I). Let f (z)
=
Theorem 1. Let f (z) be a nonconstant meromorphic function, and a
or f (z) takes one of the following two forms: 
Example (II). Let f (z)
=b a 1 f + a 2 f − f 2 = f a 1 f + a 2 f (f − b), a 1 f + a 2 f 2 (f − b) = a 3 f 3 a 1 f + a 2 f − b , a 1 f + a 2 f (f − b) 3 = a 3 f a 1 f + a 2 f − b 2 has no nonconstant meromorphic solution f satisfying T (r, a i ) = S(r, f ) (i = 1, 2
, 3), and T (r, b) = S(r, f ).
Hence, the above three equations have no transcendental meromorphic solutions provided that a i (z) (i = 1, 2, 3) and b(z) are rational functions with a 2 a 3 b = 0. λz , where c and λ are nonzero constants and λ k = 1.
Obviously, Corollary 2 is a generalization of Theorem D, and Theorem 2 is a generalization of Theorem C.
Lemmas
Before proving the main results, we present some existing results in the following three lemmas, which will be used in the proofs of Theorems 1 and 2.
Lemma 1. [6] Let f be a nonconstant meromorphic function, and f 1 , . . . , f n (n 2) be nonzero meromorphic functions satisfying T (r, f i ) O(T (r, f )), and supposē
. . , n, and
Lemma 2. [7]
Let f 1 and f 2 be two nonconstant meromorphic functions satisfyinḡ 
is not identically zero for all integers s and t (|s| + |t| > 0), then for any positive number ε, we have
N 0 (r, 1; f 1 , f 2 ) εT (r) + S(r),
Lemma 3. [2] If f is a transcendental meromorphic function, and k is a positive integer, then the following inequality
holds for any positive number ε.
Proof of the results
Now we shall use a generalized version of Nevanlinna's Second Fundamental Theorem (see, e.g., [5, p. 47] ) to prove our main results, Theorems 1 and 2.
Proof of Theorem 1. Since f and g share 0, b, ∞ IM * , it is easily seen from the Second Fundamental Theorem that
Hence, S(r, g) = S(r, f ) := S(r). In particular, since f and g share 0 CM * , and
Suppose f = g. Otherwise, nothing needs to be proved. Since f and g share b IM * , it follows from the second fundamental theorem, the theorem on the logarithmic derivative and (4) that
N(r, g) + S(r) T (r, g) + S(r).
Therefore, we get
Noting that N(r, g) = N(r, f ) +N(r, f ), we have
which clearly shows thatN (2 (r, f ) = S(r), and thus
By the inequalities before (5), we have T (r, f /f ) =N(r, f )+S(r). Then (4) and (8) together imply that
Since f and g share b IM * , we havē
Therefore,
Let
Consider the poles of f . Simple poles of f are not poles of α, and multiple poles of f can be neglected in view of (7). It follows from (4) and the lemma of logarithmic derivative that
Since f and g share b IM * , we see from (9) (9) and (4), we havē
and thus the estimates (8) and (9) implyN(r, f ) = S(r). However, on the other hand, (2) and (5) yield T (r, f ) = S(r), a contradiction. Hence α = (a 1 − 1)/a 2 , leading tō In the following, we assume
Therefore, T (r, h 1 /h 1 ) = S(r). From bg = f 2 and the definition of g, we have
Since every zero of f is a double pole of the right-hand side of the above equation, except for the zeros and poles of b, a 1 , a 2 , we have
From the above equation and the lemma of logarithmic derivative, together by using m(r, g) = S(r) from (6), we get m(r, 1/f ) = S(r). Therefore, T (r, f ) = S(r), a contradiction. Hence
If
, then 2fg = bg + f 2 , which impliesN(r, f ) = S(r). It follows from (2) and (5) that T (r, f ) = S(r), a contradiction. Hence
from which we obtain
Hence, To complete the proof of Theorem 1, we need to show that
always leads to a contradiction by distinguishing two cases below.
Case 1.
Suppose that the following condition holds:
If (10) and (18), we have
By integrating the above equation, we know that bg/f 2 is a nonzero constant. From (5), (8), we haveN 
Suppose that z 1 is a common zero of f − b and g − b, but not a zero or pole of a 1 , a 2 or b. By (10), (18) and g = a 1 f + a 2 f , we get g (z 1 ) − b (z 1 ) = 0, which implies that z 1 is a multiple zero of g − b. Hence,
From Eq. (21), together with (5) and (8), we deduce that
, and thus, with the aid of (21),
.
Then we have f 1 + f 2 + f 3 = 1. By (4), (7), (12), (21), (22) and (20), we obtain
Further, by (13) , (15) and (17), we get f i = 1, i = 1, 2, 3. Therefore, by Lemma 1, we have T (r, f 1 ) = S(r). Note that f 1 (z) = 1 holds for any pole of f provided that it is not any zero or pole of a 1 , a 2 or b. Hence we get
However, it follows from (2) and (5) that T (r, f ) = S(r), which indicates that the above conclusion is not possible. Hence, Case 1 is ruled out. (18) is not true, i.e.,
Case 2. Suppose that
If z 2 is a multiple zero of g − b, which is a zero of f − b but not a zero or pole of a 1 , a 2 or b, then by a simple manipulation, we get
Then by noting (7), a simple calculation shows that β(z) = 1/a 2 (z) holds for "almost all" poles of f . SinceN(r, f ) = S(r), we have β = 1/a 2 , i.e.,
Again, a simple computation shows that any multiple zero of f − b must be zero of a 1 b + a 2 b − b provided that it is also a zero of g − b, but not any zero or pole of a 1 , a 2 
Similarly, let
We have g 1 + g 2 + g 3 = 1. From (4), (7), (12), (24) and (27), we get
Since f = g, we have g 1 = 1. Further, from (13) and (14), we obtain g 2 = 1 and g 3 = 1, respectively. Then it follows from Lemma 1 that T (r, g 1 ) = S(r). Note that g 1 (z) = 1 holds for "almost all" poles of f . HenceN(r, f ) = S(r), which together with (2) and (5) implies T (r, f ) = S(r). This is impossible. In the following, we assume that
which, together with g = a 1 f + a 2 f , shows that any common zero of f − b and g − b must be multiple zero of f − b provided that it is not any zero or pole of a 1 , a 2 or b. Therefore,
From (29), (4), (8) and the second fundamental theorem, we can deduce that
2N(r, f ) + S(r).
Hence,
Next, let
Then by (4), (7), (12) and (24), we haveN(r,
, and m r, 1
If z 0 is a zero of f − b with multiplicity k 1 (but not a zero or a pole of a 1 , a 2 , b), then it is a zero of g − b with multiplicity k − 1 (i.e., for k = 1 it is not a zero of g − b at all). Hence by (30), we get 
= T (r, f ) + S(r).
Then from (26), (28) and g = a 1 f + a 2 f , eliminating f yields
Noting (4), we have
On the other hand, from N(r, F 2 ) = N(r, 1/f ) +N(r, 1/f ) + S(r) and (4), we obtain N(r, F 
