Abstract Accurate predictions of sea-level are important for geodetic applications, navigation, coastal, industrial and tourist activities. In the current work, the Genetic Programming (GP) and artificial neural networks (ANNs) were applied to forecast half-daily and daily sea-level variations from 12 hours to 5 days ahead. The measurements at the Cocos (Keeling) Islands in the Indian Ocean were used for training and testing of the employed artificial intelligence techniques. A comparison was performed of the predictions from the GP model and the ANN simulations. Based on the comparison outcomes, it was found that the Genetic Programming approach can be successfully employed in forecasting of sea level variations.
, as well as hydrological simulations (e.g., Thirumalaiah and Deo, 2000) and typhoon waves estimations (Chang and Chien, 2006) . The technique is very well described in literature (e.g. Haykin 1999 among many others) and therefore any further details about it are omitted from the present paper.
The methodology of GP was first proposed by Koza (1992) , as a generalization of Genetic Algorithms (GA) (Goldberg 1989) . The fundamental difference between GP and GAs lies in the nature of individuals, where in GAs individuals are linear strings of fixed length (as chromosomes), while in GP individuals are nonlinear entities of different sizes and shapes (as parse trees). GP received close attention in water resource applications in recent years.
The GP algorithms firstly define an objective function as a quantitative criterion and then this function is used for measurement and evaluation of the performance of different solutions in a step-bystep structural correction until GP leads to a suitable solution. As depicted in Koza (1992) , a step by step GP method includes (Borelli et al. 2006 ):
1.
Generate primary random population of composite functions representing potential solutions.
2.
Evaluate the fitness of each individual using the fitness functions. 3.
At each generation, the following process will be repeated until a new population is filled:
• Choose one of the crossover, copy and mutation operators; If the number of individuals (offsprings) equals a maximum selected number, increase the number of generation by 1 and go to step 5; else increase the individuals by repeating steps 2-4. 5.
If the number of generation is equal to a certain maximum value, terminate the program; else repeat steps 2-4.
GP is popular due to its high accuracy with major advantages on its applicability to areas where (i) the interrelationships among the relevant variables are poorly understood (or where it is suspected that the current understanding may well be less than satisfactory), (ii) finding the ultimate solution is hard, (iii) conventional mathematical analysis does not, or cannot, provide analytical solutions, (iv) an approximate solution is acceptable (or is the only result that is ever likely to be obtained), (v) small improvements in the performance are routinely measured (or easily measurable) and highly valued, and (vi) there is a large amount of data, in computer readable form, that requires examination, classification, and integration (e.g. Banzhaf et al. 1998) .
In GP, a random population of individuals (equations or computer programs) is created, the fitness of individuals is evaluated and then the "parents" are selected out of these individuals. The parents are then made to yield "offsprings" by following the process of reproduction, mutation and crossover. The creation of offsprings continues (in an iterative manner) till a specified number of offsprings in a generation are produced and another specified number of generations is created. The resulting offspring at the end of this process (an equation or computer program) is a solution to the problem (Gaur and Deo 2008) . Khu et al. (2001) applied GP to real-time runoff forecasting for the Orgeval catchment in France and compared the results with observations and the results obtained using standard methods. Their results of comparison found GP to be comparable and be of acceptable accuracy. Also, Drecourt (1999) , Savic et al. (1999) , Babovic and Keijzer (2002) , Liong et al. (2002) and Aytek and Alp (2008) applied GP to rainfall-runoff modeling. Giustolisi (2004) determined the Chezy resistance coefficient using GP. Borelli et al. (2006) introduced an approach based on GP for extracting the trend in noisy data series. Kalra and Deo (2007) applied GP for retrieving missing information in wave records along the west coast of India. Aytek and Kisi (2008) applied GP to suspended sediment transport streams, and found it to perform better than conventional rating curve and multi-linear regression techniques. Ustoorikar
Volume 1 · Number 1 · 2010 and Deo (2008) used GP for filling up gaps in data of wave heights. Gaur and Deo (2008) applied GP for real-time wave forecasting. Harris et al. (2003) used GP to predict velocity in compound channels with vegetated flood plains. Rabunal et al. (2007) applied GP and ANNs for determining the unit hydrograph of a typical urban basin. Babovic et al. (2001 Babovic et al. ( , 2002 applied GP for modeling of risks in water supply. Guven and Gunal (2008) predicted the local scour downstream the hydraulic structures, using a GP approach. introduced GP based empirical model for daily reference evapotranspiration estimation. Klara et al. (2008) applied GP to estimate coastal waves from deep water measurements. Preis and Otsfeld (2008) applied a coupled model tree-genetic algorithm scheme of flow and water quality predictions in watersheds. This literature review shows that only a limited number of applications have reported GP applications to simulate sea level variations.
In general, a selection of input variables does not completely define the environment from which the system will learn. One must also choose specific past examples from the learning domain. Each example should contain data that represent one instance of the relationship between the chosen inputs and outputs. These examples are referred to as "training cases" or "fitness cases" in GP. Once the training set is selected, one could say that the learning environment of the system is defined. A sea level prediction model is derived by generating initial population and then fitting the data to decide how well the equation solves the problem. This leads to choosing a set of terminals and the set of functions. In present work, the terminal set consisted of averaged recorded sea level variations. In this problem, the terminal set obviously consists of the independent variables, S t ={H t-1 , H t-2 , …}, where H denotes sea level at various times.
The selection of an appropriate set of functions is not straightforward. In this study, the following instructions were used: addition, arithmetic comparison, data transfer, multiplication, subtraction, and trigonometric. Then, a combination of all the modification operators (mutation and crossover) was used. The initial parameters of GP model was summarized as: population size=500, mutation frequency= 95%, crossover frequency= 20%, number of generation=300. These are typical choice of the initial GP control parameters which were varied during the simulation, in an iterative process, till the best program (based on best fitness measures) was produced. This criterion was the mean squared error (MSE) between the observed and forecasted value of sea level.
DATA USED
In the current work, the development and testing of the implemented techniques were based on hourly sea-level records from a SEA-level Fine Resolutions Acoustic Measuring Equipment (SEA-FRAME) station. The station is located at the Cocos (Keeling) Islands, an Australian Territory in the Indian Ocean (latitude 12˚10′ South, and longitude 96˚52′ East, for location see Makarynska and Makarynskyy 2008) .
The applicability was studied of GP and ANNs to mid-term sea level predictions based on 12-hour and 24-hour averages. Such mid-term predictions based on averaged sea level are especially important for geodetic applications concerned with processes at a similar time scales.
To provide the techniques with the available range of sea level variations, GP and ANNs were both trained on the half-daily and daily averaged sea levels over a period from September 1992 to December 2000, and the remaining three years of records were used for validation purposes.
Statistics of the averaged time series are given in Table 1 , where the X mean , X max , X min , S x , C v , C sx denote the mean, maximum, minimum, standard deviation, coefficient of variation and skewness, respectively. It is seen from the table that the skewness and minimum value of daily averaged sea levels are high. However, standard deviation, coefficient of variation and maximum value are high for halfdaily averaged sea levels. Meanwhile the mean values are approximately the same for both cases. So, it seems the daily averaged values have a moderately uniform distribution. 
OBTAINED RESULTS
Three statistical evaluation criteria were used to assess the model performance: the coefficient of determination (R 2 ), the mean square error (MSE) and the mean absolute error (MARE) defined as:
In the above expressions the H io , H ie denote the observed and estimated values at the i-th time step, respectively; H m is the mean of observed values; H -is the mean value of simulations, and n is the number of observations. The GP model from the Discipulus software was used in this study. Figure 1 displays 12 h averaged predicted and observed sea level variations as time-series plots and scatter plots for the first two prediction intervals, 12 h and 24 h ahead. A comparison of the accuracy for various prediction intervals is represented in the upper part of the second column of Table 2 . From the presented outcomes it follows that the GP model learnt the non-linear relationship between the input and target data for all the prediction intervals successfully. Expectedly, the 12 h ahead predictions are the most accurate in terms of the R 2 (0.975), MSE (338.1 mm 2 ) and MARE (1.720%). Increasing the prediction interval affected the accuracy of forecasts to some minor extent: the R 2 decreased from 0.975 to 0.968, while the MSE and MARE increased from 338.1 mm 2 to 431.0 mm 2 and from 1.72% to 1.94%, respectively. A comparison of the statistics calculated for different prediction intervals shows the robustness of GP for forecasts of sea level variations at the Cocos (Keeling) Islands. Figure 2 and the lower part of the second column of Table 2 demonstrate that the use of GP for predicting daily averaged sea levels is even less sensitive to increased prediction intervals in terms of the R 2 (decreasing insignificantly from 0.973 to 0.972), MSE (changing from 230.5 to 236.2 ) and MARE (varying from 1.39% to 1.41%).
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In order to assess the ability of GP model in comparison to other simulation techniques, a corresponding number of ANN models was developed and implemented to the same data sets. All the implemented three-layered feed forward networks with sigmoid (non-linear) hidden neurons and linear output neurons were trained with the Levenberg-Marquardt back propagation algorithm. The results of the ANNs testing are presented in the third column of Table 2. In the case of half-daily averaged data, the ANNs produce acceptable results with the R 2 of 0.943, MSE of 766.580 mm 2 and MARE of 2.668% for +12 h prediction interval and the R 2 of 0.830, MSE of 2315.351 mm 2 and MARE of 4.578% for +24 h interval. When the daily averaged data used, the ANNs produced good results for +24 h and +48 h time intervals in term of the R 2 (0.933), MSE(637.225) and MARE(2.290%) and R 2 (0.832), MSE(1616.225) and MARE(3.636%), respectively. However, the results of GP were better than those produced by the ANNs for all time intervals (see lower part the third column of Table 2 ).
Clearly, the GP model adequately predicted sea levels, which required a high quality of nonlinear mapping. Thus the GP approach gives a practical way for obtaining accurate predictions of half-daily and daily averaged sea levels for time periods from 12 h up to 5 days ahead. Such outcomes are encouraging for use of GP simulations in other areas of riverine, coastal, ocean and marine engineering studies.
CONCLUDING REMARKS
Owing to the importance of forecasting of sea level variations, the data from the Cocos (Keeling) Islands in the Indian Ocean were used for development and validation of a GP model for sea level predictions. GP was used to forecast sea levels averaged over 12 h and 24 h time intervals for time periods from 12 to 120 h ahead.
The model produced high quality predictions over all considered time periods. The presented results demonstrates the suitability of GP for learning the non-linear behavior of sea level variations in terms of the R 2 (with values no lower than 0.968), MSE (with values generally smaller than 431) and MARE (no larger than 1.94%). In order to assess the ability of GP model relative to that of the ANN technique, a comparison was performed in terms of the abovementioned statistics. The developed GP model was found to perform better than the used ANNs. Therefore the GP approach can be regarded as a promising tool for farther future applications in coastal and ocean engineering studies.
In the current work, the linear genetic programming approach is trained and tested using sea level records and the Levenberg-Marquardt algorithm was applied for ANN models. If the other training algorithms (for ANNs) and other versions of GP were used, the results from GP and ANN models may differ. Any site-specific applications have to account for this and be trained and tested accordingly. Genetic Programming for Sea Level Predictions in an Island Environment International Journal of Ocean and Climate Systems 
