Abstract-The focus of our work is on studying the resource availability characteristics of large-scale, cooperatively pooled, shared computing platforms. Our focus is on platforms in which resources at a node are allocated to competing users on fairshare basis, without any reserved resource capacities for any user, and there is no platform-wide resource manager for the placement of users on different nodes. The users independently select nodes for their applications. Our study is focused on the PlanetLab system which exemplifies such platforms. The goal of our study is to develop heuristics based on the observed resource availability characteristics for selecting nodes for deploying applications. Our approach uses the notion of eligibility period, which represents a contiguous duration for which a node satisfies a given resource requirement. We study the characteristics of the eligibility periods of Planetlab nodes for various resource capacity requirements. Based on this study we develop heuristics for identifying nodes that are likely to satisfy a given requirement for long durations. We also develop an online model for predicting the idle resource capacity that is likely to be available on a node over a short term. We evaluate and demonstrate the performance benefits of the node selection techniques and the prediction model using the PlanetLab node utilization data traces collected at different intervals over an extended period of several months.
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INTRODUCTION
F EDERATED computing platforms such as PlanetLab [1] demonstrate the feasibility of using cooperatively pooled distributed resources for deploying experimental distributed systems and applications. Cooperatively pooled resources in such platforms are generally widely dispersed and loosely managed by the participating organizations. Platforms such as PlanetLab do not utilize any centralized resource management and scheduling mechanisms, thereby putting the responsibility of node selection for application deployment and scheduling on the users. Different user applications may be co-hosted on a node and they compete for the resources available on that node. Such platforms allocate resources to competing applications on fair-share basis and do not provision guaranteed levels of resource capacities to an application.
The focus of our work is to study the resource availability characteristics of nodes in platforms such as PlanetLab. Our aim is to utilize this study for developing heuristics to guide application developers in selecting nodes for deploying applications. We consider here cooperatively pooled shared computing platforms with the following characteristics, as exemplified by the PlanetLab platform.
No provision of fixed resource capacity: These platforms do not provide any dedicated resources with fixed capacity guarantees or reservation of resource capacities. No central resource manager: There is no central resource manager or scheduler for platform-wide resource allocation in order to balance resource utilization and load. Users themselves select the nodes to be used. Fair-share based resource allocation: The resources on a single node are allocated on fair-share basis to the competing users. An application can use the idle resource capacity as long as others do not compete for it. Furthermore, as is the case in any large-scale computing infrastructure, there is no guarantee of node availability in such platforms. In such federated environments, the owner of a node has autonomous control to shut it down at any time. Therefore, a node can become unavailable due to crashes as well as shutdowns.
The study presented in [12] shows that the available resource capacities on PlanetLab nodes can fluctuate significantly-the available resource capacity at a node may change significantly within 30-60 minutes. A node selected for deploying an application with some given resource requirements may become unsuitable for hosting it in the near future due to the changes in the available resource capacity on that node. For deployment of an application, we need to identify the nodes that satisfy the given resource requirements. In this regard, it is important to select a node that is likely to satisfy the given resource requirement for a long duration. This requires intelligent selection of nodes.
Although, the study presented in [12] provides some initial characterization of resource availability of PlanetLab nodes, it is not clear how an application developer can discriminate among the nodes that satisfy a given resource requirement at a particular time, in order to select nodes that are likely to satisfy the given requirement for a long time. In this regard, our aim is to analyze the behavior of nodes in terms of their resource availabilities and utilize this information in determining the likelihood that a node will satisfy a given resource requirement for a long time. Towards developing heuristics for node selection, we study the characteristics of resource availability of PlanetLab nodes using the resource utilization data that we collected at different intervals over an extended period. In this regard, our aim is not to study and characterize the long term distributions or usage patterns of PlanetLab nodes, which may change over time. Rather we are interested in understanding the node behavior over a short term (ranging from several hours to a week) to develop techniques for selecting nodes based on their recent behavior in terms of resource availability.
We study the behavior of nodes in terms of their eligibility for a task's resource requirements. A distributed application may consist of multiple tasks to be hosted on different nodes. The requirements of a task could be stated in terms of CPU capacity, memory, and network bandwidth. We refer to the set of nodes satisfying a given resource capacity requirement as its eligibility set. The eligibility period of a node is defined as the contiguous period for which it remains in the eligibility set. We observe the distribution of eligibility periods and set sizes for various resource requirements. We are not concerned with node availability in terms of the MTTF and MTTR of the nodes, as presented in [16] . Our focus is on the eligibility periods of nodes, which typically tend to be much smaller than the MTTF values (mean 3.8 days and median 3.16 days as reported in [16] ).
Our study shows that for all resource types, the eligibility periods typically tend to be small with very high probability. The distribution of eligibility periods tends to be long-tailed indicating that some fraction of nodes have very high eligibility periods. We also observed that when a node remains eligible for a certain duration, then with high probability it tends to continue being eligible for a long duration. We utilize these characteristics of node resource availability in developing techniques for identifying nodes that are likely to satisfy a given resource requirement for long durations.
When a node hosting an application becomes ineligible for its resource requirements, an important question is how long the node will remain ineligible before becoming eligible again. To address this question, we define ineligibility period as the time between two successive eligibility periods of a node and observe its distribution. We find that the probability for the ineligibility periods to be under 60 seconds tends to be high (close to 80 percent). This indicates that if a node becomes ineligible for a given requirement, it is likely to become eligible again in short time. Thus, when a node hosting an application becomes ineligible for the application's resource requirement, it may be desirable to tolerate its ineligibility for a short duration before taking any remedial actions such as relocation of tasks to some other node or terminating the application. Thus, if an application can tolerate lapse of short durations in the available resource capacity at its host to meet the required level, then it can continue to use that host node for longer periods. We present here the details of this investigation and its benefits.
Utilizing the resource availability characteristics studied in this paper, we develop heuristics that can guide the application developers in selecting nodes for application deployment. The node selection techniques that we present in this paper require only about 30 minutes observation of resource usage of nodes. Thus, one would need to monitor nodes only for a short time before selecting nodes for deployment.
Another important question that we address in this paper is how to predict the resource capacity that is likely to be available on a node in the near future. Towards this we develop an online prediction model. Such prediction of available resource capacity can be useful for applications such as replicated services or any distributed application to load-balance requests or schedule their computation based on the estimated available resource capacity.
In the next section we describe the mechanisms we used for monitoring resource usage of PlanetLab nodes and the data sets we used for our study. Section 3 presents our study of resource availability characteristics of PlanetLab nodes. Section 4 presents the approach for selecting nodes based on their recent availability profiles. In Section 5 we present the model we developed for predicting the resource capacity at a node. Discussion of related work is presented in Section 6 and the conclusions are presented in the last section.
PLATFORM-LEVEL RESOURCE USAGE MONITORING
For our study we collected resource utilization data of PlanetLab nodes over 30 months period. The details of the monitoring procedures and the collected data sets are given in the online appendix, which can be found on the Computer Society Digital Library at http://doi. ieeecomputersociety.org/10.1109/TPDS.2013.149. The monitoring system collects data about resource utilization at each monitored node by probing it at a periodic monitoring interval (which is set to 15 seconds in our experiments) to collect the following data:
1. CPU usage (measured in MHz). 2. Physical and virtual memory usage (in KB). 3. Average sending and receiving bandwidth usage over the past 1, 5, and 15 minutes intervals (measured in KBps). We compute the available (i.e. unused) resource capacity at a node for a particular resource type as the difference between the node's intrinsic resource capacity and the total usage of that resource by all the slices 1 running on that node. A resource requirement specifies the minimum idle resource capacity that needs to be available on a node. In case of bandwidth, the requirements are specified in terms of usage rather than the available capacity. For example, 1MBps bandwidth requirement indicates that the sum of the 1-minute average bandwidth usage of all the slices must always be less than 1MBps. The requirements for network bandwidth were expressed this way because for many nodes the information about the total network bandwidth was not available. The amount of incoming and outgoing network traffic on the node indicates the amount of network load on the node. However, the bandwidth measured in this way does not necessarily reflect the actual unused bandwidth capacity available on the node. However, it still helps in distinguishing between lightly loaded and highly loaded nodes in terms of network traffic. With the bandwidth requirement expressed in terms of usage, the application can specify the acceptable network load on the target node, and thus applications which are network intensive can request nodes that have relatively low network usage. Furthermore, if maximum bandwidth capacity information is available for the selected nodes, then applications can further prune the selected nodes based on the spare bandwidth capacity.
We collected ten data sets at different times over a period from June 2009 to January 2012. In the online appendix, available in the online supplemental material, we have presented the characteristics of the intrinsic resource capacities of the monitored nodes, details about the collected data sets, and our preliminary analysis of this data. We used data sets labeled 1, 2, and 3 to analyze the resource availability characteristics and to build the models for node selection. We evaluated these models on the remaining data sets (data sets 4-10) to verify the applicability of the developed models over different time periods. These data sets belong to time periods both before as well as after the time periods of the collection of data sets 1-3. The data sets used for model evaluations were at least 3.5 days long.
Our preliminary analysis, detailed in the appendix, available in the online supplemental material, examined the distribution of the number of nodes satisfying the different resource capacity requirements at the monitoring intervals. This study led to the following observations. For CPU, we found that very few nodes satisfied the requirements above 4 GHz. Therefore we considered available capacity requirements in the range of 1 to 4 GHz. For memory, the requirement levels ranged from 0.5 to 2 GB. Although there were many nodes with total memory capacity of 3GB and above, the free memory capacity at such nodes usually tends to be less than 3GB due to memory usage of slices present on these nodes. Therefore, we did not consider requirements of 3 GB and above, as very few nodes could satisfy these requirements. For network bandwidth, the requirement was expressed in terms of the sum of the usage of all the slices to be below some given threshold, which was set in the range of 1.4 to 0.2 MBps. Note that the requirement of 0.2 MBps is more stringent, i.e. reflecting higher unused bandwidth than 1.4 MBps requirement.
Our preliminary analysis indicated how many nodes could meet a given resource capacity requirement at a random point in time, however, an important question is how long a node meets a given requirement.
CHARACTERISTICS OF NODE RESOURCE AVAILABILITY
In this section we present our study of node eligibility characteristics of PlanetLab nodes. We performed this study using the data sets 1-3.
Definition of Node Eligibility
We consider a node eligible for a given resource requirement based on its average available capacity for that type of resource over the current data aggregation window. The basic criterion for determining the eligibility of a node for a given requirement is as follows. If P is the average idle capacity on a node over the current data aggregation window and s is its standard deviation, then for a given resource requirement D we select the node if it satisfies the following condition:
A node is dropped from the eligibility set if the currently available capacity at that node falls below the resource requirement D, i.e., P < D. The criterion in equation (1) is used as a simple heuristic. Using the standard deviation it eliminates the nodes whose available resource capacity is fluctuating around the requirement level D. During a particular data trace, a node may enter and leave the eligibility set multiple times. We define the eligibility period of a node, which is denoted by t, as the time between its entry in the eligibility set and its subsequent departure from the set. The ineligibility period, which is denoted by d, is defined as the duration between two consecutive eligibility periods of a node. For the purpose of developing node selection techniques, we studied how node eligibility periods are distributed. We first performed this study by considering the requirements for different resource types separately, and then we studied node eligibility periods when requirements for multiple resources were considered together.
Distribution of Eligibility and Ineligibility Periods
An important question that we wanted to address is to determine how long a randomly selected node is likely to remain eligible for a given requirement. For this purpose, we observed the probability density of the eligibility periods. We investigated eligibility period distributions separately for CPU, memory, and bandwidth requirements, for a range of resource requirement levels. In Section 3.1 of the online appendix, available in the online supplemental material, as a representative example, we show, for data set-1, the probability density of eligibility periods for 2 GHz CPU capacity, 1 GB memory, and 1 MBps bandwidth usage requirements. We found that for all resource types and requirement levels, the distribution of eligibility periods is long-tailed. We also investigated how ineligibility periods are distributed. The nodes which never became eligible for a given requirement were not considered in this measurement. Table 2 shows the min-max range for probability mass of ineligibility period less than 15, 30 and 60 seconds across data sets 1-3. We do not show these values separately for different requirement levels as we observed that these values did not vary significantly across different requirement levels.
We observe that with significant probability (greater than 0.5) the ineligibility period values are below 30 seconds. This indicates that there is high probability that a node is likely to become eligible again within 30 seconds after it becomes ineligible. Thus, if an application can tolerate such short ineligibility periods, it can make use of the node for a longer period.
Node Eligibility Characteristics
We investigated how the nodes behave in terms of their eligibility periods. As a node may become eligible multiple times during the observation period, it may have multiple values for eligibility periods. Thus, a node that became eligible more number of times contributed more samples than the ones that became eligible less number of times. Moreover, a node that tends to stay eligible for a long time is likely to contribute less number of samples than a node that tends to stay eligible for a short time but enters the eligibility set frequently. Therefore, to study the individual node behavior, we consider the median value of a node's eligibility periods as its representative eligibility period. We denote the median eligibility period of a node by m. Table 3 presents the statistics for node median eligibility periods and set sizes for data set-1.
In Table 3 , the unique nodes column gives the number of nodes that became eligible during the entire duration of the observation for the corresponding resource requirement. The statistics given in the tables for a specific requirement correspond to the unique nodes for that requirement. For example, in case of 2 GHz CPU capacity requirement the average eligibility period of 152 minutes is the average of 218 nodes' median eligibility periods. In Section 3.2 of the online appendix, available in the online supplemental material, we present the cumulative distribution (CDF) of the unique nodes' median eligibility periods for different resource requirements. We observe that typically the median values for the nodes' median eligibility periods tend to be always less than the average values. The standard deviation also tends to be high, comparable to the average values (coefficient of variation is between 0.89 to 2.17). This indicates that some nodes tend to exhibit significantly large eligibility periods. From these statistics, we can observe that, for all resource types, generally the median and average values for node median eligibility period (m) tend to decrease with increase in the resource requirement levels. However, this can not be taken as a rule as one can observe that sometimes increase in the level of a requirement may lead to increase in the median or average value of m, as in the case of 3 and 4 GHz requirements. We find that this is because the nodes that become eligible for a lower requirement level for short durations may not qualify for a higher requirement level. Thus, sometimes in case of higher requirement levels fewer nodes may become eligible but they may remain eligible for longer durations. For all resource types and requirements, the eligibility set size always decreases with increase in the requirement level. This is to be expected as the nodes that become eligible for a higher requirement level must also be eligible for a lower requirement level. We find that typically the eligibility periods are smaller for CPU requirements as compared to memory and network bandwidth requirement. This indicates that the available capacity tends to fluctuate more for CPU than for memory and network bandwidth.
Relation between Node Eligibility and Ineligibility Periods
Another aspect that we investigated for characterizing nodes is how their eligibility periods and ineligibility periods are related. For this purpose, we measured the average eligibility period and average ineligibility period of a node.
Figs. 1, 2, and 3 show, separately for CPU, memory, and bandwidth, the scatter graphs of average eligibility and ineligibility periods for data set-1. We considered the mid-range values for requirement levels; CPU requirement of 2 GHz, memory requirement of 1 GB, and bandwidth requirement of 1 MBps. We observe that the nodes can be classified in three groups based on their eligibility and ineligibility periods. The first group contains nodes which tend to have large ineligibility periods and small eligibility periods. The second group of nodes tend to have small eligibility and ineligibility periods, indicating that they frequently enter and leave the eligibility set. The third group of nodes, which we consider as 'high-quality' nodes, tend to have small ineligibility periods and large eligibility periods.
The scatter graph presented in Fig. 1 for CPU capacity requirement shows that the nodes with large average eligibility periods tend to have small average ineligibility periods. There is also a large number of nodes which tend to have small eligibility periods but with large variations in ineligibility periods. This indicates that some nodes tend to have more frequent fluctuations in their CPU usage. In contrast the scatter graph for memory, in Fig. 2 , shows that the nodes with large eligibility periods can also have relatively large ineligibility periods. This indicates less frequent variations in memory utilization. In case of network bandwidth usage the ineligibility periods tend to be of short durations. This can be explained based on the bursty nature of network usage.
To differentiate high quality nodes from other nodes we observe the ratio of a node's average eligibility period to its average ineligibility period. We find that the nodes with average eligibility period above certain threshold tend to have higher value for this ratio than the nodes with average eligibility period below the threshold. We examined this ratio for different threshold values ranging from 5 to 60 minutes. We show the results of this study for data sets-1 in Table 4 . In this table, r l denotes the median value of this ratio for nodes with average eligibility periods below the given threshold, and r h denotes the median ratio for nodes above the threshold. For example, in case of 2 GHz CPU capacity requirement with the threshold of 20 minutes, the nodes with average eligibility period more than 20 minutes have the median value of 22 for this ratio, and for the nodes below this threshold the median value of the ratio is 0.16.
We find that for network bandwidth, with threshold of 5 minutes one can find nodes with very large value (around 260) of r h , i.e. their average eligibility periods are significantly larger than their average ineligibility periods. For memory one can find high quality nodes with threshold of 10 minutes. For CPU, with the threshold of 20 minutes one can find nodes that have r h value 22, i.e., with 50 percent probability a selected node will have average eligibility period at least 22 times higher than its average ineligibility period. Similar trends were observed for the other two data sets.
The observations presented above provide us a basis towards developing techniques for discriminating among nodes to select high quality nodes for a given requirement.
Residual Eligibility Period
The distribution of eligibility periods shown in the online appendix, available in the online supplemental material, indicates that with significant probability the eligibility periods tend be of short duration. In order to select high quality nodes, we wanted to investigate whether the recent eligibility period profile of a node can indicate the likelihood that the node would remain Node Eligibility and Ineligibility Periods Fig. 1 . Node eligibility and ineligibility periods for 2 GHz CPU requirement. Fig. 3 . Node eligibility and ineligibility periods for bandwidth usage 1 MBps. Fig. 2 . Node eligibility and ineligibility periods for 1 GB memory requirement.
eligible for a long duration. This motivates the need for observing how long a node has remained eligible before selecting it for inclusion in the eligibility set. We define !ðtÞ as the residual eligibility period of a node for threshold t. It is measured as the residual eligibility period after the node has been eligible for a duration of t units. This means, the residual eligibility period !ðtÞ ¼ t À t, i.e. !ð0Þ ¼ t. Table 5 shows the average residual period for different values of threshold t for data set-1. We can observe that for all threshold values, the average residual eligibility period is much larger than the average eligibility period t. This indicates that if a node's eligibility period exceeds certain threshold then it is likely to remain eligible for a long duration. We also observe that the average residual eligibility period increases with increase in threshold values. This indicates that the distribution of eligibility periods is not memoryless.
Multi-Dimensional Resource Requirements
We also investigated characteristics of resource availability when multiple resource requirements are considered together. The details of this are given in Section 3.3 of the online appendix, available in the online supplemental material. A node is considered eligible as long it satisfies all the specified resource requirements. A node is dropped from the eligibility set when it fails to satisfy any of the resource requirements. We wanted to investigate which resource dominates the node eligibility when multiple resource requirements are considered together. From the data presented in the online appendix, available in the online supplemental material, we observe that typically the CPU requirement dominates the node eligibility for low and medium level of requirements. However, memory starts dominating for requirement levels of 2 GB and above. We also find that the bandwidth requirements were the least dominating compared to CPU and memory.
Summary of Resource Availability Characteristics
We summarize here the important observations regarding node eligibility characteristics. These observations guide us in developing the node selection techniques presented in the next section.
The eligibility periods (t) tend to have long-tailed distributions. The nodes show wide variations in terms of their eligibility periods and some nodes tend to show significantly large eligibility periods. The ineligibility periods (d) tend to be of short durations (typically 50 percent values are less than 30 seconds), indicating that if an application can tolerate such short ineligibility periods it may be able to use a node for a longer duration. However, an important question is for what fraction of a task's residency time at a node its resource requirement is satisfied. We address this question in the next section. Nodes can be distinguished based on their eligibility and ineligibility periods. Some nodes tend to have very small ineligibility periods and large eligibility periods. This indicates that there is a need to discriminate among eligible nodes to identify high quality nodes. The nodes that remain eligible for certain duration tend to show long average residual eligibility periods. Thus, the nodes can be distinguished by observing how long they have remained eligible. When requirements for multiple resource types are considered together, the node eligibility is typically dominated by CPU requirements, but memory resource starts dominating in case of 2 GB or higher requirements. Bandwidth requirement is the least dominating factor compared to CPU and memory.
HEURISTICS FOR NODE SELECTION AND APPLICATION PLACEMENT
We present here the heuristics that we developed for selecting nodes which are likely to remain eligible for long durations for a given requirement. We utilize the node eligibility characteristics presented in the previous section to build heuristics for selecting nodes. We evaluate these heuristics on data sets 4-10 and demonstrate their benefits compared to the basic selection method presented in Section 3.1.
Profiling Based Node Selection
For selecting high quality nodes, we investigated the methods for discriminating nodes based on their eligibility periods. Based on these methods, we develop profiling approaches for selecting nodes for a given requirement. The first aspect we use for discriminating nodes is their current eligibility periods. In the previous section we showed that if a node remains eligible for a certain duration then its residual eligibility period tends to be large (refer Table 5 ). Thus, by observing the node eligibility periods for a short duration, such as 5 minutes, one can find nodes that are likely to remain eligible for long durations. Another aspect that we consider for selecting nodes is their past eligibility periods for a given requirement. For this purpose, we determine the conditional probability that the node's eligibility period exceeds a given threshold provided that its previous eligibility period exceeded that threshold. We measured this for various resource requirements and resource types for data sets 1-3. We observed that for the threshold value of 30 minutes, with probability greater than 0.3 the eligibility period value exceeded the threshold given that the previous eligibility period exceeded the threshold. For threshold of 60 minutes, this conditional probability was in the range 0.4 to 0.6. This means that selecting nodes based on this criterion can give at least 30 percent probability of a selected node remaining eligible for at least 30 minutes.
Based on the above two criteria, we develop a profiling approach for node selection as follows. We use the basic criterion given in equation (1), in Section 3.1, for determining a node's eligibility for a given requirement. We then maintain a subset of these nodes as the profiled set. We add a node to the profiled set if it satisfies any of the following two conditions:
1. The node has remained eligible for a certain duration (set to 5 minutes in our experiments, using the data in Table 5 as the basis). 2. The previous eligibility period of the node was greater than certain threshold (we set it to 30 minutes). We measured the duration for which a node stays in the profiled set as the profiled eligibility period of that node. We observed the distribution of the profiled nodes' median eligibility periods. Table 6 shows the statistics for profiled eligibility period for data set-1 for medium level resource requirements. The statistics for all resource requirements is given in Section 4.1 of online appendix, available in the online supplemental material. We can compare this data to that shown in Table 3 for basic eligibility periods. We can observe that the profiling approach gives longer node median eligibility periods than the basic approach and the improvement ranges from a factor of 6 to 20. As expected, the average size of the profiled set is smaller than the basic eligibility set. Thus, the pool of nodes selected by the profiling approach is smaller but it contains "high quality" nodes which remain eligible for long durations.
To measure the benefit of profiling across other data sets (data sets 4-10), for each data set we compared the median values of the node median eligibility period (m) using profiling-based selection and basic selection method. We measured the profiling improvement factor (f p ) as the ratio of the median value of m obtained with profiling to the median value of m obtained with basic selection method. We do not measure how eligibility period improves per node, because the profiling approach selects a smaller set of nodes and hence many of the nodes that get selected in the basic selection method do not get selected in the profiling method. Therefore the per node improvement cannot be measured for all the nodes. To observe the effect on eligibility set size due to profiling, we measure the percentage reduction in the set size. This is measured as the percentage decrease in the median value of the set size from basic selection to profiling-based selection. We measured the f p and set size reduction for each of the seven data sets. Table 7 shows the min and max value for the above two measures across data sets 4-10. From this data, we can see that the profiling-based node selection approach typically gives longer eligibility periods compared to the basic selection approach, confirming our earlier observation.
Benefit of Ineligibility Toleration
We discussed earlier the motivation for tolerating short ineligibility periods. We evaluated the benefit of this approach by observing how the eligibility periods increase by tolerating short ineligibility periods of duration D. For this, we used the same criterion as equation (1) to select the nodes, however, a node is dropped from the eligibility set only if the currently available resource capacity at that node remains below the specified requirement for duration greater than D.
For the purpose of illustration, Table 8 shows the node eligibility period statistics using this approach for data set-1 for medium level resource requirements. The eligibility period statistics for all resource requirements is given in Section 4.2 of the online appendix, available in the online supplemental material. Note here that the eligibility period in this approach indicates the duration for which an application can use a node by tolerating ineligibility periods of durations up to D. The goodness fraction, denoted by r, is the fraction of the eligibility period for which the node satisfied the given resource requirement. For example, a r value of 0.99 indicates that the node met the given requirement for 99 percent of the eligibility period duration and the remaining 1 percent amounts to the ineligibility periods of duration less than or equal to D.
We evaluated this approach using data sets 4-10 to validate its general applicability. For this purpose, we observed for each node, the ratio of its median eligibility period (m) with toleration to the median eligibility period without toleration. We refer this ratio as toleration improvement factor(f t ). We observed this ratio for all nodes across data sets 4-10 to verify whether the toleration approach is beneficial in case of these data sets as well. Table 9 shows the 25, 50 and 75 percentile values for this ratio. We also show the median value of goodness fraction (r) in this table. In this observation, the D value was set to 30 seconds. We can observe that the approach of tolerating short ineligibility periods gives longer eligibility periods. Thus, if an application can tolerate short ineligibility periods it can continue to make use of a node for a longer duration without the need to take any remedial actions such as terminating the application or relocating its tasks to some other node. The utility of these node selection heuristics for placement of applications and services is discussed in Section 4.3 of the online appendix, available in the online supplemental material.
NODE-LEVEL RESOURCE CAPACITY PREDICTION
We address here the problem of how to predict for a given resource at a node the amount of its idle capacity that is likely to be available (i.e., not used by other users) in the near future with some given probability. The prediction of available capacity can be useful for an application to estimate how much additional capacity is likely to be available beyond its resource requirements. Specifically, we address the problem that for some given confidence level C, how to predict the resource capacity R for a particular resource type such that the available capacity in the near future is at least R with probability C.
We present here an online model for prediction of available resource capacity. Our prediction method is based on observing the fluctuations in the available resource capacities over time. To characterize such fluctuations, for each resource type we observe the average available resource capacity R w o over some period, called observation period (w o ), and the average available resource capacity R wp over a period in the immediate future, called prediction period (w p ). We define the capacity modulation ratio (u) as
A capacity modulation ratio greater than 1 indicates increase in the available resource capacity by some fraction, and a value less than 1 indicates a decrease. P ½u ! x is the probability that the average available resource capacity over the next prediction period w p is at least R w o Á x. Therefore, to predict the fraction of the available resource capacity that is likely to be available with a specified confidence level C, we determine x such that P ½u ! x ¼ C. We observe that while the available resource capacity itself may change significantly over short durations, such changes (that is the u values) are statistically predictable over durations of several minutes (in range of 30-60 minutes). Therefore, our dynamic model for resource capacity prediction is based on observing the history of u values over some period, called history window (w h ). Our prediction model estimates the cumulative distribution of the u values observed over a sliding window of period w h and calculates the value x for some given confidence level C, such that P ½u ! x ¼ C. This value is used to estimate the resource capacity for the next prediction period. For example, suppose that x i is the value calculated, as described above, at the ith prediction cycle for CPU resource. Let p i be the observed average available CPU capacity over the immediately preceding observation period of w o duration at the ith prediction cycle. The predicted CPU capacity P i for the following prediction period w p is estimated as:
The goodness of the prediction model can be determined by considering the ratio of resource capacity observed to be available in a given interval to the capacity predicted for that interval. We call it the prediction ratio (f). A value of f close to 1 indicates that the observed capacity is close to the predicted capacity, whereas values higher or lower than 1 indicate underprediction and overprediction, respectively. Since, in equation (3), x i is chosen such that P ½u ! x i ¼ C, we expect that the resource capacity observed to be available during the immediately following prediction period w p is at least p i Á x i with probability C. Therefore, we expect that P ½f ! 1 ¼ C. Based on this observation, the goodness of the prediction model can be evaluated based on the value of f at which this required confidence C is achieved.
We evaluated the impact of the different parametersw h , w o , w p , and C-on the performance of the prediction model for data sets 1-3. The details of this evaluation are presented in the online appendix, available in the online supplemental material. Based on this evaluation, we set the values of w o and w p to 1 minute and the value of w h to 30 minutes. We observed that the required confidence level C was achieved at f value of approximately 0.95. That means the model is overpredicting by about 5 percent, i.e., at least 95 percent of the predicted capacity would be available with probability C. This data is shown for data set-2 in Table 10 as a representative example.
We considered the amount of underprediction in terms of the probability of f being greater than 1.5. Since for all resource types, we achieve the required confidence level with approximately 5 percent error, the amount of overprediction is decided by the C value we set. As shown in Table 10 , for CPU capacity we can observe that the amount of underprediction increases with increase in confidence level. However, for network bandwidth and memory, confidence level had relatively less impact on underprediction, since for all C values the underprediction was limited to 50 percent. This behavior occurs because typically the CPU usage can fluctuate significantly compared to memory and network bandwidth. The memory usage is relatively stable, i.e., fluctuates less over a short time compared to CPU usage. In case of network bandwidth, the usage tends to be bursty in nature, so when there is no burst of data communication the bandwidth usage tends to be relatively stable. Therefore, for CPU capacity one can bias the prediction model towards underprediction or overprediction by choosing the confidence level whereas, for network bandwidth and memory setting higher confidence level is more desirable.
We evaluated the accuracy of our prediction model across data sets 4-10 for various confidence levels. We fixed the model parameter values as w h ¼ 30 minutes and w o ¼ w p ¼ 1 minute. For each of the seven data sets, we observed the probability P[f 0:95] for various confidence levels for CPU, memory and bandwidth. Table 11 shows min and max values for P[f 0:95] across the seven data sets. We do not show this data separately for CPU, memory and bandwidth as we observed that for any given confidence level the value of P[f 0:95] did not change significantly across different resource types. This can also be seen from Table 10 . We can observe from Table 11 that the required confidence is achieved approximately at prediction ratio of 0.95 for any specified confidence level, confirming our earlier observation.
Based on these observations, we make the following conclusions:
For any given confidence level C, our prediction model predicts the resource capacity with 95 percent accuracy. i.e. the available resource capacity is at least 95 percent of the predicted capacity with probability C. For CPU capacity higher confidence level results in higher underprediction. However, for network bandwidth and memory, confidence level has relatively less impact on amount of underprediction. We have used this prediction model in our work on building autonomically scalable services over the PlanetLab platform [13] . Further details about the use of the prediction model in that work are presented in the online appendix, available in the online supplemental material.
RELATED WORK
Characterization of resource usage and availability in cooperatively pooled shared computing platforms has been studied extensively in the past. Available capacity estimation based on idle machine availability in Desktop Grid environments have been studied in past [9] , [10] . A great deal of previous work [3] , [5] , [6] , [7] , [8] , [11] has provided characterization and statistical models for resource availability in Desktop Grid systems and public resource computing systems such as SETI@home. In all these previous approaches, the resource availability for task executions is defined based on host reachability, CPU availability to guest processes and keyboard/mouse activities of users. We study here resource availability characteristics based on a node's eligibility for a particular requirement based on the idle resource capacities available on that node. This way of characterizing resource availability is more appropriate for the platforms like PlanetLab because unlike Desktop Grids or volunteer computing systems, the resources on a PlanetLab node are allocated in fair-share manner to all competing users. Work presented in [12] provided a general characterization of resource usage of nodes in the PlanetLab platform in the context of service and application placement. The primary goal of our work is to develop node selection techniques for application placement and dynamic relocation, and our study of resource availability characteristics was driven by this goal. The work presented in [16] provided characterization of node availability in PlanetLab based on MTTF and MTTR measures. As compared to that work, our focus is on available capacities of nodes and their eligibility for various requirement levels. In [15] , the study of node churn in P2P systems is presented. In that study the authors found that the distribution of residency times of nodes is not memoryless. We find similar observation with respect to the distribution of eligibility periods in our study. However, P2P systems represent a different type of environment in which nodes tend to remain in the system for much shorter time. In contrast, PlanetLab is more managed environment and the nodes tend to be up for much longer time than P2P systems.
Resource availability and capacity prediction has been studied extensively in the past [2] , [4] , [9] , [10] , [14] , [17] , [18] . In [14] the authors provided a prediction model based on semi-Markov process to predict resource availability in fine-grained cycle sharing systems. Systems for performing online prediction such as the network weather service (NWS) [18] and RPS [2] provide various prediction methods based on moving mean/median prediction, time series, and auto-regressive prediction methods. In [12] the authors also presented preliminary analysis of applying different predictions methods provided in NWS for predicting resource capacities in the PlanetLab environment. In contrast to the previous approaches, our prediction model is developed based on the observed characteristics of resource usage on PlanetLab nodes. The problem addressed in our prediction model is slightly different from the previous approaches; we address the problem of predicting the resource capacity likely to be available in the near future with some specified confidence level. By specifying the confidence level one can specify the desired reliability of the prediction. Moreover, instead of considering the actual capacity values, our prediction model is based on observing the distribution of relative change in the available capacity from one interval to the next interval.
DISCUSSION AND CONCLUSION
In cooperatively pooled shared computing platforms such as PlanetLab there is no platform-wide resource scheduler and therefore users themselves have to select nodes for deploying their applications. In this paper, we have presented heuristics for intelligent selection of nodes to assist the platform users in selecting nodes for application deployment. Towards developing these heuristics for node selection, we first studied the behavior of PlanetLab nodes in satisfying different resource requirements. Our study shows that the recent eligibility period is typically a good indicator for selecting nodes and when a node remains eligible for certain duration it typically tends to continue to be eligible for a long duration. We also studied the relation between a node's eligibility period and ineligibility period. We observed that the nodes with average eligibility period above certain threshold tend to show significantly higher eligibility periods compared to their ineligibility periods. We used these observations to develop a profiling approach for selecting nodes. Our profiling-based node selection techniques select nodes that tend to remain eligible for significantly longer durations compared to the basic selection method. The profiling techniques require resource usage information for only about 30 minutes. Thus, an application deployer would need to monitor nodes only for short time before selecting nodes for deployment.
We observed that the ineligibility periods are typically of short durations and hence an application can benefit by tolerating such short lapses in its host node's ability to meet the resource requirements. Our experiments show that by tolerating ineligibility periods of up to 30 seconds, an application can continue to use a node for a long duration without the need to relocate and still have the required resource capacity available with high probability, which was observed to be over 90 percent in our experiments.
We presented here an online model for predicting the resource capacities likely to be available at a node in the near future with some given confidence level. Our experiments showed that for any desired confidence level, this model can predict capacity with 95 percent accuracy. Moreover, for CPU capacity, we observed that a higher confidence level results in higher underprediction. Hence, in case of CPU capacity, setting the confidence level is a tradeoff between underprediction and overprediction. However, in case of memory and network bandwidth the underprediction is always limited. Therefore setting a high confidence level is more desirable for memory and network bandwidth. This prediction model can be used by applications and services for predicting their service capacities as demonstrated by our work in [13] .
