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Abstract 
Problems arise when improper priors are used to calculate a Bayes factor. The 
resulting diagnostic contains a ratio of unspecified constants which can not be 
evaluated. The various methods which have been suggested to overcome this 
problem will be described and compared, with particular emphasis on influential 
observations. 
Modifications to one such method, the Geometric intrinsic Bayes factor (GIBf), 
are suggested and illustrated. The resulting "modified GIBP is far more stable, 
less sensitive to influential observations and tends to behave more sensibly than 
the original. 
Various methods of estimating analytically intractable integrals and in particular 
marginal likelihoods are reviewed. The resulting techniques, which include ana- 
lytical approximations, using posterior simulated parameters and general Monte 
Carlo Markov Chain methods are applied to the problem of estimating Bayes 
factors. Simulation techniques involving Gibbs sampling are used in all future 
examples. 
An alternative method of calculating a Bayes factor when prior information is 
improper is suggested. The resulting "Conditional Bayes factor" involves using 
a simulated training sample and is shown to have advantages over many of the 
previously compared methods. 
The techniques involved in both the Conditional Bayes factor and the "Laplace- 
Metropolis" approximation method are combined to provide a way of estimating 
a Bayes factor when priors are improper and integrals are analytically intractable. 
The resulting "L-M Bayes factor estimate" is il lustrated and shown to provide 
reasonable estimates under certain conditions involving training sample size. 
Finally existing diagnostics used to detect influential observations are reviewed for 
ii 
both linear and hierarchical models. One such diagnostic, kd, suggested by Pettit 
and Young (1990) in the context of a linear model, is extended to provide a method 
of measuring the effect of groups within a random effects model. The resulting 
diagnostic, kj, is compared with other hierarchical model influence diagnostics. 
iii 
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Chapter 1 
Comparison of Bayes factors with 
non-informative priors 
1.1 Introduction 
In a Bayesian frame the comparison of two or more statistical models for a set of 
data is achieved by the calculation of the posterior probabilities of the models. A 
Bayes factor is defined to be the ratio of the posterior probabilities of two models 
divided by the ratio of the prior probabilities. 
It is well known that problems arise when the priors for one or both models are im- 
proper, since the resulting Bayes factor contains a ratio of indeterminate constants. 
Many authors including Spiegelhalter and Smith (1982), OHagan (1995), Aitkin 
(1991), Ceisser and Eddy (1979) and Berger and Pericchi (1996) have suggested 
solutions to this problem. 
In section 1.2 we shall discuss Bayes factors in general, including their asymptotic 
behaviour and introduce the idea of a training sample. In section 1.3 we shall 
describe and comment on the methods suggested by the aforementioned authors 
to modify the Bayes factors to overcome the problem of indeterminate constants. 
The behaviour of these Bayes factors will be compared for a nested normal model, 
a simple linear regression model comparison and a non-normal model comparison, 
in sections 1.4,1.5 and 1.6 respectively, giving various numerical examples. In 
particular we shall study the effect of influential observations on the Bayes factors. 
1 
1.2 Bayes factors in general 
In general, the Bayes factor for the comparison of model MO against M, for data 
y is defined by 
Bol (y) -- 
P (MIMO) 
p (YIMI)' 
which is the ratio of integrated or marginal likelihoods, given by 
p(ylMi) =f p(yl6i, Mi)p(kilMi) dýOj 
where 6i is a pi-vector of unknown parameters, p(yl6i, Mi) is the likelihood of y, a 
n-vector of observations and p(6ilMi) is the prior, both given model Mi. 
For nested models we can assess the weight of evidence, for or against MO, by using 
Jeffreys' (1961, Appen. B) scale of evidence, given in table 1.1. 
Table 1.1: Scale of evidence for assessing Bayes factors (Jeffreys, 1961) 
Range Evidence 
Bol > I supports MO 
1 > Bol > 10-1/2 slight against MO 
10-1/2 > B0, > 10-1 moderate against MO 
10-' > Bol > 10-2 strong against Mo 
10-2 > Bol decisive against MO 
When prior information is weak an improper prior under model Mi is written as 
p(OilMi) Ci7r (eilMi) 
where ir (OilMi) is a function of Oi whose integral does not converge and thus the 
normalizing constant ci is unspecified. Therefore, when improper priors are used 
in the calculation of Bayes factors, equation (1.1) contains a ratio of indeterminate 
constants. 
A number of suggestions have been made to modify the Bayes factor to avoid 
such unspecified ratios. Before we go on to describe several of these methods in 
section 1.3, we shall briefly discuss both the asymptotic behaviour of Bayes factors 
and explain the use of a training sample which forms the basis of many of the 
approaches. 
2 
1.2.1 Asymptotics 
Several authors including both Gelfand and Dey (1994) and OHagan (1995) have 
discussed the asymptotic behaviour of Bayes factors. O'Hagan gives the Bayes 
factor asymptotically, under standard regularity conditions, as 
-2 log Bol (y) -- -2 log Ay + (po - pi) log n+a (1.4) 
where Ay is the classical maximised likelihood ratio given by Ay = P(M10 0' 
MO), 
pi and P(YI21, Afi) 
6i are the dimensions and maximum likelihood estimates of 0, respectively, and a !M 
is of order 0(l) and is given by 
ýIJV 
a= -2log 
7r(&)(27r)E2 ol (1.5) 
( 
741) (27r)ý21 
I V, 121 
) 
where 7r(&) and -nVi-' are the, assumed proper, priors and the Hessian matrices 
of the maximised log likelihood for i=0 and 1. 
Equation 1.4 clearly shows the difference in asymptotic behaviour of the classical 
likelihood ratio, Ay and the Bayes factor. Under model M1, both Ay and Bol (it) are 
O(n), however under model Mo, -2logAy is of order 0(1) whereas -2logB01(y) 
is of order 0 (-log n) - 
As many authors have discussed and debated in the past, the Bayes factor is 
consistent when comparing nested models but will suffer Lindleys paradox, that 
is that regardless of the data, as n increases, the null model will be chosen. This, 
again, is in contrast to that of Ay which tends to support the alternative model. 
Setting a to zero gives the Schwarz (1978) test criterion, which therefore behaves 
asYmptotically like a Bayes factor, whereas the Akaike's information criterion 
(AIC), given by Akaike (1973) as -2 log Ay + 2(po - pl), behaves like Ay. Fur- 
ther discussion on the comparison of Bayes factors with the Schwarz criterion will 
be given in chapter 3. 
O'Hagan (1995) discusses the inconsistency of both the classical criteron and the 
AIC and comments that "... any attempt to resolve the problem of improper priors, 
if it is to achieve the same consistency property, must have appropriate asymptotic 
behaviour". In the following sections when we introduce such solutions, we shall 
3 
give the asymptotic behaviour of the resulting Bayes factor. 
1.2.2 'Draining samples and Partial Bayes factors 
Many of the methods suggested to avoid the ratio of unspecified constants in a 
Bayes factor, when prior information is weak, are based on the use of a training 
sample. The data is divided into two sections, y= where x is the training 
sample and z is the rest of the data. O'Hagan (1995) cites Lempers (1971, Ch. 
6), who used half of the data, as the first reference to training samples. Firstly 
x is used to provide information about 6i by obtaining posterior distributions 
p(6&1ý, Mj). These are then used as "prior" distributions and z is used to compute 
the Bayes factor given by 
Boj(ýJj) 
fp (ý [00, & Mo)p (00 1& Mo) dOo (1-6) 
f P(del, & ml)p(kl I& MOO-, 
Any undefined constants are removed in the first step, thus 1.6 is a well defined 
Bayes factor and is referred to as a partial Bayes factor. 
O'Hagan (1995) comments that if the size of the training sample is fixed then the 
same asymptotics as those given in section 1.2.1 will apply to partial Bayes factors. 
However, if the size of the training sample is also allowed to tend to infinity, the 
asYmptotic behaviour is given by 
-2 log Boj(, ýý[z) ; ý: i -2 log Ay +2 log A., + (po -pi) (log n -log m) +0(1) (1.7) 
where A,, is the likelihood ratio from the training sample of size m. Therefore 
the partial Bayes factor is also consistent if -! ý- --ý oo, since under model MO it is rn 
0 (log m- log n) and under M, it is 0 (n - m). 
However there are two main disadvantages to the use of partial Bayes factors. 
The first of which is the selection of the training sample from the data, with n 
observations there are (n) ways to choose a training sample of size M. Tile second rn 
problem is the dependency of the resulting Bayes factor on the actual choice of 
training sample. 
4 
1.3 Bayes factors with non-informative priors 
In the following sections we shall describe several of the methods suggested, by 
various authors, to remove the problem of unspecified constants when prior in- 
formation is weak. In all sections Nve shall give the form of the Bayes factor for 
the comparison of two nested normal-linear models, MO C M, given by 
N(Ai6i, U21,, ) 
where Ai is the known design matrix of full rank pi and a' is unknown. In all 
of the following sections, apart from 1.3.1, we shall use the reference prior (c. f. 
Bernado, 1979), p (0j, orlMi) = cior-I . 
Spiegelhalter and Smith's (1-982) Bayes factor 
Smith and Spiegelhalter (1980) suggest the use of an imaginary training sample 
for the model choice given by equation (1.8). An imaginary data set is chosen 
which 
(a) is the smallest possible to compare models MO and MI, 
(b) gives maximum possible support for model Mo. 
Spiegelhalter and Smith (1982) argue that (b) leads to a Bayes factor, Bo, > 1, 
but (a) causes the evidence to be weak and thus B01 =I+c, where E>0, is small. 
In their paper they recommend the use of the improper limiting version of the 
normal-inverse-X 2 conjugate prior given by 
(6j, or I Mi) = ci 
(27ror2) - IP21 or- I) 
to overcome the lack of invariance to scale changes in the dependent variable. In 
all of our future examples when we refer to this type of prior we shall use it in the 
simpler form given by 
(pi+l) 
p(ei, OImi) = cia- 
5 
Using this prior in its original form, for the general linear model case, results in a 
Bayes factor given by 
_n 
ss 
= 
co (RSSo) 7 Bol 
cl JA 
T A01 RSS, 0 
where RSSj is the usual residual sum of squares given by RSSj =yT Y-Y T Aj(ATAj)-IATy. 
Spiegelhalter and Smith rewrite the ratio of residual sums of squares as (I +F (n-pi) 
set the F-statistic to zero to obtain maximum support for MO, and by using the 
slightly "conservative" value of B0, = 1, give 
Co 
Cl 
(1 
EO'Eo 1) 
where Eo and El represent the design matrices for Mo and M, in the imaginary 
"thought experiment". 
This allows the ratio of constants to be defined and the resulting Bayes factor, 
in equation (1.1) to be calculated. By defining the ratio of constants prior to 
calculating the Bayes factor, the Spiegelhalter and Smith (1982) Bayes factor will 
experience the same asymptotics as given in section 1.2.1 for the original Bayes 
factor and is therefore consistent. However, also like the original Bayes factor, it 
will suffer Lindleys paradox. 
Spiegellialter and Smith's Bayes factor shall be denoted by BO' ), , 
1.3.2 O'Hagan's (1995) Fractional Bayes factor 
O'Hagan (1995) argues that in the case of Bolls there is "great ambiguity over the 1 
definition of a minimal experiment" except in special circumstances. He suggests 
a different approach to the use of improper priors in Bayes factors, making use of 
a training sample and asymptotic results and defines the fractional Bayes factor 
in the following way. 
Let b be a fraction of the data, where m and n are the size of the training n 
sample and the data set, respectively. Then the likelihood of the training sample 
approximates to the likelihood of the data raised to the power b. 
6 
This gives a Bayes factor, 
where 
frac qo (b, y) Bol ý) (1.11) 
q, (b, y) 
qi (b, y) =f 
7(gilmi)AY19i, MiAo-i 
[P(Ylai, Mi)]baoi f TAX) 
This removes the problems of the constants since they cancel in each qj (b, y). 
O'Hagan gives the asymptotics of his Bayes factor as 
-2 log Bof, .. (y) ;: zý -2(1 - b) log Ay - (po - pi) log b. (1.12) 
Therefore for consistency and complete robustness, the fraction b of the data used 
in the training sample must not only tend to zero but also bn --ý oo as n -+ oo. 
Unlike Smith and Spiegelhalter's Bayes factor, the fractional does not have any 
problems with the lack of invariance of scale, however the choice of b can be quite 
crucial. Since the above results are based on asymptotic behaviour O'Hagan's 
primal recommendation is that m and n are both large, although he also proposes 
the fractional Bayes factor as an alternative form of partial Bayes factor, even 
when they are not large. 
This raises the questions how large is large? and how should one choose b=M? n 
In his paper, O'Hagan proposes the following three choices of b and illustrates how 
they behave for various examples. 
b '0 where mo is the size of the minimal training sample. This is suggested n 
when robustness to misspecifications of the prior is not a serious concern, 
2. b= n-1 max(mo, xfn-) when robustness is a serious concern, 
3. b= n-' max(mo, log n) as an intermediate solution. 
O'Hagan also comments that as b is varied from the minimum ,b '0 to the n 
maximum, b= 1) Bof,.. is strictly bounded and will almost always lie on one side 
of 1. 
Many discussants of O'Hagan's paper queried his choices of b and noted that 
in the majority of the examples in his paper he infact chose the minimum size 
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of training sample. For the general linear model and prior given by (1.8), the 
resulting fractional Bayes factor is of the form 
B(f)jac - 
r( n2 po) ]p(nb 
2 
pl ) RSSo) - 
n(1 
2 
b) 
(1.13) 
ri(nb 
2 
po) p(n 
2 
pl ) 
(RSS, 
The fractional Bayes factor will be referred to as Bof, "'. 
1.3.3 Aitkin's (1991) Posterior Bayes factor 
Alternatively, Aitkin (1991) proposed that instead of calculating a Bayes factor by 
integrating out #j with respect to a prior for 6j, the posterior for ej should be used. 
He then defines the posterior Bayes factor as the ratio of posterior expectations 
given by, 
B"'t -0 (1.14) 01 - --A 
where LAf 
(P(M, 2i"ýfol 
27r(2i 
IMN-O-i 
i J, P(YI2i, Afi)7r(2iIAfN-0-i 
Both O'Hagan (1995) and Gelfand and Dey (1994) give the asymptotic behaviour 
of the posterior Bayes factor as 
-2 log BOP, "' (y) -- -2 log Ay + (po - pi) log 2. (1.15) 
This Bayes factor therefore behaves like both the classical likelihood test and the 
AIC in that it is not consistent. However, Gelfand and Dey (1994) show that it 
will not suffer Lindleys paradox. 
For the general linear model the resulting posterior Bayes factor is of the form 
2n-po )_m 
BP"t =2 
(po 
2P1) 
]p( 
2) RSSo 2 
01 ]p(2n 
2 
pl ) ]P(n 
2 
po ) 
(RSS, 
One major problem with the posterior Bayes factor is that it effectively uses the 
data twice. The posterior Bayes factor will be referred to as B011"t. 
1.3.4 Geisser and Eddy's (1979) Pseudo Bayes factor 
Geisser and Eddy (1979) suggest the use of predictive sample reuse (PSR) tech- 
niques to calculate Bayes factors. They calculate the predictive density p (Yj I-Y(j), Mi) 
8 
for each of the yj given the remaining observations, yWI also known as the Condi- 
tional Predictive Ordinate (CPO), and then define the pseudo Bayes factor as the 
ratio of the product of all the predictive densities, 
n 
fl p 
(Yi I Y(j), MO) 
Bopl'u jý, ý' 
11 p (Yi ly(j), MI) 
j=l 
where p (yj INj), Mi) =fp (yj Iki, Mi) p 
(Oi ly(j)) Qj. 
Gelfand and Dey (1994) give the asymptotic behaviour of the pseudo Bayes factor 
as 
-2 log BIS'(y) ,:: ý -2 log Ay + (po - pi). 01 
This Bayes factor therefore is not consistent, but again Gelfand and Dey (1994) 
show that it will not suffer Lindleys paradox. 
For the general linear model the resulting pseudo Bayes factor is of the form 
ni (n-po) 
(n-po-1) 
T2 
s Nn(IATOA 02 RSSo 
2n IAO(r)Ao(r) RSSO(, ) 
2 
Bopi u= (Cpu) TT I) (n-pl -1) IA, Al RSS, 2 r=l 
( 
IA, (r)Al(r) RSS, (r) 
2 
(1.19) 
where RSSi(, ) and Ai(, ) are as previously defined but with the r th observation 
deleted from all calculations, and Cp,.,, is a constant given by 
n-po n-pl-1 (PO-P') 22 CPSU 7T 2 
n-pi n-po-I 
22 
The pseudo Bayes factor will be referred to as BOP, ". 
1.3.5 Berger and Pericchi's (1996) Intrinsic Bayes factors 
Finally, Berger and Pericchi (1996) use the method of training samples, but in 
order to remove the dependency on the choice of training sample and to increase 
stability, they define an Intrinsic Bayes factor (IBf) by averaging over all L possible 
selections of minimal training sample. They suggest various methods of averaging 
these predictive densities to give several versions of the IBf. 
They define their original IBS by using either the arithmetic or the geometric 
means, resulting in the definitions of the Arithmetic Intrinsic Bayes factor (AIBf) 
and the Geometric Intrinsic Bayes factor (GIBf) as follows: 
9 
NLN Bio =L EB, o(1) =B 10. LZ 
Bol 
LL 
BG Blo(1) Blv. BN (1) 10 10 01 
where Bij(1) denotes the Bayes factors based on the data in the 1'h training sample 
and BN and BN(1 are the Bayes factors that would be obtained for the full data tj 13 
) 
set and the training sample, respectively, if the improper priors were used directly, 
allowing the constants to cancel. 
Note that unlike all the previously mentioned Bayes factors, Berger and Pericchi 
(1996) compare the more complex model, M, against the simpler model, Mo. They 
recommend this so that the average of the Bayes factors obtained from the training 
sample converges and BA corresponds to a proper Bayes factor. 10 
If the sample size is moderate to large and the size of the minimal training sample is 
small, then the total number of possible minimal training samples, L, can become 
very large which causes computational problems. A suggested solution to this 
problem is to average only over a sample of the subsets, choosing them either 
randomly or systematically. 
Berger and Pericchi (1996) also suggest replacing the averages by the expectations, 
under the larger of the models, with 01 set equal to the m. l. e. ýj . 
By this they 
define the expected arithmetic intrinsic Bayes factor and the expected geometric 
intrinsic Bayes factor. However, these two versions of the originally defined IBf's 
can be complex to calculate, unless the data are exchangeable. If they are, then the 
relevant expectations can be simulated using r, i. i. d. samples y, ... Mr, generated 
from M, with parameters estimated by 01 = 01, for example 
LýAf 11Lr 
'L: 16ri 
[Blo(l)] 2ý -E B10(j) r 1=1 
Problems also arise in non-nested situations, when it is not clear which model is 
"more complex". This can strongly affect BA, and can cause infinite values when 10 
taking expectations under one or both of the models. 
Berger and Pericchi suggest a "potential adhoc solution" to this problem by defin- 
10 
ing the a-trimmed IBf, B aAI or BGI . These IBf's are defined as in the original 
versions, but with the U smallest and largest values of B10(j) removed, and L 2 
replaced by (I - a)L. This can improve the stability dramatically, and is recom- 
mended if BA is used for non-nested models. 10 
They also suggest the use of trimming when what was thought to be a minimal 
training sample, is not. For instance, in our example of the simple linear regression 
model comparison of section 1.5, if a training sample jXi, Xj) Xkj is chosen where 
Yi =:: Yj : -- Yk and thus Syy = 0, the Bayes factor for that training sample is 
undefined and thus the overall intrinsic Bayes factor cannot be calculated, hence 
all such training samples must be "trimmed" from the averaging process. 
Finally, as an observation Berger and Pericchi (1996) suggest trimming all of the 
Bayes factors, except the median value, to result in B 100AI and B`GI. This 100% 
trimming results in the geometric and arithmetic IBf's being equal, but if more 
than two models are compared, the medians of the B10(j) will occur at different 
training samples. 
Unlike Spiegelhalter and Smith (1982), Berger and Pericchi (1996) suggest, for 
normal models, the use of either the "reference prior" (c. f. Bernado, 1979), 
P (ki, almi) = Cia-1 or the "modified Jeffrey's prior", p (6j) ojMj) =: C, U-(l+qi) 
where qO =0 and q, = p, - po , so that their 
IBf's correspond to sensible real 
Bayes factors, that is Bayes factors using proper priors. In fact, in their conclu- 
sions they recommend "... the use of the GIBf only with reference priors... " since 
it appears to be quite unstable for other priors and small sample sizes. They con- 
clude further that the AlBf is "... fine for either the reference or modified Jeffrey's 
prior. " 
As stated in section 1.2.2, if the size of the training sample is fixed, which in the 
case of the intrinsic Bayes factors it is, the asymptotic behaviour of a partial Bayes 
factor is the same as that of the original Bayes factor, given in section 1.2.1. These 
asymptotics also hold when averaging over all the possible training samples and 
therefore the intrinsic Bayes factors have the same asymptotic properties as the 
original Bayes factor and are consistent. 
For the general linear model using the reference prior, the resulting intrinsic Bayes 
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factors is obtained by defining Blo as 
I (n-po) 
N (pi-po)1P(!!: F-) (IA'OAo 12 RSS 02 Blo 7F 2T (n-pl) (1.22) ff(EFI) ýJAIAIJ) 
RSSI 2 
setting BOI(1) as the reciprocal with n, Ai and RSSj replaced with m, Aj(1) and 
RSSj(1), respectively, and using equations (1.20) and (1.21). Again the suffix (1) 
denotes the calculation with respect to the training sample 
We shall now, in the following sections, compare the behaviour of all of the vari- 
ous types of Bayes factors given in the previous sections for three different model 
comparisons. Firstly, in section 1.4, we shall compare two nested normal models, 
testing for a specified mean. Secondly, in section 1.5, we shall compare two nes- 
ted simple linear regression models. Finally in section 1.6 we shall investigate a 
non-normal model choice comparing exponential and log-normal models. Several 
numerical examples will be studied with particular emphasis on the effect of data 
sets containing influential observations. 
1.4 Comparison of Bayes factors for testing a 
specified mean 
1.4.1 The model choice and the Bayes factors 
In this section we shall compare two nested normal models given by; 
MO y-N 
(j7, Cr2) (1.23) 
M, y-N (t, 1, or2 ) it, 
where y is a n-vector of observations, j7 is known and a2 and p, are assumed 
unknown. 
In accordance with Berger and Pericchi (1996) the reference prior, p (ki, O'JMi) = 
cicr-1 is used in the calculations of each type of Bayes factor, apart from the 
Spiegelhalter and Smith (1982) Bayes factor, where, under their recommenda- 
tion, the improper limiting form of the normal-inverse-X2 conjugate prior given by 
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equation (1.9) shall be used. As mentioned in section 1.3.1 this restriction on prior 
maintains the invariance to scale changes in the dependent variable of B01* 
The Bayes factors all compare model MO against M1. Therefore, the AlBf is 
A1 defined as BO, = -B; r as given by Berger and Pericchi (1996). The resulting Bayes 10 
factors are given in table 1.2. 
In the case of O'Hagan's (1995) fractional Bayes factor and Berger and Pericchi's 
(1996) intrinsic Bayes factor, the size of the minimal training sample M is taken 
to be equal to two, the minimum possible sample size which allows the unknown 
variables to be estimated, (see Young and Pettit (1996) for a similar argument in 
a slightly different context)- 
In section 1.3.5, we noted that Berger and Pericchi recommended the trimming of 
occasional training samples which were thought to be minimal but were not. If 
such "problem" training samples occurred in the calculation of the IBS they were 
trimmed from the averaging process. 
The Bayes factors in table 1.2 were calculated for various sets of data. The follow- 
ing sections describe the data sets and the resulting Bayes factors. All conclusions 
are given in accordance with Jeffreys' (1961, Appen. B) scale of evidence. 
1.4.2 Example 1: Freeman's data sets 
]Freeman (1981) studied the two data sets given in table 1.3, both of which are 
based on a set of ten observations generated from N(O, 1), with set 1 containing one 
observation which has been contaminated by adding 4 to it, and set 2 containing 
a further observation which has had -5 added to it. The Bayes factors are given 
in table 1.4. 
In the first set of data, we are interested in the effect that the outlying observation 
has on the Bayes factor. Apart from the fractional Bayes factor which accepts 
model MO, all of the Bayes factors give slight evidence against the null model, 
although the evidence against Mo given by BOG, is very weak. 
In the second example, although the set of data contains two contaminated ob- 
servations, the pair seem to have a cancelling effect on all six of the Bayes factors 
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Table 1.2: Bayes factors for two nested normal models 
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Table 1.3: Freeman's data sets 
Set 1 -1.10 -0.28 -0.04 -0.02 0.12 0.71 1.35 1.46 1.74 3.89 
Set 2 -5.28 -1.10 -0.04 -0.02 0.12 0.71 1.35 1.46 1.74 3.89 
and they all accept model Mo. 
Table 1.4: Bayes factors for Freeman's data sets 
Data TE Mean of Data BO'j' 
f ra Bol ' BOl"t BOl" A BO, G Bol 
Set 1 0 0.783 0.509 1.119 0.335 0.498 0.441 0.998 
Set 2 0 0.283 2.068 3.436 1.364 5.526 1.349 3.437 
1.4.3 Example 2: Darwin's data set 
The set of 15 observations, given in Fisher (1960) and in table 1.5 are differences in 
the heights of plants in a cross-fertilization experiment. It has been used in many 
outlier studies and several authors, including Freeman (1981) and Pettit (1992) 
have concluded that observations 1 and 2 are an outlying pair. 
Table 1.5: Darwin's data set 
-67 -48 68 14 16 23 24 28 29 41 49 56 60 75 
The various Bayes factors were calculated for this data set, for three different 
tested mean values. Firstly we tested 0, secondly 20.933, the mean of 
the data set and finally we tested 77 = 33, the mean of the data set with the two 
"outlying" observations removed. 
When testing 17 = 0, we obviously require the Bayes factors to reject the null 
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Table 1.6: Bayes factors for Darwin's data set 
Tested Mean B" 01 Bf"' 01 Bl"t 01 B"' 01 BA 01 BG 01 
0 0.323 0.723 0.172 0.669 1.095 1.430 
20.933 2.739 4.607 1.453 3.178 3.083 5.030 
33 1.256 2.344 0.666 0.990 2.651 1.841 
model, Mo. Accordingly, BO'I' and BOj"t give moderate evidence against model Mo, I 
and all of the other types of Bayes factors, apart from the two 113f's which accept 
the null model, give slight evidence against Mo. The acceptance of the model by 
the Intrinsic Bayes factors indicates a problem with this method of calculating a 
Bayes factor. 
In the second and third tests all of the Bayes factors accept model MO, apart 
from Aitkin's posterior Bayes factor and Geisser and Eddy's pseudo Bayes factor 
which both give slight evidence against MO when testing 17 = 33. This indicates a 
sensitivity of these two Bayes factors to outlying observations. 
1.4.4 Example 3: Normal Order Statistics 
The data set given in table 1.7 is the expected values of normal order statistics 
for a sample size of 10. To examine the effect of an outlying pair on the values 
of each type of Bayes factor a pair of observations A, and A2 were included in the 
data set and the Bayes factors calculated for varying values of A, and A2. 
Table 1.7: Normal order statistics data sets 
Set 1 -1.539 -1.001 -0.656 -0.376 -0.123 0.123 0.376 0.656 1.001 1.539 
Table 1.8 gives the values of the Bayes factors for tile set of data with various 
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outlying pairs. Set 1 is the original set of ten normal order statistics, set 2 is the 
set of 12 observations with A, =: A2 = 0. As expected the values of the Bayes 
factors vary only slightly. Again, Aitkin's posterior Bayes factor is smaller than 
the others and the GlBf is larger but all of the Bayes factors accept model Mo. 
Set 3 has A, = A2 = 10, that is the set contains a pair of observations which are 
outlying in the same direction. The effect of the outlying pair varies across the 
different types of Bayes factors with O'Hagan's fractional Bayes factor remaining 
in support of model MO, but the others giving slight evidence against the null. The 
constant support of the fractional Bayes factor indicates that this Bayes factor is 
perhaps less sensitive to outlying observations. 
Set 4 has A, = -10 and A2 = 7, a pair of observations outlying in opposite 
directions. Here there is a cancelling effect of the two observations and the Bayes 
factors all remain in support of model Mo. One interesting point to notice is that 
in comparison with set 2, the support of model MO of all of the Bayes factors, apart 
from Ceisser and Eddy's pseudo Bayes factor, is reduced, indicating a difference 
in behaviour of the pseudo Bayes factor. 
Table 1.8: Bayes factors for normal order statistic data sets 
Data -ýl ý2 Bo'f 1 
fra B' 01 Bo, "' Bo, " 
A Bo, G B 01 
Set 1 0 - - 2.236 3.657 1.474 3.226 3.466 4.779 
Set 2 0 0 0 2.449 4.063 1.463 3.169 2.975 4.598 
Set 3 1.67 10 10 0.859 1.696 0.513 0.593 0.438 0.845 
Set 4 -0.25 -10 7 2.380 3.967 1.421 3.384 1.293 2.399 
It is perhaps clearer to picture the effect of changing the values of A, and A2 using 
graphical methods. 
Contour plots of the different Bayes factors as functions of A, and A2 were compared 
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to see the effect of gradually moving two observations away from the tested mean. 
The plots could be split into two similar behaving groups, the first containing B01; 
Bf"' and B"" and the second containing B's' and the two IBf's. Examples of 01 01 01 
the plots are given in figure I. I. All of the Bayes factors peak at A, - -A2 10 
and at A, -- -A2 -- -10, however, the first group of Bayes factors have the peaks 
surrounded by open contours, whereas the second group's peaks are surrounded 
by closed contours. 
A clearer understanding of the actual behaviour of the value of the Bayes factors 
can be obtained by examining various slices through the 3-D plots. 
By setting A2 = 2A, we can examine how the Bayes factors vary when an outlying 
pair move away from the spread of the data in the same direction. Secondly, by 
setting A2 = A12 we can see how they change as two observations move away in 
opposite directions at different rates. 
The second row of plots in figure 1.1 are examples of when A2 = 2Aj. The plots 
are all similar in shape, peaking at approximately A, = 0, decreasing rapidly and 
then levelling off as JA11 increases. All of the Bayes factors, apart for O'Hagan's 
fractional Bayes factor, have a region, approximately JA11 :! ý 5, where the Bayes 
factors accept model MO, otherwise they give evidence against the null. Bof,.. never 
becomes less that one and thus remains in constant support of model Mo, again 
indicating that this type of Bayes factor is less sensitive to outlying observations 
than the others. 
The final row of plots in figure 1.1 are examples of when A2 : -- Al 2. These plots 
describe clearly the difference between the two groups highlighted by the 3-D 
plots. The plots of Bo"j, Bof, "" and Bo, "t were all similar in that as A, increases, 
the Bayes factors drop to a minimum, rise slightly and then level off. However as 
A, decreases the Bayes factors slowly decrease and then begin to level off, that is 
as the observations move in opposite directions the effect of the outlying pair is 
almost cancelled. One difference between the Bayes factors in this group is that 
B011"t has a region between approximately -7 :5A, :51 where it supports model 
Mo and beyond this region the Bayes factor gives evidence against the null. The 
other two Bayes factors remain in constant support of the null. 
The plots of B01' and the two IBVs are all similar in shape to those when ý2 : -- 
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Figure 1.1: Graphs of Bayes factors as functions of A, and A2- 
Contour plots of Bayes factors as functions of A, and A2 
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2A1, indicating that the cancelling effect of the observations moving in opposite 
directions does not occur for these three types of Bayes factors. The plots are also 
similar in that they accept model MO between a range of approximately IA, I :! ý 5, 
and beyond this range they reject the null quite conclusively. This indicates a 
sensitivity of these types of Bayes factors to outlying observations. 
All of these graphs and tables of Bayes factors indicate that, for a set of normal 
order statistics containing a pair of outlying observations, the evidence of many 
types of the Bayes factors can change from supporting one model to the other 
quite quickly as the pair move away from the general spread of the data. In com- 
parison to one another, the Bayes factors can be split into two similar behaving 
groups, one containing Spiegelhalter and Smith's Bayes factor, O'Hagan's frac- 
tional and Aitkin's posterior Bayes factors and the other containing Ceisser and 
Eddy's pseudo Bayes factor and Berger and Pericchi's two IBf's. 
The Bayes factors in the first group are less sensitive to pairs of observations that 
move in opposite directions and overall O'Hagan's fractional Bayes factor is by 
far the least sensitive to outlying observations. Finally, the levelling of all of the 
graphs indicate that as A, and A2 increase/decrease beyond +/- 10 the effect of 
the outlying pair becomes minimal. 
1.4.5 Conclusions to the comparison of Bayes factors for 
two nested normal models 
In all of the examples in this section, the behaviour of the six types of Bayes 
factors vary (considerably in some cases). O'Hagan's (1995) fractional Bayes factor 
behaves well in all examples and seems to be less sensitive to pairs of outlying 
observations. Berger and Pericchi's (1996) GIBf and Spiegelhalter and Smith's 
(1982) Bayes factor behave well in the majority of cases, although they both give 
suspect conclusions in two examples. Finally, Aitkin's (1991) posterior Bayes 
factor, Ceisser and Eddy's (1979) pseudo Bayes factor and Berger and Pericchi's 
(1996) AIBf behave sensibly only some of the time, indicating problems with these 
three types of Bayes factors. 
In the following section we shall investigate further the behaviour of all of the 
Bayes factors of section 1.3 for two nested simple linear regression models. 
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IL. 5 Comparison of Bayes factors for testing two 
nested simple linear regression models 
The model and the Bayes factors 
The two nested simple linear regression models, MO C Mi, to be tested in this 
section are given by 
Mo: y =a+ c 
Mi: y =a+ #(X-T) +6 (1.24) 
that is under MO there exists no linear relationship between the regressor variable, 
x, and the response variable, y. In equation (1.24) c is a random error with mean 
zero and variance a2 and a and 0 are the intercept and slope parameters. 
The model can be expressed in the obvious matrix form given by 
Mi: y= Ai6i +f (1.25) 
for i=0 and 1 and where y is a n-vector of response variables, Ai is the n by 
pi design matrix, 6i is a pi-vector of unknown parameters and E is a n-vector of 
random errors. 
Table 1.9 gives the form of each of the Bayes factors described in section 1.3 for 
the model choice in equation (1.25) using, as in section 1.3.5, a reference prior. In 
the table S.,,,, Syy and S., y denote sums of squares given by 
n 
E (xj 
- 
j=l 
n 
S-Y E yj (xj j=1 
with Syy defined as in Sxx. The residual sums of squares, RSSO and RSS, are 
given by 
RSSo = Syy 
RSS1 = Syy - 
(S 
xy) 
2 
SIX 
In the case of the Bayes factor suggested by Spiegelhalter and Smith (1982) we 
choose the design matrices, EO and El, so that the resulting Bayes factor is that 
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Table 1.9: Bayes factors for two nested simple linear regression models 
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which is obtained by Spiegelhalter and Smith (1982) using the improper limiting 
form of the normal-inverse-X 2 conjugate prior. (Spiegelhalter and Smith (1982) 
choose the design matrices, EO and El, using D-optimal design points. ) 
As in the previous example, the size of the minimal training sample is taken to 
equal the minimum possible sample size which allows all unknown variables to be 
estimated. Thus in this regression model comparison, m=3. 
Again all training samples which resulted in undefined IBf's were trimmed from 
the averaging process. 
The Bayes factors of table 1.9 were calculated for the following two sets of ex- 
amples. 
1.5.2 Example I: Randomly simulated data sets 
Data sets of size n= 10 and n= 20 were simulated for the simple linear regression 
model using values of a=I and c, N(O, 1) and the resulting Bayes factors of 
table 1.9 were calculated. Ten sets of data were calculated for each of 6=0,0.5 
and 1, and the regressor variables were taken to be an equal number of points at 
each of x=0,1,2,3 and 4. Thus in total sixty data sets were simulated to test 
#=0 versus 8 --7ý 0. 
Table 1.10 gives the calculated Bayes factors for six of the data sets. 
In the majority of cases the Bayes factors all behaved similarly supporting model 
MO when the data was simulated with #=0, giving strong evidence against 
model MO wlien, 6 =1 and either giving strong or slight evidence against MO when 
,6=0.5. Overall the Bayes factors could be split into two similar behaving groups, 
one containing B011, BOP, "' and BOP, " and the other containing Bof,.. and the 113f's. 
The later group was also slightly split into two , in that the GlBf was larger than 
the other Bayes factors and occasionally supported the simpler model when Bof,.. 
and the A113f, which were very similar in value, supported model M1. 
Conversely in all sixty data sets Aitkin's posterior Bayes factor, BOP, "' was smaller 
than the others tending to favour the more complex model, M1. In six of the sixty 
data sets tested (10%) it actually gave different conclusions to the other types of 
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Table 1.10: Bayes factors for six simulated data sets 
Set M. L. E. ý Bss 01 B 
frac 
01 Bpo"t 01 Bp"u 01 BA 01 BG 01 
n 10 
'0 0 -0.427 0.252 
0.646 0.140 0.350 0.574 1.168 
,30.5 0.592 0.351 0.815 0.195 0.403 0.768 1.327 
0.806 0.278 0.042 0.073 0.272 0.459 
n 20 
)3 0 0.012 3.862 5.231 1.459 5.120 4.240 8.371 
,6=0.5 
0.513 0.017 0.052 0.006 0.011 0.051 0.089 
1.073 1.6e-04 7.3e-06 2.6e-05 1.6e-04 3. le-04 
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Bayes factors. 
1.5.3 Example 2: Mickey, Dunn and Clark (1967) Data set 
In this section we examine the data set given by Mickey, Dunn and Clark (1967) on 
cyanotic heart disease in children. The data is plotted in figure 1.2 and shows an 
obvious regression line. Previous studies have highlighted observations 18 and 19 
as influential observations and it is clear by looking at maximum likelihood estim- 
ates and their variances, that if these two observations are deleted the regression 
relationship is not as convincing. 
Figure 1.2: Plot of Mickey, Dunn and Clark data set 
CD 
0 Clki 
-4 
0 
CD 
CE) 
0 
In 
0 IT 
The Bayes factors of section 1.3 were calculated for the original data set, set 1, and 
for a reduced data set with observations 18 and 19 deleted, set 2, and are given in 
table 1.11. 
The Bayes factors for the original data set all give strong evidence against model, 
MO in favour of the model containing a relationship between the regressor and 
response variables. Again Aitkin's posterior Bayes factor is much smaller and the 
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GlBf is much larger than the other types of Bayes factors. All of the other types 
of Bayes factors are similar in value apart from Geisser and Eddy's pseudo Bayes 
factor which is smaller and appears more sensitive to the influential observations. 
Table 1.11: Bayes factors for Mickey, Dunn and Clark data set 
Set M. L. E. ý var(4) Bss 01 Bof 1.. B"'t 01 B"' 01 BA 01 BG 01 
Set 1 -1.127 0.163 0.086 0.047 0.005 0.014 0.069 0.123 
Set 2 - . 050 0.240 0.649 0.410 0.074 0.134 0.511 1.016 
When the two influential observations are removed, the posterior and the pseudo 
Bayes factors remain in support of the regression model, the GIBf gives evidence 
for model MO and all of the others give slight evidence against model MO but are 
fairly inconclusive, which is perhaps the most sensible decision given the data. 
1.5.4 Conclusions to the comparison of Bayes factors for 
two nested simple linear regression models 
In all of the previously described examples for the comparison of two nested simple 
linear regression models, the different types of Bayes factors vary. Aitkin's (1991) 
posterior Bayes factor was always smaller than the other types of Bayes factors, 
favouring the more complex model and conversely Berger and Pericchi's (1996) 
GIBf was much larger than the others favouring the simpler model. 
Overall, the other types of Bayes factors behave similarly, with O'Hagan's (1995) 
fractional Bayes factor and Berger and Pericelli's (1996) AIBf lying very close to 
one another. 
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1.6 Comparison of testing an exponential versus 
a log-normal model choice 
In the previous sections we have compared the behaviour of the many different 
forms of Bayes factor for different normal model choices. In this section we shall 
study an exponential versus log-normal model choice, using a data set which con- 
tains outliers. 
1.6.1 The model choice and the data set 
O'Hagan (1995) demonstrated the fractional Bayes factor for the model choice 
given by 
Mo :y- expl(O-1) 
M, : log y, N(p, o, 2) (1.26) 
that is under model MO, data y is exponentially distributed with mean 0, and under 
the alternative model, Mi, the logarithm of the data is normal with mean A and 
variance a'. He used the standard non-informative priors given by p(OlMo) = coO-1 
and 19 
(1,, Cr21M 1)= Clor-2. 
Pettit (1992), in his study of Bayes factors for outlier models, used as an example 
a data set taken from Kimber and Stevens (1981). The data, given in table 1.12, 
are the intervals, in seconds, between each vehicle of a particular type, travelling 
eastward along a main road in Sussex. Kimber (1982) concludes that the two 
largest observations y= 446 and 503 (highlighted by an asterisk) are outliers, but 
the two smallest, y=4 and 5 are not. ln Pettit's (1992) analysis, he concludes that 
there is evidence to suggest that the two largest observations come from the same 
contaminated distribution, but again there is no evidence that the two smallest 
are outliers. 
Table 1.12: Kimber and Stevens (1981) data set 
25 5 240 116 87 45 61 64 446* 19 34 
31 7 503* 101 76 10 4 17 181 141 
Table 1.13 gives the form of O'Hagan's (1995) fractional Bayes factor, Bof, "', Ber- 
ger and Pericchi's (1996) two intrinsic Bayes factors, B01 and B01, the pseudo 
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Bayes factor, BOP, " and the posterior Bayes factor, BOP, "'. The form of Smith and 
Spiegelhalter's (1982) Bayes factor is not given due to the choice of priors. The val- 
ues of the Bayes factors for Kimber and Stevens' data set are given in table 1.14, 
together with the exponential of the Schwarz's criterion , exp S which roughly 
approximates to a Bayes factor. 
1.6.2 Conclusions to the comparison of Bayes factors for 
two non-normal models 
Again there are large differences between the behaviour of the different types of 
Bayes factors. Both the posterior and the pseudo Bayes factors give moderate evid- 
ence against the exponential model, Mo. Conversely, the fractional Bayes factor 
and both forms of 113f firmly accept model Mo, with the fractional Bayes factor 
providing the strongest evidence of the three. Comparing these with the value 
of the exponential of the Schwarz criterion, which also supports model Mo, this 
example again highlights problems with the pseudo and posterior Bayes factors. 
1.7 Conclusions 
In general, all of the Bayes factors discussed in this section behave reasonably well 
for the different model comparisons. However, Aitkin's (1991) posterior Bayes 
factor favours the more complex model, has the concern of using the data twice, 
and is the least favourable from the selection. O'Hagan's fractional Bayes factor 
appears to behave the most sensibly and is by far the least sensitive to influential 
observations. 
Asymptotically, all of the methods provide Bayes factors which behave like the 
original Bayes factor, apart from both the posterior and pseudo Bayes factors. 
This again indicates a problem with both of these methods. 
Berger and Pericelli's (1996) geometric intrinsic Bayes factor is often quite unstable 
and in most cases favours the simpler model. Both of the IBf's have calculation 
problems in the time they take to select all training samples and if the residual sum 
of squares of the training sample is zero. In the next chapter we study the unstable 
28 
Table 1.13: Bayes factors for exponential vs. log-normal model choice 
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Table 1.14: Various Bayes factors for Kimber and Stevens (1981) data set 
exp S Bf... 01 Bl"t 01 B"' 01 BA 01 BG 01 
1.1937 1.6986 0.3761 0.4170 1.5137 1.6841 
behaviour of the GlBf and shall suggest a simple modification which reduces its 
sensitivity to influential observations. 
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Chapter 2 
Modifications to the geometric 
intrinsic Bayes factor 
2.1 Introduction 
In the previous chapter we reviewed and compared many of the suggested methods 
of calculating a Bayes factor when prior information is weak or non-informative. 
The method of Berger and Pericchi (1996) results in several versions of the Intrinsic 
Bayes factor (113f), one of which, as previously mentioned and illustrated, is the 
geometric Intrinsic Bayes factor (GIBf). 
As our examples of chapter 1 illustrated, the GIBf behaves quite well, although 
in many instances it was much larger than the other calculated Bayes factors and 
often gave support to the simpler model of the two. This tendency to favour the 
simpler model was noted by Berger and Pericchi (1996), who also concluded that 
the GlBf is quite unstable for priors other than the reference prior and for small 
data sets. 
The instability of the GlBf is often due to extreme training samples which strongly 
influence the overall average of training sample Bayes factors, B01 (1). In the follow- 
ing chapter we shall suggest an alternative simple method of trimming the training 
sample averages which results in a modified geometric intrinsic Bayes factor. The 
modified GlBf, B01,, is far more stable than the original, is less sensitive to in- 
fluential observations and behaves more sensibly in our preliminary model choice 
examples. 
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Firstly, in section 2.2 we shall comment on some of the problems experienced in 
Chapter I with the GIBf and describe our modification to the original method. In 
sections 2.3 and 2.4 we shall compare our modified GIBf with the original version 
and many other types of Bayes factor for the two model comparisons of chapter 
1. The behaviour of the modified G1Bf will be illustrated for various examples 
including those used in the previous chapter. 
2.2 The modified geometric intrinsic Bayes factor 
As previously described in section 1.3.5, Berger and Pericchi (1996) suggested vari- 
ous forms of intrinsic Bayes factor for model comparisons when prior information 
is non-informative. 
Their methods involve firstly selecting all L (n) minimal training samples, y(I) M 
of size m from the data set y. They then calculate the ratio of predictive densities 
for both models of the complement subset, y(-1), given the values of the training 
samples, i. e. 
BIO(1) =f 
p(y(-l) 161, Ml)p(Ol ly(l), Mi)Q01 (2.1) 
f p(y(-1)j00, Mo)p(OOjy(I), Mo)dOO 
Finally they suggest several methods of averaging these predictive densities to give 
different versions of the IBE The two original methods are simply the arithmetic 
and geometric means. By writing the Bayes factor based on the data not in the 
training sample as 
NN Blo (1) = Blo (y) x Bol (y (1)) 
where BO'j(y(1)) is the Bayes factor obtained using the training sample, and B110(y) 
is the Bayes factor based on the whole data set, the AIBf and the GIBf can be 
written as 
BA =B 
N. 
- EB N (y (1» (2.2) 10 10 L 01 
L1 
BGN. N (y T 
jo = Blo 
(Bol (2.3) 
They also define the a-trimmed 113f's by equations 2.2 and 2.3, but with the 
(a/2)L smallest and largest values of BN (y(l)) removed, and the L replaced by 01 
L2 (1 - a) L. 
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In this section we shall refer to the two forms of geometric averages as the original 
GIBf and the a-trimmed GIBf, denoted by BjGO and BjGO", respectively. 
Our preliminary examples comparing the many different types of Bayes factors, 
highlighted a tendency of the GIBf to be quite unstable and often incorrectly 
support the simpler of the two models. By breaking down the GlBf into the Bayes 
factors conditional on each training sample, B10(1), the behaviour of the GIBf was 
studied closer. It should be noted here that in all investigations we compared 
the more complex model, M1, against. the simpler model, M0, in accordance with 
Berger and Pericchi (1996). 
Firstly, in the normal specified mean choice of section 1.4, problems arose when the 
minimal training sample comprised a pair of observations, yj and yj, which were 
close to one another. If this were the case, the training sample did not supply 
enough information to update the posterior and its residual sum of squares, de- 
noted by RSS, (1), was very small in comparison to the total residual sum of squares 
of the data RSSj. Hence the posterior of thesubset, p Wily(l), Mi), was highly 
peaked and had a greater effect on B10(1) than the likelihood, p (y(-I) 16j, Mj) caus- 
ing Blo(l) to behave irregularly. The occurrence of this type of training sample, 
therefore had a great effect on the overall average. (Note in the case of testing a 
specified mean the residual sum of squares is equivalent to the variance. ) 
The problem is also apparent in models. of higher dimensions. For example, in the 
case of data from a simple linear regression model problems arise if all three points 
in the training sample lie on or very close to a straight line. If this is the case, the 
training sample does not provide us with enough information about the variance 
and RSS, (1) is again small in comparison to the total RSSj. The resulting training 
sample therefore has a great effect on the geometric average. 
To overcome this problem it seems sensible, when averaging, to ignore those train- 
ing samples where RSS, (1) is small in relation to the total residual sum of squares, 
RSSl, i. e. reject those pairs where 
RSS1(1) 
RSSI 
for some suitable small value of a. 
(2.4) 
We thus suggest a new method of calculating the GIBf which results in a modified 
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geometric intrinsic Bayes factor denoted by Bl'O'a, 
This modified GIBf can be thought of as an adaptation of the previously described 
a-trimmed IBf which was suggested by Berger and Pericchi (1996) as a potentially 
cc... adhoc solution ... " to difficulties they experienced involving non-nested situ- 
ations, the stability of the AIBf and other problems involving infinite marginal 
densities caused by numerical rounding within the training samples . 
2.3 The modified GlBf for testing a specified 
mean 
In the following sections we shall examine the behaviour of the modified GIBf 
for the nested normal model comparison of section 1.4, using various data sets 
including those detailed in section 1.4. The Bayes factors will be calculated using 
the reference prior. 
2.3.1 Simulated data sets 
Six sets of 100 normally distributed data sets, of various sizes n, were simulated 
using several different means, 0 and are detailed in table 2.1. For each data set, 
O'Hagan's fractional Bayes factor, Bf"', the original GIBf, BG and the modified 01 01 
GIBf) B01, . using values of a=0.1,0.05,0.025 and 0.0025, were calculated. 
Note 
that in accordance with Berger and Pericchi (1996) BG = -1 01 B170 
Table 2.1: Details of simulated data sets 
0 n= 10 n= 20 n= 50 
0 100 100 100 
data sets data sets data sets 
1 100 100 100 
data sets data sets data sets 
Figures 2.1 - 2.6 give boxplots of the 100 Bayes factors calculated for each group. 
The first point to notice in all of the plots, is that the original GIBf is on average 
larger than O'Hagan's fractional Bayes factor. As mentioned in the introduction, 
this indicates a tendency of the GlBf to favour the simpler model. This is not 
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Figure 2.1: Boxplots of Bf.. BG and BG 01 ) 01 01'a 
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Figure 2.2: Boxplots of Bof, "', BO, and BOG,,. 
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Figure 2.3: Boxplots of B 
fra' BG and BG 01 1 01 ol'a 
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f, ac Figure 2.4: Boxplots of Bol 7 B., and Bol'. 
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Figure 2.5: Boxplots of Bf"', B' and BG 01 01 01'a 
Data simulated N(O, 5), size n= 50 
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Figure 2.6: Boxplots of 13f... B' and BG 101 ) 01 01'a 
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often a problem when the data sets are small in size, however it can lead us to 
blindly accept our null model choice in favour of testing further alternative models 
when large data sets could provide more information. The modified method of 
calculating the GlBf reduced the overall size of the Bayes factor and in the majority 
of the examples brought the GIBf closer in value to O'Hagan's fractional Bayes 
factor, which in the previous chapter was the most favoured type of Bayes factor. 
In the small data sets (n = 10) which were simulated in support of Mo, there was 
a slight area in the tail of the boxplots of all three types of Bayes factor, which 
fell into the rejection area. This incorrect/inconclusive support was due to data 
set not providing enough information and was reduced as n increased. 
Similarly in the small data sets which were simulated in disagreement with Mo, a 
large fraction of the Bayes factors were greater than one giving support to model 
Mo. This fraction, which was approximately 75% for the GIBf and 60% for Bof,.. 01 
was reduced to approximately 50% when n was increased to 20 and was only a 
small section of the upper tail area (less than 25%) when n= 50. This again 
indicates a tendency for the GIBf to support the simpler model and that larger 
data sets give more conclusive Bayes factors. 
The modified method of calculating the GIBf, as mentioned earlier, has the overall 
effect of reducing the tendency to support the simpler model. Thus the previous 
problem of a large proportion of the Bayes factors falling into the "incorrect" region 
is reduced and BO1,. behaves far more like O'Hagan's fractional Bayes factor. 
There was not a great deal of difference between the values of a, although 0z = 0.1 
did not, in the majority of cases, have such a great effect as the slightly larger 
values. For these examples and this model choice ,a value of either a=0.05 or 
0.025 was adequate, with a further increase to a=0.0025 having minimal effect. 
Table 2.2 gives some examples where the modified method gave quite dramatically 
different values to the original C113f, and by looking at the means, V, of the data 
sets, it can be seen that in these cases B01'. gives a far more sensible result. 
In approximately 11.4% of the data sets simulated, BOG,,,, gave a different conclusion 
to that given by BOG,. Six of these cases are described in detail in figure 2.7. The 
table shows plots of the sets of data and the values for the six types of Bayes 
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Table 2.2: Examples of BOG,,. for different values of a 
0 G Bol Bo'1,0.025 G B01,0.05 BOGI, O. l 
n= 10 
_ 
0 -0.243 5.306 2.995 2.998 3.251 
1 0.965 1.007 0.416 0.324 0.303 
n= 20 
0 0.182 3.710 5.054 5.565 5.863 
1 0.731 0.220 0.142 0.136 0.146 
factors discussed in section 1.3, the modified GlBf with a value of a=0.05, and 
the oz-trimmed version of the GIBf for a detailed comparison. 
Sets A and B are clearly not N(O, 1) distributed, however, the two original IBf's 
and the a-trimmed version accepted the null model, Mo. The new modified version 
G 
of the GlBf, the B01,0.057 gives slight evidence against model Mo and is similar in 
value to the fractional Bayes factor. 
The second two sets, C and D, are clearly N(O, 1) with a pair of outlying observa- 
tions. All of the original Bayes factors reject Mo, apart from the fractional Bayes 
factor which accepts MO for set C and gives only very slight evidence against Mo 
for set D. The modified GlBf firmly accepts the null for both sets and gives a far 
more sensible result given the majority of the data. 
The last two examples in table 2.7, sets E and F, would hopefully lead us to the 
decision to reject the null. In fact, the two original IBf's, the fractional Bayes 
factor for set E and the pseudo Bayes factor for set F all accept model Mo. Again, 
the modified GIBf behaves much better and gives slight evidence against the null. 
One final point to notice, in the majority of these examples where the modified 
version differed in support to the original, is that the size of these data sets were 
small (n = 10 or 20) indicating that the original GIBf is far more stable for larger 
data sets. 
2.3.2 The modified GIBf for examples in chapter I 
In addition to the simulated data sets of the previous section, using a value of 
a=0.05, the modified GIBf, B01,0.05) was calculated for all of the data sets given 
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Figure 2.7: Six data sets where different conclusions were given by the two forms 
of GlBf 
Set Plot of Data B" 01 B 
fra' 
01 BP"t 01 Bp" 01 BA 01 BG 01 BG O1, a 
Gtr B01 
A -2 -1 012 0.353 0.835 0.233 4.544 1.029 2.167 0.906 2.083 
B -2 -1 012 0.341 0.813 0.225 0.554 1.070 1.879 0.656 1.706 
c -2 02468 0.588 1.255 0.388 0.483 0.272 0.790 2.281 0.767 
D -2 02468 0.434 0.903 0.198 0.261 0.283 0.671 2.304 0.673 
E -1 012 0.481 1.069 0.317 0.701 1.492 3.147 0.946 2.809 
F -4 -2 024 0.305 0.744 0.201 7.078 1.352 2.677 0.694 2.522 
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in section 1.4 and compared with the original C113f, BOG,, the a-trimmed GI13f, 
B Gtr 01 1 and OHagan's fractional Bayes 
factor, Boflr". Table 2.3 gives the results. 
In all of the examples in table 2.3, the modified BOG1,0.05 behaved as well as the 
original BOG, which was, itself, very similar in value to the a-trimmed version. (In 
fact even by increasing a to 0.20 the a-trimmed version of the GIBf did not signi- 
ficantly alter in value from the original). In the two examples where the original 
GIBf had disagreed with the other Bayes factors, Freeman's set 1 and Darwin's set 
1, the modified version gave values that were in agreement with O'Hagan's (1995) 
fractional Bayes factor, which was the Bayes factor which behaved most sensibly 
in all examples. 
In the three examples where the data gave considerable support for the null, that 
is Freeman's set 2, Darwin's set 2 and the normal order set 4, the modified GIBf 
behaved slightly differently to the other Bayes factors in that it was substantially 
larger. This could be interpreted as poor behaviour or simply that it gives greater 
support to the null in these instances. 
The effect of influential observations on the modified GIBf can be seen in the 
four normal order statistic data sets. In sets 1 and 2 the modified GIBf is very 
similar in value to the original version and O'Hagan's fractional Bayes factor. The 
interesting case is set 3 where the original GIBf gives evidence against the model 
MO, but like the fractional Bayes factor, the modified GIBf remains in support of 
the null, indicating a reduction in the sensitivity of the modified GIBf to influential 
pairs. 
To investigate its behaviour as a pair of observations are contaminated, figure 2.8 
shows the contour plot of the modified GIBf as a function of A, and A2, and the 
two slices through the plot at A2 = 2A, and A2 = A2 . The contour plot of the I 
modified GlBf is different to those of the original IBfs in that the peaks, again 
centred around A, -- -A2 -- 
10 and A, -- -A2 -- -10, are now surrounded by open 
contours, as in the plots of B", B 
fra' 
and B"'t. 01 01 01 
The slice of the 3-D plot when A2 = 2A, is similar to the other Bayes factors in 
that it has a peak centred around A, = 0, but is different in that it drops to a 
minimum on either side of the peak JAII -- 2, then rises irregularly until JA11 ; zzý 8 
where it begins to slowly level off. The plot is similar to that of the fractional 
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G Gtr Table 2.3: Examples of B01 
, 0.05 
compared with BOG,, Boflr" and B01 
Data Set TE fra, B 01 BG 01 
Gtr B 01 
(a = 0.05) 
G B01,0.05 
Freeman's Set 1 0 1.119 0.998 0.997 1.392 
Freeman's Set 2 0 3.436 3.437 3.559 5.923 
Darwin's Set 1 0 0.723 1.430 1.364 0.932 
Darwin's Set 2 20.933 4.607 5.030 4.970 7.930 
Darwin's Set 3 33 2.344 1.841 2.596 3.870 
Normal order Set 1 0 3.657 4.779 4.801 4.655 
Normal order Set 2 0 4.063 4.598 4.613 5.802 
Normal order Set 3 0 1.696 0.845 0.890 3.778 
Normal order Set 4 0 3.967 2.399 2.457 9.336 
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Bayes factor in that it remains in constant support of model M0, indicating a 
reduction in sensitivity of the modified GIBf to influential observations. 
The plot when A2 = A2 is very different in comparison with the two original 113f's. 
As A, increases B01,0.05 decreases to a minimum, rises sharply and then begins to 
level off. As A, decreases the Bayes factor drops very slightly, then quickly rises 
to a maximum, and finally as A, < -10 it levels off. Overall the plot is similar 
in shape to that of the fractional Bayes factor, but is not as smooth and levels off 
much quicker. 
These plots indicate that in the case of the normal order statistic data sets with 
influential observations, the modified GIBf remains in constant support of model 
MO and is similar in behaviour to the fractional Bayes factor in that there is a 
cancelling effect if the two observations are moving in opposite directions to one 
another. 
Figure 2.8: Graphs of B' as a function of A, and A2 for a set of normal order 01,0.05 
statistics. 
Ci 
-40 -20 0 20 40 -20 -10 0 10 20 -20 -10 0 10 20 
Bo',, O. ()5 vs A, and 
A2 A2 
= 2A, A2 =A2 
11 
ll 
In the following section we shall investigate further the behaviour of the modified 
GIBf for the simple linear regression comparison of section 1.5 from the previous 
chapter. 
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2.4 The modified GIBf for testing two nested 
simple linear regression models 
In this section we illustrate the modified method of calculating the GIBf for the 
G 
regression model choice described in section 1.5. For this model choice, B10,. 
is calculated by omitting from the average of the partial Bayes factors, Blo(l), 
those training samples, of size Tn = 3, whose residual sum of squares for the more 
complex model, RSS, (1), is small in comparison to the total, RSSj. In testing the 
ratio in equation (2.4) if S.,. ý ='O, which causes problems in the calculation of the 
original GIBf, the training sample is automatically removed. 
Four groupsý of 100 data sets of size n were simulated using values of a=1.0, R 4 
values of x at each of 1,2) 3) 4 and 5, various values of 0 and random N(O, 1) 
errors. Table 2.4 describes the combinations of 6 and n used. 
Table 2.4: Details of simulated data sets 
0 n= 10 n= 20 
0 100 100 
data sets data sets 
1 100 100 
data sets data sets 
For each group of 100 data sets Spiegelhalter and Smith's B01, O'Hagan's fractional 
Bof,.. and the original GIBf BjGO, all detailed in chapter 1.5 were calculated and 
compared with the modified version B G, using a=0.1,0.05,0.025 and 0.0025. 10 a 
Figures 2.9 - 2.12 give boxplots of the results. 
As in the normal model examples, the first point to notice is that the original 
version of the GIBf is on average larger than the other two forms of Bayes factor, 
favouring the simpler model. The modified method of calculating the GIBf reduces 
its size in the majority of cases and gives values which are closer to O'Hagan's 
fractional Bayes factor. In all examples B0, was smaller than the other Bayes 
factors indicating a tendency of this Bayes factor to favour the more complex 
model. 
In the smaller data sets (n = 10) which were simulated in support of MO, there 
was a slight area in the tail of the boxplots of all three types of Bayes factor, which 
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Figure 2.9: Boxplots of B", B frac, BG and BG 01 01 10 01'a 
Data simulated a=1,0, size n= 10 
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Figure 2.10: Boxplots of Boll', Bof, "', BIGO and B, 11,, 
Data simulated a 1,8 1, size n 10 
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Figure 2.11: Boxplots of Boll, Boff", BI and BG 1 10 01'a 
Data simulated a=1,6 = 0, size n= 20 
tj 
ri 
W 
NT 
0ý 0 0 
Bss 01 Bf rac 01 BG 01 
In 
n 
0 
T 
T 
0 
In 
In 
,7 
'0 
T 
0.1 a=0.05 
(o 
,a 
N 
0 
2 
rq 
0 
a=0.025 a=0.0025 
50 
Figure 2.12: Boxplots of BO'j', Bof, "', Blo and Boll Ck 
Data simulated a 1,6 1, size n 20 
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fell into the rejection area. Similarly in the small data sets which were simulated 
against MO a fraction of the tail fell above 1.0 and gave support to the simpler 
model. This incorrect/inconclusive support was due to the data set not providing 
enough information and was negligible when n was increased to 20. The fraction 
falling into the "incorrect" region was largest for the original GIBf and was reduced 
when the modified method was used to calculate BGo, a- 
In all four groups there Nvas not a great deal of difference in the values of BGo,,, 
for the various values of a, although a=0.1 did not have such a great effect as 
0.05 or 0.025. A further increase to a=0.0025 caused no change in the boxplots. 
Therefore, for this model comparison, a value of a=0.05 or 0.025 appears sensible. 
In addition to these data sets, table 2.5 gives the modified GIBf, using values of 
a=0.025 and 0.05, for the six simulated and Mickey, Dunn and Clark's (1967) 
data sets, detailed in sections 1.5.2 and 1.5.3. . 
For direct comparison the table 
includes O'Hagan's fractional and both original intrinsic Bayes factors, the AlBf 
and the GlBf. 
In all of the examples, the modified GIBf behaves as well as, if not more sensibly 
than, the original version and the two values of a did not produce significantly 
different results. In some instances, for example set D, when all of the types of 
Bayes factors gave support for model Mo, the evidence given by the modified GIBf 
-was even larger. 
Conversely, in many of the other examples when the original GIBf was larger than 
G the other Bayes factors, B01,0.05 was reduced to a value much closer to the AIBf 
and the other types of Bayes factors. 
2.5 The modified GIBf for testing an exponential 
versus a log-normal model comparison 
In this section we shall generalise and illustrate the modified method of calculating 
the GIBf for the exponential versus log-normal model comparison detailed in the 
previous chapter. 
In the calculation of the modified GIBf for this example, we rejected all those 
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Table 2.5: Bayes factors for six simulated data sets 
Set M. L. E. B frac 01 BA 01 BG 01 G BOI, 0.05 G5 BOI, 0.02 
MDC 
Set 1 -1.127 0.047 0.069 0.123 0.096 0.088 
Set 2 -1.050 0.410 0.511 1.016 0.612 0.582 
n= 10 
A :, 6 =0 -0.427 0.646 0.574 1.168 0.736 0.772 
B: 6=0.5 0.592 0.815 0.768 1.327 0.939 0.966 
C: 8=1 0.806 0.278 0.272 0.459 0.319 0.328 
n= 20 
D :, 3 =0 0.012 5.231 4.240 8.371 9.667 8.728 
E: 0.5 0.513 0.051 0.051 0.089 0.065 0.065 
F: 6=1 1.073 1.6e-04 1.6e-04 3. le-04 1.7e-04 1.9e-04 
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n 
training samples where < oz, where Sy (y, _ V)2 . 
This is similar to SYY 
the normal model comparison in that since the maximum number of unknown 
parameters is equal to two (in model Mj) we can use the variance as a distance 
criterion. 
The form of the GlBf for this model comparison is given in section 1.6 of the 
previous chapter and was calculated for the Kimber and Stevens' data set also given 
in that section. Values of a=0.025 and 0.0025 were used and gave Bayes factors 
G of B01,. = 1.6440 and 1.5075, respectively. These values are slightly lower than 
the original GlBf (= 1.6841) and O'Hagan's fractional Bayes factor (= 1.6986) 
and compare well with the AIBf, BA=1.5137 and the approximation to a Bayes 01 
factor given by the exponent of Schwarz's criterion for this data set which was 
1.1937. Thus for this model comparison the modified method of calculating the 
GIBf is as good as if not an improvement on the original GIBf. 
2.6 Conclusions to the comparison of BG, with 010.05 
other types of Bayes factors 
In all data sets tested for the different model comparisons given in the previous 
chapter, the modified GlBf not only behaves as well as the original version, but 
in many cases it is a vast improvement. It is also a far more effective method of 
trimming than that suggested by Berger and Pericchi (1993). 
It accepts and rejects on the basis of the majority of the data and tends to be less 
sensitive to outlying or influential observations. 
In all examples, the modified GIBf is similar in value to O'Hagan's fractional Bayes 
factor, which is clearly the most sensibly behaved Bayes factor of chapter 1. The 
similarity in behaviour of these two Bayes factors is apparent in the contour plots 
given in the examples using the contaminated normal order statistic data sets. 
By removing those training samples that do not provide us with enough inform- 
ation we appear to have improved the overall robustness of the GIBf and have 
expanded on what was originally a very sound basis for a Bayes factor. 
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Chapter 3 
Approximation techniques for 
Bayes factors 
3.1 Introduction 
Within a Bayesian framework many diagnostics involve the calculation of marginal 
or predictive densities. In particular a Bayes factor is defined to be the ratio 
of the integrated marginal likelihoods of the data under each model. In simple 
model cases these densities can be evaluated explicitly and the Bayes factor can 
be calculated directly. In general however, model comparisons are far from simple 
and the Bayes factor involves an integral, often over multiple parameters, which 
is analytically intractable. In this chapter we shall review methods of calculating 
Bayes factors when the integrated marginal likelihoods are intractable. 
A vast amount of literature exists giving various solutions to this problem. These 
include methods based on classical numerical analysis and integration techniques 
(Naylor and Smith (1982), Racine et a] (1986)) and some analytical or exact res- 
ults for some specific models, (see Newton and Raftery (1994) for examples and 
references), however more general methods are needed. 
Various analytical approximations have been suggested for the evaluation of in- 
tractable integrals and Bayes factors (authors include Tierney and Kadane (1986), 
Schwarz (1978) and Gelfand and Dey (1994)). These methods, however, often 
involve many maximisations and the resulting approximation can be sensitive to 
parameterisation and its accuracy can be questionable. 
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Recently simulation procedures have been introduced which allow us to directly 
obtain samples from specified densities. These procedures can be non-iterative, 
as in standard Monte Carlo methods (Geweke 1989) or iterative, as in Markov 
Chain Monte Carlo (MCMC) methods, and the samples can be used to obtain 
approximations to either intractable integrals or Bayes factors themselves. This 
form of estimation avoids many of the previously mentioned maximisation prob- 
lems. However, it experiences those of its own involving disconnected regions and 
the rate of, and the determination of, the convergence of the Markov Chains. 
A recently published paper by Evans and Swartz (1995) compares many methods 
available for evaluating analytically intractable integrals with special emphasis on 
those arising in Bayesian problems. They conclude that for problems of low di- 
mension multiple quadrature techniques are suitable and effective. For problems of 
moderate dimension they suggest the use of either adaptive importance sampling, 
asymptotic methods or MCMC methods, although they highlight problems for all 
three methods. Finally for problems of high dimensions they comment that any 
possible algorithm that can exploit the special features of the integrand is essen- 
tial, however they make no firm recommendations noting that MCMC methods 
are often the only feasible solution. 
In this chapter we shall firstly, in section 3.2, discuss various analytical approxim- 
ations suggested for the evaluation of intractable integrals and estimation of Bayes 
factors. In section 3.3, we shall introduce the general MCMC methodology and 
several sampling algorithms. Section 3.3.2 describes in detail one such algorithm, 
the Gibbs sampler, and we briefly comment on its performance both in compar- 
ison with other algorithms and as a method of generating samples from a posterior 
distribution using various sampling techniques. 
The ability to simulate from the posterior and other densities allows us to intro- 
duce, in section 3.4, several alternative methods proposed for estimating a Bayes 
factor. In section 3.4.1 we shall describe methods which use the output from a 
posterior simulation directly. In section 3.4.2 we describe the general Monte Carlo 
and importance sampling method of evaluating integrals of the form f g(O)p(O)dO 
and give various Bayes factor estimators based on this method. In conclusion we 
shall compare some of the methods discussed in the chapter, giving examples for 
various data sets. 
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3.2 Analytical approximations of marginal like- 
lihoods and Bayes factors 
The Bayes factor for the comparison of two models, A for i= 0) 1 is defined as 
the ratio of the integrated marginal likelihoods for the data y, under each model, 
given by the equation 
p(ylMi) =f p(ylei, Mj)p(ejjMj)dýOj 
where ei is the vector of unknown parameters under model Mi. In simple model 
cases this integral can be evaluated analytically. However, in the majority of 
more complex cases, it is analytically intractable and we must either approximate 
the integral or estimate the Bayes factor itself. In the following sections we shall 
describe several analytical approximations suggested for the evaluation of densities 
given by (3.1) and the resulting Bayes factors. 
3.2.1 Laplace's method 
One method suggested for evaluating integrals of the form (3.1) is Laplace's method 
(de Bruijn, (1970) Section 4.4; Tierney and Kadane (1986)), which assumes that 
the posterior density is highly peaked around its mode, #j. By expanding 1(2i) 
logp(yjkj, Mj)p(6jjMj) as a quadratic about this maximum, exponentiating and 
then integrating the resulting approximation an estimate of (3.1) is given by 
"i It I! fil, 
p(ylMi) = 
(27r) 2 2p(yjý il Mi)p(lilmi) (3.2) 
where pi is the dimension of 6i and E is the inverse of the negative Hessian matrix 
of second order derivatives of i%), evaluated at the posterior mode, OV 
Formally, under certain conditions, Kass, Tierney and Kadane (1990) give the 
relative error of Laplace's approximation as 0(n-1), where n is the sample size. 
In general the approximation is adequate for regular problems with moderate to 
large sample sizes, and software is available in S and XLISPSTAT to apply the 
method. 
Several variants of this method have been suggested when the posterior mode, & 
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or E are difficult to obtain. One such variant is given by 
(27) 22 (3.3) PýJtjlp(yjýj, Mi)p(&IMi) 
where ýi is the maximum likelihood estimator and t` is the observed Fisher 
information matrix, both of which are commonly given by software packages. This 
estimator is less accurate than that given by (3.2) but is easily computed using 
packages that provide these statistics. One further variant involves using the 
inverse of the expected information matrix, which gives a larger error still, but 
remains sufficiently accurate for some problems. 
One final variant of Laplace's method is the Laplace-Metropolis estimator which 
involves simulating from the posterior density and will be described later in section 
3.4.1. 
3.2.2 Schwarz Criterion 
If the introduction of prior densities is avoided the logarithm of the Bayes factor 
can be approximated, using (3.3) by 
Xyl-oo, MO) 
S=Iog =---(po-pl)logn (3.4) 
P(Ylbl, ml) 2 
where ýj is the maximum likelihood estimator for Mi, and has the property that 
as n -4 oo, S- log B01 
-40 log B01 
This quantity is often called the Schwarz criterion and was rigorously derived for 
linear subfamilies of exponential families by Schwarz (1978). It is often used as a 
rough approximation to the logarithm of the Bayes factor, however, since it has a 
relative error of 0(l), it does not necessarily give correct answers, although in large 
sample sizes it should provide a reasonable indication of evidence. It also has the 
useful property that it does not need priors to be specified. Kass and Wasserman 
(1995) studied closely the behaviour of S when approximating log B01 in nested 
models. They found that under certain strict conditions, when the information 
supplied by the prior was equal to that in one observation and if the alternative 
. 1). model was close to the null, S gave an error of O(n-2 
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One final point to notice is that Schwarz's Criterion involves the likelihood ratio 
test statistic, A,,, given by 
An : ': 
XYROO, MO) 
(3.5) 
AYR,, MI) 
The likelihood ratio is widely used as a Classical test statistic and it is interesting 
to note this relationship between Classical and Bayesian methods. Gelfand and 
Dey (1994) develop this further and show limiting relations between A,, and the 
pseudo Bayes factor of Geisser and Eddy (1979), Aitkin's (1991) posterior Bayes 
factor and the intrinsic Bayes factors of Berger and Pericchi (1994). 
All of the above analytical methods involve several maximisations and the result- 
ing approximations can themselves be difficult to obtain in high dimensional or 
complex model problems. In situations such as these the only available solution is 
the use of simulation techniques. 
In the following sections we shall describe simulation techniques based on the 
general MCMC methodology and give details of sampling algorithms such as the 
Gibbs sampler. We shall then go on to describe how these methods can be applied 
to the problem of calculating integrals of the form (3.1). 
3.3 General Markov chain Monte Carlo methods 
Suppose we are not able to directly sample from a distribution 7r(x) for xEXC 
R". MCMC methods allow us to simulate a sample from a Markov chain with 
state space X whose equilibrium distribution is 7r(x), and subsequently use the 
simulated values as a basis for summarising particular features of 7r(x) of interest. 
Under suitable regularity conditions, several asymptotic results for such Markov 
chains are known. Two particularly useful results are quoted by Smith and Roberts 
(1993) and are given by the following lemma. 
Lemma 3.3.1 
IfXI) X2 
I ... Xt.... is a realisation of a Markov chain with equilibrium distribution 
7r(x), then the following asymptotic results exist: 
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1. Xt 
-d+X' 7r 
(X) 
t --+ ý 
1t g(X') , E, 
[g(x)] 
t-ioo 
Exploitation of these two asymptotic results imply the following: 
1. By selecting suitably spaced realisations X', ... X', of a single long chain 
or by selecting the final realisation of several parallel independent chains, a 
random sample from 7r(x) can be obtained. 
2. A consistent estimator for the expectation over 7r(x) of a function g(x) is 
the ergodic average of the function over realisations of a single run of the 
Markov chain. 
Thus in order to construct either a random sample from a distribution or an 
expectation of a function over a distribution, we need algorithms to construct 
chains with the specified equilibrium distribution. The asymptotic behaviour of 
such chains has recently been studied by Yue and Chan (1996) who conclude 
that an approximate way to generate k independent short runs of size m is to 
generate one long chain of size k(s + m) and to sub-sample by deleting a block of 
s observations, keeping the next m observations and repeating the last two steps 
several times. They conclude that on the basis of asymptotic efficiency a single 
long run is the preferred method. 
Several Markov chain schemes exist and many papers have been written explaining, 
comparing and adapting such methods. Several methods are based on the general 
Hastings (1970) algorithm which constructs a transition probability moving X' =x 
to the next realisation X1+1, which we then either accept or reject with some 
probability. Specific algorithms are determined by different choices of transition 
probability function and include the Metropolis algorithm (Metropolis et a] (1953)) 
and a form of importance sampling algorithm proposed by Rubin (1987,1988). 
Other schemes exist involving drawings from conditional distributions and include 
the substitution sampler (or data- augmentation algorithm) of Tanner and Wong 
(1987) and the Gibbs sampler (Geman and Geman (1984)). In the remaining 
sections of this chapter we shall concentrate on the Gibbs sampler as a method 
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of generating samples from a posterior distribution. However, before we go on to 
describe the Gibbs sampler, in detail, we shall briefly consider the convergence of 
such Markov chains. 
3.3.1 Convergence of Markov chains 
Smith and Roberts (1993) comment on convergence issues specific for MCMC 
methods. They refer to tile theoretical results of Tierney (1991) and Besag and 
Green (1992) which do not, except for in some specific cases, provide useful bounds 
on rates of convergence and thus conclude that some form of output analysis, to 
estimate the length of the transient stage, is necessary. Smith and Roberts (1993) 
summarise the most common approaches to such output analysis as follows: 
1. Monitor averages of scalar quantities, such as first and second moments, for 
stationarity. 
2. Carry out multiple independent runs and check within and between output 
series variation, as suggested by Gelman and Rubin (1992). 
3. Estimate a L' distance between target and chain distribution to measure 
convergence of the Markov chain to a specific distribution (Roberts 1992). 
For a study of these and various other forms of output analysis see Roberts and 
Hills (1992). We shall now go on to describe the Gibbs sampler. 
3.3.2 The Gibbs sampler 
The history of the Gibbs sampler 
The Gibbs sampler was formally introduced by Geman and Geman (1984) although 
the method can be traced back as far as Metropolis et a] (1953). It was origin- 
ally applied by Geman and Geman (1984) to image processing models but was 
introduced as a solution to numerous statistical problems by Gelfand and Smith 
(1990). Recently the statistical applications have expanded to include both Clas- 
sical examples, see Tanner (1991), and Bayesian model and inference problems. 
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The latter include applications in normal data models (Gelfand et al (1990)), ag- 
ricultural field experiments (Besag and Green (1992)), canonical models (Smith 
and Roberts (1993)), Generalised linear and proportional hazards models (Del- 
laportas and Smith (1993)) linear and non-linear population models (Wakefield et 
a] (1994)) and many more. 
The Gibbs sampler provides us with an algorithm for indirectly extracting the 
marginal distributions from full conditional distributions, without the need to 
calculate the density and thus avoids difficult calculations. The method is simply 
explained and illustrated by Casella and George (1992). 
Generation of random variates via the Gibbs sampler 
Here we shall demonstrate the algorithm for the generation of samples of para- 
meters from a posterior distribution, although the method can easily be adapted 
to accommodate different distributions and even missing data values. 
Suppose we have observed data values, y, and wish to generate random -samples 
from the posterior distributions of the parameters 01,027 ... 
Ok under some assumed 
model. Let 0= 101,02.... Ok}- 
From the likelihood of the data, L(6, y) and either the priors for the Oi G0 or 
the conditionals p(OjjOj C 0, j :A i), the posterior p(61y) can be used to obtain 
functional forms, up to proportionality, of each Oi conditional on y and all other 
Oj C 0. 
Then working from either the complete breakdown of 0 into its components or 
sub-vectors of its components, the Gibbs sampler algorithm proceeds as follows: 
1. Choose initial 0(0)... 0(0) 2k 
2. Generate 0(') from p(0110(0) .... 
0(0), Y) 2k 
3. Generate 02(l) from P(02101(1), ... 
Ok 
)Y)- 21 
(0) 
4. Continue up to 0(i) from p(OkIO(I 0(1)1, kI k- Y) - 
5. Repeat this process t times. Under mild conditions Oi(t) d Oi p(Oi). There- 
fore for large t, Oýt) can be regarded as a simulated observation from the 
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marginal p(Oj). 
As described in section 3.3, in order to obtain a random sample of size n, either 
run n independent parallel replications of the process and use the final set of 
parameters, OW from each process, or run one long sequence and either collect 
suitably spaced observations or follow Yue and Chan's (1996) recommendations 
until n sets of 0 have been generated. 
A brief comparison with other methods 
Gelfand and Smith (1990) describe the Gibbs sampler, the substitution sampler 
(or data -augmentation algorithm) of Tanner and Wong (1987) and the form of 
importance sampling algorithm proposed by Rubin (1987,1988) as approaches 
to calculating marginal densities. They comment on the behaviour of the three 
approaches in several different examples and conclude that the iterative adaptive 
sampling approaches of the Gibbs and substitution samplers provide better value 
in terms of efficient use of generated variates, provided a suitable structure exists. 
They observe that a close relationship between the substitution sampler and the 
Gibbs sampler exists. They also show that when reduced conditionals are available, 
distinct from the full conditionals, for example in a three variable case if XIIX2 is 
available in addition to Xi jXj, Xk for all i, j and k, then the substitution sampler 
can be accelerated and is potentially more efficient than Gibbs. However the gain 
is only likely to be of consequence if the number of distinct reduced conditionals 
is a large fraction of the total number of full conditionals. 
3.3.3 Methods of generating random variates 
An ideal case in Bayesian analysis is when the choice of distribution for the data 
in form of the likelihood, and the prior distribution for the parameters, lead to 
familiar posterior and predictive distributions. When this is the case easily imple- 
mented algorithms exist for the generation of random variates. However in most 
situations the problem is far more complex and there is a need for general purpose 
techniques. Several suggestions include an inversion method, a rejection method, 
the Ratio of Uniforms methods and several adaptations of these methods. Efficient 
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choice of a possible generating scheme usually requires some understanding of the 
behaviour of the distribution such as log-concavity (see Dellaportas and Smith 
(1993) for a definition) or an explicit form of the inverse of the distribution. 
In all of the examples of the following chapters, where it is necessary to generate 
large numbers of parameters from posterior distributions we shall use two such 
adaptive methods, the Ratio of Uniforms (RoU) method, as adapted by Wakefield, 
Gelfand and Smith (1991) and Adaptive Rejection Sampling (ARS) as proposed 
by Gilks and Wild (1992) for applications with Gibbs sampling. Both of these 
methods are chosen for their ability to cope with sampling from distributions 
specified only up to proportionality. 
3.4 Approximations to Bayes factors using stochastic 
simulation 
The ability to sample from the posterior using the previously described Monte 
Carlo Markov chain techniques such as Gibbs sampling, or alternative methods 
such as Newton and Raftery's (1994) weighted likelihood bootstrap algorithm, has 
led to several different proposals of estimating intractable integrals such as mar- 
ginal likelihoods and the resulting Bayes factors. The following sections consider 
some of the proposed estimators. The first set of estimators, in section (3.4.1), 
involve directly using the posterior output to estimate either the Bayes factor itself 
or values for the approximation of the integral given by (3.1). The second type of 
estimator is based on the general Monte Carlo and importance sampling method of 
calculating integrals of the form f g(O)p(O)dO and is explained in detail in section 
3.4.2. 
3.4.1 Approximations using posterior output 
The following methods directly use the samples generated from posterior to firstly 
estimate the marginal likelihood and secondly the Bayes factor. 
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Laplace-Metropolis approximation 
In many cases the Laplace method of section 3.2.1 is difficult to calculate due to the 
required derivatives being not easily available. The Laplace-Metropolis estimator 
overcomes this problem by using posterior simulation, such as that obtained from 
the Gibbs sampler, to estimate the required quantities. The method is introduced 
in Raftery (1994), where several estimates of ýj and E are suggested. 
By dropping the dependency on the model, defining h(O) = logp(ylO)p(O) and 
using the sample OW for t=1.... T from the posterior, Raftery (1994) suggests 
the following possible estimators of #j: 
I. Compute lt(O(')) for all t and take the maximum. This can be computation- 
ally expensive if p(ylO) is complex. 
2. Use the multivariate median, defined as the value of OW that minimises 
ION - OMI where 1.1 is the L, distance. This is sub-optimal but often 
easier and cheaper computationally, than 1. 
3. Use the estimated posterior median of each parameter - often known as the 
componentwise posterior median. 
4. Estimate Oj directly using non-parametric estimation. 
To obtain an estimate of t, Raftery (1994) notes that as n -ý oo it is asymptot- 
ically equivalent to the posterior variance matrix, and thus can be estimated by 
using the posterior output. However, he warns that care should be taken since 
such an estimate is sensitive to the "... occasional distant excursions to which 
MCMC trajectories can be prone... ". Instead Raftery (1994) suggests an estimate 
of the posterior variance matrix based on that proposed by Rousseeuw and van 
Zomoren (1990), which performs well even with a large proportion of outliers in 
the sample. 
Although this method involves making approximations to calculate an estimate, 
both Raftery (1994) and Lewis and Raftery (1994) note that it performed well in 
initial numerical experiments. 
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The Candidate's Estimator 
This second approach to estimate the integrated marginal likelihood was again 
introduced in Raftery (1994) and is related to Besag and Clifford's (1989) "Can- 
didate's formula" used for Bayesian prediction. 
The method is based on manipulation of Bayes' Theorem, to give 
P(Y) = Aylo) 
p(e) (3.6) 
AMY) 
Thus introducing model dependency, the marginal likelihood p(ylMi) can be cal- 
culated analytically without integration. Although p(QMj) and p(yj6j, Mj) can 
usually be calculated directly and simply, the posterior, p(6jjy, Mj) is not often 
available in closed form. However, by using a sample simulated from the pos- 
terior, p(6i ly, Mj) can be estimated using non-parametric density estimation, and 
thus p(ylMi) can be estimated at some point #j = Q. 
Chib (1995) also refers to this estimate of p(M) as the "basic marginal likelihood 
ý is not critical, although a high identity" (BMI) and comments that the choice of 0 
density point gives a more accurate estimate. Chib (1995) and Raftery (1994) both 
suggest using the sample obtained from the posterior to estimate the posterior 
mode or the m. l. e. and using these estimates as 0)ý- 
Chib (1995) has recently developed this idea further, proposing the posterior 
ordinate estimate. This method of estimation involves data augmentation and 
uses latent data denoted by z. The parameter vector is partitioned into blocks, 
6i : --: (oil i 
li2) 
... 
6iB) and Gibbs is applied to the (B+1) set of complete conditional 
densities, which must be defined fully including all integration constants, given by 
for r=l ... B 
(3.7) 
P(fly, ai) 
Chib (1995) then, for a given ej = ei*, estimates the posterior ordinate, p(ej*jY) 
by taking advantage of the information held in the conditional densities given by 
(3.7). The estimate is denoted by P(ej*jy). 
Chib (1995) proposes an estimate of the marginal density, on a logarithm scale, as 
lnp(ylAfi) = Inp(yl6i*, Mi) +lnp(2i*lAfi) - lnp(ki*ly, Mi) (3.8) 
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and gives the resulting Bayes factor estimator as 
Bo*l = exp [Inp(ylMo) - lnp(ylMl)l (3.9) 
Various methods of calculating the posterior density estimate from the Gibbs 
sampler, using samples of both the parameters, Oj and the latent data, z, are 
suggested and Chib (1995) comments that this estimate does not suffer any in- 
stability problem since it does not involve the averaging of the inverse of a density 
value. Chib (1995) also suggests various methods to evaluate the standard er- 
ror of this estimation and gives several examples of the estimation method. The 
method requires more investigation before we can comment on its performance, 
and although it requires the conditionals to be fully defined, it appears to be a 
promising approach. 
The Savage-Dickey approximation 
The method given in this section results in an estimate of the Bayes factor for 
the comparison of two nested hypothesis given by HO :w= wo versus H, :w :A 
wo where the parameter vector 0 has been partitioned into two sub-components, 
0= The method was proposed by Verdinelli and Wasserman (1995) and is 
a generalised version of methods due to Dickey and Lientz (1970), Dickey (1971, 
1976) and Gfinel and Dickey (1974), who in turn attributed the idea to Savage. 
The original Savage's density ratio, given by Dickey (1971) states that if 
wo) = po (v» 
then the Bayes factor can be written as 
Bsav 7-- 
p(woly) 
p(W0) 
where p(wly) =f p(w, Oly)do and p(w) =f p(w, O)do. 
Verdinelli and Wasserman (1995) develop the idea for cases where (3.10) does 
not hold, and show that in these instances, the Bayes factor is equal to (3.11) 
multiplied by a correction factor, C,,,,. 
67 
TheY assume that 0< p(woly) < oo and that 0< p(wo, V)) < oo for almost all 
and then write the Bayes factor as 
B, 
-d :: = 
P(wo Im) E Po(3b) 
]= 
Bsavcsav (3.12) 
p(wo) 
lp(Olwo) 
where the expectation is with respect to p(Olwo, y) and is assumed to be finite. 
The evaluation of B, -d 
involves computing p(woly) and C,,,,,. Verdinelli and 
Wasserman (1995) refer to Gelfand and Smith (1990) to estimate p(woly) from 
a posterior sample. To estimate C,,,, they suggest drawing a sample (O(t)), t 
1 ... T, from p(Olwo, y) and calculating 
1T Po 6sav 
-= - 
1: 
T t=l po(wo, V)(t)) 
Thus the resulting estimate of the Bayes factor is given by 
f3sav 
: -- P(WOIM)Osav- (3.13) 
Verdinelli and Wasserman (1995) comment on methods to obtain the standard 
error of their estimate and give examples of its performance. They conclude that 
a Bayes factor is especially easy to calculate if equation (3.10) holds, but if not 
their generalised Savage-Dickey estimate can be calculated but has the drawback 
that it may require a second simulation to estimate the correction factor. One 
more serious limitation of the method is the need for the null to be expressed in 
a nested form, involving a sub-component of the parameter vector. However, it 
provides a useful approach if this is the situation. 
Meng and Wong's iterative procedure 
The final method of this section is a recently proposed iterative procedure to 
directly estimate a Bayes factor. The method, suggested by Meng and Wong 
(1996), provides an iterative procedure for estimating a ratio of constants, ! ýa C1 
where ci is the constant of proportionality of some density p(w) defined by: 
Pi(w) = 
qj(w) 
ei 
that is, ci =f qi(w)dw. 
(3.14) 
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Their approach begins with the following simple identity: 
CO Ei [qo (w) a (w) ] 
ro, =-= (3.15) 
Cl Eo [ql (w) a (w) 
where a(w) is an arbitrary function defined on the common support of po(W) and 
p, (w), and where Ej denotes the expectation under model Mi. 
They note that the Monte Carlo estimator of equation (3.15) given random draws 
jwP)j for j=1, ni from pi(w) is: z 
1 ni (j))a(u)(j)) 
ni .E qO (w, I j=l rol'a no 
201 
ql(w(j))a(w(j)) no 00 j=l 
By considering choices of a(w) they arrive at an asymptotically optimal choice 
which depends on the unknown ratio r= ýýQ. This choice leads them to an iterative C1 
0) method of calculating rol, based on an initial estimate fo(I . 
At the (t + I)th 
iteration, they give an estimate of rol as: 
ni 
(t+l) J=j soL(w, 01 ý01 
no -1 (3.17) 
no 
E 
soL(w(j))+slf (t) j=l 0 01 
where Jwj(j) I for j=1, ni is a set of generated parameters from pi(w), S, = ni t no+ni 
and L(Jj)) = 
qo coi(j) 
, which needs to only be computed once at the beginning of zqI(. tP) 
the algorithm. 
In their paper, Meng and Wong (1996) note that if pi(w) is the posterior distri- 
bution p(wly, Mj), and qi(w) is the likelihood multiplied by the prior distribution, 
then ci is equivalent to the marginal density, p(ylMi) and the ratio To, is the Bayes 
factor for the comparison of model MO to M1. Thus their iterative method allows 
a Bayes factor to be estimated. 
The method has not yet extensively been tested, but preliminary examples are 
promising. 
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3.4.2 The general Monte Carlo and importance sampling 
methods 
The following set of estimators are based on the general Monte Carlo method of 
calculating an integral of the form f g(O)p(O)dO, which is improved by importance 
sampling. The method is applied to the integrated marginal likelihood, as defined 
in equation (3.1), to give a simulation consistent estimate which can then be used 
to calculate a Bayes factor. 
We shall, firstly, give the details of the general method and then by the choice 
of various importance sampling functions, we sliall describe several estimators 
suggested by several authors. 
To evaluate an integral of the form 
I=f g(O)p(O)dO (3-18) 
the Monte Carlo method provides us with the following procedure: 
1. Generate a sample of OW for t=1, ..., T from a density p* 
(0) known as the 
importance sampling function. 
2. A simulation consistent estimate of I is given by 
T 
L wtgýfjýt)) 
t=l 
T (3-19) 
F, Wt 
t=l 
where wt -- P-ýLo(-')l P(O(, )) 
Thus by suitable choices of importance sampling function, the integral I can be 
easily estimated. 
By dropping the dependency on the model in equation (3.1) the marginal likelihood 
can be simply written as 
P(Y) =f P(Ylqi)P(qiAO-i 
and thus the Monte Carlo approximation of equation (3.1) is given by substituting 
the likelihood evaluated at each 0) for g(0)) in equation (3.19). ýI -1 
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Various techniques of sampling from the posterior distribution exist. These include 
the previously mentioned Metropolis-Hastings and Gibbs samplers or Newton and 
Raftery's (1994) weighted likelihood bootstrap which is not simulation consistent, 
but provides an approximation which improves as more data becomes available. 
The availability of these simple techniques has caused many authors to use the 
posterior as the importance sampling function. Others have suggested various 
functions involving both the posterior and the prior and several others. The fol- 
lowing sections detail many of the recent suggestions. 
Using samples drawn from the prior 
Perhaps the simplest MC approximation is the MC estimator of the integral with 
simulation from the prior, which can be referenced back to Hammersley and Hand- 
scomb (1964) and has previously been mentioned in Raftery and Banfield (1991) 
and investigated by McCulloch and Rossi (1991). The resulting estimate is given 
by 
T 
Ppri(YA) =TEP (Y M) (3.20) 
t=1 
which is simply the arithmetic mean of the likelihood values. 
This estimator experiences problems if the posterior is concentrated relative to the 
prior causing most of the 0) to have small likelihood values. This has the effect z 
that the simulation process becomes inefficient and results in an estimator with a 
large variance and slow convergence to a Gaussian distribution. 
Using samples drawn from the posterior 
If the posterior density, p(Qy, Mj) is used as the importance sampling function, 
the resulting estimate of the marginal likelihood simplifies to 
1T 
Ppost(YI !; Exylki(t), mirl mi) =( 
t=l 
(3.21) 
the harmonic mean of the likelihood values. This estimate converges almost surely 
to the true marginal likelihood as t -4 oo. However it does not satisfy a Gaussian 
central limit theorem, since the occasional parameter with a small likelihood has 
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a large effect on the final result. It can also often be unstable since the variance 
of its inverse is usually infinite. 
Gelfand and Dey (1994) suggest a simple modification of the harmonic mean es- 
timator, given by 
Pgd(YlMi): -- 
if wi(") 
(3.22) 
T ( 
t=i P(Yloi(II, Mop will) I mi) 
) 
where f is a density with dimensions equivalent to the number of parameters 
in 6j. They suggest natural choices to match the posterior such as multivariate 
normal or t-densities with mean and covariance computed from the 0). In reply to 
the discussion of their paper, Newton and Raftery (1994) comment that equation 
(3.22) is an unbiased and consistent estimator and has the added advantage that 
it satisfies a central limit theorem if the tails of f are sufficiently thin, specifically 
if f if I 
P)O 
P( 
dO < oo. They suggest that high efficiency is most likely to result if P(YIO)P(O) 
f is roughly proportional to the posterior. Meng and Wong (1993) consider an 
optimal choice of f which is iteratively computed from an initial guess. However, 
this has not yet been tested extensively. Chib (1995) comments that in experience 
obvious choices of f do not necessarily satisfy the thinness required. 
One final estimator which involves simulation from the posterior is that obtained 
by simply calculating the arithmetic mean of the likelihood values. This is in 
fact an unbiased estimator of the posterior mean of the likelihood function which 
underlies Aitkin's (1991) posterior Bayes factor. 
Using samples drawn from both the posterior and the prior 
The contrasting problems of Pp, i (y I Mj) and Pp,, t (y I Mj) suggest the use of a mixture 
of the prior and the posterior densities as an importance sampling function. The 
function p*%) = Jp%) + (I - J)p(Oily) leads to a mixture estimate given by 
T 1-1 F, P(YlQi(II, mi) 
[6p-i-QJmi) + (I - 
OXY101, mi) 
T (3.23) 
E [6p. i. (Ylmi) + (i - 6)P(YlQi(l), mol t=l 
which can be evaluated iteratively. This estimate avoids the instability of P,,, t(ylmi) 
and does satisfy a Gaussian central limit theorem. Newton and Raftery (1994) ori- 
ginally suggest a small value of 5 to avoid small likelihood values of 0, however in 
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reply to the discussion of their paper they cite work by Rosenkrantz (1992) who 
found that a large value of J(-- 1) had the best performance. 
Newton and Raftery (1994), in the reply to the discussion of their paper, comment 
on an alternative to the idea of simulating from both the prior and the posterior 
proposed by Meng and Wong (1993), via Gelman. The resulting estimate is given 
by 
P.. (Ylmi) = 
T 
E xylkill" mimaill, Imimail") 
t=l 
s Is, Is) F, xyleik 
, 
mi)g(6i% 
S=l - 
(3.24) 
where Oi(') is a sample of size T simulated from the prior, 0) for s=1.... S are 2 
simulated from the posterior, and g(6j) is a positive function. 
Both P,,, ix(ylMi) and P,,,,, (YlMi) have the awkward property of simulating from 
the prior and the posterior. The final estimate suggested by Newton and Raftery 
(1994) avoids the simulation from the prior by simulating all T values from the 
posterior and imagining that a further values are drawn from the prior all 
with likelihoods equal to their expected value. This yields an approximation to 
p i., (ylMi) given by 
P., (Y I mi) = 
T 1-1 JTI(l -+E p(ylei(t), Mi) 
[Jp,,, (ylMi) + (1 - 6)p(yjgýt), Mi) 
t=l 
TI 
JT1 (1 - (y I Mi) +E 
[JP., (y I Mi) + (I - J)p (y 16i"), Mi)] t=l (3.25) 
Again this estimate can be evaluated using an iterative scheme and Newton and 
Raftery (1994) suggest from their experience that a value of J as small as 0.01 
performs well. They note further that the resulting estimate does not display the 
instability of the harmonic mean estimator, fipost(ylMi). 
3.5 A simple illustrative normal model example 
To illustrate the behaviour of all of the above methods of approximating Bayes 
factors, they were calculated for the following simple model choice: 
Mo y-N (0, -r) (3.26) 
All y-N(0, -r) 0540 
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where T is the precision and where the prior for model MO is given by: 
p(-rivi, A, ) - r(vi, A, ) 
and the priors for model M, are given by: 
p(OIT) - N(O, -r) 
p(-rivi, Aj - r(vi, Aj 
where v, and A, are known. 
Six randomly simulated normal data sets, three of size n= 50 and three of size 
n= 20, with precision -r = 0.2 were used as an example. For each value of n, a 
data set was simulated using a mean of 0,0.5 and 1. The shape parameter for the 
prior on -F was set equal to v, = 1.5 to ensure log-concavity and the corresponding 
value of A, was set so that E[T] =1= ! ýL for each data set. V(Y) Al 
Table 3.1 gives the size n, mean y and standard deviation s of each data set, 
together with y? Syy, A, and the value of the true Bayes factor which can 
easily be evaluated. 
Table 3.1: Details of the six simulated data sets 
Set n s SYY 
it ? yl A, Bol (y) 
1 50 0.148289 2.24190 246.281 247.380 7.53920 6.40355 
2 50 0.372632 2.48988 303.776 310.719 9.29928 4.10600 
3 50 1.30903 2.45424 295.141 380.819 9.03493 1.357e-2 
4 20 0.058711 2.31833 102.119 102.188 8.062 4.55342 
5 20 0.634235 2.14088 87.0837 95.1287 6.87503 1.98001 
6 20 0.717837 1.14088 62.3424 72-6481 4.92176 1.06766 
In all examples where it was necessary to sample from the prior, posterior or 
a function of these distributions, Gibbs sampling was used together with either 
the fortran NAG library or the adaptive rejection sampling algorithm AS 287.1 
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Appl. Statist. (1993), V61.42, No. 4. In all simulations the means and variances of 
the simulated parameters were monitored for convergence and in the majority of 
cases this had occurred after 500 iterations. Once convergence had been achieved 
one long sequence of observations were simulated and every 101h observation was 
selected up to a total of 5000. 
Table 3.2 gives those Bayes factors calculated using analytical approximations. 
Table 3.3 gives those calculated using posterior output and table 3.4 gives those 
Bayes factors calculated using MCMC approximation. Finally table 3.5 gives the 
true value of the posterior Bayes factor together with its MCMC approximation. 
Table 3.2: Analytical approximations to Bayes factors 
Set Bl,, 
p 
Blap B, 
1 6.37243 6.34079 6.32588 
2 4.085964 4.066503 4.019076 
3 1.3500OC-2 9.89255e-3 1.20853e-2 
4 4.50033 4.443766 4.442031 
5 1.956961 1.937576 1.84828 
6 1.055236 1.046210 0.968518 
The Bayes factors obtained using analytical methods, given in table 3.2 are ex- 
tremely close to the true value of the Bayes factor. The approximations are all 
slightly smaller than the original indicating a possible tendency to favour the al- 
ternative more complex model in this comparison. In the case of data set 6, which 
is an example of a small data set, this tendency to be smaller causes the Schwarz 
criterion to slightly favour the alternative model, Mi. The m. l. e. approximation 
to the Laplace method is slightly less accurate than the original version, however it 
is a great deal easier to calculate since the m. l. e. 's can be obtained using standard 
statistical packages. 
The Bayes factors in table 3.3, calculated using posterior output are again very 
close to the true value. The Savage Dickey estimate is extremely accurate, however 
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Table 3.3: Approximations to Bayes factors using posterior output 
Set Bl,,, Bsd Bmw 
1 6.315796 6.403719 6.691974 
2 4.20381 4.10529 5.92764 
3 1.36938e-2 1.30728e-2 0.397795 
4 4.458387 4.553072 7.186319 
5 1.91231 1.97294 4.501211 
6 1.04801 1.069141 2.85364 
Table 3.4: Approximations to Bayes factors using MCMC simulation 
Set Bp, i Bpost Bgd 
Normal t-dist 
B,,, i,, 
J=0.2 5=0.5 J =- 0.9 
Bnr 
J=0.01 J=0.1 
1 8.262 3.041 6.475 6.480 5.951 11.226 15.017 2.516 2.061 
2 5.368 2.753 4.113 4.117 3.688 2.321 1.578 1.408 1.283 
3 1.85e-2 4.47e-2 1.36e-2 
I 
1.36e-2 1.3le-2 6.98e-3 4.74e-3 4.10e-3 3.60e-3 
4 5.960 2.782 4.568 7.515 3.904 2.708 2.082 2.482 2.099 
5 2.585 1.389 1.975 3.253 1.650 1.129 0.866 1.143 0.920 
6 1.400 0.465 1.076 1.762 0.901 0.616 0.467 0.506 0.443 
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Table 3.5: Posterior Bayes factors 
Set Bp,, t bpost 
1 1.27594 1.27797 
2 0.83897 0.78564 
3 3.83016e-3 2.38859e-3 
4 1.39471 1.39609 
5 0.68173 0.58002 
6 0.39844 0.30625 
it must be noted that this method has the serious limitation of only being applic- 
able to nested model choices. The Laplace-Metropolis estimate is also very close 
to both the original Laplace approximation and the m. l. e. approximation, and for 
this example is very easy to obtain. 
Meng and Wong's iterative estimate is less accurate than the other two estimates 
in this table and in all six examples is larger than the true Bayes factor. This 
inclination to be larger is more apparent in the smaller data sets and indicates a 
tendency to favour the simpler model. 
The behaviour of the Bayes factors in table 3.4 varies from method to method. 
In all of the data sets where the true Bayes factor supports model MO, the prior 
estimate, B,,, i is considerably larger and the posterior estimate, Bp,, t is smaller 
than the true value. These results support worries voiced by other authors con- 
cerning the stability of these estimates. Gelfand and Dey's approximation using 
both the multivariate normal and t-distributions are extremely close to the true 
value, however in the smaller data sets the t-distribution version is less accurate. 
This indicates a sensitivity to the choice of function which again is a commonly 
voiced problem with this method. 
The approximation which uses mixture of both the prior and posterior simulated 
parameters, B,,, i., is highly dependent on the mixture ratio, J. In our six examples 
the Bayes factors obtained using a small value of J are far more accurate, which 
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agrees with Newton and Raftery's original recommendation, and not with Rosen- 
krantz (1992). 
The method of simulating from the posterior and imagining from the prior leads 
to values of B, which are often considerably lower than the true value. The 
approximation obtained using a smaller value of 5 gives a slightly better result, 
however like Bp,, t which also uses posterior output, the estimates do favour the 
more complex model. 
The true values of the posterior Bayes factor, given in table 3.5, are a great deal 
smaller than the true Bayes factors and clearly illustrate the tendency of this type 
of Bayes factor to favour the more complex model. However, as the table shows, 
unlike the other Monte Carlo approximation, the estimate of this Bayes factor is 
extremely accurate. 
3.6 Conclusions 
Overall the majority of the approximation methods to calculate a Bayes factor ap- 
pear sensible, however the candidates estimate depends heavily on effective meth- 
ods of kernel density estimation and can be very unstable. 
Our simple example shows how effective the analytical approximations can be. As 
many previous authors have commented, the Laplace approximations, although 
effective, can involve many maximisations, which themselves can be difficult to 
evaluate if over a large number of dimensions. The version using the maximum 
likelihood estimates is slightly less complex since a large number of software pack- 
ages provide these statistics as standard. Schwarz's criterion is an effective approx- 
imation to the logarithm of the Bayes factor. It does not necessarily give correct 
answers however, for large sample sizes it should provide a reasonable indication 
of evidence. 
The methods which use simulated posterior output are also extremely accurate in 
our example, although the Savage Dickey estimate does have the limitation of only 
being applicable for specific nested models. The Laplace-Metropolis approximation 
overcomes several of the problems experienced by Laplace's method and is very 
78 
close to this approximation in our example. Meng and Wong's (1996) iterative 
procedure appears to perform well, although is slightly than tile true value in all 
of our examples. Both seem to be promising methods of using posterior simulation 
to estimate a Bayes factor. 
The behaviour of the MCMC approximations varies greatly. Section 3.4.2 describes 
the problems experienced by the prior and posterior generated estimates and these 
are apparent in our simple example. Gelfand and Dey's (1994) adaptation of 
the posterior simulated approximation performs very well, however our example 
indicates a sensitivity to the choice of function f. 
Both the mixture estimate and Newton and Raftery's approximation vary greatly 
depending on the mixture ratio 5, and overall none of the estimates obtained are 
very close to the true value. 
In conclusion, our simple example tends to agree with those results obtained by 
Evans and Swartz (1995). That is, that the analytical approximations, although 
more accurate than the other types of methods, can be very difficult to obtain and 
should be kept to problems of minimal dimensions. 
The approximations obtained using random draws from the posterior distributions 
are very simple to calculate and are only slightly less effective than the analytical 
methods. The Laplace-Metropolis approximation suggested by Raftery (1994), at 
this stage appears an excellent alternative to Laplace's method when dimensions 
are moderate to large. 
The MCMC approximations all appear to be quite unstable. Gelfand and Dey's 
adaptation of the posterior estimate is the most effective for our simple example, 
but can be sensitive to the choice of function f. We agree with Evans and Swartz 
who recommend this type of method only when the others fail. 
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Chapter 4 
The Conditional Bayes factor 
4.1 Introduction 
In chapter I we introduced the problem of calculating a Bayes factor which contains 
a ratio of undefined constants, due to weak or improper prior information. 
We described several of the methods suggested to solve this problem including 
Spiegelhalter and Smith's (1982) Bayes factor, OHagan's (1995) fractional Bayes 
factor and Berger and Perrichi's (1996) intrinsic Bayes factors, all of which are 
based on the idea of using a training sample from the data. 
Spiegelhalter and Smith (1982) "imagine" a set of data z from a "minimal exper- 
iment" which gives maximal support to the simpler of two nested models. Since 
the experiment is minimal they argue that the support in favour of the simpler 
model is at best only very slight and thus set B0, (ý) =I+c, where c>0 tends to 
zero 
Berger and Perrichi (1996) select a training sample of minimal size from the data 
and use this to update the prior information. They use this and the rest of the data 
to calculate a Bayes factor. To remove the dependency of the choice of training 
sample they suggest selecting all possible training samples and use several methods 
of averaging the resulting Bayes factors. 
Alternatively, O'Hagan (1995) avoids the choice of a particular training sample 
and uses asymptotics to show that by using a large fraction, b 12 of the data, n 
the likelihood based on the training sample approximates to the full likelihood 
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raised to the power b. This has the effect of causing the indeterminate constants 
to cancel. 
In the following sections we shall develop an alternative method of calculating such 
a Bayes factor, based on using a training sample which has been simulated using 
the data, under the simpler model. The resulting Bayes factor, which we call the 
conditional Bayes factor, uses assumptions similar to those used by Spiegelhalter 
and Smith (1982), however it has the advantage that the proposed Bayes factor 
is invariant to changes in scale. We shall illustrate the conditional Bayes factor 
for the three different model comparisons and various data sets given in chapter 1 
and 2. 
4.2 The Conditional Bayes factor 
Suppose we wish to calculate the Bayes factor for data y for the comparison of 
two models MG C All. Suppose further that we are able to simulate a data set z. 
The Bayes factor for y can then be written as: 
Bol(y) = 
Boj(yjýý)Boj(K) 
Bol(fly) 
where 
Bojyj, ý) = 
P(Y I ýý, 
MO) 
Ayk, Mi) 
and p(yJ& Mj) =f p(ItIki, Mj)p(kjý, Mj)d0j, since y is independent of z given 12j. 
If the prior distributions for both models are improper, B01 (y) contains a ratio of 
indeterminate constants which enters equation (4.1) via B01(z) alone, since the two 
conditional Bayes factors Boj(y[ý) and Boj(ýJy) can be calculated directly. Thus 
calculation of Bol(M) involves evaluating these two conditional Bayes factors and 
calculating B01 (z). 
Obviously Bol (ý) also involves the ratio of indeterminate constants, and we are 
therefore back to our original problem. However, using an argument similar to 
that of Spiegelhalter and Smith (1982), if the data set z is of minimal size and is 
simulated under model MO, it will give support to MO and B0, (ý) can be set equal 
to Boj(z) =1+E where c>0 tends to zero for minimal support. 
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Therefore by letting Boj(ý) -4 1, the following "Conditional Bayes factor" can be 
defined. 
Definition 4.2.1 
Let z denote a training sample of minimal size, simulated under model Mo. Then 
the conditional Bayes factor for the comparison of two models, Mo and M1, for 
data y, can be defined as 
cond (y) - 
Bol(Migý) 
(1 +, E) (4.2) 01 
where c>0 tends to zero. 
The following section gives the asymptotic behaviour of the conditional Bayes 
factor. 
4.2.1 Asymptotics 
As in Gelfand and Dey (1994) we shall employ the Laplace method approximations 
(4.3) and (4.4) given in Tierney and Kadane (1986), whose form depends on the size 
of both the data set and the training sample, to obtain the asymptotic behaviour 
of the conditional Bayes factor. 
The first approximation is given by 
1 1) 
exp [mh(O)]dO,, zzý exp [mh(ý)](27)P2 22+ 
O(Tn- f 
m-21 - H-1(0)1 (4.3) 
and the second, for g(O) > 0, 
f g(O) exp [mh(O)IdO 
;: zý exp (m (h* h+0(, M-2) (4.4) f exp [mh(O)]dO 
V 
where mh(O) has a unique mode ý and H(ý) is apxp positive definite matrix 
such that its jk th element is the second partial derivative of h(O) with respect to 
Oj and Ok evaluated at the mode. In equation (4.4), mh*(O) = mh(O) + logg(O) 
and 0* and H*(O*) are similarly defined. 
Using equation (4.2), the conditional Bayes factor can be written as the ratio of the 
two partial Bayes factors which, in turn are given by the ratios of the conditional 
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marginal likelihoods. These are given by 
and 
Ayk, mi) -f 
P(yjýi, Mi)p(ýJOZ, ]Vli)7r(gi)dOi 
(4.5) 
f p(ý16j, Mj)7F(kj)QOj 
Kdyl mi) 
-f 
P(ýJei, Mi)P(Yioi, Mi)7F(kj)coj 
(4.6) 
f P(MlOi, Mi)7r(6i)dOi 
where p(OilMi) == q7(6j) is the improper prior. 
Using equation (4-3), we can write equation (4.5) as 
f exp [mh(2j)jdOj where PCKIMO 
mh(Qj) = 109P(YIPi, Mi) + logp(, flVj, Mj) + log7r(Pi) and p(jjMj) is obviously 
defined. 
Denoting the mode of mh(O) as dy, and the matrix H evaluated at this mode as 
H(Oy., ), equation (4.5) can be approximated by 
pi p P(yjýý, Mi) -- p(yj#ý , Mj)p(ýJ#y, Mi)7r(#y, )(27r) 2n--2L 2 Yý - H-'(#y, )I'L (4.7) 
which is 0(n-1). 
Similarly, we can apply the second laplace approximation to equation (4.6) by 
writing it as 
f p(zj2j, IVfi) exp [rah2 (2i)]dOi 
- 
here mh2 109 P (MM) Mi) + 109 7r j exp [mh2 (2j)J4.0i 
Denoting the mode of mh2(6j) as dy and the matrix H evaluated at this mode as 
H(Oy), equation (4.6) can be approximated by 
P(427 mi) -P(ýý10, ýý, 
Mi)p(mlo"ý-, Mi)7r(oyz) 
(4.8) 
P(Yloy, mi)-FOY) 
(I- 
H-l(dy)l ) 
which is 0(n-'). 
Combining both equation (4.7) and (4.8), the asymptotic behaviour of the condi- 
tional Bayes factor is given by 
cond -2logBol (y)---2logAy+(po-pl)logn+a+b (4.9) 
where Ay is the classical likelihood ratio and a is 0(1) and is given by equation 
(1.5) in chapter 1, section 1.2.1 and b is also of order 0(1) and is given by 
b=2 log P(gý' 
MO) 
Ri-im-1) 
The conditional Bayes factor therefore behaves asymptotically as the original Bayes 
factor, described in section 1.2.1 of chapter 1, and is consistent. 
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For the general linear model given by equation (1.8) of section 1.3, using the 
reference prior, the conditional Bayes factor has the form 
B cOn 
rn2 po 
ol rn pi 
where Ai, and RSSi(,: 
JA T All (I 
IAT Aol 0 
are as p 
- 
(ft-po) 
2 RSSO 2 
(n-pl 
RSS1 2 
reviously defin( 
k PO 
k2P, 
d but using 
JA T A1,1 lz 
IAT Ao, I 
( 
Oz 
the simulal 
.1 
(k-po) 
2 RSSO(z) 2 
(k-p, 
RSSI(, ) 
(4.10) 
Led data set 
Z. 
This definition involves several assumptions, some of which are similar to those 
made by Spiegelhalter and Smith (1982). One advantage of this method is that 
when comparing two nested normal linear models, unlike Spiegelhalter and Smith's 
Bayes factor, the conditional Bayes factor is invariant to scale changes in the 
dependent variable. This can be proven by noting that if the data set y is multiplied 
by a scale factor A, the residual sum of squares is multiplied by A2. Assuming that 
the simulated data set, z, is also multiplied by A, the powers of A in the numerator 
and denominator of equation (4.10) cancel to give B, ond(Ay) = B, ond(y) 01 01 proving 
that the conditional Bayes factor is invariant to scale changes in the dependent 
variable for normal linear models. 
One problem with Spiegelhalter and Smith's Bayes factor which also applies to the 
conditional Bayes factor is the size of the training sample, Z, and has been the issue 
discussed by several authors when commenting on the Spiegelhalter and Smith 
approach. Spiegelhalter and Smith (1982) do not precisely define their "minimal 
experiment" however it is advised to use the smallest number of observations to 
obtain proper posterior distributions for both models. OHagan (1995) argues 
that this involves great ambiguity. Pettit and Young (1990) suggest in a similar 
context using the smallest number of observations that allow all of the unknown 
parameters in the more complex model to be estimated. This is the approach that 
we shall use on all future examples, since we require minimal support from the 
training sample. 
One final criticism of Spiegelhalter and Smith's (1982) Bayes factor, which has 
been highlighted by several authors, O'Hagan (1995) in particular, is the choice of 
regressor variables for the "imaginary" training sample, when applicable. Spiegel- 
halter and Smith (1982) recommend the use of D-optimal design points and readers 
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are referred to their paper for detailed examples. The conditional Bayes factor, 
which involves simulating a training sample, as opposed to imagining one, is also 
open to this criticism, which we feel is a valid argument against the use of B01j" 
To avoid this problem we suggest randomly selecting the training sample regressor 
variables from those already observed, using any random selection technique. In 
all of our future examples this is the preferred approach however we shall give 
examples where the regressor variables have been set equal to D-optimal design 
points for direct comparison. 
One assumption of the conditional Bayes factor is the ability to simulate the train- 
ing sample, z, under model Mo. With the recent development of several simulation 
techniques such as Adaptive Rejection Sampling (A. R. S. ) and Ratio of Uniforms 
method (R. o. U. ), it is now very simple to simulate data values given the format 
of the likelihood and the parameter values. One immediate problem is the choice 
of parameter values. Several possibilities include the maximum likelihood estim- 
ates (m. l. e's) under either model and the average of a large number of parameter 
values simulated from their posterior distributions under model M, based on data 
y. This usage of the data y contravenes the assumption in equation 4.1 that y is 
independent of z given Oi. However, one could argue that to simulate z we could 
use any initial estimate or guess of 6i, and that in practice, the use of any a priori 
information is a far more sensible starting point. Of course this dependency of z 
on y is a serious question which is a subject for future work. 
The m. l. e. under the more complex model is preferred to that under the simpler 
model, since under the null we constrain a number of parameters and do not use 
all available information. If the average of the posterior simulated parameters is 
used then it is advised to repeat the process a number of times and compare or 
average the resulting Bayes factors. These possibilities will be compared later for 
several examples. 
A problem also exists with the dependency of the Bayes factor on the choice of 
training sample. This problem is similar to that experienced by Berger and Per- 
icchi (1996) in the intrinsic Bayes factor, which they solve by averaging over all 
possible training samples. In chapter 2 we modified their approach by suggesting 
an alternative method of trimming the training samples before the averaging pro- 
ond cess. The conditional Bayes factor, B., , has the added problem in that there are 
85 
an infinite number of possible training samples. 
In the following sections we shall study several possible solutions to this depend- 
ency including calculating the conditional Bayes factor for a number of training 
samples and using either the mean or median. We shall also extend our trimming 
method of chapter 2 and use an average of all those Bayes factors based on training 
samples where 
! ýSs'(" > a, using various values of a. In all examples we shall use RSSI 
the same number of training samples, of size k, that would be used if they were 
selected from the data set y, that is (n), to a maximum of 500. k 
In the following sections we shall illustrate our method for firstly a nested normal 
model choice and secondly a simple linear regression model choice. 
4.3 Conditional Bayes factor for a nested normal 
model. 
In this section we shall give examples comparing the two nested normal models 
given by 
Mo y-N (0, -r) 
All y-N(0, -r) 07ýO 
where -r = J- is the unknown precision and y is a n-vector of observations. C2 - 
(4.11) 
Since Spiegelhalter and Smith (1982) recommend the use of the improper limiting 
version of the normal-inverse-X 2 conjugate prior and Berger and Pericchi (1996) 
recommend the reference prior we shall initially compare models MO and M, using 
both priors. Both priors are given in chapter 1. 
2 cond For the normal-inverse-X prior we shall compare our method, B01 , with 
Spiegel- 
halter and Smith's (1982) Bayes factor, B., and O'Hagan's (1995) fractional Bayes 
factor, Bof, "'. Alternatively, for the reference prior we sliall compare our method 
with the geometric version of Berger and Pericchi's (1996) intrinsic Bayes factor, 
BG 017 our previously modified version of this intrinsic Bayes factor, B01,,, and again 
with Bf"'. Table 4.1 gives the form of each of these Bayes factors for this model 01 
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choice. In all cases the minimal training sample, z is of size k=2, Syy is defined 
to be F , 
(yi - y)' and the product in BOG, is over all possible L training samples. 
Table 4.1: Bayes factors for two nested normal models 
Normal-inv-X 2 
B Ol 11 (y) 
(I + nV2)-l' 
22 SYY 
2 
B frac(,, ) 01 
i (n-2) 
2+ n-g2 2 
2 syy 
cond(, ) Bol + n-g2 +k2 22 -Z2 k SYY Sý. 
Reference prior 
B frac 01 
W 12L + nV2 
(n 
2 
2) 
7r2 
r(n SYY 2 
BG (y) 01 
1 12ill L 
-z-) 
--i (n2 (S,,. ) r, i2(j) 
T 
n7r F 2 y2 s 
B cOnd(,, ) 01 
n7r k2 r (n2) (2k) 
n-1) k-1) 
2yy2 sz 
The first point to notice is that for the conditional Bayes factor with the reference 
prior, the effect of scale changes in the dependent variable cancels which confirms 
the fact that our conditional Bayes factor is invariant to changes in scale, unlike 
that of Spiegelhalter and Smith's Bayes factor, B,,. 
Preliminary investigations into the behaviour of our conditional Bayes factor for 
this model choice, involved calculating it for a wide range of normally simulated 
data sets and comparing the resulting values with the other types of Bayes factors 
in table 4.1. 
The training samples were obtained using two methods. Firstly they were simu- 
lated using the m. l. e. 's under model MI. Secondly, a large number of parameters 
were simulated using the posterior distributions, under model MI, based on the 
observed data y. These were then averaged and the means were used as parameter 
values for the simulation of z. 
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Overall there was only a very slight difference between the Bayes factors calculated 
using either method. Those calculated using the posterior based estimates varied 
only slightly, indicating that the averaging process gave consistent estimates. We 
decided to use the posterior based training samples in all future examples and to 
repeat the process of calculating a Bayes factor a number of times so that the 
overall effect of the parameter choice could be monitored. 
Next we investigated the dependency of the conditional Bayes factor on the choice 
of training sample. For each data set and set of parameter values, we simulated 
(n) training samples and calculated BcOnd for each. We then calculated the mean, k 01 
trimmed mean, median and an alternative trimmed average using our method of 
chapter 2. These different averages were compared with the values of the other 
types of Bayes factor. 
Overall the Bayes factors calculated for each training sample were over quite a 
large range due to some extreme outlying cases where the training sample had 
a large influence on the value. The mean was highly influenced by these values 
and therefore did not fairly represent the majority of the Bayes factors. Also the 
trimmed mean was highly dependent on the choice of trimming factor and often 
did not give a realistic average. 
The median of the Bayes factors was much more stable and gave values close 
to those of the alternative Bayes factors calculated, especially in the case of the 
reference prior. Our trimming method of chapter 2 also worked very well and 
automatically removed, from the averaging process, all of the Bayes factors that 
were calculated based on extreme training samples. 
Due to these preliminary results it was decided that for all future examples, the 
conditional Bayes factor would be calculated for 
(n) training samples. The training k 
samples were simulated using the means of a sample of 500 posterior parameters 
simulated under model M, using Gibbs sampling with a burn-in of an additional 
500 iterations. To remove the dependency of the Bayes factors on the training 
cond samples the median, B01,7ned, and the a-trimmed method of averaging adapted 
cond from chapter 2, BOj'ct I were calculated. The process was repeated 20 times and 
cond cond the arithmetic means of Bol,., d and Bol,, were recorded. 
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Table 4.2 gives a selection of the Bayes factors calculated for four simulated data 
sets. The sets, of size n= 50, were simulated using a normal random number 
generating function, with precision -r = 0.2 and means equal to 0,0.5,1 and 1.5 
respectively. The values of a are given in the table. 
Table 4.2: A range of Bayes factors calculated for two nested normal models 
Type of 
Bayes factor 
Set 1 I Set 2 I Set 3 I Set 4 I 
Reference Prior 
Bf rac 01 7.8437 6.7117 0.0692 0.0116 
BG 
01 11.5574 9.8979 0.0958 0.0223 
BG OI, Ct 
(a = 0.025) 
10.5149 8.7611 0.0898 0.0134 
Bcond 
Ol, med 10.4199 8.8586 0.0755 0.0117 
Bcond 
01'a 
(a == 0.025) 
12.6816 10.7814 0.0919 0.0142 
Normal-inv-X 2 
ss Bol 4.4731 3.8028 0.0324 0.0050 
f rac Bol 4.4931 3.8447 0.0396 0.0066 
cond Bol, 
med 8.9354 7.5965 0.0647 0.0100 
cOnd Bol, 
ce (a = 0.025) 
6.4015 5.4423 0.0464 0.0072 
The table shows that in all cases the conditional Bayes factor gives support 
for/against model M0, similar to that of the other Bayes factors. In the case 
of the reference prior the median behaves very closely to the modified geomet- 
G X2 ric intrinsic Bayes factor, B0j,. * For the normal-inverse- prior both conditional 
Bayes factors are larger than O'Hagan's fractional and the Spiegelhalter and Smith 
Bayes factor, however B11 nd is close to the original GIBf. One interesting point is 0a 
the similarity in values of the median of the conditional Bayes factor calculated 
using the normal-inverse-X2 prior and O'Hagan's fractional Bayes factor with the 
reference prior. 
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4.3.1 Randomly simulated data sets 
The Bayes factors using both priors, were also calculated for the six groups of 
100 data sets used and described in chapter 2 section 2.3. Figures 4.1 to 4.3 
and figures 4.4 to 4.6 give boxplots of both the median version, Bcond and the 01, tned 
a-trimmed version Bcond for each of the 6 groups using the limiting form of the 01'a 
inverse X' prior and the reference prior, respectively. To compare the behaviour of 
the conditional Bayes factor with O'Hagan's fractional, Spiegelhalter and Smith 
Bayes factor and the various forms of GlBf, both sets of boxplots were compared 
with the corresponding given in section 2.3. 
In all of the Bayes factors calculated using the limiting form of the inverse X2 
prior, the conditional Bayes factors are larger and appear to favour the simpler 
model. The two forms of conditional Bayes factor are very similar in behaviour 
cond with perhaps the median form, B01, med 
being slightly less extreme in value than 
B cOnd 01, (t 
In the case of the reference prior, the conditional Bayes factors are again larger 
than O'Hagan's fractional Bayes factor and the GIBf's. Like these forms of Bayes 
factors they also appear to favour the simpler model, especially in the case of the 
smaller data sets. 
The a-trimmed version of the conditional Bayes factor is very similar in behaviour 
to the original GlBf, B, 'j, and like this Bayes factor it occasionally gives extreme 
values. The median version of the conditional Bayes factor is very similar in 
G cond behaviour to the modified GIBf, B01,., Therefore B01 ., d has the same advantages 
cond G over B that are ex erienced by BG, over B. (refer to chapter 2 01'a p 01 a 01 
One final point to notice is the similarity in behaviour of the conditional Bayes 
factor irrespective of the prior used. This possibly indicates a lack of sensitivity of 
the conditional Bayes factor to the choice of prior distribution, and is a topic of 
further research. 
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Figure 4.1: Boxplots of Bcond and Bcond using inverse X2 prior Ol, med 01'a 
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Figure 4.2: Boxplots of Bcond and Bcond 2 Ol, med 01,. using inverse X prior 
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cond cond 2 Figure 4.3: Boxplots of B01, med and 
Bol,, using inverse X prior 
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Figure 4.4: Boxplots of Bcond and Bcond using reference prior Ol, med 01'a 
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cond cond Figure 4.5: Boxplots of Bol,., d and Bol,. using reference prior 
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cond , nl Figure 4.6: Boxplots of Bol, med and Bol'. using reference prior 
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4.3.2 Data sets from chapter I 
The Bayes factors were also calculated for those outlier data sets illustrated in 
chapter 2. In the case of the reference prior we shall compare the conditional 
GG2 Bayes factors with Of.. B and B01 J--'01 7 01 ck) and 
for the normal-inverse-X prior we 
shall limit the comparison to B0, only. 
Table 4.3 gives the Bayes factors for seven of the data sets described in chapter 2: 
the two Freeman data sets, Darwin's data set and the four Normal Order statistics 
data sets. The numbers in the brackets are the values of cz used. 
Table 4.3: Bayes factors calculated for data sets of Chapter I 
Reference prior inv-X2 prior 
Data Set n B 
fra' 
01 BG 01 B G, Ct 01 
Bcond 
Ol, med 
Bcond 
01'a Bss 01 Bcond Ol, med 
Bcond 
01'a 
(0.025) (0.025) 
Freeman 1 10 1.119 0.998 1.240 1.164 1.381 0.509 1.028 1.213 
(0.025) 1 
Freeman 2 10 3.436 3.437 5.209 4.730 5.614 2.068 4.180 4.930 1 
(0.025) 
Darwin 15 0.723 1.430 0.932 0.756 0.870 0.323 0.635 0.678 
(0-05) 
N. 0. S. 1 10 3.657 4.779 4.655 5.114 6.069 2.236 4.519 5.330 
(0.05) 
N. O. S. 2 12 4.064 4.599 5.802 5.676 6.519 2.449 4.919 5.244 
(0.05) 
N. O. S. 3 12 1.696 0.845 3.778 1.989 2.285 0.859 1.724 1.838 
(0.05) 
N. O. S. 4 12 3.967 2.399 9.336 5.515 6.335 2.380 4.779 5.096 
(0.05) 
In all of these examples, for the reference prior, the median of the conditional 
Bayes factors for each training sample is very close to both O'Hagan's fractional 
Bayes factor and the value given by our modified geometric intrinsic Bayes factor, 
BG For the Darwin data set the conditional Bayes factor agrees with both Bf... 01, a. 01 
and BOG,,. and gives slight evidence against Mo. In the normal order statistics data 
sets 3 and 4, which contain a pair of outliers, both of the conditional Bayes factors 
lie between Bof,.. and BoGi, w which are both considered to be reasonable values for 
these data sets. 
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In the examples calculated using the normal-inverse-X' prior the values of both 
conditional Bayes factors are very close to one another but are often significantly 
larger than B". In fact, in all 7 examples, B cond and Bcond are extremely similar 01 01, med 01'a 
in value to all those Bayes factors calculated using the reference prior. 
In addition to the above data sets, the various forms of Bayes factor were calculated 
for 60 data sets of various sizes, testing the model comparison given by 4.11. In 
all 60 examples the conditional Bayes factor, irrespective of the prior used, gave 
similar values to Bf"' and B G, with a reference prior. 01 OIQ 
In the next section we shall illustrate our method for a simple linear regression 
model comparison. 
4.4 Conditional Bayes factor for a simple linear 
regression model. 
In all of the following examples we shall compare the two nested simple linear 
regression models described in chapter 1, section 1.5.1 where each observation is 
described by the transformed model given by equation (1.24). 
The form of the conditional Bayes factor, together with O'Hagan's (1995) fractional 
Bayes factor, the GIBf, and Spiegelhalter and Smith's (1982) Bayes factor are given 
in table 4.4. The notation in the table is as in previous chapters, with a subscript 
(z) denoting with respect to the training sample. 
In all of the Bayes factors a minimal training sample of size k=3 Avas used, and in 
tile case of Spiegelhalter and Smith's (1982) Bayes factor the training sample AVas 
chosen so that the Bayes factor obtained was equivalent to that if the improper 
limiting form of the normal-inverse-X' prior was used. The conditional Bayes 
factor was calculated using both regressor variables set equal to D-optimal design 
points, that is x, == 1) X2 =1 and X3 = -1 as described in Spiegellialter and Smith 
(1982), and those randomly selected from those observed. 
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Table 4.4: Bayes factors for two simple linear regression models 
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4.4.1 Randomly simulated data sets 
The conditional Bayes factors, using the reference priors and the simulation meth- 
ods of the previous section, were calculated for the four groups of 100 data sets 
used in section 2.4 of chapter 2. Figures 4.7 to 4.10 give boxplots of the result 
ing conditional Bayes factors, again using the median B cond and the a-trimmed 01, med 
method of averaging Bco, nd . The 
figures include those conditional Bayes factors 0a 
calculated using regressors set equal to D-optimal design points, and those calcu- 
lated using those randomly selected from observed regressor variables. To compare 
the behaviour of the conditional Bayes factors with the Bayes factors given in table 
4.4, we can compare these boxplots with those given in section 2.4. 
As in the examples given for the normal model in the previous section, the condi- 
tional Bayes factor is slightly larger than the other types of Bayes factor, havýng 
a tendency to support the simpler model. 
, ond Again the median version is similar in behaviour to the modified GIBf and B01,. 
is very close to the original GIBf. This indicates that, using similar arguments to 
those given in chapter 2, the median is the best averaging method, for this model 
choice. 
The boxplots show not great difference between those conditional Bayes factors 
calculated using regressors set equal to D-optimal design points and those calcu- 
lated using randomly selected regressors from those observed. However, on average 
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cond cond Figure 4.7: Boxplots of B01, med and 
B01,. for data simulated a=1,6 = 0, size 
n= 10 
Using regressors set equal to D-optimal design points 
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Figure 4.8: Boxplots of Bcond and Bcond for data simulated a=1,1, size 01, med 01'a 
n= 10 
Using regressors set equal to D-upthrial design points 
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cond cond Figure 4.9: Boxplots of B01, med and 
B01,. for data simulated a=1,6 = 0, size 
n= 20 
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cond cond Figure 4.10: Boxplots of B01, med and 
B01,. for data simulated a=1,1, size 
n= 20 
Using regressors set equal to D-uptunal design points 
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B cOnd cOnd 01,7ned is slightly smaller and B01,. is slightly larger for those calculated using 
randomly selected regressors. These preliminary examples indicate that if using 
the median version of the conditional Bayes factor, by using randomly selected 
regressors, we have reduced the tendency to support the simpler model. 
4.4.2 Data sets from chapter I 
The conditional Bayes factors were also calculated for the data sets in chapter 2, 
that is the six simulated data sets and Mickey, Dunn and Clarke's data. Table 4.5 
gives the resulting conditional Bayes factors, B cond and B cond with a=0.025, 01, med 01'a 
calculated using both regressors set equal to D-optimal design points and those 
randomly selected from observed regressor variables. B", Bf, a, GG 01 01 , B01 and B01'. ) 
with oz = 0.025, are also given for direct comparison. 
Table 4.5: Bayes factors calculated for regression data sets of Chapter 1 
Data n Bss 01 Bf 
ra, 
01 BG 01 BG, 01 a B cond cond 01, rned 
I BOj, 
a 
D-optimal 
B cond ed 
IB cond 
01'M 01'a 
Randomly selected 
M. D. C. 21 0.068 0.047 0.123 0.088 0.197 0.208 0.073 0.137 
Set A 10 0.252 0.646 1.168 0.772 0.729 0.858 0.706 0.910 
Set B 10 0.351 0.815 1.327 0.966 0.983 1.158 0.952 1.228 
Set C 10 0.076 0.278 0.459 0.328 0.247 0.291 0.239 0.308 
Set D 20 3.862 5.231 8.371 8.728 8.849 10.36 8.465 10.70 
Set E 20 0.017 0.052 0.089 0.065 0.051 0.059 0.048 0.061 
Set F 20 1.9e-5 1.6e-4 3.1e-4 1.9e-4 8.1e-5 9.5e-5 7.8e-5 9.8e-5 
The conditional Bayes factors gave the same support for/against model MO as the 
cond other types of Bayes factors with the exception of set B where B01,. agreed with 
the geometric intrinsic Bayes factor, but both disagreed with the other forms of 
Bayes factor. In all of the examples the two methods of averaging gave similar 
results, however, the similarity between the modified GIBf and the median version, 
B cond - 
OI,., d is again apparent. 
104 
In the majority of cases there was no great difference between the conditional Bayes 
factors calculated using regressors set equal to D-optimal design points and those 
cond randomly selected from observed regressors. The median version, B01, med) was 
again slightly lower in value for those using the latter method and in all data sets 
gave a value similar to that of O'Hagans fractional Bayes factor. However, there 
was quite a difference in the case of the Mickey, Dunn and Clarke data set, where 
the data was resealed so that the design region for the D-optimal design points 
was [-1,11. In this example the value of the conditional Bayes factor calculated 
using D-optimal design points was substantially larger than all of the other types 
of Bayes factors. This example indicates that using randomly selected regressor 
variables from those observed in preference to those set equal to D-optimal design 
points, as recommended by Spiegelhalter and Smith (1982), gives a clearly defined 
method of calculating a Bayes factor which compares well with other suggested 
techniques. 
4.5 Conditional Bayes factor for a non-normal 
model comparison 
In this section we shall study the behaviour of the conditional Bayes factor for the 
exponential versus log-normal model choice described in chapter 1, section 1.6. 
The conditional Bayes factor for this model choice is given by 
H(n, y) (H(k,, ý))-' (4.12) 
where n, (n-1) 
ýfl 
yj n2 
y 
F(n) =1 (log yj H(n, y) = 7r2 2- n" (n? /)n F(11-2 j=1 
The training sample for the conditional Bayes factor was generated from an expo- 
nential distribution, with mean #, that is the average of 500 values of 0 simulated 
using the posterior distribution p(Oly, Mo). Table 4.6 gives the values of the vari- 
ous forms of conditional Bayes factors together with O'Hagan's fractional Bayes 
factor and the original and modified GIBfs. 
cond The median of the conditional Bayes factor, B01, med) is slightly smaller than the 
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Table 4.6: Conditional Bayes factors for Kimber and Stevens (1981) data set 
f rac Bol BG 01 
G Ba 
01 
a=0.0025 
cond B 
Ol, med 
pcond 
'01, ct 
a=0.025 
cOnd B 
01, Cf 
a=0.0025 
1.6986 1.6841 1.5075 1.4393 2.2063 2.3158 
fractional and intrinsic Bayes factors, and is closer in value to the AlBf and the 
approximation to a Bayes factor using Schwarz's criterion. Conversely, the alpha- 
trimmed version, B'I nd is slightly larger, however none of the values are greatly 0a 
different. This example shows that the conditional Bayes factor can easily and 
effectively be applied to a non-normal situation. 
4.6 Conclusions. 
In all of the previous examples we have shown that our conditional Bayes factor 
compares well with the other types of Bayes factor commonly used for this type 
of problem. 
In the majority of the given examples, the conditional Bayes factors are slightly 
larger than OHagans fractional and compare well with our modified intrinsic Bayes 
factors. In all of our preliminary examples the conditional Bayes factors were 
similar in value irrespective of the prior used to calculate them. This possible lack 
of dependency on the prior is the first advantage of the conditional Bayes factor. 
Our method has further advantages that unlike the Spiegelhalter and Smith (1982) 
approach it is invariant to changes in scale of the dependent variable, and it does 
not appear to suffer any of the problems experienced in calculating the intrinsic 
Bayes factors such as training samples causing denominators of zero. 
The method of calculating the conditional Bayes factor can be easily adapted to 
allow us to randomly select regressor variables from those observed. This removes 
the criticism associated with Spiegellialter and Smith's (1982) recommendation to 
use D-optimal design points. 
The conditional Bayes factor does have the drawback that one needs to average 
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a number of simulations which can be time consuming, and that a large number 
of parameters need to be simulated from various distributions. However, with the 
newly developed methods of generating random variables this is not too serious a 
problem. 
It also has the tendency to support the simpler model especially in data sets of a 
small size. This can be looked upon as a problem, however we feel that when data 
sets are too small to be firmly conclusive a tendency towards the simpler model is 
the best possible result. 
One final advantage of our method is related to the previous chapter on estimation 
of Bayes factors when the integrals are analytically intractable. If this is the case, 
the problems discussed in chapter 3, of estimating the integrals, will hold for all 
of the other types of Bayes factors described . 
nd However, to estimate Bo", , involves estimating several integrals of the form 
p(yjýý, Mj) =f p(yj6j, Mj)p(kjý, Mj)dOj which can be consistently estimated by 
stochastic simulation of a set of parameters, 10(j)} from OijK, Mi and taking the 
average of p(yj2j(j), Mj) over all j simulated parameters. Since the programs used 
to calculate B. 'ond all contain various routines of posterior simulation, they can I 
easily be extended to incorporate this estimation and the Bayes factor can easily 
be estimated. 
This idea of estimating a Bayes factor wbicli contains a ratio of indeterminate 
constants is the subject of the following chapter. 
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Chapter 5 
The Laplace- Met rop olis Bayes 
factor estimate 
5.1 Introduction 
In chapter 3 we extensively reviewed many methods suggested to estimate Bayes 
factors when the integrals are analytically intractable. 
The methods reviewed included several techniques of using random draws from 
the posterior distribution. One suggested method was that of Raftery (1994) and 
involves using posterior simulation to estimate the quantities involved in Laplace's 
method (see sections 3.2.1 and 3.4.1). In preliminary examples this form of estim- 
ation has behaved well, and has provided a reasonable estimate. 
In chapter 4 we defined a conditional Bayes factor for the comparison of two models 
when the prior information was improper. This involved simulating a minimal 
training sample, z which supports model MO, allowing us to set Boj(ý) =1+f 
where c>0 tends to zero. This allowed us in turn to calculate the Bayes factor 
for data y. 
In the following sections we shall combine these two methods and suggest a tech- 
nique of estimating a Bayes factor when both the priors for two nested models are 
improper and the integrals are analytically intractable. The resulting "L-M Bayes 
factor Estimate" will be illustrated for the model comparisons and data sets used 
in the previous chapters. 
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5.2 The Laplace- Metropolis approximation 
As described in section 3.2.1, the Laplace method of approximating integrals of 
the form : 
p(ZtlMi) =f p(yl6i, Mj)p(kjjMj)dýOj 
where Oi is the vector of unknown parameters under model Mi, is given by 
p Pi,, 
p(ylMi) = 
(27r) 2Ljtjj! 2'p(yjýj, Mj)p(ýjjMj) (5.2) 
where pi is the dimension of Oi and Ej is the inverse of the negative Hessian 
matrix of second order derivatives of 1%) = logp(yl0i, Mj)p(6jjMj), evaluated at 
the posterior mode, &. The relative error of this approximation is given by Kass, 
Tierney and Kadane (1990) as 0(n-'), and thus works well with moderate to large 
sample sizes. 
The method can be difficult to calculate due to the required derivatives being 
not easily available. This problem is overcome by Raftery (1994) in the Laplace- 
Metropolis estimator, where estimates of Oi and Ej are obtained using posterior 
simulation. (see section 3.4.1 for various suggested methods of estimation). 
If the priors are improper, the estimate contains an undefined constant and thus 
cannot be evaluated. However, if we use the method of chapter 4 and simulate a 
data set z which supports Mo, and then use this to generate posterior samples of 
6j, i=0,1, the Laplace-Metropolis approximation method can be used to estimate 
the ratio of undefined constants. Once this has been calculated, the Bayes factor 
can be either calculated directly or estimated by repeating the Laplace-Metropolis 
approximation. 
In the following section we shall formally introduce this idea and define the res- 
ulting Bayes factor as the "L-M Bayes factor estimate". 
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5.3 The L-M Bayes factor estimate 
The Laplace-Metropolis approximation of a Bayes factor can be written, using 
equation (5.2), as 
Bo', == (27r) 
"0 
2 
P' 0,, y 2 
exp 
(1(#o, 
y) - 
l(bl, 
y)) 
(5.3) 
y 
Il - 2 
where &, yj 
ý,, 
yj 
E- o, y and El,, y are estimates of and Ej, i=0,1, respectively, 
obtained using random draws from the posterior distributions p(yjýj, Mj) for i 
0,1. 
If we allow the priors to be improper, that is p(9jjMj) = kj7r(VjjMj), the approx- 
imation can no longer be evaluated, since 1%) contains the undefined constant, 
ki. 
However, using the method of the conditional Bayes factor of chapter 4, if we sim- 
ulate a minimal training sample z, under model MO, it will give support to MO and 
we can set B01 I+c, where c>0 tends to zero. Therefore, by simulating two 
sets of parameters, conditional on L under both models, the Laplace-Metropolis 
approximation method can be used to calculate: 
ki Co , (1 + f) = ý)~ (5.4) ko CIý 
where 
- (27r) 
PO 2 Pl 
JEO, 
z 2 
exp (q(0 i -0ýO, ý-) - q(ÜI» 
(5.5) c1, 
z 2 
and logp(ýj&,., Mj)7r(&, jMj). By letting e -+ 0, 
LL = can be ko CI,. 
calculated. 
Once we have estimated this ratio of constants we can calculate the Bayes factor 
for the data y in two ways. If the integration is straightforward the Bayes factor 
can easily be evaluated. If however we have the added complication of analytically 
intractable integrals, by simulating a second set of posterior parameters, this time 
conditional on data y, the Laplace-Metropolis approximation can be repeated, 
and the resulting ratio, COY, is equivalent to the Bayes factor multiplied by the CI'Y 
previously calculated ratio 
k, 
ko 
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Combining the two procedures we can define the "L-M Bayes factor estimate" as 
f 
01 
lol-ý ) 
Cl, Y 
(5.6) 31m = 
(q - coly 
cl, - 
where 22-0 for x=y, z is given by equation (5-5), where the first ratio ýCgoi_, Z can be thought of as an estimate of the ratio of indeterminate constants. 
When calculating boll' there are two main points to consider, the first of which is 01 
the size of the training sample. This needs to be small for minimal support, but has 
the added requirement of being large enough to obtain a reasonable estimate using 
the Laplace-Metropolis approximation method. Secondly, as in the Conditional 
Bayes factor of Chapter 4, to remove the dependency of the Bayes factor on the 
choice of training sample, the process needs to be repeated several times and the 
resulting Bayes factors averaged. 
As in the previous chapter, when simulating the training sample, if regressor vari- 
ables are necessary, as in a simple linear regression model choice, in agreement with 
O'Hagan's (1995) criticism of Spiegelhalter and Smith's (1982) use of D-optimal 
design points., we prefer to use regressor variables randomly selected from those 
observed. 
In the following sections we shall illustrate the L-M Bayes factor estimate for the 
three models and all of the data sets examined in chapter 4. In the examples 
we shall give results for several sizes of training sample, k, and suggest several 
methods of averaging the Bayes factors, including using averages of C' and CO-'2 C1'Z C1'Y 
and calculating a Bayes factor by the ratio of these two averages. In the case 
of the simple linear regression model choice, the conditional Bayes factor will be 
calculated using regressor variables set equal to D-optimal design points and points 
randomly selected form those observed. Both types of Bayes factors will be given 
and compared. 
Firstly, in the following section we shall give the asymptotic behaviour of the 
conditional Bayes factor. 
ill 
5.3.1 Asymptotics 
Using equation (5.6), we can write -2 log 
boll, as 
Co 
y 
Co 
--- -2 log. 
Üol 
j= -2 log ý7ý +2 log (5.7) 01 cl, y cl, z 
the second term of which is 0(l). Using equation (5-5), the definition of 6j, V 
and writing ti, y = n-"ýj, that is an estimate of the hessian matrices, using the 
notation of equation 1.4, chapter 1, we can write the asymptotic behaviour of the 
L-M Bayes factor estimate as 
-2 log Bl' 2 log Ay + (po + pi) log n+d+2 log (5.8) 01 : --,:: - 
where Ay is the classical likelihood ratio, a is 0(1) and is given by 
7r (6o) (27r) 
EQ 
-2 log 
ý ý, O, y (5.9) 
(7r(6j)(27)!! 
2'- Iý1, y "21 
) 
and is equivalent to an estimate of that given by equation (1.5) in chapter 1. 
The L-M Bayes factor estimate is therefore asymptotically similar in behaviour to 
the original Bayes factor and many of the other solutions to the use of improper 
priors in that it is consistent. The L-M Bayes factor estimate will therefore provide 
Bayes factors which are similar in value to the original as n -4 oo. 
5.4 The L-M Bayes factor estimate for normal 
models 
In section 4.3 we compared, using both the reference and normal-inverse-X 2 priors, 
two nested normal models given by MO :y-N (0,7-) versus M, :y, N (0, -r). 
(see equation (4.11)). 
To investigate the behaviour of the L-M Bayes factor estimate, for this normal 
model choice, we carried out the following steps, for all of the data sets used in 
section 4.3: 
1. Simulate jk(j)} using p(kly, Mj) and take the average of these values. Denote 
these parameters by 0*. 
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2. Generate L 
(n) 
training samples using p(, ý16*, Mo). k 
3. Calculate RSS, for each training sample and select z which has the median 
(or maximum for comparison) of these values. 
4. Simulate O(j) and O(j) conditional on z. ILO -1 
5. Calculate, as defined in equation (5.5), q(O(j)) for i=0,1 and for all j and ! Li, z 
find the maximum. 
6. Use the posterior variances and covariances of the Oj(j) to obtain estimates of 
7. Use equations (5.4) and (5.5) to find k' CO 'z ko Cj, ý 
8. Simulate O(j) and O(j) conditional on y. ! LO -1 
9. Calculate q(6W) for i=0,1 and for all j and find the maximum. IN 
10. Use the posterior variances and covariances of the OW to obtain estimates of 
r-i'y 
11. Calculate c', y and the resulting f3o", using equation (5.6). C"y 
12. Repeat steps (1) to (11) a number of times, recording estimates of co", CI'. I C"y 
and bo", * 
13. Calculate the following averages: 
(a) The arithmetic mean of the f30111, 
OOITA). 
(b) The median of the BO'll (B 
(c) The ratio of the arithmetic means of C', ' ci,. and C', Y, cily (f3l' 01, Ra 
(d) The ratio of the medians of ýý'-, z Ci, z and 
CO'y 
7 C"y 
00IM1, 
Rm)' 
The above process was repeated for both the improper limiting form of the normal- 
inverse-X' and the reference priors using various sizes of training samples, ranging 
from the minimum, k=2, to k=5. In preliminary calculations it was clear that 
selecting the training sample using the median of the RSS, values gave far more 
stable results than using the maximum. Therefore in all future calculations the 
training sample with the median value of RSS, was used. There was also only a 
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very slight difference between the ratio of means, 
130174, 
Ra, and the ratio of medians 
Im 411, 
Rm) thus for ease of calculation the ratio of means was used. 
5.4.1 Randomly simulated data sets 
Figures 5.1 to 5.12 give plots of the L-M estimate for the 6 groups of 100 data sets 
introduced in chapter 2 and used also in chapter 4. The plots are of Bayes factors 
calculated firstly using the limiting form of the inverse-X 2 prior, figures 5.1 to 5.6 
and secondly using the reference prior, figures 5.7 to 5.12. The boxplots show the 
and the ratio L-M estimate using the arithmetic mean, -8011, A) the median 
Bo", 
of arithmetic means of C0,1 and C-11, i30"1, Ra7 for values of k == 2,3 and 5. ci'ý CIIY 
For those L-M estimates calculated using the limiting form of the inverse-x 2 prior, 
the arithmetic mean and median versions were extremely unstable, especially in 
the small data sets. This was due to the occasional extreme Bayes factor which 
had a distorting effect on the mean. 
ITn 
The ratio of arithmetic means2 f301, Ra was by far the most stable result and gave 
Bayes factors which compared well with the other forms of Bayes factors depending 
on the value of k. 
For the minimal size of training sample, k=2, the L-M estimate was very similar in 
cond cond behaviour to both B01,., d and B01,., 1 and 
formed a very good estimate of this Bayes 
factor. Increasing k to 3 gave an L-M estimate which on average was slightly larger 
than O'Hagan's fractional Bayes factor and slightly smaller than the conditional 
Bayes factors. However, when n= 50 it was very similar to Bcond A further 01'a ' 
increase to k=5 gave an estimate which was very close to Spiegelhalter and 
Smiths Bayes factor and similar to O'Hagan's fractional Bayes factor. 
For those L-M estimates calculated using the reference prior, the arithmetic mean 
and median versions were again extremely unstable, especially in the small data 
sets. The ratio of arithmetic means, f3l' was by far the most stable method 01, Ra 
of averaging the training sample Bayes factors, although for this prior using a 
training sample of k=2 gave extreme results and was not stable. 
Increasing the training sample to k=3 gave far more sensible results and the 
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-1 -I Figure 5.1: Boxplots of BO', 
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A, BO' 01, for data set simulated - N(O, 5), 
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- IT I Figure 5.2: Boxplots of B01n, A, BO', 01 T, for data set simulated - N(1,5), 
size n= 10 using inv-X 2 prior. 
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IM Figure 5.3: Boxplots of f3 O'rin)A) boj', ýf and 
f3Olrln, 
Ra for data set simulated - N(O, 5), 
size n= 20 using inv-X2 prior. 
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Figure 5.4: Boxplots of f3o", f3ol, for data set simulated - N(I, 5), and f3o"1n, Ra 
size n= 20 using inv-X 2 prior. 
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II im Figure 5.5: Boxplots of BO', for data set simulated - N(O, 5), . A, 
B ', 01, m and B 1, Ra 01, 
size n= 50 using inv-X 
2 
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and f3'm for data set simulated - N(1,5), Figure 5.6: Boxplots of BO', 01, AI 01, Ra . A, B 
size n= 50 using inv-X' prior. 
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Figure 5.7: Boxplots Of -klml, A, 
f3olm, for data set simulated - N(O, 5), 01,, r, j and 
b0IM1, 
Ra 
size n= 10 using reference prior. 
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Figure 5.8: Boxplots of -f3011, A) 
f3olml, 
Al and 
f3l' for data set simulated - N(I, 5), 01, Ra 
size n= 10 using reference prior. 
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1M 1M M Figure 5.9: Boxplots of f3OI, A7 
i3o,,, 
Nl and B-O',, R. for data set simulated - N(O, 5), 
size n= 20 using reference prior. 
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Figure 5.10: Boxplots of bol'i'A) 
Arn for data set simulated - N(1,5), 01,, ýf and 
boll, 
Ra 
size n= 20 using reference prior. 
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Figure 5.11: Boxplots of f3ol m, f3 10 ', . R,, 
for data set simulated - N(O, 5), OLA, , &f 
and f3olm, 01, 
size n= 50 using reference prior. 
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Figure 5.12: Boxplots of f3o' 'I i3o" for data set simulated - N(1,5), 01. and 
bOlrln, 
R,, , A) 
size n= 50 using reference prior. 
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Bayes factor estimates were very similar in value to the conditional Bayes factors 
and the original GIBf's. 
A further increase to k=5 reduced the L-M estimate and the resulting Bayes 
factor was slightly lower than OHagan's fractional Bayes factor. 
For those L-M estimates calculated using the limiting form of the normal-inverse- 
X2 prior, we also compared the average of the simulated 2-z ratios against the CI'Z 
equivalent value used in the Smith and Spiegelhalter Bayes factor, that is 
-I = 
C, 
7r 2 0.564. Table 5.1 gives the average of the 100 values of E-' used to calculate CI'Z 
f3im for n= 10 and 20, together with their standard deviations and minimum 01, Ra 
and maximum values. The values are given for each size of training sample, k. 
Table 5.1: Averages of the ratio of constants calculated using inverse-X 2 prior 
k=2 k=3 k=5 
n= 10 
Mean 0.242 0.360 0.574 
s. d 0.031 0.035 0.046 
min 0.202 0.282 0.481 
max 0.313 0.432 0.671 
n= 20 
Mean 0.234 0.350 0.558 
s. d 0.037 0.040 0.047 
min 0.164 0.264 0.456 
0.315 0.430 
It is clear from the values on the table that using a training sample of size k=5 
gives values extremely close to the Smith and Spiegelhalter value of 0.564 with 
very small standard deviations and ranges. These results confirm our previous 
findings that using a value of k=5 will give a good estimate of B01* 
5.4.2 Data sets from chapter 1 
In addition to these simulated data sets, tables 5.2 and 5.3 give a range of the 
Bayes factors calculated for the 11 datasets illustrated in detail in section 4.3. The 
tables include comparisons with BO"j, (inv-X2 prior), Bof, "', (reference prior), and 
the conditional Bayes factor of Chapter 4, BcOn' of which f3lrn can be considered 01, med) 01 
an estimate. 
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Table 5.2: Bayes factors calculated for normal data sets of Chapter 1 using inverse- 
x2 prior 
k=2 k=3 k=5 
Data Set Boll, cond B01, med P- 
IM 
-01, A 
I Blm,, 01, I Bo' ml Ra Dim '01, A Dim '01'M I Boý, ' Ra -f3Olrln, Ra 
Set 1 4.473 8.935 20.07 14.62 10.99 16.10 7.939 7. M 4.277 
Set 2 3.803 7.597 17.07 12.43 9.344 13.69 6.749 6.564 3.636 
Set 3 0.032 0.065 0.145 0.106 0.080 0.117 0.058 0.056 0.031 
Set 4 0.005 0.010 0.023 0.016 0.012 0.018 0.009 0.009 0.005 
Freeman 1 0.509 1.028 2.281 1.273 1.196 0.984 0.646 0.730 0.475 
Freeman 2 2.068 4.810 9.273 5.173 4.862 4.002 2.626 2.966 1.932 
Darwin 0.323 0.678 1.254 0.809 0.795 0.882 0.636 0.570 0.316 
N. 0. S. 1 2.236 4.519 10.03 5.593 5.257 4.327 2.839 3.207 2.089 
N. O. S. 2 2.449 4.919 9.972 8.766 6.023 5.817 3.184 3.700 12.674 
M 
N. O. S. 3 0.859 1.724 3.495 3.072 2.111 2.038 1 1.116 1.297 0.955 
N. O. S. 4 4.779 9 8.518 7.387 L6.142 1 4.241 3.940_ 
Table 5.3: Bayes factors calculated for normal data sets of Chapter 1 using refer- 
ence prior 
k=2 k=3 k=5 
Data Set frac Bol d Boc', n,. a, d I Boý, ' ,A 
-I Bo, ' 
'Af 
I Bo, ', 
, Ra 
I Boý,, A I Bo' 'Af 
I Bo' Ra 
him 
-01, Ra 
set 1 7.884 10.42 377.6 136.1 106.3 21.43 11-85 11.98 5.635 
Set 2 6.712 8.859 321.0 115.7 90.33 18.22 10.08 10.18 4.790 
Set 3 0.069 0.076 2.735 0.986 0.769 0.155 0.086 0.087 0.041 
Set 4 0.012 0.012 0.424 0.153 0.119 0.024 0.013 0.013 0.006 
Freeman 1 1.199 1.164 49.52 12.78 11.01 2.055 1.321 1.248 0.511 
Freeman 2 3.436 4.730 201.3 51.98 44.75 8.356 5.372 5.074 2.079 
Darwin 0.723 0.756 73.86 13.20 7.800 2.328 1.120 1.056 0.368 
N. 0. S. 1 3.657 5.114 217.6 56.20 48.37 9.034 5.485 5.485 2.247 
N. O. S. 2 4.064 5.676 169.3 59.28 61-06 10-83 7.142 6.494 2.429 
N. O. S. 3 1.696 1.989 59.34 20.78 21.40 3.797 2.503 2.276 0.851 
N. 0. S. 4 5.515 164.5 57.60 159.32 10.53 16.940 6.310 
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Again, in both prior cases, the instability of the median, f3o", Af and the mean, 
f3o", of the L-M estimates was apparent. The method of averaging the two ratios 01. A, 
and calculating the L-M estimate as a ratio of these two averages was clearly the 
most stable way of removing the dependency on the training sample. 
In the majority of cases the minimum training sample size, k=2, again gave 
unstable estimates with the various averages varying greatly. However for the 
normal-inverse-X 2 prior f3l' was similar in value to the conditional Bayes factors 01, Ra 
of chapter 4. 
An increase in size of the training sample by one to k=3 stabilized the majority 
of the results. In the case of the normal-inverse-X 
2 
prior i3l' compared well with 01, Ra 
Spiegellialter and Smith's (1982) Bayes factor, BOJ. For the reference prior case it 1 
was similar in value to both the conditional Bayes factor Bcond and interestingly 01, med 
the value given by 
f3OlTln, 
Ra for the normal-inverse-X2 prior with k=2. 
rn A further increase to k=5 did not significantly alter the value of 
f3Oll, 
R,, for the 
normal-inverse-X 
2 
prior. However it had an interesting effect on the reference prior 
case. b'- changed quite significantly and in all examples the resulting value was 01, Ra 
extremely close to that given by POOIT'Ra with k=5 for the normal-inverse-X 2 prior. 
In summary for this normal model comparison, when calculating the L-M estimate 
the following three points appeared to form the most favoured method: 
1. Use a training sample of size k=3. 
2. Select the training sample, from a number generated, which has a median 
value of RSSj. 
3. Obtain a number of estimates of the two ratios C,, z and and calculate C1, z cily 
the L-M Bayes factor estimate by taking the ratio of these averages. 
The resulting Bayes factor compares well to the other types of Bayes factors sug- 
gested for use with improper priors. 
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5.5 The L-M Bayes factor estimate for simple 
linear regression models 
In section 4.4 of the previous chapter we compared two nested simple linear re- 
gression models given by MO :p=0 versus M, :, 6 :A0. (see equation (1.24)). 
For this model comparison the procedure defined by steps (1) to (13) in the pre- 
vious section hold, with the added step of selecting the regressor variables for the 
training sample. As described in section 5.3, we shall compare the L-M Bayes 
factor estimate calculated using both regressor variables randomly selected form 
those observed and those set equal to D-optimal design points. 
To study the behaviour of the L-M Bayes factor estimate for this model compar- 
ison) bo", was calculated for k=3,4 and 5, using several methods of averaging. 
The D-optimal design points were set equal to jgý} = 11,1, -1} when k=3, 
jj} = 11,0,0, -1} when k=4 and Jýzj = 1-1) -0.5,0,0.5,1} when k=5. (see 
Spiegelhalter and Smith (1982)for explanation of D-optimal design points)- 
5.5.1 Randomly simulated data sets 
Figures 5.13 to 5.20 give boxplots of the L-M Bayes factor estimate, using the 
reference prior, for the four groups of 100 simulated data sets described in section 
2.4 of chapter 2. The boxplots show the L-M estimate using the arithmetic mean, 
1M CO b1m f301, A) the median f3l'Af and the ratio of arithmetic means of ýýO--z and -2 7 01, Ra7 01, ci'ý CI'y 
for values of k= 31 4 and 5. Figures 5.13 to 5.16 are those L-M estimates using D- 
optimal design points and figures 5.17 to 5.20 are those calculated using randomly 
selected regressor variables from those observed. 
As in the previous section's examples, selecting the training sample with the me- 
than value of RSS, gave far more stable results in comparison to that selected 
using the maximum. Again, the median was far more representative than the 
average of the f3o"j, but by the most stable method of removing the dependency 
on the training sample was the method of averaging the ýýO--z and -CII and then CI'z CI'Y 
calculating a Bayes factor. As in the previous section the L-M estimates calculated 
using the minimal size training sample, in this case k=3 were extremely unstable. 
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IM 1M and j3 for data set simulated a Figure 5.13: Boxplots of 
f301, 
A, f3o", 
'01, 
Ra 
,3=0 and size n= 10, using 
D-optimal design regressors. 
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IM Figure 5.14: Boxplots of '301'1, A) 
f3o,,, 
&f and 
b"R,, for data set simulated a 01, 
1 and size n= 10, using D-optimal design regressors. 
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-I-I Figure 5.15: Boxplots of Bom, 01N 01, Ra , A, 
B, ', and bo'Tn 1. for data set simulated a 
0 and size n= 20, using D-optimal design regressors. 
k3 
0 
+ 
(U 
ko 0 
+ 
a, 
0 
+ 
M 
0 
+ lb 
0 
+ (U 
0 
+ m 
N 
to 
10 0 
0 
+ a. 
10 
M 0 
+ a, 
(U 
ID 0 + 
a, 
cli 
M 
0 
W 
0 
+ 
M 
0 
0 
0 
0 
(U 
N 
0 
in 
0 
lm f3ol, 
A 
Im f3o,, 
Af 
Irn BOI, 
Ra 
k4 
0 
0 
0 in 0 T 
0 
ci 
0 
0 
0 
v 
0 
M 
0 
0 
M 
0 
0 In 
ri 
o f3lyn 01, A 0 f3lTn ol'Al b"m 01, Ra 
k5 
0 
0 
0 N 
0 
0 
2 
1 
10 
- 
tn 
0 
T 
0 
t 
f3lm 01, A f3lm ol'Af f3lm 01, Ra 
133 
IM Figure 5.16: Boxplots of '301, A7 
f3o", for data set simulated a 
. Af 
and 
bOI mlRa 
01, 
1 and size n= 20, using D-optimal design regressors. 
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IM IM Figure 5.17: Boxplots Of i301, Ai 
f30j, 
A, and 
bolmi, 
Ra for data set simulated a 
,8=0 and size n= 10, using randomly selected observed regressors. 
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Figure 5.18: Boxplots of i3l' f3l'nAf and f3l'R,, for data set simulated a 01, A) 01,01, 
1 and size n= 10, using randomly selected observed regressors. 
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Figure 5.19: Boxplots of f3o", f3 10 m, for data set simulated a . A; ,, and 
bOlIn, 
R. 
,6=0 and size n= 20, using randomly selected observed regressors. 
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Figure 5.20: Boxplots of Bom, for data set simulated a 
, A, 
B mNf and B mRa 01,01, 
,8=1 and size n= 
20, using randomly selected observed regressors. 
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In those groups where the data sets were simulated in support of Mo, an increase 
to k=4 gave L-M estimates that were still a great deal larger than the Bayes 
factors illustrated in previous chapters. In those groups where the support was 
against MO, the L-M estimates behaved on average quite well and were similar to 
the other types of Bayes factors. However the upper tails of the boxplots were far 
longer indicating that the L-M estimates have far greater extremes. 
A further increase to k=5 stabilized the results greatly and in those groups 
where the support was for Mo, the L-M estimates was similar in behaviour to 
the original GIBf and the conditional Bayes factors, in particular B'1 nd . In those 0a 
examples where the support was against MO, the L-M estimates were similar to 
the other types of Bayes factors with a long upper tail and the majority of values 
concentrated around zero. The maximum value of the L-M estimates was very 
similar to Bof, "') BO, and both conditional Bayes factors. 
As in the previous chapter, those L-M estimates calculated using the randomly 
selected regressor variables, were on average smaller than those calculated using 
D-optimal design points. The examples calculated using a training sample of size 
k=4 were slightly larger than the conditional Bayes factors and those calculated 
with k=5 were slightly smaller. Infact those L-M estimates calculated using 
k=5 gave Bayes factors which were similar in behaviour and value to O'Hagan's 
fractional and Spiegelhalter and Smith's Bayes factor. 
These examples therefore indicate that by using regressor variables randomly se- 
lected from those observed, with a training sample of size k=5, we can obtain 
estimates which are extremely similar in value to those Bayes factors suggested for 
this type of model choice. 
As in tile normal model choice we compared tile average of the simulated -C-' ratios C1'. 
against the equivalent value used in the Smith and Spiegellialter Bayes factor with 
the inverse X2 prior, that is 
(C&)-' 
= 
(j)-21 
= 0.613. Table 5.4 gives the average C1 8 
of the 100 values of ýý'-, -z used to calculate 
f30'1, 
R. for n= 10 and 20 together with Cj, ' 
their standard deviations and minimum and maximum values. The values are 
given for each size of training sample, k. 
Again the value for k=5 compares well with the Smith and Spiegellialter value 
of 0.613, however in both cases the value is slightly lower due to the fact that the 
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Table 5.4: Averages of the ratio of constants calculated using inverse-X' pr ior 
k=3 k=4 k=5 
n= 10 
Mean 0.006 0.168 0.483 
s. d 0.004 0.052 0.164 
min 0.002 0.095 0.267 
max 0.018 0.297 0.933 
n= 20 
Mean 0.006 0.159 0.465 
s. d 0.003 0.041 0.089 
min 0.003 0.093 0.329 
max 0.014 1 0.2717 [ýý 
L-M estimate was calculated using the reference prior and not the inverse X'. The 
Smith and Spiegelhalter value did fall in the range of the values obtained which 
explains why our L-M estimates compare well but are slightly larger than the B01, 
5.5.2 Data sets from chapter I 
In addition to these simulated data sets the L-M Bayes factor estimate was cal- 
culated for the data sets illustrated in section 4.4. Table 5.5 gives a range of 
the resulting Bayes factor estimates and gives O'Hagan's fractional Bayes factor, 
Bof, "', and the median version of the conditional Bayes factor of the previous 
cond chapter, calculated using randomly selected regressor variables, B01,7ned7 for direct 
comparison. In all examples the reference prior is again used. 
The first value in the table is the L-M Bayes factor estimate calculated using 
regressor variables set equal to D-optimal design points. The values given in the 
second row, for each data set, is calculated using regressor variables randomly 
selected form those observed. 
The tables clearly show the irregular results obtained when using the minimal 
training sample size, k=3. By increasing the size to k=4 stabilized the Bayes 
factor estimates slightly, but several of the different methods of averaging gave 
inconsistent support for either model. Increasing the size further to k=5, gave an 
estimate that compared exceptionally well with O'Hagan's fractional Bayes factor. 
In the majority of cases those L-M estimates calculated using regressor variables 
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Table 5.5: Bayes factors calculated for regression data sets of Chapter I using 
reference prior 
- 
k=3 k=4 k=5 
Data BTF ac ol Irn -ki, A 
Im f3ol'Al m f301 1, Ra Im 
f3Ol, 
A Im f3ol'Af Im 
f3Ol, 
Ra 
Im f3Ol, 
A Im f3ol'm 
f3 
OlrIn, Ra 
pcond 
' 01'm 
MDC 0.047 325.6 34.70 7.409 1.309 0.924 0.696 0.407 0.305 0.307 
0.073 1699 17.79 5.819 0.235 0.202 0.111 0.054 0.034 0.037 
Set A 0.646 9031 144.4 50.66 2.569 1.326 1.466 0.728 0.541 0.603 
0.707 1497 248.9 20.23 3.726 1.288 1.065 0.427 0.388 0.385 
Set B 0.815 12180 194.8 68.33 3.464 1.788 1.977 0.981 0.729 0.813 
0.952 2020 335.8 27.29 5.025 1.737 1.437 0.575 0.523 0.520 
Set C 0.278 3057 48.89 17.15 0.870 0.449 0.496 0.246 0.183 0.204 
0.239 507.1 84.36 6.851 1.261 0.436 0.361 0.144 0.131 0.131 
Set D 5.231 7.4e+5 2398 167.3 68.63 27.13 28.46 20.97 13.92 12.78 
8.46 8743 1919 134.8 60.53 17.54 15.80 11.42 9.150 7.878 
Set E 0.051 4210 13.69 0.955 0.392 0.155 0.162 0.120 0.079 0.073 
0.048 49.92 10-96 0.770 0.345 0.100 0.090 0.065 0.052 0.045 
Set F 1.6e-4 6.779 2.2e-2 1.5e-3 6.3e-4 2.5e-4 2.6e-4 1.9e-4 1.3e-4 1.2e-4 
7.8e-5 8.0e-2 1.8e-2 1.2e-3 5.6e-4 1.6e-4 1.4e-4 I. Oe-4 8.4e-5 7.2e-5 
randomly selected from those observed were slightly lower than those calculated 
using D-optimal design points and were less inclined to favour the simpler model. 
They gave slightly more stable results across the different types of averaging and 
were only slightly larger than Bf... and B cond when k=4 and slightly lower 01 01, med 
when k=5. The median and the ratio of averages versions were especially close 
when k=5, for both methods of selecting regressor variables. 
Therefore, in summary for this simple linear regression model comparison, to es- 
timate a Bayes factor using the L-M Bayes factor estimate we again favour points 
(2) and (3) from the previous section, concerning averaging and selection of train- 
ing sample, but in this case a value of k=5 using regressor variables randomly 
selected from those observed gives a reasonable estimate. 
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Table 5.6: L-M Bayes factor estimate for Kimber and Stevens (1981) data set 
k=2 k=3 k=5 
f3ol 'I 
,A 
1.6e+09 3026.7 4.4059 
f lm 301, Af 4.6e+05 108.66 2.7961 
5.6 The L-M Bayes factor estimate for non-normal 
models 
In this section we shall study the behaviour of the L-M Bayes factor estimate for 
the exponential versus log-normal model choice described in chapter 1, section 1.6. 
Table 5.6 gives the L-M Bayes factor estimate, using training samples of size k=2, 
3 and 5. 
The L-M Bayes factor estimates are extremely unstable when the size of the train- 
ing sample is k=2 or 3. However, when the size is increased to k=5, the 
estimates are far more stable and there is not a great deal of difference between 
the median and the "ratio of average" forms. Both f 101' 3 and loll f3 . 
are very Ra 
good estimates of the conditional Bayes factor, especially the alpha-trimmed ver- 
sion, and overall it is an extremely effective and simple method of estimating a 
Bayes factor when there are non-informative priors and integration problems. 
5.7 Conclusions 
In all of the previous examples ive have shown that our L-M Bayes factor estimate is 
a simple method of estimating a Bayes factor when prior information is improper. 
Under certain recommendations it compares well with the other types of Bayes 
factor commonly used for this type of problem, especially O'Hagan's fractional 
Bayes factor and our modified version of the intrinsic Bayes factor. It also estimates 
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excellently the conditional Bayes factor of the previous chapter. 
Asymptotically the L-M Bayes factor is not consistent, however as an estimate it 
is similar in value to the original Bayes factor, behaves like the classical likelihood 
ratio and is extremely useful when integration is intractable. 
In calculating the L-M estimate it is recommended that a number of training 
samples are generated and that which gives the median value of RSS, is used to 
generate a sample of posterior parameters. When necessary, as with the conditional 
Bayes factor, we recommend using regressor variables randomly selected from those 
observed, as opposed to D-optimal design points which is the highly criticised 
method adopted by Spiegelhalter and Smith (1982). The resulting estimate is 
very close to the value obtained by both Spiegelhalter and Smith's Bayes factor 
and O'Hagan's fractional Bayes factor. 
The process of obtaining estimates of -kL = and 
C"y 
should be repeated a ko ci, ý C1, y 
number of times and averages obtained. The L-M Bayes factor should then be 
calculated using these averages and equation (5.6). 
Based on the results of the previous two sections we tentatively recommend a 
size of training sample equivalent to po + p, where pi is the number of unknown 
parameters in model Mi. 
Overall the L-M Bayes factor estimate gave good, consistent estimates to the 
problem of calculating a Bayes factor when the prior information was improper. 
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Chapter 6 
The effects of influential 
observations on the Bayes factor 
6.1 Introduction 
In the previous chapters we have compared the behaviour of many different forms 
of Bayes factor which all overcome the problem of the occurrence of a ratio of 
unspecified constants when prior information is weak or non-informative. The 
majority of the data sets used for these comparisons have included influential or 
outlying observations and we have therefore examined their effect on the resulting 
Bayes factors. 
Several approaches exist to the detection of outlying or influential observations, 
and many diagnostics have been suggested to measure the effect of such influential 
observations. 
Pettit and Young (1990) define one such diagnostic, kd, which gives a method 
quantifying the effect a single observation has on a Bayes factor, and thus the final 
model choice. Their measure has the advantage that if non-informative priors are 
used in the calculation of the Bayes factors, the form of kd can be written in such 
a way that the indeterminate constants cancel. 
In this chapter we shall firstly, in section 6.2, briefly comment on the various 
approaches and some of the diagnostics suggested to measure effects of influential 
and outlying observations in linear models. In section 6.3, we shall describe in 
detail Pettit and Young's (1990) diagnostic and give brief examples illustrating 
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the behaviour of kd, for the data sets and the three model comparisons used in all 
of the previous chapters. 
In section 6.4 we shall introduce the general two component random effects model 
and comment on the few techniques that have been suggested for extending linear 
model diagnostics to this and other forms of hierarchical model. In section 6.4.2 
we extend Pettit and Young's (1990) idea and define the diagnostic kcj to provide 
a method of studying the effect of groups on a Bayes factor for a random effects 
model choice. We shall illustrate our diagnostic firstly using the data set simulated 
by Sharples (1990) and compare our method to previous analysis on this data set. 
We shall then examine the effect of gradually contaminating all observations within 
one group of Davies' (1967) dyestuff data set used by Box and Tiao (1973, Ch. 5). 
6.2 Influential observations 
Vast amounts of research exists determining the effect of observations on the es- 
timation of parameters in linear regression, (see Cook and Weisberg (1982) and 
references therein). Previous research within a Bayesian framework is based on 
two different approaches. 
The first is a formal Bayesian method based on some measure of discrepancy (di- 
vergence) between perturbed and full posterior distributions, for example posterior 
distributions based on the full data set and those with observations deleted. John- 
son and Geisser (1982,1983), Geisser (1985) and Guttman and Pend (1988) all 
used the Kullback-Leibler (KL) divergence as one such measure and Gelfand and 
Dey (1991) extended it's use in the context of Bayesian robustness. Pettit and 
Smith (1985) evaluated divergence in terms of leverages and residuals, and Weiss 
and Cook (1992) suggested plotting the perturbed and full posterior distributions 
as a graphical method of identifying outlying or influential observations. Peng 
and Dey (1995) developed this approach by obtaining Monte Carlo estimates of 
the O-divergence between both posteriors and obtain formulae for some existing 
measures. They suggest a calibration method to measure the degree of influence 
and recommend the use of the LI-divergence which is easy to interpret. 
The second approach assesses influence with regard to a predictive distribution and 
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studies changes in Bayes, pseudo-Bayes and posterior Bayes factors. Diagnostics 
include those suggested by Pettit and Young (1990) (see section 6.3), Young (1992), 
Gelfand, Dey and Chang (1992) and Dey and Chang (1993). 
Within a linear framework, there exists thorough studies of outliers, which are 
again based on two different approaches. The main approach is based on the 
definition of Freeman (1981), where an outlier is defined to be "any observation 
that has not been generated by the mechanism that generated the majority of 
observations in the data set. " This approach of model elaboration (Box and Tiao 
(1973)) is used by many authors including Pettit and Smith (1983,1985) and West 
(1984). 
Chaloner and Brant (1988) suggest an alternative approach to outlier detection, 
based on Zellner (1975), which defines outliers as observations that have realised 
errors more extreme than expected. This approach assumes that the outliers arise 
from the model under consideration as opposed to a separate expanded model. 
Plots of augmented residuals can be used as a graphical aid to identify outliers. 
In section 6.4.1 we shall describe the few approaches suggested to identify outlying 
or influential observations or groups within hierarchical models, and in section 6.4.2 
we shall consider an alternative approach where the distribution of residuals need 
not be detqrnined. 
Firstly, in the following section we shall review the aforementioned diagnostic of 
Pettit and Young (1990), kd- 
6.3 A measure of influential observations, kd 
Pettit and Young (1990) consider the effect of an observation on a logarithmic 
Bayes factor Bol by defining the quantity kd as 
d kd = loglo Bol - loglo Bol 
where Bol is the Bayes factor for data set y and Bd is the Bayes factor for y 01 -(d) 
that is the data set with observation d removed. 
An extreme value of jkdI indicates that observation d has a large influence on the 
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value on the Bayes factor. Pettit and Young (1990) use loglo due to Jeffrey's 
(1961, Appen. B) scale of evidence for assessing Bayes factors. For example an 
observation giving jkdI ý! 0.5 may be thought of as influential. Pettit and Young's 
(1990) interpretation of kd shows that if kd :ý0, the observation d favours M, and 
conversely, if kd ý! 0; it favours Mo. 
The values of kd can be plotted for all observations within the data sets and the 
resulting graph can easily be used to identify influential observations. 
Although the diagnostic can be calculated using its original form, it is often easier 
to re-write it in the form 
k =log, 
Bol (6.2) d0d 
B01 
and by simplifying it into constant terms and terms involving observation Ydi it 
can be seen how particular observations affect kd and the value of the Bayes factor. 
One further advantage of writing it in this form is that it is clear that if non- 
informative priors are used to calculate the Bayes factors, the unspecified constants 
cancel. In relation to this point we investigated the behaviour of the diagnostic 
when the several different versions of Bayes factors discussed in chapter 1 were used 
to calculate kd. The values, for numerous different data sets and model choices, 
did not vary a great deal in value, and overall there was no real difference between 
the values calculated and those obtained using the original form of a Bayes factor 
and allowing the ratio of constants to cancel. 
Young (1992) extended the diagnostic to kde, which measures the effect of two or 
more observations. She also examined possible methods of calculating and plotting 
this measure. 
In sections 6.3.1 and 6.3.2 we shall study the behaviour of kd for the two model 
comparisons described in chapter 1, that is the normal model testing for a specified 
mean and the simple linear regression model comparison. 
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6.3.1 Influential observations when testing for a specified 
mean 
The simplified form of kd for the normal model comparison of section 1.4, using a 
reference prior, is given by 
1 S02 (n - 1) 
S02(d) (n - 2). 
ý12 
(d) kd 10910 Cn - 10910 logio T2 +2 0910-S2 
2 S2 2101 
where C,, is a constant term, involving the sample size n, given by 
1(n ]p(! I)]p((n-2)) 
loglo C" - log, + loglo 
22 
20 n-1) (r((n 
2 
1)))2 
S2 and S2 are defined by 01 n 
S2 = 
E(yi 
_ Tj)2 0 
i=l 
n 
S2 = 
J: (Yi 2 
(6.3) 
and S2 and S2 are similarly defined, but with observation Yd deleted from the O(d) 1(d) 
summations. 
The two ratios in equation (6.3) can be written as 
S02(d) (Yd 
_ ý7)2 
S2 S2 
00 
(6.4) 
S12(d) 
n (Yd _ y)2 (6.5) 
S2 1)S2 
I (n -1 
which helps to identify how changes in observation Yd effect the value of kd- If 
observation Yd is far from j7, that is the tested mean specified by Mo, the value of 
ratio (6.4) will tend to zero and thus the value of kd will be dominated by a large 
negative value. 
Similarly, if observation d lies away from the majority of the data, that is, (Yd - F) 
is large, ratio (6.5) will tend to zero, and the value of kd will be dominated by a 
large positive value. 
In summary, if observation Yd lies away from the majority of the data or if there 
is a large difference between it and the specified mean under model MO, the value 
of lkdl will be large. If this is the case, it can be concluded that Yd is influential on 
the Bayes factor. 
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The values of kd were calculated, using equation (6.3), for the data sets described 
in chapter 1, section 1.4. Figure 6.1 shows plots of kd against observation number 
d, for Freeman's two data sets, Darwin's data set and the normal order statistics 
data set containing two observations contaminated in opposite directions, that is 
N. O. S. set 4. 
Figure 6.1: Plots of kd vs. d for normal data sets of chapter I 
2468 10 
Freeman's set I 
0246a 10 
Freeman's set 2 
0 10 15 
Darwin's data set 
05 10 15 
N. O. S. set 4 
The plot of kd for Freeman's first set of data clearly identifies y1o as an influential 
observation with a value of kjo = -0.3667. Observation yj can also be considered 
as influential with a value of k, = 0.3190, however the value is not strongly signific- 
ant. The plot for Freeman's set 2 gives observation yj as extremely influential with 
a value of k, = 0.4871, however it is interesting to see that it no longer highlights 
the other contaminated observation, y1o, as influential. 
The plot of kd for Darwin's data set is for the model testing jT = 0. There are 
two interesting points to notice from this plot. The first is the influential pair 
of observations, yj and y2, which give extreme values of kd, k, = 0.9213 and 
k2 = 0.5255. This pair of observations has been highlighted as influential in many 
other studies of this data set. The second point, which is perhaps not as clear 
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as the first, is that the values of kd for all of the other observations are negative, 
indicating that the majority of the data are in fact favouring model MI. Thus not 
only does this plot identify two influential observations, it also indicates a general 
lack of support of the data for model Mo. 
Finally, the plot of kd for the normal order statistic data set 4, is a good example 
of a data set containing two influential points which are lying away from the data 
in opposite directions. Observation yj is large and negative and its value of kd, 
although not extremely large, is negative in comparison to all the other values 
which are positive. Conversely, observation Y2 is large and positive, and its value 
of kd is slightly larger than the other values. The plot therefore identifies these 
two observations as slightly influential on the Bayes factor. 
We shall now study the effect on kd of gradually increasing one observation within 
two data sets, the first of which supports Mo and the second which favours model 
M, - 
The two data sets to be used are set I and set 3 described in chapter 4, section 
4.3. Both are randomly simulated normal data sets of size n= 50, using precision 
7- = 0.2, and means equal to 0 and 1 respectively. The value of O'Hagan's fractional 
Bayes factor for sets 1 and 3 are 7.8437 and 0.0692, respectively, both testing Ti = 0. 
Set I is therefore in strong support of model MO and set 3 gives strong evidence 
against the null model, MO, in favour of the alternative model, Mi. 
Figure 6.2 gives the plots of kd against observation number for the two data sets. 
The plot for set 1 identifies observations Y7 and Y43 as slightly influential, however 
neither value of kd is large. The plot for set 3 identifies observation Y23 as clearly 
influential with an extreme value of k23 = 0.71886. 
The second set of plots in figure 6.2, show the chaiýge in the value of kj, as a 
function of A, when yj is increased/decreased to (y, + A), for some value A. 
The plot of kd as a function of A for the first set of data clearly shows that for 
JAI > 30 observation yj becomes largely influential, and supports the alternative 
model Mi. For values JAI < 30 observation yj is not hugely influential, and it tends 
to give support for model MO between -10 <A<5. From this it appears that, 
for a data set which is in support of the null model, a slight increase or decrease 
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Figure 6.2: The effect of increasing yj by A, on the value of kd 
0 20 40 60 0 23 40 60 
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of a single observation does not have a large effect on its value of kd- In fact only 
when the observation is increased/decreased by 30 (six times the variance), does 
the observation become extremely influential. 
The behaviour of the plot of kd as a function of A, for a data set which is in favour of 
the alternative model, M, is slightly more active. As JAI increases beyond 3000, the 
observation yj can be considered as influential on the Bayes factor. For -1500 
A< -500) the value of kd is not extreme, however it does change its support from 
model M, to Mo. The observation is again extremely influential between A= -500 
and A= -5, peaking at approximately A= 30 with a value of kd = 1.65. As A 
increases further, the value of kd remains small until, after dropping to a minimum 
at A=5, it rises to a peak at around A= 70, where kd -- 0.8. Finally as A increases 
beyond 100, the value of kd drops until it becomes large at approximately A= 3000. 
In summary, for the second set of data, observation yj is largely influential for 
realistic contaminations of -500 <A< -5 and 70 <A< 150. Increasing the 
observation by amounts outside these ranges, changes the direction of support, 
but, does not cause it to be largely influential. 
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All of the previous examples clearly show that the value kd behaves very well for a 
normal model comparison, testing a specified mean. The diagnostic is extremely 
effective in highlighting influential observations and can also be useful in identifying 
overall lack of support for a model. 
We shall now give further examples for the simple linear regression model compar- 
ison detailed in section 1.5 of chapter 1. 
6.3.2 Influential observations when testing two simple lin- 
ear regression models. 
The simplified form of kd for the simple linear regression model comparison of 
section 1.5, testing 6=0 against P :A0, using a reference prior, is given by 
F((n 
2 
1))r((n 
2 
3)) 
-I loglo 
RSSo 1 xx(d) + kd 1091U - loglo (6.6) [r((n 
2 
2))12 2 RSS1 2 sxx 
+ 
(n - 2) loglo 
RSSI(d) (n - 3) 10910 
RSSj(d) 
2 RSS, 2 RSS, 
S22 
where RSSo = Syy, RSSI = Syy - Szz (Zi _ ý)2 for x, y, and Sxx I 
Sxy yj (xi - T). RSSo(d) 7 RSS, (d) and 
Sxx(d) are all similarly defined but with 
observation d deleted from the summations. 
The three non-constant ratios involving observation d, in the above equation can 
be written as S.. (d) n(Xd - X)2 (6.7) 
S.. (n - 1) Sý,., 
RSSo(d) n(yd _ y)2 (6.8) 
RSSo (n - 1) Svj, 
RSSl(d) n(S., y(Xd - T) - 
Sxx(Yd 
_ F))2 (6.9) 
; J') RSSI ((n - 1) Sxx - n(Xd - y)2)(S YS x- 
S2 
Yxx 
which help to identify how particular pairs of regressor and response variables 
Yd) effect the values of kd. The first two ratios are dependent on the difference 
between Xd or Yd and the respect-ive mean, T or V. If either of the pair lie away 
from the majority of the other variables, these two ratios will dominate kd. Tile 
third ratio is slightly more complex, in that it measures a combined effect of the 
pair. If the pair of variables lie apart from the other pairs, then kd will also be 
dominated by the value involving this ratio. 
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Therefore the value of kd for a simple linear regression model comparison is affected 
by variables Xd or yd if they lie away from the others in both one or two dimensional 
planes. 
The values of kd were calculated, using equation (6.6), for Mickey, Dunn and 
Clark's (1967) data set, and the six simulated data sets, all detailed in section 1.5 
of chapter 1. Figure 6.3 shows the plot of kd versus observation number, d, for 
four of the data sets. 
Figure 6.3: Plots of kd vs. d for simple linear regression model 
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The plot for Mickey, Dunn and Clark's (1967) data set clearly identifies observa- 
tions Y18 and yig as influential with values of k18 = -1.5785 and kIg = 1.1016. 
This agrees with previous studies of this data set. 
O'Hagan's fractional Bayes factor for set B gives weak evidence against Mo. The 
plot of kd for this data set highlights the first three observations as significantly 
influential. Observations y, and Y3 favour Mo whereas observation Y2 favours the 
alternative MI. All of the other values of kd are negative indicating a general lack 
of support for model Mo. By studying this plot of kd the almost inconclusive value 
of the Bayes factor appears to be sensible. 
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The value of the m. l. e. ý for set D is equal to 0.012 and thus all of the Bayes 
factors are in strong support of model A110. The plot of kd for this data set clearly 
identifies observation Y18 as influential although the value of k18 = 0.274 is not 
highly significant. One final point to notice about this data set is that all of the 
values of kd are positive indicating that all of the data points favour the accepted 
model, Mo. 
Finally, the Bayes factors for set F all conclusively reject A4'0 in favour of model 
M1. The plot of kd highlights 8 from the 20 observations as highly influential and 7 
others as slightly influential. All but two of the values of kd are negative indicating 
that the majority of the observations support model MI. The overall size and sign 
of the values of kd all lead to the conclusion that the data set is not distributed 
under the null model distribution. 
All of these examples clearly show that the value of k-d behaves well for a simple 
linear regression model. Not only is it easy to calculate, the plot of the values 
against observation number are extremely effective at highlighting influential or 
outlying observations and the general direction of support for either model. 
6.3.3 Influential observations when testing non-normal mod- 
els. 
In this section we shall illustrate the behaviour of the diagnostic kd for the expo- 
nential versus log-normal model choice described in chapter 1, section 1.6, using 
the previously illustrated Kimber and Stevens' data set. The values of kd are given 
with the corresponding data value, in table 6.1, and figure 6.4 gives the plot of the 
diagnostic kd against d, the observation number. 
Kimber (1982) concluded that the two largest observations y 446 and 503 (high- 
lighted by an asterisk) were outliers, but the two smallest, y4 and 5 were not. 
In Pettit's (1992) analysis, he concluded that there is evidence to suggest that the 
two largest observations come from the same contaminated distribution, but again 
there is no evidence that the two smallest are outliers. 
Figure 6.4 clearly highlights the two negative kd values (shown by a cross) which 
are due to the two largest observations. This indicates that these two observations, 
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Table 6.1: Kimber and Stevens (1981) data and the corresponding value of kd 
y kd y kd 
25 1.34856 240 0.43005 
5 1.88556 116 0.90021 
7 1.74362 45 1.20281 
61 1.12226 64 1.10864 
446* -0.43394 141 0.806317 
34 1.27238 31 1.29509 
87 1.01222 503* -0.696151 
76 1.05695 10 1.61341 
4 1.99138 181 0.65624 
17 1.4506 101 0.957424 
19 1.42012 
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Figure 6.4: Plots of kd vs. d for Kimber and Stevens data set 
unlike all of the others, actually favour the alternative model, Mi. The two largest 
values of jkdI = 1.99138 and 1.88556 (shown by a diamond) are due to the two 
smallest observations y=4 and 5 respectively. These two values are therefore 
identified by the diagnostic as influential, however they do not stand out in the plot 
as outlying or contaminated, unlike the two largest observations. The diagnostic 
kd clearly identifies the two observations highlighted as outliers in previous studies 
of this data set. 
In the following sections we shall extend Pettit and Young's (1990) value kd to a 
diagnostic k,,, which measures the overall effect a group j, has on a Bayes factor 
which compares random effects models. 
6.4 Influential groups within random effects mod- 
els 
I 
Box and Tiao (1973, Ch 5. ) give the general two component random effect model 
as 
Yjk -` 
0+ ei + eik (6.10) 
where Yjk is the kth, k=1, ..., K, observation or analysis within group j, j= 
11.... J, ej is the between group random effect and Cjk is the within group random 
effect. 
The random effects, ej and eik are assumed to be normally, independently distrib- 
uted with ej - N(O, o, ') and eik - N(O, Or2) where 0,2 and 0,2 are the within and 2112 
between group variances, respectively. 
The classical analysis of such a model uses sampling theory and an analysis of 
variance (ANOVA) table to obtain estimates of the variances. Box and Tiao (1973, 
Ch 5. ) highlight many problems encountered by the sampling theory approach and 
give a Bayesian analysis for the two component model. Using the non-informative 
prior given by 
go, or2,2) = P(O)P(U2) U22) OC U-2 (U2 1 U2 111+ 
Ku22)-l 
they obtain posterior distributions of the variances and briefly discuss uses of these 
distributions, for example in producing "point estimators". 
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In the following section we shall briefly review the very few diagnostics suggested 
for the Bayesian analysis of hierarchical models, such as that given by equation 
(6.10). 
6.4.1 Existing diagnostics for hierarchical models 
Only recently have the linear model diagnostics described in section 6.2 been exten- 
ded to general hierarchical and random effects models. This is mainly due to the 
complexity of the form of any posterior distributions. Previous references on the 
study of hierarchical models include Moulton (1987), Beckman, Nachtsheim and 
Cook (1987), Dempster and Ryan (1985), Gilks, Wong, Yvonnet and Coursaget 
(1993), Sharples (1990), Chaloner (1994), Hodges (1994) and Weiss (1995). 
Sharples (1990) incorporated variance inflation into a general hierarchical model 
using methods based on the contaminated normal model, and assumed that out- 
liers can occur at each level of the hierarchy. Using the results of Lindley and 
Smith (1972), she calculated posterior probabilities of E,, t, the event that there 
exists a set of s outlying observations and a set of t extreme groups. To avoid a 
computational explosion she considered each stage of the hierarchy independently, 
moving progressively up through the levels. She also suggested the use of the E-M 
algorithm of Racine (1985) to solve the common problem of unknown covariances. 
Hodges (1994) reformulates hierarchical models as linear models and modifies some 
of the existing linear model diagnostics. He discusses those diagnostics relevant 
at each level of the hierarchy, such as residuals, added variable plots (AVP's) 
and transformations, and those relevant across levels, such as case influence and 
collinearity. 
Chaloner (1994) extends Chaloner and Brant's (1988) study of realised errors to 
hierarchical models. Again using the results of Lindley (1971) and Lindley and 
Smith (1972), she derives the posterior distribution of both the within and between 
group residuals conditional on the variances being known. If they are unknown 
she suggests either estimating them and proceeding with the known variance res- 
ults, or using numerical integration to do exact calculations, averaging posterior 
distributions over the joint posterior distributions of both variances. 
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She suggests plots of the expected within group residuals with intervals of the mean 
± approximately two standard deviations, to highlight outlying observations. To 
identify outlying groups she plots posterior means of the between group residuals 
and augments the measures with intervals of ± two approximate standard errors. 
She comments that her approach is arguably easier than Sharples (1990). 
Weiss (1995) uses matrix manipulation and complex integration to extend the re- 
sidual distribution theory obtained by authors such as Sharples (1990), Hodges 
(1994) and Chaloner (1994). He presents an approach for developing Bayesian 
outlier and goodness of fit statistics for a linear model and extends this to a hier- 
archical random effects model for repeated measures data. He develops diagnostics 
for outliers, missing covariates and global goodness of fit and gives a method for 
interpretation of standard plots. 
The majority of these approaches involve the complex, often estimated, determin- 
ation of posterior distributions. In the following section 6.4.2 we shall consider an 
alternative approach where the posterior distribution of the residuals need not be 
determined. 
6.4.2 A diagnostic to measure group effect 
Suppose we wish to compare two nested one way random effects models, for ob- 
servations Yjk ii=1, ... J and 
k=1, ... K, defined 
by 
MO : Yjk 0+ ejk 
MI : Yjk 0+ ei + eik (6.12) 
where ej - N(O, -r2) and ejk - N(O, Tj) and Tj and T2 are the within and between 
group precisions. Within the Bayesian framework, the comparison of these two 
models would involve evaluating the Bayes factor, B01. 
Using the prior of equation (6.11), the Bayes factor for the model comparison 
(6.12) is given by 
(JK-1» (SSIV) J(K-1) -1) 
Bo , : -- 
Co Kr( 22 
(SSB) (J2 
_ (6.13) 
C, r«J-1»r(J(K-1» (TSS) (JK-') 
222 
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where co and cl are the unspecified constants of the priors, SSIV, SSB, and TSS 
denote the within, between and total sum of squares, respectively, and are defined 
by 
ssiv E: 1: (Yjk yj. )2 (6.14) 
ik 
SSB K (yj. Y.. )2 (6-15) 
TSS E 1: (Yjk _ Y.. )2 (6-16) 
ik 
EE Yjk E Yjk 
and y.. ik and yj. =k are the overall mean and the group means, JK K 
respectively. Therefore if B01 > 1, the data favours a model with no overall group 
effect. 
Extending the idea of Pettit and Young (1990), if we calculate the Bayes factor, 
B01 for the full data set and then for the data set with group j deleted, we can 
measure the effect the group has on the value of the Bayes factor. By taking the 
difference of the logarithms of these two Bayes factors we define the diagnostic, 
k, j by 
kej = loglo Bol - loglo Bo(', 
) (6.17) 01 
where Bo(', ) is the Bayes factor for the data set with the observations in group j 
omitted. 
For the above model and prior choice, the form of k ej simplifies to 
kej 10910 Gjk -K logio TSS +1 10910 SSB (6.18) 22 
+ 
(K - 1) loglo SSIV + 
K(J - 1) -1 loglo 
TSS(j) 
22( TSS 
) 
(J - 1)(K - 1) loglo 
SSIV(j) 
- 
(J - 2) logio 
SSB(j) 
2( ssiv 
)2( 
SSB 
where Gjk is a constant involving the number of observations given by 
F((J-2))F((JK-1))r((J-1)(K-1)) 
222 Gjk 
r((J-1))r, (J(K-1))r, (K(J-1)-l) 
222 
and SSv(j), SSB(j) and TSS(j) are as defined in equations (6.14), (6.15) and (6.16), 
but with group j deleted from all summations. 
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The three non-constant ratios in equation (6.18) can be written as 
[E(Yjk 
_ y.. )2 - K(yj. - Y.. ) 
2] 
SSIV(j) 
k (6.19) 
ssiv ssiv 
SSB(j) JK(yj. _ y.. )2 (6.20) 
SSB (J I)SSB 
[(J 
- 1) E(Yjk y.. )2 + K(yj. _ y.. )2 TSS(j) k (6.21) 
TSS (J - 1)TSS 
and therefore to calculate kej for each group only involves finding E(Yjk _ y.. )2 k 
and (yj. _ y.. )2 for each group, j, that is the groups contribution to the total and 
between sums of squares. 
These two values and thus the three ratios given by equations (6.19), (6.20) and 
(6.21), give us insight into the two ways in which observations within a group 
affect the value of kej. Firstly, if the observations within the group lie away from 
the overall mean, the value of k., will be dominated by the two ratios involving 
the within and total sum of squares. Similarly, if the mean of the observations in 
group j, also lies away from the overall mean, the ratio involving the between sum 
of squares will dominate kej* 
Thus the diagnostic, kej measures the effect of a group by taking into account both 
how the observations lie within the group and how the group lies in relation to the 
others. 
We shall now demonstrate the behaviour of this diagnostic for two data sets. The 
first was generated by Sharples (1990) and also used by Chaloner(1994) in both 
of their methods of measuring outlyingness. The second was taken from Davies 
(1967) by Box and Tiao (1973, Ch 5. ) in their examples of a random effects model. 
6.4.3 Examples illustrating the behaviour of k, j 
Data set generated by Sharples (1990) 
The data set given in table 6.2 was generated by Sharples (1990) and are from 
a one way model with contamination. The majority of the errors were simulated 
N(O, Or2) with 0,2 = 9, however, with a probability of 0.1 they were simulated from 
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Table 6.2: Sharples' (1990) data set 
Group 
1 2 3 4 5 
24.80 23.96 18.30 51.42 34.12 
26.90 28.92 23.67 27.97 46.87 
26.65 28.19 14.47 24.76 58.59 
30.93 26.16 24.45 26.67 38.11 
33.77 21.34 24.89 17.58 47.59 
63.31 * 29.46 28.95 1 24.29 44.67 
Table 6.3: k,, for Sharples' (1990) data set 
Group 
1 2 3 4 5 
kej 0.9756 -0.2910 -0.6160 0.4208 -1.2518 
p(Ejly) 0.1060 0.0170 0.0240 0.0196 0.5174 
a gamma distribution with a mean of 5.5. In addition, she contaminated group 5 
increasing it's mean from 25 (that of all the other groups), to 50. Thus the data 
set contains three outliers, indicated by an asterisk, and one outlying group, j=5. 
Table 6.3 gives the value of kej for each group and for comparison the posterior 
probability P(Ejly), obtained by Sharples (1990), of the group being an outlier. 
Figure 6.5 gives a plot of the values of k,, against group number and clearly 
highlights groups 1 and 5 as influential . The value of k,, is negative indicating 
that this group favours the alternative model, which clearly agrees with both 
Sharples (1990) and Chaloner (1994) whose alternative analyses identified group 
5 as extreme. 
Unlike previous authors analysis of this data set, the diagnostic kej also identifies a 
difference in behaviour of groups 1 and 4 in comparison to the others. The values 
of kej for these two groups are positive, indicating that these two groups favour 
the simpler model, Mo. This is interesting in that these are the other two groups 
containing contaminated observations. 
In addition to calculating kej 7 Pettit and Young's diagnostic, kd was calculated 
for 
161 
Figure 6.5: Plots of kej vs. j for Sharples' (1990) and the contaminated Davies' 
(1967) data sets 
2345024 
Sharples' (1990) data set Davies' (1967) dyestuff data 
Group 5 contaminated Group 6 contaminated 
Sharples' (1990) data set to examine its behaviour for this type of random effects 
model. So as to maintain the structure of the data, kd was calculated by finding 
the difference in the logarithms of the Bayes factor for the full data set, B01 and 
the contaminated data set Bd where observation yd from group j* was replaced 0; 
by yd.. The form of kd is given by 
(JK - 1) 
TSS(d*) J(k - 1) 
SSIV(d*) 
kd =2 logio 
( 
TSS 
)2. 
logio 
( 
SSIV 
) 
(6.22) 
(i 
- 1) 10910 
SSB(d*) 
2( SSB 
) 
where SSIV(d*), SSB(d*) and TSS(d*) are as defined in equations (6.14), (6.15) and 
(6.16), but with observation yd replaced with Yd* in all summations. 
The ratios of sums of squares given in equation 6.22 can be written as 
SSIV(d*) [K(Yd - Yd*)(Yd + Yd* - 2y. j. ) + (Yd _ Yd*)2] (6.23) 
SSIV K(SSjv) 
SSB(d*) [2JK(yd - Yd*)(Y. j* - Yj - (J - 1)(Yd - Yd* )2] (6.24) SSB JK(SSB) 
TSS(d*) [JK(Yd - Yd*)(Yd + Yd* - 2y.. ) + 
(Yd - Yd* )2] (6.25) 
TSS JK(TSS) 
and therefore to calculate kd for each individual only involves finding y. j* for each 
group and (Yd - Yd*) for each individual. The diagnostic was calculated using two 
different values of Yd- Firstly Yd was replaced by y. j., that is the mean of the 
observations in group j* with observation Yd removed. Secondly Yd was replaced 
with the overall mean, Y... 
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Figure 6.6 gives plots of kd against observation number d for both cases. The 
observation number is calculated by moving through each group consecutively, for 
example the fourth observation in group 3 is observation d= 16. 
Figure 6.6: Plots of kd for Sharples' data set 
Ln 
0 
In 
C; I 0 10 20 30 
Yd replaced with group mean 
In 
L9 
0 
0 10 20 30 
Yd replaced with overall mean 
The first plot clearly identifies two of the three contaminated observations, however 
it only highlights one of the observations in group 5 as influential. The second plot, 
with Yd replaced with the overall mean, gives all three contaminated observations 
as influential and does give some indication of influence for the other observations 
in group 5. Therefore for this model choice by replacing an observation with the 
overall mean we can easily identify influential observations and groups using the 
diagnostic kd. 
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Table 6.4: Original dyestuff data set (Yield of dyestuff in grams of standard colour) 
Batch 
1 2 3 4 5 6 
1545 1540 1595 1445 1595 1520 
1440 1555 1550 1440 1630 1455 
1440 1490 1605 1595 1515 1450 
1520 1560 1510 1465 1635 1480 
1580 1495 1560 1545 1625 1445 
Table 6.5: k., for contaminated Dyestuff data set of Davies (1967) 
Batch 
2 3 4 5 6 
-0.9488 -1.9960 -2.0305 -0.6326 -1.8807 -13-1188 
Dyestuff data set of Davies (1967) with contamination 
The data set given in table 6.4 was originally given in Davies (1967) and is used 
extensively as an example data set by Box and Tiao (1973, Ch. 5). It was the 
result of an experiment to learn the effect of batch to batch variation, in a raw 
material, on the variation in the final product yield. The experiment involved 
j=6 randomly chosen batches and k=5 samples from each batch. To illustrate 
our diagnostic we subtracted 500 from each of the observations in group 6 and 
calculated the resulting values of kej for each group. 
Table 6.5 gives the resulting values of kej and figure 6.5 shows the plot of the values 
against group number. Again, the plot clearly identifies the contaminated groups 
as extreme and gives negative values for all of the kj indicating overall support of 
the observations for the model containing the group effect. 
In addition to kej) Pettit and Young's diagnostic kd was calculated for this contam- 
inated data set using the method of replacing an observation given in the previous 
section. Figure 6.7 gives the two plots of kd against observation number d. 
The first plot identifies several influential observations but does not in any way 
highlight the contamination of the last 5 observations (group 6). The second plot 
clearly isolates group 6 as influential and this method of calculating kd is clearly 
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Figure 6.7: Plots of kd for the contaminated dyestuff data set 
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the most effective. 
Finally for tile above data set, the effect of contaminating one group, (group 6), 
by adding a value A to each observation in the group was investigated by plotting 
the value of k ej as a function of A. Figure 6.8 gives the plot of kej against A for 
each group in the dyestuff data set. 
Figure 6.8: Plots of kj vs. A for contaminations of group 6 from the dyestuff data 
set 
C=; 
-1.. 03 -500 0 500 1-03 -ie+03 -500 0 500 le-03 
Group 1 Group 2 
-1.. 03 -500 0 500 1. +03 -le-03 -500 0 500 le+03 
Group 3 Group 4 
-1-03 -500 0 500 le+03 -1-03 -500 0 500 1-03 
Group 5 Group 6 
Firstly it is clear from the shape of all of the graphs, peaked at approximately 
A=0, that as JAI increases, kj becomes more negative. This indicates that 
contamination to any one group has an overall effect on all of the groups causing 
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a general tendency to support the alternative model. 
The values at A=0 are obviously the original values of kej for the uncontaminated 
data set. For groups 2,3 and 6 this is approximately zero indicating that these 
groups are not originally influential on the Bayes factor. Groups 1 and 4 are slightly 
influential and group 5, which has the largest group mean, is highly influential. 
The effect of increasing A on the value of kj for the contaminated group 6 is 
almost immediate, and the group becomes largely influential with a small in- 
crease/decrease of approximately A= 50. The value of kej decreases at a faster 
rate than that of the other groups and then begins to slow down as JAI increases 
further. 
The effect of increasing JAI is obviously much slower for the other groups. Groups 
1 and 4 become largely influential when JAI is increased beyond 500 and the effect 
is only slightly quicker for groups 2 and 3. 
Group 5, which begins with large negative value of k., at A=0, becomes increas- 
ingly influential in favour of the alternative model as A -ý -oo. As A -4 +oo, 
the value of k., firstly becomes less until it reaches a peak at approximately zero 
when A= 250. Then as A increases beyond 500, like the other uncontaminated 
groups, the group becomes largely influential. This initial decrease in influence is 
due to the original value of kei- As we begin to increase each observation in group 
6 by A, the group mean also increases by A and thus group 5's mean is no longer 
as extreme. This has the effect of reducing the influence of group 5 on the Bayes 
factor until A increases by a value large enough for the mean of group 6 to be 
more extreme. Thus by studying the effect of gradually increasing all observations 
within one group we can easily understand the general behaviour of the data set. 
Both of the previous examples clearly show that the diagnostic kej is extremely 
effective in identifying influential groups within a one way random effects model. 
6.5 Conclusions 
In the first part of this chapter we introduced the diagnostic kd as defined by 
Pettit and Young (1990). In all of the examples given in sections 6.3.1 and 6.3.2, 
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the diagnostic clearly identified influential observations. The simple plot of kd 
against observation number provides a fine graphical method of illustrating those 
influential observations. The diagnostic is also easily extended to maintain the 
structure of the data within a random effects model by replacing each observation 
in turn with the overall mean, instead of deleting it entirely. It has the disadvantage 
that for large data sets it needs to be calculated for every observation. However, by 
writing kd in terms of a function of the whole data set and a function of observation 
d, the calculations can be simplified and reduced immensely. 
In section 6.4.2 we extended Pettit and Young's measure to the diagnostic k ej which 
provides a method to quantify the effect of groups on a Bayes factor comparing two 
nested one-way random effects models. By examining the form of the non-constant 
parts of the diagnostic, it is clear that it quantifies the influence of a group by its 
individuals and its mean with the overall mean of the observations. 
Again, our examples show that, this diagnostic is effective in identifying influential 
groups. The plot of k. -i against group number provides a clear graphical method 
of displaying the results, and the plots of kej as a function of A give us a clearer 
understanding of the effect of group contaminations. The diagnostic, if used in 
conjunction with Pettit and Young's measure, kd provides an effective and useful 
pair of tools to understand the data. 
This diagnostic, although defined in relation to the effect of groups within a random 
effects model, can obviously be extended further. It has the potential of identifying 
influential groups across further levels of hierarchical models of greater dimensions 
and observations within each level of the hierarchy, all of which are possible areas 
of future research. 
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