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A ` A A
(1) P ` A→ A [A]
1
I→1
A→ A
(2) P ` B → (A →
B)
[B]1
I→
A→ B
I→1
B → (A→ B)
(3) P ` (A→ (B → C))→ ((A→ B)→ (A→ C))
[A→ (B → C)]3 [A]1
E→
B → C
[A]1 [A→ B]2
E→
B
E→
C
I→1
A→ C
I→2
(A→ B)→ (A→ C)
I→3
(A→ (B → C))→ ((A→ B)→ (A→ C))
Si noti che l’albero sopra la formula C contiene solo regole di elimi-
nazione, mentre la derivazione sotto C solo regole di introduzione. C e`
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chiamata la formula mediana.
(4) M ` A→ ¬¬A
[A]1 [¬A]2 ¬m2¬¬A
I→1
A→ ¬¬A
(5) M ` (A→ B)→ (¬B → ¬A)
[A]1 [A→ B]3
E→
B [¬B]2 ¬m1¬A
I→2¬B → ¬A
I→3
(A→ B)→ (¬B → ¬A)
(6) M ` A ∧B → ¬(¬A ∨ ¬B)
[¬A]1
[A ∧B]3
E∧
A ¬m¬(A ∧B)
[¬B]1
[A ∧B]3
E∧
B ¬m¬(A ∧B) [¬A ∨ ¬B]2
E∨1¬(A ∧B) [A ∧B]3 ¬m2¬(¬A ∨ ¬B)
I→3
A ∧B → ¬(¬A ∨ ¬B)
(7) K ` (¬B → ¬A)→ (A→ B)
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[¬B → ¬A]3 [¬B]1
E→¬A [A]2 ¬k1
B
I→2
A→ B
I→3
(¬B → ¬A)→ (A→ B)
La regola di doppia negazione forte, dnf ,
¬¬A
dnf
A
e` derivabile in K.
[¬A]1 ¬¬A ¬k1
A
Useremo questa regola nelle derivazioni che verranno come ”abbreviazione”
per la derivazione su indicata. Questa regola e` molto importante soprattutto
in connessione con il seguente teorema di Glivenko:
K ` A sse I ` ¬¬A
Quindi per dimostrare una legge logica classica si puo` dare la derivazione
della sua doppia negazione nella logica intuizionista e poi applicare la regola
di doppia negazione. (Il momento deduttivo classico e` unico ed alla fine.)
(8) K ` A ∨ ¬A
[A]1
I∨
A ∨ ¬A [¬(A ∨ ¬A)]2 ¬m1¬A
I∨
A ∨ ¬A [¬(A ∨ ¬A)]2 ¬m2¬¬(A ∨ ¬A)
dnf
A ∨ ¬A
Ora che abbiamo derivato A∨¬A in K possiamo utilizzare questa infor-
mazione in connessione con la regole di E∨ in quanto possiamo aggiungerla
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come premessa disgiuntiva che ci consente di strutturare la derivazione nello
stile della distinzione dei casi.
(9) K ` (A→ B) ∨ (B → A) Legge di confrontabilita`
[A]2
I→
B → A
I∨
(A→ B) ∨ (B → A)
[¬A]2 [A]1 ¬i
B
I→1
A→ B
I∨
(A→ B) ∨ (B → A) A ∨ ¬A
E∨2
(A→ B) ∨ (B → A)
(10) P ` (A ∨ B) → (B ∨ A) Legge di commutativita` della dis-
giunzione
[A]1
I∨
B ∨A
[B]1
I∨
B ∨A [(A ∨B)]2
E∨1
B ∨A
I→2
(A ∨B)→ (B ∨A)
(11) P ` (A ∧ B) ∨ (A ∧ C) ↔ A ∧ (B ∨ C) Legge di distributivita` di
∧ su ∨
[(A ∧B)]1
E∧
A
[(A ∧B)]1
E∧
B
I∨
B ∨ C
I∧
A ∧ (B ∨ C)
[(A ∧ C)]1
E∧
A
[(A ∧ C)]1
E∧
C
I∨
B ∨ C
I∧
A ∧ (B ∨ C) [(A ∧B) ∨ (A ∧ C)]2
E∨1
A ∧ (B ∨ C)
I→2
(A ∧B) ∨ (A ∧ C)→ A ∧ (B ∨ C)
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[A ∧ (B ∨ C)]2
E∧
A [B]1
I∧
A ∧B
I∨
(A ∧B) ∨ (A ∧ C)
[A ∧ (B ∨ C)]2
E∧
A [C]1
I∧
A ∧ C
I∨
(A ∧B) ∨ (A ∧ C)
[A ∧ (B ∨ C)]2
E∧
B ∨ C
E∨1
(A ∧B) ∨ (A ∧ C)
I→2
A ∧ (B ∨ C)→ (A ∧B) ∨ (A ∧ C)
(12) I ` ¬¬(¬¬A→ A)
[A]1
I→¬¬A→ A [¬(¬¬A→ A)]3 ¬m1¬A [¬¬A]2 ¬i
A
I→2¬¬A→ A [¬(¬¬A→ A)]3 ¬m3¬¬(¬¬A→ A)
(13) K ` ¬(A→ B)↔ (A ∧ ¬B) Legge di Crisippo
[¬A]2 [A]1 ¬i
B
I→1
A→ B [¬(A→ B)]4 ¬m2¬¬A
dnf
A
[¬(A→ B)]4
[B]3
I→
A→ B ¬m3¬B
I∧
A ∧ ¬B
I→4¬(A→ B)→ (A ∧ ¬B)
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[A ∧ ¬B]2
E∧
A [A→ B]1
E→
B
[A ∧ ¬B]2
E∧¬B ¬m1¬(A→ B)
I→2
(A ∧ ¬B)→ ¬(A→ B)
(14) K ` (¬A ∨B)↔ (A→ B) Legge di Filone
(15) I ` (¬A ∨B)→ (A→ B)
[¬A ∨B]3
¬[A]2 [A]1 ¬i
B
I→1
A→ B
[B]2
I→
A→ B
E∨2
A→ B
I→3
(¬A ∨B)→ (A→ B)
(16) K ` (A→ B)→ (¬A ∨B)
A ∨ ¬A
[A]1 [A→ B]2
E→
B
I∨¬A ∨B
[¬A]1
I∨¬A ∨B
E∨1¬A ∨B
I→2
(A→ B)→ (¬A ∨B)
(17) I ` ¬(A ∨B)↔ (¬A ∧ ¬B) Legge di De Morgan (1)
(18) M ` ¬(A ∨B)→ (¬A ∧ ¬B)
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[¬(A ∨B)]3
[A1]
I∨
A ∨B ¬m1¬A
[¬(A ∨B)]3
[B]2
I∨
A ∨B ¬m2¬A
I∧¬A ∧ ¬B
I→3¬(A ∨B)→ (¬A ∧ ¬B)
(19) M ` (¬A ∧ ¬B)→ ¬(A ∨B)
[A ∨B]3
[A ∨B]3
[A]1
[¬A ∧ ¬B]4
E∧¬A ¬m¬(A ∨B)
[B]1
[¬A ∧ ¬B]4
E∧¬B ¬m¬(A ∨B)
E∨1¬(A ∨B) ¬m3¬(A ∨B)
I→4
(¬A ∧ ¬B)→ ¬(A ∨B)
(20) K ` ¬(A ∧B)↔ ¬A ∨ ¬B Legge di De Morgan (2)
(21) K ` ¬(A ∧B)→ ¬A ∨ ¬B
A ∨ ¬A
[A]2 [B]1
A ∧B [¬(A ∧B)]3 ¬m1¬B
I∨¬A ∨ ¬B
[¬A]2
I∨¬A ∨ ¬B
E∨2¬A ∨ ¬B
I→3¬(A ∧B)→ ¬A ∨ ¬B
(22) M ` ¬A ∨ ¬B → ¬(A ∧B)
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[¬A ∨ ¬B]4
[A ∧B]1
E∧
A [¬A]3 ¬m1¬(A ∧B)
[A ∧B]2
E∧
B [¬B]3 ¬m2¬(A ∧B)
E∨3¬(A ∨B)
I→4¬A ∨ ¬B → ¬(A ∧B)
(23) M ` ¬¬(A→ B)→ (¬¬A→ ¬¬B) distribuzione del ¬¬
[¬¬(A→ B)]5
[A]1 [A→ B]2
E→
B [¬B]3 ¬m1¬A [¬¬A]4 ¬m2¬(A→ B) ¬m3¬¬B
I→4¬¬A→ ¬¬B
I→5¬¬(A→ B)→ (¬¬A→ ¬¬B)
(24) M ` ¬¬¬A↔ ¬A tripla negazione
[A]2 [¬A]1 ¬m1¬¬A [¬¬¬A]3 ¬m2¬A
I→2¬¬¬A→ ¬A
[¬A]2 [¬¬A]1 ¬m1¬¬¬A
I→2¬A→ ¬¬¬A
(25) K ` (¬A→ A)→ A consequentia mirabilis
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[¬A→ A]2 [¬A]1
E→
A [¬A]1 ¬k1
A
I→2
(¬A→ A)→ A
(26) M ` ¬¬(¬A→ A)→ A
¬((¬A→ A)→ A)3
¬((¬A→ A)→ A)3
A1
I→
(¬A→ A)→ A ¬m1¬A ¬A→ A2
E→
A
I→2
(¬A→ A)→ A ¬m3¬¬((¬A→ A)→ A)
(27) I ` (A ∨B) ∧ ¬B → A modus tollendo ponens
[(A ∨B) ∧ ¬B]2
E∧
A ∨B [A]1
[B]1
[(A ∨B) ∧ ¬B]2
E∧¬B ¬i
A
E∨1
A
I→2
(A ∨B) ∧ ¬B → A
(28) M ` (A ∧ ¬B)→ ¬(A→ B)
[A ∧ ¬B]2
E∧
A [A→ B]1
E→
B
[A ∧ ¬B]2
E∧¬B ¬m1¬(A→ B)
I→2
(A ∧ ¬B)→ ¬(A ∧B)
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I seguenti teoremi della logica classica NON sono teoremi della logica
intuizionista.
(¬B → ¬A)→ (A→ B)
(A→ ¬B)→ (B → ¬A)
¬(¬A ∨ ¬B)→ (A ∧B)
¬(¬A ∧ ¬B)→ (A ∨B)
¬(A ∧ ¬B)→ (A→ B)
(A→ B)→ (¬A ∨B)
(A→ B) ∨ (B → A)
A ∨ ¬A
(¬A→ A)→ A
((A→ B)→ A)→ A)
¬¬A→ A
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Assiomatizzazioni di K.
(1) Abbiamo assiomatizzato K come P + ¬m + ¬i + ¬k.
La regola ¬i potrebbe essere omessa in quanto e` un caso particolare di
¬k, quello in cui nessuna assunzione viene scaricata.
Inoltre ¬m e` cos`ı ottenibile:
¬¬[A]5 ¬[A]1 ¬k1
A
[A]2···
B
I→2
A→ B
E→
B
¬¬[A]5 ¬[A]3 ¬k3
A
[A]4···¬B
I→4
A→ ¬B
E→¬B ¬k5¬A
(2) Quindi K potrebbe essere assiomatizzata come P + ¬k.
(3) Ulteriore assiomatizzazione di K:
K = M + dnf , ove dnf e` la regola di doppia negazione forte.
¬¬A
dnf
A
La regola ¬k e` cos´ı ottenuta:
[¬A]1···
B
[¬A]1···¬B ¬m1¬¬A
dnf
A
La regola ¬i e` cos´ı ottenuta:
···
B
···¬B ¬m¬¬A
dnf
A
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