Introduction
Polynomial hypergroups are a very interesting class of hypergroups with a great variety of examples which are quite different from groups. So the L 1 -algebras of hypergroups have properties very distinguished to the L 1 -algebras of groups, in particular in the context of amenability and related conditions. Being amenable the L 1 -algebra of an abelian group does not possess any non-zero bounded point derivation, see e.g. [5, p.214 ]. We will show that for the L 1 -algebra of hypergroups, indeed we restrict ourselves to polynomial hypergroups, the situation is rather different. To have a good reference and for the sake of completeness we recall shortly the basic facts for polynomial hypergroups. For more details and the proofs we refer to [14] and [15] .
Let (R n ) n∈N 0 be a polynomial sequence defined by a recurrence relation R 1 (x) R n (x) = a n R n+1 (x) + b n R n (x) + c n R n−1 (1) for n ∈ N, and R 0 (x) = 1, R 1 (x) = 1 a 0 (x − b 0 ), where a n > 0, b n ≥ 0 for all n ∈ N 0 , c n > 0 for n ∈ N. We assume a n + b n + c n = 1 for n ∈ N and a 0 + b 0 = 1. It follows from this assumption that R n (1) = 1 for all n ∈ N 0 . By the Theorem of Favard there is a (unique) probability measure π on R with bounded support, such that (R n ) n∈N 0 is orthogonal with respect to π, i.e. R R n (x)R m (x) dπ(x) = 1 h(n) δ n,m .
The recurrence relation (1) is a special case of the linearization formula R m (x) R n (x) = n+m k=|n−m| g(m, n; k) R k (x),
for m, n ∈ N 0 . We suppose throughout this paper that the coefficients g(m, n; k) are nonnegative. There are many orthogonal polynomial systems which have this property, see [4, 14, 15] . Assuming the nonnegativity of the g(m, n; k) we define a convolution on N 0 by ω(m, n) = n+m k=|n−m| g(m, n; k) δ k ,
where δ k is the point measure in k ∈ N 0 . With this convolution, the involutioñ n = n and in the discrete topology the set of natural numbers N 0 is a commutative hypergroup. Such a hypergroup is called polynomial hypergroup induced by (R n ) n∈N 0 , see [14] . The basic notations and tools of commutative harmonic analysis are available. The Haar measure on the polynomial hypergroup N 0 is the counting measure with weights h(n) = g(n, n; 0) −1 of the points n ∈ N 0 . They fulfil h(0) = 1, h(n + 1) = an c n+1 h(n), n ∈ N 0 . The translation of a sequence β = (β(n)) n∈N 0 reads as
and the convolution of two sequences f, g ∈ l 1 (h) is given as
With this operation as multiplication, and f * (n) = f (n) as involution the Banach space l 1 (h) is a commutative Banach * -algebra with unit δ 0 . The Hermitean dual spaceN 0 of N 0 (i.e. the Hermitean structure space of l 1 (h)) can be identified with
via the mapping x → α x , α x (n) := R n (x), see [14] . Hence we considerN 0 as a compact subset of R which contains 1 ∈ R (since R n (1) = 1). (We notify that in general there exist homomorphisms on l 1 (h) which are not Hermitean.) The support of the orthogonalization measure π is contained inN 0 . The Fourier transform of an element f ∈ l 1 (h) is defined bŷ
f is a continuous bounded function onN 0 and satisfies f * g =fĝ.
2 Point derivations on l
Obviously D x = 0 is a point derivation. It is the objective of this paper to characterize those x ∈N 0 (given one of the plenty of polynomial hypergroups), for which there exist non-zero bounded point derivations D x . We put n (m) = 1 h(n) δ n,m . Then n 1 = 1 and 1 * n = a n n+1 + b n n + c n n−1 (6) for all n ∈ N.
Proposition 1 The following identity is valid for all
Proof.
Further a 0 R 1 (x) = 1, and so (7) is true for n = 1. Now assume that (7) is valid for k = n−1, n. Then
On the other hand we obtain from (6)
and it follows
where the latter equality follows directly by differentiation of the three-term recurrence relation of R n (x).
Another important identity for D x ( n ) is obtained by the Christoffel-Darboux formula for R n (x). In fact we have, see e.g. [17] :
for all x ∈ R and n ∈ N. Applying (7) we obtain
is strictly positive we have
Proposition 2
The following identity is valid for all n ∈ N, x ∈N 0
If we know the sequence (R n (x)) n∈N 0 we can decide whether there exists D x = 0. If not we can apply Proposition 2 to give a sufficient condition for D x being equal to zero.
(i) There exists a non-zero bounded point derivation D x in x if and only if {R n (x) : n ∈ N 0 } is bounded.
(ii) If
(i) If {R n (x) : n ∈ N 0 } is unbounded and D x ( 1 ) = 0, then, by Proposition 1, D x cannot be bounded. Hence D x ( 1 ) = 0, and then D x ( n ) = 0 for all n ∈ N 0 , which means D x = 0. Conversely, if {R n (x) : n ∈ N 0 } is bounded, the linear extension of equation (7) is a bounded map on the linear span of { n : n ∈ N 0 }. If we select D x ( 1 ) = 0 we get finally a bounded non-zero derivation on l 1 (h).
(ii) If (10) holds true and D x is bounded, then D x ( 1 ) = 0, and hence D x = 0.
Examples:
we get a polynomial hypergroup on N 0 induced by R (α) n (x), see [4] . The three-term recurrence coefficients are a 0 = 1, b 0 = 0 and
The dual spaceN 0 is identified with [−1, 1]. From [22, (4.7. 14)] we obtain
Furthermore R (α)
Moreover the bounds are precise as regards their orders in n.
Corollary 1 For the polynomial hypergroups induced by the ultraspherical polynomials R (α)
, we have:
Further examples are studied in section 4. A simple observation shows immediately that D 1 is always equal to zero. In fact, putting x = 1 in the Christoffel-Darboux formula (8) we obtain
which implies a 0 R n (1) ≥ n. Hence by (7) we have D 1 = 0. 
Proof. The first statement is just proven. If the polynomial hypergroup is symmetric we have −1 ∈N 0 and R n (−x) = (−1) n R n (x), and so R n (−x) = (−1) n+1 R n (x). In particular, |R n (−1)| = R n (1) ≥ n, and the second statement follows by (7).
Next we want to use criterion (10) to derive general conditions that guarantee that
Obviously, 0 ≤ m(x) ≤ 1. In [16, Proposition 1] we have shown that lim sup can be replaced by lim, provided the polynomial hypergroup fulfils property (H). That means, the corresponding Haar weights h(n) satisfy
The subset T ofN 0 is non-empty, since 1 ∈ T . A direct consequence of (10) in Theorem 1 is:
Corollary 2 Suppose the polynomial hypergroup fulfils property (H). If x ∈ T , then
Proof. Write
Since (H) holds true and x ∈ T , we have
Now apply Theorem 1(ii).
In view of Corollary 2 we will investigate property (H) and the size of T in the next section.
We continue to derive general results on the existence of D x = 0. Appealing to a result on spectral synthesis of polynomial hypergroups, see [23, Corollary 3.12] , the following characterization is valid.
Theorem 2 Suppose that the polynomial hypergroup has polynomial growth, i.e. h(n) = O(n a ) for some a ≥ 0. Assume x ∈N 0 . Then there exists a non-zero bounded point derivation D x in x if and only if {x} is a non-spectral set.
For general polynomial hypergroups (and even for general commutative hypergroups) we can adopt a method of [10] . For x ∈N 0 we denote by I(x) = {f ∈ l 1 (h) :f (x) = 0} the maximal ideal in l 1 (h) with hull {x}.
Proposition 4 Let x ∈N 0 and assume that {x} is a spectral set or I(x) has a (not necessarily bounded) approximate identity. Then D x = 0.
is an ideal in l 1 (h) with hull {x}, I(x) * I(x) is dense in I(x), provided {x} is a spectral set. Obviously, I(x) * I(x) is also dense in I(x) whenever I(x) has an approximate identity. Hence D x (f ) = 0 for all f ∈ I(x). Now select some g ∈ l 1 (h) such thatĝ(x) = 1 and
Another related problem, the existence of bounded approximate identities in the maximal ideals I(x) = {f ∈ l 1 (h) :f (x) = 0} is investigated in [7] . The existence of bounded approximate identities is equivalent to the existence of a continuous linear functional m x ∈ l ∞ (N 0 ) * fulfilling the properties m x (α x ) = 1 and [7, Theorem 3.4] . We consider now a weaker assumption where we omit the boundedness of such linear functionals.
Proposition 5 Let x ∈N 0 and assume that there exists a (not necessarily bounded)
Let D x be a bounded point derivation on l 1 (h) in x ∈N 0 . Consider the bounded sequence β = (β(n)) n∈N 0 , where β(n) = D x ( n ). Then by Proposition 1 we have β(n) = a 0 β(1)R n (x), and hence
Applying m x we obtain . Thus we observe that these one-point sets {x} are spectral sets, however not strong Wiener-Ditkin sets, whereas they are Wiener-Ditkin sets. In fact, I(x) has an unbounded approximate identity in that case, see [6] .
Let (P n (x)) n∈N 0 be another orthogonal polynomial sequence that induces a polynomial hypergroup on N 0 . Then one can write
The unique coefficients are called connection coefficients, compare [1] . If all connection coefficients c(n, k) are nonnegative, then setting x = 1 we see that n k=0 c(n, k) = 1.
If x ∈ R determines a character α x with respect to R n , i.e. |R n (x)| ≤ 1 for all n ∈ N 0 , then |P n (x)| ≤ 1 for all n ∈ N 0 . Hence, if x is an element of the character space of the polynomial hypergroup with respect to R n , then x is also an element of the character space of the hypergroup with respect to P n . Moreover we
Proposition 6 Assume (R n ) n∈N 0 and (P n ) n∈N 0 each induce a polynomial hypergroup on N 0 , and suppose that the connection coefficients c(n, k) in (13) are nonnegative. If x ∈N 0 and D x = 0 is a non-zero bounded derivation with respect to R n , then there exists also a non-zero bounded derivation with respect to P n .
Proof. Follows immediately by Theorem 1(i) and the observations above.
The non-existence of a non-zero bounded derivation D x can be seen as a very weak and local condition of amenability. We consider now the global condition of weak amenability of l 1 (h). The Banach algebra l 1 (h) is weakly amenable if every bounded derivation D :
is equal to zero, see [3] . The l 1 (h)-bimodule action on l ∞ (N 0 ) is given by the convolution of l 1 (h) on l ∞ (N 0 ).
Proposition 7
Suppose that l 1 (h) is weakly amenable. Then for every x ∈N 0 each bounded point derivation on D x is equal to zero.
Proof. Suppose that D x is a non-zero bounded point derivation in x ∈N 0 . Define
Since l 1 (h) is weakly amenable, D is equal to zero. In particular, 0
1 (h), contrary to the hypothesis.
A direct consequence of Proposition 7 is the fact, that the Banach algebra l 1 (h) induced by the ultraspherical polynomials R 
Growth conditions
We begin with investigating property (H). Put
for n ∈ N.
Lemma 1 Suppose (R n (x)) n∈N 0 induces a polynomial hypergroup. Then 
Proof. By induction we obtain
In particular, it follows h(n) = n−1 k=0
(1 + σ k ) σ n , and hence
Now σ n → , > 0 implies a n−1 cn → 1 + . If σ n → 0 and
→ 1 we obtain a n−1 cn → 1. To show the converse implications in (i) and (ii), write q n = cn a n−1
, and let > 0. Assuming a n−1 cn → 1 + with ≥ 0, there exists m ∈ N such that
We consider at first the case = 0 and suppose 0 < < 1. Since
and 0 < < 1 was arbitrary, it follows q n σ n → 0, and so σ n → 0. Now suppose > 0. Since a n−1 cn
Hence we get lim inf
and so lim inf 
Given x ∈ ] − 1, 1[ suppose that π is absolutely continuous in a neighbourhood of x, π is continuous in x, and π (x) > 0, then
Corollary 4 Suppose that the assumptions on π and x ∈N 0 of Theorem 3 are valid. Then
Proof. Applying Theorem 3 it follows that lim 
Proof.
Applying the boundedness of h(n), Theorem 2(6) of [19] yields that (w(x) √ 1 − x 2 ) −1 is essentially bounded. That means, π satisfies Szegö's condition.
By Corollary 4 we have to show that lim inf Examples: (b) Bernstein-Szegö polynomials, see [22] . We consider the polynomials Q (ν,κ) n (x) that are orthogonal with respect to the measure on [−1, 1],
where g(x) = |νe 2it + κe it + 1| 2 , x = cos t, is a polynomial with g(x) > 0 for all x ∈ [−1, 1]. By explicit representation by Chebyshev polynomials of the first kind, see [11] , it can be easily shown that the Q (ν,κ) n induce a polynomial hypergroup on N 0 provided ν, κ ≥ 0 and κ − 1 < ν < 1. The Haar weights h(n) are bounded, and hence Corollary 5 can be applied.
To apply Corollary 2 and Corollary 4 we have to check that the assumptions of Theorem 3 on the orthogonalization measure π are satisfied. We concentrate now on conditions depending directly on the recurrence coefficients a n , b n , c n . For the next considerations it is more convenient to use the orthonormal polynomials p n (x) = h(n) R n (x), which satisfy the recurrence relation
with p 0 (x) = 1 and λ n = a 0 √ c n a n−1 for n ≥ 2, λ 1 = a 0 √ c 1 , λ 0 = 0 and 
Theorem 4 Suppose (p n (x)) n∈N 0 is of Nevai class M (0, 1) and is of bounded variation type. Further assume that h(n) = O(n a ), 0 ≤ a < 2. Then D x = 0 for every [20, Theorem 7, p.23] . In [7, Theorem 5.1] it is shown that the polynomials p n (x) are uniformly bounded on each closed subinterval of ] − 1, 1[ . By [18] we have
is growing exactly with order n. Furthermore a n h(n) |R n (x)| = a n h(n) |p n (x)| = O(n a/2 ) and a n h(n) |R n+1 (x)| = c n+1 h(n + 1) · |R n+1 (x)| = O(n a/2 ) as n → ∞. As 0 ≤ a < 2 we obtain by Theorem 1(ii) that
tends to zero. Theorem 1(ii) yields:
In the next section we will show that
Examples
We have already studied ultraspherical polynomials, see Corollary 1, and BernsteinSzegö polynomials. In [23] there are presented examples of polynomial growth in order to determine when points are spectral sets. Appealing to Theorem 2 we can transfer the examples of [23] one-to-one to our problem getting characterizations of D x = 0 in the case of Jacobi polynomials, generalized Chebyshev polynomials, Geronimus polynomials, Grinspun polynomials and q-ultraspherical polynomials.
(c) Little q-Legendre polynomials.
We consider the orthogonal polynomials R n (x) = R n (x; q), 0 < q < 1, that are defined by a 0 = 1 q+1
and for n ∈ N a n = q
.
These polynomials define a polynomial hypergroup on N 0 . Their Haar weights are
The hypergroup is of exponential growth. In [8] it is shown that it is of strong compact type. That is, the translation operator T n −id is compact on l 1 (h) for each n ∈ N. By Theorem 3 of [8] and Theorem 3.3 of [7] every maximal ideal I(x), x ∈N 0 , has a bounded approximate identity. Hence by Proposition 4 all D x are zero. , ν ≥ 0, are investigated. It is shown that each of these polynomial systems define a polynomial hypergroup on N 0 . The recurrence coefficients are a n = 1 − c n , b n = 0 for n ∈ N 0 , c 0 = 0 and
For ν = 0 we get the ultraspherical polynomials. The coefficients γ n and β n for the orthonormal versions are β n = 0 and γ n = (n + ν + 2α)(n + ν) (2n + 2ν + 2α)(2n + 2ν + 2α − 1)
, n ∈ N. Obviously these polynomials belong to the Nevai class M (0, 1). To check whether it is of bounded variation type it is sufficient to show that
, we see that the orthonormal polynomial sequence is of bounded variation type. In [15, (3.8) ] we calculated the Haar weights h(n) explicitly,
Asymptotic properties of the Gamma function yield h(n) = O(n 2α+1 ). Hence by Theorem 4 it follows that D x = 0 for all
(e) Cartier-Dunau polynomials.
These polynomials R n (x) = R n (x; q), q ≥ 1, are defined by b n = 0 and a n =+1 and c n = 1 q+1
for n ∈ N. They are used to study homogeneous trees, see [11, 3.4] . We consider only x = 0 and determine R n (0) explicitly. Since the polynomials are symmetric we have R 2k (0) = 0 for k ∈ N 0 . To calculate R 2k+1 (0) we determine R 2k (0). The recurrence relation gives R 2k (0) = (−1)
R n−1 (0), a simple induction proof shows that In [9] we studied the Reiter condition P 2 for orthogonal polynomials R n (x) = R n (x; α, β) defined by the recurrence coefficients a 0 = 1, b 0 = 0 and a n = α−1 α for n odd β−1 β for n even and c n = 1−a n , b n = 0 for n ∈ N. They were first considered by Karlin and McGregor in [13] . These polynomials induce a polynomial hypergroup on N 0 , whenever α ≥ 2 and β ≥ 2. We consider only x = 0 (the dual spaceN 0 is equal to [−1, 1]). Obviously R 2k+1 (0) = 0, and as is easily shown, R 2k (0) = (−1)
, provided α > β ≥ 2, which implies π({0}) = 
for k ∈ N 0 . To prove (19) we use induction and the equation R n+1 (0) = . We use a result of Askey on the positivity of connection coefficients (see (13) ) with respect to the Chebyshev polynomials of second kind which are exactly the ultraspherical polynomials R . By Corollary 1 we know that for these polynomials D x = 0 exist for each x ∈ ] − 1, 1[ . We consider the monic version u n (x) of the Chebyshev polynomials of second kind, which fulfil x u n (x) = u n+1 (x) + 1 4 u n−1 (x), n ∈ N
and u 0 (x) = 1, u 1 (x) = x.
The monic version φ n (x) of the Pollaczek polynomials fulfils x φ n (x) = φ n+1 (x) + γ n φ n−1 (x), n ∈ N, φ 0 (x) = 1, φ 1 (x) = x, with γ n = n(n + 2α) (2n + 2α + 2µ + 1)(2n + 2α + 2µ − 1) ,
compare [15] . By Askey's result, see [2] or [12] we get φ n (x) = ≥ γ n for all n ∈ N. The inequality 1 4 ≥ γ n for all n ∈ N is satisfied whenever α + µ ≥ 1. Since u n (1) > 0 and φ n (1) > 0 for all n ∈ N 0 , we obtain R n (x; α, µ) = n k=0 c(n, k) R
with c(n, k) ≥ 0 whenever α + µ ≥ 1. By Proposition 6 it follows that there exist non-zero derivations D x for x ∈ ] − 1, 1[ with respect to R n (x; α, µ) if α + µ ≥ 1.
