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Constructive exact control of semilinear 1D wave equations by a
least-squares approach
Arnaud Münch∗ Emmanuel Trélat†
Abstract
It has been proved by Zuazua in the nineties that the internally controlled semilinear 1D wave
equation ∂tty − ∂xxy + g(y) = f1ω, with Dirichlet boundary conditions, is exactly controllable in
H10 (0, 1) ∩ L2(0, 1) with controls f ∈ L2((0, 1) × (0, T )), for any T > 0 and any nonempty open
subset ω of (0, 1), assuming that g ∈ C1(R) does not grow faster than β|x| ln2 |x| at infinity for some
β > 0 small enough. The proof, based on the Leray-Schauder fixed point theorem, is however not
constructive. In this article, we design a constructive proof and algorithm for the exact controllability
of semilinear 1D wave equations. Assuming that g′ does not grow faster than β ln2 |x| at infinity for
some β > 0 small enough and that g′ is uniformly Hölder continuous on R with exponent s ∈ [0, 1],
we design a least-squares algorithm yielding an explicit sequence converging to a controlled solution
for the semilinear equation, at least with order 1 + s after a finite number of iterations.
AMS Classifications: 35Q30, 93E24.
Keywords: Semilinear wave equation, exact controllability, least-squares approach.
1 Introduction
Let Ω := (0, 1), let ω := (`1, `2) with 0 6 `1 < `2 6 1 and let T > 0. We set QT := Ω × (0, T ),
qT := ω × (0, T ) and ΣT := ∂Ω× (0, T ). We consider the semilinear 1D wave equation
∂tty − ∂xxy + g(y) = f1ω in QT ,
y = 0 on ΣT ,
(y(·, 0), ∂ty(·, 0)) = (u0, u1) in Ω,
(1)
where (u0, u1) ∈ V := H10 (Ω)× L2(Ω) is the initial state of y and f ∈ L2(qT ) is a control function. Here
and throughout the paper, g : R → R is a function of class C1 such that |g(x)| 6 C(1 + |x|) ln2(2 + |x|)
for every x ∈ R, for some C > 0. Then, (1) has a unique global (weak) solution in C0([0, T ];H10 (Ω)) ∩
C1([0, T ];L2(Ω)) (see [2]).
We say that (1) is exactly controllable in time T if, for any (u0, u1) ∈ V and (z0, z1) ∈ V , there exists
a control function f ∈ L2(qT ) such that the solution of (1) satisfies (y(·, T ), ∂ty(·, T )) = (z0, z1). The
exact controllability problem for (1) has been addressed in [18].







then (1) is exactly controllable in time T .
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Moreover, it is proved in [18] that, if g behaves like −s lnp(|s|) with p > 2 as |s| → +∞, then the
system is not exactly controllable in any time T > 0, due to an uncontrollable blow-up phenomenon.












where ln[k] denotes the kth iterate of ln and ek > 0 is such that ln
[k](ek) = 1. This growth condition is
essentially optimal since the solution of (1) may blow up whenever g grows faster at infinity and has the
bad sign. The multi-dimensional case in which Ω is a bounded domain of Rd, d > 1, with a C1,1 boundary
has been addressed in [11]. Assuming that the support ω of the control function is a neighborhood
of ∂Ω and that T > diam(Ω\ω), the exact controllability of (1) is proved under the growth condition
lim sup|x|→+∞
|g(x)|
|x| ln1/2 |x| < +∞. For control domains ω satisfying the classical multiplier assumption (see
[12]), exact controllability has been proved in [15] assuming that g is globally Lipschitz continuous. We
also mention [5] where a positive boundary controllability result is proved for steady-state initial and
final data and for T large enough by a quasi-static deformation approach.
The proof given in [18] is based on a Leray Schauder fixed point argument introduced in [16, 17] that
reduces the exact controllability problem to obtaining suitable a priori estimates for a linearized wave
equation with a potential. More precisely, it is shown that the operator K : L∞(QT )→ L∞(QT ), where
yξ := K(ξ) is a controlled solution with the control function fξ of the linear boundary value problem
∂ttyξ − ∂xxyξ + yξ ĝ(ξ) = −g(0) + fξ1ω in QT ,
yξ = 0 on ΣT ,





if x 6= 0
g′(0) if x = 0
(3)
satisfying (yξ(·, T ), ∂tyξ(·, T )) = (z0, z1) has a fixed point. The control fξ in [18] is the one of minimal
L2(qT ) norm. The existence of a fixed point for the operator K is proved by applying the Leray-Schauder
degree theorem: it is shown that if β is small enough, then there existsM = M(‖(u0, u1)‖V , ‖(z0, z1)‖V ) >
0 such that K maps the ball B∞(0,M) to itself.
The objective of this article is to design an algorithm providing an explicit sequence (fk)k∈N that
converges strongly to an exact control for (1). A first idea that comes to mind is to consider the Picard
iterations (yk)k∈N associated with the operator K defined by yk+1 = K(yk), k > 0 initialized with any
element y0 ∈ L∞(QT ). The resulting sequence of controls (fk)k∈N is then so that fk+1 ∈ L2(qT ) is the
control of minimal L2(qT ) norm for yk+1 solution of
∂ttyk+1 − ∂xxyk+1 + yk+1 ĝ(yk) = −g(0) + fk+11ω in QT ,
yk+1 = 0 on ΣT ,
(yk+1(·, 0), ∂tyk+1(·, 0)) = (u0, u1) in Ω.
(4)
Such a strategy usually fails since the operator K is in general not contracting, even if g is globally
Lipschitz. We refer to [7] for numerical simulations providing evidence of the lack of convergence in
parabolic cases (see also Remark 11 in Appendix A).
A second idea is to use a Newton type method in order to find a zero of the C1 mapping F̃ : Y →W
defined by
F̃ (y, f) :=
(
∂tty − ∂xxy + g(y)− f1ω, y(· , 0)− u0, ∂ty(· , 0)− u1, y(· , T )− z0, ∂ty(· , T )− z1
)
(5)
for some appropriate Hilbert spaces Y and W (see further): given (y0, f0) in Y , the sequence (yk, fk)k∈N
is defined iteratively by (yk+1, fk+1) = (yk, fk)− (Yk, Fk) where Fk is a control for Yk solution of
∂ttYk − ∂xxYk + g′(yk)Yk = Fk1ω + ∂ttyk − ∂xxyk + g(yk)− fk1ω, in QT ,
Yk = 0, on ΣT ,
Yk(·, 0) = u0 − yk(·, 0), ∂tYk(·, 0) = u1 − ∂tyk(·, 0) in Ω,
(6)
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such that Yk(·, T ) = −yk(·, T ) and ∂tYk(·, T ) = −∂tyk(·, T ) in Ω. This linearization makes appear an
operator KN such that yk+1 = KN (yk) involving the first derivative of g. However, as it is well known,
such a sequence may fail to converge if the initial guess (y0, f0) is not close enough to a zero of F (see [7]
where divergence of the sequence is shown for large data).
The controllability of nonlinear partial differential equations has attracted a large number of works
in the last decades (see [4] and references therein). However, as far as we know, few are concerned with
the approximation of exact controls for nonlinear partial differential equations, and the construction of
convergent control approximations for controllable nonlinear equations remains a challenge.
In this article, given any initial data (u0, u1) ∈ V , we design an algorithm providing a sequence
(fk)k∈N converging to a controlled solution for (1), under assumptions on g that are slightly stronger
than the one done in Theorem 1. Moreover, after a finite number of iterations, the convergence is super-
linear. This is done by introducing a quadratic functional measuring how much a pair (y, f) ∈ Y is close
to a controlled solution for (1) and then by determining a particular minimizing sequence enjoying the




W to be minimized over Y . Exact controllability for (1) is reflected by the fact that the global
minimum of the nonnegative functional Ẽ is zero, over all pairs (y, f) ∈ Y solutions of (1). In the line of
recent works on the Navier-Stokes system (see [10]), we determine, using an appropriate descent direction,
a minimizing sequence (yk, fk)k>0 converging to a zero of the quadratic functional.
The paper is organized as follows. In Section 2, we define the (nonconvex) least-squares functional E
and the corresponding (nonconvex) optimization problem (8). We show that E is Gateaux-differentiable
on A and that any critical point (y, f) for E such that g′(y) ∈ L∞(QT ) is also a zero of E. This is done
by introducing an adequate descent direction (Y 1, F 1) for E at any (y, f) for which E′(y, f) · (Y 1, F 1) is
proportional to
√
E(y, f). This instrumental fact compensates the failure of convexity of E and is at the
base of the global convergence properties of our least-squares algorithm. The design of this algorithm
is done by determining a minimizing sequence based on (Y 1, F 1), which is proved to converge to a
controlled pair for the semilinear wave equation (1), in our main result (Theorem 2), under appropriate
assumptions on g. Moreover, we prove that, after a finite number of iterations, the convergence is super-
linear. Theorem 2 is proved in Section 3. We show in Section 4 that our least-squares approach coincides
with the classical damped Newton method applied to a mapping similar to F̃ , and we give a number
of other comments. In Appendix A, we state some a priori estimates for the linearized wave equation
with potential in L∞(QT ) and source term in L
2(QT ) and we show that the operator K is contracting if
‖ĝ′‖L∞loc(R) is small enough.
As far as we know, the method introduced and analyzed in this work is the first one providing an
explicit, algorithmic construction of exact controls for semilinear wave equations.
Notations. Throughout, we denote by ‖ · ‖∞ the usual norm in L∞(R), by (·, ·)X the scalar product of
X (if X is a Hilbert space) and by 〈·, ·〉X,Y the duality product between X and Y . The notation ‖ · ‖2,qT
stands for ‖ · ‖L2(qT ) and ‖ · ‖p for ‖ · ‖Lp(QT ), mainly for p = 2 and p = +∞.
Given any s ∈ (0, 1], we denote by C1,s(R) the set of all functions g ∈ C1(R) such that g′ is uniformly







For s = 0, by extension, we set [g′]0 := 2‖g′‖∞. In particular, g ∈ C1,0(R) if and only if g ∈ C1(R) and
g′ ∈ L∞(R), and g ∈ C1,1(R) if and only if g′ is Lipschitz continuous (in this case, g′ is almost everywhere
differentiable and g′′ ∈ L∞(R), and we have [g′]s 6 ‖g′′‖∞).
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2 Least-squares algorithm and main result
2.1 Least-squares functional and minimization problem
Least-squares functional. We consider the Hilbert space
H :=
{
(y, f) ∈ L2(QT )× L2(qT ) | ∂tty − ∂xxy ∈ L2(QT ), y = 0 on ΣT ,
(y(·, 0), ∂ty(·, 0)) ∈ V , (y(·, T ), ∂ty(·, T )) ∈ V
}
endowed with the scalar product
((y1, f1), (y2, f2))H := (y1, y2)2 +
(









and the norm ‖(y, f)‖H :=
√
((y, f), (y, f))H.
In what follows, we fix some arbitrary (u0, u1) ∈ V and (z0, z1) ∈ V . The subspaces of H defined by
A :=
{





(y, f) ∈ H | (y(·, 0), ∂ty(·, 0)) = (0, 0), (y(·, T ), ∂ty(·, T )) = (0, 0) in Ω
}
,
Note that A = (y, f) +A0 for any (y, f) ∈ A.
Given any (y, f) ∈ A, it follows from the a priori estimate for the linear 1D wave equation that there
exists C > 0, only depending on Ω and T , such that
‖(y, ∂ty)‖2L∞(0,T ;V ) 6 C
(




‖y‖∞ 6 C‖(y, f)‖H
(7)
in particular y ∈ L∞(QT ). Since g is of class C1, we have g(y) ∈ L2(QT ) and g′(y) ∈ L∞(QT ). We define




∥∥∂tty − ∂xxy + g(y)− f1ω∥∥2L2(QT )
for every (y, f) ∈ A.




E(y + y, f + f) (8)
In the framework of Theorem 1, the infimum of the functional of E is zero and is reached by at least
one pair (y, f) ∈ A, solution of (1) and satisfying (y(·, T ), ∂ty(·, T )) = (z0, z1). Conversely, any pair
(y, f) ∈ A such that E(y, f) = 0 is a solution of (1). In this sense, the functional E is an error functional
which measures the deviation of (y, f) from being a solution of the underlying nonlinear equation.
A classical algorithmic way for computing the minimum consists in following descent directions, along
the gradient of the functional. In descent algorithms, local minima are a usual issue to face with, unless
the functional E is convex. Since (1) is nonlinear, here E fails to be convex in general. In spite of that,
we are going to construct a minimizing sequence which always converges to a zero of E.
4
Definition 2.1. Let T > 2 max(`1, 1−`2) be arbitrary. Given any (y, f) ∈ A, over all pairs (Y 1, F 1) ∈ A0
solutions (the next result shows that there do exist some solutions) of
∂ttY
1 − ∂xxY 1 + g′(y) · Y 1 = F 11ω +
(
∂tty − ∂xxy + g(y)− f1ω
)
in QT ,
Y 1 = 0 on ΣT ,
(Y 1(·, 0), ∂tY 1(·, 0)) = (0, 0) in Ω,
(9)
we select the (unique) pair (Y 1, F 1) ∈ A0 such that the control F 1, which is a null control for Y 1, has a
minimal L2(qT ) norm. In what follows, it is called the solution (Y
1, F 1) ∈ A0 of (9) of minimal control
norm.
In the result hereafter, given any (y, f) ∈ A, we establish some properties of the pair ((y, f), (Y 1, F 1)) ∈
A×A0, where (Y 1, F 1) is the solution of (9) of minimal control norm, which are at the base of the least-
squares algorithm that we propose in Section 2.2, and are useful in view of proving its convergence (see
Theorem 2).
Proposition 1. Assume that T > 2 max(`1, 1− `2). There exists a positive constant C, only depending
on Ω and T , such that, given any (y, f) ∈ A:
(i) There exist solutions of (9). Moreover, the solution (Y 1, F 1) ∈ A0 of (9) of minimal control norm
is unique and satisfies
















(ii) The derivative of E at (y, f) ∈ A along the direction (Y 1, F 1) satisfies
E′(y, f) · (Y 1, F 1) := lim
λ→0
λ6=0
E((y, f) + λ(Y 1, F 1))− E(y, f)
λ
= 2E(y, f). (12)
(iii) Noting that the derivative E′(y, f) does not depend on (Y, F ) and defining the norm ‖E′(y, f)‖A′0 :=
sup
(Y,F )∈A0\{0}
E′(y, f) · (Y, F )
‖(Y, F )‖H





)‖E′(y, f)‖A′0 6√E(y, f) 6 1√2CeC
√
‖g′(y)‖∞‖E′(y, f)‖A′0 . (13)
(iv) Assume that g ∈ C1,s(R) for some s ∈ [0, 1]. Then
E
(




|1− λ|+ λ1+sK(y)E(y, f) s2
)2
E(y, f) ∀λ ∈ R (14)
where







Proof. Let us establish (i). The first estimate is a consequence of Lemma 1 in Appendix A, using the
equality ‖∂tty −∆y + g(y)− f1ω‖2 =
√
2E(y, f). The second one follows from
‖(Y 1, F 1)‖H 6 ‖∂ttY 1 − ∂xxY 1‖2 + ‖Y 1‖2 + ‖F 1‖2,qT + ‖Y 1(·, 0), ∂tY 1(·, 0)‖V
6 (1 + ‖g′(y)‖∞)‖Y 1‖2 + 2‖F 1‖2,qT +
√
E(y, f)











using that (1 + s) 6 e2
√
s for every s > 0.
To prove (ii), we first check that, for every (Y, F ) ∈ A0, the functional E is differentiable at (y, f) ∈ A
along the direction (Y, F ) ∈ A0. For any λ ∈ R, simple computations lead to
E(y + λY, f + λF ) = E(y, f) + λE′(y, f) · (Y, F ) + h((y, f), λ(Y, F ))
with
E′(y, f) · (Y, F ) :=
(

























(`(y, λY ), `(y, λY ))
where
`(y, λY ) := g(y + λY )− g(y)− λg′(y)Y. (17)
The mapping (Y, F ) 7→ E′(y, f) · (Y, F ) is linear continuous from A0 to R since















Similarly, for every λ ∈ R \ {0},∣∣∣ 1
λ
h((y, f), λ(Y, F ))
∣∣∣ 6 |λ|
2
‖∂ttY − ∂xxY + g′(y)Y − F1ω‖22
+
(









Since g′ ∈ L∞loc(R) and y ∈ L∞(QT ), we have∣∣∣ 1
λ
`(y, λY )
∣∣∣ = ∣∣∣g(y + λY )− g(y)
λ
− g′(y)Y
∣∣∣ 6 ( sup
θ∈(0,1)
‖g′(y + θY )‖∞ + ‖g′(y)‖∞
)
|Y |
a.e. in QT , and
∣∣ 1
λ`(y, λY )
∣∣ = ∣∣ g(y+λY )−g(y)λ − g′(y)Y ∣∣→ 0 as λ→ 0 a.e. in QT . By the Lebesgue domi-
nated convergence theorem, it follows that | 1λ |‖`(y, λY )‖2 → 0 as λ→ 0 and then that |h((y, f), λ(Y, F ))| =
o(λ). We deduce that the functional E is differentiable at the point (y, f) ∈ A along the direction
(Y, F ) ∈ A0. Finally, (12) follows from the definition of (Y 1, F 1) given in (9).
Let us establish (iii). Note that, by (16), the derivative E′(y, f) does not depend on (Y, F ). Now,
(12) gives E(y, f) = 12E













Besides, for all (Y, F ) ∈ A0, the inequality |E′(y, f) · (Y, F )| 6
√
2E(y, f) max(1, ‖g′(y)‖∞)‖(Y, F )‖H
coming from (18) leads to the left inequality in (13).
Let us finally establish (iv). We start by observing that, since g(y − λY 1) = `(y,−λY 1) + g(y) −
λg′(y)Y 1, and since (Y 1, F 1) ∈ A0 is solution of (9), we have
E
(









∥∥(1− λ)(∂tty − ∂xxy + g(y)− f1ω)+ `(y,−λY 1)∥∥22.
(19)
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Now, for any (u, v) ∈ R2 and any λ > 0, writing g(u+ λv)− g(u) = v
∫ λ
0
g′(u+ ξv) dξ, we have
|g(u+ λv)− g(u)− λg′(u)v| 6
∫ λ
0
|v||g′(u+ ξv)− g′(u)| dξ 6 [g′]s |v|1+s λ1+s.
It follows that
|`(y,−λY 1)| = |g(y − λY 1)− g(y) + λg′(y)Y 1| 6 [g′]s λ1+s|Y 1|1+s






















for some positive constant C only depending on Ω and T . Hence, using (19), we get√
2E
(
(y, f)− λ(Y 1, F 1)
)
6
∥∥(1− λ)(∂tty − ∂xxy + g(y)− f1ω)∥∥2 + ∥∥`(y,−λY 1)∥∥2
6 |1− λ|
√




and, using (20), the estimate (14) follows.
Consequence. An important consequence of Proposition 1 and in particular of (13) is that any critical
point (y, f) ∈ A of E (i.e., E′(y, f) = 0) is a zero of E, and thus is a pair solution of the controllability
problem. Moreover:
given any sequence (yk, fk)k∈N in A such that ‖E′(yk, fk)‖A′0 −→k→+∞ 0 and such that ‖g
′(yk)‖∞
is uniformly bounded, we have E(yk, fk) −→
k→+∞
0.
This is thanks to this instrumental property that a minimizing sequence for E cannot be stuck in a local
minimum, and this, even though E fails to be convex (it has multiple zeros). Our least-squares algorithm,
designed in the next section, and our main result, Theorem 2, are based on that property.
Note that the left inequality in (13) indicates the functional E is flat around its zero set. As a
consequence, gradient-based minimizing sequences may have a low speed of convergence (see [10, 13] for
such issues for the Navier-Stokes equation).
2.2 Least-squares algorithm
Assume that T > 2 max(`1, 1− `2). By (12) in Proposition 1, the vector −(Y 1, F 1), solution of minimal
control norm of (9), is a descent direction for E. This leads us to define, for any fixed m > 1, the sequence
(yk, fk)k∈N in A defined by
(y0, f0) ∈ A





(yk, fk)− λ(Y 1k , F 1k )
) (21)
where (Y 1k , F
1
k ) ∈ A0 is the solution of minimal control norm of
∂ttY
1
k − ∂xxY 1k + g′(yk) · Y 1k = F 1k 1ω + (∂ttyk − ∂xxyk + g(yk)− fk1ω) in QT ,
Y 1k = 0 on ΣT ,
(Y 1k (·, 0), ∂tY 1k (·, 0)) = (0, 0) in Ω.
(22)
The real number m > 1 is arbitrarily fixed. It is used in the proof of convergence to bound the sequence
of optimal descent steps λk.
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2.3 Main result





where C > 0, only depending on Ω and T , is given by Proposition 1. Note that (2 + 1s )C
√
β0(s) = 1.
Theorem 2. We assume that T > 2 max(`1, 1− `2), that g ∈ C1,s(R) for some s ∈ [0, 1], and that there
exist α > 0 and β ∈ [0, β0(s)) (with the agreement that β = 0 if s = 0), such that
|g′(x)| 6 α+ β ln2(1 + |x|) ∀x ∈ R. (24)
In the case where s = 0 (i.e., g′ ∈ L∞(R)) but g′ /∈ C1,s(R) for any s ∈ (0, 1], we assume moreover that
2‖g′‖∞C2eC
√
‖g′‖∞ < 1. Then:
• The sequence (yk, fk)k∈N in A defined by (21), initialized at any (y0, f0) ∈ A, converges to (y, f) ∈
A, where (y, f) is a solution of (1) such that (y(·, T ), ∂ty(·, T )) = (z0, z1).
• The sequence (λk)k∈N consists of positive real numbers and converges to 1.
• The decreasing sequence (E(yk, fk))k∈N converges to 0.
Moreover, the convergence of all these sequences is at least linear, and is at least of order 1 + s after a
finite number of iterations.1
Remark 1. The limit (y, f) ∈ A of the sequence (yk, fk)k∈N, given by








depends on the choice of the initialization (y0, f0) ∈ A (see also Remark 10 further). It also depends on
the selection criterion that we have chosen: in (22), F 1k is the control of minimal norm.
Remark 2. In this remark, we assume that g′ ∈ L∞(R). When g′ is not uniformly Hölder continuous, a
smallness condition on ‖g′‖∞ is required in order to obtain the convergence. This condition is not required
anymore as soon as g′ ∈ C1,s(R) for some s ∈ (0, 1]: indeed, then, g′ satisfies the growth condition (24)
with α = ‖g′‖∞ and β = 0, and Theorem 2 can be applied.
Remark 3. In Theorem 2, we have assumed that the nonnegative coefficient β appearing in the growth








(with the agreement that lim sup|x|→+∞
|g′(x)|









The threshold β0(s) is maximal when s = 1, i.e., when g′ is Lipschitz continuous, and we have β0(1) = 19C2 .
In comparison, the threshold β̄ in Theorem 1 satisfies β < 1/(1 + C)2 where C is another constant
(only depending on Ω and T ), appearing in the a priori estimate (45) of Lemma 1 in Appendix A.
1We recall that a sequence (uk)k∈N of real numbers converges to 0 with order α > 1 if there exists M > 0 such that
|uk+1| 6 M |uk|α for every k ∈ N. A sequence (vk)k∈N of real numbers converges to 0 at least with order α > 1 if there
exists a sequence (uk)k∈N of nonnegative real numbers converging to 0 with order α > 1 such that |vk| 6 uk for every k ∈ N.
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There exist cases covered by Theorem 1 (or, by the extension established in [1]), in which exact
controllability of (1) is true, but that are not covered by Theorem 2. Note however that the example
g(x) = a + bx + 19C2+εx ln
2(1 + |x|) for any ε > 0 and any a, b ∈ R (which is somehow the limit case in
Theorem 1) satisfies g ∈ C1,1(R) as well as (24).
While Theorem 1 was established in [18] by a nonconstructive Leray-Schauder fixed point argument,
we obtain here, in turn, a new proof of the exact controllability of semilinear 1D wave equations, which
is moreover constructive, with an algorithm that converges unconditionally, at least with order 1 + s.
Remark 4. The convergence in Theorem 2 is unconditional. Anyway, a natural example of an initial-
ization (y0, f0) ∈ A is to take (y0, f0) = (y?, f?), the unique solution of minimal control norm of (1) with
g = 0 (i.e., in the linear case).
Remark 5. As stated in Theorem 2, the convergence is at least of order 1 + s after a number k0 of
iterations. In this remark, we give the precise expression for k0 in function of the various parameters.
Given any s ∈ [0, 1], any α > 0, any β ∈ [0, β0(s)) and any M > 0, we set






with the agreement that, when s = 0, we take α = ‖g′‖∞ and β = 0, so that c = 2‖g′‖∞C2eC
√
‖g′‖∞
(because, by convention, [g′]0 := 2‖g′‖∞), which is the quantity required to be less than 1 in Theorem 2
when s = 0. With this convention, c is a continuous function of s on [0, 1].
If (1 + s) cE(y0, f0)
s















where b·c is the integer part, and where M > 0 is the minimal possible real positive number such that



























The real number M is defined in an implicit way. More details are given in Section 3, at Step 7 of the
proof, where we give in particular an explicit expression for M when s ' 0.
Remark 6. As a continuation to Remark 2, it is interesting to note that, assuming that g′ ∈ L∞(R):
• As stated in Theorem 2, if g′ /∈ C1,s(R) for any s ∈ (0, 1], to obtain convergence it is required to
assume that 2‖g′‖∞C2eC
√
‖g′‖∞ < 1, i.e., that c|s=0 < 1 with the notations of Remark 5, and we
have k0 = 0.
• If 2‖g′‖∞C2eC
√
‖g′‖∞ > 1 and if g′ ∈ C1,s(R) for some s ∈ (0, 1], then Theorem 2 applies and










Remark 7. Using (24), we have, for every (y0, f0) ∈ A,√
E(y0, f0) 6 ‖∂tty0 − ∂xxy0‖2 + ‖f01ω‖2 + ‖g(y0)‖2
6 ‖(y0, f0)‖H + T |g(0)|+ T (α+ β ln2(1 + ‖y0‖∞))‖y0‖∞
6 ‖(y0, f0)‖H + T |g(0)|+ T (α+ β ln2(1 + ‖(y0, f0)‖H))‖(y0, f0)‖H.
(27)
Remark 8. If s = 0 or if β = 0 in (24) then g′ ∈ L∞(R). In this case the proof of Theorem 2 is simpler.
When s > 0 and β > 0, as alluded at the end of Section 2.1, in the proof of Theorem 2, the main difficulty
is to prove that the sequence (‖yk‖∞)k∈N (defined in (21)) remains uniformly bounded, in particular in
order to keep a uniform bound on the sequence of observability constants CeC
√
‖g′(yk)‖∞ appearing in
the estimates of Proposition 1. In the proof, done in Section 3, this difficulty is handled by an a priori
assumption, which we prove to be satisfied a posteriori thanks to fine estimates.
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3 Proof of Theorem 2
This section is devoted to proving Theorem 2. We assume that g ∈ C1,s(R) for some s ∈ [0, 1].
Preliminary remark. Let (y0, f0) ∈ A be arbitrarily fixed. In the sequel, we denote by
Ek := E(yk, fk) ∀k ∈ N.











(yk, fk)−λ(Y 1k , F 1k )
)
for every λ ∈ [0,m]. Applying the estimate (14) of Proposition 1,









Ek ∀k ∈ N (28)






The estimate (28) is instrumental in the proof of Theorem 2.
Having in mind Remark 8, we fix a constant M > 0, large enough, to be chosen later. In what follows,
we make the a priori assumption
‖yk‖∞ 6M ∀k ∈ N. (29)
We are going to see a posteriori that, if M is adequately chosen large enough, then (29) is indeed satisfied.
The proof goes in several steps.
Step 1. There exists k0 ∈ N (given by (26)) such that the sequence (Ek)k>k0 decays to 0 with order
greater than or equal to 1 + s.
Using the growth condition (24) and using the a priori assumption (29), we have
‖g′(yk)‖∞ 6 α+ β ln2(1 +M) ∀k ∈ N.

















and thus K(yk) 6 c where K(yk) is defined by (15) and c is defined by (25) (including the case s = 0).









Let λ̃k ∈ [0,m] be the minimizer of ek(λ) over [0,m] (not to be confused with λk defined in (21)).
Let us first treat the case where s ∈ (0, 1]. Assuming that Ek > 0 (otherwise there is nothing to do),
we have
λ̃k = 1 and ek(λ̃k) = cE
s
2






































































• As a first case, let us assume that 0 < (1 + s) 1s c 1s
√













Ek)k∈N is decreasing. Hence, for every
k ∈ N, we have (1 + s) 1s c 1s
√
Ek < 1, i.e., we remain in this first case, and since Ek+1 6 c2E
1+s
k , the
sequence (Ek)k∈N is decreasing and converges to 0 with order greater than or equal to 1 + s.
• As a second case, let us assume that (1 + s) 1s c 1s
√


























Ek < 1 for every k > k0. This means that, after a finite number of iterations, we turn
back to the first case. The minimal number of iterations is given by the formula (26).
Finally, let us treat the case where s = 0. The function ek(λ) is piecewise linear, and is increasing
whenever c > 1: this is why we need the smallness condition c = 2‖g′‖∞C2eC
√
‖g′‖∞c < 1. Thanks to
this assumption, the minimizer of ek(λ) is λ̃k = 1 and thus ek(λ̃k) = c. Hence Ek+1 6 cEk (which is also
what we obtain by taking the limit s→ 0+ in the first case of (33)) and thus (Ek)k∈N is decreasing and
converges to 0 at least linearly. In this case we have k0 = 0.




Since Ek → 0 at least with order 1 + s, it follows that Ek+1Ek → 0 as k → +∞, at least with order 1 + s.
Note also that λk > 0 for every k ∈ N because the sequence (Ek)k∈N is decreasing.
Step 2. The sequence (λk)k>k0 defined in (21) converges to 1 as k → +∞ at least with order 1 + s.
Applying (19) to (y, f) = (yk, fk), (Y
1, F 1) = (Y 1k , F
1
k ) and λ = λk, we have, since λk 6 m (and





























‖`(yk, λkY 1k )‖2√
Ek
.




















k ∀k ∈ N.
Since Ek → 0 at least with order 1 + s by Step 1 and Ek+1Ek → 0 at least with order 1 + s by Remark 9,
it follows that λk → 1 at least with order 1 + s.
Step 3. We have e0(λ̃0) < 1, and the sequence (ek(λ̃k))k∈N decays to 0.
Indeed, since e0(0) = 1 and e
′
0(0) < 0, we have e0(λ̃0) = minλ∈[0,m] e0(λ) < 1 (also in the case where
s = 0 thanks to the smallness condition). The rest of the statement follows from (32).












Ep for every p ∈ N.




Ek converges already follows from Remark 9 since
Ek+1
Ek
→ 0. We will
however use the rough estimate stated here. To prove it, we observe that, since the sequence (ek(λ̃k))k∈N
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is decreasing, we have ek(λ̃k) 6 ep(λ̃p) 6 e0(λ̃0) < 1 for all k, p ∈ N such that k > p, and we infer from
(31) that √
Ek 6 (e0(λ̃0))
k−p√Ep ∀k, p ∈ N, k > p
and the result follows.






















Ep ∀p, q ∈ N, q > p.
Since λk 6 m, it follows from (11) in Proposition 1 and from (30) that






Ek ∀k ∈ N
and the result follows, using Step 4.
Step 6. The sequence (yk, fk)k∈N defined by (21) converges to the element (y, f) ∈ A given by








and the convergence is at least of order 1 + s after k0 iterations (where k0 is given by Step 1). Moreover,
(y, f) is a solution of (1) such that (y(·, T ), ∂ty(·, T )) = (z0, z1).






k ), hence (yk, fk) converges to (y, f)
defined above. Let us prove that f̄ is a null control for ȳ solution of (1). Using that (Y 1k , F
1
k ) ∈ A0
converges to zero as k → +∞, passing to the limit in (22), we infer that (y, f) ∈ A solves
∂tty − ∂xxy + g(y) = f1ω in QT ,
y = 0 on ΣT ,
(y(·, 0), ∂ty(·, 0)) = (y0, y1) in Ω.
(34)
Since (y, f) ∈ A, we have (y(·, T ), ∂ty(·, T )) = (z0, z1) in Ω, i.e., f̄ is a control for ȳ solution of (1). Now,
for every k ∈ N, we have




















The convergence to 0 with order greater than or equal to 1 + s after a finite number of iterations follows
from Lemma 1.
Remark 10. The estimate (35) is a kind of coercivity property for the functional E. We emphasize,
in view of the non-uniqueness of the zeros of E, that an estimate (similar to (35)) of the form ‖(y, f)−
(y, f)‖H 6 C
√
E(y, f) does not hold for every (y, f) ∈ A. We also insist on the fact that the sequence
(yk, fk)k∈N and its limit (y, f) are uniquely determined by the initialization (y0, f0) and by our selection
criterion for the control F 1.
Step 7. If (2 + 1s )C
√
β < 1 whenever s ∈ (0, 1], and if 2‖g′‖∞C2eC
√
‖g′‖∞ < 1 whenever s = 0, then
there exists M > 0 sufficiently large (depending on the initialization (y0, f0), on α and on β) such that
the a priori assumption (29) is indeed satisfied.
12
Let us summarize what we have done, under the growth condition (24) and under the a priori as-






j ), and then, using (7) and Step 5,
we get the a posteriori estimate









with the agreement that α = ‖g′‖∞ and β = 0 if s = 0. Hence, to prove that the a priori assumption
(29) is satisfied, it suffices to choose M > 0 large enough so that the right-hand side of (36) is less than
or equal to M .





β for s ∈ (0, 1] and c = 2‖g′‖∞C2eC
√
‖g′‖∞ for
s = 0, we infer from the proof of Step 1 (in particular, from (32)) that:
• For any s ∈ [0, 1], if
(1 + s) cE
s
2
0 < 1 (37)
then e0(λ̃0) = cE
s
2
0 and thus, by (36),






















Here, we choose the minimal real number M > 0 such that


















This is possible by assuming that E0 is sufficiently small, because then, there exist real numbers M
(which cannot be arbitrarily large) satisfying both (37) and (39). This observation follows by inspecting
both inequalities, either with M large, or with E0 small.
The above choice ofM is implicit and unfortunately cannot be made explicit for any s. We can however
give explicit expressions when s→ 0, as follows. For s = 0, (37) is written as c = 2‖g′‖∞C2eC
√
‖g′‖∞ < 1
(smallness condition) and (39) gives



























which is in accordance with the case s = 0.
With this choice, (37) gives a smallness condition on the initialization when s > 0.
• For any s ∈ (0, 1], if
(1 + s) cE
s
2
0 > 1 (40)









E0 and thus, by (36),














Here, we choose M > 0 large enough such that













This is possible because there exist (large) real numbers M satisfying (42). Indeed, taking M large, (42)






which has solutions because, by assumption, (2 + 1s )C
√
β < 1. More precisely, here, we choose the
minimal real number M > 0 such that



























As before, the above choice of M is implicit. We can anyway give explicit formulas when s→ 0. Indeed,
when s ' 0, s > 0, we have then β → 0, C
√
β









































4 Conclusion and further comments
Exact controllability of (1) has been established in [18], under a growth condition on g, by means
of a Leray-Schauder fixed point argument that is not constructive. In this paper, under a slightly
stronger growth condition and under the additional assumption that g′ is uniformly Hölder continuous
with exponent s ∈ [0, 1], we have designed an explicit algorithm and proved its convergence of a controlled
solution of (1). Moreover, the convergence is super-linear of order greater than or equal to 1 + s after
a finite number of iterations. In turn, our approach gives a new and constructive proof of the exact
controllability of (1).
Several comments are in order.
Minimization functional. Among all possible admissible controlled pair (y, v) ∈ A0, we have selected
the solution (Y1, F1) of (9) that minimizes the functional J(v) = ‖v‖22,qT . This choice has led to the
estimate (10) which is one of the key points of the convergence analysis. The analysis remains true when
one considers the quadratic functional J(y, v) = ‖w1v‖22,qT + ‖w2y‖
2
2 for some positive weight functions
w1 and w2 (see for instance [3]).
Newton method. Defining F : A → L2(QT ) by F (y, f) := (∂tty − ∂xxy + g(y) − f1ω), we have
E(y, f) = 12‖F (y, f)‖
2
L2(QT )
and we observe that, for λk = 1, the algorithm (21)-(22) coincides with the
Newton algorithm applied to F (see 6). This explains the super-linear convergence property obtained in
Theorem 2, in particular the quadratic convergence when s = 1. Optimizing the parameter λk gives a
global convergence property of the algorithm and leads to the so-called damped Newton method applied
to F . For this method, global convergence is usually achieved with linear order under general assumptions
(see [6, Theorem 8.7]). As far as we know, damped type Newton methods have been little applied to
partial differential equations in the literature. We mention [9, 14] in the context of fluid mechanics.
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Another variant. To simplify, let us take λk = 1, as in the standard Newton method. Then, for
each k ∈ N, the optimal pair (Y 1k , F 1k ) ∈ A0 is such that the element (yk+1, fk+1) minimizes over A
the functional (z, v) → J(z − yk, v − fk) with J(z, v) := ‖v‖2,qT (control of minimal L2(qT ) norm).
Alternatively, we may select the pair (Y 1k , F
1
k ) so that the element (yk+1, fk+1) minimizes the functional
(z, v)→ J(z, v). This leads to the sequence (yk, fk)k∈N defined by
∂ttyk+1 − ∂xxyk+1 + g′(yk)yk+1 = fk+11ω + g′(yk)yk − g(yk) in QT ,
yk = 0, on ΣT ,
(yk+1(·, 0), ∂tyk+1(·, 0)) = (u0, u1) in Ω.
(43)
In this case, for every k ∈ N, (yk, fk) is a controlled pair for a linearized wave equation, while, in the case




j ) for 0 6 j 6 k. This formulation
used in [7] is different and the convergence analysis (at least in the least-squares setting) does not seem
to be straightforward because the term g′(yk)yk − g(yk) is not easily bounded in terms of
√
E(yk, fk).
Local controllability when removing the growth condition (24). Let us remove the growth
condition (24) on g′. We have the following convergence result, under the assumption that E(y0, f0) is
small enough.
Proposition 2. Assume that g ∈ C1,s(R) for some s ∈ (0, 1]. There exists C([g′]s) > 0 such that,
if E(y0, f0) 6 C([g′]s), then the sequence (yk, fk)k∈N in A defined in (21) converges to (y, f) ∈ A,
where f is a null control for y solution of (1). Moreover, there exists k0 ∈ N such that the sequence
(‖(y, f)− (yk, fk)‖H)k>k0 is decreasing and converges to 0 at least with order 1 + s.
The proof is a variant of the arguments given in this paper. We do not provide any details. In the case
g(0) = 0, the smallness assumption on E(y0, f0) is satisfied as soon as ‖(u0, u1)‖V is small. Therefore,
the convergence result stated in Proposition 2 is equivalent to the local controllability property for (1).
Proposition 2 can actually be seen as a consequence of the usual convergence of the Newton method:
when E(y0, f0) is small enough, i.e., when the initialization is close enough to the solution, then λk = 1
for every k ∈ N and we recover the standard Newton method.
Multi-dimensional case. Let Ω is a bounded subset of Rd, 1 6 d 6 3, and let ω be a nonempty open
subset of Ω. Assume that the triple (Ω, ω, T ) satisfies the multiplier condition introduced in [12]. Then,
we conjecture that Theorem 2 remains true in this context, strengthening the growth condition on g into
|g′(x)| 6 α + β ln1/2(1 + |x|), for every x ∈ R and some β > 0 small enough. Establishing the result
should require to use estimates of [11, 15] (see also [8] for the case of a semilinear heat equations).
Boundary control. In this paper we have taken internal controls. Our approach may also be extended,
with few modifications, to boundary controls considered in particular in [17]. We leave this issue open.
A Appendix: controllability results for the linearized wave equa-
tion
We recall in this appendix some a priori estimates for the linearized wave equation with potential in
L∞(QT ) and source term in L
2(QT ).
Lemma 1. Let A ∈ L∞(QT ), let B ∈ L2(QT ) and let (z0, z1) ∈ V . Assume that T > 2 max(`1, 1− `2).
There exists u ∈ L2(qT ) such that the solution of
∂ttz − ∂xxz +Az = u1ω +B in QT ,
z = 0 on ΣT ,
(z(·, 0), ∂tz(·, 0)) = (z0, z1) in Ω,
(44)
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satisfies (z(·, T ), ∂tz(·, T )) = (0, 0) in Ω. Moreover, the unique control u minimizing the L2(qT ) norm
and its corresponding solution z satisfy









for some constant C > 0 only depending on Ω and T .
Proof. The proof is based on estimates obtained in [18]. The control of minimal L2(qT ) norm is given by
u = ϕ1ω where ϕ solves the adjoint equation
∂ttϕ− ∂xxϕ+Aϕ = 0 in QT ,
ϕ = 0 on ΣT ,
(ϕ(·, 0), ∂tϕ(·, 0)) = (ϕ0, ϕ1) in Ω,
(46)









Bϕ− 〈(z0, z1), (ϕ0, ϕ1)〉V ,H
with 〈(z0, z1), (ϕ0, ϕ1)〉V ,H := 〈z0, ϕ1〉H10 (Ω),H−1(Ω) − (z1, ϕ0)L2(Ω),L2(Ω). In particular, the control v





Bϕ− 〈(z0, z1), (ϕ0, ϕ1)〉V ,H = 0 ∀(ϕ0, ϕ1) ∈H
from which we deduce that ‖u‖22,qT 6 ‖B‖2‖ϕ‖2 + ‖(z0, z1)‖V ‖(ϕ0, ϕ1)‖H . From [18, Lemma 2], we get





for some constants B1, B2 > 0, and it follows that ‖ϕ‖22 6 TB1‖(ϕ0, ϕ1)‖2H(1 + ‖A‖2∞)eB2
√
‖A‖∞ . More-
over, from [18, Theorem 4], there exists C > 0 such that ‖(ϕ0, ϕ1)‖2H 6 CeC
√
‖A‖∞‖ϕ‖22,qT . Combining


















Using the inequality (1 + s2)1/2 6 e
√
s for every s > 0, we get the result. Then, from [18, Lemma 1], we
have
‖(z, ∂tz)‖2L∞(0,T ;V ) 6 D1
(





for some constants D1, D2 > 0, and we infer that
‖(z, ∂tz)‖2L∞(0,T ;V ) 6 D1
(













Using that (1 + s)1/2 6 e
√
s and (1 + s2) 6 e2
√
s for every s > 0, we get the estimate.
We next discuss some properties of the operator K : L∞(QT ) → L∞(QT ) defined by K(ξ) = yξ, a
null controlled solution of the linear boundary value problem (3) with the control fξ of minimal L
2(qT )
norm. Lemma 1 with B = −g(0) gives
‖(yξ, ∂tyξ)‖L∞(0,T ;V ) 6 C
(







As in [18], the growth condition (24) implies that there exists d > 0 such that ‖ĝ(y)‖∞ 6 d + β ln2(1 +


















Taking β small enough so that (1+2C)
√
β < 1, we conclude that there exists M > 0 such that ‖ξ‖∞ 6M
implies ‖K(ξ)‖∞ 6M . This is the argument of [18]. Note that, in contrast to β, M depends on ‖u0, u1‖V
(and increases with ‖u0, u1‖V ).
The following result gives an estimate of the difference of two controlled solutions.
Lemma 2. Let a,A ∈ L∞(QT ) and let B ∈ L2(QT ). Let u and v be the null controls of minimal L2(qT )
norm for y and z respectively solutions of
∂tty − ∂xxy +Ay = u1ω +B in QT ,
y = 0 on ΣT ,
(y(·, 0), ∂ty(·, 0)) = (u0, u1) in Ω,
(48)
and 
∂ttz − ∂xxz + (A+ a)z = v1ω +B in QT ,
z = 0 on ΣT ,
(z(·, 0), ∂tz(·, 0)) = (u0, u1) in Ω.
(49)
Then,









‖A‖∞ + ‖u0, u1‖V
)
for some constant C > 0 only depending on Ω and T .
Proof. The controls of minimal L2 norm for y and z are given by u = ϕ1ω and v = ϕa1ω, where ϕ and
ϕa respectively solve the adjoint equations
∂ttϕ− ∂xxϕ+Aϕ = 0 in QT ,
ϕ = 0 on ΣT ,
(ϕ(·, 0), ∂tϕ(·, 0)) = (ϕ0, ϕ1) in Ω,

∂ttϕa − ∂xxϕa + (A+ a)ϕa = 0 in QT ,
ϕ = 0 on ΣT ,
(ϕ(·, 0), ∂tϕ(·, 0)) = (ϕa,0, ϕa,1) in Ω,
for some appropriate (ϕ0, ϕ1), (ϕa,0, ϕa,1) ∈H. Hence Z := z − y solves
∂ttZ − ∂xxZ + (A+ a)Z = Φ1ω − ay in QT ,
Z = 0 on ΣT ,
(Z(·, 0), ∂tz(·, 0)) = (0, 0) in Ω,
(50)
and Φ := (ϕa − ϕ) solves
∂ttΦ− ∂xxΦ + (A+ a)Φ = −aϕ in QT ,
Φ = 0 on ΣT ,
(Φ(·, 0), ∂tΦ(·, 0)) = (ϕa,0 − ϕ0, ϕa,1 − ϕ1) in Ω.
We decompose Φ = Ψ + ψ where Ψ and ψ solve respectively
∂ttΨ− ∂xxΨ + (A+ a)Ψ = 0 in QT ,
Ψ = 0 on ΣT ,
(Ψ(·, 0), ∂tΨ(·, 0)) = (ϕa,0 − ϕ0, ϕa,1 − ϕ1) in Ω,

∂ttψ − ∂xxψ + (A+ a)ψ = −aϕ in QT ,
ψ = 0 on ΣT ,
ψ(·, 0), ∂tψ(·, 0)) = (0, 0) in Ω,
and we deduce that Ψ1ω is the control of minimal L
2 norm for Z solution of





Z = 0 on ΣT ,
(Z(·, 0), ∂tZ(·, 0)) = (0, 0) in Ω.
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Lemma 1 implies that
‖Ψ‖2,qT + ‖(Z, ∂tZ)‖L∞(0,T ;V ) 6 C‖ψ1ω − ay‖2e(1+2C)
√
‖A‖∞ .
Moreover, energy estimates applied to ψ give ‖ψ‖L2(qT ) 6 C‖a‖∞‖ϕ‖2eC
√
‖A+a‖∞ and









using that ‖ϕ0, ϕ1‖H 6 CeC
√
‖A‖∞‖u‖2,qT so that










from which we deduce that








































leading to the result.
This result allows to establish the following property for the operator K.
Lemma 3. Under the assumptions done in Theorem 1, let M = M(‖u0, u1‖V , β) be such that K maps
B∞(0,M) into itself and assume that ĝ
′ ∈ L∞(0,M). For any ξi ∈ B∞(0,M), i = 1, 2, there exists
c(M) > 0 such that
‖K(ξ2)−K(ξ1)‖∞ 6 c(M)‖ĝ′‖L∞(0,M)‖ξ2 − ξ1‖∞.
Proof. For any ξi ∈ B∞(0,M), i = 1, 2, let yξi = K(ξi) be the null controlled solution of
∂ttyξi − ∂xxyξi + yξi ĝ(ξi) = −g(0) + fξi1ω in QT ,
yiξ = 0 on ΣT ,
(yξi(·, 0), ∂tyξi(·, 0)) = (u0, u1) in Ω,
with the control fξi1ω of minimal L
2(qT ) norm. We observe that yξ2 is solution of
∂ttyξ2 − ∂xxyξ2 + yξ2 ĝ(ξ1) + yξ2(ĝ(ξ2)− ĝ(ξ1)) = −g(0) + fξ21ω in QT ,
yξ2 = 0 on ΣT ,
(yξ2(·, 0), ∂tyξ2(·, 0)) = (u0, u1) in Ω.
It follows from Lemma 2 applied with B = −g(0), A = ĝ(ξ1), a = ĝ(ξ2)− ĝ(ξ1), that
‖yξ2 − yξ1‖∞ 6 A(ξ1, ξ2)‖ĝ(ξ2)− ĝ(ξ1)‖∞ (51)
where the positive constant


















is bounded by some c(M) > 0 for every ξi ∈ B∞(0,M). The result follows from (51).
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Remark 11. By Lemma 3, if ‖ĝ′‖L∞(0,M) < 1/c(M) then the operator K is contracting. Note however
that the bound depends on the norm ‖u0, u1‖V of the initial data to be controlled.
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[5] J.-M. Coron and E. Trélat, Global steady-state stabilization and controllability of 1D semilinear wave
equations, Commun. Contemp. Math., 8 (2006), pp. 535–567.
[6] P. Deuflhard, Newton methods for nonlinear problems, vol. 35 of Springer Series in Computational Math-
ematics, Springer-Verlag, Berlin, 2004. Affine invariance and adaptive algorithms.
[7] E. Fernández-Cara and A. Münch, Numerical null controllability of semi-linear 1-D heat equations: fixed
point, least squares and Newton methods, Math. Control Relat. Fields, 2 (2012), pp. 217–246.
[8] J. Lemoine, I. Gayte, and A. Münch, Approximation of nulls controls for semilinear heat equations using
a least-squares approach, Preprint. arXiv:2008.12656.
[9] J. Lemoine and A. Münch, A fully space-time least-squares method for the unsteady Navier-Stokes system,
Preprint. arXiv:1909.05034.
[10] J. Lemoine, A. Münch, and P. Pedregal, Analysis of continuous H−1-least-squares approaches for the
steady Navier-Stokes system, To appear in Applied Mathematics and Optimization, (2020).
[11] L. Li and X. Zhang, Exact controllability for semilinear wave equations, J. Math. Anal. Appl., 250 (2000),
pp. 589–597.
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