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Osserman manifolds of dimension 8
Y.Nikolayevsky∗
Abstract
For a Riemannian manifold Mn with the curvature tensor R, the Jacobi operator RX is defined
by RXY = R(X,Y )X. The manifold M
n is called pointwise Osserman if, for every p ∈ Mn, the
eigenvalues of the Jacobi operator RX do not depend of a unit vector X ∈ TpM
n, and is called
globally Osserman if they do not depend of the point p either. R. Osserman conjectured that
globally Osserman manifolds are flat or rank-one symmetric. This Conjecture is true for manifolds
of dimension n 6= 8, 16 [14]. Here we prove the Osserman Conjecture and its pointwise version for
8-dimensional manifolds.
1 Introduction
An algebraic curvature tensor R in a Euclidean space Rn is a (3, 1) tensor having the same symmetries
as the curvature tensor of a Riemannian manifold. For X ∈ Rn, the Jacobi operator RX : Rn → Rn
is defined by RXY = R(X,Y )X . The Jacobi operator is symmetric and RXX = 0 for all X ∈ Rn.
Throughout the paper, “eigenvalues of the Jacobi operator” refers to eigenvalues of the restriction of
RX , with X a unit vector, to the subspace X
⊥.
Definition 1. An algebraic curvature tensor R is called Osserman if the eigenvalues of the Jacobi
operator RX do not depend of the choice of a unit vector X ∈ Rn.
Definition 2. A Riemannian manifold Mn is called pointwise Osserman if its curvature tensor is
Osserman. If, in addition, the eigenvalues of the Jacobi operator are constant on Mn, the manifold Mn
is called globally Osserman.
Flat and rank-one symmetric spaces are globally Osserman, since the isometry group of each of them
acts transitively on its unit tangent bundle. Osserman [16] conjectured that the converse is also true:
Osserman Conjecture. A globally Osserman manifold is flat or rank-one symmetric.
In the most cases, the answer to the Osserman Conjecture is affirmative, as well as to its “pointwise”
version (see the Corollary below).
In this paper, we prove the Osserman Conjecture for 8-dimensional manifolds:
Theorem. A pointwise Osserman manifold of dimension eight is flat or rank-one symmetric.
Combining this with Theorems 1 and 2 of [14], we get:
Corollary. In each of the following cases a Riemannian manifold Mn is flat or rank-one symmetric:
1) Mn is globally Osserman and n 6= 16.
2) Mn is pointwise Osserman and n 6= 2, 4, 16.
3) n = 16, the manifold M16 is (pointwise or globally) Osserman, and its Jacobi operator has no
eigenvalues of multiplicity m ∈ {7, 8, 9}.
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In the cases covered by the Corollary, there is not much difference between globally and pointwise
Osserman conditions, except in dimension 2, where any Riemannian manifold is pointwise Osserman,
and in dimension 4, where any globally Osserman manifold is flat or rank-one symmetric [4], but there
exist pointwise Osserman manifolds that are not symmetric (“generalized complex space forms”, see [7,
Corollary 2.7], [15]).
We refer to [5] for results on the Osserman Conjecture in Riemannian and semi-Riemannian geometry.
The paper is organized as follows. In Section 2, we give the proof of the Theorem, assuming two
Propositions: Proposition 1 in which it is shown that all Osserman algebraic curvature tensors in R8 have
a Clifford structure, and Proposition 2 which says that a Riemannian manifold with such a curvature
tensor is flat or rank-one symmetric. Proposition 1 is proved in Section 3 modulo two Lemmas (their
proofs are given in Section 4). Proposition 2 is proved in Section 5.
2 Manifolds with Clifford structure. Proof of the Theorem
We follow the two-step approach to the Osserman Conjecture suggested in [7]:
(i) find all Osserman algebraic curvature tensors;
(ii) classify Riemannian manifolds having curvature tensor as in (i).
The standard tool for (ii) is the second Bianchi identity, although the proof can sometimes be quite
technically involved.
The difficult part is (i), but thanks to the remarkable construction of [6, 7], we know the right
candidate for (i), a typical Osserman algebraic curvature tensor:
Definition 3. An algebraic curvature tensor R in Rn has a Cliff(ν)-structure (ν ≥ 0), if there exist
anticommuting skew-symmetric orthogonal operators J1, . . . , Jν , and the numbers λ0, µ1, . . . µν , with
µs 6= λ0, such that
R(X,Y )Z = λ0(〈X,Z〉Y − 〈Y, Z〉X)
+
∑ν
s=1
1
3 (µs − λ0)(2〈JsX,Y 〉JsZ + 〈JsZ, Y 〉JsX − 〈JsZ,X〉JsY ). (1)
A Riemannian manifold Mn has a Cliff(ν)-structure if its curvature tensor at every point does.
The fact that skew-symmetric operators Js are orthogonal and anticommute is equivalent to each of
the following sets of equations: 〈JsX, JqX〉 = δsq‖X‖2 and JsJq+JqJs = −2δsqIn, for all s, q = 1, . . . , ν
and all X ∈ Rn.
The Jacobi operator of the algebraic curvature tensor R with the Clifford structure given by (1) has
the form
RXY = λ0(‖X‖2Y − 〈Y,X〉X) +
∑ν
s=1
(µs − λ0)〈JsX,Y 〉JsX, (2)
and the tensor R can be reconstructed from (2) using polarization and the first Bianchi identity.
It follows that Cliff(ν) algebraic curvature tensor (manifold) is Osserman (pointwise Osserman,
respectively). Indeed, for any unit vector X , the Jacobi operator RX given by (2) has constant eigen-
values λ0, λ1, . . . , λk−1, where λ1, . . . , λk−1 are the µs’s without repetitions. The eigenspace corre-
sponding to the eigenvalue λα, α 6= 0, is Eλα(X) = Spans:µs=λα(JsX), and the λ0-eigenspace is
Eλ0(X) = (Span(X, J1X, . . . , JνX))
⊥, provided ν < n− 1.
Following the above approach, we deduce the Theorem from two Propositions:
Proposition 1. An Osserman algebraic curvature tensor in R8 has a Clifford structure.
Proposition 2. A pointwise Osserman manifold with a Clifford structure is flat or rank-one symmetric.
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3 Proof of Proposition 1
Let R be an Osserman algebraic curvature tensor in R8, with the Jacobi operator having k distinct
eigenvalues λ0, λ1, . . . , λk−1 whose multiplicities are m0,m1, . . . ,mk−1, respectively, with m0+m1+ . . .
+mk−1 = 7. For a nonzero vector X , the eigenvalues of RX are then 0, λ0‖X‖2, λ1‖X‖2, . . . , λk−1‖X‖2,
and the corresponding eigenspaces are Span(X) and Eλα‖X‖2(X) = Eλα(X/|X‖), respectively. (Recall
that “the eigenvalues of RX” are just the eigenvalues of the operator RX acting in R
8, and there are 8
of them, counting the multiplicities. When we say “the eigenvalues of the Jacobi operator”, we do not
count the eigenvalue 0 corresponding to the vector X , so the sum of multiplicities is 7. We allow one of
the λα’s to be zero, in which case KerRX = Span(X)⊕ E0(X)).
If k = 1, there is nothing to prove: the curvature is constant. If k = 2, the claim follows from [13,
Proposition 1]:
Lemma 1. An Osserman algebraic curvature tensor in Rn, n 6= 16, with the Jacobi operator having
two distinct eigenvalues, has a Clifford structure Cliff(ν), with ν < n/2.
We may assume therefore, that k ≥ 3. Let m0 be the maximal multiplicity, and ν = 7 −m0 be the
sum of all the others. Two cases are possible:
(A) either each of the m1,m2, . . . ,mk−1 is 1 or 2,
(B) or k = 3 and the multiplicities are m0 = 3,m1 = 1,m2 = 3, up to relabelling.
To prove that the Osserman algebraic curvature tensor R has a Clifford structure, it is sufficient to
show that for every eigenvalue λα (α > 0) of the Jacobi operator, there exist mα anticommuting skew-
symmetric orthogonal operators Jα1 , . . . , J
α
mα such that for every unit vector X , the eigenspace Eλα(X)
of RX is spanned by J
α
1 X, . . . , J
α
mαX . Indeed, if this is the case, then for every unit vector X and every
Y ∈ Rn,
RXY = λ0(‖X‖2Y − 〈Y,X〉X) +
∑p
α=1
∑mα
s=1
(λα − λ0)〈Jαs X,Y 〉Jαs X,
as the symmetric operators on the left-hand side and on the right-hand side have the same eigenvalues
and eigenspaces. So the Jacobi operator has the form (2), up to relabelling through: J1 = J
1
1 , J2 = J
1
2 ,
. . . , Jν = J
p
mp . The only remaining thing to check is that the operators J
α
s , J
β
q , with β 6= α anticommute,
which easily follows from the fact that for all unit vectors X, Jαs X ∈ Eλα(X) ⊥ Eλβ (X) ∋ Jβq X .
In the both cases (A) and (B) above, the proof will follow from the two Lemmas below.
First of all, as is immediate from Definition 3, shifting an algebraic curvature tensor with a Clifford
structure by a constant curvature tensor results in an algebraic curvature tensor, still having a Clifford
structure. So we can always assume that λ0, the eigenvalue with the highest multiplicity, is zero.
Next, for all the eigenvalues of multiplicity 1 or 2, we can find polynomial vectors spanning the
corresponding eigenspaces, with the properties similar to those of the JsX ’s:
Lemma 2. 1. Let R be an Osserman algebraic curvature tensor in Rn whose Jacobi operator has
k distinct eigenvalues, one of which is zero, and let λ 6= 0 be a simple eigenvalue. Then for every
X 6= 0, the eigenspace Eλ‖X‖2 (X) of RX is spanned by a vector P (X) all of whose components are odd
homogeneous polynomial of degree 2m+ 1 ≤ k − 1, and for all unit vectors X ∈ Rn,
〈P (X), X〉 = 0, ‖P (X)‖2 = 1, P (P (X)) = −X.
2. Let R be an Osserman algebraic curvature tensor in Rn whose Jacobi operator has k distinct
eigenvalues, one of which is zero, and let λ 6= 0 be an eigenvalue of multiplicity 2. Then for every
X 6= 0, the eigenspace Eλ‖X‖2(X) of RX is spanned by vectors U(X), V (X) all of whose components
are odd homogeneous polynomial of degree 2m+ 1 ≤ k − 1, and for all unit vectors X ∈ Rn,
〈U(X), X〉 = 〈U(X), X〉 = 〈U(X), V (X)〉 = 0, ‖U(X)‖2 = ‖V (X)‖2 = 1.
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Note that in the case when the degree of P (respectively, U, V ) is 1, the equations of Lemma 2 simply
mean that the corresponding linear operators in Rn are orthogonal, skew-symmetric and anticommute.
The reason we require the multiplicity to be less than or equal to two is topological: any 2-dimensional
plane bundle over the real projective space RPn of dimension n ≥ 3 is a sum of line bundles [10, 8],
which is no longer true for 3-dimensional bundles.
Case A. The Jacobi operator has three eigenvalues 0, λ1, λ2 of multiplicities 3, 1, 3, respectively. From
the first assertion of Lemma 2, the eigenspace Eλ1‖X‖2(X) is spanned by a homogeneous polynomial
vector P (X) of degree 1, that is, there exists an orthogonal skew-symmetric operator J such that
P (X) = JX and RXJX = λ1‖X‖2JX , for all X ∈ R8. Introduce an algebraic curvature tensor Rˆ by
Rˆ(X,Y )Z = R(X,Y )Z − λ13 (2〈JX, Y 〉JZ + 〈JZ, Y 〉JX − 〈JZ,X〉JY ).
Its Jacobi operator has the form RˆXY = RXY − λ1〈JX, Y 〉JX . For every unit vector X, RˆXJX = 0,
and the restrictions of RˆX and RX to (JX)
⊥ coincide, so the Jacobi operator RˆX has two eigenvalues,
λ2 and 0, with the eigenspaces Eˆλ2 (X) = Eλ2(X), of dimension 3, and Eˆ0(X) = Span(JX)⊕E0(X), of
dimension 4, respectively. It follows that the algebraic curvature tensor Rˆ is Osserman, with the Jacobi
operator having two eigenvalues. By Lemma 1, Rˆ has a Clifford structure which is a Cliff(3)-structure,
and so there exist anticommuting orthogonal skew-symmetric operators J1, J2, J3 in R
8 such that for
any unit vector X, Eˆλ2(X) = Span(J1X, J2X, J3X).
Hence R has a Clifford structure, as for any unit vector X, Eλ1(X) = Span(JX) and Eλ2 (X) =
Eˆλ2(X) = Span(J1X, J2X, J3X).
Case B. Let all the multiplicities m1, . . . ,mk−1 be 1 or 2. From Lemma 2 it follows that for every
X 6= 0, all the eigenspaces of the operator RX corresponding to the nonzero eigenvalues are spanned
by polynomial vectors. Label them through P1(X), . . . , Pν(X), ν = m1 + . . . + mk−1. The proof
of the Proposition is then completed with the following Lemma (the fact that the Ps(X)’s verify the
assumptions easily follows from Lemma 2).
Lemma 3. Let R be an Osserman algebraic curvature tensor in R8 whose Jacobi operator has ν ≤ 6
nonzero eigenvalues µ1, µ2, . . . , µν , counted with multiplicities. Assume that the multiplicity of each of
the µs’s is not greater than min{2, 7−ν}. Let P1(X), P2(X), . . . , Pν(X) be eigenvectors of RX such that
for every s = 1, . . . , ν, all the components of Ps(X) are homogeneous polynomials of odd degree ds, and
RXPs(X) = µs‖X‖2Ps(X), (3)
〈Ps(X), Pt(X)〉 = δst‖X‖2ds, 〈Ps(X), X〉 = 0, (4)
for all X ∈ R8 and all s, t = 1, . . . , ν, and additionally, in the case ν = 6,
Ps(Ps(X)) = −‖X‖d
2
s−1X (5)
for all X ∈ R8 and all s = 1, . . . , 6.
Then R has a Cliff(ν)-structure.
4 Proof of Lemma 2 and Lemma 3
In this Section, we give the proofs of Lemma 2 (Subsection 4.1)and Lemma 3 (Subsection 4.3). The
latter one will use some algebraic results from Subsection 4.2. Throughout this Section, for K = R
or C, K[X ] is the ring of polynomials in X = (x1, . . . , xn) (or in X = (x1, . . . , x8), depending on the
context) over K. The polynomial ‖X‖2 =∑j x2j is irreducible in K[X ] (for n ≥ 3), and K[X ] is a unique
factorization domains (UFD). We will say that a matrix (a vector) with entries from K[X ] is divisible
by ‖X‖2, if each of its entries is.
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4.1 Proof of Lemma 2
The first assertion of Lemma 2 follows from Lemma 2.1 of [12]. Here we prove the second one. Through-
out the proof, we will freely switch between operators and their matrices using the same notation. We
call a finite set of polynomials coprime, if their greatest common divisor is one.
Let λ0 = 0, λ1 = λ, λ2, . . . , λk−1 be the eigenvalues of the Jacobi operator.
For every X ∈ Rn, define a symmetric operator WX : Rn → Rn by WX = ρ−1RX
∏k−1
α=2(RX −
λα‖X‖2In), where ρ = λ
∏k−1
α=2(λ − λα). The operator WX is an orthogonal projection on the 2-
plane Eλ‖X‖2(X) followed by multiplication by ‖X‖2k−2, and the entries of its matrix are homogeneous
polynomials of even degree 2k − 2 of the coordinates x1, . . . , xn of vector X , so that
W 2X = ‖X‖2k−2WX , and rkWX = 2 when X 6= 0.
Let q(X) be the greatest common divisor of the entries of the matrixWX over R[X ]. Then q(X) divides
TrWX = 2‖X‖2k−2, and so q(X) = ‖X‖2k−2−2s for some s ≤ k − 1. Dividing WX by q(X) we get
a symmetric polynomial matrix SX whose entries are coprime homogeneous polynomials of degree 2s
satisfying
S2X = ‖X‖2sSX , rkSX = 2 when X 6= 0, (6)
and the two-dimensional ‖X‖2s-eigenspace of SX is Eλ‖X‖2(X).
Since for any unit vector X, Eλ(X) = Eλ(−X), the two-plane bundle Eλ over the unit sphere in Rn
descends to a two-plane bundle over RPn−1. Any such bundle is a sum of two line bundles when n ≥ 3
[10, 8], so we can choose two orthonormal vector fields s1(X), s2(X) spanning Eλ(X) for X ∈ Sn−1
which are odd with respect to the antipodal map.
Let s˜1, s˜2 be vector fields in R
n whose components are odd homogeneous polynomials of the same
degree and whose restrictions to Sn−1 are uniformly close to s1, s2, respectively. As the polynomial ma-
trix SX is a projection on the 2-plane Eλ(X/‖X‖) followed by multiplication by ‖X‖2s, the components
of vector fields
P1(X) = SX s˜1(X), P2(X) = SX s˜2(X)
are odd homogeneous polynomials of the same degree, with P1(X) and P2(X) pointwise linearly inde-
pendent on the sphere Sn−1 (and hence in Rn\0), and spanning Eλ‖X‖2(X). Replacing P1 by ‖P2‖2P1−
〈P1, P2〉P2, we can assume that for all X, P1(X) ⊥ P2(X). Dividing each of P1(X), P2(X) by the great-
est common divisor of its components, we get two homogeneous polynomial vectors P1(X), P2(X), each
with coprime components, and such that
〈P1(X), X〉 = 〈P2(X), X〉 = 〈P1(X), P2(X)〉 = 0, SXPi(X) = ‖X‖2sPi(X), (7)
for all X ∈ Rn, i = 1, 2. The polynomials a(X) = ‖P1(X)‖2 and b(X) = ‖P2(X)‖2 are nonzero
outside the origin in Rn, and both P1 and P2 are still odd, as from P1(X), P2(X) ⊥ X it follows that
the self-maps of Sn−1 defined by X → a(X)−1/2P1(X), X → b(X)−1/2P2(X) are homotopic to the
identity.
From (6) and (7), we get the following matrix equation:
(P1|P2)
(
a−1 0
0 b−1
)
(P1|P2)t = ‖X‖−2sSX ,
for all X 6= 0. Let a = a′c, b = b′c, with a′, b′ coprime polynomials. Then
‖X‖2sb′(X)P1(X)P1(X)t+ ‖X‖2sa′(X)P2(X)P2(X)t= a′(X)b′(X)c(X)SX ,
so the polynomial matrix ‖X‖2sb′(X)P1(X)P1(X)t is divisible by a′(X). Since a′ and b′ are coprime
and the components of P1(X) are coprime, ‖X‖2s must be divisible by a′(X), so that a′(X) = ‖X‖2m,
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for some m ≤ s. Similarly, b′(X) = ‖X‖2m′. Again, since a′ and b′ are coprime, no more than one of
the numbers m, m′ can be nonzero. Let say m′ = 0, that is, b′(X) = 1. Then
‖X‖2s−2mP1(X)P1(X)t + ‖X‖2sP2(X)P2(X)t = c(X)SX .
Since the polynomial ‖X‖2 is irreducible, and the entries of SX are coprime, c(X) = ‖X‖2s−2md(X) for
some polynomial d, and we come to
P1(X)P1(X)
t + ‖X‖2mP2(X)P2(X)t = d(X)SX .
The number m must be even. Indeed, both P1(X) and P2(X) are of odd degree, so the polynomials
a(X) = ‖P1(X)‖2 and b(X) = ‖P2(X)‖2 are of degree 2 mod 4. But a = a′c = ‖X‖2sd(X), b = c =
‖X‖2s−2md(X), so 2m is divisible by 4.
Then ‖X‖m is a polynomial and we can introduce polynomial vectors P = P1, Q = ‖X‖mP2 which
satisfy P (X)P (X)t +Q(X)Q(X)t = d(X)SX , and so for every Y ∈ Rn,
〈P (X), Y 〉2 + 〈Q(X), Y 〉2 = d(X)〈SXY, Y 〉. (8)
The components of P (X) are still coprime over R[X ], while the greatest common divisor of the
components of Q(X) is ‖X‖m. We want to find two polynomial vectors U(X), V (X) spanning the same
subspace as P (X), Q(X) (which is the eigenspace Eλ‖X‖2(X) of RX) and satisfying (8) with d(X) = 1.
Let r(Z) be an irreducible factor of d(Z) over C[Z]. Then either r(Z) is essentially real, that is,
r¯(Z) = r(Z) up to multiplication by a nonzero complex number, or d(Z) is also divisible by r¯(Z) (where
f¯ is defined by f¯(Z) = f(Z¯)). In both cases, (8) implies that for every Y ∈ Rn, the complex polynomial
〈P (Z) + iQ(Z), Y 〉〈P (Z) − iQ(Z), Y 〉 is divisible by r(Z) over C[Z] (the scalar product is Euclidean,
not Hermitian). Let say 〈P (Z) + iQ(Z), Y 〉 be divisible by r(Z), for all real Y , so that r(Z) divides
every component of the vector P (Z) + iQ(Z).
In the first case, since P¯ = P, Q¯ = Q, r¯ = r, the polynomial r(Z) also divides every component of
P (Z)− iQ(Z). Then every component of P (Z) is divisible by r(Z) over C[Z], and so every component
of P (X) is divisible by r(X) over R[X ]. This contradicts to the fact that the components of P are
coprime over R[X ].
In the second case, let F (Z) be a polynomial vector such that P (Z) + iQ(Z) = r(Z)F (Z). For real
Z = X , let r(X) = r1(X)+ ir2(X), F (X) = A(X)+ iB(X), with r1, r2 real polynomials, and A,B real
polynomial vectors. Then A = (Pr1 +Qr2)(r
2
1 + r
2
2)
−1, B = (−Pr2 +Qr1)(r21 + r22)−1, and so
A(X)A(X)t +B(X)B(X)t = (r1(X)
2 + r2(X)
2)−1(P (X)P (X)t +Q(X)Q(X)t)
= ((r1(X)
2 + r2(X)
2)−1d(X))SX .
Since d(Z) is divisible by irreducible polynomials r(Z) and r¯(Z) overC[Z], it is also divisible by r(Z)r¯(Z).
Then, over R[X ], the real polynomial d(X) is divisible by the real polynomial r(X)r¯(X) = r1(X)
2 +
r2(X)
2. Hence (r1(X)
2 + r2(X)
2)−1d(X) is a polynomial, of degree less than deg d(X).
Repeating this procedure, we finally come to two polynomial vectors, U(X) and V (X), such that
U(X)U(X)t + V (X)V (X)t = SX . (9)
It remains to check that U(X), V (X) is the sought pair of polynomial vectors.
Since by (6) rkSX = 2 for all X 6= 0, the vectors U(X), V (X) must be pointwise linearly indepen-
dent outside the origin. Substituting SX from (9) to (6) we get U(X)((‖U(X)‖2 − ‖X‖2s)U(X)t +
〈U(X), V (X)〉V (X)t)+V (X)((‖V (X)‖2−‖X‖2s)V (X)t+ 〈U(X), V (X)〉U(X)t) = 0 which implies, by
the linear independence of U(X) and V (X), that
‖U(X)‖2 = ‖V (X)‖2 = ‖X‖2s, 〈U(X), V (X)〉 = 0.
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It also follows from (9), that all the components of U(X) and V (X) are homogeneous polynomials of
degree s, and for X 6= 0, the vectors U(X), V (X) span Eλ‖X‖2(X). In particular, as Eλ‖X‖2(X) ⊥ X ,
〈U(X), X〉 = 〈V (X), X〉 = 0,
and so s = degU(X) = degV (X) is odd (otherwise the homotopy cos θX +sin θU(X) joins the identity
map of Sn−1 with the one of even topological degree). Finally, by construction of SX , s ≤ k − 1.
4.2 Two algebraic facts
Let for X = (x1, . . . , x8), (‖X‖2) be the ideal of R[X ] generated by ‖X‖2 =
∑
j x
2
j , and R =
R[X ]/(‖X‖2), with pi : R[X ] → R the natural projection. The field of fractions F of the ring R is
isomorphic to the field L7 = R(x1, . . . , x7,
√−d), where d = x21 + . . . + x27 (an isomorphism from L7 to
F is induced by the map (a+ b
√−d)/c→ (a+ bx8)/c, with a, b, c ∈ R[x1, . . . , x7], c 6= 0).
The level s(k) of a field k is the minimal number of elements c1, . . . , cm ∈ k such that c21+ c22+ . . .+
c2m = −1 [17]. If −1 is not a sum of squares in k, then s(k) =∞. By Pfister’s Theorem, the level of any
field is a power of 2, if finite.
We need the following two facts:
Fact 1 ([11]). The rings R and R⊗ C = C[X ]/(‖X‖2) are unique factorization domains (UFD’s).
Fact 2 ([17, Theorem 3.1.4]). The level of the field F (∼= L7) is 4.
Remark. Fact 2 is equivalent to the following: if a sum of squares of no more than four elements in R is
zero, than all the elements are zeros. Indeed, if a21 + . . .+ a
2
m = 0 for a1, . . . , am ∈ R, with m ≤ 4, and
say am 6= 0, then in F, (a1/am)2 + . . .+ (am−1/am)2 = −1 which is a contradiction, as m− 1 < 4.
Equivalently, if a sum of squares of no more than four real polynomials in eight variables x1, . . . , x8
is divisible by ‖X‖2, then each of them is. In the proof of Proposition 2 (Lemma 6), we will also use
a similar fact for polynomials in six variables: if a sum of squares of two real polynomials in x1, . . . , x6
is divisible by
∑6
i=1 x
2
i , then both are divisible by
∑6
i=1 x
2
i (this also follows from [17, Theorem 3.1.4]:
the level of the field L5 = R(x1, . . . , x5,
√
−(x21 + . . .+ x25) ) is 4).
In the proof of Lemma 3, we will use the following Lemma for polynomial matrices.
Lemma 4. Let A be an 8 × m polynomial matrix (with entries in R[X ]), and D be a real diagonal
m×m matrix with positive diagonal entries. Assume that ADAt is divisible by ‖X‖2. Then:
(i) If m ≤ 4, then A itself is divisible by ‖X‖2.
(ii) If m = 5, then there exist polynomial vectors U and Q of dimension 8 and 5, respectively, and an
8× 5 polynomial matrix B such that
A = UQt + ‖X‖2B, and the polynomial QtDQ = 〈DQ,Q〉 is divisible by ‖X‖2. (10)
Proof. Denote d1, . . . , dm > 0 the diagonal entries of the matrix D. Let a be an 8 × m matrix with
entries in R, such that ajs = pi(
√
dsAjs), s = 1, . . . ,m, j = 1, . . . , 8. Then by assumption, aa
t = 0
which implies that for any two rows ai, aj of the matrix a, ‖ai‖2 = ‖aj‖2 = 〈ai, aj〉 = 0 (where 〈·, ·〉
and ‖ · ‖2 in the free module Rm have an obvious meaning).
(i) If m ≤ 4, then, for every j, ‖aj‖2 is a sum of no more than four squares in R, and so the equation
‖aj‖2 = 0 implies aj = 0 by Fact 2.
(ii) Let m = 5. We have to find u ∈ R8, q ∈ R5 such that a = uqt (then automatically ‖q‖2 = 0,
unless a = 0, in which case there is nothing to prove).
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Without loss of generality, assume that a11 6= 0. Denote u1 the greatest common divisor of the
entries in the first row of a (R is a UFD by Fact 1), and let a1s = u1qs, s = 1, . . . , 5, with the qs’s
coprime (note that none of the qs’s is zero, because otherwise 0 = ‖a1‖2 is a sum of no more than four
squares, and so a1 = 0).
As for any two rows ai, aj ‖ai‖2 = ‖aj‖2 = 〈ai, aj〉 = 0, it follows that for all j = 2, . . . , 8, ‖a11aj−
aj1a1‖2 = 0 which is a sum of no more than four squares in R. So by Fact 2, a11aj = aj1a1, that is,
q1ajs = aj1qs for all j ≥ 2, s. As R is a UFD, there exist u2, . . . , u8 such that ajs = ujqs, for all j, s.
4.3 Proof of Lemma 3
Without loss of generality, we can assume that none of the polynomial vectors Ps(X) is divisible by
‖X‖2 (for every s, at least one of the components of Ps(X) is not divisible by ‖X‖2).
Let d = max{d1, . . . , dν}. Multiplying the vectors Ps(X), with ds < d, by an appropriate power
of ‖X‖2, we can assume that all the components of all the Ps’s have degree d, and at least one of the
Ps(X)’s is still not divisible by ‖X‖2.
We want to show that d = 1, that is, each Ps is a linear operator in R
8. Assume that d > 1 (recall
that all the ds’s are odd, and so is d).
Let A(X) be 8 × ν polynomial matrix whose columns are P1(X), . . . , Pν(X), and let Λ be ν × ν
constant diagonal matrix with diagonal entries µ1, . . . , µν . Then by (3) the symmetric 8 × 8 matrices
A(X)ΛA(X)t and ‖X‖2d−2RX have the same eigenspaces and eigenvalues for all X 6= 0, so
A(X)ΛA(X)t = ‖X‖2d−2RX , A(X)tA(X) = ‖X‖2dI8, (11)
(the second equation follows from (4)). Raising both sides of the first equation of (11) to the power
k < d and using the second one we get
A(X)ΛkA(X)t = ‖X‖2(d−k)RkX , k = 1, . . . , d− 1, (12)
so all the polynomial matrices A(X)ΛkA(X)t with k ≤ d − 1 are divisible by ‖X‖2. We are going to
prove that the matrix A(X) is itself divisible by ‖X‖2. This will lead to a contradiction with the fact
that at least one of the Ps(X)’s is not divisible by ‖X‖2.
Let ν ≤ 4. By (12), the matrix A(X)Λ2A(X)t is divisible by ‖X‖2, with Λ2 diagonal, positive
definite matrix. Then by Lemma 4(i), A(X) is divisible by ‖X‖2.
Let ν = 5. Without loss of generality, assume that the µs’s are labelled in such a way that µ
−1
1 ≤
µ−12 ≤ . . . ≤ µ−15 . Let m(= 1 or 2) be the multiplicity of µ1, and let A(X) =
(
A1 |A2
)
, where A1, A2
are submatrices of A(X) consisting of the first m, and the last 5 −m columns, respectively. Denote Λ˜
the (5 −m)× (5 −m) diagonal matrix whose diagonal entries are µm+1 − µ1, . . . , µ5 − µ1. Then from
(11) and (12), with k = 2, both matrices
µ1A1A
t
1 +A2Λ˜A
t
2, and µ
2
1A1A
t
1 +A2Λ˜
2At2 are divisible by ‖X‖2, (13)
and then, so is A2(Λ˜
2−µ1Λ˜)At2. By Lemma 4(i), this implies that A2 is divisible by ‖X‖2, as 5−m ≤ 4
and the diagonal matrix Λ˜2−µ1Λ˜ is definite: all its diagonal entries µ2s −µ1µs = µ2sµ1(µ−11 −µ−1s ) have
the same sign. Then µ1A1A
t
1 is divisible by ‖X‖2 by (13), and so is A1, again by Lemma 4(i).
Let now ν = 6. In this case, by the assumption, all the µs’s are distinct. We can assume that they
are labelled in such a way that µ−11 < µ
−1
2 < . . . < µ
−1
6 .
First consider the case d ≥ 5. Then by (12), all four polynomial matricesA(X)ΛkA(X)t, k = 1, 2, 3, 4
are divisible by ‖X‖2. Set f(t) = t(t− µ1)(t − µ2)(t − µ3), and denote Λ˜ = diag{f(µ4), f(µ5), f(µ6)}.
Note that all three diagonal entries f(µ4), f(µ5), f(µ6) of Λ˜ have the same sign. Let A(X) =
(
A1 |A2
)
,
where A1 and A2 consist of the first three and the last three columns of A(X), respectively. Then the
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matrix A(X)f(Λ)A(X)t = A2Λ˜A
t
2 is divisible by ‖X‖2, as f(Λ) is a linear combination of the Λk’s,
k = 1, 2, 3, 4. Lemma 4(i) implies that A2 is divisible by ‖X‖2. Then by (12) with k = 2, the matrix
A1 diag{µ24, µ25, µ26}At1 is also divisible by ‖X‖2, and so ‖X‖2 divides A1, as well.
Let now d = 3, so that all the entries of A(X) are homogeneous cubic polynomials. Let Aˆ be an 8×5
matrix obtained from A(X) by crossing out the last column. We can assume that Aˆ is not divisible by
‖X‖2, as otherwise from (11) it follows that A(X) is also divisible by ‖X‖2.
As µ−11 < µ
−1
2 < . . . < µ
−1
6 , all the numbers αs = µ
2
s−µsµ6 with s ≤ 5 have the same sign. So a 5×5
matrix Λ˜ = diag{α1, . . . , α5} is definite. By (12), the polynomial matrix A(X)(Λ2−µ1Λ)A(X)t = AˆΛ˜Aˆt
is divisible by ‖X‖2. Then by Lemma 4(ii), we can find polynomial vectors U and Q of dimension 8
and 5, respectively, and a polynomial matrix B, such that
Aˆ = UQt + ‖X‖2B, and (14)∑5
s=1
αsq
2
s is divisible by ‖X‖2, (15)
where Qt = (q1, . . . , q5). Note that none of the qs’s is divisible by ‖X‖2, because otherwise by
Lemma 4(i), the equation (15) implies that all of them are, and so Aˆ is divisible by ‖X‖2. More-
over, from (11),
AˆtAˆ = ‖X‖6I8, (16)
and, in particular, ∑8
j=1
u2s is divisible by ‖X‖2, (17)
We can choose, for every j and s, the components uj , qs of U,Q to be of the lowest possible degree in
the cosets uj +
(‖X‖2) and qs + (‖X‖2), respectively. Then for all s, qs 6= 0; some of the uj’s can
vanish, but not all of them, as otherwise Aˆ is divisible by ‖X‖2.
Let ls = deg qs and rj = deg uj for those j for which uj 6= 0. Then ls + rj ≤ 3, because otherwise
from (14) it will follow that the product of the highest degree terms of qs and uj is divisible by ‖X‖2,
and so we can decrease the degree of one of them. Also from (14), ls + rj ≥ 2, as the entries of the
matrix Aˆ − ‖X‖2B have no terms of degree lower than 2. If for some s, j, ls + rj = 2, then by (14)
qsuj = (Aˆ)js − ‖X‖2Bjs, and so qsuj is divisible by ‖X‖2, as deg(Aˆ)js = 3. Then uj is divisible by
‖X‖2 (as qs is not) which contradicts to the choice of uj.
So for all s and all j with uj 6= 0, ls+ rj = 3, hence ls = l, rj = r, and l+ r = 3. Note that by (15),
r ≥ 2, as a sum of squares of less than eight nonzero linear polynomials cannot be divisible by ‖X‖2.
Similarly, by (17), l ≥ 1, and if l = 1, then all the uj’s are non-zero. So, for all s, j, deg qs = 2, deg uj = 1.
As qsuj = (Aˆ)js − ‖X‖2Bjs, by (14), none of the qs, uj contain lower degree terms, that is, qs, uj are
homogeneous.
So there exists an 8× 8 real matrix V such that U = V X . It follows immediately from (17), that V
is proportional to an orthogonal matrix: V V t = βI8, β > 0 (if β = 0, then U = 0, and so Aˆ is divisible
by ‖X‖2).
Consider the polynomial vector P1(X), the first column of the matrix Aˆ. We have
P1(X) = 〈M1X,X〉V X + ‖X‖2B1(X), (18)
where M1 is the matrix of the quadratic form q1 and B1(X) is the first column of the matrix B(X).
Then the equation (5) implies
−X‖X‖8 = P1(P1(X)) = 〈M1P1(X), P1(X)〉V P1(X) + ‖P1(X)‖2B1(P1(X)).
But ‖P1(X)‖2 = ‖X‖6 by (4), so the vector 〈M1P1(X), P1(X)〉V P1(X) must be divisible by ‖X‖2. Sub-
stituting P1(X) from (18) we find that ‖X‖2 divides 〈M1X,X〉3〈M1V X, V X〉V 2X . Since the polynomial
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〈M1X,X〉(= q1) is not divisible by ‖X‖2, the vector 〈M1V X, V X〉V 2X must be divisible by ‖X‖2. As V
is a nonzero multiple of an orthogonal matrix, the matrix V 2 is nonzero, and so 〈M1V X, V X〉 = γ‖X‖2
for some γ ∈ R. Then V tM1V = γI8, so M1 = γβ−1I8, and q1 = 〈M1X,X〉 = γβ−1‖X‖2 which is a
contradiction.
Thus, all the entries of the matrix A(X) =
(
P1(X) | . . . |Pν(X)
)
are linear in X , so there exist
linear operators Js in R
8 such that Ps(X) = JsX, s = 1, . . . , ν. It easily follows from (4) that Js’s are
orthogonal, skew-symmetric, and anticommute. Also, by (11), for any X,Y ∈ R8,
RXY = A(X)ΛA(X)
tY =
(
J1X | . . . | JνX
)
diag{µ1, . . . , µν}
(
J1X | . . . | JνX
)t
Y =
ν∑
s=1
µs〈JsX,Y 〉JsX,
hence the algebraic curvature tensor R has a Cliff(ν)-structure.
5 Proof of Proposition 2
Let the curvature tensor R of the manifold M8 have a Clifford structure Cliff(ν), that is, there
exist ν fields of anticommuting skew-symmetric orthogonal operators J1, . . . , Jν , and the functions
λ0, λ1, . . . , λν (λi 6= λ0 for i > 0) such that for any three vectors X,Y, Z,
R(X,Y )Z = λ0(〈X,Z〉Y − 〈Y, Z〉X)
+
∑ν
i=1
1
3 (λi − λ0)(2〈JiX,Y 〉JiZ + 〈JiZ, Y 〉JiX − 〈JiZ,X〉JiY ) (19)
We work in a neighbourhood U of a generic point on M8, so that we assume both ν and the number of
pairwise nonequal λi’s to be locally constant. As M
8 is Einstein, and hence analytic, it is sufficient to
prove the Proposition for U only.
For ν ≤ 2 the proof follows from the results of [7, 12], so we will assume 3 ≤ ν ≤ 7. Also, by the
result of [13], we can assume that the Jacobi operator has at least three different eigenvalues.
To avoid considering too many cases, we start with the following Lemma.
Lemma 5. One of two possibilities can occur:
(a) There exist 7−ν skew-symmetric orthogonal operators Jν+1, . . . , J7 such the operators J1, . . . , J7
anticommute, J1J2 . . . J7 = I8, and the curvature tensor has the form
R(X,Y )Z =
∑7
i=1
λi
3 (2〈JiX,Y 〉JiZ + 〈JiZ, Y 〉JiX − 〈JiZ,X〉JiY ). (20)
Some of the λi’s can be equal, but up to relabelling, we can assume that λ4 6= λ5, λ6 6= λ7.
(b) ν = 3, J1J2 = J3, and the curvature tensor has the form
R(X,Y )Z = λ0(〈X,Z〉Y − 〈Y, Z〉X)
+
∑3
i=1
1
3 (λi − λ0)(2〈JiX,Y 〉JiZ + 〈JiZ, Y 〉JiX − 〈JiZ,X〉JiY ).
(21)
Note that manifolds with curvature tensor (21) were studied in [7, Theorem 7.1], but our assumption
is a little weaker: all the λi’s can be nonconstant.
Proof. Let Cl(ν) be a Clifford algebra on ν + 1 generators 1, x1, . . . , xν . Then the map ρ : Cl(ν)→ Rn
defined on generators by ρ(1) = In, ρ(xi) = Ji is a representation of Cl(ν) in R
n.
From the representation theory of Clifford algebras [1, 8, 9], we know that for ν = 4, 5, 6, there exists
a unique (up to equivalency) irreducible representation ρν of Cl(ν) which is a representation in R
8. The
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Clifford algebra Cl(7) has two inequivalent irreducible representations, both in R8. In fact, J1J2 . . . J7 =
ρ(x1x2 . . . x7) is always ±I8, and the choice of the sign determines one of two representations ρ±7 . Up
to equivalency, the representations ρ±7 can be chosen in such a way that the operators J˜i = ρ
±
7 (xi) are
orthogonal and skew-symmetric. Similarly, Cl(3) has two inequivalent irreducible representations ρ±3 ,
both in R4, differing by the sign of ρ±3 (x1x2x3) = ±I4.
First assume ν = 7. If J1 . . . J7 = −I8, replace J7 by −J7 (this does not change the form of the
curvature tensor). As for any nonzero X ∈ R8, the vectors X, J1X, . . . , J7X form an orthogonal basis,
with all the vectors of length ‖X‖, we have ‖X‖2Y − 〈X,Y 〉X = 〈JiX,Y 〉JiX , and so by polarization
〈X,Z〉Y − 〈Y, Z〉X = ∑7i=1 13 (2〈JiX,Y 〉JiZ + 〈JiZ, Y 〉JiX − 〈JiZ,X〉JiY ). Substituting this to (19),
we obtain (20).
Let now ν = 4, 5, 6. Then ρν is equivalent to a restriction of ρ
+
7 to the subalgebra Cl(ν) ⊂ Cl(7)
generated by 1, x1, . . . , xν . Denote J˜i = ρ
+
7 (xi) for i = 1, . . . , 7. Then there exist T ∈ GL(8) such
that Ji = T J˜iT
−1 for i = 1, . . . , ν. As both Ji and J˜i are skew-symmetric, we get Ji(TT
t) = (TT t)Ji,
and so every eigenspace of the symmetric operator TT t is an invariant subspace of ρν . Since ρν is
irreducible, TT t is proportional to the identity operator, and so we can assume that T ∈ O(8). Then for
i = ν+1, . . . , 7, the operators Ji = T J˜iT
−1 are skew-symmetric and orthogonal. The anticommutativity
of J1, . . . , J7 follows from that in Cl(7). Thus, the curvature tensor can be written in the form (19),
with the summation ranging up to 7, and with λi = λ0 for ν < i ≤ 7. We then proceed as in the case
ν = 7.
Finally, consider the case ν = 3. We have three inequivalent (reducible) representations of Cl(3)
in R8 depending on the symmetric operator S = J1J2J3: either S = ±I8, or it has two orthogonal
4-dimensional eigenspaces V± corresponding to eigenvalues ±1. The first case gives us the curvature
tensor of the form (21) (up to switching J3 to −J3, if S = I8). For the representation ρ in the second
case, consider the restriction of ρ+7 to the subalgebra Cl(3) ⊂ Cl(7) generated by 1, x1, x2, x3. Let
J˜i = ρ
+
7 (xi), i = 1, 2, 3. We get a representation of Cl(3) in R
8 which is equivalent to ρ, as J˜1J˜2J˜3 6= ±I8.
Then for some T ∈ GL(8), Ji = T J˜iT−1, and so Ji(TT t) = (TT t)Ji, i = 1, 2, 3. Hence the symmetric
positively defined operator TT t has two eigenvalues, α2±, with eigenspaces V±, respectively. Define an
operator T˜ by T˜|V± = α
−1
± T|V± . Then T˜ is orthogonal, and for i = 1, 2, 3, Ji = T˜ J˜iT˜
−1, as V± are the
invariant subspaces of J1, J2, J3. We then define Ji, 4 ≤ i ≤ 7 by Ji = T˜ ρ+7 (xi) T˜−1 and proceed as in
the case ν = 4, 5, 6.
The eigenvalues of the Jacobi operator of the curvature tensor (20) are λ1, . . . , λ7. As at least three
of them are pairwise nonequal, they can be relabelled to satisfy λ4 6= λ5, λ6 6= λ7 (this can be done by
an even permutation, not to violate the condition J1 . . . J7 = I8).
We are going to show that in each of the cases (a) and (b) of Lemma 5, the manifoldM8 is rank-one
symmetric.
5.1 Case (a)
In this case, the manifold carries a Hermitian almost octonion structure defined by the operators
J1, . . . , J7. The Cl(7)-module R
8 for the representation ρ+7 can be described in terms of the octo-
nion algebra O as follows. Let 1, e1, . . . , e7 be a fixed canonical basis of generators for O, so that
e2i = −1, eiej + ejei = 0, i 6= j (we will use the canonical basis with multiplication table given in [2,
Ch. 3G]). Then there exists an orthogonal map ψ : R8 → O such that for every i = 1, . . . , 7 and every
X ∈ R8, ψ(JiX) = ψ(X)ei.
Remark. Explicitly, one can construct ψ from the given Ji’s as follows: consider the set S of triples
(i, j, k) with eiej = ek, according to the multiplication table. Any two triples from S either contain
exactly one element in common, or can be obtained from one another by a cyclic permutation. Then
the operators {JiJjJk, (i, j, k) ∈ S} in R8 are orthogonal, symmetric and pairwise commute, hence they
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have the same set of eigenvectors. One can show that it is possible to chose a common eigenvector X0
whose eigenvalue is +1 for all the above operators. Then ψ is defined by ψ(X0) = 1, ψ(JiX
0) = ei.
With some abuse of language, we identify, by ψ, vectors from R8 with octonions, so that a vector
X ∈ R8 with coordinates (X0, X1, . . . , X7) is the same as the octonion X01 +X1e1 + . . . +X7e7. It is
convenient to introduce the following notation:
JuX :=
∑7
i=1
uiJiX = Xu,
for X ∈ R8 = O, u =∑7i=1 uiei ∈ O′ := 1⊥. We will also abbreviate Jei to Ji.
Throughout this Section we will use, without explicitly referring, the following identities (see [3,
Sec. 2] for details):
a∗ := 2〈a, 1〉1− a, (ab)∗ = b∗a∗, a∗∗ = a, aa∗ = ‖a‖21, ‖ab‖ = ‖a‖‖b‖,
〈a∗, b∗〉 = 〈a, b〉, 〈a, bc〉 = 〈b∗a, c〉 = 〈ac∗, b〉,
a(ab) = (a2)b, (ba)a = b(a2), a(a∗b) = (ba)a∗ = ‖a‖2b,
(ab∗)c+ (ac∗)b = 2〈b, c〉a, a(b∗c) + b(a∗c) = 2〈a, b〉c,
for any a, b, c ∈ O. Note that 1∗ = 1, e∗i = −ei. The algebra O is a division algebra, in particular, any
nonzero octonion is invertible, with a−1 = ‖a‖−2a∗.
We will also use bioctonions O⊗C, the algebra over the C with the same canonical basis of generator
as O. As all the above identities are polynomial, they still hold for bioctonions, with Euclidean scalar
product in C8, the underlying linear space of O⊗C. However, bioctonion algebra is no longer a division
algebra (for example, because it has zero-divisors: (i1 + e1)(i1 − e1) = 0).
The following Lemma will be in use later in the proof.
Lemma 6. Let e ⊥ 1 be a unit octonion, and let L, F : O→ O be (R-)linear operators satisfying
(Y e)L(Y ) = Y F (Y ) for all Y ∈ O. (22)
Then there exist a, b, p ∈ O such that
L(Y ) = 〈a, Y 〉 1 + 〈b, Y 〉 e + Y ∗p.
Proof. The set of linear operators L for which there exists F such that L, F satisfy (22) is a linear
subspace S ⊂ End(R8). For any p ∈ O, an operator L(Y ) = Y ∗p is in S, as (Y e)(Y ∗p) = 2〈Y e, Y 〉p−
Y ((Y e)∗p) = Y (−(Y e)∗p), and we can take F (Y ) = −(Y e)∗p.
So, given an operator L satisfying (22) with some F , we can replace it by an operator Lˆ defined
as Lˆ(Y ) = L(Y ) − Y ∗L(1), still satisfying (22) and having the property Lˆ(1) = 0. The operator Fˆ
corresponding to Lˆ by (22) must also vanish at Y = 1.
Denote L = (Span(1, e))⊥. Let u ∈ L be a nonzero octonion and t a real number. Substituting
Y = t1+u in (22) we get: (te+ue)Lˆ(u) = (t1+u)Fˆ(u), so Fˆ (u) = eLˆ(u) and (ue)Lˆ(u) = uFˆ (u), hence
(ue)Lˆ(u) = u(eLˆ(u)).
It follows that for all u ∈ L, u 6= 0, the octonion Lˆ(u) lies in an associative subalgebra of O generated
by u, e. This subalgebra is Span(1, e, u, ue) and is isomorphic to H. Then for some functions α, β, γ, δ :
L → R we have
Lˆ(u) = α(u)1 + β(u) e + γ(u)u+ δ(u)ue. (23)
The functions α(u) = 〈Lˆ(u), 1〉 and β(u) = 〈Lˆ(u), e〉 are linear, so there exist octonions aˆ, bˆ such that
α(u) = 〈aˆ, u〉, β(u) = 〈bˆ, u〉. We want to show that γ and δ are constants. Indeed, from (23) we
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get L˜(u) = γ(u)u + δ(u)ue, where L˜ is a linear operator defined by L˜(u) = Lˆ(u) − 〈aˆ, u〉1 − 〈bˆ, u〉e.
Then γ(u) = ‖u‖−2C(u), δ(u) = ‖u‖−2D(u), where C(u) = 〈L˜(u), u〉, D(u) = 〈L˜(u), ue〉 are quadratic
forms on L, and ‖u‖2L˜(u) = C(u)u +D(u)ue. Taking the squared norm of the both sides we obtain
‖u‖2‖L˜(u)‖2 = C2(u)+D2(u). As the sum of squares of polynomials C,D in six real variables is divisible
by ‖u‖2, each of them must be divisible by ‖u‖2 (see the Remark in Subsection 4.2). So γ = ‖u‖−2C(u)
and δ = ‖u‖−2D(u) are constants. Back to (23), we get
Lˆ(u) = 〈aˆ, u〉 1 + 〈bˆ, u〉 e+ γ u+ δ ue.
Then for an arbitrary Y ∈ O,
Lˆ(Y ) = Lˆ(〈Y, 1〉1 + 〈Y, e〉e+ (Y − 〈Y, 1〉1− 〈Y, e〉e))
= 〈Y, e〉Lˆ(e) + 〈aˆ, Y − 〈Y, 1〉1− 〈Y, e〉e〉1 + 〈bˆ, Y − 〈Y, 1〉1− 〈Y, e〉e〉e
+ γ(Y − 〈Y, 1〉1− 〈Y, e〉e) + δ(Y − 〈Y, 1〉1− 〈Y, e〉e)e
= 〈Y, e〉Lˆ(e) + 〈a, Y 〉1 + 〈b, Y 〉e + Y ∗p,
where a = aˆ− 〈aˆ, 1〉1− 〈aˆ, e〉e+ γ1+ δe, b = bˆ− 〈bˆ, 1〉1− 〈bˆ, e〉e− γe+ δ1, p = −γ1− δe. To finish the
proof, it remains to show that the octonion Lˆ(e) lies in Span(1, e). To see that, substitute the above
expression for Lˆ(Y ) to (22). Then
〈Y, e〉(Y e)Lˆ(e) = Y F˜ (Y ),
with a linear operator F˜ (Y ) = Fˆ (Y )− (〈a, Y 〉e− 〈b, Y 〉1− (Y e)∗p). Multiplying the above equation by
Y ∗ from the left we get 〈Y, e〉Y ∗((Y e)Lˆ(e)) = ‖Y ‖2F˜ (Y ), so the octonion Y ∗((Y e)Lˆ(e)) viewed as an
8-dimensional vector, polynomial in Y , is divisible by ‖Y ‖2. Then there exists an octonion f such that
Y ∗((Y e)Lˆ(e)) = ‖Y ‖2f which implies (Y e)Lˆ(e) = Y f , for all Y . If Y = 1, this gives f = eLˆ(e), and
so (Y e)Lˆ(e) = Y (eLˆ(e)). Therefore Lˆ(e) belongs to all associative subalgebras of O generated by e, Y ,
with Y an arbitrary octonion. This is only possible when Lˆ(e) ∈ Span(1, e).
In the next Lemma, we calculate covariant derivatives of the operators Ji, for later use in the second
Bianchi identity.
Lemma 7. There exist linear functionals Ai, Bij on R
8, i, j = 1, . . . , 7, with Bij = −Bji such that for
all U ∈ R8
∇UJi =
∑
j 6=i
Bij(U)Jj +
∑
j 6=i
Aj(U)JiJj =
∑
j
Bij(U)Jj + JiJA(U) +Ai(U)I8, (24)
where A : O→ O′ (= O ∩ 1⊥) is a linear operator defined by A(U) =∑j Aj(U)ej.
Proof. The operator ∇UJi depends linearly on U and is skew-symmetric. As the kernel of ρ+7 is the
ideal of Cl(7) generated by x1 . . . x7− 1, the 28 skew-symmetric operators {Jj, JjJk}, 1 ≤ j < k ≤ 7 are
linearly independent. In fact, they form a basis for o(8), the space of skew-symmetric operators in R8,
as dim o(8) = 28. So ∇UJi =
∑
j Bij(U)Jj +
∑
k,j Ci;kj(U)JkJj for some linear functionals Ci;kj , Bij ,
with Ci;kj = −Ci;jk.
As ∇U (J2i ) = 0, the operator Ji∇UJi is skew-symmetric, so its symmetric part −Bii(U)I8 +∑
k,j 6=i Ci;kj(U)JiJkJj vanishes. Acting by Ji from the left, we get a linear combination of Ji, JkJj which
is zero, therefore for all i and for all j, k 6= i, Bii = Ci;kj = 0 which gives ∇UJi =
∑
j 6=iBij(U)Jj +∑
j 6=i Ci;j(U)JiJj , where Ci;j = 2Ci;ij .
The equation ∇U (JiJs+JsJi) = 0 implies that the operator Ji∇UJs+Js∇UJi =
∑
j 6=sBsj(U)JiJj+∑
j 6=s Cs;j(U)JiJsJj+
∑
j 6=i Bij(U)JsJj+
∑
j 6=i Ci;j(U)JsJiJj is skew-symmetric, for all s 6= i. Extract-
ing the symmetric part we get: −(Bsi(U) + Bis(U))I8 +
∑
j 6=i,s(Cs;j(U) − Ci;j(U))JiJsJj = 0. So
Bsi(U) + Bis(U) = 0 and Ci;j(U) depends only on j for j 6= i. Denoting Ai(U) = Ci;j(U), j 6= i we
obtain (24).
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We will use the second Bianchi identity
(∇UR)(X,Y, Y,X) + (∇XR)(Y, U, Y,X) + (∇Y R)(U,X, Y,X) = 0. (25)
From (20), R(V, Z)V =
∑7
i=1 λi〈JiV, Z〉JiV , and so for any three vectors V, Z,W ,
(∇WR)(V, Z)V =
∑7
i=1
W (λi)〈JiV, Z〉JiV
+
∑7
i=1
λi(〈(∇WJi)V, Z〉JiV + 〈JiV, Z〉(∇WJi)V ).
(26)
Substituting this to (25) we obtain
∑7
i=1
(X(λi)〈JiY, U〉〈JiY,X〉+ Y (λi)〈JiU,X〉〈JiY,X〉 − U(λi)〈JiY,X〉2)
+
∑7
i=1
λi 〈JiY,X〉(2〈(∇UJi)X,Y 〉+ 〈(∇XJi)Y, U〉+ 〈(∇Y Ji)U,X〉)
−
∑7
i=1
λi (〈JiY, U〉〈(∇XJi)X,Y 〉+ 〈JiX,U〉〈(∇Y Ji)Y,X〉) = 0.
(27)
Lemma 8. The linear operator A introduced in Lemma 7 has the form
A(U) = U∗m− 〈U,m〉 1, for some m ∈ O. (28)
Proof. The equation (27) is a polynomial equation in 24 real variables, the coordinates of the vectors
X,Y, U . It must still hold if we allow X,Y, U to be complex and extend the operators Ji to C
8 by
complex linearity. Let Y ∈ C8 be a nonzero isotropic vector (bioctonion): ‖Y ‖2 = 0. Denote J Y =
Y (O ⊗ C) = SpanC(J1Y, . . . , J7Y ). The space J Y is isotropic: the scalar product of any two vectors
from J Y is zero. Choosing bioctonions X,U ∈ J Y , we get 〈JiY,X〉 = 〈JiY, U〉 = 0, for all i =
1, . . . 7. Substituting this to (27) we obtain
∑7
i=1 λi〈(∇Y Ji)Y,X〉〈JiX,U〉 = 0 which simplifies to∑7
i=1 λi〈JiJA(Y )Y,X〉〈JiX,U〉 = 0 by (24). So JA(Y )Y ⊥
∑7
i=1 λi〈JiX,U〉JiX for all X,U ∈ J Y .
From this and the fact that JA(Y )Y ∈ J Y ⊂ (J Y )⊥ we get:
JA(Y )Y ⊥ LY := J Y + SpanC
{∑7
i=1
λi〈JiX,U〉JiX, | X,U ∈ J Y
}
(29)
The linear space LY is at most 7-dimensional, as Y ⊥ LY . If we can produce at least one isotropic
vector Y such that dimLY = 7, then it will follow from (29) that for an open set of Y ’s on the
isotropic cone ‖Y ‖2 = 0, the vector JA(Y )Y is parallel to Y . As JA(Y )Y depends algebraically (in fact,
quadratically) of Y , we will have JA(Y )Y ‖ Y for all isotropic vectors Y .
Take Y = i1 + e1. Using the multiplication table of [2, Ch.3G] we find
J (i1 + e1) = SpanC(i1 + e1, ie2 + e3, ie4 + e5, ie6 − e7).
Evaluating the expression
∑7
i=1 λi〈JiX,U〉JiX with X = ie2+ e3, U = ie6− e7, with X = ie2+ e3, U =
ie4 + e5, and with X = ie4 + e5, U = ie2 + e3, we get, respectively, −2(λ4 − λ5)(ie6 + e7), 2(λ6 −
λ7)(−ie4 + e5), −2(λ6 − λ7)(ie2 − e3). As λ4 6= λ5, λ6 6= λ7 by the assumption (Lemma 5), the vectors
ie6 + e7, −ie4 + e5, ie2 − e3 lie in L(i1 + e1). It follows that
L(i1 + e1) ⊃ SpanC{i1 + e1, e2, e3, e4, e5, e6, e7},
and so dimL(i1 + e1) = 7.
From the above, JA(Y )Y ‖ Y for all Y with ‖Y ‖2 = 0. So for all i, j, the coordinates of the
vector JA(Y )Y viewed as complex polynomials of Y0, Y1, . . . , Y7 satisfy (JA(Y )Y )iYj = (JA(Y )Y )jYj
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mod
(‖Y ‖2). As the ring R⊗C = C[Y0, . . . , Y7]/(‖Y ‖2) is a UFD (Fact 1, Subsection 4.2), there exists
an element r ∈ R ⊗ C such that pi((JA(Y )Y )j) = rpi(Yj) for all j, with pi : C[Y0, . . . , Y7] → R ⊗ C the
natural projection. Lifting up, we find a polynomial function f ∈ pi−1(r) and a polynomial vector F
such that JA(Y )Y = f(Y )Y + ‖Y ‖2F (Y ) for all Y ∈ C8. As A(Y ) is a linear operator, the left-hand
side is a polynomial vector with all the components of degree 2. As the polynomial ‖Y ‖2 is irreducible,
we can choose f ∈ pi−1(r) to be linear, and F to be a constant. So there exist m, c ∈ O ⊗ C such that
for all Y ∈ O ⊗ C,
Y A(Y ) (= JA(Y )Y ) = 〈c, Y 〉Y + ‖Y ‖2m.
Multiplying by Y ∗ from the left and dividing through by ‖Y ‖2 we get A(Y ) = 〈c, Y 〉 1 + Y ∗m. Since
A(Y ) ⊥ 1, we must have 〈c, Y 〉+ 〈m,Y 〉 = 0, and so c = −m. Also, as A(Y ) is real (lies in O ⊂ O⊗C),
when Y is real, m has to be real, as well. So, for some m ∈ O,
A(Y ) = −〈m,Y 〉 1 + Y ∗m
Lemma 9. All the λk’s are constant:
∇λk = 0, for all k = 1, . . . , 7, (30)
and the operators Bij introduced in Lemma 7 satisfy
(λi − λj)Bij(Y ) = −(λi − λj)〈(mej)ei, Y 〉, j 6= i (31)
Proof. Substitute X = JkY = Y ek in (27). We have 〈JiY,X〉 = ‖Y ‖2δik, and the second sum is non-
zero only when i = k. Moreover, 〈(∇UJk)X,Y 〉 = −〈JkY, (∇UJk)Y 〉 = 0. Also, from (28), (24) we
get:
〈(∇XJk)Y, U〉+ 〈(∇Y Jk)U,X〉 =
∑
j
(Bkj(X)〈JjY, U〉 −Bkj(Y )〈JjX,U〉)
+ 〈JkJA(X)Y + 〈A(X), ek〉Y − JkJA(Y )X − 〈A(Y ), ek〉X,U〉
=
∑
j
(Bkj(X)〈Y ej, U〉 −Bkj(Y )〈Xej , U〉)
+ 〈(Y (X∗m)−X(Y ∗m))ek, U〉 − 2(〈X,m〉〈X,U〉+ 〈Y,m〉〈Y, U〉).
As (Y (X∗m) − X(Y ∗m))ek = 2(Y (X∗m))ek = −2(Y (X∗m))e∗k = −4〈X∗m, ek〉Y + 2Y ek(X∗m)∗ =
−4〈m,Xek〉Y + 2X(−X∗m+ 2〈X∗m, 1〉1) = 4(〈Y,m〉Y + 〈X,m〉X)− 2‖Y ‖2m, we find∑
i
λi 〈JiY,X〉(2〈(∇UJi)X,Y 〉+ 〈(∇XJi)Y, U〉+ 〈(∇Y Ji)U,X〉)
= λk‖Y ‖2
(∑
j
(Bkj(X)〈Y ej, U〉−Bkj(Y )〈Xej , U〉)−2‖Y ‖2〈m,U〉+2(〈X,m〉〈X,U〉+〈Y,m〉〈Y, U〉)
)
.
In a similar way, the third sum in (27) simplifies to
− ‖Y ‖2
∑
i
λi (−Bik(X)〈Y ei, U〉+Bik(Y )〈Xei, U〉+ 〈mei, Y 〉〈Y ei, U〉+ 〈mei, X〉〈Xei, U〉)
− λk‖Y ‖2(〈X,m〉〈X,U〉+ 〈Y,m〉〈Y, U〉).
Substituting all this to (27), dividing through by ‖Y ‖2 and observing that the equation is linear with
respect to U , we come to the following octonion equation:
X(λk)X + Y (λk)Y − ‖Y ‖2∇λk − 2λk‖Y ‖2m+ λk(〈X,m〉X + 〈Y,m〉Y )
−
∑
i
λi(〈mei, Y 〉Y ei + 〈mei, X〉Xei) +
∑
j
(λk − λj)(Bkj(X)Y ej −Bkj(Y )Xej) = 0,
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where X = Y ek. As 2‖Y ‖2m = ‖Y ‖2m + ‖X‖2m =
∑
i〈m,Y ei〉Y ei + 〈m,Y 〉Y +
∑
i〈m,Xei〉Xei +
〈m,X〉X = −∑i(〈mei, Y 〉Y ei + 〈mei, X〉Xei) + 〈m,Y 〉Y + 〈m,X〉X , we get
X(λk)X+Y (λk)Y −‖Y ‖2∇λk+
∑
j
(λk−λj)
(
(Bkj(X)+〈mej, Y 〉)Y ej+(−Bkj(Y )+〈mej , X〉)Xej
)
= 0.
As ‖Y ‖2∇λk = Y (Y ∗∇λk) and X = Y ek, the above equation can be written in the form
(Y ek)Lk(Y ) = Y Fk(Y ),
where, for every k = 1, . . . , 7, Lk and Fk are linear operators in O, with Lk(Y ) ⊥ 1, given by
Lk(Y ) =
∑
j
(λk − λj)(Bkj(Y ) + 〈(mej)ek, Y 〉)ej ,
Fk(Y ) = (Y ek)(λk)ek + Y (λk)1− Y ∗∇λk +
∑
j
(λk − λj)(Bkj(Y ek) + 〈mej, Y 〉)ej
(32)
Applying Lemma 6, we find Lk(Y ) = 〈ak, Y 〉1 + 〈bk, Y 〉ek + Y ∗pk, for some ak, bk, pk ∈ O. Since
Lk(Y ) ⊥ 1, we get ak = −pk, and so
Lk(Y ) = −〈pk, Y 〉1 + 〈bk, Y 〉ek + Y ∗pk, k = 1, . . . , 7. (33)
From (32), (33) we obtain, for j 6= k:
〈Lk(Y ), ej〉 = (λk − λj)(Bkj(Y ) + 〈(mej)ek, Y 〉) = −〈pkej , Y 〉
But the middle expression is symmetric with respect to j, k, as Bkj = −Bjk, so pkej = pjek, for all
j 6= k. It follows that pkek = −pjej , hence all the pk’s vanish. Again, from (32, 33) it follows that
〈Lk(Y ), ek〉 = 0 = 〈bk, Y 〉, so bk = 0, and therefore Lk(Y ) = 0. Then also Fk(Y ) = 0, and by (32) we
obtain
(λk − λj)Bkj(Y ) = −(λk − λj)〈(mej)ek, Y 〉, j 6= k
(Y ek)(λk)ek + Y (λk)1− Y ∗∇λk = 0.
The former equation proves (31), the latter one, after multiplying by Y from the left, implies that
∇λk lies in the two-dimensional space Span(Y, Y ek), for any nonzero Y ∈ O, and so ∇λk = 0 for all
k = 1, . . . , 7.
It now follows from (26) and (30) that for any X,Y ,
(∇XR)(X,Y )X =
∑
i
λi(〈(∇XJi)X,Y 〉JiX + 〈JiX,Y 〉(∇XJi)X).
As by (24, 28), (∇XJi)X =
∑
j Bij(X)JjX + ‖X‖2Jim− 〈X,m〉JiX + 〈m,JiX〉X , we get
(∇XR)(X,Y )X =
∑
i
λi
(
〈
∑
j
Bij(X)JjX + ‖X‖2Jim− 〈X,m〉JiX + 〈m,JiX〉X,Y 〉JiX
+〈JiX,Y 〉(
∑
j
Bij(X)JjX + ‖X‖2Jim− 〈X,m〉JiX + 〈m,JiX〉X)
)
=
∑
ij
(λi − λj)Bij(X)〈JjX,Y 〉JiX − 2〈X,m〉
∑
i
λi〈JiX,Y 〉JiX
+
∑
i
λi
(〈‖X‖2Jim+ 〈m,JiX〉X,Y 〉JiX + 〈JiX,Y 〉(‖X‖2Jim+ 〈m,JiX〉X)) .
(34)
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Now from (31)∑
ij
(λi − λj)Bij(X)〈JjX,Y 〉JiX = −
∑
ij
(λi − λj)〈(mej)ei, X〉〈JjX,Y 〉JiX
=
∑
ij
λj〈(mej)ei, X〉〈JjX,Y 〉JiX −
∑
ij
λi〈(mej)ei, X〉〈JjX,Y 〉JiX
= −
∑
i
〈∑
j
λj〈JjX,Y 〉Jjm,JiX
〉
JiX
−
∑
i
λi
(∑
j 6=i
〈Jim,JjX〉〈JjX,Y 〉 − 〈m,X〉〈JiX,Y 〉
)
JiX.
As
∑
i〈U, JiX〉JiX = ‖X‖2U − 〈U,X〉X,
∑
i〈U, JiX〉〈V, JiX〉 = ‖X‖2〈U, V 〉 − 〈U,X〉〈V,X〉, for any
U, V , the above expression simplifies to∑
ij
(λi − λj)Bij(X)〈JjX,Y 〉JiX = −‖X‖2
∑
j
λj〈JjX,Y 〉Jjm+
∑
j
λj〈JjX,Y 〉〈Jjm,X〉X
−
∑
i
λi(‖X‖2〈Jim,Y 〉 − 2〈m,X〉〈JiX,Y 〉 − 〈Jim,X〉〈Y,X〉)JiX.
Substituting to (34) we obtain
(∇XR)(X,Y )X = 0.
So ∇R = 0 and the manifold M8 is locally symmetric. The fact that M8 is rank-one symmetric follows
from [7, Lemma 2.3].
5.2 Case (b)
In this case, the manifold carries an almost hypercomplex Hermitian structure defined by the operators
J1, J2, J3, with J1J2 = J3, and with the curvature tensor given by (21).
The second Bianchi identity (∇UR)(X,Y, Y,X)+ (∇XR)(Y, U, Y,X)+ (∇YR)(U,X, Y,X) = 0 takes
the form
U(λ0)(〈X,Y 〉2 − ‖X‖2‖Y ‖2)
+X(λ0)(‖Y ‖2〈U,X〉 − 〈U, Y 〉〈X,Y 〉) + Y (λ0)(‖X‖2〈U, Y 〉 − 〈U,X〉〈X,Y 〉)
+
∑3
i=1
(X(λi − λ0)〈JiY, U〉〈JiY,X〉+ Y (λi − λ0)〈JiU,X〉〈JiY,X〉 − U(λi − λ0)〈JiY,X〉2)
+
∑3
i=1
(λi − λ0)
(
(2〈(∇UJi)X,Y 〉+ 〈(∇XJi)Y, U〉+ 〈(∇Y Ji)U,X〉)〈JiY,X〉
− 〈JiY, U〉〈(∇XJi)X,Y 〉 − 〈JiX,U〉〈(∇Y Ji)Y,X〉
)
= 0.
(35)
For a nonzero vector Y , let LY = Span(Y, J1Y, J2Y, J3Y ). Note that L(JiY ) = LY , and that if
X ⊥ LY , then also LX ⊥ LY .
Taking U,X ⊥ LY , with J1X = U , in (35) we obtain
‖Y ‖2U(λ0)− (λ1 − λ0)〈(∇Y J1)Y, J1U〉 = 0 for all U, Y with U ⊥ LY . (36)
On the other hand, taking X = J1Y, U ⊥ LY = LX in (35) gives
‖Y ‖2U(λ1)− (λ1 − λ0)(2〈(∇UJ1)X,Y 〉+ 〈(∇XJ1)Y, U〉+ 〈(∇Y J1)U,X〉) = 0. (37)
Using (36) and the fact that the operator J1 is orthogonal and skew-symmetric we get:
〈(∇UJ1)X,Y 〉 = −〈(∇UJ1)Y, J1Y 〉 = 0,
(λ1 − λ0)〈(∇Y J1)U,X〉 = −(λ1 − λ0)〈U, (∇Y J1)J1Y 〉 = −(λ1 − λ0)〈J1U, (∇Y J1)Y 〉 = −‖Y ‖2U(λ0),
(λ1 − λ0)〈(∇XJ1)Y, U〉 = −(λ1 − λ0)〈U, (∇XJ1)J1X〉 = −‖X‖2U(λ0) = −‖Y ‖2U(λ0),
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so (37) takes the form U(λ1 + 2λ0) = 0. Then λ1 + 2λ0 = c1, a constant. Similarly, λ2 + 2λ0 = c2,
λ3 + 2λ0 = c3 for some constants c2, c3.
The manifold M8 is pointwise Osserman, hence Einstein, so λ1+λ2+λ3+4λ0 = C, a constant (the
scalar curvature). Then λ0 = (c1 + c2 + c3 − C)/2 is constant, and the claim follows from [7, Theorem
7.1].
Remark. The above computation similarly works for 4-dimensional pointwise Osserman manifolds with
Cliff(1)-structure, including “generalized complex space forms” [15]. However, the equation λ1 +2λ0 =
const gives nothing new: it is just the condition of constancy of the scalar curvature.
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