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RESUMO
Este trabalho apresenta resultados teo´ricos e pra´ticos sobre indicadores de
erro equilibrados para funcional de interesse na aproximac¸a˜o de problemas
elı´pticos lineares e parabo´licos lineares e na˜o-lineares pelo me´todo de Ga-
lerkin descontı´nuo. A introduc¸a˜o dos fluxos equilibrados na representac¸a˜o
do erro no funcional de interesse permite melhorar a qualidade do indicador
de erro que e´ um primeiro resultado importante deste trabalho (no caso pa-
rabo´lico). A segunda contribuic¸a˜o do trabalho e´ a aproximac¸a˜o da soluc¸a˜o
do problema dual, que faz parte da representac¸a˜o do erro, pelo me´todo de
Galerkin descontı´nuo de ordem mais alta que o me´todo primal. Neste caso,
o indicador de erro torna-se assintoticamente exato. A construc¸a˜o de indi-
cadores de erro em funcional de interesse para o me´todo de Galerkin des-
contı´nuo no tempo e no espac¸o para problemas parabo´licos lineares e na˜o-
lineares e´ a terceira contribuic¸a˜o deste trabalho. Todas as te´cnicas acima
mencionadas usam recuperac¸a˜o equilibrada de fluxo discreto em espac¸o de
Raviart-Thomas. A reconstruc¸a˜o de fluxo equilibrado numa base especı´fica
em espac¸os de Raviart-Thomas de alta ordem e´ mais uma contribuic¸a˜o im-
portante. Resultados nume´ricos sa˜o apresentados no decorrer do trabalho
para demonstrar a eficieˆncia dos me´todos apresentados. Os indicadores de
erro tambe´m sa˜o utilizados para adaptac¸a˜o meta orientada em va´rios testes
nume´ricos.
Palavras-chave: Me´todos de elementos finitos de Galerkin descontı´nuo. Espa-
c¸os de Raviart-Thomas de alta ordem. Problemas elı´pticos. Problemas pa-
rabo´licos na˜o-lineares. Indicadores de erro em funcional de interesse.

ABSTRACT
This thesis presents theoretical and practical results on equilibrated error
indicators for functional of interest in the approximation of linear elliptic
problems and linear and non-linear parabolic problems by the discontinuous
Galerkin method. The introduction of the equilibrated fluxes in the represen-
tation of the error in the functional of interest allows to improve the quality of
the error indicator that is a first important result of this work (in the parabolic
case). The second contribution of the work is the approximation of the so-
lution to the dual problem, which enters in the representation of error, by
the discontinuous Galerkin method of order higher that of primal method. In
this case, the error indicator becomes asymptotically exact. The construction
of error indicators for functional of interest for the discontinuous Galerkin
method in time and space for linear and nonlinear parabolic problems is the
third contribution of this work. All of the above techniques use equilibrated
reconstruction of discrete flux in Raviart-Thomas space. Equilibrated flux
reconstruction on a specific basis in high-order Raviart-Thomas spaces is an-
other important contribution. Numerical results are presented in the course of
the work to demonstrate the efficiency of the developed methods. Error in-
dicators are also used for goal oriented mesh adaptation in various numerical
experiments.
Keywords: Discontinuous Galerkin finite element methods. High order Raviart-
Thomas spaces. Elliptic problems. Nonlinear parabolic problems. Error in-
dicators for functional of interest.
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1 INTRODUC¸A˜O
Uma grande variedade de me´todos nume´ricos foi desenvolvida nas
u´ltimas de´cadas para resolver sistemas de equac¸o˜es em derivadas parciais
(EDP) na˜o-lineares em domı´nios computacionais de alta dimensa˜o e geome-
tria complicada.
A simulac¸a˜o de processos reais de cieˆncia e engenharia leva a neces-
sidade de resolver problemas discretos de grande porte em tempo real com
uma toleraˆncia admissı´vel de erro. Entretanto, a limitac¸a˜o dos recursos com-
putacionais, no caso de problemas de grande porte, implica na necessidade de
resolver o problema com erro mı´nimo permitido pelo sistema computacional
disponı´vel.
Visando este objetivo, recentemente foi desenvolvida uma se´rie de
me´todos nume´ricos adaptativos que permitem encontrar uma aproximac¸a˜o
discreta para a soluc¸a˜o de um problema contı´nuo dentro de uma toleraˆncia
dada com o mı´nimo de esforc¸o computacional.
No caso de me´todos de elementos finitos, os paraˆmetros da discretiza-
c¸a˜o sa˜o o diaˆmetro dos elementos da malha e o grau dos polinoˆmios locais
em cada elemento. Neste caso, a estrate´gia dos me´todos adaptativos pode
ser considerada como um problema na˜o-linear de otimizac¸a˜o com restric¸o˜es:
encontre uma malha computacional e as ordens de aproximac¸a˜o dentro de
cada elemento que satisfazem a restric¸a˜o sobre o erro de aproximac¸a˜o e mi-
nimizam o esforc¸o computacional. Este problema resolve-se por iterac¸o˜es
usando algoritmos adaptativos. Em cada iterac¸a˜o a malha computacional e´
modificada no espac¸o (h-adaptac¸a˜o), a ordem de aproximac¸a˜o e´ modificada
(p-adaptac¸a˜o) ou ambas as modificac¸o˜es sa˜o realizadas (hp-adaptac¸a˜o).
A estrate´gia de modificac¸a˜o e´ baseada em estimativas a priori que ofe-
recem uma aproximac¸a˜o para o erro nume´rico do me´todo. Estimativas deste
tipo sa˜o desenvolvidas para aproximac¸a˜o de erro de discretizac¸a˜o na norma
energia em todo o domı´nio computacional. Uma revisa˜o detalhada da teoria
das estimativas a posteriori pode ser encontrada nos trabalhos de [1, 2].
Em va´rios problemas pra´ticos de engenharia e cieˆncia, a informac¸a˜o
principal sobre o comportamento do processo modelado por um sistema de
EDP e´ acessı´vel por meio de funcionais de interesse definidos sobre a soluc¸a˜o
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aproximada. Na engenharia de petro´leo, por exemplo, o funcional de inte-
resse pode ser considerado a saturac¸a˜o de petro´leo na vizinhanc¸a do poc¸o
produtor, [3, 4]. Outro exemplo cla´ssico e´ o ca´lculo de paraˆmetros aero-
dinaˆmicos tais como o coeficiente de arrasto, na dinaˆmica de fluidos compu-
tacional, [5].
Recentemente desenvolveram-se estimativas de erro orientadas ao fun-
cional de interesse, que estimam o erro em quantidades individuais de inte-
resse usando te´cnicas de dualidade e resolvem com precisa˜o esta quantidade.
A chave para estimar o erro em tais quantidades e´ a formulac¸a˜o de um pro-
blema auxiliar, que e´ o problema dual para o problema considerado, e filtra
as informac¸o˜es necessa´rias para uma estimativa precisa do erro na quantidade
de interesse, [6].
Va´rias estrate´gias para estimativa de erro em funcional de interesse fo-
ram propostas no caso de problemas elı´pticos: as estimativas de erro baseadas
na norma de energia dos erros nas soluc¸o˜es primal e dual [7], me´todo DWR
(dual-weighted residual) de ponderac¸a˜o residual dual [4], estimativas basea-
das no me´todo de recuperac¸a˜o de gradiente [8], entre outras. A abordagem
geral para obter estimativas de erro em funcional de interesse consiste, por
um lado, em derivar uma representac¸a˜o do erro envolvendo a soluc¸a˜o primal
e a soluc¸a˜o dual exata e, por outro lado, na construc¸a˜o de uma aproximac¸a˜o
suficientemente precisa da soluc¸a˜o dual a fim de obter uma estimativa de erro
totalmente computa´vel e confia´vel. No caso do me´todo DWR a representac¸a˜o
do erro e´ composta pelo resı´duo no elemento na forma forte e integrais nas
arestas da malha que incluem o salto do fluxo difusivo. Uma representac¸a˜o
do erro deste tipo na˜o e´ robusta na norma energia com relac¸a˜o a ordem
de aproximac¸a˜o no me´todo de elementos finitos como foi demonstrado em
[9, 10]. Tendo isso em mente, neste trabalho introduziu-se um fluxo equili-
brado reconstruı´do do fluxo total discreto da soluc¸a˜o nume´rica do problema
em espac¸os de Raviart-Thomas na representac¸a˜o do erro. Desta maneira, a es-
trutura do resı´duo no elemento foi melhorada e as integrais nas arestas da ma-
lha foram eliminadas devido a continuidade da componente normal do fluxo
em espac¸os de Raviart-Thomas. Vale mencionar tambe´m que as estimativas
na norma energia, que usam a te´cnica de fluxos equilibrados, sa˜o robustas re-
lativamente a ordem de aproximac¸a˜o polinomial([11, 10, 12, 13, 14, 15, 16]).
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O ı´ndice de eficieˆncia do indicador de erro (a raza˜o entre o indicador
de erro e o erro exato) no funcional de interesse depende significativamente
da escolha da aproximac¸a˜o da soluc¸a˜o exata do problema dual no espac¸o
mais rico que o espac¸o do problema primal. Caso esta aproximac¸a˜o seja bem
acurada, pode-se esperar que o ı´ndice seja pro´ximo de um. Na pra´tica de
elementos finitos, o problema dual e´ resolvido no mesmo espac¸o que o pro-
blema primal e depois a soluc¸a˜o aproximada e´ elevada para um espac¸o mais
rico usando uma te´cnica de suavizac¸a˜o. Mas, se o problema dual e´ resolvido
no espac¸o mais rico, o ı´ndice de eficieˆncia e´ assintoticamente exato, isto e´,
tende para um quando a malha e´ refinada e/ou a aproximac¸a˜o polinomial e´
aumentada [16]. Portanto, neste trabalho usamos esta te´cnica na construc¸a˜o
de indicadores de erro para os problemas elı´pticos e parabo´licos.
Como mencionado acima, a reconstruc¸a˜o de fluxo equilibrado em
espac¸o de Raviart-Thomas tem sido intensamente utilizada, tanto na teo-
ria quanto na pra´tica, nos me´todos de elementos finitos como ferramenta
para a construc¸a˜o de estimativas de erro na norma energia que sejam total-
mente computa´veis, eficientes e confia´veis. Uma importante aplicac¸a˜o da
recuperac¸a˜o de fluxo e´ a recuperac¸a˜o da velocidade na equac¸a˜o de Darcy a
partir da soluc¸a˜o do me´todo de Galerkin descontı´nuo que, por sua vez, apa-
rece no estudo de fluidos multifa´sicos em meios porosos, ver [17, 18].
Devido as propriedades conservativas, o me´todo de Galerkin descontı´-
nuo permite a reconstruc¸a˜o do fluxo nos espac¸os de Raviart-Thomas atrave´s
da prescric¸a˜o dos momentos como graus de liberdade do espac¸o no elemento,
ver [19]. Mesmo assim, este processo pode exigir um grande esforc¸o compu-
tacional para os espac¸os de Raviart-Thomas de alta ordem. Neste contexto,
apresentamos uma base para os espac¸os de Raviart-Thomas, ver [20]. Poste-
riormente, obtemos a reconstruc¸a˜o de fluxo e, com isso, calculamos as esti-
mativas de erro a posteriori. Para demonstrar o potencial do me´todo, usamos
estas estimativas para refinar adaptativamente a malha.
O trabalho e´ organizado da seguinte maneira. No capı´tulo 2, sa˜o bre-
vemente apresentados os conceitos teo´ricos ba´sicos sobre os espac¸os de fun-
cionais e elementos da teoria abstrata para problemas elı´pticos nos casos de
difusa˜o pura e equac¸a˜o de advecc¸a˜o-difusa˜o-reac¸a˜o. Ainda no capı´tulo 2, in-
troduzimos o me´todo de Galerkin descontı´nuo para as discretizac¸o˜es destes
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problemas e apresentamos os principais resultados teo´ricos sobre estimativas
de erro a priori. No capı´tulo 3, discutimos te´cnicas de estimativas a posteri-
ori na norma energia e no funcional de meta. Aqui, tambe´m desenvolvemos
o ingrediente principal para a implementac¸a˜o pra´tica destas estimativas - a
te´cnica de reconstruc¸a˜o de fluxos equilibrados em espac¸os de Raviart-Thomas
de alta ordem da soluc¸a˜o aproximada do me´todo de Galerkin descontı´nuo.
No capı´tulo 4, apresentamos os problemas parabo´licos e sua formulac¸a˜o pelo
me´todo de Galerkin descontı´nuo no tempo e no espac¸o. No capı´tulo 5, dedu-
zimos a representac¸a˜o do erro a posteriori no funcional de meta para o me´todo
de Galerkin descontı´nuo no tempo e no espac¸o para problemas parabo´licos.
Ale´m disso, tratamos da estrate´gia de adaptac¸a˜o dinaˆmica de malha utilizando
os indicadores de erro apresentados. No capı´tulo 6, apresentamos primeira-
mente o me´todo de Newton para as equac¸o˜es parabo´licas na˜o-lineares. Em
seguida, tratamos da teoria de estimativa de erro a posteriori em funcional
de interesse em tempo e espac¸o para o me´todo de Galerkin descontı´nuo para
os problemas parabo´licos na˜o-lineares e, por fim, deduzimos a representac¸a˜o
do erro na aproximac¸a˜o de funcional de interesse. Ao final dos capı´tulos 3,
5 e 6 sa˜o apresentados resultados nume´ricos para comprovar a efica´cia dos
me´todos estudados. As implementac¸o˜es feitas fazem uso das rotinas apresen-
tadas em [21], principalmente no que diz respeito aos algoritmos de refina-
mento desrefinamento das malhas.
Parte dos resultados obtidos neste trabalho foram apresentados no In-
ternational Conference on Spectral and High Order Methods (ICOSAHOM
- 2016) e publicados na se´rie Lecture Notes in Computational Science and
Engineering, ver [20].
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2 ME´TODO DE GALERKIN DESCONTI´NUO PARA PROBLEMAS
ELI´PTICOS
Neste capı´tulo trataremos dos problemas elı´pticos do tipo difusa˜o puro
e do problema de advecc¸a˜o-difusa˜o-reac¸a˜o. Primeiramente, apresentamos as
principais ferramentas para o estudo desses problemas e, em seguida, apre-
sentamos as suas formulac¸o˜es discretas atrave´s do me´todo de Galerkin des-
contı´nuo com penalizac¸a˜o interior. Tambe´m sera˜o apresentadas estimativas a
priori para essas aproximac¸o˜es.
2.1 INTRODUC¸A˜O
2.1.1 Espac¸os funcionais
Sejam X e Y dois espac¸os de Banach equipados com as normas ‖ · ‖X
e ‖ · ‖Y , respectivamente, e assuma Y reflexivo. Denotamos por L (X ,Y ) o
espac¸o vetorial gerado pelos operadores lineares limitados de X em Y.
Considere o problema modelo linear abstrato:
Encontrar u ∈ X tal que a(u,w) = 〈 f ,w〉Y ′,Y , ∀ w ∈ Y, (2.1)
em que a ∈L (X ×Y,R) e´ uma forma bilinear limitada, f ∈ Y ′ =L (Y,R) e´
uma forma linear limitada e 〈·, ·〉Y ′,Y denota a relac¸a˜o de dualidade entre Y ′ e
Y . Ou ainda, definindo o operador linear limitado A ∈L (X ,Y ′) tal que
〈Av,w〉Y ′,Y = a(v,w), ∀ (v,w) ∈ X×Y,
podemos reescrever o problema (2.1) como
Encontrar u ∈ X tal que Au = f em Y ′. (2.2)
O problema (2.2) e´ dito bem posto se, ∀ f ∈ Y ′, admite uma e apenas
uma soluc¸a˜o u ∈ X e existe uma constante C > 0 tal que
‖u‖X ≤C‖ f‖Y ′ .
Ainda, neste caso, o problema (2.2) e´ bem posto se A e´ um isomor-
fismo (veja [22]). De fato, em espac¸os de Banach, se A ∈ L (X ,Y ′) e´ um
24 Capı´tulo 2. Me´todo de Galerkin descontı´nuo para problemas elı´pticos
isomorfismo, enta˜o A−1 e´ limitado e ‖A−1‖L (Y ′,X) ≤ C. Disso segue que a
soluc¸a˜o u ∈ X satisfaz a estimativa a priori
‖u‖X = ‖A−1 f‖X ≤C‖ f‖Y ′ .
O teorema a seguir oferece uma condic¸a˜o necessa´ria e suficiente para que o
problema (2.1) seja bem posto.
Teorema 2.1 (Banach-Necas-Babuska (BNB)) Sejam X um espac¸o de Ba-
nach e Y um espac¸o de Banach reflexivo. Sejam a ∈L (X ×Y,R) e f ∈ Y ′.
Enta˜o, o problema (2.1) e´ bem posto se, e somente se,
i) Existe uma constante C > 0 tal que, ∀ v ∈ X,
C‖v‖X ≤ sup
w∈Y\{0}
a(v,w)
‖w‖Y ,
ii) ∀ w ∈ Y , vale a implicac¸a˜o
∀ v ∈ X tal que a(v,w) = 0 ⇒ w = 0.
Ale´m disso, a seguinte estimativa a priori e´ va´lida:
‖u‖X ≤ 1C‖ f‖Y ′ .
Demonstrac¸a˜o: Veja [22]. 
Um conceito importante quando falamos sobre existeˆncia e unicidade
de soluc¸a˜o para problemas elı´pticos e´ a coersividade.
Definic¸a˜o 2.1 Sejam X um espac¸o de Hilbert e a ∈L (X ×X ,R). Dizemos
que a forma bilinear a e´ coersiva em X se existe uma constante C > 0 tal que
C‖v‖2X ≤ a(v,v), ∀ v ∈ X .
Analogamente, dizemos que o operador linear limitado A ∈ L (X ,X ′) defi-
nido por
〈Av,w〉X ′,X = a(v,w), ∀ (v,w) ∈ X×X ,
e´ coersivo se existe C > 0 tal que
C‖v‖2X ≤ 〈Av,v〉X ′,X , ∀ v ∈ X .
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O resultado a seguir garante que o problema (2.1) seja bem posto,
neste caso X e´ um espac¸o de Hilbert e Y = X .
Lema 2.1 (Lax-Milgram) Sejam X um espac¸o de Hilbert, a ∈L (X×X ,R)
e f ∈ X ′. Enta˜o, se a forma bilinear a e´ coersiva em X, o problema (2.1)
e´ bem posto. Equivalentemente, se o operador A ∈L (X ,X ′) e´ coersivo, o
problema (2.2) e´ bem posto. Ale´m disso, vale a seguinte estimativa a priori:
‖u‖X ≤ 1C‖ f‖X ′ .
Demonstrac¸a˜o: Veja [22].

A seguir apresentamos as definic¸o˜es e resultados iniciais sobre duas
classes de espac¸os importantes na teoria dos problemas elı´pticos e dos me´todos
de elementos finitos, os espac¸os Lp(Ω) e Hm(Ω). Mas, antes disso, precisa-
mos da definic¸a˜o a seguir.
Definic¸a˜o 2.2 Chamamos de domı´nio um conjunto aberto Ω ⊂ Rd , d ≥ 1,
que e´ limitado, conexo e tem fronteira ∂Ω Lipschitz.
Definic¸a˜o 2.3 Sejam Ω um domı´nio e p um nu´mero real positivo. Definimos
o espac¸o Lp(Ω) como o conjunto das func¸o˜es mensura´veis u em Ω para as
quais ∫
Ω
|u|pdx < ∞.
Definimos tambe´m a norma de v ∈ Lp(Ω) como
‖v‖Lp(Ω) =
(∫
Ω
|v|p
)1/p
, 1≤ p < ∞
‖v‖L∞(Ω) = supess{|v(x)| para quase todo x ∈Ω}.
Para maiores detalhes sobre os espac¸os Lp(Ω), veja [23, 24, 25].
Como e´ sabido, os espac¸os Lp(Ω), munidos da norma ‖ · ‖Lp(Ω) sa˜o
espac¸os de Banach. Em particular, para p = 2, L2(Ω) e´ um espac¸o de Hilbert
quando equipado com o produto interno
(v,w)L2(Ω) =
∫
Ω
vw.
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A proposic¸a˜o a seguir e´ um resultado cla´ssico da teoria dos espac¸os
Lp(Ω) e um caso particular da desiguadade de Ho¨lder. A demonstrac¸a˜o pode
ser encontrada em [23].
Proposic¸a˜o 2.1 (Desigualdade de Cauchy-Schwarz) Se v,w∈ L2(Ω) enta˜o
vale que vw ∈ L1(Ω) e ∫
Ω
|vw| ≤ ‖v‖L2(Ω)‖w‖L2(Ω).
Definic¸a˜o 2.4 Dado Ω um domı´nio e dados m ≥ 0 um inteiro e 1 ≤ p ≤ ∞
um nu´mero real, definimos o espac¸o de Sobolev
W m,p(Ω) = {v ∈ Lp(Ω) / ∂αv ∈ Lp(Ω), ∀ |α| ≤ m} ,
em que α = (α1, . . . ,αn) e´ um multi-ı´ndice com |α|= α1+ · · ·+αn e ∂α , no
sentido de distribuic¸o˜es, e´ definido por∫
Ω
∂αv w = (−1)|α|
∫
Ω
v ∂αw, w ∈C∞0 (Ω),
sendo ∂αw definido como
∂αw =
∂ |α|w
∂xα11 . . .∂x
αn
n
e C∞0 (Ω) o conjunto das func¸o˜es infinitamente diferencia´veis em Ω com su-
porte compacto.
O espac¸o de Sobolev W m,p(Ω) e´ um espac¸o de Banach quando equi-
pado com a norma
‖v‖W m,p(Ω) =
(
∑
|α|≤m
‖∂αv‖pLp(Ω)
)1/p
, 1≤ p < ∞,
‖v‖W m,∞(Ω) = max|α|≤m‖∂
αv‖L∞(Ω).
Neste trabalho estaremos interessamos apenas no caso particular em
que p = 2. Neste caso, usa-se a notac¸a˜o Hm(Ω) = W m,2(Ω). Os espac¸os
Hm(Ω) sa˜o espac¸os de Hilbert quando equipados com o produto interno
(v,w)Hm(Ω) = ∑
|α|≤m
(∂αv,∂αw)L2(Ω)
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que induz a norma e a seminorma
‖v‖Hm(Ω) =
(
∑
|α|≤m
‖∂αv‖2L2(Ω)
)1/2
, |v|Hm(Ω) =
(
∑
|α|=m
‖∂αv‖2L2(Ω)
)1/2
.
Para m≥ 1, pode ser demonstrado que toda u ∈Hm(Ω) admite o trac¸o
na fronteira ∂Ω.
Proposic¸a˜o 2.2 (Desigualdade do Trac¸o, p = 2) Existe C tal que
‖v‖L2(∂Ω) ≤C‖v‖1/2L2(Ω)‖v‖
1/2
H1(Ω), ∀ v ∈ H1(Ω).
Demonstrac¸a˜o: Veja [26].

Para uma teoria completa dos espac¸os de Sobolev, veja [23].
2.1.2 Problema de difusa˜o
Nesta sec¸a˜o apresentamos alguns resultados cla´ssicos da teoria das
equac¸o˜es elı´pticas. Por simplicidade, aqui consideramos como problema mo-
delo a equac¸a˜o de Poisson com condic¸a˜o de fronteira de Dirichlet homogeˆnea:−∆u = f em Ω,u = 0 em ∂Ω, (2.3)
com f ∈ L2(Ω).
A formulac¸a˜o fraca de (2.3) e´:
Encontrar u ∈V tal que B(u,v) =
∫
Ω
f v, ∀ v ∈V, (2.4)
com V = H10 (Ω) =
{
v ∈ H1(Ω) / v|∂Ω = 0
}
e a forma bilinear
B(u,v) =
∫
Ω
∇u ·∇v.
Lema 2.2 (Desigualdade de Poincare´) Seja Ω um domı´nio. Enta˜o, existe
uma constante CΩ > 0 tal que, para todo v ∈ H10 (Ω),
‖v‖L2(Ω) ≤CΩ‖∇v‖[L2(Ω)]d ,
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Pela desigualdade de Poincare´ podemos inferir que a forma bilinear a
e´ coersiva em V . Portanto, segue do Lema de Lax-Milgram 2.1 que o pro-
blema (2.4) e´ bem posto.
Teorema 2.2 Se u ∈ H2(Ω) enta˜o os problemas (2.3) e (2.4) sa˜o equivalen-
tes.
Demonstrac¸a˜o: Integrando por partes a equac¸a˜o (2.3), ∀ v ∈ H10 (Ω),∫
Ω
f v =−
∫
Ω
∆u v =
∫
Ω
∇u ·∇v−
∫
∂Ω
v∇u ·n.
O resultado segue do fato que v ∈ H10 (Ω).
Agora, partindo de (2.4) e integrando por partes, concluı´mos que∫
Ω
( f +∆u)v = 0, ∀ v ∈ H1D(Ω).
Agora, como f +∆u esta´ em L2(Ω) e H10 (Ω) e´ denso em L
2(Ω), temos
que f =−∆u em L2(Ω).

Definic¸a˜o 2.5 Chamamos a(u,v)=
∫
Ω
∇u·∇v dx de produto interno de energia
em H10 (Ω). Ale´m disso, a(u,u) = |u|21 e´ a chamada de norma energia.
Usando a desigualdade de Poincare´ e´ fa´cil verificar que a forma B(·, ·)
e´ contı´nua e coersiva em V na norma energia. Portanto, a unicidade de
soluc¸a˜o do problema (2.4) segue do Teorema de Riesz.
Teorema 2.3 (Teorema de Riesz) Seja H um espac¸o de Hilbert. Enta˜o, para
cada funcional linear contı´nuo F ∈ H ′, existe um u´nico u ∈ H tal que
F(v) = (u,v), ∀ v ∈ H.
Demonstrac¸a˜o: Veja [26].

Definic¸a˜o 2.6 O problema elı´ptico (2.3) chama-se regular se a soluc¸a˜o fraca
u do problema (2.4) pertence a H2(Ω) e existe uma constante C > 0, que
depende so´ de Ω, tal que
‖u‖H2(Ω) ≤C‖ f‖L2(Ω) (2.5)
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Observac¸a˜o 2.1 A regularidade elı´ptica e´ va´lida, por exemplo, quando Ω
e´ um conjunto poligonal convexo, veja [27]. Neste trabalho sempre vamos
supor que esta propriedade e´ va´lida.
2.1.3 Problema de advecc¸a˜o-difusa˜o-reac¸a˜o
Nesta sec¸a˜o trataremos dos principais resultados acerca do problema
de advecc¸a˜o-difusa˜o-reac¸a˜o com condic¸a˜o de fronteira de Dirichlet homogeˆnea:∇ · (−D∇u+βu)+ µ˜u = f , em Ω,u = 0, em ∂Ω, (2.6)
em que f ∈ L2(Ω), µ˜ ∈ L∞(Ω), D ∈ L∞(Ω) uniformemente limitada infe-
riormente em Ω por uma constante real positiva e β ∈ [Lip(Ω)]d , tal que
∇ ·β = 0.
A formulac¸a˜o fraca de (2.6) e´:
Encontrar u ∈V tal que a(u,v) =
∫
Ω
f v, ∀ v ∈V, (2.7)
com V = H10 (Ω) e forma bilinear
a(u,v) =
∫
Ω
D∇u ·∇v−
∫
Ω
uβ ·∇v+
∫
Ω
µ˜uv.
Note que o termo advectivo esta´ escrito na forma conservativa.
A func¸a˜o
σ(u) =−D∇u+βu
e´ denominada fluxo difusivo-advectivo e, por construc¸a˜o, σ(u) ∈ H(div,Ω).
Dessa forma, a equac¸a˜o de advecc¸a˜o-difusa˜o-reac¸a˜o pode enta˜o ser reescrita
como
∇ ·σ(u)+ µ˜u = f , (2.8)
e a forma bilinear a como
a(u,v) =
∫
Ω
−σ(u) ·∇v+
∫
Ω
µ˜uv.
Como u ∈ H1(Ω) e β e´ suave, podemos, da mesma forma, considerar
o termo advectivo na sua forma na˜o conservativa, isto e´,
−∇ · (D∇u)+β ·∇u+µu = f , (2.9)
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com µ = µ˜ +∇ ·β . Pore´m, se D anula-se localmente, a soluc¸a˜o exata pode
apresentar descontinuidades e as duas formas deixam de ser equivalentes.
A forma conservativa e´ mais natural do ponto de vista fı´sico uma
vez que expressa um princı´pio de conservac¸a˜o ba´sico. De fato, integrando
a equac¸a˜o (2.8) sobre um volume de controle V ⊂Ω, obtemos∫
∂V
σ(u) ·nV +
∫
V
µ˜u =
∫
V
f ,
em que nV denota a normal exterior a ∂V .
Essa equac¸a˜o expressa o fato de que a variac¸a˜o de u, no volume de
controle V , em decorreˆncia dos processos difusivos e advectivos atrave´s do
bordo ∂V mais a quantidade gerada ou gasta pelo termo de reac¸a˜o sobre V e´
igual a integral do termo fonte f sobre V .
Vamos supor que existe uma constante real µ0 > 0 tal que
Λ := µ˜+
1
2
∇ ·β ≥ µ0 q.s. em Ω. (2.10)
Enta˜o, integrando por partes, podemos demonstrar que
a(v,v) = ‖D1/2∇v‖2
[L2(Ω)]d +‖Λ1/2v‖2L2(Ω),
isto e´, a forma bilinear a e´ coersiva em V . Segue do Lema de Lax-Milgram
2.1 que (2.7) e´ bem posto.
2.2 ME´TODO DE GALERKIN DESCONTI´NUO
Nesta sec¸a˜o apresentamos as formulac¸o˜es discretas do me´todo de ele-
mentos finitos e, tambe´m, a formulac¸a˜o sime´trica do me´todo de Galerkin
descontı´nuo (dG) com penalidade interna (SIPdG, do ingleˆs symmetric in-
terior penalty discontinuous Galerkin) para o problema de difusa˜o puro e a
formulac¸a˜o dG para o problema de advecc¸a˜o-difusa˜o-reac¸a˜o (ADR). Resul-
tados acerca das estimativas de erro a priori para esses me´todos tambe´m sa˜o
apresentados.
2.2.1 Malhas e espac¸os discretos
Como e´ usual na maior parte da bibliografia, iremos assumir que Ω e´
um domı´nio poligonal em R2.
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Definic¸a˜o 2.7 Seja Ω um domı´nio. Uma malha ou triangularizac¸a˜o de Ω e´
um conjunto Th de triaˆngulos Ti, i = 1, . . . ,n, que satisfaz:
• Ti ⊂Ω e Ω=
n⋃
i=1
Ti.
• A intersecc¸a˜o Ti∩Tj de dois triaˆngulos distintos e´ uma aresta cuja as
extremidades sa˜o ve´rtices de Ti e Tj, apenas um ve´rtice destes triaˆngulos
ou vazia.
Os no´s da malha Th sa˜o os ve´rtices dos triaˆngulos Ti que a compo˜em.
Um dos triaˆngulos de uma triangularizac¸a˜o e´ chamado de elemento
da malha.
Denotaremos por hT o diaˆmetro de T e por ρT o diaˆmetro do maior
cı´rculo inscrito em T . Assumiremos a condic¸a˜o de regularidade para os ele-
mentos de uma famı´lia de malhas {Th}, isto e´, existe uma constante Creg > 0
(que na˜o depende do diaˆmetro da malha) tal que
hT
ρT
≤Creg, ∀ T ∈Th.
Observac¸a˜o 2.2 Essa definic¸a˜o e´ equivalente a: existe α0 tal que αT ≥ α0,
∀ T ∈Th, em que αT e´ o menor aˆngulo de T .
As definic¸o˜es a seguir apresentam alguns conceitos e terminologias
que sa˜o usuais no contexto deste trabalho, mas que foram postos aqui com o
intuito de apresentar a notac¸a˜o utilizada.
Definic¸a˜o 2.8 Seja Th uma malha para o domı´nio Ω e E uma aresta de Th.
Diferenciamos E em duas situac¸o˜es:
i) Existem dois elementos distintos T1 e T2 tais que E = ∂T1∩∂T2. Neste
caso, E e´ chamada de interface ou aresta interior.
ii) Existe T ∈ Th tal que E = ∂T ∩ ∂Ω. Neste caso, E e´ chamada de
aresta de fronteira.
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Usaremos as seguintes notac¸o˜es para diferenciar cada tipo de aresta:
Eh = {Arestas de Th} ,
E inth = {Arestas interiores de Th}=
=
{
E ∈ Eh/∃T−,T+ ∈Th : E = T−∩T+
}
,
E ∂h = {Arestas de fronteira de Th}=
= {E ∈ Eh/E ⊂ ∂Ω} .
Para uma aresta E ∈ E inth a escolha dos elementos T− e T+ pode ser
feita de maneira arbitra´ria mas fixa. Na pra´tica, esta ordenac¸a˜o e´ fornecida
pelo gerador de malha. Para cada aresta E ∈ Eh vamos definir um vetor
unita´rio nE que e´ ortogonal a E e aponta de T− para T+ caso E ∈ E inth ou
coincide com o vetor exterior a Ω caso E ∂h .
Ale´m disso, sendo ∂ΩD e ∂ΩN as partes de ∂Ω correspondentes a
fronteira de Ω nas quais o problema tenha condic¸o˜es de fronteira de Dirichlet
e Neumann, respectivamente, denotamos enta˜o as partes de E ∂h :
E Dh = {Arestas de fronteira com condic¸a˜o de Dirichlet} ,
E Nh = {Arestas de fronteira com condic¸a˜o de Neumann} .
Definic¸a˜o 2.9 Para toda u ∈ H1(Th) e E ∈ Eh definimos o salto:
[[u]]|E =
{
(u|T−)|E − (u|T+)|E , E ∈ E inth , E = T−∩T+
(u|T )|E , E ∈ E ∂h , E ⊂ T ∩∂Ω,
e a me´dia:
{{u}}|E =

1
2
(
(u|T−)|E +(u|T+)|E
)
, E ∈ E inth
(u|T )|E , E ∈ E ∂h , E ⊂ T ∩∂Ω,
Definic¸a˜o 2.10 Seja v uma func¸a˜o definida em Ω ⊂ R2. Dizemos que v ad-
mite divergente fraco (no sentido de distribuic¸o˜es) se
• v ∈ [L2(Ω)]2;
• existe uma func¸a˜o w : Ω→ R tal que
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(a) w ∈ L2(Ω);
(b)
∫
Ω
v ·∇ϕ =−
∫
Ω
wϕ , ∀ ϕ ∈ C ∞0 (Ω).
Definic¸a˜o 2.11 Para uma famı´lia de malhas triangulares regularesTh emΩ,
definimos os seguintes espac¸os discretos:
• Espac¸o dos polinoˆmios reais sobre T com grau menor ou igual a k:
Pk(T ).
• Espac¸o de elementos finitos (descontı´nuos):
V kh :=
{
vh ∈ L2(Ω) / vh|T ∈ Pk(T ), ∀T ∈Th
}
.
• Espac¸o de Sobolev particionado:
Hm(Th) =
{
v ∈ L2(Ω) / ∀ T ∈Th, v|T ∈ Hm(T )
}
.
• Espac¸os H(div,Ω) e H(div,Th):
H(div,Ω) =
{
u ∈ [L2(Ω)]2 / ∇ ·u ∈ L2(Ω)} ,
H(div,Th) =
{
u ∈ [L2(Ω)]2 / u|T ∈ H(div,T ), ∀ T ∈Th
}
,
sendo ∇ ·u o divergente fraco de u.
Algumas propriedades desses espac¸os valem ser mencionadas:
• H(div,Ω) e´ um espac¸o de Hilbert com o produto interno
(u,v) =
∫
Ω
uv+(∇ ·u)(∇ ·v), ∀ u,v ∈ H(div,Ω).
• Para cada u ∈ H(div,Ω) existe o trac¸o normal u ·nΩ|∂Ω ∈ L2(∂Ω).
• O espac¸o [H1(Ω)]2 e´ um subconjunto de H(div,Ω).
• O espac¸o Hm(Ω) e´ um subconjunto de Hm(Th).
Ale´m disso, os dois resultados a seguir sa˜o va´lidos. Sua demonstra-
c¸o˜es, junto a outras propriedades destes espac¸os, podem ser encontradas em
[19].
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Proposic¸a˜o 2.3 Uma func¸a˜o u∈H1(Th) pertence a H1(Ω) se, e somente se,
[[u]]|E = 0, ∀ E ∈ E inth . Neste caso,
∇u|T = ∇(u|T ) = (∇hu)|T , ∀ T ∈Th,
em que ∇h : H1(Th)→
[
L2(Ω)
]2 e´ o operador de gradiente discreto tal que
∇huh|T = ∇(uh|T ), ∀ T ∈Th.
Proposic¸a˜o 2.4 Seja u ∈H(div,Th), tal que u ·nE ∈ L2(E), ∀ E ∈ E inth , nE ⊥
E. Enta˜o, u ∈ H(div,Ω) se, e somente se, [[u ·nE ]]|E = 0, ∀ E ∈ E inth .
Dois u´ltimos resultados que precisam ser mencionados sa˜o a desigual-
dade inversa e a desigualdade do trac¸o discreto. Estas duas desigualdades sa˜o
ferramentas importantes na ana´lise dos me´todos de Galerkin descontı´nuo. A
primeira fornece uma cota superior local para o gradiente de func¸o˜es discre-
tas. Ja´ a segunda, fornece uma cota superior local para as func¸o˜es discretas
sobre as arestas.
Lema 2.3 (Desigualdade inversa) Seja {Th}h>0 uma sequeˆncia de malhas
regulares, com paraˆmetro ρ . Enta˜o, para todo h, todo vh ∈ Pk(Th) e todo
T ∈Th, existe uma constante Cinv > 0, que depende apenas de ρ e k, tal que
‖∇vh‖L2(T ) ≤Cinv
1
hT
‖vh‖L2(T ).
Demonstrac¸a˜o: Veja [19].

Lema 2.4 (Desigualdade do trac¸o discreto) Seja {Th}h>0 uma sequeˆncia
de malhas regulares, com paraˆmetro ρ . Enta˜o, para todo h, todo vh ∈Pk(Th),
todo T ∈Th e todo E ∈ Eh, existe uma constante Ctr, que depende apenas de
ρ e k, tal que
h1/2T ‖vh‖L2(E) ≤Ctr‖vh‖L2(T ).
Demonstrac¸a˜o: Veja [19].

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2.2.2 Formulac¸a˜o SIPdG para o problema de difusa˜o e estimativas a
priori
Considere o problema modelo:
−∆u = f , em Ω
u = gD, em ∂ΩD
−∇u ·n = gN , em ∂ΩN
(2.11)
com f ∈ L2(Ω).
Definic¸a˜o 2.12 (SIPdG) Para todo u,v ∈ H2(Th), definimos a forma bili-
near Bh(·, ·) e o funcional F(·) da formulac¸a˜o fraca do me´todo de Galerkin
com penalizac¸a˜o interior em espac¸o de Sobolev particionado para o pro-
blema modelo (2.11):
Bh(u,v) =
∫
Th
∇hu ·∇hv+
∫
E inth ∪E Dh
γE [[u]][[v]]−
−
∫
E inth ∪E Dh
({{∇hu}} ·nE [[v]]+{{∇hv}} ·n[[u]]) (2.12)
F(v) =
∫
Th
f v+
∫
E Nh
gNv−
∫
E Dh
(∇hv ·n− γEv)gD
sendo γ : Eh→ R tal que γ(E) = γE > 0.
A formulac¸a˜o fraca SIPdG do problema (2.11) em espac¸o de Sobolev
particionado e´:
Encontrar u ∈ H2(Th) tal que Bh(u,v) = F(v), ∀ v ∈ H2(Th). (2.13)
O lema e o teorema a seguir mostram a consisteˆncia da formulac¸a˜o
SIPdG em espac¸o de Sobolev particionado com o problema (2.11). Estes
resultados podem ser demonstrados utilizando a proposic¸a˜o 2.3. Denotamos
por H1gD(Ω) o conjunto das func¸o˜es de H
1(Ω) que satisfazem a condic¸a˜o de
Dirichlet u = gD em ∂ΩD.
Lema 2.5 Seja u ∈ H1gD(Ω)∩H2(Ω) uma soluc¸a˜o fraca do problema mo-
delo (2.11). Enta˜o u e´ soluc¸a˜o do problema SIPdG em espac¸o de Sobolev
particionado.
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Demonstrac¸a˜o: Veja [28].

Teorema 2.4 Seja u ∈ H1(Ω)∩H2(Th) uma soluc¸a˜o do problema SIPdG
em espac¸o de Sobolev particionado. Enta˜o u e´ soluc¸a˜o do problema modelo
(2.11).
Demonstrac¸a˜o: Veja [28].

Definic¸a˜o 2.13 Definimos, ∀ v ∈ H2(Th), as duas normas
‖v‖2dG = ‖∇hv‖2L2(Ω)+
∫
E inth ∪E Dh
γE [[v]]2
‖|v‖|2dG = ‖v‖2dG+
∫
E inth ∪E Dh
1
γE
{{∇hv}}2
Na norma ‖| · ‖|dG, a forma bilinear SIPdG (2.12) e´ contı´nua (veja
[19]). Pore´m, a coersividade na˜o pode ser provada em dimensa˜o infinita.
Teorema 2.5 (coersividade em dimensa˜o finita) Seja Bh(·, ·) a forma bili-
near SIPdG (2.12) em V kh , k ∈ N. Suponha a constante de penalizac¸a˜o γE =
β
k2
hE
, β > 0. Enta˜o, existe β0 > 0 tal que, ∀ β > β0,
Bh(u,u)≥ α‖|u‖|2dG, ∀ u ∈V kh .
em que α na˜o depende de k e hE .
Demonstrac¸a˜o: Veja [19].

A formulac¸a˜o fraca SIPdG do problema (2.11) em espac¸o de elemen-
tos finitos descontı´nuos de dimensa˜o finita e´:
Encontrar uh ∈V kh , k ∈ N, tal que B(uh,vh) = F(vh), ∀ vh ∈V kh . (2.14)
Observac¸a˜o 2.3 A existeˆncia e unicidade de soluc¸a˜o para a formulac¸a˜o (2.14)
e´ uma consequeˆncia imediata do Teorema 2.2. Para a soluc¸a˜o fraca em
espac¸o de Sobolev particionado de dimensa˜o infinita, a existeˆncia segue do
Lema 2.5. No entanto, a unicidade de soluc¸a˜o na˜o pode ser garantida (veja
[28]).
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Teorema 2.6 (Estimativa de erro a priori) Sejam u∈H1(Ω)∩Hs(Th), s≥
2, uma soluc¸a˜o fraca em espac¸o de Sobolev particionado de (2.13), uh ∈ V kh
uma soluc¸a˜o de (2.14) e γE de modo a garantir a coersividade de B em V kh .
Enta˜o, existe C > 0, dependendo da constante de regularidade da malha, tal
que
‖|u−uh‖|dG ≤C h
µ−1
ks−3/2
‖u‖Hs(Ω)
com µ = min(k+1,s).
Demonstrac¸a˜o: Veja [19].

2.2.3 Formulac¸a˜o dG para o problema de ADR e estimativas a priori
Na sec¸a˜o 2.1.3 apresentamos a forma fraca do problema de advecc¸a˜o-
difusa˜o-reac¸a˜o (ADR). Vamos exibir agora a formulac¸a˜o do me´todo de Ga-
lerkin descontı´nuo com penalizac¸a˜o interior para esse problema, bem como
as estimativas de erro a priori para ela. Nesta parte, seguimos o trabalho de
[29]. As demonstrac¸o˜es foram omitidas mas podem ser encontradas nesta
refereˆncia.
Considere o problema ADR na forma (2.9). Assim como feito anteri-
ormente, introduzimos a reac¸a˜o efetiva Λ e assumimos a condic¸a˜o
Λ(x) := µ˜+
1
2
∇ ·β ≥ µ0 ≥ 0,∀ x ∈Ω.
Para mostrarmos os resultados sobre estimativas a priori, em particu-
lar para a estabilidade, precisamos definir mais algumas hipo´teses sobre os
coeficientes do problema:
(H1) ∃ς ∈W k+1,∞(Ω) tal que
β ·∇ς ≥ 2b0 := 2
‖β‖L∞(Ω)
L
em Ω, sendo L o diaˆmetro do domı´nio;
(H2) ∃cβ tal que
|β (x)| ≥ cβ‖β‖W 1,∞(Ω), ∀ x ∈Ω;
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(H3) Dada uma famı´lia de triangularizac¸o˜es regulares {Th} de Ω, ∃cΛ > 0
tal que ∀ T ∈Th,
‖Λ‖L∞(T ) ≤ cΛ
(
min
T
Λ(x)+b0
)
.
A motivac¸a˜o para estas condic¸o˜es na˜o sera˜o apresentadas aqui mas podem
ser encontradas em [29] com detalhes.
O me´todo de Galerkin descontı´nuo para o problema de advecc¸a˜o-
difusa˜o-reac¸a˜o (ADR) e´:
Encontrar uh ∈V kh tal que BADRh (uh,vh) = F(vh), ∀ vh ∈V kh . (2.15)
em que a forma bilinear BADRh e´ definida como
BADRh (u,v) =
∫
Ω
(D∇u+βu) ·∇v+
∫
Ω
µuv+
∫
Eh
δD,E [[u]][[v]]
−
∫
Eh
({{(D∇u) ·n}}[[v]]+ [[u]]{{(D∇hv) ·n}})
+
∫
E inth
(
(β ·n){{u}}+δβ ,E [[u]]
)
[[v]]+
∫
E ∂h
(β ·n)⊕uv. (2.16)
e o funcional linear F e´ dado pela expressa˜o
F(v) =
∫
Ω
f v+
∫
E ∂h
gD
(
δD,Ev+(D∇v) ·n− (β ·n)	v
)
.
Aqui utilizamos as seguintes notac¸o˜es:
(β ·n)⊕ = max(β ·n,0) e (β ·n)	 = min(β ·n,0).
Ale´m disso,
δβ ,E =
1
2
|β ·nE |.
Observac¸a˜o 2.4 A formulac¸a˜o (2.15) e´ apresentada com condic¸a˜o de fron-
teira na˜o-homogeˆnea pois esta sera´ a utilizada nos capı´tulos seguintes.
A consisteˆncia do problema (2.15) e´ imediata da construc¸a˜o uma vez
que
BADRh (u−uh,vh) = 0, ∀ vh ∈V kh .
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A estabilidade e´ mostrada na norma
‖|v‖|2 := ‖|v‖|2d +‖|v‖|2rc,
em que
‖|v‖|2d := D‖∇hv‖L2(Ω)+D‖v‖2j := D‖∇hv‖L2(Ω)+ ∑
E∈Eh
D
|E| ‖[[v]]‖
2
L2(E),
‖|v‖|2rc := ‖(Λ+b0)1/2v‖2L2(Ω)+ ∑
E∈Eh
‖|β ·n|1/2[[v]]‖2L2(E),
sendo b0 = ‖β‖0,∞,Ω/L como definido em (H1) e Λ dado por
Λ
∣∣
T = minx∈T
Λ(x), ∀ T ∈Th.
No caso do regime de advecc¸a˜o dominante e´ importante ter controle
sobre a derivada direcional. Por isso, apresentaremos tambe´m resultados para
a norma
‖|v‖|2dG := ‖|v‖|2+‖v‖2S,
em que
‖v‖2S := ∑
T∈Th
hT
‖β‖L∞(T )
‖pikh(β ·∇v)‖2L2(T ),
e pikh denota a projec¸a˜o L
2 sobre V kh . Com isso, temos um termo com a deri-
vada direcional e podemos ter o controle necessa´rio.
Observac¸a˜o 2.5 A presenc¸a da projec¸a˜o na definic¸a˜o da norma acima deve-
se ao caso em que β e´ uma func¸a˜o varia´vel. No caso em que β e´ constante
ou linear por partes, esta projec¸a˜o na˜o e´ necessa´ria.
Para encerrar esta sec¸a˜o, apresentamos duas estimativas de erro a pri-
ori nas normas definidas.
Teorema 2.7 Seja u ∈ Hk+1(Ω) soluc¸a˜o de (2.6) e seja uh soluc¸a˜o do pro-
blema discreto (2.15). Enta˜o, existe uma constante C0, que depende de Ω, da
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regularidade de Th e da ordem de aproximac¸a˜o polinomial (mas independe
de µ , β , D e h), tal que
‖|u−uh‖| ≤C0hk
(
D1/2+‖β‖1/2∞ h1/2+‖ρ‖1/2∞ h
)
|u|k+1
Teorema 2.8 Seja u ∈ Hk+1(Ω) soluc¸a˜o de (2.6) e seja uh soluc¸a˜o do pro-
blema discreto (2.15). Enta˜o, existe uma constante C1, que depende de Ω, da
regularidade de Th e da ordem de aproximac¸a˜o polinomial (mas independe
de µ , β , D e h), tal que
‖|u−uh‖|dG ≤C1hk
(
D1/2+‖β‖1/2∞ h1/2+‖ρ‖1/2∞ h
)
|u|k+1
Os teoremas 2.7 e 2.8 fornecem estimativas de erro a priori robustas
que sa˜o o´timas em todos os regimes. Com isso, temos que ‖|u−uh‖| e ‖|u−
uh‖|dG teˆm ordens
O(hk+1/2), para advecc¸a˜o dominante,
O(hk), para difusa˜o dominante,
O(hk+1), para reac¸a˜o dominante.
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3 ESTIMATIVA DE ERRO A POSTERIORI PARA O ME´TODO DE
GALERKIN DESCONTI´NUO PARA PROBLEMAS ELI´PTICOS
Neste capı´tulo apresentamos duas te´cnicas de estimativa a posteriori.
A primeira, mais comum na literatura, faz uso da norma energia na estimativa
de erro enquanto a segunda utiliza o erro em quantidades de interesse. Para os
me´todos baseados na norma energia, seguimos os resultados apresentados em
[30, 15, 31, 11, 13, 32, 33]. Os me´todos baseados em funcional de interesse,
ou ainda estimativas de erro meta-orientadas, sa˜o mais recentes e comec¸aram
a ter destaque a cerca de duas de´cadas. Destacamos os trabalhos de [34, 7] e
os mais recentes [16, 35].
Uma das principais motivac¸o˜es do estudo dos me´todos de estimativa
de erro a posteriori e´ a possibilidade de usa´-los para fazer refinamento adap-
tativo. Enquanto as estimativas de erro na norma energia visam melhorar
a aproximac¸a˜o da soluc¸a˜o exata do problema, as estimativas em funcional
de interesse permitem maior flexibilidade para que diferentes quantidades
possam ser analisadas com maior cuidado. Isso permite que o refinamento
adaptativo seja feito de modo a melhorar diretamente a aproximac¸a˜o deste
funcional de interesse.
Reconstruc¸a˜o de fluxos equilibrados em espac¸os de Raviart-Thomas
(RT) pode ser feita de diversas formas, por exemplo: via prescric¸a˜o dos mo-
mentos [14], via me´todo de elementos finitos mistos [12] e via base com-
putacional modal [20]. Esta u´ltima e´ a que sera´ apresentada neste capı´tulo.
Nas duas primeiras sec¸o˜es apresentamos as estimativas de erro a posteriori
na norma de energia e no funcional de interesse. A terceira sec¸a˜o e´ dedicada
a detalhar a construc¸a˜o da base para os espac¸os RT. Ao final apresentamos
resultados nume´ricos utilizando os dois estimadores desenvolvidos nas duas
primeiras sec¸o˜es.
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Capı´tulo 3. Estimativa de erro a posteriori para o me´todo de Galerkin descontı´nuo para
problemas elı´pticos
3.1 ESTIMATIVA DE ERRO A POSTERIORI NA NORMA DE ENER-
GIA
3.1.1 Problema de difusa˜o
Considere a equac¸a˜o de Poisson na˜o-homogeˆnea com condic¸a˜o de Di-
richlet nula: −∇ · (D∇u) = f em Ω,u = 0 em ∂Ω, (3.1)
Aqui continuamos assumindo que o coeficiente difusivo D > 0 e´ constante
em Ω, f ∈ L2(Ω).
Definic¸a˜o 3.1 Chamamos sh ∈H10 (Ω) de reconstruc¸a˜o do potencial de uh se
sh pode ser calculada em termos de uh.
Definic¸a˜o 3.2 Chamamos th ∈H(div,Ω) de reconstruc¸a˜o de fluxo equilibrado
de ordem k de uh se
i) th pode ser calculada em termos de uh
ii) ∇ · th|T = pikT ( f ), ∀ T ∈ Th, em que pikT : L2(T )→ Pk e´ a projec¸a˜o
ortogonal em L2.
Procuraremos o fluxo equilibrado reconstruı´do no espac¸o de Raviart-
Thomas:
RTm(Th) =
{
th ∈ H(div,Ω) / th|T ∈ [Pm(T )]2+xPm(T ), ∀ T ∈Th
}
.
Seguindo [14], usamos um me´todo de reconstruc¸a˜o de fluxo equili-
brado a partir da soluc¸a˜o discreta uh do problema (2.13) baseado na prescric¸a˜o
dos graus de liberdade de um elemento no espac¸o de Raviart-Thomas. Em
cada T ∈ Th, vamos definir um fluxo reconstruı´do th ∈ RTk(T ) pelos seus
graus de liberdade:
• ∀qh ∈ Pk(E) e ∀ E ∈ ∂T ,∫
E
(th ·nE)qh =
∫
E
(−nE · {{D∇huh}}+αE γD,EhE [[uh]])qh; (3.2)
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• Se k ≥ 1, ∀ rh ∈ [Pk−1(T )]2,∫
T
th · rh =
∫
T
−D∇uh · rh+ ∑
E∈∂T
∫
E
χEh(E)(nE ·Drh)[[uh]], (3.3)
em que
χEh(E) =
1/2, se E ∈ E inth1, se E ∈ E ∂h .
O lema a seguir garante que, usando as expresso˜es (3.2)-(3.3), obte-
mos uma reconstruc¸a˜o de fluxo equilibrado de uh.
Lema 3.1 Seja uh uma soluc¸a˜o discreta do problema (2.13). Enta˜o, para
todo T ∈Th, a seguinte igualdade vale
∇ · th|T = pikT ( f ).
Demonstrac¸a˜o: Note primeiramente que ∇ · th|T ∈ Pk(T ). Seja wh ∈ Pk(T ).
Pelo teorema de Green, segue que wh|E ∈ Pk(E), ∀ E ∈ Eh. Assim, de (3.2)-
(3.3) temos que∫
T
(∇ · th)wh =−
∫
T
th ·∇wh+ ∑
E∈∂T
∫
E
(th ·n)wh =
∫
T
D∇huh ·∇hw˜h−
∑
E∈Eh
(∫
E
nE · {{D∇hw˜h}}[[uh]]+
∫
E
(
nE · {{D∇huh}}−αE γD,EhE [[uh]]
)
[[w˜h]]
)
=
= Bh(uh, w˜h) =
∫
Th
f w˜h =
∫
T
f wh
em que w˜h e´ a extensa˜o por zero fora de T . 
O teorema a seguir garante que o estimador que iremos definir e´ confia´vel.
Teorema 3.1 Seja u soluc¸a˜o fraca de (2.4) e uh ∈ H1(Th) arbitra´rio. Sejam
th e sh, respectivamente, as reconstruc¸o˜es de fluxo e potencial. Enta˜o:
‖D1/2∇(u−uh)‖2L2(Ω) ≤ ∑
T∈Th
(
‖D1/2∇huh+D−1/2th‖L2(T )+
hT
pi
‖ f −∇ · th‖L2(T )
)2
+ ∑
T∈Th
‖D1/2∇(uh− sh)‖2L2(T ).
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problemas elı´pticos
Demonstrac¸a˜o: Veja [32].

Definic¸a˜o 3.3 Seja V (T ) o conjunto de no´s de Lagrange no elemento T . De-
finimos o interpolador de Oswald como IOs : Pk → Pk, ∀ T ∈ Th, tal que,
∀ a ∈V (T ) e ∀ vh ∈V kh ,
(IOsvh)(a) =
1
|Ta| ∑T∈Ta
vh|T (a)
em que Ta =
{
T ∈Th / a ∈ T
}
e e´ conhecido como estrela do no´ a.
Ou seja, o interpolador de Oswald e´ uma me´dia dos valores que vh as-
sume em um no´ quando restrito a um triaˆngulo T que conte´m a no seu fecho.
O interpolador de Oswald pertence a H10 (Ω) e, portanto, e´ reconstruc¸a˜o de
potencial de uh.
Introduzimos o estimador de erro
η2(uh) = ∑
T∈Th
η2(T ) = ∑
T∈Th
(
(ηO(T )+η∇(T ))2+η2H (T )
)
(3.4)
em que
ηO(T ) =
hT
pi
‖ f −∇ · th(uh)‖L2(T ),
η∇(T ) = ‖D−
1
2 (σh(uh)− th(uh))‖L2(T ),
ηH (T ) = ‖D
1
2 (∇h(uh)−∇h(IOsuh))‖L2(T ).
Definic¸a˜o 3.4 Definimos o ı´ndice de eficieˆncia para o estimador de erro η(uh)
como
Iη =
η(uh)
‖D 12 (∇u−∇huh)‖L2(Ω)
.
Para enunciar os teoremas sobre a limitac¸a˜o inferior (local) precisamos
definir primeiramente a seguinte norma:
‖v‖2DG,ωT = ‖D1/2∇hv‖2L2(ωT )+ γ ∑
E⊂ωT
1
hE
‖[[v]]‖2L2(E)
em que ωT e´ a famı´lia de elementos de Th que tem intersecc¸a˜o na˜o vazia
com T e γ sendo a constante que garante a coersividade da forma bilinear da
formulac¸a˜o SIPdG do problema.
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Teorema 3.2 (Limitac¸a˜o inferior - parte conforme) Para cada elemento T ∈
Th, existe uma constante CT , que depende de D, tal que a seguinte estimativa
vale
η∇(T )≤CT‖u−uh‖DG,ωT .
Demonstrac¸a˜o: Veja [32, 12].

Teorema 3.3 (Limitac¸a˜o inferior - parte na˜o conforme) Suponha que uh ∈
V kh ∩H10 (Ω). Para cada T ∈Th, existe uma constante CT , que depende de D,
tal que a seguinte estimativa vale
ηH (T )≤CT‖u−uh‖DG,ωT .
Demonstrac¸a˜o: Veja [32, 12].

3.2 ESTIMATIVA DE ERRO A POSTERIORI NO FUNCIONAL DE META
Nesta sec¸a˜o apresentamos uma estrate´gia de estimativa de erro a pos-
teriori que se baseia na reconstruc¸a˜o de fluxos equilibrados em espac¸os de
Raviart-Thomas.
Os resultados mostrados aqui seguem os trabalhos de [16] e [35]. As
demonstrac¸o˜es foram omitidas aqui mas podem ser encontradas nestas re-
fereˆncias.
3.2.1 Problema de difusa˜o
Considere a equac¸a˜o de Poisson na˜o-homogeˆnea com condic¸a˜o de Di-
richlet nula: −∇ · (D∇u) = f em Ω,u = 0 em ∂Ω, (3.5)
em que D e´ uma func¸a˜o constante por partes estritamente positiva e f ∈
L2(Ω).
Como visto no capı´tulo anterior, a formulac¸a˜o fraca do problema (3.5)
e´:
Encontrar u ∈ H10 (Ω) tal que B(u,v) = F(v), ∀ v ∈ H10 (Ω),
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em que
B(u,v) =
∫
Ω
D∇u ·∇v,
F(v) =
∫
Ω
f v.
Com o intuito de garantir que as estimativas no funcional de meta sa˜o
exatas assintoticamente, assumiremos que o problema modelo (3.5) possui a
propriedade de regularidade elı´ptica (2.5).
Estaremos interessados em um funcional de meta Q definido sobre
L2(Ω) de modo que
Q(v) =
∫
Ω
qv
em que q ∈ L2(Ω) denota a representante de Riesz de Q. Definimos tambe´m
o problema dual correspondente na forma forte como:−∇ · (D∇p) = q em Ω,p = 0 em ∂Ω. (3.6)
e a sua forma fraca como:
Encontrar p ∈ H10 (Ω) tal que B(v, p) = Q(v), ∀ v ∈ H10 (Ω).
Vale destacar que, das duas formulac¸o˜es fracas, temos a relac¸a˜o de
equivaleˆncia primal-dual
F(p) = B(u, p) = Q(u).
Apenas por questo˜es de refereˆncia, reescrevemos a seguir a formulac¸a˜o
fraca discreta dos problemas primal e dual uma vez que a formulac¸a˜o fraca
para o problema de difusa˜o puro ja´ foi apresentada no capı´tulo anterior.
As formulac¸o˜es fracas discretas do me´todo de elementos finitos de
Galerkin descontı´nuo com penalizac¸a˜o interior sime´trica (SIPdG) sa˜o:
Encontrar uh ∈V kh tal que Bh(uh,vh) = F(vh), ∀ vh ∈V kh , (3.7)
Encontrar ph ∈V mh tal que Bh(vh, ph) = Q(vh), ∀ vh ∈V mh , (3.8)
em que Bh : V kh ×V kh → R e´ a forma bilinear dada por (2.12).
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O pro´ximo teorema e´ uma ferramenta importante para demonstrar os
resultados que apresentaremos sobre o estimador de erro. Introduzimos uma
cota inferior γ(Th) para γE que e´ computa´vel (veja [16]):
γE ≥ γ(Th), ∀ E ∈ Eh. (3.9)
Essa condic¸a˜o e´ suficiente para garantir a existeˆncia e unicidade da soluc¸a˜o
pelo me´todo SIPdG.
Teorema 3.4 Suponha Ω um domı´nio poligonal convexo em R2 e, tambe´m,
que a soluc¸a˜o de (3.5) pertenc¸a a Hk+1(Ω). Seja {Th}h>0 uma famı´lia de
malhas triangulares regulares encadeadas emΩ e assuma que os paraˆmetros
γE satisfazem a condic¸a˜o de estabilidade (3.9). Enta˜o, as seguintes estimati-
vas de erro para a soluc¸a˜o do problema (3.7) pelo me´todo de Galerkin des-
contı´nuo com uma constante C > 0, que depende apenas da constante de
regularidade da malha Th, sa˜o va´lidas:
‖|u−uh‖|h ≤Chk‖u‖Hk+1(Ω),
‖u−uh‖L2(Ω) ≤Chk+1‖u‖Hk+1(Ω),
em que
‖|vh‖|h = ∑
T∈Th
‖∇vh‖2[L2(T )]2 + ∑
E∈Eh
γE‖[[vh]]‖2L2(E).
O objetivo deste capı´tulo e´ estudar o erro de aproximac¸a˜o no funcional
de meta:
E = Q(u−uh) = Q(u)−Q(uh).
Definic¸a˜o 3.5 O erro E = Q(u)−Q(uh) no funcional de meta e´ dito ser de
exato ordem l > 0 com respeito a soluc¸a˜o uh se existem constantes C > 0 e
C > 0, que dependem apenas de u e Q, tal que
Chl ≤ |Q(u)−Q(uh)| ≤Chl ,
para um h > 0 suficientemente pequeno.
Observac¸a˜o 3.1 Note que a condic¸a˜o acima pode deixar de ser va´lida quando
u−uh ∈Ker Q, isto e´, Q(u) =Q(uh). Pore´m, essa situac¸a˜o ocorre raramente
na pra´tica e sera´ desconsiderada.
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Como dito anteriormente, procuraremos o fluxo equilibrado recons-
truido no espac¸o de Raviart-Thomas:
RTm(Th) =
{
th ∈ H(div,Ω) / th|T ∈ [Pm(T )]2+xPm(T ), ∀ T ∈Th
}
.
Estes espac¸os ja´ esta˜o bem descritos na literatura. As principais propriedades
destes espac¸os esta˜o apresentadas na u´ltima sec¸a˜o deste capı´tulo.
Definic¸a˜o 3.6 Seja uh ∈ V kh , k ∈ N0, e seja l = max{0,k− 1}. Seja pi lh :
L2(Ω) → V lh denotando o operador de projec¸a˜o L2-ortogonal. Um vetor
th(uh) ∈ RTl(Th), reconstruı´do a partir de uh, e´ dito ser um fluxo equili-
brado com respeito ao problema (3.5) se
∇ · th(uh) = pi lh( f ).
A seguir, aplicaremos a reconstruc¸a˜o de fluxos equilibrados para es-
timar o erro no funcional de meta. Seguindo os passos de [16], para um
th ∈ RTl(Th), podemos escrever o erro no funcional como
E = ∑
T∈Th
∫
T
( f −∇ ·th)p− ∑
T∈Th
∫
T
(th+D∇uh) ·∇p− ∑
E∈Eh
∫
E
(nE ·D∇p)[[uh]],
de onde segue o teorema a seguir sobre a representac¸a˜o do erro no funcional
de meta.
Teorema 3.5 Sejam uh ∈V kh , k∈N0, uma aproximac¸a˜o da soluc¸a˜o u∈H10 (Ω)
do problema primal (3.5) e ph ∈ V mh , m > k, uma aproximac¸a˜o da soluc¸a˜o
p∈H10 (Ω)∩H2(Ω) do problema (3.6). Suponha que uh e ph admitam recons-
truc¸o˜es de fluxo equilibrado th(uh) ∈ RTl(Th), l = max{0,k−1} e th(ph) ∈
RTm−1(Th), respectivamente. Enta˜o, o erro no funcional de meta Q pode ser
representado como
E = Q(u)−Q(uh) = η(uh, ph; th(uh), th(ph))+R(u, p;uh, ph),
em que o estimador de erro η e´ definido como:
η = η(uh, ph; th(uh), th(ph)) = ∑
T∈Th
∫
T
( f −pi lh( f ))ph
+ ∑
T∈Th
∫
T
(th(uh)+D∇uh) ·D−1th(ph)
− ∑
E∈Eh
∫
E
(nE · th(ph))[[uh]],
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e o termo residual como:
R(u, p;uh, ph) = ∑
T∈Th
∫
T
( f −pi lh( f ))(p− ph)
− ∑
T∈Th
∫
T
(th(uh)+D∇uh) ·D−1(D∇p+ th(ph))
+ ∑
E∈Eh
∫
E
(nE · (D∇p+ th(ph)))[[uh]].
O u´ltimo termo do estimador η pode ser reescrito como uma soma
sobre os elementos da malha. Isso nos permite escreveˆ-lo na seguinte forma:
η = ∑
T∈Th
ηT (T ) = ∑
T∈Th
ηO(T )+η∇(T )+ηH (T ), (3.10)
com
ηO(T ) =
∫
T
( f −pi lh( f ))ph
η∇(T ) =
∫
T
(th(uh)+D∇uh) ·D−1th(ph)
ηH (T ) = ∑
E∈∂T
χEh(E)[[uh]](nE · th(ph)),
e
χEh(E) =
1/2, se E ∈ E inth1, se E ∈ E ∂h .
Apresentaremos a seguir resultados sobre a representac¸a˜o (3.10) do
erro com o intuito mostrar que ele fornece um estimador de erro no funcional
de meta que e´ assintoticamente exato para o problema primal. E´ importante
destacar que a estrate´gia escolhida foi a de aproximar a soluc¸a˜o do problema
dual atrave´s do me´todo de Galerkin descontı´nuo de ordem mais alta que a do
problema primal. Isto se baseia na possibilidade de fa´cil implementac¸a˜o do
me´todo em qualquer dimensa˜o e ao fato dele ser localmente conservativo.
O fluxo equilibrado tk−1h (uh) ∈RTk−1(Th) para a soluc¸a˜o dG uh ∈V kh
e´ definido localmente em RTk−1(T ),T ∈Th, pelos momentos:
• Para k ≥ 1: ∀ qh ∈ Pk−1(E) e ∀ E ∈ Eh,∫
E
nE · tk−1h (uh)qh =
∫
E
(−{{n ·D∇uh}}+ γE [[uh]])qh; (3.11)
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• Para k ≥ 2: ∀ rh ∈ (Pk−2(T ))d e ∀ T ∈Th,∫
T
tk−1h (uh) ·rh =−
∫
T
D∇uh ·rh+ ∑
E∈∂T
∫
E
χEh(E)n ·Drh[[uh]]. (3.12)
Definic¸a˜o 3.7 Uma func¸a˜o f ∈ L2(Ω) e´ dita ter oscilac¸o˜es de ordem l ∈ N0
em V kh se existe C> 0, dependendo apenas de f e da constante de regularizac¸a˜o
de Th, tal que
‖ f −pikh f‖L2(Ω) ≤Chl , ∀ Th.
Como mencionado anteriormente, a demonstrac¸a˜o dos dois teoremas
a seguir fazem uso do teorema 3.4.
Teorema 3.6 Suponha que a func¸a˜o f ∈ L2(Ω) do problema (3.5) tenha
oscilac¸o˜es de ordem k−1 em V k−1h . Sejam u ∈ Hk+1(Ω) e uh ∈ V kh soluc¸o˜es
de (3.5) e (3.7), respectivamente. Ale´m disso, seja th(uh) ∈ RTk−1(Th) o
fluxo equilibrado com respeito a uh dado por (3.11)-(3.12). Enta˜o, existe uma
constante C > 0, que depende apenas de D, f e da constante de regularizac¸a˜o
de Th, tal que
‖tk−1h (uh)+D∇huh‖[L2(Ω)]2 ≤Chk.
Teorema 3.7 Suponha que a func¸a˜o f ∈ L2(Ω) do problema (3.5) tenha
oscilac¸o˜es de ordem k− 1 em V k−1h . Sejam u ∈ Hk+1(Ω) e p ∈ Hm+1(Ω)
soluc¸o˜es de (3.5) e (3.6), respectivamente. Suponha tambe´m que a repre-
sentac¸a˜o de Riesz q do funcional de meta tem oscilac¸o˜es de ordem m−1 em
V m−1h . Sejam uh ∈V kh e ph ∈V mh soluc¸o˜es SIPdG de (3.7) e (3.8), respectiva-
mente. Enta˜o, existe uma constante C > 0, dependendo apenas da constante
de regularidade de Th, dos dados dos problemas primal e dual D, f e q e das
soluc¸o˜es exatas u e p, tal que
|R(u, p;uh, ph)| ≤Chk+m.
Destes teoremas podemos concluir o resultado desejado sobre o esti-
mador de erro (3.10).
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Teorema 3.8 Sob as condic¸o˜es do teorema 3.7 e supondo que o erro do fun-
cional de meta e´ correto de ordem h2k, o estimador de erro (3.10) e´ assinto-
ticamente exato, isto e´,
lim
h→0+
η(uh, ph; tk−1h (uh), t
m−1
h (ph))
Q(u)−Q(uh) = 1.
3.2.2 Problema de advecc¸a˜o-difusa˜o
Considere o problema de advecc¸a˜o-difusa˜o na˜o-homogeˆneo com condic¸a˜o
de Dirichlet homogeˆnea:∇ · (−D∇u+βu) = f em Ω,u = 0 em ∂Ω, (3.13)
em que D e´ uma func¸a˜o constante por partes estritamente positiva, f ∈ L2(Ω)
e o campo vetorial β ∈ [Lip(Ω)]2 e´ Lipschitz e ∇ ·β = 0 em Ω.
A forma fraca do problema de advecc¸a˜o-difusa˜o (3.13) e´:
Encontrar u ∈ H10 (Ω) tal que B(u,v) = F(v), ∀ v ∈ H10 (Ω),
em que
B(u,v) =
∫
Ω
(D∇u−βu) ·∇v,
F(v) =
∫
Ω
f v.
Dado um funcional contı´nuo Q definido sobre L2(Ω), que sera´ o fun-
cional de interesse, o problema dual na forma fraca pode ser escrito como:
Encontrar p ∈ H10 (Ω) tal que B(v, p) = Q(v), ∀ v ∈ H10 (Ω).
Ou ainda, se q ∈ L2(Ω) e´ o representante de Riesz do funcional Q, podemos
escrever a forma forte do problema dual como:∇ · (−D∇p−β p) = q em Ω,p = 0 em ∂Ω. (3.14)
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Seja {Th}h>0 uma famı´lia de malhas regulares, com h sendo o diaˆmetro
da malha. As formulac¸o˜es fracas discretas dos dois problemas acima pelo
me´todo de Galerkin descontı´nuo com penalizac¸a˜o interior sa˜o:
Encontrar uh ∈V kh tal que Bh(uh,vh) = F(vh), ∀ vh ∈V kh , (3.15)
Encontrar ph ∈V mh tal que Bh(vh, ph) = Q(vh), ∀ vh ∈V mh , (3.16)
em que Bh e´ a forma bilinear dada por
Bh(uh,vh) =
∫
Th
D∇huh ·∇hvh−
∫
Th
uh(β ·∇hvh)
−
∫
Eh
({{(D∇huh) ·n}}[[vh]]+ [[uh]]{{(D∇hvh) ·n}})
+
∫
Eh
δD[[uh]][[vh]]+
∫
E inth
(
(β ·n){{uh}}+δβ [[uh]]
)
[[vh]]
+
∫
E ∂h
(β ·n)⊕uhvh.
com a devida troca de sinal no coeficiente advectivo β . Aqui, δD,δβ : Eh→R
sa˜o constantes por partes definidas como
δD|E = γEDk2h−1E , E ∈ Eh, e δβ |E = |β ·n|/2, E ∈ E inth .
Apresentamos a seguir resultados sobre a ana´lise de erro do me´todo
estudado. Duas hipo´teses a cerca das soluc¸o˜es primal e dual precisam ser
feitas:
H1) As soluc¸o˜es u e p dos problemas primal e dual, respectivamente, sa˜o
suficientemente suaves, isto e´, u, p ∈H2(Th) e u, p, n ·∇u e n ·∇p sa˜o
contı´nuos sobre cada aresta E ∈ E inth .
H2) O termo β ·∇hvh ∈V kh para todo vh ∈V kh .
Definimos, para v ∈ H l(Th)∩V kh , a norma
‖|v‖|2 =
∫
Th
(
D|∇hv|2+ ‖β‖∞L v
2
)
+
∫
Eh
((
D
hEh
+ |β ·n|
)
[[v]]2+hEhD{{∇hv}}2
)
,
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em que L e´ o diaˆmetro do domı´nio Ω.
O teorema a seguir fornece uma estimativa a priori para a soluc¸a˜o
SIPdG de alta ordem para o problema (3.13). Ele e´ uma ferramenta impor-
tante para demonstrar o u´ltimo teorema desta sec¸a˜o.
Teorema 3.9 Suponha va´lidas as hipo´teses H1 e H2. Sejam u ∈ Hk+1(Ω),
k ≥ 1 soluc¸a˜o do problema (3.13) e uh soluc¸a˜o de Galerkin descontı´nuo de
ordem k do problema discreto (3.15). Enta˜o, existe uma constante C > 0,
que dependende de Ω, da constante de regularidade de Th e da ordem de
aproximac¸a˜o k, mas independe de D, β e h, tal que
‖|u−uh‖| ≤C
(
D1/2+‖β‖1/2∞ h1/2
)
hk‖u‖Hk+1(Ω).
Demonstrac¸a˜o: Veja [36].

Da hipo´tese H1, a formulac¸a˜o (3.15) e´ consistente e vale a seguinte
propriedade de ortogonalidade:
Bh(u−uh,vh) = 0, ∀ vh ∈V kh ,
Bh(wh, p− ph) = 0, ∀ wh ∈V kh .
Usando esta propriedade, obtemos a representac¸a˜o para o erro no funcional
de interesse:
EQ(uh) = Q(u)−Q(uh) = Bh(u−uh, p) = Bh(u−uh, p− ph).
Observac¸a˜o 3.2 Usando esta representac¸a˜o, a continuidade da forma bili-
near e a estimativa a priori do teorema 3.9, e´ possı´vel mostrar que |Q(u)−
Q(uh)|=O(h2k) se o termo difusivo e´ dominante e |Q(u)−Q(uh)|=O(h2k+1)
se o termo advectivo e´ dominante.
Denotamos por σh(uh) =−D∇huh +βuh o fluxo total para a soluc¸a˜o
SIPdG uh.
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Definic¸a˜o 3.8 Um vetor th ∈ RTk−1(Th) e´ dito ser um fluxo equilibrado re-
construı´do para a soluc¸a˜o SIPdG uh ∈V kh do problema (3.15) se
∇ · th = pik−1h ( f ),
em que pik−1h denota a projec¸a˜o L
2 sobre V k−1h .
Usando uma aproximac¸a˜o de ordem maior pˆh ∈V mh , m> k, da soluc¸a˜o
exata dual p, temos a representac¸a˜o do erro na forma:
EQ(uh) =
∫
Th
( f −pik−1h ( f ))pˆh+
∫
Th
(σh(uh)− th) ·∇h pˆh
+
∫
Eh
{{n ·D∇ pˆh}}[[uh]]+∆(u, p;uh, pˆh) (3.17)
em que o termo residual ∆(u, p;uh, pˆh) e´ dado por
∆(u, p;uh, pˆh) =
∫
Th
( f −pik−1h ( f ))(p− pˆh)
−
∫
Th
(σh(uh)− th) · (∇p−∇h pˆh)
−
∫
Eh
(n ·D∇p−{{n ·D∇h pˆh}})[[uh]].
Assim, temos o estimador de erro, que e´ totalmente computa´vel, a
seguir:
η(uh, pˆh) = ∑
T∈Th
∫
Th
( f −pik−1h ( f ))pˆh
+ ∑
T∈Th
∫
Th
(σh(uh)− th) ·∇h pˆh
+
∫
Eh
{{n ·D∇pˆh}}[[uh]] (3.18)
Resta tratarmos da reconstruc¸a˜o do fluxo equilibrado th ∈RTk−1(Th)
com respeito a soluc¸a˜o dG uh ∈ V kh . A ideia e´ calcular os graus de liberdade
de th a partir dos fluxo nume´ricos:
• Para k ≥ 1, ∀ E ∈ E inth , ∀ qh ∈ Pk−1(E),∫
E
th ·nqh =
∫
E
({{n ·σh(uh)}}+(δD+δβ )[[uh]])qh; (3.19)
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• Para k ≥ 1, ∀ E ∈ E ∂h , ∀ qh ∈ Pk−1(E),∫
E
th ·nqh =
∫
E
(−(D∇huh) ·n+(δD+(β ·n)⊕)uh)qh; (3.20)
• Para k ≥ 2, ∀ T ∈Th, ∀ rh ∈ [Pk−2(T )]d ,∫
T
th · rh =
∫
T
σh(uh) · rh+
∫
∂T
χEh(Drh ·n)[[uh]]; (3.21)
em que χEh |E = 1/2 se E ∈ E inth e χEh |E = 1 se E ∈ E ∂h .
Lema 3.2 Sejam uh ∈ V kh , k ∈ N, a soluc¸a˜o dG de (3.15) e th ∈ RTk−1(Th)
definido por (3.19)-(3.21). Enta˜o th e´ o fluxo equilibrado reconstruı´do de uh.
Definic¸a˜o 3.9 Definimos o ı´ndice de eficieˆncia para o estimador de erro
η(uh, pˆh) como
Iη = Iη(uh, pˆh) =
η(uh, pˆh)
EQ(uh)
.
O estimador de erro η e´ dito ser assintoticamente exato se
lim
h→0+
Iη(uh, pˆh) = 1.
No sentido da definic¸a˜o acima, segue de (3.17) que o estimador de
erro η(uh, pˆh) e´ assintoticamente exato se, e somente se,
lim
h→0+
∆(u, p;uh, pˆh)
EQ(uh)
= 0.
O nu´mero de Pe´clet e´ um paraˆmetro adimensional utilizado no estudo
de fenoˆmenos de transporte e definido como a raza˜o da taxa de advecc¸a˜o pela
taxa de difusa˜o.
Teorema 3.10 Assuma as hipo´teses H1 e H2 e que f ∈ V k−1h . Sejam u ∈
Hk+1(Th), k≥ 1, e p ∈Hm+1(Th), m > k, as soluc¸o˜es dos problemas primal
(3.13) e dual (3.14), respectivamente. Seja uh ∈ V kh e pˆh ∈ V mh as soluc¸o˜es
dos problemas discretos primal (3.15) e dual (3.16), respectivamente. Ale´m
disso, suponha que o funcional de meta seja correto com ordem 2k, isto e´,
|Q(u)−Q(uh)| ≥ c
(
D1/2+‖β‖1/2∞ h1/2
)2‖u‖Hk+1(Th)‖p‖Hm+1(Th)
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em que c > 0 independe de D, β e h. Enta˜o, existe uma constante C que
depende do domı´nio Ω, da constante de regularidade de Th e da ordem de
aproximac¸a˜o k, pore´m, independe de D, β e h, tal que∣∣∣∣∆(u, p;uh, pˆh)Q(u)−Q(uh)
∣∣∣∣≤C(1+Pe 12 )hm−k ‖p‖Hm+1(Th)‖p‖Hk+1(Th) . (3.22)
Corola´rio 3.1 Sobre as hipo´teses do teorema anterior, o estimador de erro
(3.18) e´ assintoticamente exato se a ordem da aproximac¸a˜o de Galerkin des-
contı´nuo do problema dual for maior que a ordem da aproximac¸a˜o de Galer-
kin descontı´nuo do problema primal.
Observac¸a˜o 3.3 Entretanto, a estimativa (3.22) mostra que, mesmo para
soluc¸o˜es suaves, para valores grandes do nu´mero de Pe´clet a convergeˆncia
assinto´tica pode deteriorar.
3.3 BASE PARA O ESPAC¸O DE RAVIART-THOMAS DE ALTA OR-
DEM
Nesta sec¸a˜o, apresentaremos a construc¸a˜o do me´todo computacional
de reconstruc¸a˜o de fluxos a partir da soluc¸a˜o de problemas elı´pticos obtida
pelo me´todo de Galerkin descontı´nuo. O me´todo apresentado tem como prin-
cipais caracterı´sticas a eficieˆncia e o baixo custo computacional. Para isso,
utilizamos uma base computacional especı´fica para os espac¸os de Raviart-
Thomas de alta ordem.
Essa base computacional foi desenvolvida de modo que os coeficien-
tes dos fluxos equilibrados com respeito a essa base possam ser calculados
de forma barata a partir dos momentos dos fluxos nume´ricos da soluc¸a˜o do
problema pelo me´todo de Galerkin descontı´nuo. Posteriormente, estes fluxos
equilibrados reconstruidos sa˜o utilizados para calcular estimadores de erro a
posteriori e que, por sua vez, sa˜o utilizados para fazer refinamento adaptativo
da malha do problema.
A implementac¸a˜o deRT0 esta´ presente na maioria dos pacotes compu-
tacionais e foi discutida com detalhes em [37]. Ja´ o trabalho apresentado aqui
na˜o se restringe ao espac¸o de Raviart-Thomas de ordem mais baixa. Maio-
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res detalhes sobre os espac¸os de Raviart-Thomas podem ser encontrados em
[38].
Seja Ω um domı´nio poligonal em R2. Seja Th uma famı´lia de malhas
triangulares regulares, em que h = max
T∈Th
h(T ) denota o diaˆmetro da malha e
h(T ) e´ o diaˆmetro do elemento T .
Como definido anteriormente, associado a triangularizac¸a˜oTh, o espa-
c¸o de elementos finitos de Raviart-Thomas e´
RTk(Th) = {uh ∈ H(div ,Ω) | uh|T ∈ RTk(T ), ∀T ∈Th}.
E, associado a cada triaˆngulo T ∈ Th o espac¸o de Raviart-Thomas local e´
definido por
RTk(T ) = [Pk(T )]2+
(
x
y
)
Pk(T ),
em que Pk(T ) denota o espac¸o dos polinoˆmios em T de grau menor ou igual
a k ∈ N0.
Para u ∈ RTk(T ) os graus de liberdade sa˜o dados por∫
∂T
(u ·nT )p, ∀p ∈ Pk(∂T ); (3.23)
∫
T
u ·q, ∀q ∈ [Pk−1(T )]2 se k ≥ 1. (3.24)
A base apresentada aqui e´ calculada a partir dos graus de liberdade
(3.23) e (3.24). Para isso, construı´mos a base sobre o elemento mestre e
depois estendemos a definic¸a˜o para um elemento T ∈Th qualquer atrave´s da
transformac¸a˜o de Piola.
Definic¸a˜o 3.10 Definimos o triaˆngulo de refereˆncia Tˆ como aquele cujos ve´r-
tices sa˜o:
vˆ1 = (−1,−1)′, vˆ2 = (1,−1)′, vˆ3 = (−1,1)′;
ou ainda,
Tˆ = {vˆ1, vˆ2, vˆ3}= {(r,s)′ | r,s≥−1; r+ s≤ 0}.
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Para T ∈Th, T = {v1,v2,v3}, v1 = (x1,y1), v2 = (x2,y2), v3 = (x3,y3)
a aplicac¸a˜o canoˆnica afim piT : Tˆ → T e´ definida como:
piT (r,s) =− r+ s2 v
1+
r+1
2
v2+
s+1
2
v3 = (x(r,s),y(r,s))′.
Definic¸a˜o 3.11 A transformac¸a˜o de Piola, associada a piT , para uˆ∈ [L2(Tˆ )]2
e´ definida por
PT uˆ(x,y) =
1
|detJT |JT uˆ(piT (r,s)),
em que JT e´ a matriz jacobiana de piT .
Lema 3.3 (Propriedades da Tranformac¸a˜o de Piola) Para u ∈ H(div ,T )
e v ∈ H1(T ) temos que ∫
T
(∇ ·u)v =
∫
Tˆ
(∇ˆ · uˆ)vˆ;
∫
T
u ·∇v =
∫
Tˆ
uˆ · ∇ˆvˆ;
∫
∂T
u ·nT v =
∫
∂ Tˆ
uˆ · nˆTˆ vˆ,
em que uˆ = P−1T u e vˆ = pi
−1
T v.
O teorema a seguir mostra como e´ possı´vel construir a base para o
espac¸o de Raviart-Thomas.
Teorema 3.11 No espac¸o de Raviart-Thomas RTk(T ), k ∈N0, T ∈Th, T =
{v1,v2,v3} existe uma base {Φ∂Ti,l ,ΨTm}, i = 1,2,3, l = 1, . . . ,k+ 1, m =
1, . . . ,2M, M = k(k+1)2 tal que
(B1) Para cada i, i′ ∈ {1,2,3} e l ∈ {1, . . . ,k+1},
Φ∂Ti,l ·nTi′ |Ei′ = δi,i′Lil , ,
em que Ei denota a aresta do triaˆngulo oposto ao ve´rtice vi, nTi e´ o
vetor unita´rio normal a aresta Ei exterior a T e {Lil}kl=0 e´ o conjunto
ortonormal de polinoˆmios de Legendre em L2(Ei).
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(B2) ΨTm, m = 1, . . . ,2M forma uma base em L2([Pk−1(Tˆ )]2) e
ΨTm ·ni|Ei = 0, i ∈ {1,2,3}, m ∈ {1, . . . ,2M}.
Demonstrac¸a˜o: Seguindo [39], sobre o elemento mestre Tˆ , considere
e1(r,s)=
1
2
(
r+1
s+1
)
, e2(r,s)=
1
2
(
r−1
s+1
)
, e3(r,s)=
1
2
(
r+1
s−1
)
,
t1(r,s) =
s+1
2
(
r+1
s−1
)
, t2(r,s) =
r+1
2
(
r−1
s+1
)
.
Definimos
Φˆi,l(r,s) = Ll−1(s)ei(r,s), i = 1,2,
Φˆ3l(r,s) = Ll−1(r)e3(r,s), l ∈ {1, . . . ,k+1},
em que {Ln}kn=0 sa˜o os polinoˆmios de Legendre normalizados que formam
um sistema ortonormal para L2([−1,1]). Como Φˆi,l satisfaz a propriedade
e1 ·n j|Eˆ j =
√
2
2
δ1 j, ei ·n j|Eˆ j = δi j, i ∈ {2,3}, j ∈ {1,2,3}
obtemos
Φˆ∂ Tˆi,l′ ·nTˆi′ |Eˆi′ = δi,i′L
i
l .
Note que∫
Eˆi
(Φˆ∂ Tˆi,l′ · nˆi)(Φˆ∂ Tˆi,l · nˆi) = δll′ , l, l′ ∈ {1, . . . ,k+1}, i ∈ {1,2,3} (3.25)
Agora, definimos
Ψˆm = pˆm(r,s)t1(r,s), m = 1, . . . ,M,
Ψˆm = pˆm−M(r,s)t2(r,s), m = M+1, . . . ,2M,
em que os polinoˆmios pˆm formam a base ortonormal de Dubiner para Pk−1(Tˆ ),
veja [40]. Como
t j(r,s) ·ni|Eˆi = 0, j ∈ {1,2}, i ∈ {1,2,3},
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temos que Ψˆm ·ni|Eˆi = 0.
Assim, usando a transformac¸a˜o de Piola, as func¸o˜es
Φ∂Ti,l = P◦Φil ◦pi−1T ,
ΨTm = P◦ Ψˆm ◦pi−1T
formam uma base para RTk(T ), T ∈Th, e satisfazem as propriedades (B1) -
(B2).

As figuras (1) e (2) exibem a base {Φ∂Ti,l ,ΨTm} para RT2(Tˆ ) que foi
utilizada. E´ possı´vel perceber as propriedades B1 e B2.
A seguir, vamos demonstrar como recuperar os coeficientes corres-
pondentes a esta base a partir dos graus de liberdade do espac¸o de elementos
finitos de Raviart-Thomas RTk.
Considere, em [Pk−1(T )]2, uma base
{
PTm
}2M
m=1, definida por
PTm =
(
pm
0
)
, m = 1, . . . ,M;
PTm =
(
0
pM−m
)
, m = M+1, . . . ,2M,
em que os polinoˆmios pm formam uma base de Dubiner para Pk−1(T ).
Lema 3.4 Seja uh ∈ RTk(Th) e suponha que
uT = uh|T =∑
i′,l′
c∂Ti′,l′Φ
∂T
i′,l′ +∑
m′
cTm′Ψ
T
m′ (3.26)
seja a sua representac¸a˜o local na base {Φ∂Ti,l ,ΨTm} de RTk(T ).
Sejam
µ∂Ti,l (uT ) =
∫
Ei
(uT ·ni)Lil , i ∈ {1,2,3}, l ∈ 1, . . . ,k+1; (3.27)
µTm(uT ) =
∫
T
uT ·Pm, m ∈ {1, . . . ,2M}, (3.28)
os graus de liberdade de uT . Enta˜o
c∂Ti,l = µ
∂T
i,l (uT ), i ∈ {1,2,3}, l ∈ 1, . . . ,k+1 (3.29)
3.3. Base para o espac¸o de Raviart-Thomas de alta ordem 61
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
Figura 1 – Func¸o˜es de base ΦEil para l = 1 (primeira linha), l = 2 (segunda
linha) e l = 3 (terceira linha) para o espac¸o RT2(Tˆ ).
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(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
(−1,−1) ( 1,−1)
(−1, 1)
Figura 2 – Func¸o˜es de baseΨTˆm para m= 1, 2 e 3 na primeira linha e m= 4, 5
e 6 na segunda linha para o espac¸o RT2(Tˆ ).
e
cT = G−1T FT , (3.30)
em que cT = (cT1 , . . . ,c
T
2M)
′,
GT =
[∫
T
ΨTi ·PTj
]
2M×2M
, FT =
[
µTm(u)−∑
i,l
µ∂Ti,l
∫
T
Φ∂Ti,l ·PTm
]
2M×1
.
Demonstrac¸a˜o: Substituindo (3.26) em (3.27) obtemos
µ∂Ti,l (uT ) =∑
i′,l′
c∂Ti′,l′
∫
Ei
(Φ∂Ti′,l′ ·ni)(Φ∂Ti,l ·ni)+
+∑
m′
cTm′
∫
Ei
(ΨTm′ ·ni)(Φ∂Ti,l ·ni) = c∂Ti,l′
∫
E
Ll′Ll = c∂Ti,l
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uma vez que as propriedades (B1), (B2) e (3.25) sa˜o va´lidas.
Analogamente, de (3.28) obtemos
µTm(uT ) =∑
i′,l′
c∂Ti′,l′
∫
T
Φ∂Ti′,l′ ·PTm+∑
m′
cTm′
∫
T
ΨTm′ ·PTm,
que e´ justamente o sistema GT cT = FT .

Observac¸a˜o 3.4 O lema 3.4 fornece uma forma barata, no sentido compu-
tacional, de se recuperar o fluxo a partir dos momentos (3.27) e (3.28) pois,
em cada elemento da malha precisamos apenas resolver um sistema linear
pequeno.
Observac¸a˜o 3.5 Note que∫
T
ΨTm′ ·ΨTm = |JT |
∫
Tˆ
PTΨTm′ ·PTΨTm =
∫
Tˆ
(JT J′T )/|JT |Ψˆm′ · ΨˆTm
e, portanto, segue que
cTm = µ
T
m(uT )−∑
i,l
µ∂Ti,l (uT )
∫
T
Φ∂Ti,l ·ΨTm, m ∈ 1, ...,2M
para triaˆngulos nos quais (JT J′T )/|JT | = Id. Isto ocorre para elementos
que sejam triaˆngulos retaˆngulos iso´sceles, por exemplo, o que permite que
a reconstruc¸a˜o de fluxo seja calculada diretamente dos momentos sem a ne-
cessidade da soluc¸a˜o de sistemas lineares locais.
3.4 RESULTADOS NUME´RICOS
Para exemplificar o funcionamento do me´todo desenvolvido, iremos
apresentar a seguir uma se´rie de testes nume´ricos feitos. Apesar de, ate´
aqui, termos nos restringido ao caso de condic¸o˜es de fronteira de Dirich-
let homogeˆnea, os resultados aqui apresentados na˜o se restringem a essas
condic¸o˜es. O desenvolvimento feito pode ser estendido aos casos apresenta-
dos.
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3.4.1 Teste 1: Norma energia - Problema suave
Este primeiro teste consiste na aproximac¸a˜o da soluc¸a˜o do problema
modelo (3.1) no qual a soluc¸a˜o exata e´ suave e igual a u(x,y)= sin(pix)sin(piy),
o domı´nioΩ=(0,1)2 e o coeficiente de difusa˜o e´ constante igual a 1. Utilizou-
se o me´todo de Galerkin descontı´nuo de ordens k= 1,2,3,4 em uma sequeˆncia
de malhas obtidas atrave´s de refinamento uniforme por bissec¸a˜o de uma ma-
lha inicial na˜o estruturada com 48 elementos, apresentada na figura 3.
Figura 3 – Malha inicial na˜o estruturada com 48 elementos.
Denotamos por e(uh) = ‖D− 12 (σ(u)−σh(uh))‖L2(Ω) o erro da aproxi-
mac¸a˜o SIPdG, por e(th) = ‖D− 12 (σ(u)− th(uh))‖L2(Ω) o erro da aproximac¸a˜o
do fluxo exato pelo fluxo reconstruı´do e por e(∇ · th) = ‖ f −∇ · th(uh)‖L2(Ω)
o erro no equilı´brio do fluxo reconstruı´do. A tabela 1 apresenta os erros e as
taxas de convergeˆncia do me´todo SIPdG e do fluxo equilibrado reconstruı´do
a partir da soluc¸a˜o discreta usando a base computacional apresentada.
Dados h1 e h2 o diaˆmetro de duas malhas e eh1 e eh2 os erros de
aproximac¸a˜o da soluc¸a˜o em alguma norma, as taxas de convergeˆncia sa˜o cal-
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culadas por meio da seguinte expressa˜o:
O(e) =
log
( ‖eh1‖
‖eh2‖
)
log
(
h1
h2
)
E´ possı´vel observar que o me´todo SIPdG aproxima corretamente a
soluc¸a˜o exata do problema e exibe ordem de convergeˆncia k como previsto
no teorema 3.4. O erro de aproximac¸a˜o do fluxo exato pelo fluxo equili-
brado reconstruı´do e´, tambe´m, de ordem k, que e´ a ordem o´tima para essa
aproximac¸a˜o. Por fim, a ordem de convergeˆncia do desvio da oscilac¸a˜o e´
k+1, o que quer dizer que o fluxo th e´ equilibrado com ordem k−1.
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k Nr
e(uh)
O(e(uh))
e(th)
O(e(th))
e(∇ · th)
O(e(∇ · th))
1
1 2.779×10
−1
2.951
3.664×10−1
2.605
6.013×10−2
5.544
2 1.394×10
−1
0.995
1.879×10−1
0.964
1.521×10−2
1.983
3 6.984×10
−2
0.997
9.425×10−2
0.995
3.813×10−3
1.996
4 3.495×10
−2
0.999
4.711×10−2
1.000
9.540×10−4
1.999
2
1 2.480×10
−2
5.058
3.184×10−2
4.275
3.725×10−3
8.005
2 6.227×10
−3
1.994
7.819×10−3
2.026
4.685×10−4
2.991
3 1.561×10
−3
1.996
1.944×10−3
2.008
5.864×10−5
2.998
4 3.910×10
−4
1.998
4.852×10−4
2.003
7.332×10−6
3.000
3
1 1.011×10
−3
7.457
1.294×10−3
6.806
2.743×10−4
9.262
2 1.294×10
−4
2.965
1.648×10−4
2.973
1.697×10−5
4.015
3 1.623×10
−5
2.995
2.050×10−5
3.007
1.059×10−6
4.003
4 2.029×10
−6
3.000
2.547×10−6
3.008
6.613×10−8
4.001
4
1 6.619×10
−5
8.177
8.910×10−5
7.072
8.448×10−6
11.581
2 4.042×10
−6
4.033
5.414×10−6
4.041
2.801×10−7
4.915
3 2.514×10
−7
4.007
3.371×10−7
4.005
8.856×10−9
4.983
4 1.570×10
−8
4.001
2.109×10−8
3.999
2.775×10−10
4.996
Tabela 1 – Erros e taxas de convergeˆncia para diferentes ordens de
aproximac¸a˜o k e refinamento Nr.
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3.4.2 Teste 2: Norma energia - Refinamento adaptativo
Consideramos agora o problema (3.1) com as mesmas condic¸o˜es de
domı´nio, coeficiente de difusa˜o e malha inicial do teste anterior, pore´m, agora
com soluc¸a˜o exata dada por
u(x,y) = x(x−1)y(y−1)arctan
(
60
√
(x−5/4)2+(y+1/4)2−1
)
.
Este problema visa mostrar como o me´todo se comporta quando aplicado a
um problema cuja soluc¸a˜o apresenta regio˜es de altos gradientes no interior do
domı´nio.
Diferentemente do teste 1, neste teste utilizamos refinamento adap-
tativo, a partir da malha inicial, usando o me´todo proposto por Do¨rfler (veja
[41]), isto e´, os elementos do conjunto minimalM ⊂Th, tais que ∑
T∈M
η(T )≥
θ ∑
T∈Th
η(T ), sa˜o refinados. Aqui, η e´ o estimador na norma energia dado em
(3.4).
As figuras 4 e 5 mostram, na primeira coluna, o erro na norma energia
e a ordem de convergeˆncia, calculados usando refinamento uniforme e refi-
namento adaptativo com θ = 0.25, θ = 0.5 e θ = 0.75 para a estrate´gia de
marcac¸a˜o de Do¨rfler, em func¸a˜o dos graus de liberdade DOF (do ingleˆs “de-
grees of freedom”) em escala logarı´tmica para as ordens do me´todo SIPdG
k = 1,2,3,4. A segunda coluna exibe os ı´ndices de eficieˆncia. A terceira
coluna apresenta a malha correspondente ao erro ≈ 0.01 para θ = 0.25.
Note que, para uma dada ordem do me´todo de Galerkin descontı´nuo,
a norma energia do erro e´ similar para diferentes paraˆmetros de marcac¸a˜o de
Do¨rfler e, assintoticamente, exibe taxas de convergeˆncia o´timas. Os ı´ndices
de eficieˆncia permanecem acima de 1 e sa˜o, assintoticamente, pro´ximos de
1 mesmo quando a ordem de aproximac¸a˜o aumenta. E´ possı´vel observar
tambe´m que o nu´mero de graus de liberdade necessa´rio para atingir o mesmo
erro de aproximac¸a˜o global decresce quando a ordem de aproximac¸a˜o poli-
nomial k aumenta. A respeito da adaptac¸a˜o, fica visı´vel que o me´todo refina
a malha principalmente sobre a regia˜o onde a soluc¸a˜o exata apresenta gradi-
entes de maior magnitude.
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Figura 4 – Norma energia do erro e ordem de convergeˆncia (a` esquerda) e
ı´ndice de eficieˆncia (ao centro) em func¸a˜o de DOF em escala
logarı´tmica para θ = 0.25, θ = 0.5 e θ = 0.75 na marcac¸a˜o
de Do¨rfler e k = 1 e 2. A` direita, malhas refinadas adaptativa-
mente correspondendo ao erro de ≈ 0.01 na norma energia ( com
DOF = 104991 para k = 1 e DOF = 7692 para k = 2).
3.4.3 Teste 3: Funcional de interesse - Difusa˜o
Neste exemplo, tratamos da equac¸a˜o (3.5) com soluc¸a˜o dada por
u(x,y) = x(x−1)y(y−1)arctan
(
60
√
(x−5/4)2+(y+1/4)2−1
)
.
O domı´nio e´ Ω = (0,1)2 e o coeficiente de difusa˜o e´ constante igual a 1.
Utilizou-se o me´todo de Galerkin descontı´nuo de ordens k = 1,2 e 3 em uma
sequeˆncia de malhas obtidas atrave´s de refinamento uniformes e adaptativos
de uma malha inicial estruturada com 200 elementos (figura 6).
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Figura 5 – Norma energia do erro e ordem de convergeˆncia (a` esquerda) e
ı´ndice de eficieˆncia (ao centro) em func¸a˜o de DOF em escala
logarı´tmica para θ = 0.25, θ = 0.5 e θ = 0.75 na marcac¸a˜o
de Do¨rfler e k = 3 e 4. A` direita, malhas refinadas adaptativa-
mente correspondendo ao erro de ≈ 0.01 na norma energia ( com
DOF = 4270 para k = 3 e DOF = 3930 para k = 4).
O funcional de interesse estudado foi
Q(u) =
1
|ω|
∫
ω
u,
em que ω = [0.1,0.2]× [0.8,0.9]. O valor exato da quantidade de interesse e´
Q(u) = 0.024714657756.
A figura 7 mostra, na primeira coluna, os erro no funcional de meta
e os indicadores de erro η (calculados atrave´s de (3.18)) usando refinamento
uniforme e refinamento adaptativo com θ = 0.5 na marcac¸a˜o de Do¨rfler em
escala logarı´tmica, em func¸a˜o de DOF. Tanto o erro no funcional quanto os in-
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Figura 6 – Malha inicial estruturada com 200 elementos.
dicadores sa˜o relativos, isto e´, os dados apresentados correspondem as quan-
tias Q(u−uh)Q(u) e
η
Q(u) . A segunda coluna exibe os ı´ndices de eficieˆncia e a ter-
ceira coluna apresenta a malha adaptativa final para cada ordem de me´todo
SIPdG.
E´ importante observar o efeito que o funcional de interesse tem so-
bre o refinamento adaptativo. Enquanto no teste 2 a adaptac¸a˜o ocorre ape-
nas na regia˜o em que a soluc¸a˜o exata u tem gradientes altos, neste caso, a
adaptac¸a˜o ocorre tambe´m dentro da regia˜o de interesse ω . Inicialmente, de-
vido ao fato da malha inicial ser mais grossa, o ı´ndice de eficieˆncia exibe
oscilac¸o˜es, pore´m, quando a malha e´ adaptada, o indicador se aproxima do
erro.
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Figura 7 – Erro no funcinal de meta (a` esquerda) e ı´ndice de eficieˆncia (ao
centro) em func¸a˜o de DOF em escala logarı´tmica para θ = 0.5 na
marcac¸a˜o de Do¨rfler e k = 1,2 e 3. A` direita, malhas refinadas
adaptativamente no u´ltimo nı´vel de refinamento.
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3.4.4 Teste 4: Funcional de interesse - Advecc¸a˜o-difusa˜o
Consideramos o problema (3.13) com soluc¸a˜o exata dada por
u(x,y) = 10xy(1− y)(e−x− e−1+ x−1ε ),
em que ε = 10−2, o coeficiente difusivo D e´ constante igual a ε e o coeficiente
advectivo e´ β = (1,0).
O domı´nio utilizado e´ Ω = (0,1)2. Utilizou-se ordens k = 1,2,3 e 4
para o me´todo SIPdG em uma sequeˆncia de malhas refinadas uniforme e
adaptativamente a partir de uma malha inicial estruturada com 50 elemen-
tos.
O funcional de interesse estudado foi
Q(u) =
∫
Ω
u,
O valor exato da quantidade de interesse e´ Q(u) = 0.43433185198253.
As figuras 8 e 9 seguem o mesmo formato do teste anterior. Isto e´,
na primeira coluna, apresentamos os erros no funcional de meta e os indica-
dores de erro η (calculados atrave´s de (3.18)) usando refinamento uniforme
e refinamento adaptativo com θ = 0.5 na marcac¸a˜o de Do¨rfler em escala lo-
garı´tmica, em func¸a˜o de DOF. Tanto o erro no funcional quanto os indica-
dores sa˜o relativos, isto e´, os dados apresentados correspondem as quantias
Q(u−uh)
Q(u) e
η
Q(u) . A segunda coluna exibe os ı´ndices de eficieˆncia e a terceira
coluna apresenta a malha adaptativa final para cada ordem de me´todo SIPdG.
Podemos notar que, aumentando a ordem de aproximac¸a˜o, a ordem
de convergeˆncia do erro na malha adaptativa e´ significativamente menor que
a ordem de convergeˆncia na malha uniforme. Vale ressaltar tambe´m que
nu´mero de elementos da malha necessa´rio para chegar no mesmo erro di-
minui com o aumento da ordem de aproximac¸a˜o.
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Figura 8 – Erro relativo no funcinal de meta e indicador de erro relativo (a`
esquerda) e ı´ndice de eficieˆncia (ao centro) em func¸a˜o de DOF
em escala logarı´tmica para refinamento e θ = 0.5 na marcac¸a˜o de
Do¨rfler e k = 1 e 2. A` direita, malhas refinadas adaptativamente
no u´ltimo nı´vel de refinamento.
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Figura 9 – Erro relativo no funcinal de meta e indicador de erro relativo (a`
esquerda) e ı´ndice de eficieˆncia (ao centro) em func¸a˜o de DOF
em escala logarı´tmica para refinamento e θ = 0.5 na marcac¸a˜o de
Do¨rfler e k = 3 e 4. A` direita, malhas refinadas adaptativamente
no u´ltimo nı´vel de refinamento.
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4 ME´TODOS DE GALERKIN DESCONTI´NUO PARA PROBLE-
MAS PARABO´LICOS DE ADVECC¸A˜O-DIFUSA˜O
Neste capı´tulo trataremos dos problemas parabo´licos do tipo advecc¸a˜o-
difusa˜o. Primeiramente, introduzimos as notac¸o˜es e espac¸os necessa´rios e,
em seguida, apresentamos a formulac¸a˜o discreta do me´todo de Galerkin des-
contı´nuo no tempo e espac¸o. Tambe´m sera˜o apresentadas estimativas a priori
para essas aproximac¸o˜es. A bibliografia sobre esta parte e´ extensa, com des-
taque a [42, 43, 44, 45, 46].
4.1 INTRODUC¸A˜O
Sejam V um espac¸o normado equipado com a norma ‖·‖V e (0,T ) um
intervalo no tempo. Consideramos os espac¸os das func¸o˜es que mapeiam este
intervalo (0,T ) em V , mais precisamente, para r ≥ 1, definimos
Lr(0,T ;V ) =
{
z : (0,T )→V mensura´vel /
∫ T
0
‖z(t)‖rV dt < ∞
}
com
‖z‖Lr(0,T ;V ) =
(∫ T
0
‖z(t)‖rV dt
)1/r
.
Observac¸a˜o 4.1 Caso V seja um espac¸o de Banach, enta˜o Lr(0,T ;V ) tambe´m
e´.
4.2 PROBLEMA PARABO´LICO DE ADVECC¸A˜O-DIFUSA˜O
Seja Ω um domı´nio poliedral em Rd , d = 1,2,3 e seja I = (0,T ) um
intervalo no tempo. Considere o problema parabo´lico com condic¸a˜o de Diri-
chlet na˜o-homogeˆnea:
∂tu−∇ · (ε∇u)+∇ · (βu) = f , em Ω× (0,T ],
u = gD, em ∂Ω× (0,T ),
u|t=0 = u0, em Ω,
(4.1)
em que o coeficiente de difusa˜o ε e´ constante por partes e estritamente po-
sitivo em Ω× [0,T ] de modo que existe uma constante ε0 tal que ε(x, t) ≥
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ε0 > 0. O coeficiente β e´ definido como um campo vetorial continuamente
diferencia´vel em Ω tal que ‖β‖∞ ≤ 1, ∀ (x, t) ∈Ω× [0,T ] e f ∈ L2(0,T ;Ω).
Ale´m disso, como no capı´tulo 2, assumimos que existe uma constante β0 ≥ 0
tal que
1
2
∇ ·β (x, t)≥ β0, ∀ (x, t) ∈Ω× [0,T ].
Esta condic¸a˜o garante existeˆncia e unicidade de soluc¸a˜o fraca. Por
fim, denotaremos por σ(u) =−ε∇u+βu ∈ H(div,Ω) o fluxo total de u.
Dividimos ∂Ω em 2 partes ∂Ω= Γ+∪Γ− em que
• β ·n≥ 0 em Γ+;
• β ·n < 0 em Γ−.
Definic¸a˜o 4.1 Dizemos que uma equac¸a˜o parabo´lica do tipo (4.1) tem regime
de difusa˜o dominante quando
‖β‖∞ ≤Cε0,
sendo C uma constante positiva moderada, e dizemos que tem regime de
advecc¸a˜o dominante quando
ε0‖β‖∞.
Observac¸a˜o 4.2 Para simplificar a notac¸a˜o, daqui em diante denotaremos:
(u,v) =
∫
Ω
uv.
Vamos definir a seguir os espac¸os nos quais iremos construir a formulac¸a˜o
variacional para o problema parabo´lico. Os dois primeiros ja´ foram definidos
anteriormente mas sera˜o reapresentados aqui.
Definic¸a˜o 4.2 Definimos os seguintes espac¸os
Hs0(Ω) = {u ∈ Hs(Ω) / u|∂Ω = 0} ;
HsD(Ω) = {u ∈ Hs(Ω) / u|∂Ω = gD} ;
X0(I,Ω) =
{
u ∈ L2(0,T ;H10 (Ω)) / ∂tu ∈ L2(0,T ;H−1(Ω))
}
;
XD(I,Ω) =
{
u ∈ L2(0,T ;H1D(Ω)) / ∂tu ∈ L2(0,T ;H−1(Ω))
}
.
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A formulac¸a˜o fraca do problema (4.1) e´:
Encontrar u ∈ XD(I,Ω) tal queB(u,v) =
∫ T
0
( f ,v), ∀ v ∈ X0(I,Ω), (4.2)
em que
B(u,v) :=
∫ T
0
(∂tu,v)+
∫ T
0
B(u,v),
sendo
B(u,v) = (ε∇u,∇v)− (u,β ·∇v)
a forma bilinear em H1(Ω) associada a parte de advecc¸a˜o-difusa˜o, e com
u(·,0) = u0.
Teorema 4.1 (Existeˆncia e unicidade) Sejam f ∈ L2(0,T ;H−1(Ω)) e u0 ∈
L2(Ω). Enta˜o, existe uma u´nica soluc¸a˜o u ∈ XD(I,Ω) para (4.2). Ale´m disso,
existe uma constante C positiva de modo que vale a desigualdade
‖u(t)‖2L2(Ω)+
∫ t
0
‖∇u‖2L2(Ω)dt ≤C
(
‖u0‖2L2(Ω)+
∫ t
0
‖ f‖2L2(Ω)dt
)
,∀ t ∈ (0,T ).
Demonstrac¸a˜o: Veja [45].

4.3 ME´TODO DE GALERKIN DESCONTI´NUO NO TEMPO E NO ESPAC¸O
Sejam I = (0,T ) um intervalo no tempo e N um nu´mero inteiro posi-
tivo. Considere uma sequeˆncia de tempos discretos {tn}0≤n≤N tal que t0 = 0
e tN = T . Introduzimos ainda o intervalo no tempo In = (tn−1, tn] e o passo
no tempo τn = tn− tn−1, para 1 ≤ n ≤ N. Denotaremos por τ = max
n
τn e
Iτ = {In}1≤n≤N . Ale´m disso, escrevemos f n = f |In .
Definic¸a˜o 4.3 Do mesmo modo como feito para o salto [[·]] sobre uma aresta
E da malha espacial, definimos o salto no tempo de uma func¸a˜o u = u(·, t)
no tempo ti como
[[u]]i = lim
t→t+i
u(·, t)− lim
t→t−i
u(·, t), i = 1, . . . ,N.
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SejaTτh = {Th,n}N−1n=0 uma famı´lia de malhas associada com a partic¸a˜o
no tempo Iτ . Vamos supor que as malhas Th,n e Th,n+1 sa˜o compatı´veis, isto
e´, a segunda pode ser obtida a partir do refinamento ou desrefinamento de
triaˆngulos de Th,n.
Definimos os espac¸os de Sobolev particionado
X(Iτ ,Th,n) =
{
u ∈ L2(0,T ;L2(Ω)) / u ∈ L2(In,Hs(Th,n)),
∂tu ∈ L2(In,H−1(Ω,Th,n)), n = 1, . . . ,N
}
;
V =
{
v ∈ L2(0,T ;L2(Ω)) / v∣∣In ∈ Hs(Th,n)} ,
sendo s > 3/2.
Com isso, podemos enunciar a formulac¸a˜o variacional do me´todo de
Galerkin descontı´nuo no tempo em espac¸os particionados: encontrar u ∈
X(Iτ ,Th,n) tal que, ∀ v ∈V ,
Bτh(u,v) :=
∫
Iτ
((∂tu,v)+Bh(u,v))+
N
∑
i=0
([[u]]i,v(t+i )) =
∫
I
F(v). (4.3)
A forma bilinear associada com a discretizac¸a˜o no espac¸o da parte
advecc¸a˜o-difusa˜o pelo me´todo de Galerkin descontı´nuo dG(l) e´ dado pela
expressa˜o:
Bh(v,w) =
∫
Th
ε(∇hvh ·∇hw)−
∫
Th
v(β ·∇hw)
−
∫
Eh
({{(ε∇hv) ·n}}[[w]]+ [[v]]{{(ε∇hw) ·n}})
+
∫
Eh
δε [[v]][[w]]+
∫
E inth
(
(β ·n){{v}}+δβ [[v]]
)
[[w]]
+
∫
E ∂h
(β ·n)⊕vw.
sendo δε o termo de penalizac¸a˜o do salto sobre as arestas e (β ·n)⊕ =max(β ·
n,0). Ale´m disso, o funcional linear F e´ dado pela expressa˜o
F(v) =
∫
Ω
f (·, t)v+
∫
E ∂h
gD
(
δε
∣∣
Ev+(ε∇hv) ·n− (β ·n)	v
)
sendo (β ·n)	 = min(β ·n,0).
A seguir apresentamos as formulac¸o˜es dos me´todos de Galerkin des-
contı´nuo e contı´nuo no tempo para o problema (4.1). Como usaremos uma
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base local descontı´nua no tempo no espac¸o de testes, poderemos escrever os
me´todos nas suas formas locais. Para isso, precisamos definir os seguintes
espac¸os de dimensa˜o finita:
• V lh =
{
v ∈ L2(Ω) / v|T ∈ Pl(T ), ∀ T ∈Th
}
;
• V lτh =
{
v ∈ L2(0,T ;L2(Ω)) / v|In ∈V lh(Th,n)
}
;
• V˜ k,lτh =
{
vτh ∈ L2(I,L2(Ω)) / vτh|In ∈ Pk(V lh), n = 1, . . . ,N
}
;
• V k,lτh =
{
vτh ∈ V˜ k,lτh / vτh ∈C(I,L2(Ω))
}
.
A formulac¸a˜o de Galerkin descontı´nuo de ordem k no tempo e ordem
l no espac¸o, dG(k)dG(l), para o problema (4.1) e´: encontre uτh ∈ V˜ k,lτh tal que∫
Iτ
((∂tuτh,vτh)+Bh(uτh,vτh))dt+
N
∑
i=0
(
[[uτh]]i,vτh(t+i )
)
=
=
∫
I
F(vτh)dt, ∀ vτh ∈ V˜ k,lτh
em que vτh(t+i ) denota o limite a` direita no instante de tempo ti da func¸a˜o vτh
definida no intervalo de tempo Ii+1.
A formulac¸a˜o de Galerkin contı´nuo de ordem k no tempo e descontı´nuo
de ordem l no espac¸o, cG(k)dG(l), e´: encontre uτh ∈V k,lτh tal que∫
Iτ
((∂tuτh,vτh)+Bh(uτh,vτh))dt+(uτh(0+),vτh(0+)) =
= (u0,vτh(0+))+
∫
I
F(vτh)dt, ∀ vτh ∈ V˜ k−1,lτh (4.4)
Os dois me´todos apresentados acima podem ser desacoplados de forma
que, a partir da condic¸a˜o inicial, possamos resolver sequencialmente o pro-
blema em cada um dos intervalos In, n = 1, . . . ,N. Dessa forma, podemos
reescreveˆ-los da formas a seguir.
O me´todo dG(k)dG(l) local e´: para n = 1, . . . ,N, encontrar unτh =
uτh|In ∈ Pk(In,V lh) tal que∫
In
((∂tunτh,vτh)+Bh(u
n
τh,vτh))dt+(u
n
τh(t
+
n−1),vτh(t
+
n−1)) =
= (un−1τh (t
+
n−1),vτh(t
+
n−1))+
∫
In
F(vτh)dt, ∀ vτh ∈ Pk(In,V lh) (4.5)
80
Capı´tulo 4. Me´todos de Galerkin descontı´nuo para problemas parabo´licos de
advecc¸a˜o-difusa˜o
em que u0τh = u0.
O me´todo cG(k)dG(l) local e´: encontrar uτh ∈V k,lτh , para n= 1, . . . ,N,
unτh = uτh|In ∈ Pk(In,V lh) tal que∫
In
((∂tunτh,vτh)+Bh(u
n
τh,vτh))dt+δn,1(uτh(0
+),vτh(0+)) =
= δn,1(u0,vτh(0+))+
∫
In
F(vτh)dt, ∀ vτh ∈ Pk−1(In,V lh), (4.6)
em que
δn,1 =
{
1, se n = 1
0, se n 6= 1
No presente trabalho, estamos interessados nas formulac¸o˜es dG(0)dG(l),
para o problema primal, e cG(1)dG(l), para o problema dual com ordem su-
perior l no espac¸o.
Neste caso, a formulac¸a˜o dG(0)dG(l) local e´:
τnBh(unτh,vτh)+(u
n
τh,vτh) = (u
n−1
τh ,vτh)+ τnF(vτh)(tn), ∀ vτhV lh , (4.7)
em que (u0τh,vτh) = (piV lh (u0),vτh) e piV lh (u0) e´ a projec¸a˜o de u0 sobre V
l
h . Note
que o me´todo dG(0)dG(l) local e´ o me´todo de Euler implı´cito na derivada
em relac¸a˜o a t e me´dia na integral do lado direito de (4.5).
Aproximando as integrais no tempo pelo me´todo dos trape´zios, a for-
mulac¸a˜o cG(1)dG(l) local pode ser apresentada na seguinte forma:
τn
2
Bh(unτh,vτh) + (u
n
τh,vτh) = (u
n−1
τh ,vτh)−
τn
2
Bh(un−1τh ,vτh)
+
τn
2
(F(vτh)(tn−1)+F(vτh)(tn)) , ∀ vτh ∈ Pk−1(In,V lh).
Neste caso, o me´todo e´ uma das variantes do me´todo de Cranck-Nicolson.
Denotaremos por Eh,n o conjunto de todas as arestas de Th,n e, da
mesma forma, para suas partes E inth e E
∂
h . Dada uma famı´lia de malhas com-
patı´veis Th,n, usaremos a seguinte notac¸a˜o para cada E ⊂ ∂K, K ∈Th,n:
‖v‖β ,E =
∫
E
|β ·n|v2.
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Vamos definir a seguinte norma para todo v ∈ H1(Th,n):
‖v‖2E,m = ε|v|H1(Th,m)+β0‖v‖2L2(Ω)+
1
2 ∑E∈Eh,m
(
‖v‖2β ,E∩∂Ω+‖[[v]]‖β ,E∩Γ+
)
+ε
 ∑
E∈E inth,m
1
|E|
∫
E
[[v]]2+ ∑
E∈E Γ+h,m
1
|E|
∫
E
v2

Encerramos este capı´tulo com uma estimativa de erro a priori para
problemas parabo´licos de tipo advecc¸a˜o-difusa˜o.
Teorema 4.2 Sejam u soluc¸a˜o de (4.1) e uτh soluc¸a˜o de (4.3) com me´todo
dG(k)dG(l), k, l ≥ 1. Supondo que a soluc¸a˜o exata e´ suficientemente lisa no
tempo e no espac¸o, existe uma constante C, que independe de h, τ e ε tal que
vale a seguinte estimativa
N
∑
n=1
∫
In
‖uτh−u‖2E,ndt ≤Ch2l
(
|u|2L2(0,T ;H l+1(Ω))+ |u|2C (0,T ;H l+1(Ω))
)
+Cτ2k
(
|u|2Hk+1(0,T ;L2(Ω))+ |u|2Hk+1(0,T ;H1(Ω))
)
.
Demonstrac¸a˜o: Ver [42].

Observac¸a˜o 4.3 O teorema acima e´ va´lido apenas para o me´todo dG(k)dG(l)
nos casos em que k ≥ 1. Para dG(0)dG(l), pode ser demonstrado (veja
[47, 48]) que temos primeira ordem de aproximac¸a˜o no tempo:√
N
∑
n=1
∫
In
‖uτh−u‖2E,ndt ∼ O
(
hl + τ
)
.
Ale´m disso, para cG(1)dG(l) temos segunda ordem de aproximac¸a˜o no tempo:√
N
∑
n=1
∫
In
‖uτh−u‖2E,ndt ∼ O
(
hl + τ2
)
.
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5 ESTIMATIVA DE ERRO A POSTERIORI EM FUNCIONAL DE
META EM TEMPO E ESPAC¸O PARA O ME´TODO DE GALER-
KIN DESCONTI´NUO PARA PROBLEMAS PARABO´LICOS DE
ADVECC¸A˜O-DIFUSA˜O LINEARES
Neste capı´tulo apresentamos os indicadores de erro do me´todo de Ga-
lerkin descontı´nuo para problemas parabo´licos do tipo:
∂tu−∇ · (ε∇u)+∇ · (βu) = f , em Ω× (0,T ],
u = gD, em ∂Ω× (0,T ),
u|t=0 = u0, em Ω,
(5.1)
nas mesmas condic¸o˜es do problema (4.1). Aqui, sem perda de generalidade,
vamos supor que ∇ · β = 0. De fato, esta condic¸a˜o e´ satisfeita em va´rios
problemas pra´ticos, por exemplo, para o campo de velocidade de fluxo de um
lı´quido incompressı´vel.
As estimativas a posteriori na norma energia do tipo residual para
equac¸o˜es parabo´licas de advecc¸a˜o-difusa˜o ja´ sa˜o bem estudadas para me´todo
de elementos finitos conformes no espac¸o, ver [2]. Os trabalhos de [49,
50, 51] apresentam as estimativas residuais para funcional de interesse para
esta mesma classe de problemas. Ale´m disso, em [52], os autores tratam
de adaptac¸a˜o dinaˆmica de malhas para este tipo de estimativas de erro. No
entanto, as estimativas residuais na˜o sa˜o robustas relativamente a ordem de
aproximac¸a˜o, ver [10, 9]. Alternativamente, as estimativas a posteriori equi-
libradas, que sa˜o robustas em relac¸a˜o a ordem de aproximac¸a˜o, foram intro-
duzidas em [53, 54, 55, 56], na norma energia.
Sendo assim, o objetivo deste capı´tulo e´ apresentar estimativas a pos-
teriori equilibradas para o erro em funcional de interesse para os me´todos
de Galerkin descontı´nuo de alta ordem no espac¸o e no tempo aplicado a
equac¸o˜es parabo´licas do tipo advecc¸a˜o-difusa˜o.
Considere o seguinte funcional de meta:
Q(u) =
∫
I
(u,q1) dt+(q2,u(·,T )), (5.2)
sendo q1 ∈ L2(0,T ;H−10 (Ω)) e q2 ∈ L2(Ω).
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Seja z ∈ X0(I,Ω) uma soluc¸a˜o do problema variacional dualB(w,z) =
∫ T
0
(q1,w), ∀ w ∈ X0(I,Ω),
z(T ) = q2.
em queB e´ a forma bilinear dada em (4.2). Enta˜o, o problema dual na forma
forte correspondente e´:
−∂tz−∇ · (ε∇z)−β ·∇z = q1, em Ω× [0,T ),
z = 0, em ∂Ω× [0,T ),
z|t=T = q2, em Ω;
(5.3)
Observac¸a˜o 5.1 Nas mesmas condic¸o˜es do problema primal, o problema
dual admite uma u´nica soluc¸a˜o fraca z ∈ X0(I,Ω).
Observac¸a˜o 5.2 Note que, fazendo a substituic¸a˜o ξ = T − t e usando a pro-
priedade ∇ ·β = 0, obtemos:
∂ξ z−∇ · (ε∇z)−∇ · (β z) = q1
em que z(t) = z(T − ξ ) e a equac¸a˜o do problema dual fica igual a equac¸a˜o
do problema primal exceto pelo sinal do coeficiente de advecc¸a˜o.
A soluc¸a˜o u do problema primal (5.1) e a soluc¸a˜o z do problema dual
(5.3) sa˜o relacionados atrave´s da seguinte relac¸a˜o:
Q(u) =
∫ T
0
(u,q1) dt+(q2,u(T ))
= F(z)− (u0,z(0))−
∫ T
0
∫
∂Ω
ε(∇z ·n)gD.
5.1 INDICADOR DE ERRO
Seja uτh uma aproximac¸a˜o da soluc¸a˜o primal pelo me´todo dG(k)dG(l).
Usando a definic¸a˜o do me´todo dG(k)dG(l), as propriedades da soluc¸a˜o dual
e uma se´rie de manipulac¸o˜es, obtemos a seguinte expressa˜o para o erro no
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funcional de interesse:
EQ(uτh) = Q(u)−Q(uτh) =
∫
I
( f ,z)−
∫
Iτ
(∂tuτh,z)
+
∫
Iτ
(σh(uτh),∇z)+
∫
Iτ
∫
Eh
ε(∇z ·n)[[uτh]]
−
N
∑
n=1
([[uτh]]n−1,z(tn−1)) (5.4)
sendo σ(uτh) =−ε∇huτh+βuτh o fluxo total discreto.
A expressa˜o (5.4) representa o erro no funcional de interesse. Pore´m,
para calcular este erro, seria preciso que a soluc¸a˜o dual z estivesse disponı´vel.
Para construir o indicador de erro no funcional de meta substituiremos z na
expressa˜o (5.4) por uma aproximac¸a˜o de alta ordem.
Com esta aproximac¸a˜o de alta ordem espera-se que o indicador de erro
seja assintoticamente exato (veja [16]), isto e´, quando h,τ → 0 temos que o
ı´ndice de eficieˆncia
Iτh =
ητh
EQ(uτh)
,
converge para 1.
Seja z˜τh ∈V k+1,l+1τh uma soluc¸a˜o cG(k+1)dG(l+1) para o problema
dual. Definimos
zˆτh = IOsw(z˜τh),
em que IOsw e´ o interpolador de Oswald.
Definimos o indicador de erro como
ητh =
∫
I
( f , zˆτh)−
∫
Iτ
(∂tuτh, zˆτh)+
∫
Iτ
(σh(uτh),∇hzˆτh)
+
∫
Iτ
∫
Eh
ε{{∇zˆτh ·n}}[[uτh]]−
N
∑
n=1
([[uτh]]n−1, zˆτh(tn−1))
Como mencionado anteriormente, os me´todos residuais na˜o sa˜o ro-
bustos em relac¸a˜o a ordem de aproximac¸a˜o. Por isso, utilizamos a estrate´gia
de fluxos equilibrados [16].
Definic¸a˜o 5.1 Um fluxo σˆ τh(·, t) ∈ RTl−1(Tτh), t ∈ In, n = 1, . . . ,N e´ cha-
mado de equilibrado se
∇h · σˆ τh(·, t) = pil−1( f (·, t)−∂tuτh(·, t)), t ∈ In,
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sendo pil−1 um projetor em L2(Ω).
O fluxo equilibrado e´ reconstruı´do a partir da soluc¸a˜o discreta em
espac¸os de Raviart-Thomas de alta ordem. A reconstruc¸a˜o de fluxo e´ feita
como no caso elı´ptico apresentado, veja tambe´m [20].
Seja σˆ τh ∈ RTl−1(Tτh) a reconstruc¸a˜o de fluxo equilibrado para uma
soluc¸a˜o aproximada uτh ∈ V klτh. O indicador equilibrado de erro e´, enta˜o, de-
finido como
ητh =
∫
Iτ
( f −∂tuτh−∇h · σˆ τh, zˆτh)+
∫
Iτ
(σh(uτh)− σˆ τh,∇hzˆτh)
+
∫
Iτ
∫
Eh
ε{{∇zˆτh ·n}}[[uτh]]−
N
∑
n=1
([[uτh]]n−1, zˆτh(tn−1)) (5.5)
Ale´m de obter um indicador de erro equilibrado e robusto, gostarı´amos
de utilizar este indicador de erro para realizar adaptac¸a˜o dinaˆmica da malha
no tempo e no espac¸o. Para isso, o indicador de erro (5.5) e´ separado em
duas partes (veja [49]), uma correspondente ao erro no funcional cometido
na aproximac¸a˜o no tempo, η t , e a outra para o erro no espac¸o, ηs. Esta
decomposic¸a˜o na˜o e´ u´nica e pode depender do problema em considerac¸a˜o e,
portanto, precisa ser ajustada usando me´todos diferentes (veja, por exemplo,
[52, 50]).
Assim, ητh = η t +ηs, em que o indicador no tempo e´:
η t =
∫
Iτ
( f −∂tuτh−∇h · σˆ τh, zˆτh)−
N
∑
n=1
([[uτh]]n−1, zˆτh(tn−1)); (5.6)
e o indicador no espac¸o:
ηs =
∫
Iτ
(σh(uτh)− σˆ τh,∇hzˆτh)+
∫
Iτ
∫
Eh
ε{{∇zˆτh ·n}}[[uτh]]. (5.7)
5.2 RESULTADOS NUME´RICOS
Nesta sec¸a˜o apresentaremos resultados nume´ricos visando confirmar
a precisa˜o assinto´tica dos indicadores de erro desenvolvidos e mostrar o po-
tencial destes na adaptac¸a˜o de malha.
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5.2.1 Malhas dinaˆmicas e estrate´gia de adaptac¸a˜o
Antes de mostrar os resultados, alguns pontos em relac¸a˜o a imple-
mentac¸a˜o e a estrate´gia de adaptac¸a˜o da malha precisam ser expostos. A
decisa˜o entre refinar e desrefinar a malha ou diminuir o passo no tempo e´
crucial no processo de adaptac¸a˜o. Existe uma extensa bibliografia com dife-
rentes estrate´gias de adaptac¸a˜o. A refereˆncia cla´ssica para estas estrate´gias
e´ [49]. Em [51] o autor apresenta uma estrate´gia de adaptac¸a˜o baseada em
indicadores de erro na norma energia e constro´i um algoritmo de modo que o
erro relativo estimado satisfac¸a uma determinada condic¸a˜o de toleraˆncia. No
trabalho [50], a estrate´gia apresentada limita os indicadores no tempo e no
espac¸o individualmente de forma que a soma de todos os indicadores, acu-
mulada para todos os instantes de tempo, fique limitada superiormente por
uma toleraˆncia pre´-estabelecida.
Foi nas refereˆncias [57, 52] que a estrate´gia utilizada neste trabalho se
baseou. Nestes dois trabalhos, indicadores no tempo e espac¸o sa˜o calculados
e um fator de equilı´brio ξ e´ utilizado para comparar os indicadores e decidir
o que deve ser feito. Isso tem como objetivo balancear os erros decorrentes
do tempo e do espac¸o. A escolha desse fator de equilı´brio pode ser feita de
diversas formas, pore´m, aqui utilizamos os indicadores de erro calculados na
malha sem adaptac¸a˜o para estipular este paraˆmetro. Esta estrate´gia mostrou-
se apropriada atrave´s de testes nume´ricos. O algoritmo a seguir esboc¸a a
estrutura do me´todo adaptativo.
Algoritmo 1 Estrate´gia de adaptatividade
Se ηn > TOL
Se |ηnt |> ξ |ηns |
Refinamento no tempo;
Sena˜o Se |ηns |> ξ |ηnt |
Refinamento e desrefinamento no espac¸o (usando ηns );
Sena˜o
Refinamento (tempo e espac¸o) e desrefinamento (espac¸o) usando ηns .
Fim Se
Fim Se
Observac¸a˜o 5.3 Aqui utilizamos a expressa˜o “desrefinar” para falar sobre
o processo de engrossar a malha, diminuindo assim o nu´mero de elementos
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dela nos locais onde o indicador de erro aponta que o erro no funcional e´
baixo e, portanto, pode-se poupar esforc¸o computacional.
Ale´m deste algoritmo, algumas condic¸o˜es foram impostas para me-
lhorar o funcionamento.
• Para evitar que o me´todo ande com um passo muito curto e cause erros
nume´ricos, um limite mı´nimo para o tamanho do passo no tempo foi
imposto.
• Caso ητh for muito pequeno (menor que uma determinada toleraˆncia),
o me´todo na˜o realiza nenhum refinamento. Isso evita que refinamentos
e desrefinamentos desnecessa´rios sejam feitos.
• Quando o me´todo faz um nu´mero considera´vel de passos sem precisar
refinar nem no tempo e nem no espac¸o (como e´ caso do item anterior)
o algoritmo tenta desrefinar a malha espacial para diminuir o nu´mero
de graus de liberdade.
• De forma a evitar que o co´digo demande muito esforc¸o computacional,
um limitante superior para o nu´mero de graus de liberdade em cada
passo no tempo tambe´m foi imposto. Desta forma, se no passo de
tempo anterior o nu´mero ma´ximo de graus de liberdade foi atingido, o
algoritmo tenta desrefinar a malha para diminuir este valor.
• Como descrito no algoritmo, para o refinamento no espac¸o utilizamos
apenas ηns para marcar os elementos para refinar e desrefinar.
Quanto a resoluc¸a˜o do problema, a abordagem seguiu os seguintes
passos:
1. Resolver o problema dual na malha inicial para todos os instantes de
tempo (comec¸ando em t = T );
2. Para cada passo no tempo, resolver o problema primal;
3. Calcular os indicadores de erro para o passo de tempo em questa˜o;
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4. Fazer a adaptac¸a˜o da malha no tempo e no espac¸o seguindo o algoritmo
mostrado.
5. Projetar a soluc¸a˜o dual para a nova malha e/ou interpolar para o instante
de tempo seguinte.
Este u´ltimo passo precisa ser feito pois o problema dual ja´ foi resol-
vido em todos os instantes de tempo da malha uniforme. Dessa forma optou-
se por projetar a soluc¸a˜o dual na malha espacial ou interpolar para algum
instante de tempo no qual ela na˜o esteja disponı´vel (no caso em que houve
um refinamento no tempo). Isso evita que uma nova aproximac¸a˜o para o
problema dual tenha que ser calculada.
Como a aproximac¸a˜o no tempo do problema dual e´ linear, a interpo-
lac¸a˜o para um instante de tempo em que a aproximac¸a˜o na˜o foi calculada
tem um custo baixo (no sentido computacional). De fato, podemos utilizar
um ajuste linear a partir das soluc¸o˜es aproximadas no intervalo de tempo que
conte´m o instante t˜ desejado, isto e´,
z(t˜, ·)≈ zn˜τh = znτh+
(
znτh− zn+1τh
tn− tn+1
)
(t˜− tn), t˜ ∈ In.
Agora, quando e´ necessa´rio projetar a soluc¸a˜o de uma malha espacial
em outra, como e´ o caso dos refinamentos adaptativos, precisamos calcular
os novos coeficientes nos elementos que foram refinados ou desrefinados.
Sempre que um elemento da malha e´ refinado este e´ dividido em duas
partes iguais. Sendo assim, para calcular o coeficiente cKij , j = 1, . . . ,DOFKi
e i = 1,2 com K = K1 ∪K2 o elemento da malha mais grossa e K1 e K2 os
elementos da malha mais fina e DOFKi o nu´mero de graus de liberdade no
elemento Ki, precisamos calcular:
cKij =
∫
Ki
uTφKij , i = 1,2,
em que φ j denota os elementos da base do espac¸o.
Por outro lado, ao desrefinar a malha temos dois elementos K1 e K2,
cada um com seus coeficientes para a soluc¸a˜o dual aproximada, e precisa-
mos calcular os coeficientes para o elemento K = K1 ∪K2 que e´ criado. Os
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coeficientes sa˜o calculados usando a expressa˜o:
cKj =
∫
K
uTφKj =
∫
K1
uK1φ
K
j +
∫
K2
uK2φ
K
j =
= JK
(
∑
(ri,si)∈K1
wiuK1(ri,si)φ
K
j (ri,si)+ ∑
(ri,si)∈K2
wiuK2(ri,si)φ
K
j (ri,si)
)
em que wi sa˜o os pesos da quadratura nume´rica e JK e´ o Jacobiano da transfor-
mac¸a˜o afim.
5.2.2 Teste 1 - Decomposic¸a˜o de indicadores de erro
Para confirmar a decomposic¸a˜o dos indicadores de erro no tempo e no
espac¸o, vamos considerar um problema teste com soluc¸a˜o primal que de-
pende somente do tempo. Caso os problemas primal e dual fossem bem
resolvidos no espac¸o, o indicador de erro no tempo deve ser dominante na
decomposic¸a˜o.
Considere o domı´nio Ω= [0,1]2 e T = 0.5. Seja u a soluc¸a˜o exata do
problema primal (5.1) dada pela expressa˜o
u(x,y, t) = sin(pit).
Os coeficientes para o problema sa˜o constantes e dados por:
ε ≡ 1, β ≡ (1,1).
O termo fonte q1 e a condic¸a˜o inicial q2 sa˜o dados de forma que a
soluc¸a˜o dual exata seja:
p(x,y, t) = 104xy(x−1)(y−1)e−100(x−1/4)2−100(y−1/2)2 .
O funcional de interesse Q, dado em (5.2), e´ calculado utilizando estes q1 e
q2.
O problema primal (5.1) e o problema dual (5.3) foram resolvidos
numa sequeˆncia de malhas compatı´veis no tempo mantendo uma malha sufi-
cientemente fina no espac¸o com 16384 elementos. Para a soluc¸a˜o nume´rica
do problema primal foi usado o me´todo dG(0)dG(1) (4.7) e, para o pro-
blema dual, o me´todo cG(1)dG(2) (4.6) no sentido inverso do tempo (veja
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N
τn
#K
h
‖e(T )‖
O(‖e(T )‖)
ητh
O(ητh)
η t
O(η t )
η s
O(η s)
Q(u−uh)
O(Q(u−uh)) Iτh
4
0.125
16384
0.015625
2.320e−02
−
1.964e−01
−
1.964e−01
−
2.043e−05
−
1.396e−01
− 1.41
8
0.0625
16384
0.015625
1.196e−02
0.956
9.819e−02
1
9.818e−02
1
9.898e−06
1.05
8.334e−02
0.744 1.18
16
0.03125
16384
0.015625
6.065e−03
0.98
4.909e−02
1
4.909e−02
1
4.870e−06
1.02
4.530e−02
0.879 1.08
32
0.015625
16384
0.015625
3.053e−03
0.99
2.455e−02
1
2.454e−02
1
2.415e−06
1.01
2.359e−02
0.941 1.04
64
0.0078125
16384
0.015625
1.531e−03
0.995
1.227e−02
1
1.227e−02
1
1.203e−06
1.01
1.203e−02
0.971 1.02
Tabela 2 – Teste 1: erros, indicadores de erro, taxas de convergeˆncia em t e
ı´ndices de eficieˆncia.
observac¸a˜o 5.2). Os indicadores de erro foram calculados conforme a de-
composic¸a˜o (5.6) e (5.7).
A tabela 2 mostra o comportamento dos indicadores de erro para o
primeiro teste. Primeiramente, e´ possı´vel ver que o me´todo dG(0)dG(1) con-
verge com primeira ordem na varia´vel temporal que condiz com os resultados
teo´ricos apresentados. O erro no funcional de interesse e indicadores de erro
tambe´m convergem com a mesma ordem. Ale´m disso, η t se sobressai em
relac¸a˜o a ηs, o que indica que a separac¸a˜o entre tempo e espac¸o do indicador
de erro esta´ correta para este problema.
5.2.3 Teste 2 - Adaptac¸a˜o dinaˆmica de malha
No domı´nio Ω = [0,1]2, consideremos o problema (5.1) com coefici-
entes definidos da seguinte maneira: coeficiente de difusa˜o ε ≡ 0.01 e campo
advectivo β = (β1,β2) = (1,1).
A parte direita do primal e a condic¸a˜o inicial correspondem a soluc¸a˜o
exata:
u(x,y, t) = 25xy(1− x)(1− y)
(
1
2
− 1
pi
arctg
(
1
ε
(ρ−1)
))
,
em que
ρ =
√(
x− x0−β1
(
1
20
+ t
))2
+
(
y− y0−β2
(
1
20
+ t
))2
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e tambe´m, c = 1/ε e x0 = y0 =−1/2. A soluc¸a˜o exata apresenta uma frente
circular que se desloca na direc¸a˜o da diagonal apresentando gradientes altos
em toda a frente.
Como funcional de interesse consideremos (5.2) com q1 e q2 definidos
como
q1 ≡ 0, q2 ≡ 1|ω|
χω
em que ω = [0.5,0.625]× [0.625,0.75].
Para confirmar a precisa˜o dos indicadores de erro, o problema primal
(5.1) e o problema dual (5.3) foram resolvidos numa sequeˆncia de malhas
encaixadas no tempo e no espac¸o. Para a soluc¸a˜o nume´rica do problema pri-
mal foi usado o me´todo dG(0)dG(1) (4.7) e, para o problema dual, o me´todo
cG(1)dG(2) (4.6) no sentido inverso do tempo (veja observac¸a˜o 5.2). Os
indicadores de erro foram calculados conforme as fo´rmulas (5.6) e (5.7).
Os erros e ı´ndice de eficieˆncia para o refinamento uniforme esta˜o apre-
sentados na tabela 3 para T = 0.5. Como podemos ver nesta tabela, o me´todo
converge, o indicador de erro representa de forma coerente o erro no funcio-
nal e e´ assintoticamente exato.
N
τn
#K
h ‖e(T )‖ ητh η
t η s Q(u−uh) Iτh
200
−
16
− 5.029e−01 2.391e−01 −2.803e−01 5.193e−01 2.031e−01 1.18
800
0.000625
64
0.25 1.626e−01 1.027e−01 −6.625e−02 1.689e−01 7.825e−02 1.31
3200
1.56e−04
256
0.125 6.560e−02 −4.189e−02 1.043e−01 −1.462e−01 4.094e−02 1.02
12800
3.9e−05
1024
0.0625 2.592e−02 −6.359e−04 1.359e−02 −1.423e−02 7.080e−04 0.898
Tabela 3 – Teste 2: erros, indicadores de erro e ı´ndices de eficieˆncia.
Para o processo adaptativo, a malha inicial utilizada foi o refinamento
2 (com 64 elementos) e τ = 0.00625. Ale´m disso, o crite´rio de marcac¸a˜o
utilizado foi o do ma´ximo com paraˆmetro de adaptac¸a˜o θ1 = 0.5 e θ2 = 0.1.
Dessa forma, o algoritmo de marcac¸a˜o indica, primeiramente, todos os ele-
mentos nos quais
ητh(K)≥ θ1 max
K˜∈Th,n
ητh(K˜)
5.2. Resultados nume´ricos 93
Figura 10 – Teste 2: Soluc¸o˜es aproximadas primal (esquerda) e dual (centro)
e malha (direita) correspondente para t = 0.1 e t = 0.25 com ω
deslocado da diagonal do domı´nio.
e, em seguida, indica os elementos restantes que satisfazem a desigualdade
acima para θ2. Dessa forma, evita-se a situac¸a˜o em que poucos elementos se-
jam marcados por conterem erros significativamente maiores que os demais.
Nas figuras 10 e 11 apresentamos a soluc¸a˜o primal e dual, ale´m do
comportamento da malha adaptada, em 4 instantes de tempo. Estas figuras
claramente mostram que a malha e´ adaptada seguindo as frentes de altos gra-
dientes da soluc¸a˜o primal e dual. Como consequeˆncia, devido a convecc¸a˜o, e´
possı´vel perceber que a adaptac¸a˜o e´ feita na˜o no pro´prio domı´nio de observac¸a˜o
mas na regia˜o de origem do erro para a qual este e´ transportado.
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Figura 11 – Teste 2: Soluc¸o˜es aproximadas primal (esquerda) e dual (centro)
e malha (direita) correspondente para t = 0.35 e t = 0.5 com ω
deslocado da diagonal do domı´nio.
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6 ESTIMATIVA DE ERRO A POSTERIORI EM FUNCIONAL DE
META EM TEMPO E ESPAC¸O PARA O ME´TODO DE GALER-
KIN DESCONTI´NUO PARA PROBLEMAS PARABO´LICOS NA˜O-
LINEARES
Este capı´tulo trata dos indicadores de erro na aproximac¸a˜o do fun-
cional de interesse para problemas parabo´licos na˜o-lineares. Neste caso, o
problema primal tem que ser linearizado na vizinhanc¸a da soluc¸a˜o exata e
resolvido por um me´todo iterativo (utilizou-se o me´todo de Newton) antes de
resolver o problema dual.
A soluc¸a˜o nume´rica do problema primal e´ armazenada para que possa
ser utilizada na aproximac¸a˜o do problema dual. Este, por sua vez, e´ for-
mulado inicialmente na forma contı´nua por meio de um operador adjunto ao
operador linearizado do problema primal na˜o-linear. Depois, um me´todo dual
consistente e de ordem maior que o me´todo utilizado para o problema primal
no espac¸o e no tempo e´ aplicado para obter uma aproximac¸a˜o da soluc¸a˜o
exata no problema dual.
Esta aproximac¸a˜o e´ utilizada na avaliac¸a˜o dos indicadores de erro na
aproximac¸a˜o do erro no funcional de interesse.
6.1 EQUAC¸A˜O PARABO´LICA NA˜O-LINEAR E ME´TODO DE NEW-
TON
As te´cnicas para aproximac¸a˜o de soluc¸a˜o de problemas elı´pticos e pa-
rabo´licos, reconstruc¸a˜o de fluxo em espac¸o de Raviart-Thomas e adaptac¸a˜o
de malha via indicadores de erro em funcional de meta apresentadas nos
capı´tulos anteriores formam o ferramental necessa´rio para resolver o pro-
blema (6.1). Esta sec¸a˜o apresentara´ a formulac¸a˜o do problema parabo´lico
na forma na˜o-linear e, tambe´m, o me´todo de Newton para esta equac¸a˜o.
Considere o problema parabo´lico na˜o-linear com condic¸a˜o de fronteira
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mista de Dirichlet e Neumann:

∂tu+∇ · ( f (u)β − ε(u)∇u) = g,
u|Γ−D = uin, u|Γ+D = uout ,
(−ε(u)∇u+ f (u)β ) ·n|ΓN = 0,
u|t=0 = u0.
(6.1)
Devido a na˜o-linearidade, este problema na˜o pode ser resolvido exa-
tamente da mesma forma como apresentado no capı´tulo 4. Discretizamos no
tempo e resolvemos em cada passo com o me´todo de Galerkin descontı´nuo.
Para lidar com a na˜o linearidade, aplicamos o me´todo de Newton.
Para discretizar o problema usamos o me´todo dG(0)dG(l), apresen-
tado em (4.7), e obtemos o problema local na˜o-linear: dado u0 ∈ L2(Ω), para
n = 1, 2, . . . , encontre unτh ∈V lh tal que
τnBh(unτh;vh)+(u
n
τh,vh) = (u
n−1
τh ,vh)+ τnF(vh)(tn),∀ vh ∈V lh , (6.2)
sendo u0τh = piV lh (u0) a projec¸a˜o L
2 de u0 sobre V lh .
A forma semilinear Bh(·; ·) corresponde a discretizac¸a˜o da equac¸a˜o
na˜o-linear pelo me´todo de Galerkin descontı´nuo na varia´vel espacial e e´ de-
finida em V lh ×V lh como:
Bh(uh;vh) =
∫
Th
(ε(uh)∇huh− f (uh)β ) ·∇vh
−
∫
E inth ∪E Dh
{{ε(uh)∇huh}} ·n[[vh]]+{{ε(uh)∇vh}} ·n[[uh]]+
+
∫
E inth ∪E Dh
δε [[uh]][[vh]]+
∫
E inth
f (u↑h)β ·n[[vh]], (6.3)
sendo δε o paraˆmetro de penalizac¸a˜o do termo difusivo e v↑ denota um pro-
cedimento de upwind definido como
v↑ =
{
v+, se β ·n < 0,
v−, se β ·n > 0.
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O funcional F e´ definido em V lh como:
F(vh) =
∫
Ω
g(·, t)vh
+
∫
Γ+D
uout(·, t)(δεvh− ε(uout(·, t))∇vh ·n)−
∫
Γ+D
f (sout)(β ·n)vh
+
∫
Γ−D
uin(·, t)(δεvh− ε(uin(·, t))∇vh ·n)−
∫
Γ−D
f (sin)(β ·n)vh.
Para introduzir o me´todo de Newton para este problema variacional na˜o linear
vamos antes apresentar a definic¸a˜o dele em um espac¸o de Banach, [58].
Seja V um espac¸o de Banach e B(·; ·) uma forma semilinear em V ×V .
Seja B′(u;w,v) a derivada de Gaˆteaux definida em w ∈V como
B′(u;w,v) = lim
θ→0
1
θ
(B(u+θw;v)−B(u;v)) , ∀ S,v ∈V.
Considere o problema variacional na˜o linear
B(u;v) = F(v) ∀ v ∈V.
O me´todo de Newton para este problema consiste dos seguintes passos:
Algoritmo 2 Me´todo de Newton
1: Escolha uma aproximac¸a˜o inicial u0 ∈V e uma toleraˆncia TOL;
2: Encontrar w( j), j ≥ 0, tal que
B′(u( j);w( j),v) = F(v)−B(u( j);v)
sendo u(0) = u0;
3: Fac¸a u( j+1) = u( j)+w( j);
4: Se ‖w( j)‖ < TOL
5: Encerre;
6: Sena˜o
7: retorne ao segundo passo com u( j+1);
8: Fim Se
Calculando a derivada de Gaˆteaux da forma semilinear Bh(·; ·) obte-
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mos:
B′h(u;w,vh) =
∫
Th
ε(u)∇w ·∇vh+
∫
Th
ε ′(u)w∇u ·∇vh−
∫
Th
f ′(u)w(β ·∇vh)
−
∫
E inth ∪E Dh
{{ε(u)∇w ·n}}[[vh]]+ [[w]]{{ε(u)∇vh ·n}}
−
∫
E inth ∪E Dh
{{ε ′(u)w∇u ·n}}[[vh]]+ [[u]]{{ε ′(u)w∇vh ·n}}
+
∫
E inth ∪E Dh
δε [[w]][[vh]]+
∫
E inth
(β ·n) f ′(u↑)w↑[[vh]].
Portanto, a equac¸a˜o para a iterac¸a˜o do me´todo de Newton para o sis-
tema na˜o-linear (6.2) no intervalo In e´: dado u
n, j
τh , para j = 0,1, . . . , encontre
w jh ∈V lh tal que, ∀ vh ∈V lh ,
B′h(u
n, j
τh ;w
j
h,vh)+
1
τn
(w jh,vh) = F(vh)(tn)+
1
τn
(un−1τh −un, jτh ,vh)−Bh(un, jτh ;vh),
sendo un,0τh = u
n−1
τh . Tendo isso, obtemos:
un, j+1τh = u
n, j
τh +w
j
h
e o algoritmo continua conforme apresentado acima.
6.2 INDICADORES DE ERRO PARA FUNCIONAL DE INTERESSE PARA
EQUAC¸A˜O PARABO´LICA NA˜O-LINEAR
Nesta sec¸a˜o consideraremos o funcional de interesse:
Q(u) =
∫ T
0
∫
Ω
q1u+
∫
Ω
q2u(·,T )
Como nesta sec¸a˜o consideraremos equac¸o˜es parabo´licas na˜o-lineares,
comec¸aremos a apresentar alguns resultados ba´sicos sobre a teoria de esti-
mativas a posteriori de erro para funcional de interesse na soluc¸a˜o de um
problema na˜o-linear variacional em espac¸o de Banach.
6.2.1 Teoria de erro em funcional de interesse para problemas variaci-
onais na˜o-lineares
Sejam V um espac¸o de Banach, B(·, ·) uma forma bilinear definida em
V ×V e F um funcional linear contı´nuo em V .
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Consideramos em V um problema variacional na˜o-linear:
Encontrar u ∈V tal que B(u,v) = F(v), ∀ v ∈V. (6.4)
Seja Q um funcional de interesse que descreve algumas propriedades
especı´ficas da soluc¸a˜o u desde problema. Vamos supor que Q e´ um funcional
linear e contı´nuo em V .
A teoria de estimativas de erro em aproximac¸a˜o de funcional de inte-
resse para problemas na˜o-lineares foi desenvolvida em [6] e esta sec¸a˜o segue
este trabalho.
A ideia principal da teoria e´ apresentar o problema de ca´lculo do fun-
cional de interesse como um problema de otimizac¸a˜o, isto e´, um problema de
minimizac¸a˜o com restric¸o˜es:
Encontrar u ∈V tal que Q(u) = inf
v∈M
Q(v),
sendo
M = {v ∈V / B(v,w) = F(w), ∀ w ∈V} .
O mı´nimo u, encontrado deste problema, corresponde a um ponto es-
taciona´rio (u,z) ∈V ×V do lagrangeano
L(u,z) = Q(u)−F(u)−B(u;z),
sendo z o multiplicador de Lagrange.
Como os pontos crı´ticos (u, p) do lagrangeano satisfazem a equac¸a˜o
L′((u,z);(v,q)) = 0, ∀ (v,q) ∈V ×V,
temos que
Q(v)−B′(u;v,z)+F(q)−B(u;q) = 0, ∀ (v,q) ∈V ×V.
Na expressa˜o acima, B′(u;v,z) denota a derivada de Gaˆteaux de B(u;v):
B′(u;v,z) = lim
θ→0
θ−1 (B(u+θz;v)−B(u;v)) .
Desta equac¸a˜o temos um sistemaB(u,q) = F(q), ∀ q ∈VB′(u;v,z) = Q(v), ∀ v ∈V.
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Neste sistema, a primeira equac¸a˜o e´ a formulac¸a˜o variacional do pro-
blema (6.4) e a segunda e´ uma equac¸a˜o que determina o problema dual:
Encontrar z ∈V tal que B′(u;v,z) = Q(u), ∀ v ∈V.
Seja {Vh}h>0 uma famı´lia de subespac¸os de dimensa˜o finita em V ,
que aproxima V . Consideramos um me´todo de Galerkin para aproximac¸a˜o
da soluc¸a˜o do problema variacional primal:
Encontrar uh ∈Vh tal que Bh(uh,vh) = Fh(vh), ∀ vh ∈Vh, (6.5)
sendo Bh e Fh uma aproximac¸a˜o consistente de B e F . Vamos supor que os
problemas (6.4) e (6.5) admitem u´nica soluc¸a˜o nos seus respectivos espac¸os.
Da mesma maneira, para uma famı´lia de subespac¸os {Vˆh}h>0 em V
consideramos uma aproximac¸a˜o de Galerkin para o problema dual:
Encontrar zh ∈ Vˆh tal que B′(uh;wh,zh) = Q(wh), ∀ wh ∈ Vˆh. (6.6)
Vamos supor, tambe´m, que o problema (6.6) admite u´nica soluc¸a˜o.
Seja eh = u−uh o erro da aproximac¸a˜o da soluc¸a˜o primal pelo me´todo
de Galerkin e seja
Rh(uh,v) = Fh(v)−Bh(uh,v), ∀ v ∈V
o resı´duo da aproximac¸a˜o. Caso o me´todo de Galerkin seja consistente, este
possui a propriedade da ortogonalidade
Rh(uh,vh) = 0 ∀ vh ∈Vh.
Nestas condic¸o˜es, para o erro da aproximac¸a˜o de funcional de inte-
resse, e´ va´lida a seguinte representac¸a˜o.
Teorema 6.1 Para a aproximac¸a˜o de Galerkin do problema primal (6.5) e´
va´lida a representac¸a˜o de erro no funcional de interesse:
Q(u)−Q(uh) = Rh(uh,z)+ R˜h (6.7)
sendo z a soluc¸a˜o do problema dual e R˜h o resto da aproximac¸a˜o linear dado
por
R˜h =
∫ 1
0
B′′h(uh+θeh,eh,eh,z).
6.2. Indicadores de erro para funcional de interesse para equac¸a˜o parabo´lica na˜o-linear 101
Demonstrac¸a˜o: [6]

Observac¸a˜o 6.1 Em aplicac¸o˜es pra´ticas, o resto R˜h, que e´ de terceira or-
dem em eh, pode ser desprezado dependendo do tipo de na˜o-linearidade do
problema primal. Assim, temos uma representac¸a˜o simplificada do erro no
funcional:
Q(u)−Q(uh) = Rh(uh,z).
Observac¸a˜o 6.2 A representac¸a˜o de erro (6.7) na˜o depende da soluc¸a˜o exata,
mas depende da soluc¸a˜o exata do problema dual. Caso esta u´ltima na˜o es-
teja disponı´vel (o que acontece na maioria das aplicac¸o˜es pra´ticas), para
fazer uma representac¸a˜o calcula´vel, z e´ substituı´da por uma aproximac¸a˜o
discreta zh. Note que, se zh pertence ao mesmo espac¸o Vh que uh, enta˜o a
representac¸a˜o torna-se inu´til uma vez que Rh(uh,zh) = 0.
Observac¸a˜o 6.3 Na pra´tica de elementos finitos, para obter uma aproxima-
c¸a˜o zˆh de ordem superior para a soluc¸a˜o exata do problema dual, este e´ ini-
cialmente aproximado no mesmo espac¸o Vh do problema primal. A soluc¸a˜o
aproximada zh ∈ Vh e´ estendida para um espac¸o de ordem superior refi-
nando a malha ou aumentando a ordem de aproximac¸a˜o usando a te´cnica de
suavizac¸a˜o sobre patch. E´ esta a aproximac¸a˜o zˆh que se usa na representac¸a˜o
do erro. Neste caso, o ı´ndice de eficieˆncia
IQh (uh) =
∣∣∣∣ R(uh, zˆh)Q(u)−Q(uh)
∣∣∣∣
fica pro´ximo de 1 (ver [6]).
Caso zˆh seja escolhido como soluc¸a˜o do problema dual discreto em
um espac¸o de aproximac¸a˜o Wh mais rico que Vh, o ı´ndice de eficieˆncia e´
assintoticamente exato, isto e´,
lim
h→0
IQh (uh) = 1,
veja [6, 35].
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6.2.2 Representac¸a˜o do erro na aproximac¸a˜o do funcional de interesse
Consideramos o problema na˜o-linear na forma geral:
∂tu+∇ ·σ(u) = g, em Ω× (0,T ]
u|Γ−D×(0,T ] = uin, u|Γ+D×(0,T ] = uout ,
−σ(u) ·n|ΓN×(0,T ] = 0,
u|t=0 = u0 em Ω.
(6.8)
em que σ(u) =−ε(u)∇u+ f (u)β e´ o fluxo total.
A formulac¸a˜o fraca para este problema e´:
Encontrar u ∈L2(0,T ;H1ΓD(Ω))∩C ([0,T ],L2(Ω)) tal que:
B(u;v) = F(v), ∀ v ∈ L2(0,T ;H1ΓD,0(Ω))
u(·,0) = u0,
sendo a forma semilinearB(·; ·) e o funcional F definidos como:
B(u;v) =
∫ T
0
(∂tu,v)− (σ(u),∇v) dt,
F(v) =
∫ T
0
(g,v) dt.
Considere o funcional de interesse na forma
Q(u) =
∫ T
0
(∫
Ω
q1u
)
+
∫
Ω
q2u(·,T ),
sendo q1 ∈ L2(0,T ;L2(Ω)) e q2 ∈ L2(Ω).
Seja uτh uma aproximac¸a˜o da soluc¸a˜o do problema (6.8) pelo me´todo
dG(k)dG(l). Conforme a representac¸a˜o do erro em funcional de interesse
para o problema variacional semilinear abstrato, temos
Q(u)−Q(uτh)≈ Fτh(z)−Bτh(uτh;z), (6.9)
sendoBτh e Fτh a forma semilinear e o funcional do me´todo dG, respectiva-
mente. Nesta representac¸a˜o, z e´ uma soluc¸a˜o do problema variacional dual
B′(S;v,z) = Q(v). (6.10)
6.2. Indicadores de erro para funcional de interesse para equac¸a˜o parabo´lica na˜o-linear 103
Calculando a derivada da forma semilinear temos:
B′(u;v,z) =
∫ T
0
(
(∂tu,z)+(ε(u)∇v,∇z)+(β˜ (u)v,∇z)
)
dt,
sendo β˜ (u) = ε ′(u)∇u− f ′(u)β .
Integrando por partes a formulac¸a˜o variacional (6.10) podemos verifi-
car que a soluc¸a˜o z e´ uma soluc¸a˜o do problema dual:
−∂tz−∇ · (ε(u)∇z)+ β˜ (u) ·∇z = q1, em Ω× [0,T ),
z = 0, em ΓD× [0,T ),
ε(u)∇z ·n = 0, em ΓN× [0,T ),
z|t=T = q2, em Ω;
(6.11)
Observac¸a˜o 6.4 Note que, diferentemente do problema primal, o problema
dual (6.11) e´ uma equac¸a˜o parabo´lica linear com condic¸o˜es de fronteira
mista de Dirichlet e Neumann. Sendo assim, este pode ser resolvido seguindo
os passos descritos no capı´tulo 4.
Usando o fato de que z(·, t) ∈ H2(Ω), ∀ t ∈ [0,T ), devido a regulari-
dade elı´ptica na representac¸a˜o (6.9) obtemos
Q(u)−Q(uτh) =
∫ T
0
((g,z)− (∂tuτh,z)
−(σ(uτh),∇z)+
∫
Γ0∪ΓD
{{ε(uτh)∇z ·n}}[[uτh]]
)
dt
−
N
∑
n=1
([[uτh]]n−1,z(tn−1))
Seja σˆ τh o fluxo equilibrado de σ(uτh) em espac¸o de Raviart-Thomas,
isto e´, σˆ τh(·, t) ∈ RTl−1 e
∇h · σˆ τh(·, t) = pil−1(g(·, t)−∂tuτh(·, t)).
Somando e subtraindo o fluxo reconstruı´do σˆnτh e integrando por partes
o termo envolvendo (σˆ τh,∇z), a representac¸a˜o equilibrada do erro no funci-
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onal pode ser apresentada como:
Q(u)−Q(uτh) =
∫ T
0
(g−∂tuτh−∇ · σˆ τh,z)
+
∫ T
0
(
(σ(uτh)− σˆ τh,∇z)+
∫
Γ0∪ΓD
{{ε(uτh)∇z ·n}}[[uτh]]
)
dt
−
N
∑
n=1
([[uτh]]n−1,z(tn−1)).
Para obter um indicador de erro computa´vel temos que substituir nesta
representac¸a˜o a soluc¸a˜o exata do problema dual por uma aproximac¸a˜o em um
espac¸o mais rico que o espac¸o de aproximac¸a˜o do problema primal.
Como o problema primal neste capı´tulo e´ aproximado pelo me´todo
dG(0)dG(l), consideramos para o problema dual o me´todo cG(1)dG(l +
1). Assim, a formulac¸a˜o local deste e´ (note que a integrac¸a˜o e´ realizada
na direc¸a˜o contra´ria do tempo): Dada uma aproximac¸a˜o da condic¸a˜o inicial
zNh ∈V l+1h (por exemplo, zNh = piL2(Ω)(q2(·,T ))) para n = N,N−1, . . . ,1, en-
contre zn−1h ∈V l+1h tal que
τn
2
Bnh(z
n−1
h ,vh)+(z
n−1
h ,vh) = (z
n
h,vh)−
τn
2
Bnh(z
n
h,vh)
+
τn
2
(Qh(vh)(tn−1)+Qh(vh)(tn)) , ∀ vh ∈V l+1h .
Aqui a forma bilinear Bnh(·, ·) e funcional F correspondem a versa˜o
estabilizada do me´todo SIPdG para a equac¸a˜o de advecc¸a˜o-difusa˜o na forma
na˜o conservativa (ver [36] e suas refereˆncias):
Bnh(z,vh) =
∫
Th
(ε(unh)∇hz ·∇vh+(β˜ (unh) ·∇hz)vh)
−
∫
Γ−D
(β˜ (unh) ·n)zvh−
∫
Γ0
(β˜ (unh) ·n)[[z]]v↓h
−
∫
Γ0∪ΓD
({{ε(unh)∇hz ·n}}[[vh]]+{{ε(unh)∇hvh ·n}}[[z]])
+
∫
Γ0∪ΓD
δε [[z]][[vh]],
Q1h(vh)(t) =
∫
Th
q1(·, t)vh.
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Aqui, denotamos
v↓ =
{
vL, se β˜ ·n < 0
vR, se β˜ ·n > 0.
Substituindo a soluc¸a˜o exata z do problema dual pela aproximac¸a˜o zτh
obteremos os indicadores do erro no tempo e no espac¸o:
Q(u)−Q(uτh)≈
N
∑
n=1
(η tn+η
s
n),
sendo
η tn = τn
∫
Th,n
(g(·, tn)−∇ · σˆnτh−
1
τn
(unτh−un−1τh ))
zˆn−1h + zˆ
n
h
2
o indicador no tempo e
ηsn = ∑
K∈Th,n
ηKn ,
ηKn =τn
∫
K
(σnh− σˆnh) ·
∇hzˆn−1h +∇hzˆ
n
h
2
−τn ∑
E∈∂K
∫
E
χE (E)[[unh]]{{ε(unh)}}
(∇hzn−1h +∇hz
n
h) ·n
2
o indicador no espac¸o.
Aqui, zˆnτh denota o interpolador de Oswald de z
n
h.
6.3 RESULTADOS NUME´RICOS
Esta sec¸a˜o dedica-se a apresentar alguns resultados nume´ricos obtidos
atrave´s dos algoritmos e me´todos apresentados no decorrer deste capı´tulo.
A malha estruturada utilizada nos testes consiste de um domı´nio Ω=
[0,1]2 dividido 4 elementos (teste 1) e em 450 elementos (teste 2), veja a
figura 12.
6.3.1 Algoritmo de adaptac¸a˜o de malha
A estrate´gia de adaptac¸a˜o influencia diretamente no comportamento
do me´todo e na soluc¸a˜o obtida. O algoritmo utilizado para fazer a adaptac¸a˜o
foi o mesmo mostrado no capı´tulo 5, isto e´:
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Figura 12 – Malha estruturada utilizada para o teste 2 dos problemas pa-
rabo´licos na˜o-lineares.
Algoritmo 3 Estrate´gia de adaptatividade
Se ηn > TOL
Se |ηnt |> ξ |ηns |
Refinamento no tempo;
Sena˜o Se |ηns |> ξ |ηnt |
Refinamento e desrefinamento no espac¸o (usando ηns );
Sena˜o
Refinamento (tempo e espac¸o) e desrefinamento (espac¸o) usando ηns .
Fim Se
Fim Se
Para a estrate´gia de soluc¸a˜o do problema, e´ preciso perceber que o pro-
blema dual depende da soluc¸a˜o primal. Por isso, antes de resolver o problema
dual, resolvemos o primal em uma malha no tempo e no espac¸o uniforme.
Tendo a soluc¸a˜o do problema primal, o problema dual pode ser resolvido
(sem adaptac¸a˜o tambe´m). Por fim, o problema primal e´ resolvido novamente
pore´m, agora, fazendo adaptac¸a˜o da malha no tempo e no espac¸o.
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6.3.2 Teste 1 - Refinamento uniforme
Neste teste demonstramos o comportamento e a convergeˆncia do me´to-
do para um problema na˜o-linear com soluc¸a˜o exata. Consideramos o pro-
blema (6.8) com condic¸o˜es de fronteira e termo fonte de modo que a soluc¸a˜o
exata e´:
u(x,y, t) =
1
2
− 1
pi
arctg
(
c
(√
(x− x0− c1t)2+(y− y0− c2t)2−1
))
;
em que c = 1/ε , x0 = y0 =−1/2, c = (c1,c2) = (1,1) e ε = 0.1, como feito
no teste do capı´tulo anterior. Pore´m, agora consideramos uma equac¸a˜o na˜o-
linear com coeficiente de difusa˜o ε(u) = 2ε(u+1) e campo advectivo f (u) =
cu.
No funcional de interesse, utilizamos q1 e q2 dados por:
q1 ≡ 0, q2 ≡ 1|ω|
χω
em que ω = [0.125,0.25]2.
N
τn
#K
h ‖e(T )‖ ητh η
s η t Q(u−uh) Ih
4
−
16
− 4.36e−02 9.67e−02 2.32e−01 −1.35e−01 2.33e−02 4.15
16
0.00625
64
0.25 1.47e−02 1.37e−02 7.31e−02 −5.94e−02 7.95e−02 0.172
64
0.0015625
256
0.125 5.35e−03 6.30e−03 1.92e−02 −2.55e−02 6.31e−03 1
256
3.9e−04
1024
0.0625 2.02e−03 3.84e−03 7.69e−03 −1.15e−02 3.94e−03 0.975
1024
9.76e−05
4096
0.03125 9.45e−04 2.26e−03 3.36e−03 −5.62e−03 2.29e−03 0.986
Tabela 4 – Teste 1: erros, indicadores de erro e ı´ndices de eficieˆncia.
A tabela 4 mostra o comportamento dos erros, dos indicadores de erro
no tempo final T = 0.1 e do ı´ndice de eficieˆncia para diferentes nı´veis de re-
finamento no tempo e no espac¸o. E´ possı´vel perceber que o me´todo converge
e o ı´ndice de eficieˆncia e´ assintoticamente exato.
6.3.3 Teste 2 - Refinamento adaptativo
Apresentamos agora um resultado para ilustrar o comportamento do
refinamento adaptativo da malha. Consideramos aqui a mesma soluc¸a˜o exata
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para o problema primal:
u(x,y, t) =
1
2
− 1
pi
arctg
(
c
(√
(x− x0−β1t)2+(y− y0−β2t)2−1
))
;
em que c= 1/ε , x0 = y0 =−1/2, β = (β1,β2) = (1,1). Pore´m, agora utiliza-
mos ε = 1e−2, tempo final T = 0.7. Estas duas u´ltimas condic¸o˜es implicam
que a soluc¸a˜o exata tera´ uma frente se propagando pelo domı´nio que e´ mais
aguda do que no primeiro teste e, tambe´m, ira´ se propagar mais dentro do
domı´nio. Para o problema dual, mudamos apenas a regia˜o de interesse para
ω = [0.625,0.75]2.
Na figura 13 apresentamos a soluc¸a˜o primal e dual, ale´m do compor-
tamento da malha adaptada, em 4 instantes de tempo. Como pode ser obser-
vado, a malha e´ adaptada inicialmente seguindo a frente da soluc¸a˜o primal e,
depois, concentra-se na regia˜o de interesse. Isso acontece devido ao domı´nio
da advecc¸a˜o no processo de transporte. No tempo inicial a malha na˜o e´ adap-
tada na regia˜o de interesse mas, na regia˜o em que o erro e´ propagado para
este. Quando a frente da soluc¸a˜o primal atinge a regia˜o de interesse, a malha
continua sendo adaptada sobre esta e na˜o se propaga mais na direc¸a˜o do fluxo
advectivo.
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Figura 13 – Teste 2: Soluc¸o˜es aproximadas primal (esquerda) e dual (centro)
e malha (direita) correspondente para t = 0.2,0.35,0.5 e t = 0.7.
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7 CONCLUSO˜ES E TRABALHOS FUTUROS
No decorrer deste trabalho estudou-se indicadores de erro equilibrados
para aproximac¸a˜o de funcional de interesse e adaptac¸a˜o de malha para pro-
blemas elı´pticos e parabo´licos (lineares e na˜o-lineares) utilizando o me´todo
de Galerkin descontı´nuo.
Para os problemas elı´pticos estudou-se o me´todo de Galerkin des-
contı´nuo para equac¸o˜es dos tipos difusa˜o e difusa˜o-advecc¸a˜o-reac¸a˜o. Ale´m
disso, tratamos da te´cnica de reconstruc¸a˜o equilibrada de fluxos no espac¸o
de Raviart-Thomas de alta ordem para esta classe de me´todos. Utilizando a
prescric¸a˜o dos graus de liberdade, foi desenvolvida a te´cnica de reconstruc¸a˜o
de fluxos equilibrados que foram usados, posteriormente, para calcular os in-
dicadores de erro. Com este objetivo, foi construı´da uma base computacional
para os espac¸os RT que permite recuperar o fluxo reconstruı´do a partir dos
momentos do fluxo discreto da soluc¸a˜o nume´rica do me´todo de Galerkin des-
contı´nuo. Nesta parte, desenvolveu-se um co´digo eficiente que implementa
esta base modal e a reconstruc¸a˜o de fluxo em espac¸os de Raviart-Thomas de
alta ordem.
Esta construc¸a˜o foi utilizada na abordagem de dois tipos de estimativas
de erro a posteriori equilibradas. Primeiramente, para estimativas a posteriori
na norma energia, foram estudados e implementados indicadores de erro que
usam fluxos equilibrados. A robustez dos estimadores em relac¸a˜o a ordem
de aproximac¸a˜o foi confirmada atrave´s de experimentos nume´ricos. Ale´m
disso, estrate´gias de adaptac¸a˜o baseadas neste estimador de erro foram apre-
sentadas para altas ordens de aproximac¸a˜o. Em uma se´rie de experieˆncias
nume´ricas, foi demonstrado que o nu´mero de graus de liberdade necessa´rios
para garantir o mesmo erro diminui quando a ordem de aproximac¸a˜o poli-
nomial aumenta. No segundo tipo de estimativa, no funcional de interesse,
obtemos uma representac¸a˜o do erro no funcional de interesse em termos da
soluc¸a˜o exata do problema dual e dos fluxos equilibrados do problema pri-
mal. Substituindo esta soluc¸a˜o exata do problema dual (que na˜o acessı´vel
na pra´tica) por uma aproximac¸a˜o de Galerkin descontı´nuo de ordem mais
alta que a do primal, foram construı´dos estimadores e indicadores de erro.
Foi demonstrado e confirmado por meio de experieˆncias nume´ricas, que o
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estimador de erro e´ assintoticamente exato. Os indicadores de erro foram
utilizados em processos de adaptac¸a˜o de malha meta orientada e os testes
mostraram que indicadores de erro captam bem a singularidade na soluc¸a˜o
primal e claramente detectam a regia˜o de interesse por meio da soluc¸a˜o dual.
Para os problemas parabo´licos lineares, apresentamos inicialmente o
me´todo de Galerkin descontı´nuo em tempo e espac¸o dG(k)dG(l) e o me´todo
de Galerkin contı´nuo no tempo e descontı´nuo no espac¸o cG(k)dG(l). Para
esta classe de problemas foram desenvolvidos indicadores de erro no tempo
e no espac¸o na aproximac¸a˜o de um funcional de interesse. O problema dual e´
formulado a partir do funcional de interesse estudado e, com isso, foi possı´vel
desenvolver a representac¸a˜o do erro. Assim como no caso elı´ptico, utilizou-
se uma aproximac¸a˜o de ordem maior no tempo e no espac¸o para o problema
dual, o que nos permitiu obter o indicador equilibrado e completamente com-
puta´vel de erro em funcional de interesse. Desenvolvemos um algoritmo de
adaptac¸a˜o dinaˆmica de malhas em tempo e espac¸o, o qual faz uso dos indica-
dores de erro acima apresentados e te´cnicas de refinamento e desrefinamento
das malhas. O estimador e os indicadores no tempo e no espac¸o foram testa-
dos e mostrou-se, atrave´s de testes nume´ricos, que o indicador e´ assintotica-
mente exato. O algoritmo de adaptac¸a˜o foi testado o que mostrou a eficieˆncia
da adaptac¸a˜o dinaˆmica de malhas.
O trabalho encerra apresentando indicadores de erro equilibrados em
funcional de interesse para o me´todo de Galerkin descontı´nuo para problemas
parabo´licos na˜o-lineares. Inicialmente, o problema na˜o-linear foi linearizado
e utilizou-se o me´todo de Newton, combinado com o me´todo de Galerkin
descontı´nuo no tempo e no espac¸o, para aproximar a soluc¸a˜o do problema
primal. Indicadores de erro foram desenvolvidos na base da teoria geral de
erro em funcional de interesse para problemas variacionais na˜o-lineares. A
representac¸a˜o do erro em funcional de interesse foi obtida na forma na qual
esta´ presente a soluc¸a˜o exata do problema dual. Assim como feito no caso
linear, utilizou-se uma aproximac¸a˜o de ordem mais alta para o problema dual
o que nos permitiu obter indicadores de erro calcula´veis para os problemas
parabo´licos na˜o-lineares. Os resultados nume´ricos apresentados mostraram
que o estimador de erro e´ assintoticamente exato e os indicadores de erro sa˜o
eficientes na aproximac¸a˜o de funcional de interesse pelo me´todo de Galerkin
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descontı´nuo no tempo e espac¸o usando malhas dinaˆmicas adaptativas.
Todos os co´digos deste trabalho foram desenvolvidos dentro do ambi-
ente do software MATLAB R©.
Parte dos resultados obtidos neste trabalho foram apresentados no In-
ternational Conference on Spectral and High Order Methods (ICOSAHOM
- 2016) e publicados na se´rie Lecture Notes in Computational Science and
Engineering, ver [20].
O trabalho apresentado aqui sera´ continuado seguindo os seguintes
passos:
1. Desenvolver algoritmos adaptativos no tempo e no espac¸o para soluc¸a˜o
nume´rica eficiente de problemas de valor inicial e de fronteira para
equac¸o˜es parabo´licas lineares e na˜o-lineares pelo me´todo de Galerkin
descontı´nuo de alta ordem no tempo;
2. Desenvolver me´todos adaptativos do tipo Newton-Galerkin para apro-
ximac¸a˜o de problemas parabo´licos na˜o-lineares pelo me´todo de Galer-
kin descontı´nuo no tempo e no espac¸o. Desenvolver te´cnicas de con-
trole de erro de convergeˆncia do me´todo de Newton-Galerkin na base
de estimadores de erro em funcional de meta;
3. Desenvolver me´todos de adaptac¸a˜o de malha meta orientados para a
equac¸a˜o de pressa˜o e a equac¸a˜o de saturac¸a˜o em problemas de fluxos
bifa´sicos em meios porosos.
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