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The next generation of civil transport aircraft will have larger wing spans and higher aspect ratios
that enable greater aerodynamic efficiency and reduce fuel consumption relative to previous gen-
erations of aircraft. These larger wing spans lead to greater wing flexibility, making these designs
more susceptible to adverse aeroelastic phenomena. Within the design process, dynamic aeroelastic
constraints are frequently omitted from the preliminary design stage, leaving the possibility of costly
late-stage design modifications to meet aeroelastic requirements. This paper addresses this issue by
developing a method to incorporate flutter constraints within a gradient-based aeroelastic design op-
timization framework. We present the governing equations for the coupled aeroelastic system which
forms the basis of a technique to evaluate the damping of the most-critical modes. We derive and
implement an adjoint-based derivative evaluation technique to compute the gradient of the flutter
constraint with respect to the design variables. The results demonstrate that the proposed technique
is an effective approach for aeroelastic problems with large-scale structural models. The technique
also shows promise for high-fidelity aerodynamic models that utilize computational fluid dynamics.
I. Introduction
The next generation of civil transport aircraft will have greater aerodynamic efficiency and better fuel burn perfor-
mance due, in part, to larger wing spans and higher aspect ratios than previous generations of aircraft. However, larger
wing spans also lead to increased wing flexibility, which presents new analysis and design challenges for these aircraft.
In particular, dynamic aeroelastic effects, such as flutter, are expected to become increasingly important design drivers
for the next generation of transport aircraft. Furthermore, the use of advanced lightweight materials that enable slen-
der, aerodynamically-favorable cross-sections without violating strength requirements, will also contribute additional
flexibility by decreasing the second moment of area of the wing sections. To address the challenge of designing slen-
der wings subject to dynamic aeroelastic requirements, we present a gradient-based aeroelastic design optimization
method to incorporate flutter constraints at an early stage in the design process. This gradient-based design approach
is integrated with the medium-fidelity aeroelastic framework presented by Kennedy and Martins [28].
The simultaneous consideration of structures and aerodynamics is essential when analyzing and designing very
flexible aircraft. The coupling of both structural and aerodynamics is required to evaluate the performance of the
aircraft in the deformed flying shape. If considered at an early design stage, aircraft flexibility can be used to improve
overall aircraft performance [48]. Numerous studies have demonstrated the benefits of passive aeroelastic tailoring
obtained by simultaneous structural and aerodynamic design [17, 15]. However, static aeroelastic design alone is
not sufficient, since dynamic aeroelastic requirements are often critical design constraints [31]. In the aircraft indus-
try, conventional design methods focus on static strength requirements early in the design process, and only include
dynamic aeroelastic analysis at a later stage [6]. This can lead to either excessively conservative designs, or costly
late-stage design modifications.
Several authors, recognizing the importance of aeroelastic design, have developed integrated aeroelastic analysis
and design tools to study the dynamic response of flexible aircraft subject to a range of flight conditions. These tools
integrate structural and aerodynamic response, and may also include rigid-body motion and control system synthe-
sis [11, 19, 18, 47, 26, 28, 30]. In general, these aeroelastic design methods may be grouped into two broad categories:
techniques that use simplified aerodynamic and structural models, but incorporate rigid-body motion and control syn-
thesis [11, 19, 18, 47], and techniques that employ high-fidelity aerodynamic and structural design methods, but omit
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dynamic aeroelastic effects [37, 38, 27, 30]. The advantage of the techniques in the former category, is that the simple
and computationally inexpensive aeroelastic models can be used to evaluate a range of flight conditions during a de-
sign study. However, these simplified physical models restrict the prediction capability, and produce inaccurate results
when the underlying analysis assumptions are violated. Design methods that use high-fidelity analysis techniques can
be utilized over a broader range of conditions, but require additional computational resources and are more challenging
to implement efficiently.
In this paper, we present a technique for gradient-based aircraft design optimization with flutter-constraints de-
signed to close the gap between design methods that use simple computational models, and high-fidelity design tech-
niques that only consider static aeroelasticity. We develop a technique to impose a flutter constraint within an analysis
that uses a full finite-element structural model, coupled to a three-dimensional panel method [28, 26]. As a result, the
aeroelastic coupling more closely resembles volume-based CFD methods rather than traditional doublet-lattice meth-
ods [1, 43]. The rationale for this approach is twofold: first, we want to incorporate dynamic aeroelastic constraints
with a full aeroelastic aircraft design optimization framework. Second, we want to understand the requirements for
integrating a full flutter analysis within a high-fidelity aeroelastic design optimization problem.
The remainder of this paper is structured as follows: in Section II we review methods for optimization with flutter
constraints presented in the literature. In Section III, we briefly describe the unsteady aeroelastic formulation that we
use in this study. In Section IV, we present a general approach to stability analysis that we apply to flutter based on
a linearization about the deformed equilibrium flying shape of the vehicle. In Section V, we present an adjoint-based
derivative evaluation technique that is used to evaluate the gradient of the flutter constraints with respect to the design
variables. In Section VI, we present a flutter analysis of a transport aircraft wing and demonstrate the accuracy of our
proposed gradient-evaluation technique.
II. Review of Optimization Methods with Flutter Constraints
Many authors have developed design optimization techniques to meet flutter requirements that use simple analysis
models. In one of the earliest examples, Turner [55] developed a procedure to distribute mass within a structure to
meet a flutter speed constraint. Bhatia and Rudisill [7] and Rudisill and Bhatia [44] developed first and second-order
derivative evaluation methods for a flutter constraint and applied these methods to structural weight minimization
subject to a minimum flutter speed requirement. Later, Gwin and Taylor [16] developed a numerical optimization
method to obtain the member sizes of a wing based on the method of feasible directions. These early papers utilized
flutter analysis that combined simple aerodynamic and structural models due to the limited computational resources of
that time. More recent examples of optimization with flutter constraints focus on refinements of these early techniques
that utilize doublet-lattice methods [41, 8]. These techniques often rely on a Schur-complement reduction to the
structural degrees of freedom. While these Schur-complement methods are effective for aerodynamic meshes with
a small number of panels, such methods do not scale well for large aerodynamic models and cannot be used with
nonlinear computational fluid dynamics (CFD).
With the increasing availability of high-performance computing resources, more authors have developed methods
to perform flutter analysis using sophisticated CFD models. The first flutter predictions to use high-fidelity CFD
methods utilized full time-accurate simulations [10]. However, these methods require long computational times due
to the costly nature of time-accurate simulations. To address these long computational times, several authors have
sought alternatives that directly simulate periodic motion. These techniques include the harmonic balance method
of Hall et al. [20], Thomas et al. [53], and the nonlinear frequency domain method McMullen et al. [39], and the time-
spectral method [56]. In particular, the time-spectral method was used for gradient-based design optimization [33] with
derivatives obtained using an automatic-differentiation adjoint method [34]. The issue with applying these approaches
in the context of flutter prediction is that the frequency of the instability is not known a priori. Therefore, additional
iteration is required to locate the instability.
As an alternative, a number of authors have utilized Hopf-bifurcation methods to locate and track the flutter point.
The advantage of the Hopf-bifurcation approach is that it can be used to locate the point of flutter instability directly,
avoiding costly transient analysis. Hui and Tobak [23] demonstrated the use of a direct Hopf-bifurcation approach
in a study of the dynamic stability of an aircraft at a large mean angle of attack. The analysis model consisted of
simplified aerodynamic and structural models and single degree-of-freedom pitching motion dynamics. Morton and
Beran [40] applied the Hopf–bifurcation technique to determine the onset of flutter for a two-dimensional airfoil
in transonic flight conditions. Morton and Beran modeled the airfoil using the Euler equations and demonstrated
significant computational savings compared to a full transient analysis. More recently, Badcock et al. [3] developed a
Newton method to solve the Hopf-bifurcation equations. They demonstrated the improved robustness and numerical
performance of their approach and calculated the flutter point for a flexible AGARD 445.6 wing in a transonic flow
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modeled using CFD. Using a related approach, Badcock and Woodgate [2] performed an eigenvalue-based stability
analysis of a large-scale aeroelastic wing model. The wing model consisted of a full computational fluid dynamics
model coupled to a finite-element model of the wing structure. The paper utilized a Schur-complement technique to
decouple components of the system Jacobian to compute the stability of the system robustly in parallel computing
environment. Recently, Stanford and Beran [52] used the Hopf-bifurcation approach to optimize a flexible wing
subject to both flutter constraints and a post-flutter limit-cycle-oscillation constraint.
In this paper, we present an approach to the analysis of the stability an aeroelastic system at a specified flight
condition. This stability analysis closely mirrors the direct Hopf-bifurcation tracking method. The difference between
the two approaches lies in the exchange of a single state variable: the dynamic pressure in the Hopf-bifurcation
approach for the structural damping in the stability method. However, when the flutter constraint is active, the stability
approach presented here and the Hopf-bifurcation technique are essentially equivalent. The main advantage of the
proposed technique is that it does not require a search for the flutter point at each design iteration. This is advantageous
because the flutter point may lie far outside the operational envelope, depending on the design point. In addition, to
address the issue of mode switching, we formulate a constraint using the conservative Kreisselmeier–Steinhauser
(KS) [60, 42] function. We form this conservative constraint by performing KS aggregation over the modes with the
least damping. This approach smooths the gradient at locations in the design space where the lowest modes switch.
Evaluating this constraint imposes little additional computational cost while smoothing the behavior of the constraint.
III. Aeroelastic Equations of Motion
In this section, we briefly describe the coupled aeroelastic equations of motion for the aircraft. We derive the
equations of motion in a descriptor form where the time-derivatives of the state variables appear as arguments to the
governing equations. This descriptor representation is essential due to the presence of static constraints within both the
finite-element equations and the aerodynamic panel method. Within the context of the finite-element method, these
static constraints are used to define the drilling degrees of freedom that do not contribute to the kinetic energy of the
structure [22, 14]. An additional benefit of the descriptor representation is that it simplifies the derivation of the adjoint
equations.
The fully coupled equations of motion take the following form:
R(x, q̈, q̇,q) = 0, (1)
where x are the design variables. The state variable vector q contains both the aerodynamic and structural state vari-
ables, and q̇ and q̈ represent the first and second time derivatives of q, respectively. Within this work, the state vector





The fully coupled aeroelastic system is based on the static aerostructural optimization framework presented by Kennedy
and Martins [28]. This framework couples a medium-fidelity three-dimensional parallel panel method, called TriPan,
to a sophisticated parallel finite-element analysis code called the Toolkit for the Analysis of Composite Structures
(TACS) [27]. In the following section, we describe the essential details of the aeroelastic framework, focusing in
particular on the unsteady dynamic analysis required for flutter prediction. We note that this framework was also used
for fully transient gust-encounter simulations [26].
A. Load and displacement transfer
The load and displacement transfer technique is based on the consistent and conservative displacement extrapolation
technique of Brown [9], with an adaptive refinement for smooth load transfer presented by Kennedy and Martins [28].
The displacements from the structural model are transferred to the aerodynamic surface nodes as follows:
XA = X
0
A + TAu (2)
where X0A and XA are the initial and deformed aerodynamic surface nodal locations and TAu represents the ex-
trapolation of the structural deformation to the aerodynamic surface nodes through a series of rigid-links. Based on
the method of virtual work, and the displacement extrapolation scheme (2), the nodal forces are obtained through an
integration over the deformed aerodynamic surface to obtain a consistent structural force vector:
FA = FA(XS , TAu̇, XA + TAu, ẇ, w) (3)
where XS are the structural nodal locations. Note that in the context of a dynamic simulation, the consistent force
vector also depends on the rate of change of the structural and aerodynamic state variables.
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B. Aerodynamic panel method
The aerodynamic analysis utilizes TriPan, a three-dimensional panel method with compressibility corrections based on
the Prandtl–Glauert equation [13]. TriPan uses constant source and doublet singularity elements distributed over the
surface of a body discretized with quadrilateral and triangular panels that form a closed, watertight surface [24, 21].
TriPan uses a drag model consisting of the induced drag, computed using a Trefftz plane integration scheme [50], and
profile and wave drag corrections computed using an empirical model [59, 25].
The discretized governing equations for the panel method can be written as follows:
RA(xA, ẇ, w, TAu̇, X
0
A(xG) + TAu) = Bẇ + Aw − b = 0, (4)
where xA and xG are the aerodynamic and geometric design variables, respectively, and the state variables w represent
a vector of the surface and wake doublet strengths. In addition, B is a matrix that contains the wake source convection
terms, A is a matrix that contains the dense aerodynamic-influence coefficient matrix and the wake convection terms,
and b is a vector of boundary conditions. We solve the linear equations (4) using the parallel linear algebra routines
in PETSc [4, 5]. Details of the solution method and storage scheme can be found in Kennedy and Martins [28].
C. Structural analysis
The structural analysis is performed using TACS, a parallel finite-element code designed specifically for the design
optimization of stiffened, thin-walled composite structures using either linear or geometrically nonlinear strain rela-
tionships [27].
The residuals of the structural governing equations, can be written as follows:
RS(xM , XS(xG), ü, u̇, u, ẇ, w) = Mü + Ku− FA(XS , TAu̇, XA + TAu, ẇ, w) = 0 (5)
where u is the finite-element state vector, K is the linear stiffness matrix, and M is the mass matrix. The structural
design variables are split into two groups: material design variables, denoted xM , and geometric design variables,
denoted xG. Note that the geometric variables are shared between the aerodynamics and the structures.
D. Coupled aeroelastic system
The aeroelastic governing equations are the fully coupled system obtained by combining the aerodynamic governing
equations (4), with the structural governing equations (5). This forms the following coupled system in a descriptor
residual form:
R(x, q̈, q̇, q) =
[
RA(xA, ẇ, w, TAu̇, X
0
A(xG) + TAu)
RS(xM , XS(xG), ü, u̇, u, ẇ, w)
]
= 0 (6)










IV. Flutter and Stability Analysis
In this work we use a stability analysis about an equilibrium point to impose an effective constraint on flutter. The
derivation of this technique is similar to the direct Hopf-bifurcation analysis, and we note the differences between
the methods where appropriate. The stability of an equilibrium point can be determined based on the onset of an
infinitesimal periodic motion about a steady-state solution. This motion can be expressed as follows:
q(t) = q0 + εqte
λt (7)
where q0 ∈ Rn is the steady-state solution, ε is the infinitesimal amplitude of the motion, λ ∈ C, and qt ∈ Cn are the
periodic components of the motion. To fix the magnitude of qt, we impose the condition:
(p, qt) = 1, (8)
where p ∈ Rn is an arbitrary vector.
To determine the stability of the descriptor system (1), we take a Taylor series expansion of the governing residuals
about the steady state q0. Based on the equations of motion, this Taylor series expansion can be expressed as follows:














































































where R0 = R(x, 0, 0, q0). To obtain a non-trivial infinitesimal motion, both terms on the right-hand-side must
vanish independently. Furthermore, to reduce the equations to real variables for practical computations, we split the
solution qt ∈ Cn into real and imaginary parts as follows:
qt = qr + jqc,
λ = ζ + jω,
where qr, qc ∈ Rn are the real and complex components of qt, respectively and ζ, ω ∈ R are the real and complex
components of λ, respectively. Substituting this expression into Equation (9) and Equation (8) and taking the real and




J + ζJq̇ + (ζ
2 − ω2)Jq̈
)
qc + (ωJq̇ + 2ζωJq̈)qr(
J + ζJq̇ + (ζ
2 − ω2)Jq̈
)
















Note that the last two equations in the residuals (10), represent a constraint on the magnitude of the vectors. The vector
Q ∈ R3n+2 are the state variables for the equilibrium solution as well as the real and imaginary parts of the solution,










Note that the first n equations are decoupled from the remaining 2n+ 2 equations since the residuals R0 only depend
on q0. Therefore, when solving the system of equations, we first solve R0 = 0, and then solve the remaining 2n+ 2
equations.
The Hopf-bifurcation equations can be obtained from the stability equations (10) by setting the damping parameter














The Hopf-bifurcation equations are again a system of 3n+2 equations and 3n+2 unknowns. The vector QH ∈ R3n+2










Note in this case, however, the governing equilibrium equations are now coupled to the last 2n+ 2 equations through
the dynamic pressure q∞. This a result of the dynamic pressure modifying both the equilibrium equations and the
Jacobian of the final 2n+ 2 equations.
A. A Jacobi–Davidson method for stability analysis
We solve Equation (10) governing the stability of the nonlinear aeroelastic equations using a two-stage procedure.
First, we solve the governing equations R0(q0) = R(x, 0, 0,q0), using the approximate Newton–Krylov scheme
described in Kennedy and Martins [28]. The solution of these equations is decoupled from the solution of the remaining
2n + 2 equations. After we have obtained an equilibrium solution, q0, we solve the eigenvalue problem for the
eigenvector qt ∈ Cn and eigenvalue λ ∈ C using a Jacobi–Davidson method for generalized eigenvalue problems [49,
54].
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The Jacobi-Davidson method can be formulated as a Newton-like method on the combined eigenpair (qt, λ). After
the mth iteration, the estimate of the eigenpair is (um, θm). The generalized eigenvalue problem can be represented
by the following nonlinear system of equations:(






where ·H denotes the complex-conjugate transpose of a vector or matrix. A Newton-like update for this nonlinear
system takes the following form: [














where t and µ are the Newton updates for the eigenvector and eigenvalue Note that the residual and derivative vectors
r, w ∈ Cn in Equation (12) are defined as follows:
r = (J + θmJq̇ + λ
2Jq̈)um,
w = (Jq̇ + 2θmJq̈)um.
As (um, θm)→ (qt, λ), the matrix J+ θmJq̇ + θ2mJq̈ becomes more poorly conditioned and approaches singularity.
The Jacobi-Davidson method overcomes this difficulty by removing the singularity through a projection onto the
space perpendicular to the eigenvector estimate, um. This projection technique yields the following linear system
which ensures that t ∈ {um}⊥:
(I− w̃uHm)(J + θJq̇ + θ2Jq̈)(I− umuHm)t = −r (13)
where w̃ = w/uHmw. We solve this equation inexactly using FGMRES(5) [46], where we utilize the aerostructural
preconditioner described in Kennedy and Martins [28]. We form this preconditioner at the initial iteration using only
the terms in J.
Instead of applying the update t directly to um, we maintain an orthonormal basis Vm ∈ Cn×m, such that
VHmVm = Im. After t is computed approximately, we expand the orthonormal subspace by performing a modified
Gram–Schmidt orthogonalization, such that Vm+1 = MGS(Vm, t) [45]. We then compute a new estimate of θm by
computing a solution to the reduced eigenproblem:
VHm+1(J + θJq̇ + θ
2Jq̈)Vm+1ym+1 = 0 (14)
where select θm+1 as the eigenvalue of the reduced (m + 1) × (m + 1) eigenproblem that is closest to the desired
spectrum. In this case, we use the eigenvalue with the smallest frequency that has positive real part, or if no eigenvalues
have positive real parts, then the eigenvalue with the smallest imaginary part. We then update the eigenvector estimate
using um+1 = Vm+1ym+1 and repeat until the residual r has been reduced by a relative tolerance of 10−8.
We note here that in the implementation of the Jacobi–Davidson method, we separate the real and complex com-
ponents of the vectors. Therefore, despite the fact that the method utilizes complex arithmetic, the storage is en-
tirely in real numbers. This scheme facilitates the use of the complex-step derivative approximation for gradient-
verification [51, 36].
B. An approximate Newton–Krylov method the Hopf-bifurcation equations
We use a three-stage solution procedure to solve the Hopf-bifurcation equations (11). The first two stages represent a
start-up strategy to obtain a good initial estimate of the equilibrium configuration, and the lowest natural frequency of
motion at the initial dynamic pressure. Based on this initial estimate, we then enter an approximate Newton–Krylov
phase in which an approximate linearized system is solved at each iteration to a loose tolerance until convergence is
achieved.
The start-up method proceeds as follows: First, given an initial free-stream dynamic pressure q∞, we solve the
static governing equations to a loose tolerance to obtain the approximate equilibrium configuration q0. The details of
this solution procedure are outlined in Kennedy and Martins [28]. Next, given q∞ and q0, we compute initial estimates
for qc, qr ∈ Rn and ω ∈ R by finding an approximate solution to the following generalized eigenvalue problem:[
Jqc − ω2Jq̈qc + ωJq̇qr




































































using the Jacobi–Davidson method described above. Since ω is real, these equations cannot be satisfied exactly at an
arbitrary point.
In the last stage of the solution procedure, we use an approximate Newton–Krylov method to rapidly solve the
nonlinear coupled system of equations (11). At each iteration of the approximate Newton method, we solve the
following linear system:
JH(Q
n)∆Qn = −RH(Qn), (15)
for the update ∆Qn. Since the linearization is approximate, we do not solve the equations to a tight tolerance. After
we obtain the update, we compute the next iterate as follows Qn+1 = Qn + ∆Qn.
The matrix JH is a computationally convenient approximation of the true Jacobian of the Hopf-bifurcation equa-
tions (11). Within this work, we utilize the following approximation:
JH =

J 0 0 0 R,q∞
∗ J− ω2Jq̈ ωJq̇ Jq̇qr − 2ωJq̈qc ∗
∗ −ωJq̇ J− ω2Jq̈ −Jq̇qc − 2ωJq̈qr ∗
0 pT 0 0 0
0 0 pT 0 0
 , (16)
where each ∗ indicates the location of a non-zero term which has been neglected.
One of the main difficulties in solving the approximate Newton system (11), is the constraints in the final two
rows. These constraints represent a separation of the real and complex components of the periodic solution that must
be satisfied precisely. As in the Jacobi–Davidson method, we use a projection technique to ensure that these equations
are satisfied exactly.
V. Adjoint-Based Derivative Methods for Flutter
In this section, we formulate a flutter constraint based on imposing a minimum specified damping in the most-
critical dynamic mode. We then derive an adjoint-based derivative evaluation technique for this constraint based on
the stability equations (10). Note that while the linear combination of the Jacobians at the eigenvalue is a singular
matrix, the presence of the normalization constraint, (p,qt) = 1, removes this singularity as long p is not parallel to
qt. Since the linearization of the stability equations (10) is nonsingular at the solution, the requirements of the implicit
function theorem are satisfied and there is no theoretical issue with the application of the adjoint method.
While more sophisticated flutter constraints are possible [52], in this work we constrain the damping in the most-
critical mode to be below some specified value:
f(x,Q) = −β − ζ ≥ 0, (17)
where β > 0 is a minimum damping parameter, and this constraint ensures ζ ≤ −β. This constraint is imposed at a
specified flight condition, i.e. q∞, and imposes a constraint on the damping that ensures that, within the assumptions
of the analysis, the aircraft will not flutter.
The adjoint method for the nonlinear system (10) can be derived using a conventional approach [35, 38], by








where f(x,Q) is a function of interest that depends on the design variables, x, and the stability variables, Q. Note
that, in this case, no simplifications of the Jacobian ∂RS/∂Q can be made without sacrificing the accuracy of the








where∇xf is the total derivative of constraint f(x,Q).
A number of simplifications of the adjoint method are possible due to the simplicity of the constraint (17). The
first simplification is that the derivative of f(x,Q) with respect to the state variables has only a single entry at the
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index corresponding to the damping parameter. Second, since the constraint (17) does not have any direct design-
variable dependence, i.e. the partial derivative with respect to the design variables is zero. These observations yield






0 0 0 0 1
]T
(20)





These simplifications reduce the computational cost of computing the derivative of the flutter constraint.
A. Solving the adjoint equation
The primary challenge in computing the derivative of the flutter constraint, is accurately solving the adjoint equa-
tions (20). This is challenging due to the coupled nature of the initial equilibrium analysis and eigenvalue computation.
Unfortunately, some of the required in the adjoint equations involve derivatives of matrix-vector products due to the
eigenvalue problem embedded in the stability equations (20). While these terms can be computed exactly using either
hand-coded routines, or automatic differentiation techniques [34], here we use finite-difference matrix-vector product
techniques. We delay a complete discussion of these terms until Section B.







































J22 = J + ζJq̇ + (ζ
2 − ω2)Jq̈, J23 = ωJq̇ + 2ζωJq̈,
J24 = Jq̇qr + 2ζJq̈qr − 2ωJq̈qc, J34 = −Jq̇qc + 2ζJq̈qc − 2ωJq̈qr,
J25 = Jq̇qc + 2ζJq̈qc + 2ωJq̈qc, J35 = Jq̇qr + 2ζJq̈qr − 2ωJq̈qc.
Here, we have defined Rc(x,q0,qc,qr) and Rr(x,q0,qc,qr) as follows:
Rc(x,q0,qc,qr) =
(
J + ζJq̇ + (ζ
2 − ω2)Jq̈
)
qc + (ωJq̇ + 2ζωJq̈)qr,
Rr(x,q0,qc,qr) =
(
J + ζJq̇ + (ζ
2 − ω2)Jq̈
)
qr − (ωJq̇ + 2ζωJq̈)qc.
These expressions can be simplified by considering the complex-conjugate transpose of the eigenproblem (12),
which yields the following system of equations, that is equivalent to the adjoint equation (22):[













where u is the approximate eigenvector from the Jacobi–Davidson method and ψ̃ = ψr + jψc ∈ Cn.
Note that premultiplying the first row of Equation (23), by uH yields the result ψλ = 0, since the eigenvector
u satisfies (J + Jq̇ + λJq̈)u = 0. Therefore, the solution to this system of equations is ψ̃ = αv, where v is a
left-eigenvector:
vH(J + λJq̇ + λ
2Jq̈) = 0,






































































After the real and complex components of the scaled left-eigenvector ψ̃ = αv have been computed, we compute
the adjoint variables for the static equilibrium equations as follows:
JTψ0 = −JT21ψc − JT31ψr, (24)
where the two terms on the right-hand-side require the derivative of a transpose matrix-vector product with the adjoint
vectors ψc and ψr, respectively.












Note that the last two terms in this expression involve design variable derivatives of matrix-vector products. This
completes the computation of the derivatives required for the stability constraint (17).
B. Evaluating the derivative of matrix-vector products
Two groups of terms in the adjoint method described above require the derivative of an expression that is itself a
matrix-vector product. In principle it is possible to evaluate these terms exactly through either hand-coded derivative
routines or automatic differentiation methods [34]. However, these expressions do not appear in the adjoint method
for static or even dynamic analysis, and they are therefore unlikely to be implemented within existing code for design
optimization.
To circumvent this issue, in this work we approximate these terms using selective finite-difference matrix-vector
products. This technique compromises the accuracy of constraint derivatives, since finite-difference methods are
susceptible to subtractive cancellation. However, the approach can be used in combination with existing design opti-
mization routines that are required for adjoint-based gradient evaluation. This reduces the difficulty of implementing
these necessary terms.
Note that the adjoint variables for the eigenvalue problem, ψc, and ψr, can be determined without approximation.
The difficulty arises when using Equation (24) to obtain the adjoint variables for the static equilibrium equations,
ψ0. We derive an approximation for the right-hand-side of Equation (24) by first computing an approximate finite-
difference matrix-vector product for the residual Rc as follows:






x, ε(ζ2 − ω2)qc, εζqc, εqc + q0
)





[R (x, 2εωζqr, εωqr, q0)−R(x, 0, 0, q0)] .
Note that the terms in the first and second time-derivatives form approximate finite-difference matrix-vector products.










where ∂r/∂q0 only involves computing the Jacobian with respect to the static state variables.
Many design optimization codes implement a capability to compute the product of an adjoint vector with the
derivative of the residuals with respect to the design variables. This code can be used to compute the terms required


























(x, 2εωζqr, εωqr, q0)−ψTc
∂R
∂x
(x, 0, 0, q0)
]
+O(ε).
Note that the time-derivatives of the state variables have been perturbed to produce an effective matrix-vector product
with the different matrix components.
VI. Results
In this section, we present results from the stability analysis technique presented above. While these results are
preliminary, they demonstrate the potential of the methods described above.
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Within this work, we use the NASA Common Research Model (CRM) wing as our aerostructural test problem. The
CRM model is widely used for aerodynamic verification and validation and was originally developed for the AIAA
Drag Prediction workshop [57, 58, 32]. However, since the CRM is intended primarily for aerodynamic analysis, the
original CRM geometry is deformed in the 1 g cruise condition. In this work, we use a modified form of the CRM
geometry where the jig shape is inferred based on fitting algorithm. Details of this procedure are outlined in Kenway
et al. [29].
Figure 1: The Common Research Model (CRM) wing geometry and structural mesh.
In this case, we use a finite-element model of the CRM geometry consisting of 10 127 MITC4 shell elements [12],
with 9342 nodes and just over 56 000 degrees of freedom. The three-dimensional aerodynamic mesh consists of 800
panels distributed over the wing surface. Figure 1 shows the finite-element mesh and the aerodynamic surface. Note













































Figure 2: Convergence history of the Jacobi-Davidson method on the Common Research Model test case.
Figure 2 shows the convergence history of the Jacobi–Davidson iteration on the CRM test case described above.
The method converges to a tolerance of 10−10 within 17 iterations. This illustrates the typical characteristic of the
Jacobi–Davidson method, which exhibits second-order convergence close to the solution of the eigenvalue prob-
lem [49]. Figure 3 shows the least-damped mode for the CRM wing found using the Jacobi–Davidson technique.
To illustrate the potential of the gradient evaluation method presented above, we compute the derivative of the
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Figure 3: Illustration of the least-damped mode for the CRM geometry at a fixed flight condition.
Figure 4: Illustration of the derivative of the real component of the eigenvalue with respect to the thickness variables.
real part of the least-damped eigenvalue with respect to structural thickness variables. We add thickness variables for
each structural component formed by the intersection of the wing spars and ribs, as well as each rib and spar segment,
resulting in a total of 266 structural thickness variables in the finite-element model. Figure 4 shows the derivative of
the real part of the eigenvalue with respect to the structural thickness variables. Note that this derivative is for the
same mode illustrated in Figure 3. The derivative is close to zero in the spars and ribs, and takes its highest and lowest
values in the wing skins. This is unsurprising given the bending-dominated nature of the eigenmode. Furthermore, we
note that a step along the positive gradient directly will increase the real part of the eigenvalue, leading to a possible
instability. Therefore, to reduce susceptibility to flutter, it would be necessary to thicken the wing structure in areas
where there is a negative gradient. In this case, material would be removed from the wing tip skins and placed near
the wing crank region.
VII. Conclusions
As wing aspect ratios and spans increase to meet fuel efficiency demands, it will become increasingly important to
consider wing flexibility at an early stage in the design process. Current design practice is to omit dynamic aeroelastic
requirements until later stages in the design process, leaving the possibility that dynamic aeroelastic constraints may
be design-critical. This paper addresses this issue by developing a method to incorporate flutter constraints within a
gradient-based aeroelastic design optimization framework. We presented a general approach to impose a constraint
based on the damping in the flutter modes. This method does not rely on a reduction to the aerodynamic degrees
of freedom and is compatible with high-fidelity CFD techniques. Next, we presented an adjoint-based derivative
evaluation technique to compute the gradient of the proposed stability constraint with respect to the design variables.
The results demonstrate that the proposed technique is an effective approach for aeroelastic problems with large-scale
structural models. The technique also shows promise for high-fidelity aerodynamic models that utilize computational
fluid dynamics.
11 of 14

































































[1] E. Albano and W. P. Rodden. A doublet-lattice method for calculating lift distributions on oscillating surfaces in subsonic
flows. AIAA Journal, 7:279–285, 1969. doi:10.2514/3.5086.
[2] K. J. Badcock and M. A. Woodgate. Bifurcation prediction of large-order aeroelastic models. AIAA Journal, 48:1037–1046,
2010. doi:10.2514/1.40961.
[3] K. J. Badcock, M. A. Woodgate, and B. E. Richards. Direct aeroelastic bifurcation analysis of a symmetric wing based on the
euler equations. Journal of Aircraft, 42:731–737, 2005. doi:10.2514/1.5323.
[4] S. Balay, W. D. Gropp, L. C. McInnes, and B. F. Smith. Efficient management of parallelism in object oriented numerical
software libraries. In E. Arge, A. M. Bruaset, and H. P. Langtangen, editors, Modern Software Tools in Scientific Computing,
pages 163–202. Birkhäuser Press, 1997.
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