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Abstract
This is the second of two papers presenting a detailed examination of Fokker-Planck
models for the globular cluster NGC 6397 and is concerned with extracting information





of which about 2500 M

is in neutron stars. This mass gives a V -band mass-
to-light ratio of 1.2 in solar units. The models and data provide weaker estimates of
the structural parameters, but suggest that the core radius is less than 0.3 pc (11
00
) and
the tidal radius is 17  4 pc. In turn, by assuming a at rotation curve for the galaxy,
the mass and tidal radius suggest that the latter was set at a distance of 2.5 kpc from
the galactic center.
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Postscript gures for this paper are available by anonymous FTP from ftp.ast.cam.ac.uk in the directory /pub/drukier or




This is the second part of a binary paper dis-
cussing Fokker-Planck models matched with ob-
servations of the globular cluster NGC 6397. In
the rst paper (Drukier 1994; Paper A), the de-
tails of the modeling and comparison techniques
were discussed, as was an overview of results of
the over 1000 models run. Briey, the models
solve the isotropic, orbit-averaged form of the
Fokker-Planck equation, where the distribution
functions are functions of energy and mass. An
energy source in the form of a statistical treat-
ment of binaries formed in three-body reactions
is used to reverse core collapse. The models also
include a tidal boundary and the eects of mass-
loss due to stellar evolution. More details are
given in Paper A together with denitions for
many of the symbols used here. The data used
for the comparisons are the surface density pro-
le (SDP) and two mass functions (MFs) from
Drukier et al. (1993), the intermediate-distance
mass-function from Fahlman et al. (1989) and the
velocity dispersion prole from Meylan & Mayor
(1991). Again, I follow the naming convention
of Drukier et al. (1993) and refer to the three
mass functions as the du Pont:if, FRST, and
du Pont:out MFs in order of distance from the
cluster center.
It was found in Paper A that neither the initial
mass function (IMF), nor any of the other initial
parameters were uniquely constrained by the ob-
servations. As a consequence, there are a number
of models which give satisfactory matches. In
this paper I will describe several of these mod-
els and use them to discuss the stellar content
of NGC 6397, its current mass and mass-to-light
ratio, and its dynamical history. I will also look
at the tidal radius of the cluster, which is related
its galactocentric distance and orbit, and the core
radius.
The next section discusses information ex-
tracted from the entire ensemble of models, ie.
the current mass of the cluster and its core and
tidal radii. The rst is well constrained; the lat-
ter two less so. Section 3 presents comparisons of
nine models drawn from the various model sets.
The model sets are dened as in Paper A by their
IMF and tidal radius r
t
. The denitions of the
IMFs are given in Table 1. The tidal radius de-
nes the galactocentric radius at which the model
is assumed to orbit and hence the strength of





. The true tidal radius scales
as M
1=3
(see x3.2 in Paper A). These have been
chosen as the best overall models from each. The
dierences between the best matches from each
IMF give information on the relative proportions
of high-mass remnants, visible stars, and faint
low-mass stars. The nal section summarizes the
conclusions of this paper and binds this binary.
2 Global constraints
2.1 Mass
One of the initial results from the preliminary
\hunting" stage described in x3.3 of Paper A, was
the observation that there was a preferred mass




(the quality of t to the mass functions as
dened in x3.1 of Paper A) vs. total mass for
a sample of 21 U20 models with varying initial
parameters including r
t




mass curve is parabolic and has a minimum near




. For this IMF, the mass




in order to match the observed mass functions.
If NGC 6397 did have this IMF, then this result


















in order to rene the estimate of the




as a function of mass for all the U20 mod-




tend to have other problems
which make them unacceptable matches in any
case. Usually, they started o with long relax-
2
ation times and show little dynamical evolution.
As a result, the best tting mass is a compro-
mise between all the poor ts. That an adequate
estimate is possible from even such poor mod-
els strengthens my condence in this method of
estimating the mass of the cluster. The models
show a range of optimal masses, but the mode,





. The apparent correlation between
the minimum value of 
2
MF
and the optimal mass




age of the model as discussed in Paper A.
With the exception of some very poor tting
models, the other model sets also give a consis-
tent mass for NGC 6397 even though most of
the models do not give very good matches for
the shapes of the individual mass functions, let
alone the surface density prole. This shows that
we can get a current mass for NGC 6397 without
knowing the IMF to any great precision. This
is so, provided that the IMF being used does
give present day MFs consistent with the obser-
vations. By using a range of IMFs, as is done
below, we can increase our condence in the re-
sults.
In Paper A, I showed that the requirement for






(the quality of t to the surface den-
sity prole as dened in x3.1 of Paper A) simul-











I refer to this as the \t = 0
surface" and the models on it are referred to as
being \well-tting". This surface actually has a
thickness of about 0:4 Gyr which arises from
the interval between records of the state of the
models (See x5 in Paper A). By considering the
t = 0 surfaces for the various model sets, we
can approach the mass question from a slightly








is the dimensionless central potential of the King
model used for the initial state of the model, M
0
is the




is the ratio of the initial limiting
radius of the model to the tidal radius dened above.
a function of time for each of the model sets. The
format of this diagram is the same as for similar
gures in Paper A. For the U20, r
t
= 18:5 pc
model set, the time dependence of the optimal
mass is similar to that seen for the individual
models, but with less scatter in mass. The re-
maining scatter derives from the eects of varia-
tions in the other initial parameters. This model














) on the t = 0 surface)
and shows the largest variation in the optimal
mass at a given time. This dependence on the
other parameters is conrmed by the apparent
bimodality in the U20, r
t
= 21 pc model set. The





) space, and these are reected
in the diagram. The lower optimal mass models
started with M
0







and the higher mass group originate in an island
with M
0












) space. From the two U20 model sets
covering a large range of parameters (ie. those
with r
t
= 18:5 pc and r
t
= 21: pc) I estimate the
intrinsic scatter in a mass estimate at a given age
to be 1; 000M

. For all but the U10 model sets,
there is an increase of 800 to 900M

/Gyr in the
optimal mass over the time range used. Adopt-
ing the isochrone age of 162.5 Gyr (Anthony-
Twarog, Twarog, & Suntze 1992), this becomes
a 2000M

systematic uncertainty in the opti-
mal mass. Table 2 gives the estimated optimal
mass for each of the model sets for both 16 Gyr
and for the age of the best models in that model
set. The U20, r
t
= 17 pc mass is based on an
extrapolation to 16 Gyr. For the X2 and NNS
model sets, there was not a sucient number of
useful models to produce such a graph. For these
model sets the masses in Table 2 are averages




the X2 model set, no systematic trend with time
was seen while for the NNS model set there may
be a trend of the same size as in the majority of
3
the other model sets. The model sets which give
high mass estimates are those which do not t the
surface density prole at 16 Gyr, but only at ages
closer to 12 Gyr. At the earlier time the masses
are lower and are more consistent with the U10
masses. Based on this I conclude that the current





2.2 Tidal and core radii




comparison with the observed mass functions at
three radii. We already know that the IMF is
approximately right for the cluster, otherwise the
shapes of the mass functions would give very poor
matches. We also know that we have approxi-
mately the correct tidal radius because we can
t the surface density prole fairly well. As I




minimum reects the optimal tting of the three
mass functions combined. This point is illus-
trated by the most discordant point in Fig. 2.















= 0:66. It suf-
fered a large stellar evolution expansion and lost
a lot of mass through the tidal boundary, so it did
not re-collapse very much before its mass went to
zero. The model never really t any of the ob-





t to the mass functions was the least poor, giv-







= 3:6. The bulk of the models
have minima in 
2
MF
much closer to unity and
match the observed MFs much better. That all
the minima are not at the same point reects the
detailed dierences in the mass function compar-
isons.
One type of dierence depends on the history
of the model and the small eects that changes
in the initial conditions have on the degree of
mass segregation. There can be dierences both
with radius at a given time and with respect to
the IMF. The size of these dierences warrants
further study, but will not be dealt with here.
The other type of dierence is related to the
density prole. If we compare models GM031
and GK079 (Figs. 5 and 7), which have r
t
= 17
and 21 pc respectively, it is obvious that the lat-
ter has a higher density at large radii and, corre-
spondingly, a du Pont:outMF which, unlike most
of the rest of the models, is not systematically
smaller than the observed MF. In principle we
can use this eect to try and extract an estimate
of the current tidal radius of NGC 6397. Unfortu-
nately, only weak limits can be applied in the case
of NGC 6397. The primary problem is that the
outermost mass function is still not far enough
out to be a strong constraint on the tidal radius.
But, as was discussed in Drukier et al. (1993), at
the radial distance of the du Pont:out mass func-
tion, only half of the objects counted belong to
the cluster. Fields further from the cluster center
will be even more heavily contaminated with eld
stars. Within any set of models there is a wide






for just the du Pont:out MF because of the
other factors discussed above. Until there is some
way to disentangle these eects it will be dicult
to draw any conclusion on the tidal radius of the
cluster. From an examination by eye of specic
models it appears to me that r
t
 20 4 pc. As-
suming a at rotation curve at 220 km s
 1
for
the galaxy, this gives, using eq. (5) of Paper A,
a galactocentric distance of 2:5  0:7 kpc for
NGC 6397. The observed galactocentric distance
of the cluster is 6 kpc (Djorgovski 1993). Cud-
worth & Hanson (1993) found its space velocity
to be (;; Z) = (24  6; 126 12; 105 12)
km s
 1
. From the  and Z velocities for this
southern cluster (b =  12

), NGC 6397 is reced-
ing from perigalacticon. The present tidal radius
(17  4 pc) may reect the distance of its most
recent perigalactic passage.
For almost all the models run the optimal ts
to the surface density prole occurred in the col-




of time shown in Fig. 1 of Paper A is quite typ-
ical. The dependence on the size of the core
is shown here in Fig. 4 for several U20 mod-
4
els. The \core radius" used is the empirical one
given by the radius at which the surface density
of the mass species used for the SDP comparison




occur before core bounce and then
becomes somewhat larger both as core collapse
proceeds and subsequently in the post-collapse
phase. The root of this dierence lies in the de-
tails of the matching between the data and mod-
els in the central part of the cluster. It is well
to bear in mind that the core is not resolved in
the star count data, so the observational core ra-
dius is not well dened. For the same reason, the
model core radius is not constrained very well
by the observations. The central cusp is also
seen in the surface brightness prole but that is
dominated by a few bright stars. Lauzeral et al.
(1992) manage to obtain a core radius of 0.6 pc
by removing the bright stars, but, as was shown
in Drukier (1993), the small number of stars in
the core still precludes the exclusion of a smaller
core radius. Meylan & Mayor (1991) compiled all
the surface brightness data onto one system and
measured a core radius of 0.22 pc by tting the
data to multi-mass King models. This r
c
is con-
sistent with those listed in Table 4. As discussed
in Drukier et al. (1993), the SDP within 1 pc is
somewhat atter than beyond this radius, but it
never does atten out. In the models, as the core
continues to collapse, the region outside the core
shows a single power-law slope and the straight
region around 0.5 pc occupies the region where
the observed SDP has a bump. Closer to core
collapse the models t the central density better,
but the match around 0.5 pc is much poorer. As
the cluster continues to evolve, the central slope




during the post-collapse phase.
3 Details of some good matches
I will now turn to the presentation of some
specic models which come the closest to satis-
fying all the observational constraints. None is
perfect, but the dierences between them pro-
vide further information with regard to the stel-
lar content of NGC 6397. The models selected
are from the model sets described in Paper A.







with the age of the model, I have
chosen the well-tting model closest to the point
of intersection between the the two 
2
curves.
The one exception is model U20-C where a some-
what older model has been used. For the U10,
r
t
= 18:5 pc model set, the one without a time
dependence to the quality of the matches, two
models have been chosen, one at the young limit
and one at the old. I have also included one
model from the poorly tting model set X2 with
r
t
= 18:5pc. Table 3 lists the initial parameters
for each of the nine models. Details about the
state of each model at its best matching time are
listed in Table 4. The comparisons between some
of the models and the observations are shown in
Figs. 5 to 12.
Figure 5 shows the match to the data of model
U20-A. The mass functions are all consistent
with the general shapes of the mass functions,
although the ne details are missed by the mod-
els. This is as expected since the IMFs are sim-
ply combinations of power laws and the true MFs
appear to have more structure than can be rep-
resented by this model. The number of stars
in each mass function is also well t for the du
Pont:if and FRST mass functions; in common
with all the other models the number of stars
in the du Pont:out eld is underestimated. The
surface density prole is well matched at all radii
with the possible exception of the very center.
Other models, as will be seen, deviate by much
larger amounts from the observed central value,
so in comparison model U20-A is quite successful.
The velocity dispersions are also well matched.
The main problem with this model is that it re-
quires the turn-o mass to be 0.86M

and hence
the age to be 12 Gyr. As discussed in Paper A,
this problem is generic to any model set with too
high a central mean mass, ie. one with lots of
heavy remnants.
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Comparing Fig. 5 (model U20-A, U20 with
r
t
= 17 pc model set) with Fig. 6 (model U20-B,
U20 with r
t
= 18:5 pc model set) Fig. 7 (model
U20-D, U20 with r
t
= 21 pc model set) shows
the eect of increasing the tidal radius for the
U20 IMF. Several systematic trends are visible in
the comparison of these models. First, the mod-
eled du Pont:if mass function becomes steeper
with increasing r
t
for m > 0:4M

. This sug-
gests that the amount of mass segregation within
the half-mass radius decreases with increasing r
t
.
On the other hand, the shapes of the outer two
mass functions are much the same for all val-
ues of r
t
. The number of stars in the modeled
du Pont:out MF increases with increasing r
t
, as
would be expected, and the quality of the match
to this mass function similarly improves. On the
other hand, the central surface density decreases
with increasing tidal radius, as does the veloc-
ity dispersion. The U20, r
t
= 20 pc model set
model U20-C is consistent with these trends. The
trends in the central SDP, the du Pont:if MF and
the velocity dispersion are all consistent with a
decrease in the total mass in the inner part of the
cluster with increasing tidal radius. Considering
the appropriate lines in Table 4, the total mass
varies by about 6% for the four models, but the
mass within the inner parsec decreases by 1/4 as
the tidal radius increases. This trend is much less
pronounced in models U10-B2 and U10-C, but
the mass dierence and mass fraction in heavy
remnants is also smaller with these two models.
As is often the case in this modeling, post-facto
explanations are possible, but they are not easy
to generalize in the face of dierences in the IMF.
Until here the models shown have all had the
same IMF, U20. The eects of changing the up-
per mass limit, and hence the fraction of neutron
stars, is shown by comparing Fig. 6 with Fig. 8
for the U30 IMF and Figs. 9 and 10 for the U10
IMF. The details of these IMFs are given in Ta-
ble 1 and more fully in Table 2 of Paper A. Un-
usually, model U10-B1 (Fig. 9) has been caught
deep in core collapse. This demonstrates that
such a state is not excluded, but is just usually
not favored by the matching procedure. The
age of the model is also compatible with the
isochrone age. The velocity data is equally con-
sistent for both U10 models and the dierences
in the mass function matches are not signicant.
In a slightly dierent vein, Fig. 11 shows the
comparison for model L05-B, a model with the
same upper limit as the U20 IMF (20 M

) but
which extends down to 0.05 M

. This model
shows some larger deviations from the observa-
tions. The central surface density is much atter
in shape than observed and the velocity disper-
sion, while within the observational errors, is sys-
tematically low. The mass function at the high
mass end is somewhat steeper than observed. All
three of these deviations indicate that this IMF
has too few massive stars relative to the num-
ber of low mass stars. Model L05-B is, of all the
models shown, the largest compromise between
the SDP and the MFs. As was shown in Paper A,
the L05 model set showed the strongest time de-






. At the young
extreme, there is a model which gives a better t
to the SDP and at a much older limit there are
models which give better matches to the MFs.
At both extremes the deciencies in the match
to the other data are accentuated, and in all the
L05 models the velocity dispersions are system-
atically low. This all suggests that the L05 IMF
has too high a proportion of low mass stars and
that NGC 6397 contains only about 20% by mass
of stars with masses less than 0.2M

. On the
positive side, the age of this model, 14 Gyr, is
consistent with the isochrone age of NGC 6397.
Unlike the model sets discussed until now, the
X2 and NNS model sets produced no models
which adequately matched the observations. The
primary problem lay in the surface density pro-
le as I show in Fig. 12. I show this model at the
time of the minimum in 
2
MF
at about the same
time before core collapse as most of the other
models discussed here. However, for the X2 and
NNS model sets the time of core collapse pro-
6
duces a maximum in 
2
SDP
. At this time the SDP
prole has a central logarithmic slope of about
 1:3, much steeper than the observed value of
 0:9. This indicates that the turn-o stars have
about the same mass as the stars dominating the
core. If we consider the radius at which the en-
closed mean mass equals the mean mass of the
main-sequence turn-o (as dened by the age of
the model), then for a typical X2 model this ra-
dius is about 0.2 pc compared with 0.4 to 0.8
pc for the better matching model sets. Interest-
ingly, the best matching U10 model, U10-B1, has
the smallest of these radii, the X2 model set has
just taken this trend too far. The model mass
functions are somewhat too steep at the high
mass end of the mass functions. This suggest
that a atter IMF is required. The conclusion I
draw from this is that NGC 6397 contains about
2500M

in neutron stars. Model X2-B contains
only 1400M

and this is clearly not adequate,





These detailed comparisons lead to the follow-
ing conclusions about NGC 6397.






2. Approximately 2500 M

of this is in neu-
tron stars.
3. Given that the absolute integrated V mag-
nitude of NGC 6397 is M
V
=  7:02 (Djor-
govski 1993) the global mass-to-light ratio







4. The mass function probably attens for
stars less massive than the observed limit.
The mass fraction in stars with masses less
than 0.2 M






is more like 15.
5. The core radius is unresolved in these data,
but is probably less than 0.3 pc (11
00
).
6. The tidal radius of the cluster is 17 4 pc
reecting a probable perigalactic distance
of 2:5 0:7 kpc. These numbers are some-
what uncertain as they come from the mass
function ts and not from the surface den-
sity prole. Crowding by eld stars pre-
vents direct observation of the tidal cut o.
There are a couple of systematic problems
with these matches. One is that the models usu-
ally underestimate the number of stars in the du
Pont:out mass function and the second is that
the model velocity dispersion is lower than the
observed velocity dispersions. The mass-to-light
ratio derived here is substantially lower than the
mass-to-light ratio of 2. which Meylan & Mayor
(1991) derived from tting King models. The





cluster, and thus a higher M=L. The t of Mey-
lan & Mayor required increasing anisotropy in
the outer part of the cluster and it could be that
the deciencies in the models here also indicate a
requirement for anisotropy. An anisotropic veloc-
ity tensor would result in a somewhat higher line-
of-sight velocity dispersion and in higher stellar
densities at radii where anisotropy is important
when compared with an isotropic distribution.
Weinberg (1994) has run some similar mod-
els to those run here; excluding stellar evolution,
but including disk shocking. At the galactocen-
tric radii of the models discussed here, continuous
disk shocking destroys all clusters with W
0
< 6:5
in less than a Hubble time. While these are only
preliminary results, they do suggest that this is
an important eect for clusters like NGC 6397.
The requirement for a high initial concentration
would further restrict the range of initial parame-
ters which lead to acceptable models. Somewhat
higher initial masses may also be possible. The
strength of tidal shocking will depend on the clus-
ter's orbit, so it is dicult to extrapolate from
Weinberg's results.
In this binary paper I have demonstrated that
the type of Fokker-Planck model described here
can produce models capable of matching a set of
7
detailed observations of a globular cluster. The
caveats are that anisotropy in the velocity disper-
sion may be required and that disk shocking may
have an important role to play. In the continued
absence of an accurate procedure for including
velocity anisotropy in Fokker-Planck models (but
see Takahashi 1993), the present approach is still
useful. A large investment of computer time is
required to test various possible IMFs, but once
the general nature of the relationship between
the models and the observations is clear, a more
faster and more systematic study is possible. I
have also shown how to make the comparisons
and how to extract specic information from the
ensemble of models. A study such as this one
can give denite values for the mass of a clus-
ter and can serve as a good guide to the relative
abundances of both the heavy and light unob-
served stars. Adequate data sets would also give
information on the radial structure of the cluster
including the core and limiting radii. Informa-
tion on the latter can be extracted from the mass
functions even when eld star contamination pre-
vents direct observation of the boundary. Due
to the large number of parameters available for
constructing the models, as many constraints as
possible are desirable. This rst extensive com-
parison between Fokker-Planck modeling and de-
tailed observations of a single cluster is quite en-
couraging both for condence in the models and
for the ability to use the models to interpret the
observations.
This work was supported by funding from
NSERC of Canada and PPARC of the U.K.
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U10 0.1 10. x = 1:5; m < 0:4; x = 0:9; m > 0:4
U20 0.1 20. x = 1:5; m < 0:4; x = 0:9; m > 0:4
U30 0.1 30. x = 1:5; m < 0:4; x = 0:9; m > 0:4
L05 0.05 20. x = 1:5; m < 0:4; x = 0:9; m > 0:4
X2 0.1 20. x = 1:5; m < 0:4; x = 0:9; 0:4< m < 2:; x = 2; m > 2:
NNS 0.1 20. as U20, but all stars with initial masses > 8 are assumed to escape
a
x is the mass spectral index for a power-law mass function
of the form dN /m
 (1+x)
dm.
Table 2: Preferred model masses
IMF r
t















U20 18.5 0.70 0.66
U20 20. 0.70 0.65
U20 21. 0.69 0.66
L05 18.5 0.71 0.69
U10 18.5 0.63 0.63






time of minima in the mean 
2
(see Table 4 below and




average over all models


















U30-B U30 18.5 5.50 5.50 0.66 3.6
U20-A U20 17. 5.12 5.19 0.66 3.6
U20-B U20 18.5 6.36 5.79 1.00 4.5
U20-C U20 20. 5.12 4.59 0.66 4.0
U20-D U20 21. 6.69 5.19 1.10 5.0
L05-B L05 18.5 4.50 4.50 0.76 4.8
U10-B1 U10 18.5 5.75 4.00 0.84 3.9
U10-B2 U10 18.5 5.50 5.00 0.90 4.7
U10-C U10 20. 5.75 5.00 0.96 5.2
X2-B X2 18.5 5.50 4.00 1.02 5.0





















U30-B 12.2 0.86 0.79 1.4 1.9 0.70
U20-A 12.1 0.86 0.68 1.4 1.4 0.70
U20-B 12.0 0.86 0.69 1.4 1.5 0.68
U20-C 13.7 0.83 0.81 1.4 2.0 0.66
U20-D 12.2 0.86 0.69 1.6 1.7 0.67
L05-B 13.8 0.83 0.56 1.9 1.9 0.72
U10-B1 14.1 0.82 0.39 1.6 1.1 0.66
U10-B2 16.2 0.79 0.43 1.6 1.1 0.64
U10-C 17.8 0.77 0.52 1.4 1.1 0.63
X2-B 18.1 0.77 0.23 2.2 2.7 0.58
a
Radius at which the mean mass of the enclosed stars
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) vs. total mass for a representa-
tive sample of 21 U20 models. The sharp corners
indicate the sampled times for each run. Mass






Figure 2: Plot of minima in 
2
MF
for all the U20
models. Models with large 
2
MF
are a poor match
to the data on other grounds and can be excluded
from the overall mass estimate. The typical op-




for the U20 IMF.
Figure 3: Optimal mass for all the models show-
ing such minima plotted against the model age
for the eight model sets with well-tting models
in Paper A. The arrangement of the model sets
is the same as in Fig. 7 in Paper A. The IMF of
the model set is listed across the top and r
t
(in
pc) is listed at the right. The U20, r
t
= 18:5 pc
model set has the best sampled parameter space
and the thickness of the distribution should re-
ect the uncertainty in the mass estimator.
Figure 4: Plot of 
2
SDP
vs. the empirical core ra-
dius for the same models as in Fig. 1. The models
start at top-right and evolve downwards and then
to the left. The minima in r
c
are at core collapse.
Post collapse evolution takes them upwards and
to the right. Note that the minima occur before
core collapse and that 
2
SDP
increases in the post
collapse phase.
Figure 5: Comparison diagram for model U20-A
in the U20, r
t
= 17 pc model set. Clockwise from
upper left: The surface density prole; the FRST
mass function; (top) the du Pont:if mass function
and (bottom) the du Pont:out mass function; and
the velocity dispersion prole. The dashed line
in the mass function panels indicates the shape
of the IMF.
Figure 6: As Fig. 5 for model U20-B in the U20,
r
t
= 18:5 pc model set.
Figure 7: As Fig. 5 for model U20-D in the U20,
r
t
= 21 pc model set.
Figure 8: As Fig. 5 for model U30-B in the U30,
r
t
= 18:5 pc model set.
Figure 9: As Fig. 5 for model U10-B1 in the U10,
r
t
= 18:5 pc model set.
Figure 10: As Fig. 5 for model U10-B2 in the
U10, r
t
= 18:5 pc model set.
Figure 11: As Fig. 5 for model L05-B in the L05,
r
t
= 18:5 pc model set.
Figure 12: As Fig. 5 for model X2-B in the X2,
r
t
= 18:5 pc model set.
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