Classes of nonlinear partial differential equations that can be decomposed into sums of terms that are products of results of linear partial differential operators are considered. First equations that are composed of sums of products of the same number of operators are considered. A necessary and sufficient condition on the operators and on the solutions is established for the linear combinations of solutions to satisfy the equation. An alternative necessity proof of this condition is provided for a less general class of the same structure and when the equation and the solution are real. Also some specific equations made up of terms that are products of results of not necessarily the same number of operators are considered. Sufficiency conditions on the solutions and the operators are provided for the sums of solutions of these equations to satisfy the equation. An example is also included.
Introduction
Construction of new solutions is possible by the superposition property in nonlinear differential equations. This concept has been treated in the literature and other than specific approaches for specific equations such as in [3] , Lie's symmetry algorithm has been the basis for finding nonlinear superposition principles.
A brief review of the past work related to the nonlinear superposition principles can be found in [7] whereas reference [6] also provides some physically motivated examples for them.
In [4] a partial differential equation L(u) = 0 and its solutions u 1 = u 1 (x, y), u 2 = u 2 (x, y) . . . u k = u k (x, y) are considered. Then a function F = F (u 1 , u 2 , . . . , u k , x, y) is called a 'connecting function' forL(u) = 0 if F is also a solution. This constitutes a nonlinear superposition principle. Connecting functions are given for Burgers' equation and an associated equation. In [5] the term 'reduced connecting function' is defined and superposition principles are expressed directly by reduced connecting functions on a class of nonlinear partial differential equations. On nonlinear superposition principles, one can additionally refer to [2] .
In this work we investigate the conditions on the solutions of classes of nonlinear partial differential equations and the differential operators that constitute these equations so that the linear combinations or sums of the solutions also satisfy the equation. These are the specific superposition principles that this work is focused on and the paper takes up only classes of nonlinear partial differential equations that can be decomposed into sums of terms that are products of results of application of linear partial differential operators.
In Section 2.2 the differential equation and its solution are real with real independent variables and the solution is assumed to be differentiable with respect to the independent variables up to the order required by the differential operators. In the rest of the paper the differential equation is allowed to be complex, but the independent variables are real. The possibly complex solutions are assumed to be differentiable with respect to the independent variables up to the order required by the differential operators
We note that in a differential equation a term u p that is the pth integer power of the dependent variable u can be considered as the product of the results of the application on u of p differential operators, each equal to unity. With this view point, in Section 2 we consider equations that are made up of a sum of terms such that each term is composed of the products of the results of the application of the same number of linear partial differential operators on the dependent variable u. For such equations a necessary and sufficient condition on the solutions and the differential operators is proved for the linear combinations of the solutions to satisfy the differential equation. Also an alternative necessity proof of this condition is given for a less general class of equations than this structure.
In Section 3 equation structures that are sums of terms that are products of results obtained by application of not necessarily the same number of linear partial differential operators are taken up and sufficient conditions for the sums of solutions to satisfy the differential equation are proved. Section 4 includes an example to illustrate the idea of the work. Section 5 covers the conclusion and a summary of results.
2 Structures made up of sums of terms that are products of the results of the same number of linear partial differential operators
In Sub-section 2.1 the most general structure of nonlinear partial differential equations that can be decomposed into sums of terms that are products of the same number of linear differential operators is considered and a necessary and sufficient condition on the solutions and the operators is established for the linear combinations of the solutions of the differential equation to satisfy the differential equation. In Sub-section 2.2 a less general class of this structure is considered and an alternative necessity proof of the same condition for the linear combinations of the solutions to satisfy the differential equation is given for this class.
2.1 A necessary and sufficient condition for the linear combinations of solutions to be a solution of the differential equation
We consider a nonlinear partial differential equation that can be represented in the form
where N is an integer greater than or equal to 1 while n is an integer greater than or equal to 2, and L pmi are linear partial differential operators. If a factor of the dependent variable u is considered as the result of application of a unity partial differential operator on u, then (1) can be seen to be constituted of sum of terms that are products of the results of the same (n) number of linear partial differential operators. In this sub-section we do not require that L pmi u and u be real valued. If u 1 and u 2 individually satisfy (1) we shall show that the condition
in which 1 ≤ p ≤ N , 1 ≤ m ≤ n, and 1 ≤ i ≤ m, is necessary and sufficient for (au 1 + bu 2 ) to satisfy (1) where a and b are arbitrary constants.
Proof of sufficiency:
From Equation (1) written for u 1 one can get
If (3) is rearranged we obtain
If on the other hand (2) is assumed to be true
follows. Substitution of (5) in (4) yields
which is (1) written for (au 1 + bu 2 ).
Proof of necessity:
Suppose that (au 1 + bu 2 ) satisfies (1). We shall show that if u 1 and u 2 are solutions of (1), then
is true for all p, m and i where 1 ≤ i ≤ m . To this end assume that for given p, the second equality of (7) fails for a p, m, i value and by z and the right side of (8) by f (z), we shall find that
Hence by [1, p.124] , f (z) can be extended to the complex plane uniquely as an analytic function which is equal to the right side of (8) for z = − u 1 u 2 and which has the value
where C is a circle about −
, making the right side of (8) analytic. This makes the left side of (8) , with which we write (8) as
The coefficients of this Taylor series in b a are functions of the dependent and independent variables of (1) that are independent of b a and therefore can be considered as constants. Moreover the left side of the full Equation (9) is a power series in b a too. On the other hand powers of a variable are linearly independent functions. Hence (9) can vanish only if the coefficients of the involved power series vanish. In particular first we consider the coefficients of powers of ( b a ) greater than 1, all of which vanish. This relegates the series for G pmi to a single constant term which is g pmi0 . We can then write (9) as
and in (10), the coefficient of (
) when equated to zero gives;
In view of the fact that G pmi = g pmi0 , when considered with (8), (11) implies;
which is one part of the equality in (7). The same sequence of steps beginning with
in place of (8), completes the establishment of the full equality in Equation (7). These results also imply that G pmi and H pmi vanish for all p, m, i.
2.2 An alternative necessity proof for the necessary and sufficient condition of Sub-section 2.1 for a less general class of differential equations
In this sub-section we consider a less general class of the structure taken up in Sub-section 2.1 and obtain an alternative necessity proof of the necessary and sufficient condition established therein.
where L ν are any linear partial differential operators and n is an integer greater than 3. Assume further that L ν u and u are real valued. Also we consider the special case when the ratio
has the same sign for ν = 1, 2, . . . , n over the domain of the independent variables of the equation in (14)
To this end, substitution of (au 1 +bu 2 ) in (14) and cancellation of the factor a n from both sides yield
if one observes that L ν (au 1 +bu 2 ) = aL ν u 1 +bL ν u 2 . Equation (15) can further be cast into the form b a u
if one notes Equation (14) and sees that
and that
Based on (16) we obtain the following power series in , set equal to zero.
In Equation (19) f k represents the functions with factors ( b a ) k , k = 2, 3, · · · , n− 2 that result from substitution of (au 1 + bu 2 ) for u in (14). Equation (19) is a power series in are functions of the independent variables of (14) and therefore they can be considered as constants. Since powers of a variable are linearly independent functions, the only way their linear combinations can vanish is when their coefficiens are equal to zero. Therefore because we are investigating the necessary condition for arbitrary a and b, for the satisfaction of (19) for any 
Equations (20) and (21) constitute a necessary condition for the satisfaction of (14) by (au 1 + bu 2 ). Now with a new notation denote
by A ν . Then from (20) and (21) we obtain
For nonzero u 1 and u 2 from (22) and (23) we get,
which is the same as
In (25) the expression within each pair of parentheses is such that all possible combinations of A i , A j are exhausted with i = j. We can write (25) also as
Now since by hypothesis A ν , ν = 1, 2, . . . , n have the same sign, (26) can be true only if
since then each term in (26) has to vanish to satisfy the equation. If we go back to (22) and substitute this finding, we also find as a necessary condition,
Hence we conclude (28) which is also (2) , is a necessary condition for (au 1 +bu 2 ) to satisfy (14) when In Section 2 we considered only equations made up of sums of terms that are products of the results of application of the same number of linear partial differential operators, counting a factor of u again as the result of application on u of a differential operator which is unity. In this section we consider equations that can be decomposed into sums of terms that are products of results of not necessarily the same number of linear differential operators and find sufficient conditions for (u 1 + u 2 ) to satisfy the differential equation when u 1 and u 2 individually do.
The first structure
where L i , i = 1, 2, 3 are linear partial differential operators. To find a sufficient condition under which (u 1 + u 2 ) satisfies the differential equation when u 1 and u 2 individually do, we substitute (u 1 + u 2 ) for u in (29). Then when Equation (29) written for u 1 and u 2 separately is considered, we obtain,
By direct substitution of (31) in (30) it can easily be checked that one sufficient condition for (29) to be satisfied by (
to hold simultaneously.
The second structure
where L i , i = 1, 2, 3, 4, 5 are linear partial differential operators. To find a sufficient condition under which (u 1 + u 2 ) satisfies the differential equation when u 1 and u 2 individually do, we substitute (u 1 + u 2 ) for u in (32). Then when Equation (32) written for u 1 and u 2 separately is considered, we obtain,
By direct substitution of (34) in (33) it can easily be checked that one sufficient condition for (32) to be satisfied by (
The third structure
where L i , i = 1, 2, 3, 4, 5, 6 are linear partial differential operators. To find a sufficient condition under which (u 1 + u 2 ) satisfies the differential equation when u 1 and u 2 individually do, we substitute (u 1 + u 2 ) for u in (35). Then when Equation (35) written for u 1 and u 2 separately is considered, we obtain,
By direct substitution of (37) in (36) it can easily be checked that one sufficient condition for (35) to be satisfied by (
The fourth structure
where L i , i = 1, 2, 3, 4, 5, 6, 7 are linear partial differential operators. With the approach presented for the preceding three structures it can be found that one sufficient condition under which (u 1 + u 2 ) satisfies the differential equation when u 1 and u 2 individually do, is
An example
In this section an example is presented to illustrate the idea presented in the paper. In particular we shall consider a specific example for the differential equation given by (1) and we shall test the truth of the condition (2) to see whether it is indeed a necessary and sufficient for the linear combinations of the solutions of (1) to satisfy (1) . Consider the differential equation,
which corresponds to (1) 
∂y 2 . Two solutions of (40) are
Now a test to see if u 1 and u 2 satisfy (2) yields a positive result, because
holds. Then since Equation (2) is satisfied, a linear combination of u 1 and u 2 must satisfy (40). This can be checked to be true. On the other hand
is another solution of (40). Now we shall test to see if the criterion proposed in Section 2 indeed can find whether a linear combination of u 1 and u 3 satisfies (40). Even though
is satisfied, we find that
and the necessary condition (2) is not satisfied. It can be checked that the linear combination of u 1 and u 3 does not satisfy (40).
Conclusion and Results
Classes of nonlinear partial differential equations that can be decomposed into sums of terms that are products of the results of application of linear partial differential operators have been considered. Under a necessary and sufficient condition on the solutions and the differential operators, it has been found that linear combinations of solutions also satisfy the equation when the terms that are summed to form the equation are products of the results of the application of the same number of differential operators. Also an alternative proof of the necessity of this condition is provided for an equation that constitutes a less general class of the above structure and when the equation and the solution are real. Additionally sufficient conditions on the solutions and the operators have been formulated for sums of solutions to satisfy the equation for specific classes of differential equations that are made up of terms which are products of results of not necessarly the same number of operators.
An example has also been presented to illustrate the use of the technique presented in the paper.
As one possible application of the results of this work, we can mention the case when the two solutions of a differential equation are given not analytically, but as two data sets. Then, to be able to determine whether an arbitrary and not a specific linear combination of these two solutions will also satisfy the differential equation, the presented results can be used.
