To be best prepared for tomorrow's cities we need to forecast urban travel demand. To this end, this study calibrates an urban travel demand model which uses the principal structural variables that have been identified in the literature. It uses a robust econometric method which has been little applied in the sphere of transportation. The results show that two variables stand out from the others: the user cost of transport -by private car and public transport -and urban density. It is surprising, but explicable with the available data, that the demand functions estimated for a given country are independent from the group of countries to which it belongs.
Introduction 1
There is strong social demand for data that allows us to foresee the future and prepare for it as well as possible. This expectation is becoming stronger and stronger as environmental concerns become more alarming. Transportation does not escape from this rule. Having an idea, for example, of the order of magnitude of urban travel would help us understand what tomorrow's cities may be like. One of the difficulties is to find the most appropriate forecasting model. This is the subject covered in this paper.
The estimation of long-term travel demand requires specific modeling which identifies the structural factors of travel. One of the first such factors to be identified was the quantity of goods or services available, be in private cars (Mogridge, 1967 and Evans, 1970; Jansson, 1989; Button and al., 1993; Gakenheimer, 1999; Ortuzar and Willumsen, 2006; Holmgren, 2007) or in public transportation (Wardman, 2004; al., 2003, 2004; Garcia-Ferrer and al., 2006) .
The literature shows that other structural determinants are also considered, for example the user cost of a trip (McFadden, 1974; Paulley and al., 2006) , the income of the household that travels, (Schafer and Victor, 2000; Dargay and Hanly, 2002; Medlock and Soligo, 2002) or the spatial distribution of transportation (Kain and Fauth, 1977; Oum and al., 1992; Giuliano and Dargay, 2006; Davidson and al., 2007) .
Moreover, in addition to these structural factors, travel differences between different groups of countries also seem to play a role (Schafer and Victor, 2000; van de Coevering and Schwanen, 2006) . This paper describes a demand model based on these structural factors. We have verified that they are statistically significant and checked whether they have a similar impact on urban travel in different groups of countries. We have used a robust econometric method (2SLS, SUR, 3SLS 2 , Chow's stability test, see Greene, 1993; Maddala, 2008) which has, to the best of our knowledge, only occasionally been used in the sphere of transport (apart from by Cervero and al., 2002; Zhou and al., 2008) . We have then checked whether our findings agree with those in the literature.
Our results show that two variables stand out from the others: the user cost of trips (by private car and public transport) and urban density. It is these explanatory variables which stand up the best to the various econometric tests we have applied. The value of the elasticity coefficients, moreover, concurs with those in the literature. Furthermore, the estimated demand functions for a given country seem to be independent of the group of countries to which it belongs. This may seem surprising but it can be explained by our inability to take account of urban GDP in a satisfactory manner.
Following a literature survey on the structural factors that explain urban travel demand (Section 2), we will present the model that we have selected for estimating travel demand (Section 3) followed by our findings (Section 4).
A survey of the literature on the estimation of urban travel demand

The price effect
McFadden (1974) has revealed that price affects travel demand. In the case of the private car, demand increases when the user cost of the car falls. It also increases when income and the cost and waiting time for public transport increase. Likewise, demand for public transport travel rises when the user cost of the car increases and falls when the cost and waiting time for public transport increase.
Considering the elasticity of demand with respect fuel prices can improve out understanding of the price effect, showing that rising fuel prices reduce car travel (Goodwin, 1992) . However, the value of the coefficients varies according to the model, the nature of the data (cross-sectional, time series, panel, short or long term) and the country Holmgren, 2007) . Bresson and al. (2004) have also shown, in the case of public transport, that the elasticity of demand with respect to fuel prices is positive. However, this elasticity is lower than the fare variation elasticity of demand. This has led these scholars to judge that a fare reduction may play a substantial role in increasing public transport use. For Paulley and al. (2006) , the fare elasticity of transport demand depends on the mode of transport and the period, the fare elasticity for buses being -0.4 in the short term and -1 in the long term. Their values for the metro, were -0.3 in the short term and -0.6 in the long term.
The income effect
Travel demand is also affected by an income effect. Mogridge (1967) used the distribution of incomes and expenditures to estimate the number of cars there would be thirty years later. However, the values he obtained for the income elasticity and the price elasticity of car demand were criticized by Evans (1970) on the grounds that they did not take account of inflation. Dargay and Hanly (2002) , and Bresson and al. (2004) have shown there to be a negative relationship between the number of bus trips and income level. Conversely, they have shown there to be a positive relationship between income and car use. Economic growth leads, in particular, to higher car ownership rates (Ortuzar and al., 2006) .
One of the difficulties of attempting to investigate income is that the effect of income is even more correlated with sociodemographic variables than the effect of the other variables (GarciaFerrer and al., 2006) . These variables include household size (Lyons and al., 2002) and the economic situation (Gakenheimer, 1999) 3 .
The income variable also appears to reveal differences between countries. Dargay and Gately (1999) have shown, in connection with total vehicle stock and the economic development of different countries, that the rise in car ownership rates linked to rising per capita income, is greater the faster the country's economy is growing (as, for example, in South Korea and Taiwan). Button and al. (1993) , paying particular attention to the lowest-income countries, have shown that car ownership rates become increasingly sensitive to income as these rates and income increase. However, while the stock of vehicles is dependent on per capita income levels, the level of market saturation varies according to the country with reference, in particular, to the user cost of the vehicle (Medlock and Soligo, 2002) .
In order to consider the effect of income on travel practices, Schafer and al. (2000) bring in the concept of Travel Time Budget (TTB) developed by Zahavi (1973) and Roth and Zahavi (1981) . Zahavi shows that "on average, humans spend a fixed amount of their daily time budget travelling", the travel time budget (TTB). Moreover, the per traveler travel time budget is typically higher for the lowest incomes (Roth and Zahavi, 1981) . Over a wide range of income levels, Schafer and al. have made the assumption that the travel time budget was stable. However, they make it clear 4 that although the travel time budget remains constant on average, more detailed analysis may reveal a large number of variations. In the case of data for for 11 regions, Schafer and al. have also shown that in those groups of countries with the highest incomes, such as North America and Europe, income and travel increase in the same proportions. However, more detailed analysis reveals significant differences between these groups: for example, with a per capita income of $10,000, per capita travel in European countries attains only 60% of the level in North American countries. This difference reflects differences in infrastructure, urban density, population, and the user cost of transport modes. Similar crosscountry differences in travel behavior have also been highlighted by van de Coevering and Schwanen (2006) . Mogridge (1967; has shown that demand is also affected by quantity. This is assessed on the basis of available quantities of goods and services, measured in terms of the number of car trips, car ownership rates (Jansson, 1989) and the number of passenger-seat kilometers (Bresson and al., 2004) .
The quantity effect
More generally, an increase in the amount of a good that is available (cars or public transport) has a positive impact on demand. For the period between 1975 and 1995, Bresson and al. (2004) have shown that the reduction in public transport use was principally due to rising car ownership, although this effect has diminished over time with the slowing of the rate of increase in car stocks.
The quality of public transport, in terms of frequency, speed, network density and network access time has also been investigated (Vande Walle and al., 2006; Wardman, 2004; Paulley and al., 2006) . The results nevertheless show that improvements in the quality of public transport ultimately result in a very limited increase in demand (Bresson and al., 2004) .
The spatial effect
Lastly, urban travel demand is affected by spatial factors. Kain and Fauth (1977) have considered urban development as measured by the population density in each zone and the socioeconomic characteristics of the households and the location of their jobs and residences in order to explain their modal choice. Dargay and Hanly (2004) have highlighted the need to consider the relationship between transport and the use of space. For Small and Verhoef (2007) , travel decisions are influenced by the density of buildings and the type of activity. Button and al. (1993) have demonstrated that there is a positive relationship between car ownership rates and the level of urbanization. But this relationship applies only up to a point. Beyond this point, the infrastructure becomes so saturated that the higher the urban density the more car use, car ownership rates, the number of trips and energy consumption are reduced (Camagni and al., 2002) . Paulley and al. (2006) have shown that demand for bus transport depends on the residential zone. Individuals who live in rural zones with low population densities tend to be more dependent on car relying less on public transport, than those living in urban zones. The fare variation elasticity of bus travel in the English counties was calculated as -0.51 in the short term compared with -0.21 in metropolitan zones.
As Crane (2000) has reported, it remains difficult to identify how the use of urban space impacts on travel practices. Furthermore, Handy (1996) has shown that the urban activities mix has a negative effect on car use, while emphasizing the complexity of this finding. This complexity is also apparent when we consider the form of the city, even if a polycentric structure seems to result in lower energy consumption by traffic. This scholar shows, for example, that the larger the city the longer individuals' journeys, but the size of the city does not seem to have a direct effect on modal choice.
The user cost of a given transport mode, income and the available quantities of goods and services have therefore become classical structural variables for estimating urban travel demand. Current practice is also to consider spatial variables when making estimates, but it seems easier to use urban density as a variable than urban form or the distribution of urban functions. However, variables that describe the quality of public transport services seem to have less of an effect on demand. Last, some questions about possible differences in travel practices between groups of countries remain unanswered.
The urban travel demand estimation model
The data
Even if the data were collected rather long ago (1995) and have been the subject of some criticism (voiced again by van de Coevering and Schwanen, 2006) , the data in the IUTP database allow us to make international comparisons as regards demography, urban structure, the economy and the transport system for 100 of the world's cities 5 (Bonnafous, 2003; Joly and al. 2006 ). What we are setting out to do is to model the structural determinants of demand with a robust method and not to estimate future travel demand.
In addition, as changes in behavior take time and we are considering the long term, we are quite able to use data that are not very recent.
Last, as we have identified estimation problems for walking and bicycle trips 6 , we shall only consider private car and public transport.
The demand function
Based on the above literature review, we shall select the following general form for the travel demand function, which is denoted by D:
Where p CAR is the cost of the private car, p PT is the cost of public transport, q CAR is the available quantity of car travel, q PT is the available quantity of public transport, I is the income, d u is the urban structure.
This breaks down into car travel, denoted by D CAR , which is measured by the number of daily car trips per person and public transport travel, denoted by D PT , which is measured by the number of daily public transport trips per person:
The explanatory variables break down as follows:
• the cost of the car (p CAR ) which is the average user cost of a car trip; the cost of public transport (p PT ) which is the average user of a public transport trip 7 ,
• the available quantities (q CAR , q PT ) which are respectively the length of the roads 8 for 1,000 inhabitants divided by the area of the city and the number of in-service per capita public transport vehicle kilometers divided by the surface area of the city, • the income (I) which is estimated on the basis of the per capita urban GDP,
• the urban structure (d u ) which is derived from the urban density.
As the database does not contain an income variable, we have used the urban GDP 9 to give an idea of the standard of living in the city in question. Furthermore, the absence of data that have been purchasing power parity adjusted means there is a major bias in the comparison between the cities. The differences in pricing levels and variations in exchange rates have not been eliminated. This bias may explain why some of the collected data are so surprising. For example, in 1995, the GDP for Paris was almost twice that of London ($41,000 compared with $22,300) 10 .
Finally, we have made the hypothesis that estimated demand is satisfied by the available supply.
3.3
The estimation method
By treating the regression function coefficients as elasticity coefficients, we estimated a loglog relationship between travel demand (by car and public transport) and the explanatory variables of price, quantity, income and urban structure. This logarithmic transformation also has the benefit of reducing the risk of heteroskedasticity (Greene, 1993; Bourbonnais, 2004; Maddala, 2008 11 ) although it does not completely eliminate it. As stated by Maddala (2008, p. 199) , to estimate a regression model: "One of the assumptions we have made is that errors u i in the regression equation have a common variance σ 2 . This is known as the homoskedasticity assumption. If the error does not have a constant variance, we say they are heteroskedastic" (Maddala, 2008, p.199) . Thus, heteroskedasticity means that the model is not convergent 12 , which makes it less robust.
To estimate the model's unknown parameters, we first of all used the Ordinary Least Square (OLS) method. But multiple regressions that include some or all of the structural variables are subject to heteroskedasticity problems. To deal with these, we used the Breusch-Pagan test and tHC (Student t heteroskedasticity-consistent test) (Greene, 1993; Maddala, 2008) . The BreuschPagan test ascertains whether the estimated variance of the regression residues is dependent on the value of the independent variables. Under these circumstances, the results of the two tests must be significant for the model to be retained.
The retained model must also avoid the risk of autocorrelation of the errors between the explanatory variables. To avoid this risk, we have applied the Double Least Square (2SLS) method (Greene, 1993; Maddala, 2008) . The 2SLS method makes it possible to identify the instrumental variables which are not correlated with the error term but only with one of the model's explanatory variables, which makes it possible to have an estimator which does not have any bias resulting from the error term.
As we decided to estimate two separate models for the car and public transport, we then examined the relationship between these two models. In other terms, we set out to verify that the residues of the two models do not have some variables in common. If this were the case, it would mean that these variables are not truly residual and that they should be shown more clearly in the model. We shall use the Seemingly Unrelated Regression (SUR) method which tests the autocorrelation of residues between equations (Maddala, 2008) . We are therefore concerned with errors correlation in the cross-section units, represented here by the two equations. Following Maddala (2008, p. 579) , in the SUR model, "the errors are independent over time but correlated across cross-section units".
As this technique does not change the level of the coefficients, we continued our analysis using the Three Least Square method (3SLS) which combines the 2SLS and the SUR methods (Greene, 1993; Maddala, 2008) . This further increases the soundness of our estimations. As has been stated by Cervero and al., (2002, p. 475) : "To obtain more efficient estimates, a third stage 11 Following Bourbonnais (2004) , the basic hypotheses of the log-linear model are : when t ≠, the errors are not correlated (i.e. independent). 12 Thus, the larger the sample size the more the model diverges.
of estimation was introduced that explicitly accounted for the cross-equation correlation of error terms as well as, unlike 2SLS, the presence of a right-hand side endogenous variable". In the three-stage technique, all the exogenous variables were used as instruments in estimating the endogenous variables. It is important to note that the use of these methods in addition to the OLS method does not result in major differences between the values of the coefficients.
As we have seen from the literature survey, there appear to be cross-country differences in travel behavior. We have therefore checked whether the creation of groups of countries with different travel practices produces instability in the selected models. To do this, we have compared our reference model, constructed for all the countries in the database with other models, constructed using subgroups of countries (North American, Developed Asian, European and other countries).
The following subgroups were constructed 13 :
• a "North American countries" group with a high level of economic development, low urban density and travel dominated by car trips;
• a "developed Asian countries" group with a high level of economic development, high urban density and considerable public transport use;
• a "European countries" group with a high level of economic development whose position is between that of the North American and Developed Asia groups with regard to urban density and modal split;
• an "other countries" group which gathers together all the other countries and whose characteristics are more difficult to identify.
We then applied a Chow test. This is a predictive test for stability as it tests the stability of the regression coefficients for the models (Maddala, 2008, p. 173-176 and p.313-316) 14 . It can be expressed as follows: is there a significant difference between the sum of the squares of the residues of all the countries and the addition of the sum of the squares of the residues calculated for the subgroups of countries?
This exercise nevertheless has limitations due to the small size of the sample for each of the subgroups (about twenty countries) and the rejection of urban GDP as a variable. As will be seen, it was necessary to abandon urban GDP when the differences in travel behavior could be explained by differences in income or development between the countries.
Results and the estimation of demand
Private car travel demand
For car travel, the results of regression with the OLS method show that the richer the city and the more roads it possesses, the higher the level of car travel. Conversely, high urban density and a high average user cost for car travel appear to limit car travel severely (see Table 1 ). 
13 See Bernick and Cervero (1997) . 14 Maddala (2008, p. 173-176) gives the following example: F-test = 0.80, thus at the 5% level we do not reject the hypothesis of stability ; F-distribution = 2.57, from the F-tables with df=15 and 11, we see that the 5% point is 2.72, then we cannot reject the hypothesis of stability of the coefficients. Moreover, and in contradiction with McFadden's first research, private car travel seems to decrease when the average cost of a public transport trip increases. Nevertheless, it is true that the context has changed and that McFadden was only concerned with the inhabitants of San Francisco Bay. At the time he was dealing with, 1970, the markets for cars and car travel were growing. This development was primarily an American phenomenon as has been shown by Dargay and Gately (1999, p.105) : in 1970 the United States was the country with by far the highest car/population ratio or vehicle/population ratio. It retained this position subsequently, but other countries have drawn closer to them and the nature of the automobile market has changed, becoming much less "explosive" (graphic, p.106). In the case we are considering, as travel demand is sensitive to price variations, this negative correlation can be explained by the fact that changes in the price of public transport tend to be similar to changes in the price of transport in general. The existence of a positive correlation between the average user cost of a car trip and the user cost of a public transport trip (estimated value coefficient: + 0.5305, t-value: 5.143) supports this explanation. However, at the time McFadden did not test the correlation between the user cost of the car and public transport.
The car travel model which is not affected by heteroskedacity contains only two of the five structural variables: the average user cost of a car trip and urban density (Table 2) . Unsurprisingly, the results show that car travel is greater when the average user cost of a car trip and the urban density are low. The value obtained for the elasticity of demand for car travel with respect to the user cost of a car is consistent with that obtained by McFadden in 1974 (depending on which model he used, McFadden obtained a value of between -0.32 and -0.47 -see McFadden p. 325 and 327).
The 2SLS method isolates the specific effects of both these variables and thereby completely avoids the problem of autocorrelation. The results are significant, but the estimated value of the coefficients changes: the effect of the average user cost of a car trip falls, while the effect of urban density rises ( Table 2 ). The result for urban density lies within a range between -1.18 and -0.25, which is consistent with Giuliano and Dargay's results (2006, p.118 ). 
Public transport travel demand
OLS regression of public transport demand reveals the following: while public transport travel is encouraged by an increase in the average user cost of a car trip, the urban density or per capita public transport supply, it is reduced by an increase in the user cost of public transport and a reduction in urban GDP (Table 3) . '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 However, the Student test shows, unexpectedly, that urban GDP is not significantly correlated with levels of public transport travel (t-value: -0.652). This result confirms our doubts about the way this variable has been constructed in the IUTP database and leads us to exclude it from the model. Use of purchasing power parity adjusted urban GDP seems to be a better indicator of a conurbation's wealth as it provides a better comparison because it eliminates differences in price levels and exchange rates between cities. However, it was not this variable which was used in the database.
Once we have excluded urban GDP, the model that remains correlates public transport travel to the three following variables: the rise in the average user cost of a car trip, urban density and the reduction in the user cost of public transport (Table 4) .
The results from the 2SLS method are significant in all cases, but lead to considerable changes in the values of the coefficients (Table 4) . The new elasticity coefficients show an increase in the influence of the user cost of the car and public transport and reduction in the influence of urban density. The value of the coefficient for the elasticity of public transport demand with respect to user cost of a car (+0.91) thus becomes almost identical to that identified by McFadden in 1974 (depending on the model McFadden used, he found a value between +0.81 and +0.97 -see McFadden p. 325 and 327). Moreover, Bresson and al. (2004, p.274) have estimated the minimum long term fare elasticity of public transport 15 at -1.56. Our figure, i.e. a fare elasticity for public transport of -1.7 is fairly close to this.
In this estimation, the combined action of the user cost of the car and urban density cannot counteract the negative impact of a rise in the user cost of public transport on public transport travel. 
Relationship between the two demand models
The results obtained with the SUR and 3SLS methods in Table 2 and Table 4 do not alter the significance of the results; the new coefficients are very similar to those given by the OLS estimation.
The stability of demand models
The Chow test is significant for both models (car travel: F-test=0.34 and for public transport travel F-test=0.83) 16 : we therefore do not reject the hypothesis H 0 of the stability of the demand models (Table 5 ). The stability of the two models shows that the variables that act on mobility are independent of which group a country belongs to.
This result is mainly explained by the fact that we have decided to reject urban GDP as a variable. However, in most cases these differences in travel practices can be explained by cross country differences in income or development. 
Conclusion
To give us an idea of the nature of the city of the future and to foresee difficulties as accurately as possible, we have estimated an urban travel demand model that was constructed using structural factors of travel identified in the literature.
Our findings show that only statistically significant variables are the cost of the transport mode and urban density. Urban car travel increases when the average user cost of a car and the urban density fall. Conversely, an increase in these two variables combined with a reduction in the average user cost of public transport encourages public transport use.
Our results were obtained with a robust by yet rarely used econometric method. They concur with the findings in the literature.
These results plead for combined analysis of transport and space in the context of travel estimation, with, in particular, a consideration of the optimum size of cities, as highlighted by Venables (2007) . In order to reduce car use, it is, of course, true that we can wait for an increase in the user cost of the car which will arise partly as a result of a rise in fuel prices. But there are other quantitative or pricing instruments. For example, it is possible to introduce an alternating number plate ban for car use or parking. Another possible solution would be to increase charges on vehicle use, either for parking or with urban tolls (Raux and Souche, 2004) . Moreover, this solution would have the double advantage of reducing pollution and providing new revenue for funding public transport.
Finally, with regard to the stability of the model, our results (the Chow test) do not allow us to validate the hypothesis that there is a difference in travel practices between countries according to which of the four groups they belong (North American, Developed Asian, European, other). We have, however, suggested this somewhat unexpected result may be due to the fact that we have not considered GDP in our model. This would highlight the importance of a satisfactory evaluation of the income effect in order to take account of the differences between countries as well as possible.
