Kirchhoff least squares prestack migration (LSPSM) attenuates acquisition artifacts resulted from the irregularities or sparseness in the seismic data sampling and improves the image resolution. This study shows that this improvement needs an accurate subsurface velocity information. It is shown that the improvement in the resolution of the resulted LSPSM, convergence rate of the least squares conjugate gradient (LSCG) iterations, and the ability of a good data reconstruction by LSPSM are the three factors that strongly depend on the accuracy of the background velocity and can be used as effective tools for ensuring the accuracy of the velocity model.
Introduction
Because of its many advantages, Kirchhoff remained one of the main practical choices for seismic migration. Its ability to handling incomplete and irregular seismic data is probably the main advantage over the other migration methods. However, incompletely sampled data does produce migration artifacts and result in a blurred image of the earth reflectivity.
In order to overcome this shortcoming, Kirchhoff migration can be replaced by a generalized inverse as an approximation to the exact inverse (Tarantola, 1984) . This approach is called least squares migration (Nemeth et al., 1999 , Duquet et al., 2000 . Higher resolution images of the LSPSM can be used for the data reconstruction (Nemeth et al., 1999) . However, this method is expensive and also requires an accurate estimation of the velocity. The high sensitivity of LSPSM to the accuracy of velocity information make it a practical tool for measuring the accuracy and for updating the velocity. It is shown how minor errors in the velocity information lead to major failures in the LSPSM resolution improvement and the data reconstruction with a synthetic example.
Kirchhoff LSPSM for image resolution and data reconstruction
Kirchhoff seismic modeling or de-migration is an example of operators that can be written in terms of a linear problem in the general form of: ,
where is the observed seismic data, is the earth reflectivity model and is the seismic modeling operator. The inverse process, ,
recovers the earth model or reflectivity from the seismic data. Since matrix is not square and is extremely large, calculating its inverse may be difficult or impossible. Thus, approximations to the exact inverse may be used. The first approximation uses the transpose (adjoint) of : ,
where is the migrated image and is the adjoint (mathematical transpose) of or the migration operator. In the LSPSM, migration artifacts are attenuated by minimizing the difference between the observed data, and the modeled data, , expressed by , where is an approximation to (Nemeth et al., 1999) .
In a general form, an objective function to reduce the migration artifacts can be written as (Nemeth et al., 1999) :
.
The first term in the right hand side of equation 4 is the data misfit. In the minimization of this term recovers a model to fit the data. Second term is a regularization term and is the regularization weight. Regularization is a term that serves to emphasis or attenuate models with certain features. Minimum or Euclidian norm is the simplest form of the regularization function, ( ), which leads to the damped least squares solution, , to the problem: (5) Minimum norm involves the minimization of a cost function in the form of: (6) LSPSM is a more computer time and memory consuming procedure than the conventional migration. It ends up with solving a large system of linear equations. A modified version of conjugate gradient (CG) method (Hestenes and Steifel, 1952), LSCG (Scales, 1987) has been widely used as a solver for the LSPSM equation (Nemeth et al., 1999 , Duquet et al., 2000 , and Yousefzadeh and Bancroft, 2010 .
The CG method requires be a symmetric and positive definite matrix. However, LSCG does not require this condition and works directly with the and matrices. Since there is no decomposition of or in the LSCG algorithm, it is possible to use operators instead of explicit forms of or matrices. This is the most important advantage of using LSCG method since it significantly reduces the required memory.
Since the images resulted from the least squares migration have higher resolution than the migration images, they can then be used in a forward modeling procedure to reproduce or interpolate the missing data (Nemeth et al., 1999) . Suppose and show the forward modeling operator for incomplete data, and incomplete data itself. Least squares image may be accomplished by, (7) Then complete data, , are achievable by forward modeling of :
This method of data reconstruction is robust. However this method is relatively more expensive than the other methods of data reconstruction which usually use properties of the Fourier transform and works with a smaller part of data at each time (for methods see: Spitz, 1991 , Porsani, 1999 , Gulunay, 2003 . Using LSPSM, the observed data must tolerate several performances of migration and modeling in the LSCG scheme until the algorithm converges to a reasonable model, and then there is an additional forward modeling with the geometry of the regularly spaced sources and receivers. It is shown here that this method also require accurate knowledge from subsurface velocity.
Effect of the velocity accuracy on LSPSM
LSPSM recovers a high resolution image of subsurface reflectivity. In order to recover the unknown reflectivity, , we have to define Kirchhoff modeling and migration operators, and , as accurately as possible. These operators need an accurate velocity estimation to do the migration and modeling correctly.
Proper subsurface velocity information leads to a wellfocused migration image. An inaccurate velocity model distorts the migration image. However, these distortions may have some useful information about the velocity and can be used to modify the velocity model used in imaging (Biondi, 2007) . LSPSM is more sensitive to the velocity information than the migration. Without a reasonably accurate background velocity, LSCG does not converge to the desired solution (Yousefzadeh, 2008 , Yousefzadeh et al., 2011 . This property is shown with a synthetic data example.
To show the effect of velocity on the LSPSM, consider an acquisition geometry with 16 sources and 192 receivers per source. Source interval is 187.5 m and receiver interval kept at 7.8125 m, to keep foldage at 4, on a 3km 2D velocity model. Sampling rate is 2 ms. This geometry is considered on an earth model with horizontal and faulted dipping and folded layers with the velocity shown in Figure 1 . The background velocity starts at 2100 m/s at the top and increases to 6500m/s at the bottom. With these velocity model and acquisition geometry, synthetic seismic data are generated. Then, 1% random noise is added to the data. The data are decimated by removing 80% of randomly selected traces. Decimated data are prestack Kirchhoff migrated (Figure 2 ) and least squares prestack Kirchhoff migrated with 20 LSCG iterations (Figure 3 ). The LSPSM produced higher resolution image than the migration itself. The fault, shallower reflectors, and folds are more focused on the LSPSM image. Many examples show that LSPSM effectively attenuates most of the migration artifacts resulted from decimation of traces. Figures 4 and 5 show the migration and LSPSM, respectively, when the implemented velocity is only 5% higher than true velocity. This time, LSPSM not only has not improved the migration resolution, but also it seems has introduced more noise to the resulted image. This is due to higher sensitivity of LSPSM to the accuracy of velocity information. Figures 3 and 5 are calculated with 20 iterations in LSCG. Convergence rate in the LSCG method is an appropriate way of measuring the ability of the LSPSM in finding the best reflectivity image. In this study, convergence rate is the relative Euclidean norm of the difference between the original data and the data achieved by forward modeling of LSPSM image after each iteration. Figure 6 shows the convergence rate when the true, higher, and lower velocities of 5%, 10%, and 20% are used. The residuals converge to 4% in 20 iterations when using the true velocity, but will not be less than 42% with 5% higher or lower velocities and less than 83% with 20% higher or lower velocities. Due to sensitivity of the LSPSM method to the velocity accuracy, small perturbations in the velocity information causes the convergence rate changes significantly. The ability of the data reconstruction with LSPSM using one sided shot record is shown in Figure 7 . The image of LSPSM in Figure 3 is used for reconstruction of 80% randomly decimated data. Results in the first 50 traces from shotgather # 11 are shown in Figure 7 . Panels a, b, c, and d show the original, decimated, reconstructed, and residual (the difference between original and reconstructed) data, respectively. Figure 7d shows a very good reconstruction of data as the residual is very small. With having only 20% of data, LSPSM is a powerful method to reconstruct the missing data. Same result can be achieved by regularly decimated traces. Figure 8 shows the data reconstruction when the velocity is 5% higher than the true velocity. Panels a, b, c, and d in Figure 8 show the original, decimated, reconstructed, and residual data, respectively. The high amplitudes of the residuals in Figure 8d shows the data reconstruction fails when using only 5% higher than true velocity. Again, authors claim that this is due to high sensitivity of LSPSM method to the accuracy of the velocity. With a real dataset one can remove some traces and then using the proposed method and with a range of estimated velocities perform the data reconstruction. The velocity model that gives lowest residual and better convergence rate is probably the best velocity to be used for imaging. 
LSPSM images in

Conclusion
High sensitivity of the LSPSM to the accuracy of the subsurface geology can be used as a tool for measuring the accuracy of the velocity. With a synthetic example it is shown how small inaccuracy in the velocity information leads to poor resolution in the LSPSM image. The ability of data reconstruction using incorrect and correct velocity is also investigated. Good data reconstruction requires an accurate velocity model. Convergence rate at the LSCG is another tool to examine if the estimated velocity is accurate enough or not. Best velocity model is the model that gives less residual in data reconstruction and better convergence in few iterations on LSCG. 
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