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Introduction 
Cette thèse, effectuée dans le cadre d’une convention CIFRE (Conventions Indus-
trielles de Formation par la Recherche), est le fruit de la collaboration entre l’entreprise Acta-
Mobilier, basée à Monéteau dans la périphérie d’Auxerre, d’une part, et le CRAN (Centre de 
Recherche en Automatique de Nancy) et plus particulièrement le département ISET (Ingé-
nierie des Systèmes Eco-Techniques) d’autre part. Acta-Mobilier est un fabricant de façades 
laquées et texturées haut de gamme pour les cuisines, les salles de bains, l’agencement de 
stands et de magasins. 
Ces travaux s’inscrivent directement dans la continuité de ceux menés par Mélanie Noyel en 
2015 (Noyel, 2015) et tentent de répondre à une problématique d’ordonnancement de la 
production soumise à de fortes perturbations des flux. L’hypothèse défendue par le CRAN et 
en particulier le département ISET est qu’une architecture de pilotage hybride, combinant 
des systèmes de pilotage centralisés et distribués, constitue une réponse pragmatique et 
intéressante aux problèmes d’ordonnancement sous perturbations. 
Le document est construit de la manière suivante :  
La partie I décrit le contexte d’étude de la thèse en explicitant, tout d’abord le cadre général 
dans lequel l’entreprise évolue, puis en mettant le focus sur son activité de production et en 
décrivant le système d’information de l’entreprise. Ensuite, nous définissons la problématique 
industrielle et rappellerons les résultats et les conclusions tirés suite à la thèse de Mélanie 
Noyel pour finir par présenter la problématique scientifique de nos travaux, à savoir l’implé-
mentation d’un système de pilotage hybride basé sur le contrôle par le produit. 
La partie II présente un état de l’art sur les problèmes d’ordonnancement d’atelier d’une part, 
en prenant en compte, tout particulièrement, le cas des flux fortement perturbés par des 
boucles de réparations, et d’autre part, sur les architectures de pilotage de production, en se 
focalisant sur les architectures dites hybrides et tout particulièrement ceux qui s’appuient sur 
le contrôle par le produit. Une section est également destinée aux techniques de coordination 
aussi bien verticales qu’horizontales entre les différentes entités décisionnelles. 
La partie III présente la solution que nous nous proposons de mettre en place, à savoir la 
réalisation d’un système de pilotage hybride basé sur le contrôle par le produit. Ce système 
sera constitué de plusieurs niveaux de décisions :  
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• Le niveau le plus haut, l’entité décisionnelle correspond au plan de production. 
• Le plus bas, les entités décisionnelles seront les produits eux-mêmes. 
• Les niveaux intermédiaires des ordonnanceurs ou optimisateurs que nous nomme-
rons locaux, à comprendre dans le sens où ils chercheront à réaliser l’ordonnance-
ment soit de postes spécifiques, soit de groupement de postes. 
D’abord la méthodologie scientifique appliquée est décrite, puis nous continuerons par la 
description du méta-modèle et de l’architecture choisis. Ensuite l’étude se concentrera sur la 
réalisation de l’ordonnancement, dans un premier temps, d’un point de vue global, avec l’éla-
boration du plan de production. Ensuite, nous décrirons les ordonnanceurs locaux (niveaux 
intermédiaires de prise de décision) que nous mettrons en place. Après, il conviendra d’ex-
plorer la manière de faire communiquer les différents acteurs du système de pilotage. 
Dans la partie IV, la validation de notre proposition réalisée avec des modèles de simulation, 
une plateforme de test puis en situation réelle dans l’entreprise sera décrite. Nous commen-
cerons par l’ordonnancement global, puis nous décrirons les pilotes sélectionnés pour la ré-
alisation des ordonnanceurs locaux. Ensuite, les mises en application des deux ordonnan-
ceurs locaux réalisés seront étudiées. Pour finir, une méthode de synchronisation inter-or-
donnanceurs locaux est présentée 
La partie V fait le point sur l’état des travaux, tire les conclusions vis-à-vis du projet et ouvre 
sur les perspectives d’amélioration ainsi que sur les pistes de recherche qui n’ont pu être 
étudiées durant la thèse. 
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I. Contexte 
Ce chapitre a pour but de présenter le cadre industriel, le contexte scientifique et les 
travaux antérieurs qui ont conduit à la réalisation de cette thèse. Durant cette thèse, nous 
avons choisi de suivre une approche inductive. Comme décrit par Jason Luckerhoff et Fran-
çois Guillemette dans « La place de la mobilisation des résultats de la recherche dans les 
approches inductives Volume 5, numéro 1, hiver 2018 : « Une approche inductive, autant en 
recherche qualitative qu'en recherche quantitative, consiste à donner priorité aux données, 
à l'expérience vécue, au terrain, pour ensuite avoir recours aux savoirs constitués dans un 
processus de construction de connaissance ». Le principe de fonctionnement de cette ap-
proche est le suivant : 
Dans un premier temps, il convient d’observer la situation actuelle afin de recueillir des don-
nées et des informations.  
Ensuite, en analysant et compilant les données nous avons pu constater l’impact des pertur-
bations sur le flux de production et la complexité relative à la traçabilité des produits (Figure 
1 cadre 1 : cas réel).  
Après, nous avons cherché à extraire les problèmes scientifiques sous-jacent. Afin de pou-
voir les positionner par rapport à la littérature (Figure 1 cadre 2 : analogie). 
Nous avons déterminé un cadre de référence dans lequel inscrire notre proposition qui est 
celui des systèmes de pilotage hybride que nous expliciterons par la suite. 
Nous passons ensuite, à l’étape de modélisation (Figure 1 cadre 3 : modélisation) où nous 
cherchons à adapter les méthodes de résolution des problèmes déterminés à la seconde 
étape à notre cas d’étude. 
Puis, nous finissons par la partie application (Figure 1 cadre 4 : application), où nous décri-
vons les résultats obtenus, dans un premier temps sur un modèle de simulation et/ou un 
environnement de test. L’objectif est de ne pas nuire au bon fonctionnement de l’entreprise 
et d’obtenir des premiers résultats sur lesquels s’appuyer, pour convaincre l’entreprise et 
obtenir le feu vert pour passer à l’implémentation dans l’entreprise. Ensuite, lorsque cela a 
été possible, nous présenterons les résultats obtenus en conditions réelles. 
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Figure 1 Démarche de la thèse 
A. Observation du contexte industriel  
1.  Description générale de l’entreprise  
Acta-mobilier est une société possédant deux activités distinctes mais utilisant les 
mêmes ressources humaines et structurelles : 
• Elle est agenceur de stands, vitrines et magasins pour de grandes 
marques telles que Chanel, Guerlain, THG ou encore DS automobile. 
• Elle est sous-traitante pour les fabricants de cuisines et salles de bain. 
Pour les deux activités le taux de reprise est très élevé (supérieur à 30%) à cause du niveau 
de qualité exigé par les clients et des limitations technologiques de l’outillage de l’entreprise. 
En plus des délais de livraison très courts que promet l’entreprise, elle a choisi également de 
ne jamais décliner aucune commande et ce, quelle que soit la charge de production actuelle.  
La qualité de service et le savoir-faire de l’entreprise ont pu faire d’elle le leader français sur 
le marché de la façade laquée haute qualité. Sur le marché nationale les entreprises comme 
Schmidt, Mobalpa et Pyram lui font confiance. 
Cas réel (1)
Analogie (2)
Modélisation (3)
Application
implémentation 
(4)
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L’entreprise a pris le pari, il y a quelques années, de développer son activité à l’export en 
particulier en Allemagne, Autriche, Suisse et Royaume-Uni. Le pari était risqué à cause de 
l'exigence qualité attendue par ses clients mais payant car aujourd’hui l’export représente 
60% du chiffre d’affaires de l’activité. Sa production hebdomadaire est d’environ 4000 pièces 
produites en MDF (fibres de moyenne densité). Afin de conserver son leadership sur le mar-
ché, elle propose très régulièrement de nouvelles finitions telles que les aspects béton, 
pierre, métal et textile. Une autre décision stratégique qui a permis à l’entreprise de survivre 
dans ce marché difficile a été de suivre une politique de personnalisation de masse offrant la 
possibilité aux clients de passer des commandes de pièces dans les dimensions et le coloris 
de leur choix. Cette politique oblige l’entreprise à produire en juste à temps sans aucun stock 
de produit fini ou semi-fini, en y incluant les laques. Pour répondre à ce problème, l’entreprise 
a, par exemple, décidé d’internaliser cette opération en créant son propre laboratoire de fa-
brication de laque de manière à être moins dépendant des temps de livraison. Le choix de 
travailler en Juste à Temps, sans stock, peut conduire à une augmentation des délais de 
fabrication. Or ces délais se doivent de rester les plus courts possible. En effet, pour se dé-
marquer de ses concurrents, l’entreprise garanti un délai de livraison de deux semaines 
après validation de la commande. D’autres contraintes sont liées à cette politique de Juste à 
Temps menée par Acta-Mobilier comme la prise en compte de la forte variabilité hebdoma-
daire des commandes clients et l’obligation de gérer de multiple flux simultanément. Seules 
une très forte réactivité de l’équipe de production et une polyvalence technique accrue 
ont pu lui permettre de mettre en place une telle politique. 
Par ailleurs, l’obtention et le renouvellement de la certification allemande « tüv » permet à la 
société d’assurer un gage de qualité de production à ses clients. Elle possède également les 
certifications ISO9001, ISO14001, OHSAS 18001 et s’inscrit dans une démarche de progrès 
continu KAIZEN. Depuis peu, elle est également suivie par un organisme de conseil afin de 
maîtriser et d’appliquer les concepts du LEAN. Acta-Mobilier fonde sa stratégie interne sur 
quatre valeurs qui sont la responsabilisation de chaque collaborateur, la satisfaction 
client, l’amélioration continue et le fonctionnement par processus. 
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2. Organisation des activités de production 
 
Figure 2 Une entreprise, deux métiers 
La Figure 2 présente les caractéristiques du fonctionnement de l’entreprise. Les deux acti-
vités de la société partagent les mêmes ressources. Ces deux activités ont chacune leurs 
particularités :  
• L’activité de sous-traitance peut être considérée comme standardisée car malgré le 
large choix de couleurs et de dimensions, les processus de fabrication sont relative-
ment standards. De plus les commandes clients sont qualifiables de périodiques. 
Cette production est constituée de commandes hebdomadaires ou bimensuelles dont 
les quantités peuvent varier de 30 à 40% d’une semaine sur l’autre et ce pour chaque 
client. La politique suivie est de livrer en deux semaines pour les commandes nor-
males et une semaine pour les commandes urgentes. Cette activité correspond ac-
tuellement à un travail à la limite de la capacité en deux équipes de 8 heures. En 
d’autres termes, cela signifie que pour prendre en charge des projets venant de l’autre 
activité ou une demande plus élevée que la moyenne pour cette activité, le temps de 
production et/ou les ressources doivent être augmentés (intérimaires, équipe de nuit 
ou travail le week-end). 
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• L’activité d’agencement est beaucoup plus ponctuelle avec des délais de livraison très 
variables et des volumes de commande totalement aléatoires. Cette activité s’inter-
cale avec la sous-traitance selon son degré d’urgence.  
La chaîne de production d’Acta-Mobilier se décompose en six ateliers (Figure 3) : 
 
Figure 3  Division en secteurs de l’entreprise 
• L’atelier usinage dont l’activité principale consiste en la découpe de panneaux de 
plusieurs matières (Mélaminé, brut, hydro, …), sous différentes épaisseurs (3mm, 
8mm, 12mm, 15mm, 19mm, 22mm, 25mm, 50mm ou 100mm) sur deux centres d’usi-
nage, l’un utilisé principalement pour l’activité d’agencement et le second pour la sous-
traitance. Par l’intermédiaire d’un logiciel, des schémas d’imbrication sont calculés afin 
de maximiser le nombre de pièces réalisables par panneau, et ainsi minimiser le taux 
de chute. Les pièces trop longues pour les tables des centres d’usinages sont débitées 
sur une scie (environ 20% de la production). Par la suite, les pièces nécessitant des 
perçages ou des découpes supplémentaires sont dirigées vers des machines ou ou-
tillages spécifiques puis rejoignent leurs lots avant de se diriger vers le secteur suivant, 
la préparation. 
• L’atelier préparation regroupe le ponçage et l’apprêtage des pièces. Le ponçage 
peut être soit manuel, soit réalisé par une machine selon la complexité de la forme 
des pièces. L’apprêtage peut se faire suivant la volonté du client sur une seule ou sur 
les deux faces des pièces. Il est possible d’avoir dans une même commande ces deux 
types de produits. 
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• L’étape dite de « tri » fait partie de la préparation mais a été mise à part, car elle joue 
un rôle bien spécifique : son objectif est d’effectuer une vérification avant envoi en 
phase de laquage ou bétonnage de la bonne correspondance des produits entre la 
demande client et la production tant au niveau quantités que dimensions. En outre, 
comme sous-entendu par la phrase précédente, elle sert aussi d’aiguilleur entre les 
différents flux de finition (laquage, béton ou apprêté poncé). À ce poste, l’opérateur 
sépare les lots, contrôle les pièces puis les regroupent en nouveaux lots.  
• L’atelier laquage regroupe deux types d’application de laque : manuel et robotisé. 
Pour le laquage manuel, lorsque les deux faces sont à laquer, un ponçage est effectué 
avant le laquage de chaque face. Pour le laquage robotisé, lorsque les deux faces 
sont à laquer, les deux faces sont poncées l’une après l’autre avant laquage. Les types 
de finitions réalisées sont assez diversifiées (brillante, satinée, microbille, ultramate, 
perlée, nacrée, …). Mais pour simplifier, nous pouvons nous contenter de regrouper 
toutes ces catégories sont les deux familles principales brillante et satinée. 
• L’atelier polissage ne travaille que sur les produits laqués brillants. Sur ce secteur 
les produits passent d’abord sur une machine de ponçage, puis une machine de po-
lissage et enfin une machine de lustrage. Après le passage en lustrage, les éventuels 
défauts ressortent de manière apparente. Si tel est le cas les pièces sont reprises sur 
un poste de ponçage manuel pour supprimer les défauts, puis la laque est réappliquée 
et la pièce subit à nouveau l’ensemble du processus poly-lustrage. 
• L’atelier béton comprend toutes les opérations spécifiques à l’application de la finition 
béton : l’application du « grip », le pendant de l’apprêt pour la laque, puis le bétonnage 
des pièces. 
• L’atelier expédition gère le dernier contrôle qualité sur les produits, puis leur filmage 
et leur conditionnement. Il permet le regroupement de toutes les pièces d’une com-
mande en provenance des différents ateliers : laquage, polissage, béton ou directe-
ment après tri. 
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Chaque atelier ou unité autonome de production est géré par un responsable de production. 
Des outils informatiques de suivi de production et de traçabilité ont été développés, par Mme 
Noyel dans le cadre de sa thèse puis de son poste actuel de DSI, ainsi que par nos soins 
pendant ma première mission dans l’entreprise, pour les aider dans leurs missions (An-
nexe1). À l’heure actuelle, et compte tenu de la complexité des flux, les responsables de 
production n’ont comme outil de pilotage de production, qu’un simple PDP (plan directeur de 
production) ou planning de charge à capacité infinie. L’application de cet ordonnancement 
revient simplement à ranger les commandes clients par délai de livraison. 
3. Description du système d’information 
Habituellement, les entreprises qui en possèdent, fondent leur système d’information sur leur 
E.R.P. et Acta-Mobilier ne déroge pas à cette règle. L’entreprise utilise la version « Manufac-
turingPMI » de Cegid. La plupart des E.R.P. contiennent divers modules, dans l’entreprise, 
celui-ci est utilisé pour gérer les commandes fournisseurs et les commandes clients, la créa-
tion des articles et la gestion des gammes de fabrication fait également partie des modules 
utilisés. Les articles sont élaborés sous cette codification : MMTT-
FCCCHHHHLLLLOO/CCCCCC. MM définit le modèle de la pièce, à savoir sa forme globale. 
TT correspond aux différents types possibles (emplacement des perçages, des chanfreins, 
…). F établit la finition à appliquer sur le produit (laque brillante, satinée, structure béton, 
structure pierre, …). CCC donne la couleur du produit. HHHH exprime la hauteur du produit 
et LLLL sa largeur. OO est le code option du produit, il peut représenter plusieurs choses 
mais la plupart du temps il correspond à l’épaisseur du produit. Enfin, le code complémentaire 
CCCCCC est utilisé pour certains produits particuliers pour fournir les informations utiles 
supplémentaires définissant celui-ci, tel qu’une troisième dimension pour les pièces à retour. 
Les travaux de la thèse de Noyel sur la partie traçabilité ont démontré, l’impossibilité de faire 
du suivi produit par produit. En effet, les technologies à notre disposition actuellement ne 
nous permettent pas d’apposer sur chaque produit quelques moyens d’identification que ce 
soit. C’est la raison pour laquelle Noyel s’est dirigée vers l’utilisation des lots élémentaires 
(groupement de produits ayant la même gamme de fabrication) pour la traçabilité. Certains 
E.R.P. fournissent des modules d’ordonnancement et de mises en lot des produits, cepen-
dant il s’est avéré que la codification des articles choisie empêchait l’utilisation de celui-ci. 
Les deux seules solutions permettant de palier à ce problème sont : 
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• Réaliser ou faire réaliser un développement spécifique. 
• Revoir entièrement le système de codification (refonte complète de l’E.R.P., impli-
quant un temps d’inactivité non-négligeable de l’entreprise). 
Pour cette raison, une application annexe a été développé, celle-ci appelée « lotisseur » ins-
tancie dans une base de données les lots élémentaires à partir des données des commandes 
client issues de l’E.R.P. Ensuite le M.E.S. gère la réalisation du suivi de production et après 
nos travaux, l’aide à la décision (se référer aux annexes pour plus de précision). Un logiciel 
s’occupe de la gestion de la production des laques fabriquées en interne par l’entreprise et 
un autre valide la dernière étape avant l’envoi des commandes aux clients en étiquetant les 
produits avant palettisation et en gérant l’expédition. La Figure 4 résume les interactions 
entre les différents éléments du système d’informations. 
 
Figure 4 Interactions des éléments du système d’informations 
  
16 
 
B. Problématique Acta-mobilier  
De prime abord, Il parait illusoire d’établir un planning prévisionnel robuste précis sur un ho-
rizon supérieur à trois semaines. Même pour réaliser un ordonnancement sur une seule se-
maine de production, en se concentrant uniquement sur l’activité de sous-traitance et en 
définissant des plages de production interdites à la sous-traitance (afin de prendre en consi-
dération l’agencement), on se heurte à d’autres difficultés qui rendent toute planification pré-
dictive rapidement obsolète. En effet, les boucles de retour causées par les réparations sont 
tellement fréquentes qu’elles sont en mesure de dérégler l’ensemble du flux en créant des 
saturations de file d’attente et retarder l’ensemble des commandes. De plus, comme le 
montre la Figure 5, chaque atelier a ses propres spécificités et ne prends pas nécessaire-
ment sur les mêmes paramètres pour optimiser le flux. Par exemple, dans le secteur usinage, 
les critères à optimiser sont les taux de chute à la découpe et les temps de setup ce qui 
conduit naturellement à regrouper les lots par épaisseur et matière alors qu’au secteur la-
quage, les critères à optimiser sont la consommation de laque et les changements de série 
ce qui conduit à regrouper les lots par couleur et nombre de faces à peindre (une ou deux). 
 
Figure 5 Objectifs des différents secteurs 
17 
 
L’objectif global reste toutefois de livrer en temps et en heure le maximum de clients avec la 
meilleure rentabilité possible. Or, en plus du phénomène de perturbation du flux induit par 
les boucles de réparations, la sortie de ces pièces à réparer de leur lot d’origine entraîne, à 
cause d’une traçabilité incomplète et de l’intervention de certains facteurs humains des 
pertes de pièces dans l’atelier.  
Une étude réalisée dans les travaux de Noyel (Noyel, 2015) a mis en lumière le fait qu’au 
mieux, seulement  50% du temps de traversée des produits dans l’atelier était à valeur ajou-
tée. Ce qui signifie qu’il est potentiellement imaginable de réduire par deux le temps global 
de production. 
Fort de cette remarque, il paraît alors évident que des outils et modèles d’ordonnancement 
sont nécessaires pour améliorer la productivité globale. En outre, il avait été envisagé par 
Mélanie Noyel au cours de sa thèse de réaliser une planification globale prédictive la plus 
juste possible (compte tenu de la variabilité du flux de produits dans l’atelier, la probabilité 
qu’une planification établie reste valable est très faible, ainsi « juste » signifie nécessitant le 
moins de remaniement possible) puis de donner les moyens nécessaires au système pour 
qu’il puisse soit s’auto-réguler dynamiquement, soit être réglé manuellement par des opéra-
teurs via des outils d’alerte et d’aide à la décision. 
 
Figure 6 Axes de recherche thèse Mélanie Noyel 
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Dans sa thèse, Noyel a identifié trois axes principaux sur lesquels travailler afin de proposer 
une solution globale capable d’apporter une réponse intéressante à la problématique de l’en-
treprise, qui est de réaliser un ordonnancement à plusieurs niveaux : 
• Global, afin de donner une vision de la charge hebdomadaire et de son avan-
cement ainsi que de fournir des jalons pour évaluer rapidement une dévia-
tion. 
• Intermédiaire pour optimiser au mieux la productivité utilisant les regroupe-
ments cités précédemment. 
• Local, qui soit dynamique et ainsi capable de réagir aux différents aléas voir 
même de les anticiper dans certains cas. 
 Le schéma Figure 6 présente ces trois axes, à savoir : 
• L’anticipation de la non qualité en utilisant des réseaux neuronaux. 
• L’adaptation dynamique des règles de pilotages en fonction de 
l’état du flux via une carte de contrôle. 
• L’implantation de conteneurs intelligents dans la chaîne de produc-
tion. 
L’objectif à atteindre en combinant ces axes de recherche était la création d’un ordonnanceur 
centralisé assisté par le produit. Les deux premiers points ont été traités lors de sa thèse. Le 
troisième a été initié mais n’a pas pu être finalisé. Le projet actuel cherche à mettre en œuvre 
les axes déjà étudiés et à terminer la mise en place du troisième, pour atteindre un objectif 
que nous avons fait évoluer. En effet, nous en expliquerons les raisons plus tard dans le 
document, mais nous avons choisi d’aller plus loin que le développement d’un ordonnanceur 
spécifique. Notre objectif est d’élaborer un système de pilotage basé sur le contrôle par le 
produit pour toute l’entreprise en mettant en œuvre, si nécessaire, plusieurs ordonnance-
ments, relatifs à des postes ou des zones de l’entreprise, pour atteindre les objectifs globaux. 
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De manière à simplifier la réalisation d’un tel ordonnancement, sans pour autant altérer le 
fonctionnement de l’entreprise, l’utilisation des lots élémentaires était nécessaire. Tous les 
travaux internes d’identification et de traçabilité menés jusqu’à aujourd’hui s’appuient sur 
leurs existences. L’une des missions pour lesquelles j’ai d’ailleurs dû œuvrer a été la fiabili-
sation de l’identification, l’amélioration et le déploiement de l’outil de traçabilité de ces lots 
élémentaires. Notre objectif est de réaliser un ordonnancement « suffisamment souple » pour 
prendre en compte les spécificités relatives à chaque atelier tout en assurant qu’au poste 
d’expédition tous les lots d’une même commande arrive quasiment en même temps. Une 
des contraintes à laquelle devra se soumettre l’ordonnancement est de s’assurer que la 
charge de tous les ateliers soit équilibrée. En outre, celui-ci doit être réactif face aux différents 
aléas et en particulier à l’ensemble des problèmes liés à la qualité.  
Par conséquent, un des principaux axes sur lesquels agir est la réduction du taux de non-
qualité, équivalent au taux de reprises effectuées sur les produits. À savoir qu’un certain 
nombre de ces défauts peuvent être corrigés ou évités. Comme expliqué en début de cha-
pitre, le taux de reprise est très élevé, à cause des fortes exigences qualité attendues par les 
clients, mais cela est également dû au fait que lorsqu’un défaut est généré sur une pièce, 
celui-ci n’est pas forcément repérable immédiatement. Il est possible qu’un défaut créé lors 
de l’usinage ne devienne visible qu’après laquage ou lustrage, soit après plusieurs jours de 
traitement. Lors des précédents travaux, il a été montré qu’il était possible de prédire l’appa-
rition de certains de ces défauts, cette prédiction reposant sur la collecte et l’exploitation en 
temps réel de données de production. Nous avons donc pour objectif de tirer parti de cette 
capacité de prédiction afin de la prendre en compte lors de l’élaboration de réordonnance-
ments dynamiques.  
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Après avoir fait état de la situation initiale, en décrivant les enjeux et les spécificités de l’en-
treprise, nous passons, à présent, à la seconde partie où nous cherchons les problématiques 
traitées dans la littérature, se rapprochant au plus près de notre cas  Figure 7. 
 
Figure 7 Analogie 
Cas réel (1)
Analogie (2)
Modélisation (3)
Application
implémentation 
(4)
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II. Analogie (état de l’art)   
A. Problèmes d’ordonnancement d’atelier 
Comme dit à la fin du chapitre précédent, les problèmes scientifiques soulevés par la problé-
matique industrielle appartiennent à la catégorie d’ordonnancement de chaîne de production, 
thématique vaste ayant fait l’objet de nombreux travaux. Avant de définir plus spécifiquement 
le type d’atelier qui correspond à notre problématique, il convient de faire un rappel générique 
des problèmes d’ordonnancement d’atelier. La définition d’un problème d’ordonnancement 
est : « programmer l’exécution d’une réalisation en attribuant des ressources aux tâches et 
en fixant leurs dates d’exécution » (Carlier and Chrétienne, 1982). 
Les problèmes d’ordonnancement d’atelier se définissent suivant trois caractéristiques, no-
tées α|β|γ qui sont respectivement : 
• Le type d’atelier. 
• Les informations relatives aux réglages et autres conditions de fonc-
tionnement de l’atelier. 
• Le(s) critère(s) à optimiser, notation définie par (Lawler et al., 1989). 
 
Ainsi nous pouvons retrouver les types suivants d’ateliers (α) : 
• 1 : une seule machine est considérée et tous les travaux (jobs) se 
résument à une seule tâche (opération) (Abdul-Razaq et al., 1990). 
• 𝑃𝑚 : m machines en parallèle, où les jobs sont aussi composés 
d’une seule opération mais avec la possibilité de la réaliser sur dif-
férentes machines. 
• 𝑄𝑚 : m machines en parallèle, ayant éventuellement des temps de 
transformation différents (SHMOYS et al., 1995). 
• 𝐹𝑚 : lorsque la gamme de fabrication est identique et linéaire pour 
tous les jobs, le problème est appelé « flowshop » (Nawaz et al., 
1983) 
• 𝐽𝑚 : lorsque la gamme est linéaire mais variable suivant les jobs, il 
s’agit à présent d’un problème de « jobshop » (Blazewicz et al., 
1993) 
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• 𝑂𝑚 : lorsque la gamme n’a pas de contrainte par rapport au nombre 
d’utilisation de chaque machine, le problème étudié est alors un 
« openshop » (Gonzalez, 1976). 
Les différentes conditions d’ateliers généralement considérées sont les suivantes (β) 
(Allahverdi et al., 2008) : 
• 𝑅𝑗 : pas de job prêt à l’instant 0 ou date de mise à disposition dynamique 
• 𝑁𝑤𝑡 : pas d’attente 
• 𝑧𝑏𝑓𝑟 : pas de zone tampon 
• 𝑏𝑙𝑜𝑐𝑘 : avec blocage 
• 𝑝𝑟𝑚𝑝 : avec préemption 
• 𝑝𝑟𝑒𝑐 : avec contraintes de précédence 
• 𝑏𝑟𝑘𝑑𝑤𝑛 : avec pannes machine 
Conditions spécifiques aux réglages : 
• 𝑆𝑇𝑠𝑖 : temps de réglage indépendant de la séquence 
• 𝑆𝐶𝑠𝑖 : coût de réglage indépendant de la séquence 
• 𝑆𝑇𝑠𝑑 : temps de réglage dépendant de la séquence 
• 𝑆𝐶𝑠𝑑 : coût de réglage dépendant de la séquence 
• 𝑆𝑇𝑠𝑖, 𝑏 : temps de réglage indépendant de la séquence des lots 
• 𝑆𝐶𝑠𝑖, 𝑏 : coût de réglage indépendant de la séquence des lots 
• 𝑆𝑇𝑠𝑑, 𝑏 : temps de réglage dépendant de la séquence des lots 
• 𝑆𝐶𝑠𝑑, 𝑏 : coût de réglage dépendant de la séquence des lots 
• 𝑅𝑠𝑖 : temps de retrait indépendant de la séquence 
• 𝑅𝑠𝑑 : temps de retrait dépendant de la séquence 
Pour les critères de performance (γ) communément mesurés, nous avons :  
• 𝐶𝑚𝑎𝑥 : makespan 
• 𝐿𝑚𝑎𝑥 : retard maximale  
• 𝑇𝑆𝐶 : coût total de réglage 
• 𝑇𝑆𝑇 :  temps total de réglage 
• 𝑇𝐹𝑇 : temps d’écoulement total 
• 𝑇𝐶𝑇 : temps total de complétion 
• 𝑇𝐸 : avance totale 
• 𝑇𝐿 : retard total 
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• 𝑀𝐹𝑇 : temps d’écoulement moyen 
• 𝑀𝐶𝑇 : temps de complétion moyen 
• 𝑀𝑇 : retard moyen 
• 𝑁𝐿𝐽 : nombre de jobs en retard 
• 𝑊𝑇𝐸 : avance totale pondérée 
• 𝑊𝑇𝑇 :  retard total pondéré 
• 𝑊𝑀𝐹𝑇 : temps d’écoulement moyen pondéré 
• 𝑊𝑇𝐹𝑇 : temps d’écoulement total pondéré 
• 𝑊𝑀𝐶𝑇 : temps de complétion moyen pondéré 
• 𝑊𝑇𝐶𝑇 : temps de complétion total pondéré 
L’une des spécificités de l’entreprise est d’être composée de six ateliers clients et fournis-
seurs les uns des autres mais possédant tous leurs propres critères d’optimisation et leviers 
d’action possibles. Chacun d’eux mériterait une définition de son problème d’ordonnance-
ment pourtant s’il fallait synthétiser cet ensemble en un seul problème, on le classerait dans 
la catégorie suivante : 
La chaîne de fabrication de l’entreprise correspond à l’étude d’un problème de type 
« openshop », à cause des éventuels bouclages internes prévus dans la gamme de fabrica-
tion de certaines familles de produits. Il faut considérer la présence de pannes machines et 
l’arrivée en dynamique de nouveaux jobs à ordonnancer, de plus il faut inclure les temps de 
réglages qui sont dépendants de la séquence de lots. Les critères généraux de performance 
à mesurer seraient le temps total de réglage, le retard total et le makespan, ainsi le problème 
s’écrirait : Om| {rj, brkdwn, STsd,b}|{Cmax, TL ,TST}. 
Cependant la complexité du problème global n’est pas encore complétement décrite par cette 
modélisation, en effet, ce qui amplifie davantage la difficulté du problème réside dans les 
fortes perturbations auxquelles est soumise la chaîne de production. Il faut donc resserrer le 
zoom sur les problèmes d’ordonnancement dynamique. Nous nous retrouvons donc face à 
un problème d’ordonnancement dynamique soumis à des incertitudes difficilement mesu-
rables (ou tout du moins modélisables par des lois probabilistes), difficulté généralement 
contournée par la gestion de stocks de sécurité. Cela est impossible dans le cas de l’entre-
prise car elle produit en juste à temps en proposant une diversité de dimensions et de cou-
leurs, impliquant l’incapacité de créer du stock. 
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Dans la catégorie des problèmes d’ordonnancement dynamique, deux objectifs sont à con-
sidérer : la flexibilité et la robustesse (Billaut, 2004). La réalisation des algorithmes cherche 
à établir le meilleur compromis entre ces deux objectifs.  
La flexibilité correspond à l’insertion de degrés de liberté dans l’ordonnancement (flexibilité 
temporelle, séquentielle, d’affectation ou de mode d’exécution) afin d’autoriser certaines per-
mutations sans perturber l’ordonnancement. La robustesse, quant à elle, de manière, peut 
être définie, de manière simplifiée, comme la mesure de la sensibilité d’un ordonnancement 
face à l’incertitude des données et des aléas (Billaut, 2004). 
Il y a, selon la littérature, deux types d’ordonnancement dynamique qui tiennent compte d’élé-
ments perturbateurs tels que l’apparition de nouveaux jobs après que le planning ait été défini 
ou les multiples flux de réparations pouvant survenir à tout instant (Tanimizu et al., 2006) : le 
séquencement dit « temps-réel » et le séquencement dit « réactif ».  
Le séquencement nommé « temps réel » (Hatono et al., 1998; Shin and Kuroda, 1998) : sa 
particularité est de ne pas avoir de planning préétabli. Son avantage premier est d’être effi-
cace (à comprendre au sens de rapidité de réponse) et d’évoluer rapidement face à des 
événements imprévus, cependant il souffre de problème d’optimisation vu que son objectif 
est de fournir une réponse acceptable aussi rapidement que possible.  
Le séquencement nommé « réactif » (Du et Chiou, 2000; Jain et Elmaraghy, 1997) : utilise 
la plupart du temps des algorithmes génétiques ou des heuristiques d’optimisation basées 
sur les colonies de fourmis pour la ré-optimisation du planning initial dès que cela est néces-
saire. Les performances du séquencement réactif dépendent pourtant du modèle choisi pour 
réaliser le planning initial ainsi que des moyens de le développer en utilisant un algorithme 
d’ordonnancement prédictif (Zhao et al., 2013), qui propose un ordonnancement, évalue 
cette prédiction et selon son niveau de fiabilité, l’applique ou la ré-évalue. 
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Les méthodes de résolution des problèmes d’ordonnancement sont diverses et variées, dans 
cette étude nous nous focaliserons quasiment exclusivement sur les techniques d’ordonnan-
cement avec groupement de produits, appelées technologie de groupe (GT), définies comme 
« une philosophie industrielle qui identifie et exploite les similitudes inhérentes des pièces et 
des processus de fabrication » (Ham et al., 2012), compte tenu du fait que nous travaillons 
avec des lots élémentaires. Les problèmes traitant  de l’ordonnancement de lots (aussi dési-
gnés par l’appellation « Scheduling with batching ») ont été principalement définis par (Potts 
and Kovalyov, 2000). Ils indiquent que les travaux (jobs) peuvent être rassemblés lors de 
leur passage sur une machine s’ils possèdent les mêmes configurations ou que la machine 
est en mesure d’effectuer plusieurs travaux en simultané. Ainsi un lot est défini « comme un 
ensemble de travaux planifiés de façon contiguë sur une machine, partageant une même 
configuration ».  Ce choix résulte des travaux précédents menés pendant la thèse de 
Noyel avec l’instanciation des lots élémentaires sur lesquels nous voulions construire 
notre proposition et qui seront la clé de voûte de l’architecture de pilotage que nous 
souhaitons réaliser et dont nous parlerons plus loin.  
La GT lorsqu’elle est appliquée dans des problèmes d’ordonnancement soulève des pro-
blèmes dits d’ordonnancement de groupe (GS). Dans le cadre spécifique des problèmes 
flowshop, on parlera alors de Flow Shop Group Scheduling (FSGP).  (Neufeld et al., 2016), 
en accord avec la littérature explique que : « la technologie de groupe trouve sa principale 
implémentation en milieu industriel via l’industrie cellulaire (CM) »…  « Résoudre ce type de 
problématique revient à traiter trois problèmes de planification, traités la plupart du temps 
indépendamment ». Ces trois étapes sont :  
• La formation des cellules, en regroupant les postes de travail ainsi 
que la génération des familles de produits. 
• L’agencement de l’atelier pour positionner les cellules de production. 
• L’ordonnancement des tâches dans et entre les cellules, cette sous-
partie du problème correspond à l’étude de la classe de problème 
des ordonnancements de groupe. 
Dans notre étude, nous ne traiterons que du groupement des produits en famille et de l’or-
donnancement de ces groupes, car aucun réagencement de l’atelier n’est souhaité dans 
l’entreprise, la partie formation de cellules de production, quant à elle, serait très limitée vis-
à-vis du parc machine de l’entreprise. 
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Notre but principal est de fournir un ordonnancement dynamique capable d’adapter la pro-
duction aux perturbations qu’elle peut subir. Une possibilité envisagée pour atteindre cet ob-
jectif est de modifier, à la volée, la taille des lots de fabrication ou encore de les réordonnan-
cer, chaque fois que les objectifs ou les données d’entrée changent. Cette catégorie de pro-
blème consiste à élaborer des lots de fabrication afin de minimiser les gaspillages de temps 
et de production. Il y a, au moins, deux méthodes d’interprétation de ce problème : 
• Le lot-sizing : Prendre l’ensemble des produits à réaliser et les subdiviser en lots de 
taille optimale (Fernandes et al., 2016), (Ramya et al., 2016). Nous ne nous intéres-
serons pas particulièrement à cette classe de problème car nous considérons, d’après 
nos hypothèses, que les lots élémentaires qui sont nos données d’entrées sont des 
regroupements minimaux déjà optimisés vis-à-vis des postes aux contraintes les plus 
importantes. Par conséquent, il serait incohérent de chercher à éclater des regroupe-
ments déjà établis (lots élémentaires, créés pour être des groupes optimaux de pro-
duits vis-à-vis de la gamme de production) pour les remplacer par de nouveaux, va-
lables uniquement à ce poste de travail. 
• Part-family : Rassembler les lots élémentaires en des groupements plus importants 
avec des caractéristiques communes (Taboada and Coit, 2007), (Co, 1990; Han and 
Ham, 1986). Ceux-ci cherchent à grouper les produits suivant les critères de produc-
tion (tel que l’épaisseur ou la gamme de fabrication).  
Un des problèmes qui doit être traité pour l’entreprise est la composition des lots de fabrica-
tion, à savoir : comment regrouper au mieux les lots élémentaires plutôt que le nombre de 
produits à mettre dans des lots de fabrication. La classe de problème « part-family » est la 
plus adaptée à notre cadre d’étude. Il a été prouvé dans (Logendran and Sriskandarajah, 
1993) que, déjà dans le cas d’un problème à 2 machines à séquences indépendantes, la 
catégorie des FSGP est NP-difficile. C’est pourquoi, les méthodes heuristiques sont privilé-
giées pour les résoudre. De nombreux travaux traitent de cette classe de problème et de ses 
différentes méthodes de résolution possibles, une grande partie d’entre elles utilisent des 
techniques de clustering :  
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• (Bowers et al., 1995) les utilisent afin de minimiser les temps de changement de série 
dans des problèmes, indépendants de la séquence. Dans le cas de l’entreprise, une 
contrainte forte par rapport au nombre de commandes à intégrer dans un lot de fabri-
cation existe. Par contre, les temps de changement de série sont, selon les postes de 
charge, soit : 
o Indépendants de la séquence (pour l’atelier usinage, passer d’une série à une 
autre consiste à prendre les outils de coupe adaptés à l’épaisseur de panneau 
à travailler et à changer de type de panneau à débiter).  
o Fortement dépendant (au laquage, le changement de coloris influe sur le temps 
de nettoyage des buses et des circuits d’amorçage). 
• (Taboada and Coit, 2007), (Co, 1990; Han and Ham, 1986) ont travaillé sur du cluste-
ring multicritères. Ces travaux montrent que les problèmes de groupement peuvent 
complètement différer d’une production à une autre. Dans notre cas, bien que le 
nombre de lots élémentaires dans chaque lot de fabrication ne soit pas une contrainte 
forte, l’écart-type doit rester faible afin de ne pas créer des lots de fabrication dispro-
portionnées et donc permettant de lisser la charge de production. Des méthodes 
comme les algorithmes génétiques pour résoudre ce problème ont été étudiées par 
(Lee-Post, 2000), par exemple. 
Pour synthétiser, ce type de problème d’ordonnancement peut s’écrire de la manière sui-
vante : L’ensemble des jobs à réaliser J est divisible en F familles de produits, en notant 𝑛𝑓  
le nombre de job pour la famille f. Le temps de setup séparant deux jobs d’une même famille 
est considéré comme nul. En revanche, lorsqu’un job d’une famille 𝑓𝑗  est traité après un job 
d’une famille 𝑓𝐹 le temps de réglage sur la machine m (Setup time) est non nul et noté 𝑆𝑚𝑘𝑗 ou 
𝑆𝑚0𝑗  si k est le premier travail. Ainsi les problèmes indépendants de la séquence possèdent 
la propriété suivante : ∀ (𝑘, 𝑗) ∈ 𝐹   → 𝑆𝑚𝑘𝑗 = 𝑆𝑚0𝑗 = 𝑆𝑚𝑗  . De même, les problèmes indépen-
dants de la machine  ∀ (𝑚, 𝑛′) ∈ 𝐹   → 𝑆𝑚𝑘𝑗 = 𝑆𝑛𝑘𝑗 = 𝑆𝑘𝑗 . 
Les contraintes et propriétés des sous-ensembles de la chaîne de production sont :  
• L’usinage, où il serait logique de rassembler les lots aux propriétés géométriques si-
milaires. 
• Le laquage, où un regroupement par couleur et rapprochement des teintes similaires 
serait un facteur d’amélioration.  
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• Les expéditions où il faudrait avoir à disposition la totalité des produits d’une même 
commande dans un intervalle de temps réduit, autant que faire se peut. 
Leur simple évocation suffit à nous convaincre que traiter cette problématique comme un 
seul et unique problème d’ordonnancement aux objectifs différents voir même contradictoires 
est d’une bien trop grande complexité, en particulier, si nous cherchons à obtenir des perfor-
mances satisfaisantes tant d’un point de vue global que localisé à chaque atelier voir même 
à chaque poste de charge. 
Nous pensons donc qu’il vaut mieux subdiviser le problème d’ordonnancement global en 
plusieurs sous-problèmes que nous qualifierons de locaux. Il faudra par la suite, mettre en 
place un système capable de mettre en interaction et faire coordonner ces ordonnanceurs 
locaux pour garantir un optimum global, tout comme cela a déjà été traité dans plusieurs 
travaux, comme ceux de Dumetz (Dumetz et al., 2017) par exemple. C’est pourquoi nous 
allons étudier les architectures de pilotage d’atelier. 
B. Architectures de pilotage d’atelier 
Au début des années 2000, l’équipe Systèmes Contrôlés par le Produit (SCP) du laboratoire 
CRAN a orienté ses travaux sur les systèmes intelligents de production, sous la direction du 
Pr Gérard Morel, convaincu de l’apport que peut avoir le produit dans la prise de décision. 
Les travaux de (Valckenaers, 2001) et de (McFarlane et al., 2003) vont également dans ce 
sens. D’un point de vue structurel, les systèmes de pilotage de production peuvent être ré-
partis en trois catégories. 
1. Les systèmes centralisés 
Ils ont vu le jour dans les années soixante avec l’apparition, tout d’abord, des systèmes im-
plémentant la logique MRP (Material Requirement Planning) puis MRP² (Manufacturing Re-
source Planning) ainsi que par la théorie des contraintes (ToC) (Vollmann et al., 1997), dont 
les résultats démontrent que la bonne gestion des postes goulots d’étranglement permet 
d’obtenir des résultats indéniables. 
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La notion de CIM (Computer integrated Manufacturing) commence à se développer au sein 
des communautés scientifiques. La finalité de ce système est de rassembler et faire collabo-
rer l’ensemble des acteurs du système de production en supervisant l’ensemble des opéra-
tions de l’entreprise. Les CIMs se voulaient être en mesure de réagir avec flexibilité aux 
changements et de proposer de solutions de meilleure qualité. Tel ne fut pas le cas, en effet, 
nombre de systèmes se révélèrent trop rigides, inaptes à proposer des solutions dynamiques 
face aux changements.  
2. Les systèmes décentralisés 
Ils ont émergé au début des années quatre-vingts en s’inspirant de la philosophie JàT (Juste 
à temps) et la mise en service des approches telles que le Six Sigma ou le Lean Manufactu-
ring dont la plus célèbre représentante est la méthode Kanban pour les méthodes de mana-
gement visuels. Dans les années quatre-vingt-dix, le paradigme des Intelligent Manufacturing 
System (IMS) (Yoshikawa, 1995) remet en cause celui des CIM, conduisant vers des archi-
tectures plus décentralisées de manière à obtenir plus de réactivité que leurs prédécesseurs. 
Nous pouvons par exemple citer : 
• Les architectures holoniques (HMS), groupement d’entités récursives nommées « ho-
lons », ces entités sont autonomes, coopératives et définies comme une décomposi-
tion fonctionnelle via des concepts orientés objets. Les holons se créent de manière 
dynamique, mais prédéfinie durant la phase de conception, ils ont chacun des rôles 
spécifiques mais peuvent réagir aux changements de statut des autres entités grâce 
à leurs propriétés de coopération et de négociation. Les holarchies possèdent de 
fortes propriétés d’auto-organisation et des facilités pour communiquer (Valckenaers 
et al., 1994).  
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• Les architectures biologiques (BMS) singeant les comportements de la biologie (ani-
malier, végétal, corporel, …) bien connus pour leurs capacités de réactivité contre les 
modifications environnementales (Ueda, 1992). La bionique correspond à imiter le vi-
vant, comme par exemple dupliquer l’organisation cellulaire, naturellement fondée sur 
un modèle hiérarchique ; reproduire les colonies ou les essaims d’animaux faisant 
parti des systèmes à population sociales construits comme un modèle d’hétérarchie 
où tous les habitants peuvent participer de manière égale aux décisions. Les entités 
de base sont les cellules ou « modelon » basés sur des concepts comme les enzymes 
ou l’ADN. Chaque nouvelle cellule se crée par reproduction et réorganisation. Elles 
possèdent toutes des fonctions prédéfinies mais pouvant être changées pendant la 
phase d’exploitation. Grande capacité de réaction grâce aux approches biologiques. 
Les cellules se regroupent en organes pour réaliser des fonctions spécifiques. 
• Les architectures fractales (FMS) inspirées par la théorie des fractales (Mandelbrot, 
1975), ces architectures ont la particularité de ne pas posséder de structure formelle 
tout en étant capable de s’adapter aux aléas de leur environnement (Tharumarajah, 
1996). La Fractal est une unité autonome et autosimilaire ayant pleine connaissance 
de son environnement. Les nouvelles fractales se créent par reproduction en utilisant 
le phénomène d’auto-organisation. Les objectifs de chaque fractal sont définis à 
l’avance mais peuvent être réassignés dynamiquement. La flexibilité est assurée par 
la restructuration du système en employant des processus d’auto-organisation et 
d’auto optimisation. Comme toutes les entités sont récursives, la capacité de restruc-
turation est applicable à tous les niveaux. 
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3. Les systèmes hybrides 
Les systèmes dits hybrides, cherchant à tirer parti des avantages des deux approches pré-
cédentes, à comprendre comme un mélange de choix tantôt centralisés tantôt distribuées, 
ne cessent de se développer depuis lors. Ceux-ci sont au cœur des problématiques ac-
tuelles, car les architectures de pilotages d’atelier constituent l’un des grands enjeux de la 
quatrième révolution industrielle. (Cardin et al., 2018) dit que : « il devient alors nécessaire 
de définir des systèmes informatiques d’entreprises dotés d’architectures de contrôle con-
nectées, interopérables, flexibles et réactives. L’une des approches possibles est alors d’uti-
liser et d’intégrer verticalement les architectures de contrôle holoniques ». Quelques-uns des 
derniers représentants de ces systèmes que l’on peut citer sont : ADACOR²(Barbosa et al., 
2015), POLLUX( Jimenez et al., 2017) ou encore ORCA (Pach, 2014). 
Dans le cadre d’applications industrielles, les thèses dirigées par le Pr André Thomas ont 
permis de démontrer que les architectures hybrides de pilotage sont les seules pouvant ame-
ner une réelle avancée (Haouzi, 2017). L’étude de ce type d’architectures est également un 
sujet d’actualité aux niveaux nationaux et internationaux. Nous pouvons citer, par exemple, 
les travaux de (Cardin et al., 2017) sur la coopération et les interactions entre les décisions 
centralisée et distribuées, ceux de (Valckenaers, 2019) ou de (Barbosa et al., 2015).  
L’implémentation de tels systèmes complexes adaptables est, dans la majorité des cas, ba-
sée sur les paradigmes de l’intelligence artificiel distribuée (AID) et la programmation orientée 
objet (POO).  
Dans le cadre du pilotage d’ateliers aux flux perturbés, on peut distinguer deux, voire trois  
types de processus relativement au pouvoir d’anticipation face aux événements (Berchet et 
al., 1999) :  
• La prédiction mettant en œuvre des algorithmes pouvant faire appel à des 
modèles de simulation pour déterminer a priori l’état du système dans un 
futur plus ou moins proche à partir de son état actuel et de sa base de con-
naissance acquise au cours du temps. 
• La réactivité, agissant suite à un écart à la consigne, cherche à corriger les 
effets de tout évènement perturbant (connu ou non) le bon déroulement des 
activités. 
• La proactivité, mixant des techniques réactives et prédictives afin d’agir par 
anticipation. 
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• Nous pouvons également citer l’interactivité, généralement centré sur l’inte-
raction homme-machine.  
Des hybridations comportementales entre réactif et prédictif ont commencé à être étudiés 
afin de tirer parti des avantages des deux types (Haouzi, 2008; Klein, 2008; Pannequin, 
2007). L’évolution de la technologie a également permis l’essor de solutions dites proactives 
cherchant à anticiper les perturbations afin de les prévenir (Talibi et al., 2013) par l’intermé-
diaire de simulation on-line. Des techniques issues du domaine de l’intelligence artificielle, 
basées sur des modèles d’apprentissage, tels que les réseaux de neurones, sont typique-
ment utilisées à de telles finalités. Notamment, elles peuvent être mises à contribution pour 
prédire, si dans les conditions actuelles de fonctionnement, la production risque d’être non-
qualitative et le cas échéant, proposer une alternative viable. Le réseau de neurones déve-
loppé dans (Noyel et al., 2016) peut être cité en exemple pour ce type d’application. Cette 
manière de distinguer les types de processus décrit la vision fonctionnelle des systèmes. Il 
existe également des aspects dits : organique et évolutionniste des systèmes de contrôle.  
Quel que soit l’architecture choisie, il faut que le système de pilotage soit défini de manière 
suffisamment générique pour intégrer tout nouvel élément et assez modulable pour accepter 
des modifications d’objectifs divers et variées. Aujourd’hui les architectures hybrides com-
mencent à être nombreuses et il serait fastidieux et peut-être hors propos d’en faire un état 
des lieux exhaustif. Nous allons donc procéder de la manière suivante, à partir de la problé-
matique que nous avons explicitée dans le précédent chapitre et les considérations que nous 
avons mis en évidence vis-à-vis de l’ordonnancement, nous allons définir une liste de critères 
avec lesquels nous allons comparer un certain nombre de ces architectures. 
Un ordonnancement dynamique hybride implique que certaines décisions seront prises de 
manière centralisée et d’autres de manière distribuée, les questions qui en découlent sont : 
quel mode de contrôle choisir pour quelle décision ? Comment donner l’intelligence aux pro-
duits pour qu’ils prennent les décisions en local ? Pour que l’ordonnancement multi niveaux 
soit pertinent et cohérent, il faudra également assurer une transmission d’information multi-
directionnelle entre ces niveaux mais aussi entre les entités d’un même niveau.  
Ci-dessous, se trouve la liste des caractéristiques, découlant de la problématique et du mode 
de fonctionnement de l’entreprise, que doit posséder, selon nous, le système de pilotage que 
nous utiliserons. 
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Liste des critères : 
• Intégration dans le système de l’entreprise : gestion des informations envoyées 
par les ressources, les produits et l’ERP en temps réel.  
• Modularité : mise en place de l’architecture dans l’entreprise, pouvoir implémenter le 
système petit à petit sans arrêter la production.  
• Évolution temporelle : nécessité qu’à tout moment un nouvel équipement installé 
soit compatible avec l’ensemble des composants du système déjà présents. 
• Réactivité (rapidité d’exécution et prise en charge des aléas) : l’ensemble des 
composants du système et de leurs interactions se doivent d’être rapide afin de pou-
voir faire face au mieux aux perturbations dans les plus courts délais possibles. 
• Répétabilité : garantie du bon fonctionnement des algorithmes, d’une transmission 
correcte et juste des informations. 
• Interaction homme-machine : les éléments du système doivent être en mesure de 
prendre en compte les décisions humaines, de les accepter et de les faciliter (voir 
Annexe I.B). 
• Respect des performances et indicateurs globaux : dans un système composé de 
plusieurs optimisateurs, il est essentiel qu’en plus de chercher à atteindre leurs 
propres objectifs, ceux-ci essayent également de réaliser les objectifs globaux chers 
à l’entreprise (satisfaction client, qualité élevée et respect des délais). 
Vis-à-vis de cette liste de caractéristiques que nous avons établie, nous avons tenté de com-
parer un certain nombre de systèmes de pilotage afin d’orienter notre décision dans la sélec-
tion d’une architecture à utiliser, le résumé de cette étude est présenté dans le tableau ci-
dessous.
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Architectures 
 
 
Critères 
ORCA-FMS (PACH, et 
al., 2014) 
SoHMS 
(QUINTANILLA, 
et al., 2014) 
PROSIS (PUJO, et 
al., 2009) 
ADACOR² 
(DEBNATH, et al., 
2015) 
Herrera (Herrera et 
al., 2011) 
Pollux(Jimenez et 
al., 2017) 
Intégration ++ ? + +/- + ++ 
Modularité ? ? + + ++ + 
Évolution temporelle + ? + +/- ++ + 
Réactivité + + + ++ + ++ 
Répétabilité ? ? ? ++ ? ? 
Interaction H-M +/- + - ? +/- ? 
Respect des performances + + + ? + + 
 
Tableau 1 Comparaison des architectures hybrides 
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Résumé : 
• ORCA-FMS : Le système est capable de s’interfacer avec E.R.P. et M.E.S. La géné-
ricité des entités du système permet que tout nouvel équipement puisse facilement 
s’intégrer à l’existant. Ce système est pourvu d’un changement de mode qui peut s’ac-
tiver dès que nécessaire afin de réagir en cas de perturbation. La couche de contrôle 
global permet d’assurer le suivi des objectifs globaux. 
• SoHMS : Son processus a été conçu avec une phase réactivité. L’architecture inclut 
des holons ressources opérateurs, afin d’assurer une interaction entre humain et ma-
chine. Pour atteindre les objectifs globaux, chaque holon ressource a la capacité de 
refuser certaines disponibilités mais doit en contrepartie proposer des solutions alter-
natives. 
• PROSIS : Le système fait la passerelle avec l’E.R.P. via les I_Products et les I_Re-
sources. Sa capacité d’auto-organisation lui offre la possibilité de mettre en place le 
système petit à petit et d’incorporer de nouveaux éléments sans nuire au bon fonc-
tionnement de l’ensemble. La réactivité du système est garantie par sa définition 
même. Son développement a été prévu pour des systèmes entièrement automatisés 
dans lesquels l’implication de l’homme cherche à être minimisé. Les entités nommés 
« ACE » assurent l’interaction entre toutes les parties prenantes pour assurer la réali-
sation des objectifs communs. 
• ADACOR² : A priori, le système est capable de s’intégrer avec un E.R.P. et/ou un 
M.E.S. Ses capacités d’auto-organisation lui permettent une intégration au fur et à 
mesure et l’ajout de nouveaux éléments, cependant comme le système fonctionne 
avec une liste de comportement pour son pilotage, un nouvel élément peut nécessiter 
de revoir cette liste. En plus de la liste de comportement, un moteur de sélection per-
met de s’adapter aux perturbations. Un stabilisateur de nervosité permet au système 
de ne pas sortir de sa zone d’action habituelle. 
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• HERRERA : La partie « données » qui est construite en miroir de la partie physique 
intègre les données issues de l’E.R.P. Sa mise en place peut se faire étape par étape 
sans gêner le fonctionnement de l’entreprise. La généricité des entités doit permettre 
de prendre en compte de nouvelles ressources ou de nouveaux produits au fil de l’eau. 
Les décisions prises localement en temps réel doivent assurer la réactivité. De base, 
aucun agent « humain » n’a été introduit dans l’architecture mais leur prise en compte 
ne semble pas impossible. Les décisions globales quant à elle assure la bonne réali-
sation des objectifs globaux. 
• POLLUX : Le système a été conçu de manière à s’interfacer avec les outils du sys-
tème d’information. La définition des entités et de leurs interactions semble permettre 
une mise en place progressive et l’ajout simple de nouveaux composants. Comme 
pour ORCA-FMS un mode de basculement existe, il s’active soit périodiquement soit 
suite à un événement perturbateur. La couche supérieure (coordination) de l’architec-
ture a été prévue pour assurer l’atteinte des objectifs globaux.  
Conclusion :  
Les outils, critères et modèles de décisions sont extrêmement contraints par les choix/préfé-
rences du concepteur, ainsi que leurs capacités et les spécifications des problèmes étudiés. 
Le CRAN a exploré, avec les travaux d’Herrera (Herrera et al., 2011), un cadre générique 
basé sur le paradigme VSM (Viable System Model) introduit par(Beer, 1984), celui-ci expli-
quait qu’une organisation ne doit pas être vu comme une entité pyramidale. Au contraire, elle 
doit être considérée comme collaborative divisée en trois parties : l’unité de pilotage, le sys-
tème opérant et l’environnement. Dans l’unité opérante, le même schéma est appliqué et 
prendra à son propre niveau une partie des décisions. Cela donnant au système une pro-
priété de récursivité dans sa structuration.  
Bien que conscient des aspects sur lesquels d’autres architectures semblent peut-être plus 
prometteuses que celle-ci, nous avons souhaité partir du cadre, défini par le modèle d’Her-
rera, sur lequel nous avons bâti notre proposition car ce modèle bien que servant de réfé-
rence pour l’équipe ISET de notre laboratoire n’a jamais vraiment eu d’implémentation réelle 
en milieu industriel(Haouzi, 2017; Thomas, 2014). Nous voulions donc tenter une concréti-
sation de cette architecture et selon les résultats et les difficultés rencontrées pouvoir valider 
ou invalider celui-ci. 
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Dans le métamodèle d’Herrera, l’intelligence distribuée aux entités, est celle des systèmes 
MRP2 où les décisions centralisées ont été distribués entre elles. La Figure 8 est une repré-
sentation de son modèle. Cette représentation définit dans les grandes lignes la structure 
que doit avoir le système de pilotage, mais tout l’enjeu repose sur la manière dont les niveaux 
de hiérarchie vont être définis. Les spécificités qui les différencieront seront notamment les 
données qu’ils seront à même de posséder et de traiter, le tout, contraint par les décisions 
auxquelles chacun des niveaux d’agrégation aura le droit de participer. 
 
Figure 8 Méta modèle VSM de Carlos Herrera 
Après avoir établi dans quelle classe de problème nous nous trouvons et l’architecture qui 
nous permettrait de mettre en œuvre les méthodes de résolution à ces problèmes, un bref 
état de l’art sur les mécanismes de coordination et les techniques synchronisation est pré-
senté. Les méthodes et outils qui nous permettront de répondre aux problèmes d’optimisation 
des ordonnanceurs locaux sont présentés en Annexe II et Annexe III. 
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C. Les mécanismes de coordination 
Avant de parler de synchronisation, il faut nécessairement aborder le thème de la communi-
cation et de la prise de décision partagée. Nous pouvons, par exemple, citer les travaux de 
(Smith, 1994) sur les Contract Nets Protocol (CNP), méthode typique de communication des 
systèmes multi-agents, ou ceux de (Jennings,1995) sur la négociation ou encore les travaux 
réalisés sur les techniques de consensus (Olfati-Saber et al., 2007). Une première approche 
permettant de faire converger plusieurs entités autonomes pourrait être de leur faire respec-
ter un ensemble de règles communes, que l’on nomme comportements sociaux. 
Les systèmes multi-agents, faisant partie du domaine de l’intelligence artificielle distribuée, 
sont des groupes « d’agents » capables d’analyser et de se comporter en réponse à leur 
environnement, ses systèmes sont élaborés pour réaliser les objectifs définis par leurs con-
cepteurs (Ferber, 1997). Ils sont considérés comme représentants emblématique des mé-
thodes d’implémentation des architectures de pilotage intelligent. Des plateformes logicielles 
spécifiques au développement des systèmes multi-agents ont été développées, en accord 
avec les normes FIPA (Foundation for Intelligent Physical Agents) (O’Brien and Nicol, 1998). 
Au CRAN, nous avons choisi d’utiliser la plateforme JADE (Java Agent DEvelopement fra-
mework) (Bellifemine, 1999). Cette plateforme est constituée de trois composantes ba-
siques : un environnement d’exécution, une bibliothèque de classes et des outils graphiques 
utiles à l’administration des agents.  
Le choix d’un modèle de développement guide grandement les mécanismes d’interaction et 
surtout de communication entre les éléments du système. Il reste tout de même à déterminer 
les mécanismes de coordination. Dans sa thèse, Pannequin (Pannequin, 2007) décrit cer-
tains des mécanismes existants. Pour une architecture hybride, il évoque deux types de 
coordination :  
• La coordination verticale : un mécanisme hiérarchique, principalement présent dans les 
systèmes ou les centres décisionnels sont structurés de manière pyramidale avec des 
flux d’informations, majoritairement verticaux. Les consignes se transmettent du sommet 
de la pyramide vers les centres de décisions inférieurs et la remontée des résultats s’ef-
fectuent en miroir de la descente. Ce mécanisme est donc définissable par deux proces-
sus l’agrégation et la désagrégation des objectifs. Il est à noter que dans le processus 
d’agrégation des données vont nécessairement se perdre. La coordination hiérarchique 
est caractéristique d’un système centralisé (Genin et al., 2008). 
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• La coordination hétérarchique : ce type de coordination s’inspire majoritairement des phé-
nomènes sociaux humains ou animaliers et caractérise plutôt des systèmes décentrali-
sés. Le CNP, exemple typique de coordination de ce type, s’inspire du fonctionnement 
d’un marché : un émetteur envoi n appels à proposition avec un délai maximum de ré-
ponse admissible. Parmi les récepteurs, m répondent soit par une proposition soit par un 
refus. Lorsque le délai est dépassé, l’émetteur réalise une évaluation des propositions 
obtenues et sélectionne celle(s) qui lui convient puis notifie tous ses interlocuteurs de sa 
décision. Les émetteurs des propositions retenues renvoient une information de réussite 
ou d’échec de la demande à l’émetteur d’origine. Nous pouvons aussi citer des méca-
nismes type enchère pour les inspirations humaines. La stigmergie (avec des modèles 
tels que les colonies de fourmis) ou le fonctionnement par essaim (tel que le modèle 
Particle Swarm Optimisation) pour les modèles animaliers. 
Lorsque l’on se place dans le cadre d’une entreprise dont la chaîne de production est divisible 
en plusieurs ateliers dont les objectifs peuvent être distincts voir même opposés, chercher à 
les synchroniser pour les faire converger vers un objectif commun tel que la minimisation des 
retards, des coûts ou la maximisation de la qualité nécessite de mettre en place des méca-
nismes de coordination. Selon (Bareigts, 2000), la coordination se définit comme « un en-
semble de règles de fonctionnement établies par un ou plusieurs acteurs en vue de réaliser 
une tâche en commun ». Les problèmes de coordination en industrie ont fait l’objet de mul-
tiples études (Bhatnagar et al., 1993).  Par exemple, l’importance de la coordination de plu-
sieurs optimisateurs basés sur une optimisation globale pour une ligne de production auto-
mobile est décrite par (Muhl, et al., 2001). Parmi les différents mécanismes de coordination 
de chaîne de production, nous pouvons notamment citer (Bhatnagar et al., 1993): 
• Flux poussé : la planification s’effectue en amont, par flux poussé (les activités sont 
toutes planifiées les unes après les autres, en commençant par les plus urgentes). Il 
s’agit là d’une technique simple ne nécessitant pas de gestion particulière, le suivi 
d’une règle de pilotage FIFO est suffisant pour l’appliquer, il faut veiller à ce que les 
données d’entrées des étapes en aval correspondent aux données produites par les 
étapes en amont. 
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• La planification en deux phases : une phase de propagation de la demande où la pla-
nification est faite avec un approvisionnement infini puis suivi par une planification à 
capacité réelle. Elle a, par exemple, était utilisé par (Gaudreault et al., 2010) dans ses 
travaux sur la planification de l’ensemble de la chaîne de production dans l’industrie 
du bois. Cette technique de planification à l’avantage d’être plus proche de la réalité. 
• La planification goulot en premier : cette technique est une amélioration de la méthode 
précédente (planification en deux phases démarrant par le poste goulot) également 
utilisée dans (Gaudreault et al., 2010). Son avantage, par rapport à l’autre méthode, 
est qu’elle permet de maximiser l’utilisation de la ressource limitante et d’éviter les 
ruptures de chaîne. 
• Rassemblement et vérification : méthode proposée par (Madureira et al., 2003) dans 
son étude des EJSSP (Extended Job Shop Schedule Problems) traitant des pro-
blèmes d’ordonnancement dynamique de type Job Shop. Elle suit une procédure de 
résolution qui commence par résoudre l’ordonnancement de chaque machine du pro-
blème séparément afin d’avoir des cas plus simples à traiter, puis à les rassembler et 
à valider qu’une solution les rassemblant est réalisable. Dans le cas où la solution 
n’est pas réalisable un mécanisme de réparation nommé « IMACM (Inter-Machine Ac-
tivity Coordination Mechanism) » est employé en coordonnant les activités des ma-
chines. Cette coordination s’effectue en prenant en considération les précédences 
dans les opérations ainsi que les autres contraintes du système tout en conservant 
l’ordre d’attribution des tâches pour chaque machine. Il s’agit là d’une solution vers 
laquelle nous pourrions tendre une fois l’architecture mise en place. 
Conclusion : 
À l’issue de ce chapitre, nous avons déterminé les outils que nous souhaitions utiliser afin de 
résoudre les problèmes liés à notre cas d’étude. Nous mettrons donc en œuvre de l’algo-
rithme génétique, des méthodes de sélection distribuées par AHP et commencerons la syn-
chronisation de nos ordonnanceurs par un fonctionnement FIFO puis nous essayerons de 
tendre vers une technique plus aboutie. Maintenant que les choix sont faits, nous pouvons 
passer à l’étape suivante de notre démarche, qu’est la modélisation (Figure 9). Le chapitre 
suivant présente donc la manière dont nous avons adapté ces cadres de résolution géné-
rique à nos problématiques.   
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Figure 9 Modélisation 
  
Cas réel (1)
Analogie (2)
Modélisation (3)
Application
implémentation 
(4)
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III. Proposition (Modélisation) 
A. Métamodèle et architecture du système 
De manière à améliorer la précision et la réactivité d’un ordonnancement, notamment en cas 
de fortes perturbations, le passage par un échange d’informations fréquent entre le système 
d’information et les produits est nécessaire afin d’avoir des données justes à chaque fois 
qu’une prise de décision est nécessaire. Pour ce faire, les produits doivent non seulement 
communiquer avec le système d’information mais aussi avec l’environnement extérieur. Ils 
doivent communiquer avec les différentes ressources du système (les postes de charges, 
les secteurs, la chaine de production) pour avoir connaissance des niveaux d’occupations 
des postes suivants ou des machines en panne, ce qui permet de ré-évaluer la planification 
judicieusement. Afin de maximiser la réactivité, il faut permettre aux produits de prendre cer-
taines décisions par eux-mêmes, en consensus, par exemple : choisir lequel des produits de 
la file d’attente d’une machine doit être priorisée, à l’instant T, connaissant son état, celui de 
chacun des autres candidats, l’état de la machine sur laquelle il doit être travaillé ainsi que 
de n’importe quel élément quantifiable, inhérent au système d’information, pouvant jouer un 
rôle dans la prise de décision. On pense ici, par exemple, à prendre en considération la 
capacité d’anticiper la production de non-qualité (THOMAS et al., 2018). Cette faculté s’avère 
particulièrement utile dans le cas d’une chaîne de production soumise à de fortes perturba-
tions causées par la non-qualité. Ce point sera détaillé dans le paragraphe III.C.2. 
Un tel comportement de la part des produits relève du thème des produits intelligents et 
soulève l’interrogation suivante : quelles sortes de données doivent être embarquées par 
ceux-ci, comment les conjuguer à celles détenues par le système d’information lui-même ? 
Afin d’améliorer les performances, il faut assurer une synchronisation parfaite entre les diffé-
rents éléments d’ordonnancement du système. Les problèmes de synchronisation font l’objet 
du paragraphe III.D. Comme indiqué dans le chapitre précédent, pour répondre à cette pro-
blématique, nous proposons de mettre en place un système de pilotage contrôlé par le pro-
duit sur la base de l’architecture proposée par Herrera (Figure 8) que nous avons fait évoluer 
pour correspondre à notre cas d’étude (Figure 10). Cependant la mise en place d’une archi-
tecture telle que celle-ci devrait faciliter cette étape de synchronisation, compte tenu du fait 
que toutes les entités décisionnaires du système doivent être construites sur le même 
schéma. 
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Figure 10 Méta-modèle VSM 
La partie de gauche présente les différentes activités de planification avec les différents ni-
veaux de récursivité du système. Dans les plus hauts niveaux, nous avons le plan de pro-
duction et les optimisateurs centralisés qui fonctionnent de manière prédictive. Ensuite, dans 
les niveaux inférieurs, nous avons les optimisateurs réactifs, voir proactifs en descendant 
jusqu’à la prise de décision entre les produits.  
La partie de droite, correspond au contrôle informatique : les informations remontant du ter-
rain telles que les différentes décisions prises par les produits ainsi que les perturbations, 
ces informations sont notées suivant le modèle « Data, Information and Knowledge » intro-
duit par (Zins 2007). Il est à noter que chaque entité de chaque niveau d’hybridation du côté 
planification possède son jumeau du côté informatisé. 
Plus que de proposer une nouvelle architecture théorique, nous cherchons à mettre en place 
un système viable, répondant à une problématique réelle, en s’inspirant des systèmes con-
trôlés par le produit (SCP), s’appuyant sur le concept des produits intelligents capable si 
possible de s’adapter aux quatre phases décrites dans le chapitre précédent, à savoir : la 
régulation, l’adaptation fonctionnelle, l’adaptation structurelle et l’évolution structurelle.  
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Dans ces travaux, un méta-modèle récursif a été proposé afin d’améliorer l’efficacité de la 
ligne de production, réduire le délai et fournir un planning adaptatif capable de prendre en 
compte les réparations et les pannes machine. Les éléments du système s’inspirent du con-
cept de cellule cybernétique défini par Beer (Stafford, 1984). 
Les « cellules » (terme utilisé par Beer pour définir l’entité décisionnaire de plus bas niveau, 
les plus petites unités de l’architecture), doivent représenter suivant les possibilités envisa-
geables pour la chaîne de production à piloter, les regroupements minimaux de produits, 
pouvant aller jusqu’au, dans le cas le plus extrême, lot unitaire.  Dans l’application industrielle 
présentée au chapitre IV, il n’était technologiquement pas faisable de descendre à ce niveau 
de granularité. Le modèle proposé est prévu pour fonctionner de telle manière que le fonc-
tionnement unitaire ne soit, finalement, qu’un cas particulier de groupement minimal. L’idée 
est que chaque élément du système soit pourvu « d’accréditation » spécifiques à son niveau 
de hiérarchie pour participer à la prise de décision, communiquer et qu’il possède une con-
naissance de lui-même et des autres en adéquation avec ses activités. En plus de commu-
niquer entre eux, les produits sont en interaction avec d’une part les ressources et de l’autre 
les opérateurs. Pour créer une concordance entre les éléments, il faut que les autres acteurs 
communicants suivent la même logique que les produits. La Figure 11 décrit cette évolution 
simultanée des trois entités en interaction suivant le changement d’horizon dans le niveau 
de décision. L’axe d’horizon désigne le niveau décisionnel sur lequel s’applique le niveau 
d’agrégation. Nous avons trois niveaux : opérationnel, tactique et stratégique. Le trinôme en 
interaction (ressources, produits et humain) évolue suivant cet horizon, en représentant l’évo-
lution du niveau d’agrégation. 
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Nous proposons dans le modèle, de combiner :  
• Des techniques de groupement (clustering) ou de détermination de quantité écono-
mique (lot-sizing) servant à agréger des cellules (afin de faire naître des entités plus 
cohérentes vis-à-vis de certains postes de charges ou groupe de postes pour faciliter 
les calculs et adapter la prise de décision). 
• De l’ordonnancement dynamique permettant de remplir les objectifs des différents 
postes de charges et optimiser le flux de production. 
 
Figure 11 Évolution des entités collaborantes 
Sachant que lorsque la chaîne de production est perturbée, elle est en constante évolution, 
il est nécessaire que les ordonnancements soient réactifs et se recalculent aussi souvent 
que nécessaire afin de rester pertinent et utilisable en permanence. 
Notre objectif est d’une part de réaliser un ordonnancement global simple (très peu de con-
traintes avec une périodicité supérieure à la journée) qui servira de cadre et de base aux 
optimisateurs locaux. Puis d’autre part, de construire les optimisateurs locaux pour les deux 
postes goulot cités en début de chapitre (usinage et laquage) et de les relier par un simple 
FIFO. Les paragraphes suivants, en décrivent la mise en œuvre, en commençant par l’or-
donnanceur global. 
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Pour mettre en œuvre notre proposition nous avons choisi des pilotes sur lesquels démarrer 
notre implémentation et chacun sera décrit par la suite. Une analyse du flux « Acta » faite sur 
le logiciel Arena, a mis en évidence que les postes les plus critiques sont l’usinage et le 
laquage. Suivant les circonstances, l’un ou l’autre de ces postes est susceptible de devenir 
goulot d’étranglement. De plus, nous avons constaté que les objectifs des autres secteurs 
étaient atteignables en ne réalisant que des ordonnanceurs pour les deux postes cités pré-
cédemment (Figure 12). Ainsi, nous appliquerons un premier ordonnanceur, à base d’algo-
rithme génétique, sur le secteur usinage et le séquencement généré sera considéré valable 
jusqu’à l’étape de tri ou les lots de fabrication seront alors divisés. Ensuite, nous mettrons en 
place un ordonnanceur proactif, sur le laquage, qui modifiera le flux initial, poussé, si un 
risque de produire de la non-qualité apparaît. Cette décision se prendra, en mettant en œuvre 
un processus AHP afin de déterminer suivant une liste de critères quel est le lot le plus op-
portun à produire. Nous avons choisi de ne pas travailler sur le flux béton pour le moment, 
c’est pourquoi, il a été retiré du schéma.  
 
Figure 12 Postes étudiés 
L’implémentation s’est faite en plusieurs temps. En effet, il était inenvisageable de tester 
directement des prototypes dans l’entreprise pour différentes raisons :  
• Parce qu’elle ne possède pas encore les ressources technologiques pour mettre en 
œuvre certaines sous-parties de la proposition.  
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• Pour ne pas interférer avec la production et le taux de service que l’entreprise garanti 
à ses clients. 
Ainsi, nous avons commencé par une phase de simulation et/ou transposition sur plateforme 
de test puis nous avons ensuite chercher à les implémenter in vivo.  
B. Ordonnancement global 
Lorsque l’on étudie le cas d’une chaîne de production ayant des objectifs différents et même 
parfois contradictoires entre les différents postes de travail, la réalisation d’un ordonnance-
ment global est très complexe à mettre en place à cause de la diversité des objectifs d’opti-
misation. Cela est encore plus vrai lorsque celle-ci est soumise à d’importantes perturbations 
comme celles conduisant certains produits à être complètement refabriqués, faisant qu’un 
planning prédictif n’est juste qu’à l’instant T où il est généré. Nous nous proposons donc de 
réaliser un ordonnancement très simplifié à considérer comme un guide fournissant des re-
pères : 
• Jalons de l’avancée de la production. 
• Les données d’entrées pour des ordonnanceurs locaux.  
• Les dates limites d’arrivée des produits en fin de chaîne.  
Sa réalisation se limite à rechercher les postes les plus représentatifs et produire un ordon-
nancement au plus tard n’utilisant que ces postes. Une étude des flux et de la répartition de 
charge peut permettre d’identifier les postes critiques (goulot, poste fournisseur à clients mul-
tiples, …). En se focalisant sur ceux-ci, un planning macroscopique simple peut être réalisé 
en faisant un ordonnancement au plus tard qui ne considère que ces postes clés et affecte 
des temps de production moyennés allant du poste concerné jusqu’au suivant auquel il est 
préférable d’ajouter une marge de sécurité afin de déterminer une plage acceptable d’arrivée 
pour chaque produit. Le plus grand enjeu est d’établir une plage correcte afin de contraindre 
les optimisateurs spécifiques (locaux) et de créer une synchronisation entre eux et cette es-
quisse. Nous allons donc, à présent, passer à la réalisation des optimisateurs locaux. 
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C. Optimisateurs locaux  
Chaque optimisateur local doit être considéré comme un problème entier d’ordonnancement 
à résoudre. Une partie de la réflexion porte sur la méthode de résolution à employer pour 
trouver une solution avantageuse dans un délai acceptable ainsi qu’à déterminer quel acteur 
du système est le plus apte à être le décisionnaire (en d’autres termes à déterminer à quel 
niveau de la hiérarchie systémique la prise de décision doit être effectuée). Il convient d’éta-
blir également quel type d’ordonnancement il est envisageable de réaliser (réactif, prédictif 
ou proactif). Cependant, il aurait également pu être envisageable de proposer une solution 
générique prenant en entrée les variables et les contraintes mais il ne s’agit pas là d’une des 
finalités de cette thèse. Suivant les contraintes et les fonctions objectifs à réaliser, certains 
optimisateurs sont plus aptes à être implémentés que d’autres, en effet si l’on cherche, par 
exemple, à faire intervenir les caractéristiques de chaque produit dans la prise de décision, 
il est plus intéressant d’élaborer une décision distribuée pro-active. Dans cette étude, nous 
nous sommes focalisés sur l’étude d’un optimisateur réactif et d’un optimisateur proactif qui 
répondent le mieux à nos besoins.  
1. Optimisateur réactif 
Cet optimisateur a été développé dans l’objectif de minimiser la consommation matière et les 
temps de réglages d’un poste d’usinage devant travailler avec plusieurs spécificités de ma-
tières premières (dimensionnel : épaisseur d’un panneau de MDF, d’une tôle d’acier, la ma-
tière : acier inoxydable, panneau de particule, …) et dont chaque changement nécessite un 
réglage prenant un temps non négligeable. L’objectif est de maximiser le regroupement de 
produits semblables tout en conservant la proximité des produits appartenant à une même 
commande client. Cet optimisateur a aussi été élaboré dans l’idée de pouvoir facilement re-
diviser les groupements effectués au poste en aval pour les réassembler différemment. 
a) Modélisation mathématique 
De la description de ce problème, nous pouvons considérer le problème d’optimisation de 
l’atelier usinage comme la combinaison de deux classes de problème connus et longuement 
étudiés séparément (Figure 13) : 
• Le « lot-sizing » : réaliser des lots de fabrication (que nous noterons MB pour Manufac-
turing Batches) pour réduire les coûts de production tout en évitant de produire des lots 
trop denses qui augmenteraient le nombre de commandes client traités simultanément et 
qui pourraient ajouter également des tâches à non-valeur ajoutée. 
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• Le « scheduling » : proposer un planning des MBs afin d’optimiser l’étape de dégrou-
page/regroupage. Nous imaginons une étape de découplage après laquelle, les lots de 
fabrication n’auront plus d’utilité. À ce moment, ceux-ci seront décomposés pour être à 
nouveau regroupés suivant de nouvelles caractéristiques optimisant les postes aval. 
Cependant l’intersection de ces deux catégories a fait l’objet de beaucoup moins de travaux. 
 
Figure 13 Intersection de deux classes de problème 
Ce problème appartient à la catégorie de l’ordonnancement de groupe de produits sur un 
atelier type Flow shop avec dépendance de la séquence.  Nous allons commencer par pré-
senter un modèle mathématique représentant le cas général de cette catégorie de problème 
d’ordonnancement. 
Nous avons un atelier flow shop de M machines (m=1, 2, …, M) doit produire G groupes de 
tâches (g= 1, 2, …, G). Chaque groupe g contient 𝑁𝑔 tâches et 𝑃𝑗𝑔𝑚 est le temps de process 
de la tâche j du groupe g sur la machine m. Par conséquent, le nombre total de tâches à 
réaliser est égal à N = ∑ 𝑛𝑔
𝐺
𝑔=1 .  
Les temps de réglages sont dépendants de la séquence, c’est-à-dire qu’un temps de réglage 
important est nécessaire sur chaque machine dès lors qu’un changement de groupe a lieu. 
𝑆𝑚𝑓𝑔 est le temps de réglage requis sur la machine m lorsque le groupe g passe après le 
groupe f. Les temps de réglage entre les tâches d’un même groupe sont négligeables. 
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 Dès que la première tâche du groupe g est entamée sur la machine m, l’ensemble du groupe 
est produit sans interruption puis la production passe au groupe suivant. Les réglages peu-
vent être fait par anticipation. Il n’y a pas de relation de précédence entre les groupes ou 
entre les tâches d’un groupe. La préemption n’est pas autorisée : lorsqu’une tâche débute 
sur une machine m, celle-ci ne peut passer à la machine m+1 que lorsqu’elle a fini d’être 
réalisée sur m. Toutes les tâches sont prêtes à être réalisées au début de la planification. 
Toutes les machines sont disponibles 100% du temps. 
Cependant, certaines simplifications peuvent être prises par rapport au modèle précédent 
afin d’établir le modèle mathématique correspondant à notre problème d’ordonnancement. 
Le fait que le séquencement fourni à la première machine contraint complètement ceux des 
postes suivants (fonctionnant en FIFO), nous permet de simplifier le problème à l’étude d’une 
unique machine. Or (Giglio, 2015) propose un modèle pour ce type de problème, sur lequel 
nous allons poser notre cas d’étude.  
Considérons les commandes Ci avec i le numéro de la commande. Celles-ci sont divisées 
en lots élémentaires de telle sorte que ‘Kij’ soit le lot élémentaire j de la commande i. Nous 
chercherons à regrouper les lots élémentaires possédant les mêmes configurations (ici 
épaisseur pour cause de simplification) dans des lots de fabrication (batches notés l). Sché-
matiquement représenté sur la Figure 14. 
 
Figure 14 Répartition commandes-lots-batches 
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Le système est cadré par les contraintes suivantes : nous limiterons la surface totale d’un 
batch (égale à la somme des surfaces de l’ensemble des lots que contient le batch) à une 
surface maximale notée 𝑆𝑚𝑎𝑥. De plus, nous limiterons le nombre de commandes des-
quelles proviennent les lots d’un batch à un maximum noté N. Chaque commande est affec-
tée d’un délai de livraison qu’elle ne doit pas dépasser. Nous rappelons également qu’un 
batch ne peut être constitué que de lots de même configuration. L’optimisation que nous 
cherchons à atteindre est la suivante :  
• Maximiser le nombre de lots au sein d’un batch. 
• Minimiser le nombre de setup.  
• Minimiser l’écart de position maximal entre les batches issus des mêmes commandes 
(distance maximale séparant deux lots Ki,j et Ki,j’ d’une commande i dans le séquence-
ment). 
Nous supposerons pour cette modélisation que les temps de setup sont indépendants de la 
séquence. Comme dit précédemment, notre modèle est donc construit comme le mélange 
d’un modèle de lot-sizing et d’un modèle de scheduling et nous allons répartir les variables 
de décision suivant le modèle duquel elles sont extraites. 
Les paramètres du modèle : 
• 𝐶 ∶ 𝑛𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒𝑠 
• 𝑛𝑘𝑖 ∶ 𝑛𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑙𝑜𝑡𝑠 𝑑𝑎𝑛𝑠 𝑙𝑎 𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒 𝑖 
• 𝑑𝑖 ∶ 𝑑𝑢𝑒 𝑑𝑎𝑡𝑒 𝑑𝑒 𝑙𝑎 𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒 𝑖 
• 𝑒𝑖𝑗 ∶ é𝑝𝑎𝑖𝑠𝑠𝑒𝑢𝑟 𝑑𝑢 𝑙𝑜𝑡 𝐾𝑖𝑗 
• 𝑆𝑖,𝑗 ∶ 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑒𝑛 𝑚
2𝑑𝑢 𝑙𝑜𝑡 𝐾𝑖𝑗 
• 𝑡𝑡𝑖𝑗 ∶ 𝑑𝑢𝑟é𝑒 𝑑𝑒 𝑡𝑟𝑎𝑖𝑡𝑒𝑚𝑒𝑛𝑡 𝑑𝑢 𝑙𝑜𝑡 𝐾𝑖𝑗 
• 𝑆𝑡𝑙𝑙′ = 𝑆𝑡 ∶ 𝑑𝑢𝑟é𝑒 𝑑𝑒 𝑠𝑒𝑡𝑢𝑝  
• 𝑆𝑚𝑎𝑥 ∶ 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑚𝑎𝑥𝑖𝑚𝑎𝑙 𝑑′𝑢𝑛 𝑏𝑎𝑡𝑐ℎ 
• 𝑀 ∶ 𝑛𝑜𝑚𝑏𝑟𝑒 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒 𝑝𝑖è𝑐𝑒𝑠 
• 𝑁 ∶ 𝑛𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒𝑠 𝑑𝑎𝑛𝑠 𝑢𝑛 𝑏𝑎𝑡𝑐ℎ 
Les variables de décision de notre modèle : 
53 
 
Lot-sizing 
𝑏𝑙  1 𝑠𝑖 𝑙𝑒 𝑏𝑎𝑡𝑐ℎ 𝑙 𝑒𝑠𝑡 𝑎𝑐𝑡𝑖𝑓 
0 𝑠𝑖𝑛𝑜𝑛 
𝑋𝑖𝑗𝑙 1 𝑠𝑖 𝑙𝑒 𝑙𝑜𝑡 𝐾ij ∈ 𝑎𝑢 𝑏𝑎𝑡𝑐ℎ 𝑙 
 0 𝑠𝑖𝑛𝑜𝑛 
𝑍𝑖𝑙 1 𝑠𝑖 𝑙𝑒 𝑏𝑎𝑡𝑐ℎ 𝑙 𝑐𝑜𝑛𝑡𝑖𝑒𝑛𝑡 𝑑𝑒𝑠 𝑙𝑜𝑡𝑠 𝑑𝑒 𝑙𝑎 𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒 𝑖 
0 𝑠𝑖𝑛𝑜𝑛 
𝑛𝑙 𝑛𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑙𝑜𝑡𝑠 𝑑𝑎𝑛𝑠 𝑙𝑒 𝑏𝑎𝑡𝑐ℎ 𝑙 
𝐿 𝑛𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑏𝑎𝑡𝑐ℎ𝑒𝑠 𝑎𝑐𝑡𝑖𝑓𝑠 
𝑒𝑙 é𝑝𝑎𝑖𝑠𝑠𝑒𝑢𝑟 𝑑𝑢 𝑏𝑎𝑡𝑐ℎ 𝑙 
Tableau 2 Variables de décision lot-sizing 
Scheduling 
𝛿𝑙𝑙′ 1𝑠𝑖 𝑙𝑒 𝑏𝑎𝑡𝑐ℎ 𝑙
′𝑒𝑠𝑡 𝑙𝑒 𝑠𝑢𝑖𝑣𝑎𝑛𝑡 𝑑𝑖𝑟𝑒𝑐𝑡 𝑑𝑢 𝑏𝑎𝑡𝑐ℎ 𝑙 
0 𝑠𝑖𝑛𝑜𝑛 
𝑌𝑙𝑙′ 1 𝑠𝑖 𝑙
′𝑠𝑒 𝑡𝑟𝑜𝑢𝑣𝑒 𝑎𝑝𝑟è𝑠 𝑙 𝑑𝑎𝑛𝑠 𝑙𝑒 𝑠é𝑞𝑢𝑒𝑛𝑐𝑒𝑚𝑒𝑛𝑡 
0 𝑠𝑖𝑛𝑜𝑛 
𝑆𝑢𝑝𝑙𝑙′ 1 𝑠𝑖 𝑙𝑎 𝑠é𝑞𝑢𝑒𝑛𝑐𝑒 𝑙−𝑙
′ 𝑖𝑛𝑑𝑢𝑖𝑡 𝑢𝑛 𝑠𝑒𝑡𝑢𝑝 
 0 𝑠𝑖𝑛𝑜𝑛 
𝑡𝑑𝑝𝑏𝑖 𝑑𝑎𝑡𝑒 𝑑𝑒 𝑑é𝑏𝑢𝑡 𝑑𝑢 𝑝𝑟𝑒𝑚𝑖𝑒𝑟  
𝑏𝑎𝑡𝑐ℎ 𝑑𝑒 𝑙𝑎 𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒 𝐶𝑖 
𝑡𝑑𝑑𝑏𝑖 𝑑𝑎𝑡𝑒 𝑑𝑒 𝑑é𝑏𝑢𝑡 𝑑𝑢 𝑑𝑒𝑟𝑛𝑖𝑒𝑟  
𝑏𝑎𝑡𝑐ℎ 𝑑𝑒 𝑙𝑎 𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒 𝐶𝑖 
𝑡𝑓𝑝𝑏𝑖 𝑑𝑎𝑡𝑒 𝑑𝑒 𝑓𝑖𝑛 𝑑𝑢 𝑝𝑟𝑒𝑚𝑖𝑒𝑟  
𝑏𝑎𝑡𝑐ℎ 𝑑𝑒 𝑙𝑎 𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒 𝐶𝑖 
𝑡𝑓𝑑𝑏𝑖 𝑑𝑎𝑡𝑒 𝑑𝑒 𝑓𝑖𝑛 𝑑𝑢 𝑑𝑒𝑟𝑛𝑖𝑒𝑟  
𝑏𝑎𝑡𝑐ℎ 𝑑𝑒 𝑙𝑎 𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒 𝐶𝑖 
𝑊𝑖 =  𝑡𝑓𝑑𝑏𝑖 − 𝑡𝑑𝑝𝑏𝑖   𝑑𝑢𝑟é𝑒 𝑑𝑒 𝑡𝑟𝑎𝑖𝑡𝑒𝑚𝑒𝑛𝑡 𝑑𝑒 𝑙𝑎 𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒 𝑖 
𝑡𝑙 𝑑𝑎𝑡𝑒 𝑑𝑒 𝑑é𝑏𝑢𝑡 𝑑𝑒 𝑡𝑟𝑎𝑖𝑡𝑒𝑚𝑒𝑛𝑡 𝑑𝑢  
𝑏𝑎𝑡𝑐ℎ 𝑙 
𝑡𝑏𝑙 𝑑𝑢𝑟é𝑒 𝑑𝑒 𝑡𝑟𝑎𝑖𝑡𝑒𝑚𝑒𝑛𝑡 𝑑𝑢 𝑏𝑎𝑡𝑐ℎ 𝑙 
Tableau 3 Variables de décision scheduling 
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Nous chercherons à minimiser trois fonctions :  
• Le nombre de batches instanciés : ∑ 𝑏𝑙
𝐿
𝑙=1   
• Le nombre de setup nécessaires pour le séquencement de la production : 
∑ ∑ 𝑆𝑢𝑝𝑙𝑙′
𝐿
𝑙′=1
𝐿
𝑙=1  
• La distance (ici, il s’agit d’un temps) entre les lots originaires d’une même commande : 
∑ 𝑊𝑖
𝐶
𝑖=1  
Ainsi, la fonction « objectif » globale, normée afin d’avoir toutes les sous-fonctions com-
prises dans le même intervalle, que nous cherchons à minimiser s’écrit :  
min 𝑧 =  
∑ 𝑏𝑙
𝐿
𝑙=1
∑ 𝑛𝑘𝑖
𝐶
𝑖=1
+ 
∑ ∑ 𝑆𝑢𝑝𝑙𝑙′
𝐿
𝑙′=1
𝐿
𝑙=1
𝐿
+  
∑ 𝑊𝑖
𝐶
𝑖=1
(𝐿 − 1) ∑ 𝑛𝑘𝑖
𝐶
𝑖=1
 (3) 
Le calcul de l’optimisation doit s’effectuer sous les contraintes suivantes : 
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Lot-sizing 
∀𝑙, 𝑏𝑙 ≤  𝑏𝑙−1  (4) Suppression des solutions symétriques 
∀𝑙, ∑ ∑ 𝑋𝑖𝑗𝑙  ≤ 𝑀𝑏𝑙
𝑛𝑘𝑖
𝑗=1
𝐶
𝑖=1
 (5) Identification des batches instanciés 
∀(𝑖, 𝑗), ∑ 𝑋𝑖𝑗𝑙 = 1
𝑀
𝑙=1
(6) 
Assurer que chaque lot est affecté une fois 
et une seule 
∀(𝑖, 𝑗, 𝑖′, 𝑗′, 𝑙) 𝑎𝑣𝑒𝑐 (𝑖, 𝑗) ≠ (𝑖′, 𝑗′),  
𝑋𝑖𝑗𝑙𝑒𝑖𝑗 ≤ 𝑀(1 − 𝑋𝑖′𝑗′𝑙) +  𝑋𝑖′𝑗′𝑙𝑒𝑖′𝑗′  (7) 
Tous les lots au sein d’un même batch ont 
la même épaisseur 
∀(𝑖, 𝑗, 𝑙),  
𝑒𝑙 ≥  𝑋𝑖𝑗𝑙𝑒𝑖𝑗 (8) 
∀𝑙, ∑ ∑ 𝑋𝑖𝑗𝑙𝑆𝑖𝑗  ≤ 𝑆𝑚𝑎𝑥
𝑛𝑘𝑖
𝑗=1
𝐶
𝑖=1
 (9) 
Limiter la capacité maximale (en termes de 
surface, pour le cas présent) d’un batch 
∀(𝑖, 𝑙), ∑ 𝑋𝑖𝑗𝑙 ≤ 𝑀𝑍𝑖𝑙
𝑛𝑘𝑖
𝑗=1
 (10) 
L’affectation de la variable Zil prenant la va-
leur 1 si le batch « 𝑙 » contient un lot de la 
commande Ci 
∀(𝑖, 𝑙), ∑ 𝑋𝑖𝑗𝑙 ≥ 𝑍𝑖𝑙
𝑛𝑘𝑖
𝑗=1
(11) 
∀𝑙, ∑ 𝑍𝑖𝑙  ≤ 𝑁𝑏𝑙
𝐶
𝑖=1
 (12) 
Respecter la contrainte limitant le nombre 
maximal de commandes dans le batch l à 
la valeur N 
Tableau 4 Contraintes du lot-sizing 
Il est notable que les contraintes (4) à (8) sont représentatives d’un problème de type Sac à 
dos. 
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Scheduling 
∀𝑙′, ∑ 𝛿𝑙𝑙′ ≤ 𝑏𝑙′
𝑀
𝑙=1
(13) 
Déterminent le séquencement en suivant 
une logique type voyageur de commerces 
∀𝑙, ∑ 𝛿𝑙𝑙′ ≤ 𝑏𝑙
∞
𝑙=1
 (14) 
∀𝑙, 𝛿𝑙𝑙 ≤ 0 (15) 
∀(𝑙, 𝑙′) 𝑎𝑣𝑒𝑐 𝑙 ≠ 𝑙′, 
   𝑌𝑙𝑙′ ≥  1 − 𝑀(1 − 𝛿𝑙𝑙′) (16) 
Assurent la correspondance entre les 𝑌𝑙𝑙′ et 
les 𝛿𝑙𝑙′ 
(17) et (18) assurent la transitivité de la re-
lation de précédence 
∀(𝑙, 𝑙′, 𝛽) 𝑎𝑣𝑒𝑐 (𝑙 ≠ 𝑙′ ≠ 𝛽), 
 ( 𝑌𝑙𝑙′ +  𝑌𝑙′𝛽) ≥  𝑌𝑙𝛽 (17) 
∀(𝑙, 𝑙′, 𝛽) 𝑎𝑣𝑒𝑐 (𝑙 ≠ 𝑙′ ≠ 𝛽), 
(𝑌𝑙𝑙′ +  𝑌𝑙′𝛽) ≤  𝑌𝑙𝛽 + 1 (18) 
∀(𝑙, 𝑙′) 𝑎𝑣𝑒𝑐 (𝑙 ≠ 𝑙′), 
  𝑌𝑙𝑙′ +  𝑌𝑙′𝑙 =  1 (19) 
∀(𝑙, 𝑙′, 𝛽) 𝑎𝑣𝑒𝑐 (𝑙 ≠ 𝑙′ ≠ 𝛽), 
  𝑌𝑙𝑙′ +  𝑌𝑙′𝛽 +  𝑌𝛽𝑙  ≤ 2 (20) 
Suppriment la possibilité de créer des 
boucles dans le séquencement 
∀(𝑙, 𝑙′, 𝛽) 𝑎𝑣𝑒𝑐 (𝑙 ≠ 𝑙′ ≠ 𝛽), 
  𝛿𝑙𝑙′ +  𝛿𝑙′𝛽 +  𝛿𝛽𝑙  ≤ 2 (21) 
∑ 𝑏𝑙
𝑀
𝑙=1
= 𝐿 (22) Évalue le nombre de batches actifs 
Tableau 5 Contraintes liées au scheduling 
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Union lot-sizing et scheduling 
∀𝑙, 𝑡𝑏𝑙 =  ∑ ∑ 𝑋𝑖𝑗𝑙𝑡𝑡𝑖𝑗
𝑛𝑘𝑖
𝑗=1
 (23)
𝐶
𝑖=1
 
Effectue le calcul de la durée de traitement 
d’un batch 
∀(𝑙, 𝑙′)𝑎𝑣𝑒𝑐 (𝑙 ≠ 𝑙′), 
 𝑡𝑙′ ≥  𝑡𝑙 + 𝑆𝑢𝑝𝑙𝑙′𝑆𝑡 + 𝑡𝑏𝑙 − 𝑀(1 − 𝑌𝑙𝑙′) (24) Garantissent que deux batches ne soient 
pas produits simultanément ∀(𝑙, 𝑙′)𝑎𝑣𝑒𝑐 (𝑙 ≠ 𝑙′), 
 𝑡𝑙 ≥  𝑡𝑙′ + 𝑆𝑢𝑝𝑙𝑙′𝑆𝑡 − 𝑀𝑌𝑙𝑙′(25) 
Tableau 6 Contraintes relatives à l’union des deux problèmes 
Minimiser l’écartement entre lots d’une même commande 
∀(𝑖, 𝑙), 𝑡𝑑𝑑𝑏𝑖 ≥  𝑡𝑙 − 𝑀(1 − 𝑍𝑖𝑙)  (26) 
Définir les dates de début et de fin de trai-
tement de la commande Ci 
∀(𝑖, 𝑙), 𝑡𝑑𝑝𝑏𝑖 ≤  𝑡𝑙 + 𝑀(1 − 𝑍𝑖𝑙) (27) 
∀(𝑖, 𝑙), 
𝑡𝑓𝑑𝑏𝑖 ≥  𝑡𝑑𝑑𝑏𝑖 + 𝑡𝑏𝑙 − 𝑀(1 − 𝑍𝑖𝑙) (28) 
∀(𝑖, 𝑙), 
𝑡𝑓𝑝𝑏𝑖   ≤  𝑡𝑑𝑝𝑏𝑖 + 𝑡𝑏𝑙 + 𝑀(1 − 𝑍𝑖𝑙) (29) 
∀𝑖, 𝑡𝑓𝑑𝑏𝑖 ≤  𝑑𝑖  (30) 
Empêche la date de fin de traitement de 
dépasser la date de livraison 
∀𝑖,    𝑊𝑖 =  𝑡𝑓𝑑𝑏𝑖 −  𝑡𝑑𝑝𝑏𝑖  (31) 
Calcule la durée effective de traitement 
d’une commande Ci 
Tableau 7 Contraintes pour minimiser l’écartement 
Setup 
∀(𝑙, 𝑙′) 𝑎𝑣𝑒𝑐 𝑙 ≠ 𝑙′, 
𝑀𝑆𝑢𝑝𝑙𝑙′ ≥  −𝑀(1 − 𝛿𝑙𝑙′) +  𝑒𝑙 − 𝑒𝑙′  (32) 
Contraintes à associer conjointement à la 
fonction « objectif » visant à minimiser 𝑆𝑢𝑝𝑙𝑙′. 
Elles permettent de fixer la valeur de 𝑆𝑢𝑝𝑙𝑙′ à 
0 ou 1 suivant le fait que 𝑒𝑙 et 𝑒𝑙′ soient 
égaux ou non. 
∀(𝑙, 𝑙′) 𝑎𝑣𝑒𝑐 𝑙 ≠ 𝑙′, 
𝑀𝑆𝑢𝑝𝑙𝑙′ ≥  −𝑀(1 − 𝛿𝑙𝑙′) −  𝑒𝑙 + 𝑒𝑙′  (33) 
Tableau 8 Contraintes de setup 
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Ensemble de définition 
∀(𝑖, 𝑗, 𝑙, 𝑙′), 
(𝑏𝑙 , 𝑋𝑖𝑗𝑙, 𝛿𝑙𝑙′ , 𝑌𝑙𝑙′ , 𝑍𝑖𝑙 , 𝑆𝑢𝑝𝑙𝑙′)  ∈ {0,1} (34) 
Booléens 
∀(𝑙, 𝑖), (𝑛𝑙 , 𝐿, 𝑑𝑑𝑖, 𝑁, 𝐶) ∈ ℤ
+(35) Entiers naturels positifs 
∀(𝑙, 𝑖, 𝑗), 
  (𝑒𝑙, 𝑡𝑙 , 𝑡𝑏𝑙, 𝑡𝑑𝑑𝑏𝑖, 𝑡𝑑𝑝𝑏𝑖 , 𝑡𝑓𝑑𝑏𝑖, 𝑡𝑓𝑝𝑏𝑖 , 𝑒𝑖𝑗) ∈ ℝ
+ (36) 
Réels positifs 
Tableau 9 Contraintes ensemblistes 
a) Analyse de la complexité 
Une fois le modèle formel de ce problème posé, il convient d’en analyser la complexité. Pour 
cela, nous avons décomposé le problème en cinq segments : 
• Le problème de batching : Les équations (4) à (12) sont celles relatives à la distribution 
des lots au sein des batches en assurant les contraintes de configuration identique pour 
les lots dans un même batch et les limitations sur la surface maximale de batch ainsi que 
sur la diversité maximale autorisée des commandes au sein d’un batch. Comme dit pré-
cédemment, ce problème est identifiable à un problème de type « Sac à dos ». En s’ap-
puyant sur les travaux de (Lagoudakis, 1996), nous savons ce problème comme NP-
complet et de complexité Ο(2𝑝𝑜𝑙𝑦(𝑛))  auquel nous ajoutons une complexité de Ο(𝑛5) pour 
la contrainte (7). 
• Pour le problème d’ordonnancement, étant donné que les contraintes (13) à (22) dérivent 
de la modélisation de (Giglio, 2015) où l’on se rapproche d’un problème de voyageur de 
commerces sans boucles fermées et où tous les points ont une entrée et une sortie. En 
effet, à part les premiers et derniers batches, tous ont un prédécesseur et un successeur.  
Or (Papadimidriou, 1977) a démontré que même lorsque les distances sont euclidiennes, 
le problème reste NP-complet. Ainsi la complexité de ce problème est en Ο(𝑛!). 
• Pour que les problèmes de groupement et de séquencement soient traités de manière 
égale, il fallait qu’ils soient rassemblés sous une même logique, c’est ainsi fait via les 
équations (23) à (25) qui lient les variables𝑋𝑖𝑗𝑙 et 𝑌𝑙𝑙′. Cette combinaison est de complexité  
Ο(𝑛3). 
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• L’objectif de minimisation de l’espacement entre les lots d’une même commande, repré-
senté par la variable 𝑊𝑖 , était nécessaire à considérer pour le problème car pour les 
postes qui seront en aval de celui étudié, la consigne est d’attendre que l’ensemble des 
lots formant une commande soient présents pour être traités. De ce fait, lorsqu’un lot de 
la commande Ci contenu dans le batch « l » est traité, il lui faut patienter dans la file 
d’attente du poste aval jusqu’à ce que les autres lots de Ci soient traités. Les équations 
(26) à (31) assurent la prise en compte de cette caractéristique et la complexité corres-
pondante est, elle aussi, de l’ordre de Ο(𝑛3). 
• La prise en compte du setup, modélisée par (32) et (33), ne doit se produire que quand 
deux batches consécutifs sont de configurations différentes. Complexité d’ordre Ο(𝑛3).    
Ces segments, mis bout à bout, nous donnent ainsi un problème de complexité Ο(𝑛!) 
 Ο(𝑛!) + Ο(2𝑝𝑜𝑙𝑦(𝑛)) + Ο(𝑛5) + 3 ∗ Ο(𝑛3) ≈  Ο(𝑛!) (37) 
La complexité algorithmique du problème a pu être identifiée. Cette considération seule, ne 
suffit pas lorsque l’on cherche à résoudre un problème à l’aide d’un solveur. En effet, il faut 
s’attarder sur le nombre de variables et de contraintes introduites par le système lors de 
l’utilisation d’un solveur dont l’un des meilleurs représentants est GLPK (GNU Linear Pro-
gramming Kit) dont les capacités ne sont pas infinies. À cela, il faut bien évidemment ajouter 
la complexité du système à résoudre et la capacité mémoire des calculateurs. Nous avons 
établi deux fonctions afin d’approximer le nombre de variables et de contraintes intervenant 
dans notre cas : 
𝑁𝑥(𝑖, 𝑗, 𝑙) = 3𝑙2 + 𝑖𝑗𝑙 + 𝑖𝑙 + 5𝑖 + 4𝑙 (38) 
𝑁𝑐(𝑖, 𝑗, 𝑘, 𝑙) = 𝑘2𝑙 + 3𝑙3 + 6𝑘𝑙 + 𝑖2𝑗 + 13𝑙2 + 𝑖𝑙 + 𝑘 + 3𝑙 (39) 
Avec 𝑁𝑥 le nombre de variables, 𝑁𝑐 le nombre de contraintes, i le nombre de commandes, j 
le nombre maximal de lot dans une commande, k le nombre de lots total du système et l le 
nombre de batches maximal souhaité. 
Ainsi, si on limite l’étude à l’optimisation pour la production des commandes d’une seule 
semaine pour un seul client, nous obtenons 45 commandes, contenant au plus 5 lots par 
commande donnant un total de 80 lots, et souhaitant limiter le nombre de batches à 15, nous 
arrivons à 𝑁𝑥 = 5010 variables et 𝑁𝑐 = 127175 contraintes. 
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Fort de cette analyse, il est évident que sans relaxation d’un certain nombre de contraintes, 
il est impensable d’obtenir des solutions intéressantes en des temps de calcul ne devant pas 
excéder plus d’une dizaine de minutes. Et même, en relaxant les contraintes, les chances 
d’atteindre nos objectifs semblent minces. Cela nous a conforté dans l’idée de passer par 
des techniques évolutionnistes pour résoudre ce type de problème. 
b) Simplification du modèle 
Ainsi, nous proposons ci-dessous une modélisation de notre problème sous une forme plus 
semblable à des problèmes d’ordonnancement multicritères de groupes de produits que nous 
résoudrons avec un algorithme génétique. 
 Soient les données suivantes : 
• 𝑁 ∶ 𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑐𝑜𝑛𝑡𝑟𝑒𝑚𝑎𝑟𝑞𝑢𝑒𝑠 (𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒𝑠 𝑐𝑙𝑖𝑒𝑛𝑡) 
• 𝑀: 𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑙𝑜𝑡𝑠 𝑑𝑒 𝑐𝑜𝑚𝑚𝑎𝑛𝑑𝑒𝑠 𝑐𝑙𝑖𝑒𝑛𝑡 (𝐹𝑃𝑅𝐵) 
• 𝐹 ∶ 𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑙𝑜𝑡𝑠 𝑑𝑒 𝑓𝑎𝑏𝑟𝑖𝑐𝑎𝑡𝑖𝑜𝑛 (𝑏𝑎𝑡𝑐ℎ𝑒𝑠) (𝑀𝐵) 
• 𝑃𝑚 ∶  𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑀𝐵 𝑑𝑎𝑛𝑠 𝑙𝑒 𝐹𝑃𝑅𝐵 𝑚  
La première fonction à optimiser, F1, correspond à la minimisation de la distance séparant 
les MB appartenant au même FPRB nommé 𝑙𝑒,𝑚 où e est une caractéristique matière, par 
exemple l’épaisseur du lot, et m le numéro de la commande client : 
𝑭𝟏 = 𝐦𝐢𝐧
𝒊
((  ∑ 𝒂𝒊,𝒋  𝐦𝐚𝐱(𝒙𝒋 − 𝒙𝒊 − 𝟏 , 𝟎)
𝑭
𝒋=𝟏
)) (𝟒𝟎) 
Tel que :  
ai,j exprime le fait que les deux MB i = le,m et j = l
′
e′,m′ appartiennent tous deux au même 
FPRB avec :  
• 𝑎𝑖,𝑗 = 1 si m = m
′ ; 0 sinon (41)  
• xi est la position du MB i dans la séquence. 
La seconde fonction F2 représente la minimisation du nombre de setup pour le séquence-
ment considéré : 
𝐅𝟐 = 𝐦𝐢𝐧
𝐢
∑ ∑ 𝐲𝐢,𝐣
𝐅
𝐣=𝟏
𝐅
𝐢=𝟏
 (𝟒𝟐)  
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Où : 
• y
i,j
= 1 si e ≠ e′ et j est placé juste après i, 0 𝑠𝑖𝑛𝑜𝑛 (43) 
En conséquence, la fonction globale à minimiser s’exprime de la manière suivante : 
 
𝑭 =  𝜶 𝑭𝟏 +  𝜷𝑭𝟐 (𝟒𝟒) 
Avec 𝛂 et 𝛃, des ratios combinatoires, déterminés par réglages suite à plusieurs expérimen-
tations jusqu’à obtenir un résultat satisfaisant, leurs valeurs respectives étant de 2/3, 1/3.   
L’optimisation se fait suivant les contraintes suivantes : 
• 𝐹1 ≥ 0 (45) 
• 𝐹2 ≥ 𝑀 (46) 
• ∀𝑖 , 𝑥𝑖  ∈ (0, 𝐹) (47) 
• ∀(𝑖, 𝑗), 𝑦𝑖,𝑗  ∈  ⟦0,1⟧ (48) 
• ∀𝑖, ∑ 𝑎𝑖,𝑗 = 𝑃𝑘  𝑜ù 𝑘 𝑒𝑠𝑡 𝑙𝑒 𝑛𝑢𝑚é𝑟𝑜 𝑑𝑒 𝐹𝑃𝑅𝐵 𝑑𝑢 𝑀𝐵 𝑖 (49) 
• ∀𝑗, ∑ 𝑎𝑖,𝑗 = 𝑃𝑘 𝑜ù 𝑘 𝑒𝑠𝑡 𝑙𝑒 𝑛𝑢𝑚é𝑟𝑜 𝑑𝑒 𝐹𝑃𝑅𝐵 𝑑𝑢 𝑀𝐵 𝑗 (50) 
Comme précisé dans le paragraphe III.C.1.a), le modèle est à l’intersection de deux classes 
de problèmes. Ainsi donc, dans un premier temps, nous allons nous concentrer sur la partie 
clustering. Et après, nous traiterons de la partie ordonnancement de notre problème. 
(1) Proposition d’une heuristique pour le Clustering 
L’un des objectifs étant de s’assurer que tous les produits d’une même commande client 
soient présents simultanément au poste aval, le groupement s’est fait en deux phases :  
• Dans la première phase, les commandes client possédant le plus de caractéristiques 
matières communes sont groupés en respectant la contrainte consistant à limiter le 
nombre de commandes client différentes dans un même groupe à cinq. Ces groupe-
ments sont nommés lots de commandes client, notés FPRBs (pour Finished Product 
Reference Batches)  
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• Dans la seconde phase, les lots élémentaires formant les FPRBs, ayant la même ca-
ractéristique matière sont regroupés dans des lots de fabrication, notés MBs, et repré-
senté par la lettre du lot de commande client FRPB concaténé à un chiffre désignant 
sa position sur l’ensemble des lots de fabrication contenus dans le lot de commande 
client (par exemple : si on considère le lot de commande client A constitué de 4 lots 
de fabrication, le premier lot de fabrication à être généré sera le lot A1/4). La Figure 
15 ci-dessous illustre ce processus de création. 
 
Figure 15  Le concept du clustering sur deux niveaux 
Ce groupement à 2 niveaux limite le nombre de commandes client traitées simultanément ce 
qui en simplifie le traitement.  
(2) Utilisation de la méta-heuristique « algorithme génétique » 
pour l’ordonnancement 
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Une fois la phase de clustering achevée, il reste un nombre de F lots de fabrication à ordon-
nancer. Ceci divise, a minima, par deux le nombre d’entrées pour l’ordonnancement.  La 
technique de résolution du problème d’ordonnancement sélectionnée est l’utilisation d’algo-
rithme génétique à cause de leur capacité à fournir des résultats satisfaisant en des temps 
de calcul limités (Allahverdi et al., 2008). Ce choix a été fait car dans le cas d’un flux fortement 
perturbé par les boucles de réparations susceptible de survenir à n’importe quel moment, il 
est bien plus utile d’avoir une solution réactive avec un faible temps de calcul plutôt qu’opti-
male. En outre la probabilité de pouvoir appliquer cette planification sans aucune dérive est 
faible et une étape suivante de l’étude serait de faire recalculer l’ordonnanceur à chaque fois 
qu’une perturbation survient. L’éventualité de pouvoir se référer à un résultat intermédiaire 
non sélectionné de l’algorithme génétique lorsque des réparations s’ajoutent a été proposée. 
Cela semble une piste prometteuse à développer pour de futurs travaux. Cela permettrait 
d’évaluer la robustesse de la solution dans une situation dynamique perturbée. 
L’algorithme génétique appliqué est schématisé sur la Figure 16. Les étapes de l’algorithme 
sont les suivantes : 
• Initialisation de la population. 
• Sélection des meilleurs chromosomes par évaluation vis-à-vis 
de la fonction objectif (44).  
• Conservation des 25% de la population les plus favorables. 
• Création de la nouvelle génération par processus de croisement 
et mutation à partir des chromosomes conservés. 
• Création de nouvelles générations jusqu’à atteinte du critère 
d’arrêt (10 générations successives sans amélioration de la 
fonction d’optimisation). 
• Renvoi du meilleur chromosome de la dernière génération pro-
duite.  
Les paramètres de l’algorithme sont les suivants : 
• La population initiale est constituée de 1000 individus de lots ordonnés aléatoire-
ment. Un individu(chromosome) correspond à un séquencement dans lequel 
chaque lot de fabrication (gène) apparait une fois et une seule, voir Figure 17. 
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• Le mode de sélection choisi est une sélection naturelle avec loi élitiste (choix fait 
pour la raison évoquée précédemment : dans notre contexte rapidité prévaut sur 
optimalité et l’élitisme est connue pour être la plus rapide à converger vers une 
solution, même si, la solution obtenue n’est pas optimale (Thierens and Goldberg, 
1994)). 
• Le taux de mutation est de 5%. 
• Le taux de croisement est de 70%. 
Le processus de croisement, semblable à celui présenté dans (Armentano and Mazzini, 
2000), fonctionne par itération de la manière suivante : 
En suivant la règle définie sur la Figure 18 une nouvelle population est générée en croisant 
les gènes des chromosomes conservés de la génération actuelle : 
À la première itération, les deux meilleurs chromosomes vis à vis de la fonction d’optimisation 
sont choisis pour le croisement. Ensuite, à la seconde itération, on compare deux à deux les 
trois meilleurs chromosomes. Et les itérations se poursuivent jusqu’à avoir atteint le taux de 
croisement choisi initialement puis on procède à l’étape de mutation jusqu’à atteindre à nou-
veau une population de 1000 individus. 
La mutation est définie ici comme un échange de position réalisé entre deux gènes d’un 
individu. Deux mutations sont appliquées :  
• Une proche où deux voisins choisis aléatoirement sont 
échangés.  
• Une éloignée où les positions sont choisies aléatoirement.  
La répartition entre ces deux mutations est de 60-40. 
Les taux de mutation et de croisement ont été fixés à ces valeurs suite à des campagnes de 
tests jusqu’à atteindre un compromis acceptable entre efficacité et rapidité. 
Le processus est illustré par la Figure 19.  
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Dans une planification où on ne considère pas plusieurs passages sur la même machine, il 
est incohérent de retrouver le même produit à plusieurs emplacements. C’est pourquoi aussi 
bien dans le processus de croisement que de mutation, une sécurité a été ajoutée, cela cor-
respond au phénomène d’avortement assurant qu’un lot ne se trouve pas à plusieurs posi-
tions dans le séquencement. Lorsqu’un avortement se produit, le chromosome concerné est 
alors détruit et un nouveau est proposé à sa place.  
L’algorithme stoppe dès le moment où le résultat de la fonction d’optimisation ne progresse 
plus après 10 générations successives. 
Les ratios combinatoires de la fonction d’optimisation (44) ont été déterminés grâce à de 
multiples analyses et expérimentations. Les séquencements testés ont montré que pour as-
surer une progression fluide durant toute la phase précédant le tri, la fonction F1 doit être 
celle à privilégier. Les valeurs attribuées à α et β correspondent à un ratio proche des 2/3, 
1/3. 
 
Figure 16 Diagramme d’algorithme génétique 
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Figure 17 Population 
 
Figure 18 Choix des chromosomes dans le processus de croisement 
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Figure 19 Principe de mutation  
Nous avons donc choisi de mettre en place un algorithme génétique, géré de manière cen-
tralisée, pour traiter ce problème de type « batching and sequencing » multicritère avec une 
gestion en somme pondérée des objectifs. Nous présenterons les résultats que nous avons 
obtenus dans le chapitre suivant. Maintenant, nous allons poursuivre avec l’étude de notre 
second optimisateur, l’optimisateur dédié au robot de laquage.   
 
 
2. Optimisateur proactif 
Dans ce paragraphe, nous proposons un autre type d’optimisateur qui a la caractéristique 
d’être proactif : il réévalue l’ordonnancement proposé en temps réel en se basant sur des 
modèles de prédiction afin d’anticiper la production de non-qualité et l’éviter. Nous nous pla-
çons, ici, dans le cas de l’ordonnancement d’un poste de travail automatisé pour lequel un 
modèle de prédiction du risque de production de non-qualité a été élaboré via l’utilisation d’un 
réseau de neurones. Cet optimisateur base son fonctionnement sur l’interrogation des pro-
duits présents dans la file d’attente du poste, sur la récupération des données de la machine 
et de l’état actuel de la production en aval du poste. Pour être rentable tant en consommation 
matière qu’en temps d’utilisation, ce poste automatisé doit travailler sur des lots de quantité 
importante. Cependant si une non-qualité apparait sur un produit, celle-ci n’est détectable 
qu’en sortie de machine, sept heures après réalisation de la tâche et celui-ci devra être re-
travaillé et donc voir son temps de process rallongé de la même durée. En outre, si ce pro-
blème survient sur un produit d’un lot, il est fort probable que le lot entier doit être retravaillé. 
68 
 
L’optimisateur a donc été pensé dans l’optique de limiter la production de non-qualité, tout 
en réduisant la consommation de matière première inhérente à un changement de produc-
tion. Nous ajoutons aussi à cela, le maintien de l’équilibre d’alimentation entre les différents 
postes en aval que doit fournir la machine. 
En partant du réseau de neurones élaboré par (Noyel et al., 2016) puis complété par la suite 
dans (THOMAS et al., 2018), nous proposons de l’utiliser comme moyen de déclenchement 
de réordonnancement, ainsi que comme critère de sélection de celui-ci. Cela constitue le 
socle d’une technique proactive d’ordonnancement pour l’un des postes de travail de l’entre-
prise. 
Pour qu’il en soit ainsi, nous faisons fonctionner ce réseau de neurones avec un nombre 
prédéterminé de lots élémentaires présents dans la file d’attente du poste de travail en ques-
tion. Ce réseau de neurones nous offre deux possibilités majeures :  
• Proposer un réglage alternatif de la machine afin de réduire le risque de non-qualité. 
Cependant ce changement peut, en contrepartie, induire un temps de production plus 
important pouvant mettre les autres lots en retard.  
• Effectuer un échange entre le premier lot de la file d’attente et l’un des autres présents.  
La première option a été étudiée dans la thèse de Mélanie, un pilote avait même été mis en 
place mais malgré son intérêt, son utilisation n’est pas devenue un automatisme et est mal-
heureusement tombé en désuétude. C’est pour cette raison que nous avons choisi d’explorer 
la seconde possibilité. Le calcul du réseau neuronal est initié juste avant le passage du lot 
sur le poste de travail. Si le risque de non-qualité est jugé comme acceptable Figure 20 
(inférieur à un seuil à établir) alors les lots sont réalisés dans l’ordre prévu initialement. 
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Figure 20 Risque de non-qualité détecté 
Sinon, si le réseau de neurones établit que le risque dépasse le seuil pour le prochain lot qui 
est sensé passer, alors le système entre dans une prise de décision collaborative avec les 
autres lots en file d’attente du poste de travail Figure 21. Le but de cette négociation est de 
définir quel est le lot de la file d’attente le plus apte à être produit relativement aux différents 
critères du poste de travail. Pour notre cas d’étude, nous avons sélectionné cinq critères : le 
risque de non-qualité, le ratio critique, un équilibrage de la répartition des charges 
entre les différents postes clients, les temps de réglages induits par le changement de lots 
et l’impact sur la nervosité du système (ce qui se représente par le nombre de modifications 
apportées à la planification originale), ce dernier critère est présent pour faire en sorte de ne 
pas perturber toute la logistique déjà mise en place au poste de travail (approvisionnement 
en laque , en panneaux ou autres composants nécessaires aux opérations de la machine 
(quincaillerie par exemple)). 
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Figure 21 Processus de réordonnancement 
En suivant ces critères, les lots négocieront entre eux qui sera le prochain à être travaillé. 
Les techniques de décision collective implémentées dans des systèmes multi-agents sont 
nombreuses. Certaines s’inspirent d’attitudes sociales telles que le consensus (Olfati-Saber 
et al., 2007) ou le vote par majorité (Pitt et al., 2006), d’autres cherchent à imiter les compor-
tements biologiques comme la robotique en essaim (Schmickl et al., 2009) avec les essaims 
d’abeilles (Teodorovic, 2003) ou les colonies de fourmis (Xiang and Lee, 2008). D’autres 
encore sont tirées de la théorie des jeux (Parsons and Wooldridge, 2000).  
Pour notre étude nous nous sommes dirigés vers l’utilisation du processus de hiérarchie 
analytique (AHP), introduit par (Saaty and Vargas, 1980). Cette technique est particulière-
ment bien appropriée pour les prises de décisions complexes et offre l’avantage aux per-
sonnes décisionnaires d’établir des priorisations.  
Le principe consiste à transformer des décisions complexes, basées parfois sur des critères 
abstraits, en des comparaisons deux à deux pour établir par la suite une synthèse. L’avan-
tage premier est la capacité à prendre en compte aussi bien les aspects subjectifs que ob-
jectifs d’une décision. De plus, l’algorithme AHP est construit de manière à s’assurer de la 
consistance de l’évaluation réalisée. Pour résumer, AHP est une technique standard pour la 
prise de décision et plus particulièrement lorsqu’il y a des variables de décision indénom-
brables.  
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Notre implémentation de l’AHP est inspirée de (Teknomo, 2017). Chaque lot élémentaire est 
comparé aux autres présents dans la file d’attente, critère par critère, de manière à construire 
des matrices de comparaison. Ces matrices sont à diagonales unitaires et les autres valeurs 
sont comprises dans l’ensemble suivant :  
E = { 
• 1/3 => le lot i est beaucoup moins intéressant que le lot j   
• 1/2 => le lot i est moins intéressant que le lot j 
• 1 => les deux lots ont un impact identique 
• 2 => le lot i est plus intéressant que le lot j 
• 3 => le lot i est beaucoup plus intéressant que le lot j 
} 
Une matrice de prédominance doit être réalisée pour chaque critère à optimiser : Soit « A » 
la matrice représentant les valeurs de prédominance d’un lot par rapport à un autre vis-à-vis 
du critère « a » où Ai,j exprime la valorisation du lot i par rapport au lot j. Chaque matrice de 
comparaison doit satisfaire aux propriétés suivantes :  
• Aj,i = 1/ Ai,j 
• Ai,j > 0  
Les vecteurs colonnes de chaque matrice sont normalisés puis sont tous sommés de ma-
nière pondérée afin de représenter l’importance de chaque critère dans la décision globale. 
Le lot dont la somme des vecteurs est la plus élevée est désigné comme celui à être travaillé 
en premier. Les étapes détaillées de la méthode sont représentées sur la Figure 22. « c » 
est la variable d’itération permettant d’explorer chacun des m critères,  
« K » est une matrice n x n, ou n désigne le nombre de lots, qui enregistre les Ai,j décrit 
précédemment.  
La fonction « Comparer » donne le résultat de la comparaison entre le lot i et le lot j pour le 
critère c.  
La fonction « Normaliser(K) » sert à normaliser les colonnes de K.  
« E » est une matrice n x m représentant la somme des Ki,j pour le lot i par rapport au critère 
c. 
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L’algorithme renvoie le lot avec la plus haute valeur.  
 
Figure 22 Diagramme de fonctionnement du protocole AHP 
Pour cet optimisateur, nous avons choisi d’opter pour une technique proactive, afin de béné-
ficier des travaux qui avaient été menés sur les réseaux de neurones. En outre, comme la 
première optimisation se concentrait essentiellement sur du prévisionnel avec prise de déci-
sion centralisée faisant intervenir des groupes de lots (niveau juste en dessous de l’ERP sur 
la Figure 10), nous voulions nous tourner vers une solution plus distribuée où chaque lot 
interviendrait localement dans la prise de décision pour faire face à un risque de perturbation 
potentiel (niveau inférieur de la  Figure 10). Cette solution fait intervenir une prise de décision 
par une méthode type AHP. Maintenant que nous avons décrit les deux catégories d’optimi-
sateurs que nous avons réalisés, pour compléter l’architecture il reste à discuter de la ma-
nière dont ces éléments vont coexister dans le système, c’est donc l’objet du paragraphe 
suivant.  
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D. Communication et synchronisation 
Pour qu’une architecture soit viable, outre les algorithmes de décisions embarqués dans les 
optimisateurs et une structure à donner aux entités la composant, il faut gérer toute la partie 
communication entre les éléments de l’architecture. Cela englobe bien évidemment 
l’échange d’information entre les entités de même niveaux (les lots, les postes de travail et 
les hommes) mais aussi la communication avec les entités d’autres niveaux (lots élémen-
taires avec lot de fabrication, poste de travail avec atelier). En particulier, il faut s’attarder sur 
la manière dont les changements locaux vont se répercuter sur la planification globale et vice 
versa.  
À l’heure actuelle, notre mise en place de l’architecture s’arrête à la plateforme Tracilogis 
dont les moyens de communication inter-entités sont cadrés par le langage de développe-
ment du système multi-agent choisi, à savoir JADE, et surtout par son implémentation. 
Toutes les communications passent par un système d’abonnement géré par un (Dialog Fa-
cilitator) DF, comme cela est le cas pour la plupart des architectures que nous avons évoqué 
dans le chapitre précédent.  
Sans rentrer spécifiquement dans les détails, car à l’instant présent il ne s’agit là que d’hy-
pothèses que nous n’avons pas testées, notre idée serait : 
• Remplacer les ordres de fabrication (voir Erreur ! Source du renvoi introuvable.) papier p
ar des cartes RFID passives qui contiendrait l’identifiant de lot élémentaire des produits 
qu’elles accompagnent et éventuellement l’ensemble des informations les concernant 
(leurs gammes de fabrication et leurs caractéristiques). 
• Équiper les conteneurs (chariots ou palettes) de micro-ordinateurs embarqués (type 
Raspberry), de lecteurs RFID actifs (afin d’interroger les cartes RFID des lots qu’ils 
contiennent) et d’écrans (pour retransmettre aux collaborateurs des informations telles 
que la destination des lots ou leur degré d’urgence. 
• Intégrer à chaque poste de travail, un lecteur pluggé sur le M.E.S. (voir Erreur ! Source d
u renvoi introuvable.). Celui-ci serait alors la parfaite interface entre le trio produits / 
ressource / homme gérant ainsi la prise de décision locale. 
La remontée et la descente des données vers le système d’information pourrait ainsi se faire 
en temps réel étant donné que chaque poste de travail est connecté au réseau de l’entre-
prise. 
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Comme dit juste avant, Il s’agit là d’une vision purement hypothétique ne tenant compte en 
aucun cas de toutes les difficultés voire impossibilités techniques que pourraient induire une 
telle réalisation. Notre seule certitude à ce sujet est que celle-ci nécessiterait un investisse-
ment en temps et en argent non négligeable pour l’entreprise tout en créant un gap considé-
rable dans sa manière de travailler. C’est à cause de telles considérations et de notre volonté 
de ne pas perturber le bon fonctionnement de l’entreprise pendant ces périodes écono-
miques difficiles que nous avons fait le choix de valider la crédibilité de nos propositions par 
simulation et ou transposition sur plateforme de test. 
Nous allons, à présent, nous focaliser sur la partie synchronisation entre optimisateurs. Nous 
avons émis l’hypothèse que, dans un premier temps, un simple écoulement naturel, tout du 
moins entre les deux optimisateurs que nous avons réalisés, serait suffisant. En effet, étant 
donné qu’ils ne fonctionnent pas par rapport aux mêmes horizons ni aux mêmes jeux de 
données et qu’un certain nombre de postes de travail les séparent, il ne nous paraissait pas 
nécessaire d’établir un mécanisme spécifique de synchronisation. Pour être plus précis, re-
voyons l’ensemble des éléments à notre disposition et la manière dont ils se positionnent les 
uns par rapport aux autres. La Figure 23 schématise ce processus : 
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Figure 23 Enchainement des opérations sur les optimisateurs 
• Au niveau global de l’entreprise, le plan de production établie approximativement les 
instants de début de production de chaque client à partir de leur date de livraison au 
plus tard. 
• Avant le commencement de l’usinage d’un client, l’optimisateur de l’atelier est lancé, 
afin de déterminer les regroupements en batches à réaliser et leur séquencement. Ainsi 
les batches seront produit un à un dans l’atelier usinage et le flux restera inchangé 
jusqu’à l’étape de tri. 
• Les batches alors redivisés en lots élémentaires sont emmenés dans la file d’attente 
du robot de laquage où les opérateurs vont, a priori, les ordonner suivant deux critères, 
la couleur de laque qui était utilisée lors de l’opération précédente et le temps de pro-
cess des lots qu’ils ont à leur disposition (il est à noter qu’un ordonnancement informa-
tisé serait à intégrer à cette phase, mais son étude ne fait pas partie de ces travaux). 
C’est là, que l’optimisateur proactif du robot entre en jeu. Il agira en temps réel pour 
réordonnancer dès que le risque de non-qualité sera trop élevé pour le lot sur le point 
d’être travaillé. 
76 
 
Forts de ces considérations, nous avons conclu que dans les premiers temps, suivre le flux 
poussé généré spontanément par le fonctionnement standard de la chaîne de production 
était une méthode de synchronisation viable. Une méthode plus élaborée pourrait et devra 
être mise en place, mais fera l’objet de travaux ultérieurs. En effet, nous n’avons pas eu le 
temps d’aborder la partie applicative relative à cet aspect durant la thèse. Nous évoquerons 
dans le dernier chapitre la manière dont nous souhaiterions procéder pour la suite des tra-
vaux. 
Dans ce chapitre, nous avons étudié la partie modélisation de notre problème et avons passé 
en revue l’adaptation des techniques que nous avons élaborées spécifiquement pour notre 
problématique, nous allons à présent décrire la manière dont nous les avons mises en œuvre, 
ainsi que les différents résultats que nous avons obtenus Figure 24.  
 
Figure 24 Application 
  
Cas réel (1)
Analogie (2)
Modélisation 
(3)
Application
implémentation (4)
77 
 
IV. Application industrielle 
A. L’ordonnancement global 
Comme dit dans le chapitre précédent, la production d’un planning global sert majoritaire-
ment à titre indicatif et fournit plus particulièrement des plages acceptables pour les ordon-
nanceurs spécifiques locaux. De ce fait, il n’a pas été jugé nécessaire de réaliser un déve-
loppement personnalisé afin de le produire et l’afficher. 
Les temps de production moyens par pièce, calculés à partir des données relevées depuis 
le système d’information sur une période de 20 semaines, sont appliqués sur les quantités 
hebdomadaires à produire. 
Les postes déterminés comme jalons pour cet ordonnancement sont les suivants : 
• L’imbrication des pièces précédant leur découpe sur les centres 
à commandes numérique. 
• L’application de la couche d’apprêt. 
• Le passage des pièces à la phase de tri. 
• Le passage des pièces en laquage (sans distinction faite sur les 
pièces devant passer par le robot de laquage et celles devant 
passer par les cabines). 
• Le passage des pièces brillantes sur la lustreuse. 
• Le poste d’expédition, précédant le départ des pièces de l’usine. 
Une solution clé en main nommée Direct Planning produite par Volume Software a été rete-
nue. Le travail a essentiellement été concentré sur la transmission des données au logiciel 
et à l’apprentissage de son fonctionnement. Cependant, il s’est avéré que le traitement direct 
par le logiciel ne proposait pas des résultats à la hauteur des attentes. Par conséquent, le 
module développé à l’origine uniquement pour la récupération et le formatage des données 
est devenu le module d’ordonnancement et le logiciel s’est finalement vu relayé au rang d’af-
ficheur (Figure 25). 
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Figure 25 Rendu du logiciel Direct Planning 
B. Choix de pilotes 
Théoriquement, des regroupements et séquencements permettant d’atteindre les objectifs à 
optimiser sont envisageables pour chaque poste de travail. Il s’agirait d’un travail trop fasti-
dieux que de chercher à réaliser un optimiseur pour chacun d’eux.  
Les différentes observations sur le terrain et une simulation de la charge de travail faite sur 
logiciel de modélisation et de simulation ont permis de déterminer les secteurs les plus cri-
tiques à étudier : l’usinage et le laquage (voir Figure 26). 
En effet nous avons pu constater que les lots élémentaires ayant les mêmes caractéristiques 
sont instinctivement regroupés par les opérateurs de l’usinage pour essayer de réduire les 
changements de série. Ces regroupements n’ont que peu de raison de changer jusqu’à 
l’étape de tri, où les dimensions et l’état de toutes les pièces vont être vérifiés. Dans le même 
temps, l’opérateur du poste va rediviser ces regroupements en nos lots élémentaires, pour 
les regrouper à nouveau selon les couleurs. Cependant, il faut tout de même veiller à ne pas 
faire des regroupements trop importants pour éviter que le flux soit en dents de scie. La 
principale difficulté consiste à déterminer jusqu’à quel point regrouper ou non les lots élé-
mentaires afin d’obtenir le meilleur compromis entre fluidité du flux et réduction des coûts liés 
aux changements de série. 
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Dans les paragraphes suivants, l’application faite avec chacun des deux optimisateurs réali-
sés sera décrite. Le premier étant l’optimisateur réactif dédié à la limitation des coûts de 
production appliqué sur l’atelier usinage de l’entreprise. 
 
 
C. Ordonnanceur pour la partie découpe 
Nous avons appliqué l’optimisateur local réactif visant à limiter la consommation matières et 
les temps de réglages à l’atelier d’usinage de l’entreprise Acta. En effet, dans le secteur 
usinage, des panneaux mélaminés de plusieurs épaisseurs différentes sont utilisés pour ré-
aliser les produits demandés par les clients. Les panneaux sont découpés à dimension par 
un centre d’usinage. Les pertes de temps majoritaires lors de cette étape de la fabrication 
viennent du changement des têtes d’usinage et de la manutention nécessaire lors d’un chan-
gement d’épaisseur de panneau pour alimenter la machine. En plus de limiter le temps de 
réglage et de changement, rassembler les produits identiques permet de limiter les pertes 
matières. 
  
Figure 26 Boucles de réparations et regroupement 
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a)  Résultats d’implémentation 
 La méthode proposée a été implémentée en VB.Net et a été mise en place pour le traitement 
des commandes d’un unique client depuis 2016. Son implémentation a permis à l’entreprise 
d’améliorer sa relation avec le client et d’augmenter le volume commandé. Elle a été en 
mesure d’atteindre les objectifs qualité et délais d’expédition requis tout en réduisant le temps 
global de production en réduisant certaines étapes de non-valeur ajoutée. Le Tableau 10 
met en vis à vis les performances de l’entreprise sur le client considéré avant et après la mise 
en place de notre proposition sur la même période de l’année. Nous avons comparé la fin 
d’année 2015, où le système n’existait pas encore, à la fin de l’année 2016 où le système a 
été mis en place. Sur ces deux périodes, les conditions étaient similaires, avec même une 
augmentation de quantité commandée de 32% en 2016. Pourtant, le temps de production 
global a diminué d’une journée.  
Ces résultats montrent des améliorations notables pour l’entreprise mais il est difficile de 
quantifier l’impact direct de notre proposition sur ces performances. Pour valider l’efficacité 
de l’optimisateur, nous avons réalisé une simulation sur une semaine de production de l’ate-
lier usinage avec une commande de 36 contremarques pour 4 épaisseurs de panneaux. 
Le Tableau 11 présente les résultats comparatifs entre notre méthode et deux règles d’or-
donnancement potentiellement utilisable par l’entreprise : 
• Regrouper tous les lots d’une même contremarque dans le même lot de fabrication 
• Regrouper tous les lots de même épaisseur dans le même lot de fabrication. 
 
2015 (sans optimisation) 2016 (avec optimisation) 
Nombre de pièces commandées 
par semaine 
S49 : 456 pièces 
S50 : 247 pièces  
S51 : 596 pièces 
S49 : 633 pièces 
S50 : 518 pièces 
S51 : 561 pièces 
Nombre de jours séparant l’ou-
verture de la première palette et 
la fermeture de la dernière pa-
lette à l’expédition 
S49 : 5 jours 
S50 : 5 jours 
S51 : 5 jours 
S49 : 4 jours 
S50 : 4 jours 
S51 : 4 jours 
Tableau 10 Comparaison avec et sans optimisation 
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Tableau 11 Comparaison entre notre approche et les anciennes techniques utilisées 
Notre proposition donne un parfait compromis entre ces deux règles extrêmes de pilotage. 
Elle s’approche toujours de la solution la plus optimale suivant chaque caractéristique. Pour 
répondre à l’obligation d’avoir tous les produits d’une contremarque présents en simultané à 
l’étape suivante et dans l’optique d’établir un management visuel simple et standardisé pour 
les opérateurs humains, l’application développée conduit à un résultat aisément compréhen-
sible par les collaborateurs grâce à sa représentation visuelle. Des documents spécifiques 
ont été réalisés pour la partie usinage et d’autres pour le reste du processus. Pour l’étape de 
tri, une application visuelle a été développée pour permettre au collaborateur de séparer les 
lots de fabrication et regrouper les lots élémentaires simplement dans leur contremarque en 
ajoutant un code couleur pour identifier les différents éléments 
 
 Méthode 
proposée 
Épaisseur 
par épais-
seur 
Contremarque 
par Contre-
marque 
Nombre de réglages 11 4 22 
Wip max entre les lots d’une même con-
tremarque 
5 14 4 
Nombre max de palettes ouvertes en si-
multané 
7 16 2 
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La Figure 27 est une capture d’écran de cette application. Le premier niveau des comparti-
ments présente l’ensemble des lots de fabrication formant un lot de contremarques, puis à 
chaque sous-niveau se présentent chacune des contremarques contenues par celui-ci. Enfin 
le dernier sous-niveau montre quels lots élémentaires sont à replacer dans une contre-
marque (par exemple : le lot de contremarque D est composé des lots de fabrication D1 D2 
et D3 ; les contremarques 549483, 549484 et 594486 sont recomposables à partir des 3 lots 
de fabrication. La contremarque 549483 sera complète lorsque les lots élémentaires 105511 
et 105503 seront rassemblés). 
 
Figure 27 Une capture d’écran de l’application servant à re-trier les lots 
Ce groupement à deux niveaux garantit que l’étape de tri aura suffisamment d’espace pour 
diviser les lots de fabrication et reconstruire les lots élémentaires des contremarques sans 
avoir une palette de contremarque non complète trop longtemps en file d’attente et en limitant 
le nombre de tâches à non-valeur ajoutée induites par cette démarche. 
Il y a entre 60 et 100 lots élémentaires à grouper en lot de fabrication par semaine. Cela 
équivaut à un nombre de produits à réaliser compris entre 600 et 900. Cela représente un 
ensemble allant de 16 à 40 lots de commandes client à ordonnancer. 
b) Comparaison avec la résolution par méthodes exactes 
En complément de ce qui a été dit dans le chapitre précédent vis-à-vis de la résolution par 
méthode exacte en utilisant des solveurs comme (GLPK), nous avons tout de même souhaité 
effectuer une comparaison de performance.  
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Pour se faire, nous avons relaxé les contraintes relatives au setup et à la distance entre les 
lots d’une même commande : équations (26) à (33). Nous avons fait ces simplifications car 
relativement au temps total de traitement des batches, les temps de setup peuvent être con-
sidérés comme négligeables et surtout, le retrait de ces contraintes conduit à une réduction 
de 15% sur la quantité de variables du modèle. 
De plus, nous avons choisi de subdiviser le cas exemple cité pour le calcul du nombre de 
variables (à savoir : une semaine de 45 commandes, contenant au plus 5 lots par commande 
donnant un total de 80 lots, et limitant le nombre de batches à 15) à plusieurs sous pro-
blèmes. Ainsi, en considérant seulement 5 commandes, toujours composé au plus de 5 lots 
par commande, donnant cette fois-ci un total de 12 lots et si on se limite à faire au plus 6 
batches, on obtient alors 𝑁𝑥 = 542 variables et 𝑁𝑐 = 3002 contraintes. 
Description du cas de test : 
Considérons 5 commandes composées respectivement de 1,1, 2, 5 et 3 lots. La due date 
des commandes est fixée à t+160h et le temps de traitement est fixé à 1.1*Surface (h). Le 
Tableau 12 décrit les caractéristiques épaisseur et surface des lots composant les com-
mandes.  
 1 2 3 4 5 
Ép. Surf. Ép. Surf. Ép. Surf. Ép. Surf. Ép. Surf. 
C0 19 0.1         
C1 19 0.1         
C2 28 3.7 19 11.9       
C3 28 0.3 19 1.77 19 5.3 16 1.8 28 0.5 
C4 19 1 19 0.62 16 0.9     
Tableau 12 Épaisseur et surface du cas de test 
Nous avons fait tourner le solveur sous deux configurations différentes : 
• La fonction objective ne dépend que du nombre de batchs à minimiser et les con-
traintes (26) à (33) sont supprimées. 
• Seules les contraintes (32) et (33) sont supprimées et où la minimisation de Wi (es-
pace maximal séparant les lots d’une même commande) est considérée dans la fonc-
tion « objectif ». 
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Résultats configuration 1 : 
 4 batches générés 
Tableau 13  Batches configuration 1 
Séquence : b3b0b1b2 
Temps de traitement :  
• b3 de 0 à 7.909  
• b0 de 7.909 à 11.05 
• b1 de 11.05 à 16.12 
• b2 de 16.12 à 31.05 
 Temps séparant des lots d’une même commande : 
• C0 : 0h 
• C1 : 0h 
• C2 : 0h 
• C3 : 8.21h 
• C4 : 20 h 
Wi = 28.21h 
 1 2 3 4 5 
C0 B3     
C1 B2     
C2 B1 B1    
C3 B1 B3 B3 B0 B1 
C4 B1 B2 B0   
Tableau 14 Batches configuration 2 
 1 2 3 4 5 
C0 B0     
C1 B0     
C2 B3 B0    
C3 B3 B0 B1 B2 B3 
C4 B1 B1 B2   
85 
 
Résultats configuration 2 : 
4 batches générés 
Séquence : b0b1b2b3 
Temps de traitement :  
• b0 de 0 à 15.36 
• b1 de 15.36 à 23.002 
• b2 de 23.002 à 26.066 
• b3 de 26.066 à 31.05  
 Temps séparant des lots d’une même commande : 
• C0 : 0h 
• C1 : 0h 
• C2 : 15.69 h 
• C3 : 15.69 h 
• C4 : 3.064 h 
Wi = 34.444h 
Conclusions sur les résultats obtenus avec le solveur : 
La seconde configuration devant normalement minimiser Wi donne une valeur moins intéres-
sante que celle de la première configuration. Cela s’explique par le fait que dans le seconde 
configuration le calcul se complexifie et les résultats obtenus deviennent moins bons. Un 
second cas d’étude, avec un jeu de données plus important a également été testé. Cepen-
dant celui-ci a été stoppé manuellement après des intervalles de temps X que nous avions 
pris croissants au fur et à mesure des itérations (d’abord 20 minutes, puis 40, puis 60 et enfin 
90). Nous constatons déjà là les limites de la résolution par méthode exacte. Nous allons 
poursuivre par une comparaison directe entre l’algorithme génétique développé pour le pro-
blème et le modèle sous la première configuration (minimisation du nombre de batchs à ré-
aliser uniquement et non prise en compte des contraintes (26) à (33)). 
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Cette comparaison a été réalisée de la manière suivante :  
Un jeu de données correspondant aux commandes d’un client pour une semaine standard a 
été choisi. Comme pour la comparaison entre les simplifications du modèle mathématiques, 
le jeu de données complet a été divisé en cinq sous-ensemble afin de permettre au modèle 
linéaire de fournir un résultat dans un temps acceptable. Chacun de ces sous-ensembles 
comprend entre 5 et 10 commandes. 
L’ensemble des résultats des cinq groupes de données sont décrits en Annexe 4. Ci-dessous 
le résumé de ces cinq cas d’étude est présenté. 
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Critère Modèle Groupe 1 Groupe 2 Groupe 3 Groupe 4 Groupe 5 
Nombre de 
batch 
GA 3 9 5 9 1 
MA 3 6 4 8 1 
Nombre de 
setup 
GA 2 5 2 8 0 
MA 1 4 1 4 0 
Surface 
moyenne par 
batch (m²) 
GA 10.98 5.34 9.52 10.17 8.8 
MA 10.98 8.01 12.7 13.08 8.8 
Temps de 
calcul (s) 
GA 9 11 15 15 4 
MA 10 2700 2700 2700 5 
Espacement 
max entre 
lots d’une 
même com-
mande 
GA 1 2 4 4 0 
MA 1 3 5 7 0 
Non-respect 
des con-
traintes 
GA 
Dépasse-
ment sur-
face max 
Ok 
Dépasse-
ment sur-
face max 
Ok Ok 
MA 
Dépasse-
ment du 
nombre de 
commande 
max par 
batch 
Dépasse-
ment du 
nombre de 
commande 
max par 
batch 
Dépasse-
ment du 
nombre de 
com-
mande 
max par 
batch 
Ok Ok 
Tableau 15 Synthèse comparaison des méthodes 
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Le MA donne de meilleurs résultats sur le séquencement et ainsi réduit le nombre de setup, 
cependant, à cause de la relaxation des contraintes prévues à l’origine, il ne cherche pas à 
minimiser l’espacement maximal séparant les lots d’une même commande. De ce fait, il est 
moins performant pour ce critère. En outre, il ne tient pas compte de la spécificité d’isoler 
certaines couleurs, c’est pourquoi il réduit le nombre de batches créés par rapport au GA. À 
cela, il faut ajouter le fait que la contrainte du nombre maximal de commandes à placer dans 
un batch n’a pas été respecté trois fois sur cinq par le MA tandis que le GA a dépassé par 
deux fois la limite de surface maximale par batch, considérée comme une contrainte plus 
faible. Pourtant, malgré les relaxations, 3 cas sur 5 ont été stoppés manuellement après 45 
minutes de calcul pour le MA alors que le GA a toujours été capable de fournir une réponse 
acceptable en moins de 20 secondes. Afin de compléter notre comparaison nous avons cal-
culé la performance relative du GA par rapport au MA : 
• Perf nombre de batch = 
∑
𝑁𝑏𝑎𝑡𝑐ℎ𝐺𝐴𝑖
𝑁𝑏𝑎𝑡𝑐ℎ𝑀𝐴𝑖
𝑖
𝑛𝑜𝑚𝑏𝑟𝑒 𝑑′é𝑐ℎ𝑎𝑛𝑡𝑖𝑙𝑙𝑜𝑛
− 1 = 17,5% 
Cette valeur signifie que le GA fournit en moyenne un nombre de lots qui est 17,5% plus 
grand que celui du MA. 
• Perf setup = 
∑
𝑁𝑠𝑒𝑡𝑢𝑝𝐺𝐴𝑖
𝑁𝑠𝑒𝑡𝑢𝑝𝑀𝐴𝑖
𝑖
𝑛𝑜𝑚𝑏𝑟𝑒 𝑑′é𝑐ℎ𝑎𝑛𝑡𝑖𝑙𝑙𝑜𝑛
− 1 = 45% 
Le GA est 45% moins performant que le MA vis-à-vis du nombre de setup généré par le 
séquencement. 
• Perf surface =1 −
∑
𝑆𝑢𝑟𝑓𝑎𝑐𝑒𝐺𝐴𝑖
𝑆𝑢𝑟𝑓𝑎𝑐𝑒𝑀𝐴𝑖
𝑖
𝑛𝑜𝑚𝑏𝑟𝑒 𝑑′é𝑐ℎ𝑎𝑛𝑡𝑖𝑙𝑙𝑜𝑛
= 16,12% 
La surface moyenne des batches produits par le GA est en moyenne 16,12% plus faible que 
le MA. 
• Perf temps de calcul = 
∑
𝑇𝑀𝐴𝑖
𝑇𝐺𝐴𝑖
𝑖
𝑛𝑜𝑚𝑏𝑟𝑒 𝑑′é𝑐ℎ𝑎𝑛𝑡𝑖𝑙𝑙𝑜𝑛
− 1 = 120,6 
 Le GA donne des résultats 120,6 fois plus rapidement que le MA 
• Perf espacement = 
∑
𝐸𝑏𝑎𝑡𝑐ℎ𝑀𝐴𝑖
𝐸𝑏𝑎𝑡𝑐ℎ𝐺𝐴𝑖
𝑖
𝑛𝑜𝑚𝑏𝑟𝑒 𝑑′é𝑐ℎ𝑎𝑛𝑡𝑖𝑙𝑙𝑜𝑛
− 1 =30% 
Le GA produit des séquencements dont l’espacement maximal entre lots d’une même 
commande sont en moyenne 30% plus petit que ceux du MA. 
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Ces résultats montrent bien l’intérêt de l’utilisation d’une technique évolutionniste plutôt 
qu’une méthode exacte, en particulier lorsque la rapidité de réponse est un enjeu clé. 
c) Transposition sur plateforme de test 
Pour aller plus loin dans l’analyse de notre proposition et pour démontrer sa pertinence au 
regard d’autres solutions, nous avons cherché à implémenter notre algorithme sur une pla-
teforme de test. 
(1)  La plateforme TRACILOGIS 
La plateforme TRACILOGIS propose un environnement de test pour des applications de mul-
tiples scénarios industriels sur des problèmes de classification, d’identification de produits ou 
encore de pilotage intelligent d’atelier utilisant plusieurs modes de contrôle : centralisé, dis-
tribué ou hybride. Celle-ci permet d’implémenter, de tester et de comparer différentes tech-
niques de traçabilité et de pilotage des chaînes logistiques en particulier dans les industries 
du bois. Le système physique est composé de quatre automates. Chacun d’eux gère sa 
propre partie de la plateforme. Les produits réalisés sont des plateaux pouvant être marqués 
par un point ou une ligne sur l’un des côtés. De 0 à 4 palets et de 0 à 4 pastilles peuvent être 
placés sur les plateaux. Le processus global de la plateforme est présenté sur la Figure 28 
et le logigramme de fonctionnement est représenté sur la Figure 29. 
 
Figure 28 Diagramme de TRACILOGIS 
• L’automate A gère le rail alimentant le poste de marquage. Les postes sont placés de 
manière séquentielle mais chacun d’eux peut être évité suivant la configuration du 
produit (area A) 
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• L’automate B contrôle une zone de bouclage permettant de réordonnancer les pro-
duits (area B) 
• L’automate C dirige un rail de tri utilisant un système de caméra pour reconnaître la 
couleur des palets (area C) 
• L’automate D gère une ligne d’assemblage : poser des palets et des pastilles sur les 
plateaux en accord avec la gamme de fabrication imposée et se dirige vers l’une des 
deux sorties disponibles (area D).  
Les plateaux et les palets portent tous des tags RFID et des lecteurs sont placés sur chaque 
poste de travail de la chaîne et chaque point de découplage.  
Le système multi-agents, développé sous JADE, gère l’envoi de toutes les actions à réaliser 
aux automates. Le transfert d’informations est déclenché par les comportements implémen-
tés dans les agents. Les interactions se font via la transmission de messages asynchrones. 
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Figure 29 Logigramme TRACILOGIS 
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Au sein d’un système multi-agents, un nombre non nécessairement défini d’agents évoluent 
et chacun d’eux est en interaction avec les autres pour atteindre ses objectifs et parfois éga-
lement un but commun. Leur champ d’action peut également être limité tant spatialement 
que temporellement ou socialement, c’est ce qui est communément nommée myopie. Tout 
système multi-agents cherche à maintenir une communication constante entre les agents, 
ne jamais détériorer le fonctionnement de l’ensemble et garantir l’organisation du savoir entre 
eux. À l’origine, des agents étaient instanciés pour les types d’acteur suivants : 
• Les agents « ressource », passifs, attendant des demandes d’action de la part des 
produits. 
• Les agents « produit », conscient de leur gamme de fabrication et de leur destination 
objective. Ils recalculent à chaque mouvement le chemin le plus court vers leur desti-
nation en suivant la méthode de Dijkstra. Ils ont connaissance de leur propre état 
d’avancement mais ne savent rien des autres produits. Le diagramme UML de cet 
agent est présenté en  Figure 30. 
• Les agents « PLC (Production Line Controller) », un par automate gère la coordination 
de toutes les actions réalisables dans la zone qu’il supervise. 
• Les agents « RFID » sont les agents associés à tous les lecteurs RFID placés sur les 
points de décisions du tapis roulant (entrée et sortie de machine, point de cou-
plage/découplage, …). 
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Figure 30 UML de l’agent produit 
(2) La transposition de notre cas d’étude 
La plateforme TRACILOGIS rend possible l’étude de nombreuses possibilités de scénarios. 
Mais notre objectif était, ici, de réaliser des cas de test aussi proche que possible du cas 
industriel de manière à démontrer l’apport et la faisabilité de notre proposition à l’entreprise 
sans perturber son fonctionnement. De plus, elle nous permettait de mesurer la fiabilité d’un 
système multi-agents en réponse à des perturbations causées par les boucles de réparation. 
Pour se faire, des évolutions de structure et de fonctionnement ont dû être apportées à la 
plateforme pour réaliser la transposition que nous décrivons ci-après : 
• La zone « A » a été associée à l’atelier d’usinage. La première machine de marquage 
servant à simuler le flux de production standard et la seconde comme le flux des pro-
duits demandant des étapes supplémentaires d’usinage (perçage, défonçage, …) 
avec un cycle plus long 
• La zone « B » qui est un simple carrousel peut être identifié à l’étape de tri où les 
produits sont déposés, contrôlés, séparés et regroupés par couleur. L’ouvrier faisant 
partir les lots suivant le plan de production établi. 
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• La zone « D » est comparée aux étapes de finition et expédition avec la dépose de 
palets pour la finition (le nombre de palets à placer sur le plateau doit être mis en 
parallèle au temps que les produits passe au laquage chez Acta) et la dépose de 
pastilles (à mettre en parallèle du passage en polissage pour les brillants et du filmage 
pour les satinés). 
La transposition est schématisée sur la Figure 31. La première implémentation à ajouter à 
la plateforme consistait à introduire la notion de réparation. Pour cela, une règle aléatoire a 
été insérée dans le comportement de l’agent ressource pour envoyer à l’agent produit une 
notification d’opération échouée. Lorsqu’un produit reçoit une telle réponse, il recalcule le 
plus court chemin pour refaire l’opération qui vient d’échouer. Ensuite un agent « ordonnan-
cement » a été introduit dans le système, son objectif est de s’assurer que les produits quit-
tent la zone B selon l’ordre du planning qui lui est, soit fourni, soit qu’il calcule, sinon il oblige 
les produits à tourner dans le carrousel. Pour cela, les produits communiquent avec lui et lui 
demandent, s’ils ont le droit de passer en zone D. Une fois ces deux améliorations rajoutées, 
les premiers tests ont pu être réalisés. 
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Figure 31 Transposition d’Acta sur TRACILOGIS 
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(3) Expérimentations : 
Nous avons choisi de créer une production de dix plateaux (nombre maximal de plateaux 
disponibles sur la plateforme). Ils ont été répartis suivant les 3 configurations suivantes : 4 
produits avec une ligne faite sur la machine M1 (configuration  Figure 32), 3 produits avec 
un point fait sur la machine M1 (configuration  Figure 32) et 3 produits fait avec une ligne 
sur la machine M2 (configuration  Figure 32). 
La configuration  est une ligne dessinée sur le côté droit du plateau, opération faite seule-
ment sur la machine M1. 
La configuration  est un point dessiné sur le côté droit du plateau, opération seulement 
disponible sur la machine M1 également. 
La configuration  est une ligne tracée sur le côté gauche du plateau, cette opération est faite 
sur la machine M2. Pour réaliser l’opération sur M2, le produit doit d’abord passer devant M1 
et emprunter le chemin de bouclage pour atteindre M2. C’est pourquoi il y a un temps de 
transfert égal à 10 secondes. 
 
Figure 32 Liste des configurations 
Les produits sont groupés en 3 commandes, ayant le même délai :  
• Commande rouge :  
• Commande verte :   
• Commande bleue :   
Afin de correspondre au processus d’Acta, dès qu’un produit d’une commande sort de la 
zone B, les produits suivants qui n’appartiennent pas à la même commande vont rester en 
attente jusqu’à ce que le reste de la commande en cours passe. Pour valider l’apport de la 
proposition, nous l’avons comparé à deux autres règles de pilotages : 
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• Chaque commande est lancée entière, l’une après l’autre, sans chercher à faire la 
moindre optimisation au niveau des opérations réalisées. Le seul facteur considéré ici 
est de garantir qu’une commande passe entièrement. Nous l’avons nommé « com-
mande par commande » 
• L’ordonnancement est fait en limitant le nombre de changement d’opération (temps de 
réglage). Ce scenario a été nommé “opération par opération” 
• Notre proposition d’optimisateur utilisant l’algorithme génétique (établir un compromis 
entre les temps de réglages et le WIP. Dans le cas présent, le WIP est estimé par le 
nombre de bouclage). Celui-ci est simplement nommé « GA planning » 
Un planning a été élaboré pour chaque règle de pilotage avant lancement : 
• Planning 1 (commande par commande) :  
• Planning 2 (opération par opération) :  
• Planning 3 (GA planning) :  
Le Tableau 16 montre les résultats obtenus par rapport aux quatre aspects étudiés suivants : 
1) Le nombre de boucles qui ont été nécessaires pour suivre la règle de pilotage : tant 
que tous les produits d’une même commande ne sont pas tous sortis de la zone B, 
les autres doivent boucler dans cette zone. Cela revient à mesurer ce que nous con-
sidérons comme le « work in progress »  
2) Le makespan 
3) Le nombre maximal de commandes en cours de réalisation simultanément. La pré-
sence des trois commandes avec chacun une couleur sert à représenter la notion de 
contremarque introduite dans le chapitre précèdent. Ce critère est important car l’un 
des objectifs principaux de notre optimisateur est de minimiser le nombre de contre-
marque en cours de réalisation. En effet, plus il y a de contremarque en cours plus 
grande sera la file d’attente en zone B (équivalent au problème d’espace au sol né-
cessaire dans la phase de tri pour l’entreprise)    
4) Le nombre de changement d’opérations, chaque changement d’opération est à rap-
procher d’un temps de réglage. 
(4) Les résultats 
  La première partie des tests a été réalisée sans introduire de probabilité de réparation. De 
par le fait, aucune source de variabilité n’a été introduite. C’est pourquoi durant cette partie 
des expériences nous n’avons donc réalisé que deux jeux d’expériences (le second servant 
de phase de contrôle). 
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 Commande par 
commande 
Opération par 
opération 
GA planning 
Nombre de boucle 2 8 3 
Makespan 5min 08 s 4 min 44 s 4 min 56 s 
Commandes simultanées max 1 3 2 
Changement d‘opération 6 2 4 
Tableau 16 Résultats d’expérience sans réparation 
Durant cette première phase, il est évident que l’ordonnancement “commande par com-
mande” permet d’atteindre le plus faible nombre de boucle d’attente mais en contrepartie il a 
le nombre de changement d’opération le plus important. Il est aussi le plus long à se finir car 
le changement d’opération est le facteur le plus impactant sur la durée de traitement globale 
bien qu’il assure de ne travailler qu’une seule commande à la fois.  
À l’opposé, la règle “opération par opération » minimise le nombre de changement d’opéra-
tion mais fait exploser le nombre de boucle et le nombre de contremarque produite en même 
temps. L’algo génétique proposé a l’avantage de fournir un compromis idéal entre les deux 
solutions précédentes. 
Dans le Tableau 17, nous présentons les résultats obtenus avec un taux de réparation de 
20% introduit. Pour cette partie, dix jeux d’expériences ont été fait et les résultats moyens 
sont affichés, les valeurs qui suivent les « + » dans le tableau correspondent aux effets des 
boucles de réparations.  
Tableau 17 Résultats d’expérience avec un taux de réparation de 20% 
 
 Commande 
par com-
mande 
Opération par 
opération 
GA planning 
Nombre de boucle 3 12 5 
Makespan 9 min 38 s 9 min 13 s 9 min 21 s 
Commandes simultanées max 2 3 2 
Changement d‘opération 6+5 2+4 4+4 
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En comparaison avec la première partie des expériences, on peut remarquer que les résul-
tats sont très semblables, à ceci près que les temps de production ont presque doublé. L’al-
gorithme génétique semble robuste face aux réparations et propose toujours un bon com-
promis. 
La mesure de la dispersion du « makespan » est montrée sur la Figure 33. À travers cette 
boite à moustache, nous pouvons constater que le pilotage « commande par commande » 
est celui ayant la plus faible dispersion mais avec des résultats globalement plus mauvais 
que les autres. GA a la plus forte dispersion mais aussi les résultats les plus intéressants. 
Cela peut s’expliquer par le nombre d’itération de l’algorithme génétique, qui est limité pour 
maintenir le temps de calcul à une durée acceptable. Augmenter ce nombre devrait permettre 
de limiter le taux de dispersion et augmenter la médiane. En évaluant le temps de calcul 
admissible, on pourrait chercher à se rapprocher du maximum admissible pour améliorer son 
efficacité. De plus, en voyant que la jonction entre les médianes n’est pas linéaire, on peut 
conclure que le choix de la stratégie à un réel impact sur le « makespan ». 
 
Figure 33 Mesure de la dispersion du makespan  
Cette partie résume l’ensemble des travaux que nous avons mené jusqu’à présent sur cet 
ordonnanceur, la partie suivante est consacré aux travaux relatifs au second ordonnanceur 
que nous avons choisi d’étudier, celui du laquage. 
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D. Ordonnanceur dynamique pour le robot de laquage 
1. Description du cas d’étude 
Dans cette partie, nous étudions les résultats obtenus avec l’application de notre optimisateur 
proactif dans le cas du robot de laquage de l’entreprise Acta. Ce robot doit alimenter deux 
flux de production distincts : le flux des pièces brillantes, devant passer au polissage avant 
de rejoindre le second flux, le flux satiné au poste d’expédition. Le but est que les produits 
des deux flux issus d’une même commande arrivent en même temps au poste des expédi-
tions. De plus, le robot de laquage est construit de telle manière qu’il est impossible de con-
trôler la qualité des produits réalisés avant que ceux-ci ne sortent du four de séchage, soit 
après une durée minimale de sept heures (Figure 34). 
 
Figure 34 Workflow du robot de laquage Acta-mobilier 
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Comme dit précédemment Acta-mobilier souffre d’un taux de réparation très élevé, supérieur 
à 30 %, causé par le très haut niveau de qualité requis pas ses clients. Afin de réduire ce 
taux, une solution envisageable est de réduire les problèmes qualité. Cependant il est très 
complexe d’améliorer les processus actuels déjà aux limites techniques connues et le coût 
qu’engendrerait l’achat d’outils à la pointe de la technologie est non-absorbable par l’entre-
prise. Une autre option est de faire appel à des techniques de prédiction d’apparition de non-
qualité en analysant tous les facteurs pouvant influer sur la qualité. Sur un poste de travail, 
tel que ce robot de laquage, où la quantité de produit à travailler à la suite doit être suffisante 
pour être rentable (au minimum 2.5m²), éviter la production de non-qualité est un enjeu cru-
cial. Si un défaut qualité survient sur un produit, en général, c’est l’ensemble du lot qui est 
impacté par ce défaut. Pris seul, cela est déjà un problème important. Pourtant, il y a encore 
plus problématique : ce défaut ne peut être détecté qu’après le temps de séchage de sept 
heures. Certains types de défauts qualité ne demandent qu’une simple retouche faite par 
l’opérateur à la sortie de la machine mais d’autres, correspondant aux cas les plus fréquents, 
demandent un re-laquage complet des pièces (induisant un nouveau passage dans le robot 
et le four de séchage, soit un ajout d’au moins sept nouvelles heures au temps de process 
initiale). D’autant plus que la qualité du process de laquage à ce poste est contrainte par de 
nombreux facteurs dont certains qui sont incontrôlables tels que l’humidité ou la pression 
atmosphérique. Le réseau de neurones décrit dans (Noyel et al., 2016) a été élaboré afin 
d’analyser tous ces facteurs et de prédire la probabilité d’apparition d’un défaut qualité pour, 
par la suite, proposer un réglage diffèrent du robot pouvant réduire ce risque. Notre proposi-
tion utilisera plusieurs instances de ce réseau neuronal pour réaliser une optimisation proac-
tive. Le paragraphe suivant décrit le modèle de simulation que nous avons construit pour 
étudier le problème du robot de laquage et tester la proposition que nous suggérons.  
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2. Modèle de simulation du robot de laquage 
Ce modèle, écrit en Python, représente le robot de laquage et sa file d’attente composée de 
lots dont le nombre est modulable mais fixé à 5 dans un premier temps, les produits présents 
dans cette file d’attente sont ceux qui vont participer à la prise de décision. En effet, si le 
premier lot de la file d’attente présente un risque de non-qualité trop élevé (seuil fixé à 25% 
dans les premières expériences), les 5 lots présents dans la file vont entrer en interaction 
pour élire le meilleur remplaçant. À chaque fois, qu’un lot a fini d’être produit sur le poste de 
travail, un test de qualité est effectué, si le produit est bon, il sort du système et un nouveau 
produit entre dans la file d’attente, s’il est mauvais, il est remis dans la file d’attente. L’ordre 
dans lequel les produits entre dans la file d’attente est déterminé par un ordonnancement 
prédictif considéré comme donnée d’entré du modèle. Sur la Figure 35 , le scénario suivi est 
illustré : les lots de B1 à B5 sont triés suivant l’ordonnancement prédéfini de telle sorte que 
B1 est le lot qui doit être réalisé en premier si aucun risque de non-qualité n’est détecté. Dès 
qu’un lot est prêt à être produit, le robot se paramètre sur le programme qui lui correspond 
et réalise l’opération. Le temps opératoire est égal à la surface à réaliser multipliée par un 
facteur dépendant du programme choisi. Le lot quitte ensuite la machine avec un temps res-
tant avant dépassement de la due-date réduit de sept heures (pour représenter le temps 
d’attente dans le four de séchage). En sortie, une fonction aléatoire est déclenchée pour 
déterminer si le lot est défectueux ou non. Cette fonction est pondérée par le résultat obtenu 
lors de l’évaluation du risque de non-qualité déterminé avant le passage du lot dans la cabine 
de peinture (en effet plus le risque est faible, plus faible est la probabilité que le produit sorte 
non conforme). S’il est déterminé non conforme, il retourne dans la file d’attente imputé d’un 
temps restant plus faible (le temps opératoire plus les sept heures de séchage). 
Sinon, il sort du modèle en incrémentant la quantité à produire dans la file d’attente de l’un 
des deux postes aval (le polissage pour les lots brillant et les expéditions pour les lots sati-
nés). Les cadences de traitement des deux postes ont été intégrées dans le modèle pour 
que les quantités présentes dans les files d’attente soient prises en compte en temps réel. 
Juste avant son passage dans le robot, le premier lot de la file déclenche son réseau de 
neurone afin d’évaluer son risque de non-qualité, s’il est supérieur au seuil sélectionné la 
procédure de sélection du meilleur remplaçant est amorcée. L’algorithme décrit dans le cha-
pitre trois est alors effectué afin de déterminer quel est le lot qui correspond le mieux aux 
critères d’optimisation défini ci-dessous : 
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• Le risque de non-qualité. 
• Le ratio critique. 
• L’équilibrage de la répartition des charges entre les différents postes clients. 
• Les temps de réglages induits par le changement de lots. 
• L’impact sur la nervosité du système (ce qui se représente par le nombre de modifica-
tions apportées à la planification originale), ce dernier critère est présent pour faire en 
sorte de ne pas perturber toute la logistique déjà mise en place au poste de travail 
(approvisionnement en laque). 
 La Figure 36 présente le scénario dans lequel le réseau neuronal de B1 a déterminé un 
risque trop important amenant à un réordonnancement qui a choisi B3 comme nouveau lot à 
passer prioritairement. Les variables du modèle sont les suivantes : 
• Relatifs à la gamme de production de chaque lot : 
o La surface du lot, exprimée en m². 
o Le programme, un nombre désignant le programme sur lequel le robot doit se 
régler pour réaliser le lot. 
o Le temps restant avant le dépassement de la due-date, exprimé en heure. 
o Le nombre de passage, servant à comptabiliser le nombre de fois qu’un lot est 
réalisé par le robot. 
• Relatif aux critères : 
o Chaque critère est pondéré par un facteur variant entre 0 et 1. 
• Relatif au poste de travail : 
o Les quatre programmes connus par la machine ainsi que leur cadence de réali-
sation, exprimée en heure par m². 
o Les deux temps de réglages possibles : 
▪ Le premier s’applique si, au changement de lots, les finitions sont iden-
tiques. 
▪ Le second pour le cas contraire. 
• La probabilité d’apparition est l’éventualité qu’un défaut soit constaté après réalisation. 
Toutes ces variables sont redéfinies dans le Tableau 18. 
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Figure 35 Fonctionnement standard 
Produits 
Surface Réel [2,5 ;40] 
Programme 
Entier 
1 : 1 face brillante 
 2 : 2 faces brillantes 
 3 : 1 face satinée 
 4 : 2 faces satinées 
Due date  [0 ;50] 
Nombre de passage  [1 ;10] 
Critères 
Poids Réel [0 ;1] =>choisi égal à 1 pour les expériences suivantes 
Machine 
Programme 1 
h/m² 
0.28 
Programme 2 0.04 
Programme 3 0.03 
Programme 4 0.02 
Réglage sans changement de finition h 0.03 
Réglage avec changement de finition h 0.05 
Modèle 
Taux d'apparition de défaut Réel [0;100] 
Tableau 18 Liste des variables 
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Figure 36 Si un risque de non-qualité est détecté 
a) Expérimentations par simulation 
Afin de valider l’intérêt de la solution que nous proposons, des simulations ont été réalisées 
sous plusieurs conditions distinctes, avec et sans utilisation de la prise de décision dyna-
mique par AHP. Pour chacun des cas étudiés, des jeux de 10 simulations ont été faits. Les 
valeurs moyennes et les écarts type sont présentés dans les tableaux de résultats suivants. 
Afin de tirer des conclusions sur l’apport de la méthode un indicateur coût global a été me-
suré. Il s’exprime en euro et est défini comme la somme des trois sous-indicateurs suivants : 
• Le retard, qui représente le nombre de lots dépassant leur due-date multiplié par un 
coût de pénalité. Il s’agit là d’un moyen approximatif afin d’exprimer les coûts engen-
drés par la livraison en retard des commandes, coût complexe à représenter car un 
produit en retard à un impact fort sur l’image de marque de l’entreprise avec diminution 
de la confiance que lui porte le client et aussi parfois l’affrètement d’un camion supplé-
mentaire. 
• Le coût de réparation qui est le coût induit par le fait de retravailler un lot sur le robot 
(ce coût a été repris directement de celui calculé dans l’entreprise). 
• Le coût en main d’œuvre qui est calculé en multipliant le makespan par le cout horaire 
de deux opérateurs (nombre de personne minimum nécessaire pour faire fonctionner 
le robot de laquage). 
Dans un premier temps, notre objectif était de comparer notre proposition a une méthode 
classique d’ordonnancement pour justifier son intérêt. Chacune des simulations réalisées 
sont décrites ci-après : 
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• Le premier cas étudié est un jeu de données tiré de la production réelle du robot de 
laquage sans qu’aucune optimisation ne soit appliquée. La production d’une équipe (8 
heures de travail) a été sélectionnée. 
Ce tableau met en évidence le fait que même pris séparément, la méthode proposée 
offre une amélioration de chacun des coûts par rapport à un fonctionnement standard 
suivant une règle FIFO. Le coût de réparation est 61% plus faible qu’avec une règle 
FIFO pour un diminution sur le global de 64 %. 
• Ensuite une simulation où la charge est équitablement répartie entre le brillant et le 
satiné est testée afin de déterminer l’apport lorsque l’on se place dans le cas le plus 
favorable vis à vis du critère d’équilibre. 
Lorsque le jeu de données est déjà ordonnancé de manière à créer un équilibre par-
fait entre les deux flux de produits à alimenter. La méthode AHP offre une améliora-
tion de 73 % par rapport au coût de réparation pour un taux global de 75 %. 
 
• Ensuite les deux tests suivants ont été faits pour déterminer si la solution reste efficace 
si on met en défaut l’un des critères de décision. En ne pouvant choisir qu’entre des 
produits allant vers le même flux de sortie (uniquement brillant ou uniquement satiné), 
on met en défaut le critère d’équilibre des charges tout en optimisant le coût en réglage.  
 
Real case 
Lateness Rework Workforce cost global cost 
mean std mean std mean std mean std 
FIFO 1541.0 1510.2 9718.8 6563.1 107.1 23.5 11366.9 7884.5 
AHP 91.4 193.1 3884.4 3245.1 80.8 9.2 4056.5 3310.6 
 
Equal 
distribution 
Lateness Rework Workforce cost global cost 
mean std mean std mean std mean std 
FIFO 2935.4 2427.5 13494.0 7713.3 118.8 25.6 16548.2 10003.4 
AHP 385.7 441.5 3666.0 2238.1 81.5 8.5 4133.1 2464.3 
Tableau 19 Cas réel 
Tableau 20 Répartition égale 
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Face à cette situation, l’amélioration obtenu par l’AHP est en moyenne de 72 % par 
rapport au FIFO. 
• La simulation suivante teste les résultats lorsque tous les lots ont la même échéance. 
Lorsque tous les lots ont la même due-date, les bénéfices apportés par l’AHP se font 
Presque exclusivement sur le coût de réparation, dans ce cas précis, l’amélioration est 
seulement de 18 %. 
  
• La non prise en compte du risque de non-qualité déterminé par le réseau de neurones 
a aussi été évaluée pour déterminer si même sans l’aspect prédictif l’AHP avait un 
impact positif sur la production.  
Dans cette situation précise l’AHP fournit une solution qui est 32 % plus faible en coût 
de réparation mais 5 fois plus mauvaise en coût de retard. 
 
Only 
brilliant 
Lateness Rework Workforce cost global cost 
mean std mean std mean std mean std 
FIFO 2501.3 2560.2 11544.0 6955.2 115.7 24.5 14160.9 9468.1 
AHP 60.0 140.7 2964.0 1594.3 78.1 8.8 3102.1 1674.1 
Only mat 
Lateness Rework Workforce cost global cost 
mean std mean std mean std mean std 
FIFO 1677.5 2482.0 12394.0 8303.2 102.5 18.5 14173.9 10727.0 
AHP 101.3 176.0 4680.0 2651.5 73.2 6.6 4854.5 2682.3 
 No risk of 
non-
quality 
Lateness Rework Workforce cost global cost 
mean std Mean std mean std mean std 
FIFO 57.3 181.2 5545.8 5101.9 86.4 13.4 5689.5 5252.9 
AHP 284.6 381.5 3775.2 1281.2 82.0 7.9 4141.7 1454.0 
 
Same due 
date 
Lateness Rework Workforce cost global cost 
mean std mean std mean std mean std 
FIFO 68.1 215.4 5959.2 4857.2 84.9 9.8 6112.2 4892.2 
AHP 0.0 0.0 4929.6 4026.5 84.9 9.8 5014.5 4033.3 
Tableau 21 Cas de non distribution (que brillant et que satiné)   
Tableau 22 Tous les produits ont la même échéance 
Tableau 23 Sans prise en compte du risque de non qualité 
108 
 
Pour synthétiser, nous pouvons conclure que la proposition semble apporter un réel intérêt 
par rapport à une règle de pilotage simple comme le FIFO (utilisée à ce jour dans l’entreprise) 
Nous sommes, a minima, convaincu que sa mise en application pourra réduire le taux de 
non-qualité produite par le robot de laquage. Il est à noter, qu’aucun réglage particulier n’ait 
été fait sur l’algorithme, pourtant les pistes d’amélioration sont nombreuses : en effet, nous 
pouvons citer le réglage des poids pour chacun des critères ou encore la variation du nombre 
d’entités à participer à la prise de décision comme pistes d’amélioration. 
b) Améliorations 
Nous sommes conscients que les performances de la méthode proposée sont étroitement 
liées aux paramétrages de celle-ci (ex les poids des critères et en particulier le nombre d’ac-
teurs du processus de décision). Nous avons donc cherché à faire varier ce que nous appel-
lerons la myopie sociale. 
Pour être plus précis, nous avons fait varier le nombre de produits de la file d’attente prenant 
part à la prise de décision afin de comprendre de quelle manière le nombre d’entités partici-
pant à la décision pouvait influer en bien ou en mal sur le résultat. Pour se faire, nous avons 
choisi de relancer les runs de simulation sur le jeu de données correspondant à une vraie 
semaine de production du robot de laquage, en fixant les poids de tous les critères à 1 et ne 
faisant varier que le nombre de produits intervenant dans la prise de décision. Nous avons 
réalisé les simulations pour les valeurs suivantes : 1,3,5,7,10 et 20. 
Nous avons pris comme bornes inférieure et supérieure les valeurs 1 et 20 afin d’obtenir des 
valeurs extrêmes, même si bien évidemment celles-ci sont complètement hors propos. En 
effet, ne laisser qu’un seul produit communiquer revient à ne pas faire intervenir le système 
de prise de décision. Tant que, dans l’entreprise, le robot de laquage ne fonctionnera pas en 
flux tiré avec son poste en amont, cette situation se produira très rarement. De même, il est 
hautement improbable pour ce poste de travail d’avoir une file d’attente supérieure à 10 à 
moins d’un engorgement extrême causé par une panne machine. 
Les Figure 37 et Figure 38 synthétisent les résultats obtenus pour les différents cas cités 
précédemment. Conformément à ce que nous espérions, lorsqu’un seul produit intervient 
dans la décision, les résultats sont les plus médiocres. Ensuite nous pouvons noter qu’à partir 
de 5 les résultats moyens stagnent alors que les temps de calcul s’agrandissent comme le 
montre la Figure 39.  
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Le choix de faire communiquer cinq produits pour la prise de décision en conditions stan-
dards de fonctionnement nous semble donc à la vue des résultats et ayant connaissance de 
l’évolution du flux habituel à l’entrée du robot de laquage être le plus pertinent. Pour mieux 
analyser les résultats de nos expérimentations, nous avons également réalisé une analyse 
de la variance à une dimension (ANOVA) pour mesurer l’effet du changement de modalité 
de « la myopie » sur le nombre de reworks, le retard cumulé et le temps de calcul. Les hypo-
thèses devant être vérifiées pour réaliser ce test sont les suivantes : 
• Un seul facteur de variabilité (ici la myopie) à 6 modalités (1, 3, 5, 7, 10, 20). 
• Tirages aléatoires et indépendant. 
• Observations supposées sans erreur. 
Un test ANOVA consiste à comparer deux modalités différentes du facteur. Il génère la p-
value qui doit être comparée à la valeur du risque que nous souhaitons (nous le prendrons 
égal à 5% ici).  
Les deux hypothèses sont : 
• H0 : les deux modalités considérées du facteur étudié ont le même impact sur la va-
riable 
Et son opposée : 
• H1 : les deux modalités considérées du facteur étudié ont un impact différent  
Le résultat du test s’obtient en comparant la p-value à la valeur du risque  choisi : 
• Si p-value est supérieur au risque  (p > 0,05) alors H0 est acceptée avec un risque 
 
• Si p-value est inférieur au risque  (p < 0,05) alors H0 est rejetée (par extension H1 
acceptée) avec un risque  
Les résultats du test sont présentés dans les Tableau 24 à Tableau 26 : 
Si l’hypothèse H0 est rejetée alors la case est en rouge. Par contre, si l’hypothèse H0 est 
acceptée, la case est en vert.  
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Pour le Tableau 24, correspondant à l’impact de la myopie sur le nombre de reworks, nous 
pouvons remarquer que H0 est rejeté systématiquement quand les modalités 1 et 3 sont en 
jeu. Cela signifie que choisir l’une de ces deux modalités, a un réel impact sur le résultat. 
Quand on compare les modalités 5, 7, 10 et 20 ensembles, H0 est accepté systématiquement 
(à l’exception du cas 5-10 qui donne tout de même une valeur proche du seuil). Par consé-
quent, choisir entre les modalités 5, 7, 10 et 20 n’a pas un impact différent sur le nombre de 
reworks. Ainsi, fixé cette modalité à 5 semble donc le meilleur compromis vis-à-vis du nombre 
de reworks.  
Nombre 
de re-
works 
Myopie 1 3 5 7 10 20 
1 - 0 0 0 0 0 
3  - 0 0 0 0 
5   - 0.1691 0.0457 0.1755 
7    - 0.4085 0.8351 
10     - 0.6017 
Tableau 24 Résultats test ANOVA pour les reworks 
 
Figure 37 Impact de la myopie sur le retard 
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Pour le Tableau 25, correspondant à l’impact de la myopie sur le retard, nous pouvons re-
marquer que H0 est rejeté systématiquement quand les modalités 1 et 3 sont en jeu. Cela 
signifie que choisir l’une de ces deux modalités, a un réel impact sur le résultat. Quand on 
compare les modalités 5, 7, 10 et 20 ensembles, H0 est accepté systématiquement. Par 
conséquent, choisir entre les modalités 5, 7, 10 et 20 n’a pas un impact différent sur le retard. 
Ainsi, fixé cette modalité à 5 semble également être le meilleur compromis par rapport au 
retard. 
 Myopie 1 3 5 7 10 20 
Retard 
cumulé 
1 - 0 0 0 0 0 
3  - 0.0148 0.0079 0.0001 0.0100 
5   - 0.8122 0.1562 0.9441 
7    - 0.2431 0.7420 
10     - 0.0996 
Tableau 25 Résultats test ANOVA pour le retard 
 
Figure 38 Impact de la myopie sur le nombre de reworks 
Pour le Tableau 26, correspondant à l’impact de la myopie sur le temps de calcul, nous 
pouvons remarquer que H0 est rejeté pour toutes les combinaisons à l’exception des deux 
couples 1-3 et 5-7. Ce résultat était prévisible, il est normal que plus le nombre d’acteurs 
intervenant dans le calcul est important, plus celui-ci demande du temps. 
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 Myopie 1 3 5 7 10 20 
Temps 
de calcul 
1 - 0.1296 0 0 0 0 
3  - 0 0 0 0 
5   - 0.4788 0 0 
7    - 0 0 
10     - 0 
Tableau 26 Résultats test ANOVA pour le temps de calcul 
 
Figure 39 Impact de la myopie sur le temps de calcul 
Ensuite, nous avons décidé de réaliser plusieurs tests en modifiant les poids des différents 
critères afin de déterminer quelle combinaison permettrait d’obtenir les meilleurs résultats. 8 
cas de figures ont été comparés : le cas qui a servi à faire toutes les expériences précé-
dentes : à savoir mise de tous les critères à 1, passage un à un de chaque critère à la valeur 
10. Ensuite, nous avons essayé de placer les couples [prédiction de la qualité (NN) et due-
date] à 10, [NN et équilibre des charges] à 10 et enfin le triplet [NN, due-date et équilibre des 
charges] à 10. Les Figure 40 et Figure 41 montrent les résultats obtenus pour chacun des 
cas de figure cités précédemment. Le cas d’étude NN = 10 donne le résultat le plus optimal 
tant d’un point de vue moyenne des valeurs que répartition des valeurs autour de celle-ci et 
cela aussi bien par rapport au temps de retard que par rapport au nombre de réparation. 
Nous sélectionnerons donc cette configuration pour la suite des tests.  
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Figure 40 Comparaison des temps de retard 
 
Figure 41 Comparaison du nombre de réparations 
Ainsi s’achèvent les travaux que nous avons menés jusqu’alors sur cette problématique. La 
partie suivante récapitule l’état d’avancement des travaux à ce jour, ce qu’il nous reste encore 
à traiter, ainsi que les perspectives d’évolution que nous imaginons pour l’entreprise vis-à-
vis de la problématique que nous avions posé. 
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V. Conclusions et perspectives 
Cette thèse, s’inscrivant dans la continuité directe de celle de Mme Noyel, avait pour objectif 
la mise en application d’une architecture de pilotage hybride s’appuyant sur le contrôle par 
le produit. Nous avons choisi de nous inspirer d’un méta-modèle développé au sein du 
CRAN. Cette architecture, reposant sur un modèle bio-inspiré de type VSM, se caractérise 
par une structure pyramidale ou chaque niveau est susceptible de prendre des décisions à 
son échelle. Le plus haut niveau, est le système d’information considéré dans son entièreté. 
À son niveau, il supervise toutes les décisions tactiques (établit, par exemple, le plan direc-
teur de production qui servira de cadre de référence aux autres niveaux). Le plus bas niveau 
« d’intelligence » est distribué entre les lots élémentaires dotés de moyen de communication 
et d’analyse (leur intelligence est attribuée à la réactivité du système car se trouvant au plus 
proche du besoin). En niveaux intermédiaires, nous trouvons : 
• Des optimisateurs réactifs pour superviser les sous-ateliers de la chaîne de produc-
tion. Ceux-ci instancient des regroupements temporaires de lots élémentaires en lots 
de fabrication de manière à atteindre les objectifs de consommation matière, de temps 
de réglages ou de productivité du sous-atelier qu’ils supervisent. 
• Des optimisateurs, plus locaux, au fonctionnement proactif (au sens où ils agissent 
sur l’ordonnancement d’un poste de travail et/ou sur un horizon temporel plus res-
treint) dont le calcul est effectué en « centralisé » mais faisant intervenir directement 
les lots et les informations qu’ils possèdent dans la prise de décision. 
Durant nos travaux de recherche, nous avons concentré nos efforts sur un optimisateur de 
chacune des deux catégories citées ci-dessus, selon les besoins définis par l’étude du flux 
de production de l’entreprise.  
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Ainsi, un optimisateur réactif a été réalisé pour l’atelier nommé « usinage » dans lequel les 
opérations relatives au débit et au façonnage des formes des produits sont effectuées. L’ate-
lier a été déterminé comme prioritaire car il est amené à être ponctuellement le goulot d’étran-
glement de la chaîne de production. Cet optimisateur est construit à l’heure actuelle de ma-
nière à réaliser un regroupement des lots élémentaires en lots plus importants et à les or-
donnancer pour obtenir un compromis acceptable entre minimisation des consommations 
matières, des temps de réglage des machines de débit et la minimisation des encours. De 
plus, le séquencement doit garantir que les regroupements, lors de leur re-division puissent 
permettre de reformer rapidement les commandes clients. Cette contrainte est nécessaire, 
avant passage à la phase d’application de la finition. Il met en œuvre un algorithme génétique 
solutionnant un problème de séquencement et d’ordonnancement multicritères. Pour valider 
notre choix d’une méta-heuristique comme méthode de résolution du problème, nous avons 
également tenté de le résoudre par une méthode de mathématique analytique et les résultats 
obtenus ont permis de confirmer que notre décision était raisonnable. Ce programme d’opti-
misation a été testé sur plateforme de test, dans un cas d’étude approchant le cas réel et a 
fourni des résultats encourageants. Une implémentation a été faite dans l’entreprise et est 
utilisé, chaque semaine, pour la planification d’un des clients majoritaires. Son utilisation n’a 
pas été généralisée car son mode de fonctionnement actuel, visant à respecter la contrainte 
de reconstruction des commandes avant application n’est pas un service qualité requis par 
l’ensemble des clients. Un switch de fonctionnement devrait être ajouté pour ne pas tenir 
compte de cette contrainte lorsqu’elle n’est pas requise. Cependant, un travail de fond sur le 
terrain (méthodes de fonctionner et de penser) est également nécessaire pour atteindre cet 
objectif. Ce travail a été initié durant la thèse et continue encore aujourd’hui. En outre, l’opti-
misateur n’a pas comme propriété, pour le moment, d’effectuer à la volée des réordonnan-
cements, mais il s’agit là d’une piste de perfectionnement qu’il nous resterait à étudier. 
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Un optimisateur de la seconde catégorie a été étudié pour gérer le cas du robot de laquage, 
celui-ci pouvant également se retrouver poste goulot dans certaines situations. Il doit fournir 
deux postes clients traitant chacun leurs propres familles de produits mais devant être expé-
diées sous les mêmes délais. Dans les critères faisant partie du réordonnancement, nous 
prenons également en compte certaines caractéristiques de cette machine. En effet, chaque 
changement de couleur implique une consommation importante de réalimentation. Il y a éga-
lement la longue durée d’attente avant de pouvoir visualiser les produits après application, 
et ainsi, savoir si un défaut qualité est apparu. Le cas échéant, les produits sont susceptibles 
de devoir refaire un cycle complet de laquage. Les facteurs pouvant influer sur l’apparition 
d’un défaut sont nombreux et de tous types. Ces considérations ont conduit les travaux de 
Noyel sur les réseaux de neurones pour élaborer un modèle d’apprentissage permettant de 
prédire le risque d’apparition de non-qualité. L’optimisateur utilise ce modèle afin d’évaluer 
les risques de non-qualité du prochain lot à produire et si celui-ci est jugé trop élevé, un 
processus de réordonnancement est déclenché choisissant parmi les lots présents en file 
d’attente, le plus adapté en considérant : le risque de non-qualité, l’impact sur l’équilibre entre 
les postes clients et l’impact sur la machine du changement de lot). Cet optimisateur de poste 
de travail recueille des informations de la machine, des produits en file d’attente et des files 
d’attentes des postes en aval afin d’empêcher l’apparition d’un problème.  Il a été implémenté 
sur un modèle de simulation et a aussi été transposé sur la même plateforme de test que 
l’optimisateur précédent. Les résultats obtenus nous amènent à penser que son implémen-
tation dans l’entreprise, pourra améliorer le rendement de ce poste et fluidifier le flux de pro-
duction. Le temps nous a manqué pour la mise en application de cet optimisateur dans l’en-
treprise, il s’agit donc là, également, d’une des tâches que nous chercherons à achever par 
la suite.  
Le manque de temps pour aller plus loin, nous a conduit à n’envisager qu’une première so-
lution relativement sommaire pour la synchronisation des différents optimisateurs. En effet, 
le plan de production généré par le système d’information donne une plage de passage ac-
ceptable pour les lots dans chaque atelier et les optimisateurs se doivent de la respecter. 
Ensuite, nous avons considéré qu’un fonctionnement en flux poussé permettrait d’assurer 
une concordance entre les optimisateurs. D’autres techniques bien plus abouties, que nous 
n’avons pas eu le temps d’étudier, peuvent répondre à cette problématique.  Cela peut même 
éventuellement faire le sujet d’une autre thèse.  
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Malgré les résultats que nous avons déjà obtenus, la route est encore longue avant de pou-
voir affirmer haut et fort que l’entreprise a passé la transition qui l’amènera dans l’ère de 
l’industrie 4.0 et de nombreux efforts (adaptation des interfaces homme-machine et des tech-
nologies, voir Annexe I pour plus de détails) sont encore à fournir avant de pouvoir mettre en 
place l’architecture que nous proposons. Pourtant l’espoir perdure car même si le chemin 
semble long, chaque jour qui passe est un pas de plus vers la réalisation de nos objectifs. 
« Quand on a choisi un chemin, aussi compliqué soit-il, on le poursuit jusqu’au bout. Sinon 
on ne saura jamais ce qu’il nous promet. » Yasmina Khadra, Les anges meurent de nos 
blessures.  
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ANNEXES 
I. ANNEXE 1 : Les développement informatique dans 
l’entreprise 
Cette annexe présente les éléments du système d’information sur lesquels nous avons tra-
vaillé et avec lesquels le système de pilotage devra communiquer. 
A. Les ordres de fabrication (OF) 
Une des premières missions qui nous a été confiée fut la refonte des ordres de fabrication 
qui d’une part représentaient un pourcentage important de la consommation de papier de 
l’entreprise et surtout car ceux-ci n’intégraient aucun moyen d’identification relatif aux lots 
élémentaires mis en place par Noyel. Ils servent donc de méthode d’identification des lots et 
récapitulent la gamme de fabrication des produits constituant le lot en question, de la liste 
complète des produits faisant partie du lot, avec leurs dimensions et de la composition des 
laques ou divers vernis à préparer pour leur application. 
2 modèles de ces nouveaux documents ont été produits :  
• Un premier regroupant ensemble tous les lots du couple {client, semaine de livrai-
son} possédant la même gamme de fabrication pour la partie usinage-préparation 
(partie gauche de la Figure 12). En effet, pour rappel, dans cette partie de la chaîne 
de production, les produits à réaliser peuvent être regroupés indépendamment de 
leur couleur. 
• Un second modèle (Figure 42) relatif à un unique lot élémentaire, est utilisé à partir 
du poste de travail « Tri » en remplacement du premier modèle. Ce modèle est plus 
adapté à la manière de fonctionner dans la seconde moitié de l’atelier. Nous n’avons 
pas souhaité établir de document regroupant les lots de même couleur pour le mo-
ment, car les gammes de fabrications sont beaucoup disparates lorsque l’on entre 
dans la seconde partie de la chaine de fabrication et les cas particuliers se multi-
plient. Nous sommes d’avis que le système de pilotage se chargera de réaliser les 
groupements de lots appropriés si nécessaire.  
132 
 
Initialement, ces documents étaient édités par le service commercial, lorsqu’ils considéraient 
que les clients n’effectueraient plus de modification ou lorsque la date limite définie pour 
démarrer la production du client a été atteinte. Malgré ces précautions, la probabilité qu’un 
client demande une modification après lancement restait non négligeable. Dans un souci de 
satisfaction des clients, l’entreprise ne rejette pas les demandes de changement de dernière 
minute. Par conséquent, certains documents devaient complètement être réimprimés. Pour 
limiter cette éventualité, nous sommes en train de déplacer cette impression au plus proche 
du besoin, à savoir juste avant de réaliser l’usinage. Il en va de même pour le second modèle, 
nous voulons retarder son impression au moment où le collaborateur de l’étape de Tri va 
effectuer l’opération de dégroupement, contrôle pièce à pièce et regroupement. Cela repré-
sentait un premier pas vers une gestion plus informatisée de la production. À terme, notre 
Figure 42 Exemple d’ordre de fabrication 
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objectif serait de remplacer ces documents par des composants d’identification dynamique 
avec mémoire (type puce RFID), pour étendre le champ des possibilités du contrôle par le 
produit.   
B. LE M.E.S. et l’affichage dynamique des bonnes pratiques 
de travail en temps réel 
 
Figure 43 Menu principal du M.E.S. 
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Le M.E.S. de l’entreprise Acta-Mobilier, mis au point par Noyel durant sa thèse a fait l’objet 
de plusieurs ajouts auxquels nous avons participé. En effet, dans un premier temps, sa dé-
mocratisation n’a pas été simple. Afin de favoriser son acceptation, nous avons délibérément 
choisi de limiter les fonctions du M.E.S. En effet, pour répondre aux problématiques les plus 
urgentes de l’entreprise, nous avons concentré nos efforts sur la traçabilité. Pour cela, une 
deuxième version de l’application a été élaborée. Dans celle-ci, les questions relatives à la 
productivité (calcul de TRS, …) ne sont plus abordées. Un soin tout particulier a été apporté 
sur la mise en place d’un échange, une contrepartie à l’obligation de réaliser l’opération de 
pointage par les opérateurs. En effet, nous avons créé un système de transmission d’infor-
mations pour aider à la réalisation des tâches, que nous avons nommé « standards dyna-
miques ». Cela pour faire référence à ce que nous appelons « standard de travail » dans 
l’entreprise correspond à la meilleure manière déterminée à ce jour pour réaliser une opéra-
tion à un poste donné, ceux-ci pouvant être présents sous forme de messages textuels, 
d’images, de vidéos ou de n’importe quel autre type de documents numériques. Et « dyna-
mique », pour souligner le fait que ces standards s’affichent uniquement lorsqu’ils sont né-
cessaires et qu’ils correspondent exactement à l’opération qui doit être effectuée sur le (ou 
les) lot(s) qui ont été pointés. Pour cela, nous sommes partis de l’ensemble des caractéris-
tiques intrinsèques du lot en question (couleur, famille d’article, surface, nombre de pièces, 
délai de livraison, criticité de la commande, …). Nous avons ensuite déterminé pour chaque 
standard de travail, les conditions dans lesquelles ceux-ci devaient s’appliquer et ajouter une 
hiérarchie qui permet à des standards plus spécifiques de prendre le pas sur des standards 
plus globaux. Nous avons sauvegardé ces informations dans une base de données que l’ap-
plication vient consulter lors du pointage, si les caractéristiques correspondent alors le stan-
dard de plus haute position dans la hiérarchie s’affiche.  
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Figure 44 Fenêtre de pointage et d’affichage de standard 
Ensuite nous avons concentré nos efforts sur l’identification des pièces sortant de leur lot 
pour cause de non-qualité. De nombreuses séances de sensibilisation à la problématique 
ont dû être réalisées afin de faire comprendre aux collaborateurs les enjeux sous-jacents à 
la déclaration des produits non-conformes.  
À l’heure d’aujourd’hui, environ 80% des postes de travail de la chaine de production sont 
équipés d’un ordinateur avec une instance du M.E.S. en fonctionnement.  La traçabilité n’est 
malheureusement pas encore fiable à 100% car il subsiste des « réfractaires » que nous 
n’avons pas encore réussi à convaincre de l’intérêt de son utilisation ou qui considèrent la 
tâche trop contraignante. Nous tendons tout de même doucement vers notre objectif.   
Le M.E.S. est pour nous la clé de voute, autour de laquelle, l’architecture que nous souhai-
tons mettre en place va se construire. En effet, en plus de porter le « jumeau numérique » 
de chaque poste de travail, il fera l’interface entre l’humain et le système pour l’aide à la prise 
de décision. 
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C. Le logiciel d’intégration automatique des commandes 
(I.A.C.) 
De manière à limiter au maximum l’intervention de l’humain pour des tâches à non-valeur 
ajoutée et également pour réduire la probabilité d’erreur de saisie, nous avons réalisé un outil 
pour décrypter et traduire les fichiers de commandes envoyés par les clients en fichier inté-
grable directement par l’E.R.P. de l’entreprise. La spécificité de cette application est son 
fonctionnement par pattern à identifier dans les fichiers d’entrée pour générer les codes ar-
ticles correspondants. Le logiciel demande, lorsqu’il ne possède pas de correspondance, à 
l’expert (le commercial en charge du client à traiter) quelle règle il doit ajouter pour traiter la 
ligne de commande sur laquelle il s’est arrêté. Une fois sa bibliothèque de règles créée, celle-
ci représente la base de connaissance client pouvant être transmise à tout nouveau membre 
de l’équipe commerciale. Actuellement, il reste un certain nombre de clients qui ne nous 
envoient pas de fichiers de commande ou des scans de documents papiers et nous n’avons 
pas à notre disposition les solutions techniques pour les traiter. Lorsque ce problème sera 
réglé, nous serons alors en mesure d’automatiser entièrement la phase allant de la réception 
de la commande jusqu’au début de fabrication des produits. 
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II. ANNEXE 2 : Méthodes d’optimisation d’ordonnan-
cement 
L’objectif, ici, n’est pas d’essayer d’établir une liste exhaustive de l’ensemble des techniques 
d’ordonnancement existantes et de leurs avantages/inconvénients mais d’en proposer 
quelques-unes, de définir celles que nous avons choisi d’utiliser et les raisons qui nous ont 
poussés à faire ces choix. En outre, comme nous n’avons pas pour but de proposer des 
solutions optimales aux problèmes d’ordonnancement que nous avions à traiter, mais plutôt 
de valider que l’architecture que nous voulions implémenter était crédible. Nous sommes 
conscients que d’autres méthodes pourraient mieux convenir pour solutionner nos problé-
matiques. Le paragraphe qui suit, sert donc à proposer une taxonomie des classes de pro-
blèmes dans lesquelles ranger nos cas d’étude. Nous nous concentrerons ensuite, sur les 
méthodes de résolution que nous avons sélectionnées. 
De nombreux travaux ont été menés sur le thème de l’ordonnancement avec temps de ré-
glage (Allahverdi et al., 2008). En accord avec la classification des problèmes d’ordonnan-
cement avec temps de réglage proposé par (Allahverdi et al., 1999) repris sur la Figure 45. 
Les problèmes que nous étudions se situent dans la catégorie des problèmes d’ordonnan-
cement de lots, indépendants de la séquence pour le premier puis dépendant de la séquence 
pour le second. Ces types de problème sont connus comme étant NP-difficile. 
 
Figure 45 Classification problèmes d’ordonnancement avec temps de réglage 
L’ordonnancement de groupe s’effectue en deux phases : séquencement des tâches au sein 
d’un même groupe et séquencement des groupes les uns par rapport aux autres. La première 
partie est réalisée généralement par de simples règles de pilotage, telle que FCFS (premier 
arrivé premier servi) ou SPT (temps de fabrication minimal). Pour le séquencement des 
groupes, on privilégie des heuristiques telles que celles présentées dans (Mahmoodi et al., 
1990). 
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Plusieurs méthodes de résolution ont été utilisées pour répondre à ce type de problèmes 
telles que les algorithmes « branch and bound » (Azizoglu and Webster, 2003), « Tabu 
search » et aussi  les algorithmes génétiques (Yi et al., 2004), (Armentano and Mazzini, 
2000),(Balasubramanian et al., 2004). Les paragraphes suivants décrivent quelques-unes de 
ces techniques de résolution. Nous avons, délibérément, cité presqu’exclusivement des 
méta-heuristiques, car les problèmes que nous avons à traiter possèdent beaucoup trop de 
variables et de contraintes pour être solvables par des méthodes exactes « standards » dans 
des délais acceptables (nous en ferons la preuve dans la partie applicative du document).  
Ces méthodes bien que possédant toutes des caractéristiques qui leur sont propres, repo-
sent sur un équilibre entre deux phases :  
• L’exploration qui vise à isoler un sous-espace de solutions. 
• L’exploitation qui étudie l’ensemble des éléments présents dans le sous-espace déli-
mité par l’exploration.  
Un état de l’art des différents algorithmes évolutionnaires, dont font partie ceux que nous 
allons évoquer, est proposé par (Gong et al., 2015). Les deux premiers présentés sont des 
techniques plutôt orientées centralisées alors que les suivantes peuvent tout aussi bien avoir 
une implémentation centralisée que distribuée. 
A. Branch and Bound (BnB) 
L’algorithme « Branch and Bound », ou « séparation et évaluation » en français, est un pa-
radigme algorithmique pour les problèmes d’optimisation combinatoire ou discrète utilisé fré-
quemment pour résoudre les problèmes NP-difficiles. L’ensemble des solutions du problème 
est représenté sous la forme d’un arbre divisible en sous-ensembles de solutions similaire 
appelés branches. Chaque branche est évaluée, par rapport à une fonction coût et une so-
lution temporaire, si celle-ci ne possède pas une meilleure solution, on effectue un élagage 
et le sous-ensemble n’est pas exploré. Sinon le sous-ensemble est redivisé en sous-en-
semble et la procédure précédente est réitérée. 
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Cet algorithme a été utilisé pour la première fois dans un problème de recherche opération-
nelle pour le fameux problème du voyageur de commerce par (Little et al., 1963). Le bon 
fonctionnement de cette méthode repose sur l’efficacité de deux facteurs principaux : la mé-
thode de sélection, visant à explorer les solutions en faisant intervenir des heuristiques ou 
des méta-heuristiques et la définition d’une « bonne » fonction d’optimisation. (Billaut, 2004) 
s’est notamment inspiré de la méthode du « branch and Bound » pour résoudre un problème 
dynamique d’ordonnancement de projets sous contraintes de ressources. 
B. Tabu search (TS) 
La recherche Tabou est une métaheuristique, dérivant des procédés de recherche locale, 
conceptualisée (1986) puis formalisée (1989) par F.Glover (Glover, 1989), elle est utilisée en 
optimisation mathématique et donc en recherche opérationnelle. Le principe consiste à visiter 
les voisins proches d’une solution lorsque celle-ci a été sélectionnée, pour éviter de tomber 
dans un optimum local, une solution déjà explorée devient tabou (ou interdite). Les solutions 
précédentes sont, pour cela, conservées en mémoire. On peut citer les travaux de (Lin et al., 
2016) sur les problèmes d’ordonnancement multicritère de machines parallèles et en parti-
culier la sous classe des machines parallèles non liées pour laquelle il a combiné une re-
cherche tabou à un  algorithme IPG (Iterated Pareto Greedy). Il est à noter que dans la plupart 
des travaux actuels concernant l’utilisation de la recherche tabou pour de l’ordonnancement 
dynamique d’atelier, cette technique est jumelée à une autre méta-heuristique telle que les 
algorithmes génétiques (Li and Gao, 2016). 
Avantages : capable d’apprendre du passé, évite les boucles infinies et accepte l’exploration 
de moins bonnes solutions pour sortir d’extrema locaux. 
C. Algorithme génétique (GA) 
Le concept d’algorithme génétique a été introduit en 1975 par Holland. Ces algorithmes sin-
gent le processus d’évolution biologique, ils sont fondés sur des populations de solutions. À 
l’initialisation, une première population est générée par l’intermédiaire d’un mécanisme choisi 
par l’utilisateur (méthode de tirage aléatoire, présélection par une méthode d’optimisation, 
…).Par la suite, l’algorithme crée de nouvelles populations qui ont pour objectif d’être meil-
leures que les précédentes et cela par l’application d’opération génétiques nommées sélec-
tion, croisement et mutation via la combinaison des chromosomes (un chromosome étant 
une solution de la population en cours d’étude). 
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Des chromosomes tirés au sort aléatoirement par paires sont soumis au processus de croi-
sement suivant une probabilité PC et chaque descendant ainsi créé est lui-même soumis à 
une possible mutation avec une probabilité PM généralement faible. L’adaptabilité de celui-ci 
à la résolution du problème est alors évaluée avec la fonction d’adaptation (fitness). Les 
chromosomes de la population en cours d’étude les moins adaptés à atteindre la solution 
sont alors remplacés par les descendants nouvellement générés. L’algorithme s’arrête lors-
que la condition d’arrêt est atteinte, celle-ci pouvant être liée au nombre d’itérations, au temps 
de calcul ou encore à l’atteinte d’un nombre de génération successive sans amélioration. 
L’intérêt premier des algorithmes génétiques réside dans le fait qu’ils fournissent presque 
toujours de bon résultats dans les délais acceptables même s’il ne garantissent pas la récu-
pération de la solution optimale (Madureira et al., 2003). Le premier à avoir utilisé les algo-
rithmes génétiques pour solutionner de problèmes d’ordonnancement était (Davis,1991), de-
puis la technique s’est énormément répandu pour l’ordonnancement industriel, la plupart du 
temps dans le cadre de problèmes statique mais est aussi efficace pour les problèmes 
d’ordre dynamique. 
Avantages : les algorithmes génétiques convergent rapidement, la propriété de mutation per-
met de ne pas tomber dans des extrema locaux 
Inconvénients : les réglages des probabilités de croisement et de mutation peuvent être com-
plexes pour obtenir de bons résultats. 
D. Colonies de fourmis (ACO) 
Les algorithmes ACO, proposés par Marco Dorigo en 1991 dans  (Colorni et al., 1991), sont 
comme leur nom l’indique inspirés du comportement social des fourmis, ayant la capacité de 
trouver le plus court chemin séparant la nourriture qu’elles veulent récupérer et leur fourmi-
lière. Le fonctionnement, illustré Figure 46, est le suivant :  
1) Une première fourmi identifie un point de ravitaillement noté (F), en empruntant un 
chemin quelconque noté (a) et retourne vers sa fourmilière (N) en laissant derrière 
elle une piste de phéromone notée (b) 
2) Les fourmis suivantes vont emprunter de manière indifférente les quatre chemins 
éventuels créés par les phéromones de la première fourmi, mais naturellement un 
renforcement de la piste rendra le chemin le plus court plus attractif 
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3) Au fur et à mesure que le temps passe, les fourmis emprunteront le plus court che-
min de plus en plus souvent jusqu’à ce que les autres chemins finissent par totale-
ment perdre leurs pistes de phéromones. 
 
 
Figure 46 Principe des colonies de fourmis (Dorigo and Di Caro, 1999) 
Par conséquent, les algorithmes qui en découlent suivent un principe très similaire : 
Initialiser les pistes de phéromones ; 
Tant que (non (critère d’arrêt)) { 
Construire solutions basées ou non sur une heuristique ; 
Mettre à jour les pistes de phéromones ; 
} 
Retourner meilleure piste ; 
Les ACO sont très souvent utilisés dans les problèmes d’ordonnancement tels que les 
jobshop (Blum, 2005) ou les ordonnancement de groupes de produits (Blum, 2002). Ce type 
d’algorithme basé sur un comportement social vont souvent de pair avec les architectures 
multi-agents (Xiang and Lee, 2008). 
E. Particle swarm optimization (PSO) 
L’optimisation par essaim particulaire est, également, une méta-heuristique. Élaborée par 
Russell Eberhart et James Kennedy (Kennedy and Eberhart, 1995), elle s’inspire de modèle 
du vivant et socio-psychologie. Tout comme les colonies de fourmis, cette optimisation re-
pose sur la collaboration au sein d’une collectivité. Les particules sont placées dans l’espace 
de recherche et à chaque itération, elles vont se mouvoir en suivant les équations du mou-
vement suivantes :  
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• 𝑉𝑘+1 =  𝜔𝑉𝑘 + 𝑎1(𝑃𝑚 − 𝑋𝑘) + 𝑏2(𝑃𝑣 − 𝑋𝑘) (1) 
• 𝑋𝑘+1 = 𝑋𝑘 + 𝑉𝑘+1 (2) 
Où :  
• 𝑉𝑘 𝑒𝑠𝑡 𝑙𝑎 𝑣𝑖𝑡𝑒𝑠𝑠𝑒 à 𝑙
′𝑖𝑛𝑠𝑡𝑎𝑛𝑡 𝑘 
• 𝑃𝑚 𝑒𝑠𝑡 𝑙𝑎 𝑚𝑒𝑖𝑙𝑙𝑒𝑢𝑟𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑡𝑟𝑜𝑢𝑣é𝑒 𝑗𝑢𝑠𝑞𝑢
′𝑎𝑙𝑜𝑟𝑠 
• 𝑃𝑣 𝑒𝑠𝑡 𝑙𝑎 𝑚𝑒𝑖𝑙𝑙𝑒𝑢𝑟𝑒 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑑𝑢 𝑣𝑜𝑖𝑠𝑖𝑛𝑎𝑔𝑒 𝑗𝑢𝑠𝑞𝑢′𝑎𝑙𝑜𝑟𝑠 
• 𝜔 𝑒𝑠𝑡 𝑙′𝑖𝑛𝑒𝑟𝑡𝑖𝑒 
• 𝑎1 𝑒𝑡 𝑎2 𝑠𝑜𝑛𝑡 𝑑𝑒𝑠 𝑝𝑎𝑟𝑎𝑚è𝑡𝑟𝑒𝑠 𝑐ℎ𝑜𝑖𝑠𝑖𝑠 𝑎𝑙é𝑎𝑡𝑜𝑖𝑟𝑒𝑚𝑒𝑛𝑡 𝑒𝑛𝑡𝑟𝑒 0 𝑒𝑡 𝑑𝑒𝑠 𝑙𝑖𝑚𝑖𝑡𝑒𝑠 𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒𝑠  
La méthode des essaims particulaires est utilisé pour résoudre des problèmes d’ordonnan-
cement de type job shop (Sha and Hsu, 2006) et comme cité précédent elle fait aussi l’objet 
de combinaisons, comme dans (Zhang et al., 2009) où une hybridation entre PSO et une 
recherche tabou est utilisée pour résoudre des problèmes d’ordonnancement multicritères 
de job shop flexible. 
Conclusion : 
Les algorithmes basés trajectoire (BnB et TS) font partis des plus efficaces sur la phase 
exploitation car la probabilité de passer à côté d’une solution optimale est minime par rapport 
à une stratégie basée population comme les autres algorithmes présentés. En contrepartie, 
les basés population sont plus efficaces pour la partie exploration. 
Le Tableau 27 fait une première classification d’une partie des métaheuristiques que nous 
avons cité précédemment. Il évalue la présence ou non d’un certain nombre de caractéris-
tiques ayant un impact sur le choix d’une solution plutôt qu’une autre. Les caractéristiques 
concernées sont les suivantes : 
• Suivi d’une trajectoire : les métaheuristiques ayant cette capacité permettent le re-
tour à des solutions moins optimales mais permettant de sortir d’extrema locaux. 
• L’intervention d’une population offre plus de liberté pour l’exploration de l’espace de 
recherche. Même si, la qualité des résultats finaux est extrêmement dépendante de 
la manière dont la population est manipulée. 
• La conservation en mémoire des résultats antérieurs permet à certains algorithmes 
de diriger différemment la recherche des prochaines solutions. 
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• Les méthodes à visite de voisinage multiple ont l’avantage de diversifier leurs es-
paces de solutions. 
• La possibilité que la fonction « objectif » puisse évoluer durant le processus de cal-
cul peut rendre plus réactif l’algorithme. 
• Le dernier critère de classification sert à rappeler la source d’inspiration de la méta-
heuristique. 
Caractéristique Recherche tabou Algorithme géné-
tique 
Colonie de fourmis 
Trajectoire Oui Non Non 
Population Non Oui Oui 
Mémoire Oui En partie Oui 
Voisinage multiple Non En partie Non 
Fonction objectif dy-
namique 
En partie Non Non 
Bio-inspiré Non Oui Oui 
Tableau 27 Classification des métaheuristiques (Birattari et al., 2001) 
Nous avons pris la décision de mettre en œuvre un algorithme génétique que nous utiliserons 
pour le premier ordonnanceur, nous décrirons son utilisation dans le chapitre suivant. Cette 
décision s’est basée sur plusieurs critères : 
• Notre critère prédominant est la rapidité de convergence. Les algorithmes géné-
tiques, en particulier lorsqu’ils utilisent une loi de sélection élitiste sont connus pour 
converger rapidement en donnant des solutions non-optimales, mais tout de même 
très acceptables. 
• Ensuite, cette catégorie d’algorithme est très répandue et éprouvée, de plus son im-
plémentation est relativement aisée. 
• Un bémol, toutefois, comme dit dans le paragraphe les concernant, il est vrai qu’un 
certain nombre d’essais a dû être réalisé afin d’ajuster les paramètres pour obtenir 
un résultat satisfaisant. 
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Dans ses travaux (Kannan et al., 2005) a réalisé une étude comparative des métaheuris-
tiques sur le cas d’une étude de planification d’expansion de production d’énergie sur une 
durée de 6 ans.  Les techniques sont comparées en étudiant leur taux de réussite (SR), leur 
nombre moyen de générations créées (ANG), le taux d’erreur, les meilleures et pires solu-
tions générées ainsi que le temps d’exécution (ET). Le tableau suivant, est un extrait de celui 
réalisé par (Kannan et al., 2005). 
Tech Meilleure 
(10 M$) 
Pire  
(10 M$) 
ANG Erreur 
(%) 
SR 
(%) 
ET  
(Min.) 
GA 1,2009 1,2024 266 0-0,12 72 41,2 
ACO 1,2009 1,2096 165 0-0,74 18 90 
PSO 1,2009 1,2014 112 0-0,04 68 50 
TS 1,2009 1,2024 421 0-0,12 40 26,7 
Tableau 28 Comparatif de métaheuristiques  (Kannan et al., 2005) 
De ce tableau, nous pouvons conclure que, a minima, dans le cas d’étude proposé, l’algo-
rithme génétique semble être un bon compromis entre taux de réussite, taux d’erreur et 
temps d’exécution. Ces résultats nous confortent également par rapport au choix d’algo-
rithme que nous avons fait. 
Lorsque l’on fait de l’ordonnancement multicritères, nous serons fatalement confrontés à un 
choix de méthode d’évaluation. Le paragraphe suivant est dédié à la présentation de cer-
taines de ces techniques. Nous nous en servirons dans deux situations :  
• Pour établir la répartition des poids à attribuer à chaque sous fonction objectif de 
notre algorithme génétique. 
• De manière à sélectionner une solution plutôt qu’une autre.  
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III. ANNEXE 3 : Méthodes d’évaluation de fonction 
multi-objectifs 
Dans son étude des techniques évolutionnistes d’optimisation multi objectifs Coello (Coello, 
1999) décrit un certain nombre de techniques pour l’évaluation des fonctions multi-objectifs 
résolues par algorithme génétique, nous en avons extrait quelques-unes dans  ce résumé et 
ajouté un paragraphe sur la procédure AHP que nous utiliserons également dans nos tra-
vaux.  
A. Somme pondérée des critères d’optimisation 
Historiquement parlant, cette technique est la première à avoir été utilisée pour l’optimisation 
multicritères. Il s’agit d’une méthode d’agrégation des fonctions d’optimisation qui consiste 
simplement à sommer toutes les fonctions en leur attribuant des coefficients pondérateurs à 
chacune. Ainsi, l’optimisation multi objectif devient une simple optimisation scalaire du type : 
min ∑ 𝑤𝑖𝑓𝑖(?̅?)
𝑘
𝑖=1 , où les 𝑤𝑖 ≥ 0 sont les coefficients de pondération donnant l’importance re-
lative de chaque objectif. En général, les coefficients vérifient la propriété suivante : 
∑ 𝑤𝑖 = 1
𝑘
𝑖=1 . 
Ses principaux avantages résident dans son efficience, d’un point de vue calculatoire, et sa 
capacité à produire des solutions fortement non-dominées utilisables comme solutions ini-
tiales pour d’autres techniques. Elle a également l’avantage d’être simple à mettre en place 
et ramène le problème à une résolution scalaire. 
En contrepartie, il est complexe de trouver les poids appropriés même avec une bonne con-
naissance du problème. Par conséquent, il faut généralement multiplier les essais et étudier 
l’évolution des solutions en fonction des valeurs attribuées aux coefficients. 
B. « Vector Evaluated Genetic Algorithm » (VEGA)  
Développé par David Schaffer comme une extention multi-objectifs du « Simple Genetic Al-
gorithm ». À chaque nouvelle génération, un certain nombre de sous-population sont géné-
rées grâce à des sélections proportionnelles pour chaque fonction. Ainsi, pour un problème 
à k objectifs avec une population de N individus, k sous-populations de taille N/k seront gé-
nérées. Ces sous-populations seront mélangées pour réobtenir une population de taille N sur 
laquelle l’algorithme génétique appliquera les processus de croisement et mutation. 
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Avantages : simple à implémenter 
Inconvénients : La fonction objectif reste une combinaison linéaire des poids attribués à 
chaque objectif et de ce fait dans un espace concave certaines solutions ne seront jamais 
explorées. De plus, une caractéristique pouvant être désavantageuse suivant le but que l’on 
cherche à obtenir est le phénomène de spéciation : la technique sélectionne des individus 
performant par rapport à un critère particulier pour chaque sous-population, cela à pour con-
séquence de supprimer des solutions qui pourraient être des bons compromis entre tous les 
objectifs, car non-optimal vis-à-vis de chaque objectif.  
C. Approches basées Pareto  
L’idée est de déterminer un échantillon de la population qui est « Pareto non-dominé » par le 
reste de la population. Il se voit alors attribué le rang le plus élevé et est retiré de la popula-
tion. Le processus est réitéré jusqu’à ce que la population soit convenablement échelonnée.  
Avantages : il s’agit là, de la meilleure manière de générer un front de Pareto complet en une 
seule instanciation d’un algorithme génétique. De plus, elle est moins sensible à la courbure 
ou à la continuité du front de Pareto.  
Inconvénients : le « classement Pareto » a le désavantage de ne pas avoir d’algorithme effi-
cace pour déterminer la non-dominance d’un jeu de solution, et les performances des algo-
rithmes se dégradent rapidement avec l’augmentation de la taille de la population ou du 
nombre d’objectifs. 
D. Procédure d’analyse hiérarchique (AHP) 
La technique nommée AHP, mise au point par Thomas L. Saaty dans les années 70, fondée 
sur un mélange de mathématiques et de psychologie, est le plus souvent utilisée pour de la 
prise de décision collective (Saaty, 1990) (Zahedi, 1986). Selon (Johnson, 1980), résoudre 
un problème décisionnaire avec la méthode AHP requiert quatre étapes :  
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Figure 47 Découpage en critère pour utilisation AHP 
1) « Diviser la décision en une hiérarchie de critères interconnectés » : créer une hiérar-
chie des critères de décision pouvant se répartir sur plusieurs niveaux. 
2) Rassembler les données d’entrées en comparant deux à deux les critères : Mettre 
sous forme de matrices les comparaisons deux à deux des critères de même niveau. 
Pour remplir ces matrices, on affecte la diagonale à 1 et on complète la partie trian-
gulaire supérieure avec les valeurs établies pour la comparaison, la partie triangulaire 
inférieure contiendra les valeurs réciproques (1 / valeur triangulaire supérieure). 
3) Utiliser la méthode des valeurs propres pour réaliser une estimation des poids relatifs 
de chaque critère, cela afin de normer les matrices et de pouvoir réaliser l’agrégation 
de l’étape 4. 
4) Agréger les poids relatifs afin d’obtenir une liste avec les scores de chaque alterna-
tive ». 
Objectif 
global
Critère 1
Sous 
critère 1
Alternative 
1
Critère 2
Sous 
critère 2
Alternative 
2
...
...
...
Critère n
Sous 
critère m
Alternative 
h
0 
1 
2 
k 
…
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La technique AHP est utilisée dans de nombreux domaines, dont l’ordonnancement multicri-
tères. (Chan et al., 2005) a, par exemple, couplé l’AHP à un algorithme génétique pour ré-
soudre un problème de production-distribution. (Azadeh et al., 2008) a quant à lui associé 
AHP à une analyse par enveloppement de données (DEA) dans le cadre de simulations pour 
déterminer des optimums alternatifs en présence de nombreuses variables quantitatives et 
qualitatives. (Momoh and Jizhong Zhu, 2003) propose une application d’AHP et d’Analytic 
Network Process (ANP) pour prioriser, ordonnancer et optimiser l’attribution des prix de puis-
sance électrique.  
Avantages :  
La technique AHP permet de prendre en considération aussi bien des critères qualitatifs que 
quantitatif. 
Inconvénients : 
Le nombre de paramètre à régler est supérieur ou égal à (m+1) *n, où n est le nombre de 
critère à considérer et m le nombre de valeurs que l’on souhaite utiliser pour la comparaison 
deux à deux des solutions pour chaque critère. L’implémentation peut potentiellement de-
mander un nombre important de tests avant d’obtenir un résultat satisfaisant si l’algorithme 
est utilisé tel quel.   
Conclusion :  
Pour le premier optimisateur local, nous appliquerons une somme pondérée pour traiter le 
fait que le problème est multicritère.  
Pour le second ordonnanceur, nous choisirons de mettre en œuvre une technique distribuée 
afin de valider la caractéristique d’hybridation de notre système de pilotage, pour cela, nous 
utiliserons la méthode AHP décrite précédemment.  
Maintenant, nous allons explorer quelques-unes des méthodes permettant de synchroniser 
les ordonnanceurs qui nous allons réaliser. 
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IV. ANNEXE 4 : résultats comparaison MA et GA 
Groupe 1 : 
Données d’entrées : 
Nombre de commandes : C=9 
Commande Nombre de lots Épaisseur des lots Surface des lots 
C0 1 19 0.12 
C1 1 19 0.12 
C2 1 16 10.77 
C3 1 19 0.27 
C4 1 16 6.57 
C5 1 19 7.9 
C6 2 19, 16 4.19, 2.28 
C7 1 19 0.46 
C8 1 19 0.27 
Tableau 29 Commandes groupe 1 
Résultats : 
Avec les 2 méthodes, on obtient trois batches. 
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Algorithme génétique (GA) Mathématique analytique (MA) 
Batch 1(19 mm) 
Surface 4.3m² C1 lot 0 
C6 lot 0 
 
Batch 1(16 mm) 
13.05 m² C2 lot 0 
C6 lot 1 
 
Batch 2 (16 mm) 
Surface 19.62 m² 
C6 lot 1 
C4 lot 0 
C2 lot 0 
 
Batch 2 (16 mm) 
Surface 6.57 m² 
C4 lot 0 
 
Batch 3 (19 mm) 
Surface 9.02 m² 
C5 lot 0 
C7 lot 0 
C3 lot 0 
C0 lot 0 
C8 lot 0 
 
Batch 3 (19 mm) 
Surface 13.33 m² 
C5 lot 0 
C7 lot 0 
C3 lot 0 
C0 lot 0 
C8 lot 0 
C1 lot 0 
C6 lot 0 
 
Séquencement :1-2-3 Séquencement :3-1-2 
Wi= 0 h Wi=11.847 h 
Tableau 30 Résultats groupe 1 
Le séquencement obtenu avec la résolution analytique est plus optimal car il réalise un setup 
de moins que l’algorithme génétique. En outre, le batch 2 est d’une surface totale supérieure 
au seuil voulu (cela est dû au fait que dans le modèle génétique, la surface totale d’un batch 
est une contrainte plus faible que les autres, on autorise un dépassement si la solution est 
de meilleure qualité). Par contre on peut constater que la contrainte qui limitait le nombre de 
commandes différentes à 5 dans un même batch n’est pas respectée par la méthode analy-
tique car la contrainte a été relaxée. 
Du point de vue temps de calcul, les deux méthodes ont une seconde d’écart : 9s pour le GA 
contre 10 pour le MA. 
Groupe 2 : 
Données d’entrées : 
Nombre de commandes : C=9 
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Commande Nombre de lots Épaisseur des lots Surface des lots 
C0 2 28,19 3.67,11.88 
C1 5 28,19,19,16,28 0.34,1.77,5.3,1.77,0.52 
C2 3 19,19,16 0.95,0.62,0.94 
C3 1 16 0.14 
C4 2 16,60 1,1.65 
C5 1 19 0.12 
C6 2 19, 19 0.45,8.18 
C7 2 19,19 7.03,0.17 
C8 1 19 1.57 
Tableau 31 Commandes groupe 2 
 Résultats : 
Avec la MA, on obtient 6 batches pour 9 pour le GA. Cet écart est dû au fait que le GA tient 
compte d’une règle supplémentaire que nous n’avons pas inclue (certaines couleurs ont des 
gammes de finitions différentes des autres, pour cette raison, nous avons décidé de les isoler 
des autres). 
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Algorithme génétique (GA) Mathématique analytique (MA) 
Batch 1(28 mm) 
Surface 0.86 m² C1 lot 0 
C1 lot 4 
 
Batch 3(60 mm) 
1.65 m² 
C4 lot 1 
 
Batch 2 (19 mm) 
Surface 8.76 m² 
C1 lot 1 
C1 lot 2 
C5 lot 0 
C2 lot 0 
C2 lot 1 
 
Batch 4 (19 mm) 
Surface 15.76 m² 
C0 lot 1 
C2 lot 0 
C2 lot 1 
C5 lot 0 
C6 lot 0 
C7 lot 1 
C8 lot 0 
 
Batch 3 (16 mm) 
Surface 3.85 m² 
C1 lot 3 
C2 lot 2 
C3 lot 0 
C4 lot 0 
 
Batch 0 (16 mm) 
Surface 3.85m² 
C1 lot 3 
C2 lot 2 
C3 lot 0 
C4 lot 0 
 
Batch 4 (60 mm) 
Surface 1.65 m² 
C4 lot 1 
 
Batch 1 (28 mm) 
Surface 4.53 m² 
C0 lot 0 
C1 lot 0 
C1 lot 4 
 
Batch 5 (28 mm) 
Surface 3.67 m² 
C0 lot 0 
 
Batch 2 (19 mm) 
Surface 16.98 m² 
C1 lot 1 
C6 lot 1 
C7 lot 0 
 
Batch 6 (19 mm) 
Surface 11.87 m² 
C0 lot 1 
 
Batch 5 (19 mm) 
Surface 5.3 m² 
C1 lot 2 
 
Batch 7 (19 mm) 
Surface 9.04 m² 
C8 lot 0 
C7 lot 0 
C6 lot 0 
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Batch 8 (19 mm) 
Surface 8.17 m² 
C6 lot 1 
 
 
Batch 9 (19 mm) 
Surface 3.67 m² 
C7 lot 1 
 
 
Séquencement : 
1-2-3-4-5-6-7-8-9 
Séquencement : 
3-4-0-1-2-5 
Wi= 13.893 h Wi= 91.487 h 
Tableau 32 Résultats groupe 2 
Pour le second groupe de données, les deux méthodes minimisent bien le nombre de setup, 
elles respectent également toutes les deux la limitation de la surface maximale d’un batch. 
Par contre, il y a, à nouveau, un batch du MA qui dépasse la limite des cinq commandes 
maximales dans le même batch. Le GA fournit sa solution en 15 secondes alors que pour ce 
groupe de données là le MA a été stoppé manuellement après 45 minutes. 
Groupe 3 : 
Données d’entrées : 
Nombre de commandes : C=10 
Commande Nombre de lots Épaisseur des lots Surface des lots 
C0 2 19,19 0.04,1.64 
C1 3 19,19,19 4.74,0.05,0.79 
C2 2 19,19 0.88,7.21 
C3 3 19,16,19 16.37,4.36,1.67 
C4 3 19,19,19 6.16,3.82,1.76 
C5 2 19,19 2.19,0.11 
C6 3 19, 19 1.88,1.75,5.22 
C7 2 19,19,19 3.08,1.46 
C8 2 19,19 8.39,0.81 
C9 1 19 1.81 
Tableau 33 Commandes groupe 3 
Résultats : 
Avec la MA, on obtient 6 batches contre 8 pour le GA. 
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Algorithme génétique (GA) Mathématique analytique (MA) 
Batch 1(19 mm) 
Surface 11.19 m² 
C8 lot 0 
C6 lot 0 
C2 lot 0 
C0 lot 0 
 
Batch 4 (19 mm) 
Surface 16.98 m² 
C0 lot 0 
C1 lot 2 
C3 lot 2 
C4 lot 0 
C4 lot 2 
C5 lot 0 
C6 lot 1 
C8 lot 1 
C9 lot 0 
 
Batch 2 (19 mm) 
Surface 4.19 m² 
C6 lot 1 
C0 lot 1 
C8 lot 1 
 
 
Batch 1(16 mm) 
4.36 m² 
C3 lot 1 
Batch 3 (19 mm) 
Surface 14.23 m² 
C2 lot 1 
C6 lot 2 
C9 lot 0 
 
Batch 5 (19 mm) 
Surface 6.67m² 
C1 lot 0 
C1 lot 1 
C6 lot 0 
 
Batch 4 (19 mm) 
Surface 27.27 m² 
C3 lot 0 
C4 lot 0 
C1 lot 0 
 
Batch 2 (19 mm) 
Surface 15.71 m² 
C2 lot 1 
C5 lot 1 
C8 lot 0 
 
Batch 5 (16 mm) 
Surface 4.36 m² 
C3 lot 1 
 
Batch 0 (19 mm) 
Surface 16.1 m² 
C0 lot 1 
C2 lot 0 
C4 lot 1 
C6 lot 2 
C7 lot 1 
C7 lot 0 
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Batch 6 (19 mm) 
Surface 9.08 m² 
C4 lot 1 
C7 lot 0 
C5 lot 0 
 
Batch 3 (19 mm) 
Surface 16.37 m² 
C3 lot 0 
 
Batch 7 (19 mm) 
Surface 0.05 m² 
C1 lot 1 
 
 
Batch 8 (19 mm) 
Surface 5.78 m² 
C4 lot 2 
C3 lot 2 
C7 lot 1 
C1 lot 2 
C5 lot 1 
 
 
 
Séquencement : 
1-2-3-4-5-6-7-8 
Séquencement : 
4-1-5-2-0-3 
Wi = 97.592 h Wi = 249.181 h 
Tableau 34 Résultats groupe 3 
Le séquencement proposé par le MA fait gagner un temps de setup par rapport au GA mais 
il y a, à nouveau, un batch (batch 4) qui ne respecte pas la limite du nombre de commandes 
admissibles pour le MA et un pour le GA qui ne respecte pas le seuil de surface. D’un point 
de vue calculatoire, le MA a été stoppé manuellement après 45 minutes tandis que le GA a 
retourné le résultat en 15 secondes. 
Groupe 4 : 
Données d’entrées : 
Nombre de commandes : C=10 
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Commande 
Nombre de 
lots 
Épaisseur des lots Surface des lots 
C0 1 19 0.12 
C1 6 28,12,19,16,19,19 2.27,0.24,6.98,4.12,0.08,0.05 
C2 2 19,19 6.62,3.36 
C3 2 19,19 3.09,1.29 
C4 7 28,19,19,16,19,19,19 8.96,6.02,0.78,12.84,4.22,0.04,1.77 
C5 4 28,12,19,16 3.51,0.36,3.68,2.95 
C6 3 28,19,19 5.34,2.66,4.57 
C7 1 19 0.26 
C8 1 28 2.31 
C9 3 28,19,16 1.34,0.98,0.85 
Tableau 35 Commandes groupe 4 
 Résultats : 
Avec la MA, on obtient 8 batches contre 9 pour le GA. 
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Algorithme génétique (GA) Mathématique analytique (MA) 
Batch 1(28 mm) 
Surface 10.29 m² C9 lot 0 
C4 lot 0 
 
Batch 0(19 mm) 
14.77 m² 
C1 lot 2 
C1 lot 4 
C1 lot 5 
C3 lot 0 
C5 lot 2 
C9 lot 1 
 
 
Batch 2 (19 mm) 
Surface 14.52 m² 
C2 lot 0 
C4 lot 1 
C9 lot 1 
C0 lot 0 
C4 lot 2 
 
Batch 1 (19 mm) 
Surface 16.25 m² 
C2 lot 1 
C3 lot 1 
C4 lot 2 
C4 lot 4 
C4 lot 6 
C6 lot 2 
C7 lot 0 
 
Batch 3 (16 mm) 
Surface 13.69 m² C4 lot 3 
C9 lot 2 
 
Batch 2 (19 mm) 
Surface 15.46 m² 
C0 lot 0 
C2 lot 0 
C4 lot 1 
C4 lot 5 
C6 lot 1 
 
Batch 4 (19 mm) 
Surface 9.65 m² 
C4 lot 4 
C7 lot 0 
C4 lot 5 
C2 lot 1 
C4 lot 6 
 
Batch 3 (28 mm) 
Surface 16.12 m² 
C4 lot 0 
C5 lot 0 
C8 lot 0 
C9 lot 0 
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Batch 5 (28 mm) 
Surface 13.43 m² 
C6 lot 0 
C5 lot 0 
C8 lot 0 
C1 lot 0 
 
Batch 4 (12 mm) 
Surface 0.6 m² C1 lot 1 
C5 lot 1 
 
Batch 6 (12 mm) 
Surface 0.6 m² C5 lot 1 
C1 lot 1 
  
 
Batch 6 (16 mm) 
Surface 4.97 m² C1 lot 3 
C9 lot 2 
 
Batch 7 (19 mm) 
Surface 13.23 m² 
C1 lot 2 
C5 lot 2 
C6 lot 1 
 
Batch 5 (16 mm) 
Surface 15.79 m² C4 lot 3 
C5 lot 3 
 
 
Batch 8 (16 mm) 
Surface 7.07 m² C1 lot 3 
C5 lot 3 
 
Batch 7 (19 mm) 
Surface 7.61 m² C1 lot 0 
C6 lot 0 
 
Batch 9 (19 mm) 
Surface 9.07 m² 
C6 lot 2 
C3 lot 0 
C1 lot 4 
C1 lot 5 
C3 lot 1 
 
 
Séquencement : 
1-2-3-4-5-6-7-8-9 
Séquencement : 
0-1-2-3-4-6-5-7 
Wi = 149.156 h Wi = 299.728 h 
Tableau 36 Résultats groupe 4 
Le séquencement proposé par le MA fait gagner quatre temps de setup par rapport au GA. 
La contrainte de surface est respectée dans les deux cas. D’un point de vue calculatoire, le 
MA a été stoppé manuellement après 45 minutes tandis que le GA a retourné le résultat en 
14 secondes. 
Groupe 5 : 
Données d’entrées : 
159 
 
Nombre de commandes : C=5 
Commandes Nombre de lots Épaisseur des lots Surface des lots 
C0 1 19 0.59 
C1 1 19 4.34 
C2 1 19 2.01 
C3 1 19 0.45 
C4 1 19 1.41 
Tableau 37 Commandes groupe 5 
Résultats : 
Avec la MA et le GA on obtient un seul batch de surface 8.8m² avec un résultat obtenu en 4 
secondes pour le GA contre un résultat de 5 secondes pour la MA. 
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RÉSUMÉ 
Cette thèse CIFRE issue d’une collaboration entre Acta-Mobilier, fabricant de façades laquées haut de gamme et le CRAN. 
Cette thèse, s’inscrivant dans la continuité de celle de Mélanie Noyel, a pour objectif la réalisation d’une architecture de 
pilotage hybride s’appuyant sur le contrôle par le produit. Nous avons choisi de nous inspirer d’un méta-modèle développé 
au sein de l’équipe du CRAN. Cette architecture repose sur un modèle VSM, ou chaque niveau est susceptible de prendre 
des décisions à son échelle. Le plus haut niveau supervise les décisions tactiques (par exemple, le plan directeur de pro-
duction), le plus bas niveau d’intelligence est distribué entre les produits dotés de moyen de communication et d’analyse 
(leur intelligence est attribuée à la réactivité du système car se trouvant au plus proche du besoin).  
En niveaux intermédiaires, nous trouvons d’une part des optimisateurs centralisés pour superviser les sous-ateliers de la 
chaîne de production, de manière à atteindre les objectifs de consommation, de temps de réglages ou de productivité des 
sous-ateliers qu’ils supervisent. D’une autre part, des optimisateurs pour des postes de travail spécifique faisant intervenir 
directement les produits et les informations qu’ils possèdent dans la prise de décision. 
Un optimisateur de chacune des deux catégories en accord avec les besoins définis par l’étude du flux de production de 
l’entreprise ont été réalisés. Un optimisateur centralisé a été réalisé pour l’atelier usinage dans lequel les opérations relatives 
au débit et au façonnage des formes des produits sont effectuées. Il est construit pour réaliser des regroupements en lots 
de fabrication et à les ordonnancer pour obtenir un compromis entre minimisation des consommations matières, des temps 
de réglage des machines et la minimisation du WIP. Le séquencement doit garantir que les regroupements, lors de leur 
division permettent de reformer rapidement les commandes clients. Cette contrainte est nécessaire, avant passage à la 
phase d’application de la finition. Il met en œuvre un algorithme génétique solutionnant un problème d’ordonnancement 
multicritères. Pour valider notre choix d’une méta-heuristique comme méthode de résolution du problème, nous avons tenté 
de le résoudre par une méthode de mathématique analytique et les résultats obtenus ont confirmé que notre décision était 
raisonnable. Cette optimisation a été testée sur plateforme de test et a fourni des résultats encourageants. Une implémen-
tation faite dans l’entreprise, est utilisé chaque semaine pour une planification spécifique. 
 Un optimisateur de la seconde catégorie a été étudié pour gérer le cas du robot de laquage, celui-ci doit fournir deux postes 
clients ayant leurs propres familles de produits mais devant être expédiées aux mêmes dates. En outre, les points faibles 
de ce poste, à savoir la consommation importante de laque à chaque changement de couleur et la longue durée d’attente 
avant de pouvoir visualiser les produits et savoir si un défaut qualité est apparu, impliquant de devoir refaire un cycle complet 
de laquage. L’optimisateur utilise un modèle de prédiction de non qualité afin d’évaluer les risques relatifs au passage du 
prochain lot à produire et si celui-ci est jugé trop élevé, un processus est déclenché choisissant parmi les lots présents en 
file d’attente, le plus adapté en considérant plusieurs facteurs. Cet optimisateur de poste de travail recueille des informations 
de la machine, des produits et des files d’attentes des postes en aval afin d’empêcher l’apparition d’un problème. Il a été 
implémenté sur un modèle de simulation. La question de la synchronisation des différents optimisateurs a été amorcée. En 
effet, le plan de production généré par le système d’information donne une plage de passage acceptable pour les lots dans 
chaque atelier et les optimisateurs se doivent de la respecter. Ces travaux aideront l’entreprise à franchir sa transition vers 
l’ère de l’industrie 4.0. 
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ABSTRACT 
This CIFRE thesis comes from a collaboration between Acta-Mobilier, manufacturer of high-end lacquered facades and 
CRAN. This thesis, which is a continuation of that of Mélanie Noyel, aims to achieve a hybrid control architecture based on 
control by the product. We chose to take inspiration from a meta-model developed within the CRAN team. This architecture 
is based on a VSM model, where each level is likely to make decisions on its own scale. The highest level oversees tactical 
decisions (for example, the production master plan), the lowest level of intelligence is distributed between the products 
endowed with means of communication and analysis (their intelligence is attributed to the responsiveness of the system 
because being closer to the need). In intermediate levels, we find on the one hand centralized optimizers to supervise the 
sub-workshops of the production chain, in order to reach the objectives of consumption, time of adjustments or productivity 
of the sub-workshops that they supervise. On the other hand, optimizers for specific workstations directly involving the 
products and information they possess in decision-making. 
 An optimizer of each of the two categories in accordance with the needs defined by the study of the workflow of the company 
have been realized. A centralized optimizer has been realized for the machining workshop in which the operations relating 
to the flow and shaping of the shapes of the products are carried out. It is built to make groupings in manufacturing batches 
and to schedule them to achieve a compromise between minimizing material consumption, machine setting times and min-
imizing WIP. Sequencing must ensure that clusters, when they are split, enable rapid customer order reform. This constraint 
is necessary before going to the application phase of the finish. It implements a genetic algorithm solving a multicriteria 
scheduling problem. To validate our choice of a meta-heuristic as a method of solving the problem, we tried to solve it by 
an analytical mathematical method and the results obtained confirmed that our decision was reasonable. This optimization 
was tested on a test platform and provided encouraging results. An implementation made in the company, is used every 
week for a specific planning 
An optimizer of the second category has been studied to manage the case of the lacquer robot, it must provide two client 
stations having their own families of products but to be shipped on the same dates. In addition, the weak points of this post, 
namely the significant consumption of lacquer with each change of color and the long waiting time before being able to 
visualize the products and to know if a defect quality appeared, involving having to redo a cycle complete lacquering. The 
optimizer uses a non-quality prediction model to evaluate the risks associated with the passage of the next batch to be 
produced and if it is deemed too high, a process is triggered choosing among the lots present in the queue, the most suitable 
by considering several factors. This workstation optimizer gathers machine information, products, and queues from down-
stream workstations to prevent a problem from occurring. It has been implemented on a simulation model. The issue of 
synchronization of different optimizers has been initiated. Indeed, the production plan generated by the information system 
gives an acceptable range of passage for the batches in each workshop and the optimizers must respect it. This work will 
help the company make the transition to the Industry 4.0 era. 
