The probability distribution function of n random elements subjected to the flexible boundary condition is derived. The probability density is a descending curve and converges to a delta function as n tends to infinity. The distribution of the minimum value is discussed in context of ordered statistics.
Introduction
The distribution of constrained random elements has been an active research area for decades [1] . In this paper, we study the probability density, p(x), of n random elements x i ∈ [0, 1](i = 1, 2, · · · , n; n ≥ 1) subjected to the flexible boundary condition
which is of both primary scientific interest and immense technological importance. It is the basis of the discussion of the status of weakly bonded elementary particles [2] , the evolution of the collective microdefects in solid materials [3, 4] , the optimization of traffic signal systems [5] , and so on. Although the distribution of the random elements with rigid boundary conditions, e.g., n i=1 x i = 1, has been well understood [6] , the studies on the flexible constraints are rare. This type of probability problems usually was solved either through Monte Carlo simulations or based on asymptotic distributions, which shed little light on the mechanisms or processes necessary for the eventual definitive control of the phenomena.
In addition to p(x), the distribution of the minimum value of x i , p m (x), is also of important relevance in many cases. For example, the damage moment in a variety of crystalline materials is a single-value function of the probability of the presence of dislocation dipoles smaller than a critical size [7] . Currently, the only well established ordered statistics theory is for the sequences of random elements that are independent and identically distributed (i.i.d.) [8] . For random elements constrained by boundary conditions or internal processes, it can be prohibitively difficult to obtain the solution [9] . In Section 1 below, p(x) and p m (x) will be investigated separately. We show that, through the conditional probability analysis, the analytical expressions can be derived and the theoretical results fit well with the data of Monte Carlo simulation.
Main Results

Distribution of random elements
Define
with j = 2, 3, · · · , n + 1 and y 1 = 0. It can be seen that
and
where
According to the conditional probability analysis, the probability of Δ ≥ x can be stated as
Consequently, the probability density of the random elements x i is
elsewhere.
Distribution of minimum value
The minimum value of x i , x m , should satisfy
Thus, according to Eq.(1), we have
Through Eq.(2), for a random variable
which can be rewritten as
The probability of x m ≥ x(0 ≤ x ≤ 1/n) is given by
Consequently, the probability density of the minimum value of x i is
e l s e w h e r e .
Note that p m (x) = n · p(nx) in 0 ≤ x ≤ 1/n.
Discussion
Equations (6) and (12) give the probability density of x i and the minimum value of x i , respectively. Figure 1 shows the distribution of x i for different n. It can be seen that the theoretical results of Eq.(6) fit with the numerical data of the Monte Carlo simulation quite well. In the Monte Carlo simulation, the values of x i were produced by a random number generator. The process was repeated until 10 000 valid sets of x i that satisfied Eq. (1) were generated. The statistical data indicate that the probability density always decreases with increasing x, with the peak at x = 0. At x = 1, p(x) is always 0. When n = 1, the relationship between p(x) and x is linear. This linearity is lost when n > 1, and the p-x curve converges to a delta function as n tends to infinity. Through Eq.(6), the mean value of x i , E, can be calculated as
and the standard deviation σ is
Both E and σ decrease with increasing n, which is consistent with the p-x relation discussed above. Fig.1 The probability density of the random variables xi subjected to the flexible boundary Fig.2 The probability density of the minimum value of xi Figure 2 shows the comparison of the theoretical results of Eq.(12) and the numerical data of the Monte Carlo simulation for the minimum value of x i . The probability density of the minimum value decreases with increasing x, and for n ≥ 1 and x > E, p m (x) is always smaller than p(x), as it should. Similar to p(x), the p m -x curve is linear when n = 1, and converges to a delta function when n tends to infinity. The mean value of the minimum x i , E m , can be calculated through Eq.(12) as
and the standard deviation σ m is
Note that E and σ are larger than E m and σ m by a factor of n, respectively.
Conclusions
In this article, the distribution of n random elements x i subjected to the flexible boundary condition is discussed. The theoretical expressions of the probability density are obtained. The following conclusions are drawn:
(1) The probability density of x i is given by Eq.(6).
(2) The probability density of the minimum value of x i is given by Eq. (12) . (3) The mean values and the standard deviations are given by Eqs.(13)-(16). (4) Both p(x) and p m (x) decrease as x increases and converge to δ-functions when n → ∞.
