In graphical modelling, a bi-directed graph encodes marginal independences among random variables that are identified with the vertices of the graph. We show how to transform a bi-directed graph into a maximal ancestral graph that (i) represents the same independence structure as the original bi-directed graph, and (ii) minimizes the number of arrowheads among all ancestral graphs satisfying (i). Here the number of arrowheads of an ancestral graph is the number of directed edges plus twice the number of bi-directed edges. In Gaussian models, this construction can be used for more efficient iterative maximization of the likelihood function and to determine when maximum likelihood estimates are equal to empirical counterparts.
Introduction
In graphical modelling, bi-directed graphs encode marginal independences among random variables that are identified with the vertices of the graph (Pearl and Wermuth, 1994; Kauermann, 1996; Richardson, 2003) . In particular, if two vertices are not joined by an edge, then the two associated random variables are assumed to be marginally independent. For example, the graph G in Figure 1 , whose vertices are to be identified with a random vector (X 1 , X 2 , X 3 , X 4 ), represents the pairwise marginal independences X 1 ⊥ ⊥X 3 , X 1 ⊥ ⊥X 4 , and X 2 ⊥ ⊥X 4 . While other authors Wermuth, 1993, 1996; Edwards, 2000) have used dashed edges to represent marginal independences, the bidirected graphs we employ here make explicit the connection to path diagrams (Wright, 1934; Koster, 1999) . Gaussian graphical models for marginal independence, also known as covariance graph models, impose zero patterns in the covariance matrix, which are linear hypotheses on the covariance matrix (Anderson, 1973) . The graph in Figure 1 , for example, imposes σ 13 = σ 14 = σ 24 = 0. An estimation procedure designed for covariance graph models is described in Drton and Richardson (2003) . Other recent work involving these models includes Mao et al. (2004) and Wermuth et al. (2006) .
In this paper we employ the connection between bi-directed graphs and the more general ancestral graphs with undirected, directed, and bi-directed edges (Section 2). We show how to construct a maximal ancestral graph, which we call an oriented simplicial graph and denote by G os , that is Markov equivalent to a given bi-directed graph G, i.e. the independence models associated with the two graphs coincide, and such that the number of arrowheads is minimal (Sections 3-4). The number of arrowheads of an ancestral graph is the number of directed edges plus twice the number of bi-directed edges. Oriented simplicial graphs provide useful nonparametric information about Markov equivalence of bi-directed, undirected and directed acyclic graphs. For example, the graph G in Figure 1 is not Markov equivalent to an undirected graph because G os is not an undirected graph, and G is not Markov equivalent to a DAG because G os contains a bidirected edge. For other recent results on Markov equivalence, see e.g. Roverato (2005) .
For covariance graph models, oriented simplicial graphs allow one to determine when the maximum likelihood estimate of a variance or covariance is available explicitly as its empirical counterpart (Section 5). For example, since no arrowheads appear at the vertices 1 and 4 in the graph G os in Figure 1 , the maximum likelihood estimates of σ 11 and σ 44 must be equal to the empirical variance of X 1 and X 4 , respectively. The likelihood function for covariance graph models may be multi-modal, though simulations suggest this only occurs at small sample sizes, or under mis-specification (Drton and Richardson, 2004b) . However, inspection of the oriented simplicial graph can reveal that certain parameters will take the same value at every mode. Perhaps most importantly, oriented simplicial graphs allow for computationally more efficient maximum likelihood fitting; see Remark 5.1 and the example in Section 6. Figure 1: A bi-directed graph G and its oriented simplicial graph G os .
Graphical terminology
In this paper, we consider simple mixed graphs, which feature undirected (v−w), directed (v → w) and bi-directed edges (v ↔ w) under the constraint that there is at most one edge between two vertices. For a formal definition, let E = {∅, −, ←, →, ↔} be the set of possible edges between an ordered pair of vertices; ∅ denoting that there is no edge.
A simple mixed graph G = (V, E) is a pair of a finite vertex set V and an edge map E : V × V → E. The edge map E has to satisfy that for all v, w ∈ V , (i) E(v, v) = ∅, i.e. there is no edge between a vertex and itself,
(ii) E(v, w) = E(w, v) if E(v, w) ∈ {−, ↔}, (iii) E(v, w) = → ⇐⇒ E(w, v) = ←.
In the sequel, we write v − w ∈ G, v → w ∈ G, v ← w ∈ G or v ↔ w ∈ G if E(v, w) equals −, →, ← or ↔, respectively. If E(v, w) = ∅, then v and w are adjacent. If there is an edge v ← w ∈ G or v ↔ w ∈ G then there is an arrowhead at v on this edge. If there is an edge v → w ∈ G or v − w ∈ G then there is a tail at v on this edge. A vertex w is in the boundary of v, denoted by bd(v), if v and w are adjacent. The boundary of vertex set A ⊆ V is the set bd(A) = [∪ v∈A bd(v)] \ A. We write Bd(v) = bd(v) ∪ {v} and Bd(A) = bd(A) ∪ A. An induced subgraph of G over a vertex set A is the mixed graph G A = (A, E A ) where E A is the restriction of the edge map E on A × A. The skeleton of a simple mixed graph is obtained by making all edges undirected. In a simple mixed graph a sequence of adjacent vertices (v 1 , . . . , v k ) uniquely determines the sequence of edges joining consecutive vertices v i and v i+1 , 1 ≤ i ≤ k − 1. Hence, we can define a path π between two vertices v and w as a sequence of distinct vertices π = (v, v 1 , . . . , v k , w) such that each vertex in the sequence is adjacent to its predecessor and its successor. A path v → · · · → w with all edges of the form → and pointing toward w is a directed path from v to w. If there is such a directed path from v to w = v, or if v = w, then v is an ancestor of w. We denote the set of all ancestors of a vertex v by An(v) and for a vertex set A ⊆ V we define An(A) = ∪ v∈A An(v). Finally, a directed path from v to w together with an edge w → v ∈ G is called a directed cycle.
Important subclasses of simple mixed graphs are illustrated in Figure 2 . Bi-directed, undirected and directed acyclic graphs contain only one type of edge. Directed acyclic graphs (DAGs) are directed graphs without directed cycles. These three types of graphs are special cases of ancestral graphs (Richardson and Spirtes, 2002 
Ancestral graphs can be given an independence interpretation, known as global Markov property, by a graphical separation criterion called m-separation (Richardson and Spirtes, 2002, §3.4 ). An extension of Pearl's (1988) d-separation for DAGs, m-separation uses the notion of colliders: a non-endpoint vertex v on a path is a collider on the path if the edges preceding and succeeding v on the path both have an arrowhead at v, that is, Let G = (V, E) be an ancestral graph whose vertices index a random vector (X v | v ∈ V ). For A ⊆ V , let X A be the subvector (X v | v ∈ A). The global Markov property for G states that X A ⊥ ⊥X B | X C , i.e. X A is conditionally independent of X B given X C , whenever A and B are m-separated given C in G. Subsequently, we write A⊥ ⊥B | C as a shorthand that avoids making the probabilistic context explicit. The global Markov property for the graphs in Figure 2 states that (i) v⊥ ⊥y and w⊥ ⊥x; (ii) v⊥ ⊥y | {w, x} and w⊥ ⊥x | {v, y}; (iii) v⊥ ⊥y | {w, x} and w⊥ ⊥x | v; (iv) v⊥ ⊥y | x and w⊥ ⊥x | v.
A bi-directed graph G encodes marginal independences in that the global Markov property states that v⊥ ⊥w if v and w are not adjacent. In a multivariate normal distribution these pairwise marginal independences hold iff all independences stated by the global Markov property for G hold (Kauermann, 1996) . Without any distributional assumption, Richardson (2003, §4) shows that the independences stated by the global Markov property of a bi-directed graph hold iff certain (not only pairwise) marginal independences hold; cf. Matúš (1994) .
The graphs in Figure 2 have the property that for every pair of non-adjacent vertices v and w there exists some subset C such that the global Markov property states that v⊥ ⊥w | Proof. Let v and w be non-adjacent vertices inḠ. Since v and w are also non-adjacent in G and every non-endpoint vertex on a path in G is a collider, the global Markov property of G states that v⊥ ⊥w. From the Markov equivalence ofḠ and G, it follows that v⊥ ⊥w is also implied by the global Markov property ofḠ. Thus,Ḡ is maximal.
Simplicial sets
In this section we show how simplicial vertex sets of a bi-directed graph can be used to construct a Markov equivalent maximal ancestral graph by removing arrowheads from certain bi-directed edges. Simplicial sets are also important in other contexts such as collapsibility (Madigan and Mosurski, 1990; Kauermann, 1996; Lauritzen, 1996, §2.1.3, p.121 and 219) and triangulation of graphs (Jensen, 2001, §5.3) .
If an edge between v and w has an arrowhead at v, then we say that we drop the arrowhead at v when either v ← w is replaced by v − w or v ↔ w is replaced by v → w. Proof. We claim that G s is a maximal ancestral graph. Let v ∈ V . First assume that there exists w ∈ V such that v − w ∈ G s . Then v must be simplicial, and consequently there may not exist u ∈ V such that v ← u ∈ G s or v ↔ u ∈ G s . Next assume that either u → v ∈ G s or u ↔ v ∈ G s and that there exists a directed path v is simplicial, which is in contradiction to the fact that there is an arrowhead at v on the edge between v and u. Thus, G s is an ancestral graph. Finally, G s is maximal by Lemma 2.1 in conjunction with the Markov equivalence established next.
Since two vertices are adjacent in G s iff they are adjacent in G, the Markov equivalence claim follows if we can show that two non-adjacent vertices v and w are m-connected given C ⊆ V in G iff they are m-connected given C in G s .
First, let v and w be non-adjacent vertices that are m-connected given C ⊆ V in G. Let π = (v, v 1 , . . . , v k , w) be a path in G that is of minimal length among all paths in G that m-connect v and w given C. Since G is bi-directed this implies that v 1 , . . . , v k are not simplicial, are colliders and are all in C (Richardson, 2003, Lemma 6) . Since G and G s have the same adjacencies, there exists a (unique) path π s = (v, v 1 , . . . , v k , w) in G s . Since v 1 , . . . , v k are not simplicial in G, they are colliders on π s , and {v 1 . . . , v k } ⊆ C yields that π s m-connects v and w given C in G s .
Conversely, let v and w be two vertices that are m-connected given C ⊆ V in G s , and let π s = (v = v 0 , v 1 , . . . , v k , v k+1 = w) be a path in G s that is of minimal length among all paths in G s that m-connect v and w given C. Assume there exists a simplicial vertex v i on π s . Then it follows that v i−1 and v i+1 are adjacent in G s , and that π s
either such that every edge with endpoint u has an arrowhead at u, or such that every edge with endpoint u has a tail at u. This implies that π s −i m-connects v and w given C contradicting that π s is the shortest such path. Therefore, all of the vertices v 1 , . . . , v k are non-simplicial and thus colliders on π s . Moreover, there cannot be a directed path from any of the vertices v 1 , . . . , v k to a vertex in C. This implies that {v 1 . . . , v k } ⊆ C, which yields that the path π = (v, v 1 , . . . , v k , w) in G m-connects v and w given C.
Proposition 3.2. A bi-directed graph G is Markov equivalent to an undirected graph iff the simplicial graph G s induced by G is an undirected graph iff G is a disjoint union of complete graphs.
Proof. If G s is an undirected graph, then by Theorem 3.1, G is Markov equivalent to an undirected graph, namely G s . Conversely if G s is not an undirected graph, assume that there exists an undirected graph U that is Markov equivalent to G. Necessarily, G, G s and U have the same skeleton. Since G s is not undirected, there exists a vertex v that is not simplicial, i.e. there exist two non-adjacent vertices u and w in bd(v). The global Markov property for G states that u⊥ ⊥w. However, the path (u, v, w) m-connects u and w given the empty set in U . Thus, the global Markov property of U does not state u⊥ ⊥w, which contradicts the assumption that U and G are Markov equivalent.
Finally the simplicial graph G s is an undirected graph iff the vertex set of the inducing bi-directed graph G can be partitioned into pairwise disjoint sets A 1 , . . . , A q such that (a) if v ∈ A i , 1 ≤ i ≤ q, and w ∈ A j , 1 ≤ j ≤ q, are adjacent, then i = j, and (b) all the induced subgraphs G A i , i = 1, . . . , q are complete graphs (Kauermann, 1996) .
Under multivariate normality, a bi-directed graph that is Markov equivalent to an undirected graph represents a hypothesis that is linear in the covariance matrix as well as in its inverse. The general structure of such models is studied in Jensen (1988) .
Inclusion of boundary sets
The simplicial graph G s sometimes may be a DAG. For example, the graph u ↔ v ↔ w has the simplicial graph u → v ← w. However, there exist bi-directed graphs that are Markov equivalent to a DAG and yet the simplicial graph contains bi-directed edges. For example, the graph G 1 in Figure 3 is Markov equivalent to the DAG G os 1 in the same Figure. Hence, some arrowheads may be dropped from bi-directed edges in a simplicial graph while preserving Markov equivalence. In this section, we construct a maximal ancestral graph that we call an oriented simplicial graph, from which no arrowheads may be dropped without either destroying Markov equivalence or making it not ancestral. Our construction uses inclusion properties of the boundaries Bd(v), v ∈ V .
Lemma 4.1. Let v and w be adjacent vertices in a simplicial graph G s . Then
Proof. (i) and (ii) follow from Proposition 3.1. For (iii) see, respectively, the graphs G s 1 , G s 2 in Figure 3 , and G s = G os in Figure 1 . (ii) replacing every bi-directed edge v ↔ w ∈ G s with Bd(v) = Bd(w) by a directed edge such that the graph created, i.e. G os , contains no directed cycles.
The notion of oriented simplicial graphs is well-defined only if in Step (ii) of Definition 4.1 directed cycles can indeed always be avoided. However, this can be shown as follows. The relation u ≺ v given by Bd(u) Bd(v) forms a partial order. Consequently, the vertex set of G can be well-ordered as V = {v 1 , . . . , v p } such that the strict inclusion Bd(v i ) Bd(v j ) implies that i < j. It follows from Lemma 4.1(ii) that after the introduction of the directed edges in step (i) of Definition 4.1, an edge v i → v j can only occur if i < j. Furthermore, in step (ii) we can select the directed edges such that v i → v j ∈ G os only if i < j. Then G os does not contain any directed cycles and meets the criterion to be an oriented simplicial graph.
Examples of oriented simplicial graphs are shown in Figure 3 . Note that a given bidirected graph may have multiple oriented simplicial graphs; e.g. for graph G 1 in Figure  3 the edge v ↔ w in G s 1 can be replaced by either v → w or v ← w.
Lemma 4.2. For a bi-directed graph G and an induced oriented simplicial graph G os , it holds that
In other words, v ↔ w ∈ G os iff there exist vertices x ∈ bd(v) \ {w} and y ∈ bd(w) \ {v} such that the induced subgraph G {x,y,v,w} equals one of the two graphs shown in Figure 4 .
Proof. Follows from Lemma 4.1 and Definition 4.1.
If a graph satisfies properties (i) and (ii) of Lemma 4.2 so that for all distinct vertices v, w ∈ V , v − w or v → w implies Bd(v) ⊆ Bd(w), then we say that G has the directed boundary containment property. By Lemmas 4.1 and 4.2, G os and G s have this property. 
Proof of Theorem 4.1(i). Let v and w be two adjacent vertices in G os . Since v − w ∈ G os iff v − w ∈ G s it follows that there does not exist an arrowhead at v or w; compare the first part of the proof of Theorem 3.1. Furthermore, by definition, G os does not contain any directed cycles. Finally, assume that there exists v ↔ w ∈ G os . Then there cannot be a directed path from v to w, since by Lemma 4.2(ii) this would imply Bd(v) ⊆ Bd(w), contradicting Lemma 4.2(iii). Therefore, we have shown that G os is an ancestral graph. The maximality of G os will follow from the proof of Theorem 4.1(ii) and Lemma 2.1.
Proof of Theorem 4.1(ii).
First, let v and w be non-adjacent vertices that are m-con-
and w given C in G and be such that no shorter path m-connects v and w given C. Then v 1 , . . . , v k are colliders, {v 1 . . . , v k } ⊆ C, and v i−1 and v i+1 , i = 1, . . . , k, are not adjacent in G. Hence,
. . , k − 1, and all v 2 , . . . , v k−1 are colliders on the path π os = (v, v 1 , . . . , v k , w) in G os . Similarly, it follows that v 2 ∈ Bd(v 1 ) \ Bd(v), which entails that Bd(v 1 ) ⊆ Bd(v). Thus, v 1 is a collider on π os . Analogously, we can show that v k is a collider on π os , which yields that π os is a path in G os that m-connects v and w given C.
Conversely, let v and w be two vertices that are m-connected given C ⊆ V in G os . Since G os has the directed boundary containment property, by Proposition A.1 from the Appendix, there exists a path π os = (v, v 1 , . . . , v k , w) that m-connects v and w given C in G os and is such that v 1 , . . . , v k are colliders with {v 1 . . . , v k } ⊆ C. This entails that the path π = (v, v 1 , . . . , v k , w) in G m-connects v and w given C.
Proof of Theorem 4.1(iii).
LetḠ be a maximal ancestral graph that is Markov equivalent to the (bi-directed) graph G. The graphsḠ, G, and G os must have the same skeleton. Assume that arr(Ḡ) < arr(G os ). Then either (a) there exists v → w ∈ G os such that
Case (a): If v → w ∈ G os , then w cannot be simplicial. Hence, there exist x, y ∈ bd(w) such that x and y are not adjacent in G os , thus not adjacent in G; (v = x is possible). The global Markov property of G states that x⊥ ⊥y. SinceḠ is an ancestral graph and v − w ∈Ḡ, however, there may not be any arrowheads at w on the edges between x and w, and y and w inḠ. Therefore, x and y are m-connected given ∅ inḠ, which yields that the global Markov property ofḠ does not imply x⊥ ⊥y; a contradiction.
Case (b): Now v ↔ w ∈ G os but there is no arrowhead at v on the edge between v and w inḠ. By Lemma 4.2(iii) there exists x ∈ bd(v) \ Bd(w) such that x and w are not adjacent in G os . Thus x and w are not adjacent in G and x⊥ ⊥w is stated by the global Markov property for G. InḠ, however, v is a non-collider on the path (x, v, w) and thus this path m-connects x and w given ∅, which yields that the global Markov property of G does not imply x⊥ ⊥w; a contradiction. Theorem 4.2 can be shown to be equivalent to the Markov equivalence result stated without proof in Pearl and Wermuth (1994, Thm. 1) . The latter theorem requires 'no chordless four-chain', which must be read as excluding graphs with induced subgraphs that are either of the graphs in Fig. 4 . Under this condition, Pearl and Wermuth (1994) also state that a Markov equivalent DAG can be constructed from the (undirected) skeleton of G by introducing directed and bi-directed edges in an operation they term 'sink orientation', and turning remaining undirected edges into directed ones. The sink orientation of the graph G 1 in Figure 3 has the directed edges of G s 1 but an undirected edge v − w. Thus sink orientation need not yield an ancestral graph.
The class of covariance models considered in Theorem 4.2 also appears in the construction of generalized Wishart distributions (Letac and Massam, 2007, Thm. 2.2) , where the models are called homogeneous and characterized in terms of Hasse diagrams.
Proof of Theorem 4.2. Let G be a bi-directed graph such that G os contains no bi-directed edges. By Definition 3.1, the induced subgraph (G os ) A is undirected and complete if A ⊆ V is a simplicial set. Let A 1 , . . . , A q be the inclusion-maximal simplicial sets of G. Let D be a directed graph obtained by replacing each induced subgraph (G os ) A i , i = 1, . . . , q, by a complete DAG. Then D itself has to be acyclic, i.e. a DAG, which can be seen as follows: First, since G os is an ancestral graph and thus does not contain any directed cycles, a directed cycle
Since the induced subgraphs D A i , i = 1, . . . , q, are all acyclic, π must also involve a vertex not in A j . Therefore, there exists an edge x → w on π such that w ∈ A j and x ∈ A j . Since the sets A i are inclusion-maximal simplicial sets, no vertex in A i , i = j, is adjacent to any vertex in A j . Hence, x ∈ ∪ q i=1 A i , which implies that the edge x → w is also present in G os . This is a contradiction to w being a simplicial vertex.
Two vertices are adjacent in G os iff they are adjacent in D. Further D satisfies the directed boundary containment property since by Lemma 4.2, G os satisfies this property, and if u →ū in D then either u →ū in G os or u −ū in G os . If two vertices v and w are not adjacent and π = (v, v 1 , . . . , v k , w) is a shortest m-connecting path given C in G os with the maximum number of vertices in C, then, by Corollary A.1 from the Appendix, π = (v, v 1 , w) with v 1 being a collider; otherwise there would have to be a bi-directed edge in G os . In particular, v 1 ∈ ∪ q i=1 A i and thus, (v, v 1 , w) has identical edge structure in D and G os , and by Proposition A.1 m-connects v and w in D. Now let π be a path in D that is shortest among paths m-connecting two vertices v and w given C, and has most vertices in C. Corollary A.1 implies that π = (v, v 1 , w) with v 1 ∈ ∪ q i=1 A i being a collider. Thus (v, v 1 , w) has identical edge structure in G os . Finally we may apply Proposition A.1 to conclude that π is also m-connecting in G os , which concludes the proof of Markov equivalence of G os and the DAG D.
Conversely, let G be a bi-directed graph with oriented simplicial graph G os such that v ↔ w ∈ G os . Suppose for a contradiction that G is equivalent to a DAG D. Note that D must have the same skeleton as G (and G os ). By Lemma 4.2(iii), there exist two different vertices x ∈ bd(v) \ {w} and y ∈ bd(w) \ {v} such that, by the Markov property of G, x⊥ ⊥w and v⊥ ⊥y. Hence, v and w must be colliders on the paths (x, v, w) and (v, w, y) in D, respectively. This is impossible in the DAG D.
As the next result reveals, bi-directed graphs that are Markov equivalent to DAGs exhibit a structure that corresponds to a multivariate regression model.
Proposition 4.1. Let G be a connected graph. If G os contains no bi-directed edges, then the set A of all simplicial vertices is non-empty, the induced subgraph (G os )
A is a disjoint union of complete undirected graphs, the induced subgraph (G os ) V \A is a complete DAG, and an edge v → w joins any two vertices v ∈ A and w ∈ A in G os .
Proof. For two adjacent vertices v and w in G os , Lemma 4.2(i)-(ii) implies that Bd(v) ⊆ Bd(w) or Bd(w) ⊆ Bd(v). Hence, we can list the vertex set as V = {v 1 , . . . , v p } such that Bd(v i ) ⊆ Bd(v j ) if v i and v j are adjacent and i ≤ j. It follows that v 1 ∈ A and thus A = ∅. Let A 1 , . . . , A q be the inclusion-maximal simplicial sets of G. Then (G os ) A equals the union of the disjoint complete undirected graphs (G os ) A 1 , . . . , (G os ) Aq . Since G os is an ancestral graph, (G os ) V \A is a DAG.
In order to prove the remaining claims we proceed by induction on |V \ A|. If |V \ A| = 0, then the connected graph G os is a complete undirected graph and there is nothing to show. Let |V \ A| ≥ 1. If the shortest path between v i 1 and v p in G is of the
, which is easily shown by induction on k. However, since v i 1 ∈ Bd(v i 1 ) it must in fact hold that v i 1 and v p are adjacent. Hence, there is an edge between every vertex v ∈ V \ {v p } and v p , which for v ∈ A is of the form v → v p because clearly v p ∈ A. The proof is finished by combining what we learned about v p with the induction assumption applied to the induced subgraph G W with W = {v 1 , . . . , v p−1 }. Note that (G W ) os does not contain any bi-directed edges because for v, w ∈ W , the inclusion Bd
Maximum likelihood estimation in Gaussian models

Covariance graph models
Let G be a bi-directed graph, and
be the cone of symmetric positive definite matrices with zero pattern induced by G. The covariance graph model associated with G is the family of multivariate normal distributions N(G) = N V (0, Σ) | Σ ∈ P(G) . It can be shown that every distribution in N(G) already satisfies all conditional independences stated by the global Markov property for the bi-directed graph G (Kauermann, 1996, Prop. 2.2) . Conversely, if a distribution N V (0, Σ) satisfies the global Markov property for G, then Σ ∈ P(G). Let S ∈ R V ×V be the empirical covariance matrix computed from an i.i.d. sample drawn from some unknown distribution N V (0, Σ) ∈ N(G), i.e. the (v, w)-th entry in S is the dot product of the vectors of observations for the v-th and w-th variables divided by the sample size n. The log-likelihood function ℓ S,n :
If S is positive definite then the global maximum of ℓ S,n over P(G) exists. The likelihood equations obtained by setting to zero the partial derivatives of ℓ S,n with respect to the non-restricted entries in Σ take on the form
compare Anderson and Olkin (1985, §2.1 
.1). A matrixΣ(S) ∈ P(G) that solves (5.3) is a solution to the likelihood equations of N(G).
Since subsequent theorems on the structure of the likelihood equations are obtained via Gaussian ancestral graph models, we briefly review the parametrization of these models.
Parametrization of Gaussian ancestral graph models
Let G be an ancestral graph and un G ⊆ V the set of vertices v that are such that any edge with endpoint v has a tail at v. By Definition 2.1(i), v − w ∈ G implies v, w ∈ un G , and v ↔ w ∈ G implies that v, w / ∈ un G . Let Λ be a symmetric positive definite un G × un G matrix such that Λ vw = 0 only if v = w or v − w ∈ G. Let Ω be a symmetric positive definite (V \ un G ) × (V \ un G ) matrix such that Ω vw = 0 only if v = w or v ↔ w ∈ G. Finally, let B be a V × V matrix such that B vw = 0 only if w → v ∈ G. Define the symmetric positive definite matrix
Let N(G) be the Gaussian ancestral graph model associated with G, i.e. the family of all centered normal distributions that are globally Markov with respect to G. As shown in Richardson and Spirtes (2002, §8) , the normal distribution N V (0, Σ) with Σ = Σ(Λ, B, Ω) defined in (5.4) is in N(G) . Conversely, if G is maximal, then for any N V (0, Σ) ∈ N(G) there exist unique Λ, Ω, B of the above type such that Σ = Σ(Λ, B, Ω). (Note that Richardson and Spirtes (2002) use B for what is here denoted by I V − B.)
Since a bi-directed graph G and its oriented simplicial graph G os are Markov equivalent, the parametrization map for G os , (Λ, B, Ω) → Σ(Λ, B, Ω), has image equal to P(G). By Richardson and Spirtes (2002, Thm. 8.14, Lemma 8.22 ), the map is a diffeomorphism, which implies the following Lemma. 
Empirical maximum likelihood estimates
Using the graphical results established earlier, we show next that over simplicial sets a solution to the likelihood equations (5.3) agrees with its empirical counterpart in S.
Theorem 5.1. Let G be a bi-directed graph with associated covariance graph model N(G). If A ⊆ V is simplicial, S is a symmetric positive definite matrix, andΣ(S) ∈ P(G) is a solution to the likelihood equations (5.3), thenΣ(S)
Proof. By Theorem 3.1(ii), the covariance graph model N(G) and the Gaussian ancestral graph model N(G s ) based on the simplicial graph G s are equal. Let N(G s ) be parametrized by the precision matrix Λ, the matrix of regression coefficients B and the covariance matrix Ω as described in §5.2. In particular, it follows from Richardson and Spirtes (2002, Lemma 8.4 
The inclusion-maximal simplicial sets A 1 , . . . , A q of G form a partition of un G s . The induced subgraphs G s A i , i = 1, . . . , q, are complete undirected graphs. It follows that Λ is a block-diagonal matrix such that Λ vw = 0 if there does not exist an inclusion-maximal simplicial set A i such that v, w ∈ A i . Now the discussion in Richardson and Spirtes (2002, §8.5 ) and Lemma 5.1 imply that every solution to the likelihood equations for Λ, B, Ω in the Gaussian ancestral graph model
Our graphical constructions also provide information on when maximum likelihood estimates of conditional parameters are equal to their empirical counterparts. The conditional parameters we consider are the regression coefficients and conditional variance for the conditional distribution of variable v given its parents pa(v) = {w ∈ V | w → v ∈ G os } in an oriented simplicial graph G os . If pa(v) = ∅, then conditioning variable v on pa(v) is understood to yield the marginal distribution of v. 5) and that the conditional variance equalŝ
Proof. If pa(v) = ∅, then v is a simplicial vertex, and the claim reduces toΣ(S) vv = S vv , which follows from Theorem 5.1. Otherwise, using the parametrization of N(G os ), it follows from Richardson and Spirtes (2002, Thm. 8.7 ) that if Σ = Σ(Λ, B, Ω), then
IfΛ,B,Ω solve the likelihood equations for N(G os ), thenB v×pa(v) andΩ vv solve the likelihood equations of the model in which all parameters in Λ, B, Ω except for B v×pa (v) and Ω vv are treated as fixed values. It follows from Drton and Richardson (2004a, § §5.1-2) that B v×pa (v) and Ω vv must be unique for all solutions to the likelihood equations of N(G os ) and equal to the empirical expressions on the right hand side of (5.5) and (5.6), respectively. Applying Lemma 5.1 thus yields the claim.
Remark 5.1. 'Iterative Conditional Fitting' (Drton and Richardson, 2003 ) is a special purpose algorithm for maximum likelihood estimation in covariance graph models. However, it does not exploit the results of Theorems 5.1 and 5.2. On the other hand, if one runs the ancestral graph extension of iterative conditional fitting described in Drton and Richardson (2004a) on an oriented simplicial graph, then unnecessary computations are avoided by implicitly exploiting Theorems 5.1 and 5.2; compare Section 6.
As we show next the conditions given in Theorems 5.1 and 5.2 under which closed form estimates exist are both necessary and sufficient.
Unsolvability by radicals of the likelihood equations
Let G be the bi-directed graph in Figure 4 (i). The conditional distributions (v, w | x, y) computed from all distributions in the covariance graph model N(G) form a bivariate seemingly unrelated regressions model. For this model, solving the likelihood equations is equivalent to computing the roots of a quintic polynomial, and there exist example data for which this quintic has exactly three real roots (Drton and Richardson, 2004b) . Galois theory (Stewart, 1989, Lemma 14.7) now implies that for these data the quintic is unsolvable by radicals, i.e. the roots of the quintic and thus the solutions to the likelihood equations cannot be computed from the data in finitely many steps involving addition, subtraction, multiplication, division, or taking r-th roots. (Geiger et al. (2006) obtain similar results in the context of undirected graphs.) Theorem 5.3. Let G be a bi-directed graph with oriented simplicial graph G os that contains a bi-directed edge v ↔ w ∈ G os . There exists a symmetric positive definite matrix S for which the global maximumΣ(S) ∈ P(G) of the likelihood function of N(G) cannot be computed in finitely many steps involving addition, subtraction, multiplication, division, or taking r-th roots.
Proof. If v ↔ w ∈ G os , then, by Lemma 4.2(iii), there exist distinct vertices x and y such that the induced subgraph G {x,y,v,w} is one of the graphs in Figure 4 . Let R = V \ {x, y, v, w} and choose S such that S uu = 1 if u ∈ R, S uz = 0 if u, z ∈ R but u = z. Choose the submatrix S R×R equal to the sample covariance matrix of the data in Drton and Richardson (2004b , Table 1 ). Considering the bi-directed graphḠ, in which only the edges between v and y, and x and w are absent, instead of the graph G, yields that the {x, y, v, w} × {x, y, v, w} submatrix ofΣ(S) can be computed by fitting the model based on the graph in Figure 4 (i) to the {x, y, v, w} × {x, y, v, w} submatrix of S. Hence, the discussion right before Theorem 5.3 applies and yields the claim.
Example: Gene expression measurements
The application of covariance graph models to gene expression data has been promoted in the influential paper by Butte et al. (2000) . For illustration, we select data from microarray experiments with yeast strands (Gasch et al., 2000) . We focus on eight genes involved in galactose utilization. Expression measurements for all eight genes are available in n = 134 experiments, for which the empirical correlation matrix is shown in the upper-diagonal part of Table 1 .
For these data, the covariance graph model induced by the graph G in Figure 5 (i) has a deviance of 8.87 over 8 degrees of freedom, which indicates a good model fit. Figure  5 (ii) shows the unique oriented simplicial graph G os that is induced by G. The maximum likelihood estimate obtained by fitting the model to the correlation matrix is shown in the lower-diagonal part of Table 1; note that this estimate is not a correlation matrix.
As predicted by Theorem 5.1, the submatrix over GAL1, GAL7, and GAL10 equals the respective submatrix in the empirical correlation matrix. The regression coefficients for the regression of GAL2 on all remaining variables are identical when computed from the maximum likelihood versus the empirical estimate (Theorem 5.2). As could be expected in light of Theorem 5.3, not all the (italicized) diagonal entries of Table 1 are equal to one.
GAL7 GAL10 GAL1
GAL3
GAL2 GAL80 GAL11 GAL4 GAL7 The use of the oriented simplicial graph G os leads to a considerable gain in computational efficiency in the iterative calculations for obtaining the maximum likelihood estimateΣ (cf. Remark 5.1). With starting value equal to the identity matrix, iterative conditional fitting Richardson, 2003, 2004a) on the original bi-directed graph G performs eight multiple regressions per iteration and converges after 103 iterations. Using the same starting value and termination criterion, iterative conditional fitting on G os converges after only 5 iterations and requires only five multiple regressions per iteration (for the genes GAL2, GAL3, GAL4, GAL11, and GAL80), of which the one for GAL2 has to be executed only in the first iteration.
As in any application of such a multivariate model, one might question the assumption of Gaussianity. Indeed an examination of normal probability plots for each of the variables identified 10 experiments on which all the genes GAL1, GAL7, GAL10 and GAL80 take large negative values, and one on which GAL7 alone takes such a value. These appear to be outliers (standardized values between -3 and -5), possibly produced by thresholding, as some values are identical. However, the measurements for the other genes are well within the range of the observations for the remaining 123 experiments. Thus it is unclear whether removing these 11 experiments from consideration is appropriate. If these 11 outliers are removed, then the resulting probability plots indicate no problems but the correlations among GAL1, GAL7 and GAL10 decrease to values between 0.38 and 0.60, the latter value is the maximum of all correlations. Nevertheless the deviance for G increases only slightly to 10.09. The iterative conditional fitting algorithm based on G now converges after only 20 iterations rather than 103. However, this is still four times as many iterations as required in iterative conditional fitting based on the oriented simplicial graph G os ; recall that in addition each iteration is also simpler.
The orginal correlation matrix in Table 1 exhibits an apparent similarity of the rows for GAL1, GAL7 and GAL10; this is also reflected in the graph G in which these variables form a complete set and have the same spouses. Such symmetry could be investigated
Figure 5: (i) Bi-directed graph G for gene expression measurements, (ii) associated oriented simplicial graph G os .
further via a group symmetry model (Andersson and Madsen, 1998) .
Conclusion
We showed how to remove a maximal number of arrowheads from the edges of a given bi-directed graph G such that one obtains a maximal ancestral graph G os that is Markov equivalent to G. This graphical construction was shown to reveal much useful nonparametric information about Markov equivalence of bi-directed and undirected graphs as well as bi-directed graphs and DAGs.
For the (Gaussian) covariance graph model associated with G, the graph G os yields an alternative parametrization, which provides insight into likelihood inference. The structure of the arrowheads in G os allowed us to identify parts of the covariance matrix for which the maximum likelihood estimates are equal to their empirical counterparts (this applies to all solutions to the likelihood equations if, as occasionally happens, there is more than one solution). These results make it possible to avoid or speed up iterative estimation of the full covariance matrix. We could also prove that if G os contains a bi-directed edge, then the maximum likelihood estimator in the covariance graph model is generally not available in closed form. These results are analogous to those identifying decomposable models as the sub-class of all log-linear and all covariance selection models (Dempster, 1972) for which the maximum likelihood estimator is available in closed form. Whittaker (1990) describes this characterization as one of the 'notable successes of graphical models'. Drton and Richardson (2005) formulate binary models based on the Markov property of bi-directed graphs. For these models, the maximum likelihood estimator is available in closed form if the model-inducing graph is Markov equivalent to a DAG. Moreover, we verified that in the example of the graph G in Figure 1 , the maximum likelihood estimates of the marginal distributions of X 1 and X 4 are equal to the corresponding empirical proportions. We believe that similar analogs to the Gaussian results established here will hold in discrete models, but a general parametrization of discrete ancestral graph models is required to fully access the potential of the results obtained in this paper.
A Connecting paths and inclusion of boundary sets
In this appendix we prove results used in the proof of Theorem 4.1. Let v and w be fixed vertices that are m-connected given C ⊆ V in an ancestral graph G. Let Π G (v, w|C) be the set of paths that m-connect v and w given C in G, and let Π min G (v, w|C) be the set of paths that are of minimal length among the paths in Π G (v, w|C) . Recall that a graph G satisfies the directed boundary containment property if for all distinct vertices v, w ∈ V , v − w or v → w implies Bd(v) ⊆ Bd(w). Proof. Suppose the result is false. Let v j be the vertex closest to w satisfying the antecedent of the Lemma, but not the conclusion. If v j is a collider, then by definition of m-connection, v j ∈ An(C), which is a contradiction. If v j is a non-collider then v j → v j+1 on π. If v j+1 = w, if v j+1 ∈ An(C), or if (v j+1 , . . . , v k , w) is a directed path from v j+1 to w, then clearly v j satisfies the conclusion of the Lemma, which is a contradiction. But if v j+1 / ∈ An(C) ∪ {w} and (v j+1 , . . . , v k , w) is not a directed path from v j+1 to w then v j+1 satisfies the conditions on v j , but is closer to w, again a contradiction. Proof. Suppose for a contradiction that there are non-consecutive vertices on the path which are adjacent. Let (v p , v q ) be a pair of adjacent vertices which are furthest apart on the path, i.e. (p, q) maximizes the distance |r − s| among pairs of indices of adjacent vertices v r and v s on the path. Since π is of minimal length, v = v p or w = v q .
Suppose that v = v p . By definition of (p, q), v p−1 is not adjacent to v q . Consequently, by Lemma A.1, v p is a collider on (v p−1 , v p , v q ), and thus the edge between v p−1 and v p has an arrowhead at v p . It then follows by Lemma A.2 that either v p ∈ An(C) or (v p , v p+1 , . . . , v k , w) is a directed path from v p to w. In the latter case v p ∈ An(v q ), but there is an arrowhead at v p on the edge between v p and v q , which contradicts that G is ancestral. Hence v p ∈ An(C). If v q = w then the path (v, v 1 , . . . , v p , v q = w) is m-connecting given C and shorter than π. Hence v q = w. It then follows by the same argument that v q is a collider on (v p , v q , v q+1 ) and in An(C). However, this also leads to a contradiction since then the path (v, v 1 , . . . , v p , v q , v q+1 , . . . , v k , w) is both m-connecting given C and shorter than π.
The case where w = v q may be argued symmetrically.
Corollary A.1. If G is an ancestral graph which satisfies the directed boundary containment property and π = (v = v 0 , v 1 , . . . , v k , v k+1 = w) ∈ Π min G (v, w|C), then all the non-endpoint vertices v 1 , . . . , v k are colliders on π.
