Abstract-In this paper, an efficient static sprite-generation and compression scheme is proposed for background video coding. First, considering both short-and long-term motion influences, a hybrid technique is proposed in the sprite generation to search the background motion relative to the generated sprite image. In order to prevent the sprite image from being blurred due to the inaccurate segmentation, a reliability-based blending technique is developed. Both the background video at every frame and the sprite image are categorized into reliable, unreliable, and undefined regions. Each region uses a unique strategy in blending. This makes the proposed technique work well even in the case of coarse segmentation. Second, an arbitrary-shape spatial prediction technique is proposed to efficiently compress the sprite image. Due to the property of the background video object, the sprite image often contains many flat and texture-correlation regions. Therefore, utilizing directional spatial prediction can significantly improve the efficiency of sprite coding. In general, the generated sprite is not a rectangular image. Since traditional spatial-prediction methods have difficulty in handling those contour blocks, a padding technique derived from rate-distortion optimization is proposed. Experimental results show that the proposed scheme can generate the background sprite image with better visual quality. Compared with the MPEG-4 sprite-coding scheme, it can also significantly improve the coding efficiency up to 3.0 dB at low bit rates.
T HE FUNDAMENTAL problem in video coding is how to efficiently exploit the correlation among frames. In general, the correlation presented in the background region of a video sequence may be quite different from that in the foreground region. Variations in the background over a video sequence are mostly caused by the camera motion. This kind of motion can be compactly represented with a global motion model. Therefore, some approaches have been proposed to separately compress the background and the foreground in the past decade [1] [2] [3] [4] . It could not only achieve high coding efficiency, but also offer many desired functionalities that never exist in the frame-based coding schemes. Such coding approaches are well known, as the object-or layer-based video coding [4] .
The sprite technique provides an efficient and concise method for the representation of the background video object. A sprite is an image composed of pixels belonging to a video object visible throughout the video sequence [5] , [6] , which is also referred to as the background mosaic in the literature [7] [8] [9] [10] [11] . Since the background sprite has contained all parts of the background that were at lease visible once in a video sequence, it can be used for direct reconstruction or predictive coding of the background video object plane (VOP) at every frame. Some sprite-based video-coding techniques have been studied in the past years [12] [13] [14] [15] [16] . Lee et al. first proposed a layered video-object coding system using the sprite technique and the affine motion model [12] . Grammalidis et al. applied the sprite technique to the multiview video sequence coding [13] , [14] . Smolic et al. proposed a long-term global motion estimation (GME) technique for on-line sprite coding [15] . In [16] , a hierarchical GME technique was proposed for sprite-based video coding. The static sprite-coding technique is also accepted in the MPEG-4 standard [17] .
This paper aims at discussing the background video coding based on the static sprite technique. In a real video-coding system, e.g., video conferencing, the static background sprite image can be generated offline, and then compressed and transmitted prior to the other video objects. In this way, the background sprite is already available at the decoder when the user starts the playback of the reconstructed video. Motion trajectories are encoded into the transmitted bitstream of every frame, which represent the global motion of the background relative to the sprite image. If we assume the whole image is completely covered by the background and the foreground, the shape of the background can be derived from the decoded shape of the foreground VOP; otherwise, the shape of the background has to be encoded into the bitstream. Utilizing the obtained motion parameters and the shape information, the decoder can directly reconstruct every background VOP from the sprite image. Therefore, static sprite coding is particularly suitable for compressing those background objects that mostly undergo rigid motions.
The static sprite generation is performed prior to the static sprite coding. The existing sprite-generation techniques are more or less similar to that described in the MPEG-4 video verification model [6] . These methods are mostly operated on the pre-processed video sequence, where the segmentation information of foreground objects is already available before sprite generation. In other words, foreground objects have been essentially removed from the raw sequence. However, the current automatic segment techniques are still difficult to provide accurate background boundaries. Foreground pixels assigned to the background by error would blur the quality of the generated sprite. Moreover, if auxiliary segmentation information is unavailable, the traditional sprite-generation schemes have to use average or median filtering to reduce the effects of foreground objects. This would inevitably deteriorate the quality of the generated sprite. Since the background at every frame is directly reconstructed from the sprite image at the decoder, the generated sprite finally determines the quality of the reconstructed background. Therefore, the first problem solved in this paper is about how to further improve the quality of the sprite image when the segmentation information is either inaccurate or unavailable.
The coding efficiency is another important issue in the static sprite coding, namely, how to efficiently compress the sprite image. Currently, the major techniques for coding a sprite image are still similar to the MPEG-4 object-based coding, where the sprite image is dealt with as a single INTRA VOP with arbitrary shape [6] . In this scheme, 8 8 DCT is used to eliminate the spatial correlation within a block. The correlation among blocks is exploited by the prediction of dc coefficient and low-frequency ac coefficients in discrete cosine transform (DCT) domain. Due to the property of the background object, the sprite image usually contains many flat and texture-correlation regions. In order to further improve the efficiency of the static sprite coding, the correlations among blocks should be fully exploited.
Since the sprite image is an arbitrary-shape video object, another concern in the sprite coding is how to deal with those contour blocks. For simplicity, we refer to the pixels belonging to the background object in the sprite image as opaque pixels and other pixels as transparent pixels hereafter in this paper. Two main approaches, low-pass extrapolation (LPE) padding plus normal DCT and shape-adaptive DCT (SADCT), have been adopted in the MPEG-4 object-based video coding [17] . In both of them, the sprite shape data is compressed into the transmitted bitstream for the purpose of properly reconstructing the opaque pixels in the sprite image.
In this paper, we propose a high-efficiency background video-coding scheme by using the static sprite-generation and arbitrary-shape spatial prediction techniques. First, an improved background sprite-generation technique is proposed for better quality. Briefly, the sprite is generated by blending pixels of every frame in the video sequence to the corresponding positions after global motion compensation. Thus, the GME plays an important role in the sprite generation. A hybrid GME scheme by considering both the long-term and short-term influences is developed to search the background motion relative to the sprite, which is inspired by the technique in [15] . In order to avoid the sprite being blurred due to inaccurate segmentation, the reliability-based blending technique is introduced in this paper. Both every background video and the sprite are categorized into reliable, unreliable and undefined regions. Each region uses a unique strategy in blending. If the auxiliary segmentation information is unavailable, the proposed sprite-generation technique also provides an optional automatic video segmentation tool. In this way, the proposed scheme can still achieve good quality in sprite generation even from the raw sequence.
Secondly, an efficient sprite-compression technique is proposed by fully exploiting the strong texture correlations of the background sprite. In general, the sprite image often contains many flat and texture-correlation regions. The directional spatial prediction in the pixel domain can effectively reduce the correlations among blocks. Since the traditional spatial-prediction methods has difficulty handling those contour blocks, a padding technique is developed from rate-distortion (RD) optimization. The proposed padding technique, different from the traditional LPE padding, is designed by considering the correlations among the neighboring blocks as well. Therefore, this makes the proposed sprite coding technique can use the arbitrary-shape spatial prediction in the pixel domain. The padded contour blocks are coded with the same process as the opaque blocks. Since the shape of the sprite image cannot be used to exactly recover the shape of every background VOP, instead of exactly coding the sprite shape, one bit is used in the proposed scheme to indicate whether a block are coded or skipped over.
The rest of this paper is organized as follows. Section II first describes the proposed background sprite-generation technique. The main modules, such as GME, rough segmentation, reliability extraction, and reliability-based image blending, are then discussed in detail. Section III presents the static sprite coding with the spatial-prediction technique. The padding algorithm derived from the RD optimization is discussed in detail. The experimental results are given in Section IV. Finally, Section V concludes this paper.
II. STATIC SPRITE GENERATION
The static sprite-generation algorithm presented in this section aims at generating the background sprite with improved visual quality. The proposed algorithm is an extension of our earlier works on developing an optimized sprite-generation tool for the MPEG-4 sprite coding [18] , [19] . It has been accepted in the Part 7 of the MPEG-4 video-coding standard [20] . In this section, we first outline the proposed algorithm, and then discuss every module in detail.
The high-quality sprite generation depends on whether the background motion can be effectively represented by a global motion model. The background motion is normally caused by camera motion such as panning, tilting and zooming. It is usually modeled in terms of a parametric geometrical model. In this paper, the background motion over the whole scene is defined as the eight-parameter perspective transform, i.e., (1) where ( , ) and ( , ) are a pair of coordinates whose positions are in correspondence in the background VOP and the sprite coordinate systems, respectively, and are the perspective coefficients, namely the global motion parameters. Fig. 1 illustrates the proposed sprite-generation scheme, which includes five main modules: GME, rough image segmentation, reliability extraction, image warping, and image blending. Briefly, the sprite generation consists of registering background pixels from every frame of the video sequence and blending them into a single big image. Since the sprite image is blank at the beginning of sprite generation, the initial sprite is derived from the first frame of the video sequence. If the auxiliary segmentation information exists, the reliability map of the first frame is first extracted based on the segmentation information; otherwise, the whole frame is defined as unreliable. Afterwards, the first frame is blended into the blank sprite to obtain the initial sprite. In this way, pixels in the initial sprite have the same reliabilities as that in the first frame. GME and image warping are not involved in the sprite-initialization process.
After deriving the initial sprite from the first frame, the other frames are sequentially processed as follows. First, the global motion between the current frame and the sprite is estimated. Secondly, the reliability map is extracted based on the segmentation information. As illustrated in Fig. 1 , the segmentation masks can be obtained from two different sources. If the auxiliary segmentation masks exist, they are directly used for reliability extraction; otherwise, the segmentation masks are dynamically produced using a rough segmentation tool. The switch in Fig. 1 controls the source of segmentation used for reliability extraction. Third, both the current frame and the extracted reliability map are warped toward the sprite image. Finally, the warped frame is blended with the sprite using three different strategies in terms of the warped reliability map. Bilinear interpolation in [6] is used for image warping throughout the sprite generation.
A. GME
In the static sprite generation, GME aims at finding the global motion parameters of the current frame relative to the sprite image. It determines which pixels could be exactly put into the corresponding positions in the sprite image. In order to enhance the robustness of GME, a hybrid scheme combining the shortand long-term motion estimations is proposed in this paper. This scheme is inspired by the long-term GME technique developed in [15] , in which the warped sprite serves as the reference image in motion estimation. In this paper, the warped sprite is first used for the reference image in the initial motion estimation. The original sprite is then used to refine the initial motion parameters. For estimating the global motion parameters between the current image and the reference image, we employ the algorithm earlier proposed in [16] , which has been designed to minimize the sum of squared differences (SSD) between the current image and the reference image. Fig. 2 illustrates the block diagram of the proposed GME scheme in the background sprite generation. As shown in Fig. 2 , the current frame and the sprite image serve as the inputs. The previous motion also assists in the current GME process. In detail, the GME is implemented with the following steps.
1) The current sprite is warped toward the previous frame using the previously estimated motion parameters. The size of the warped sprite is limited as the frame size in order to reduce the costs in computation and memory.
2) The two three-level image pyramids are built from the current frame and the warped sprite using a low-pass filter, respectively.
3) The initial translation is estimated with full-pixel precision at the top level of the pyramids using a three-step search matching. 4) The top-and medium-level gradient descents are performed to find the intermediate global motion between the current frame and the warped sprite. Here, the warped sprite serves as the reference image. 5) The estimated intermediate motion is concatenated with the previously estimated motion to obtain the initial global motion of the bottom-level gradient descent. 6) The bottom-level gradient descent is performed between the input frame and the original sprite based on the initial global motion achieved in the previous steps. Here, the original sprite serves as the reference image.
In the above process, only the background pixels are used in the GME if the auxiliary segmentation exists; otherwise, the entire frame has to be used. In the latter case, an M-Estimator proposed in [16] is used to reduce the effects of moving foreground objects so that the estimated motion is still accurate enough.
The proposed hybrid GME scheme is very suitable for the purpose of static sprite generation because it considers both the long-and short-term motion influences. Directly estimating the long-term motion between the input frame and the sprite is very difficult, because the displacement between the input frame and the sprite becomes larger and larger with the temporal increments. Estimating the short-term motions between consecutive frames and then concatenating them together might suffer from error accumulations. In this paper, the global motion is initially estimated between the current frame and the warped sprite with the assistance of the previous motion. The initial motion is then refined based on the original sprite image. Therefore, the proposed hybrid GME scheme can tackle the long-term motion influence with the assistance of the previously estimated motion, and meanwhile avoid error accumulation by directly using the original sprite as reference image in the final step of GME.
B. Rough Image Segmentation
Segmentation information is very helpful for the background sprite generation. The auxiliary segmentation might be unavailable for the most sprite coding applications. Therefore, the proposed sprite-generation scheme also provides an optional tool to roughly segment the moving objects from the video sequence. To segment the background and foreground objects, we employ the algorithm originally proposed in [21] and [22] . In this paper, the original algorithm is further improved by utilizing the motion information presented in the background sprite, i.e., the background sprite is warped toward the input frame with the estimated global motion to obtain the reference frame for motion zone detection.
The employed rough segmentation algorithm is summarized here. First, the motion-occlusion zones are detected by performing morphological filter on the differential image obtained by subtracting the warped sprite from the input frame. Second, edge pixels detected from the raw frame with a Canny operator and meanwhile located in the motion zones are defined as the initial segmentation model. Finally, the foreground objects are segmented from the background by utilizing a filling-in technique to the initial segmentation model. Although the proposed segmentation tool cannot accurately extract the boundaries of the moving objects, it is enough for the purpose to reduce the effect of moving foreground objects in the sprite generation.
C. Pixel Reliability Extraction
In general, only pixels belonging to the background of each frame contribute to the background sprite generation. In the traditional sprite-generation techniques, the sprite is usually produced by averagely or weighted blending the contributing pixels from every frame of the video sequence. In other words, all contributing pixels are processed in the same way. However, we cannot take it for granted that every contributing pixel has the same reliability of belonging to the background, particularly when the segmentation is not accurate enough. In this situation, pixels wrongly classified into the background might blur the generated sprite image. It often occurs when processing the video with fast-moving objects.
To tackle the above problem, the reliability-based blending strategies are proposed to handle the contributing pixels. This idea is inspired by Smolic et al.'s work [15] , in which a reliability mask has been defined to indicate the different coding type and instruct the sprite updating. In this paper, the idea is extended to derive three different blending strategies in sprite updating. Following the same terminologies, the proposed method starts by segmenting the current frame into reliable region (RR), unreliable region (UR), and undefined region (UN). Each pixel in the frame is indicated with one of the three types of reliability: reliable, unreliable, or undefined. The three types of pixels can be differently processed in blending. The following paragraph describes how to extract the pixel reliability.
The proposed reliability definition is based on the segmentation information. Pixels not belonging to the background consist of the undefined region. Pixels belonging to the background are segmented into reliable and unreliable regions. Therefore, the key point of reliability extraction is how to distinguish the unreliable region and the reliable region in the background. Assume that is the background VOP to be processed and is the set of pixels located in the boundary of . The unreliable region is defined by extracting some pixels along the borders of the background object, i.e., (2) where intuitively indicates the width of the unreliable region. The remaining pixels in the background consist of the reliable region. For simplicity, the width is set as a fixed value. If the auxiliary segmentation mask is available, the fixed width is enough for the purpose of reliability-based blending. If the segmentation mask is produced with the rough segmentation tool, an extension of this technique is to use the flexible width achieved from the motion and texture information. Fig. 3 shows an example of reliability extraction. Fig.3 (a) shows the original segmentation, in which the black region indicates the background object contributing to the sprite generation. Fig.3 (b) shows the extracted reliability map, in which the gray region is extracted from the background and defined as the unreliable region. The reliable region is indicated by black in this image. Fig.3 (c) shows the reliability map warped toward the sprite and to be used in blending.
D. Reliability-Based Image Blending
This subsection presents the proposed reliability-based image-blending strategies in the sprite generation. The reliability map as well as the current frame is first warped toward the sprite, as shown in Fig.3 (c) . The warped reliability map is then used to instruct the image blending process. Similar to the reliability definition of the pixels in the input frame, pixels in the sprite are also grouped into three categories: reliable, unreliable, and undefined. However, the reliability mask of the sprite image is not derived from the segmentation mask. As described in the following paragraph, the reliability of the sprite pixel is changed dynamically throughout the sprite generation.
In [15] , the unreliable sprite regions are generated only from the unreliable pixels in the input frame. In this paper, the same idea is employed, i.e., reliable and unreliable pixels differently contribute to the sprite updating. Pixels located in the reliable region are weighted to update the corresponding sprite pixels, and pixels in the unreliable region are used to update the corresponding sprite pixels only when they have never been updated by the reliable pixels. The different strategies used to update the sprite are described as follows.
• Reliable pixels in the input frame can be averagely blended with reliable pixels in the sprite, or replace unreliable pixels in the sprite and then mark them as reliable.
• Unreliable pixels in the input frame cannot be used to update reliable pixels in the sprite, but it can be averagely blended with the unreliable pixel, or fill the empty region in the sprite and then set it as unreliable. • Undefined pixels in the input frame do not contribute to the sprite updating. After processing all frames of the video sequence, the reliable and unreliable regions in the sprite are merged together to obtain the final opaque areas of the sprite image. The advantages of the proposed blending technique are twofold. On the one hand, the proposed technique can prevent the unreliable pixels from constantly contributing to the sprite updating, because the contributions from unreliable pixels that might blur the sprite are totally removed once the reliable pixel in the same position appears. On the other hand, the unreliable region tackles the aperture problem of the sprite generation that might happen in the place where the reliable pixel never appears. In this way, the good tradeoff between the segmentation of reliable and unreliable regions ensures the sprite image with much better quality.
III. STATIC SPRITE CODING
In general, the number of bits for coding the background motion information in each frame is quite small. In order to improve the coding efficiency of the sprite-based video coding, the key point is how to efficiently compress the sprite image. Since the background sprite usually contains many flat and texture-correlation regions, high coding efficiency can be achieved by further exploiting the correlations among blocks. In this paper, we propose exploiting the spatial redundancies presented in the flat and texture-correlation regions with the directional spatial-prediction technique developed in the H.26L standard [23] .
Since the generated sprite is an arbitrary-shape image, the object-based coding scheme is employed in this paper. However, instead of exactly compressing the shape data, we use one bit to indicate whether a block (e.g., the quantized coefficients) is coded or skipped over. In some applications, the shape of the sprite image has to be exactly compressed. The shape coding algorithm in MPEG-4 can be used in this case. Because the traditional spatial-prediction-based coding algorithms difficulty deal with those contour blocks, an effective padding technique is developed to fill the transparent region according to the RD theory. In this way, the arbitrary-shape spatial prediction is used in the coding of contour blocks. In the following subsections, we first describe the proposed sprite coding scheme, and then discuss the proposed RD padding technique in detail.
A. Proposed Sprite Coding
The proposed sprite coding scheme aims at efficiently compressing the sprite image by fully exploiting the correlation among blocks in pixel domain. The block-based directional spatial prediction is adopted for this purpose. Fig. 4 illustrates the proposed sprite coding scheme. Since H.26L has adopted the spatial prediction for the INTRA frame/block compression, the baseline of this scheme is developed from the H.26L standard [23] . Some modules, such as INTRA prediction modes, integer transform, quantization, and entropy coding, are the same as that used in H.26L. However, H.26L is not suitable for compressing the sprite image, because the current spatial-prediction technique in H.26L cannot effectively deal with those contour blocks.
A segmentation map is always available at the sprite encoder to indicate that each pixel in the sprite image is either opaque or transparent. The proposed coding scheme groups 16 16 macroblocks into three categories in terms of the segmentation map. The macroblock where all pixels are transparent pixels is referred to as a transparent macroblock, whereas the macroblock where all pixels are opaque pixels is referred to as an opaque macroblock. The contour macroblock comprises both opaque and transparent pixels. Only opaque pixels in the sprite image are necessary to be compressed and transmitted because transparent pixels are never used to reconstruct the background VOP. As illustrated in Fig. 4 , two different paths are for processing three categories of macroblocks separately. Opaque and transparent macroblocks are directly compressed without padding. However, contour macroblocks have to first be padded prior to spatial prediction. The switch in Fig. 4 controls the different paths for coding every macroblock.
Because the transparent macroblock does not contain any useful information for the background VOP reconstruction, it is skipped over for DCT transform and quantization. One bit indicates such a macroblock encoded in the generated bitstream. In order to improve the coding efficiency of the sprite coding, the opaque macroblock is always predicted from the reconstructed top and/or left blocks. The unit of spatial prediction is either 4 4 or 16 16 in the proposed sprite coding scheme. There are six different modes for every 4 4 sub-block. The first mode is DC prediction, and the other modes represent different prediction directions. 16 16 intra prediction is particularly suitable for flat region with little details. Vertical, horizontal, DC, and plane prediction are used at 16 16 size. The sum of absolute differences (SAD) of every INTRA prediction mode is the criterion for mode decision.
As shown in Fig. 4 , contour macroblock is padded prior to the coding process. The proposed padding technique for the contour macroblocks is derived from the RD theory. Different from the traditional LPE padding, the proposed RD padding technique aims at further exploiting the texture correlation among blocks. Hence, it is associated with the selected spatial-prediction mode, as shown in Fig. 5 . Accordingly, the arbitrary-shape spatial prediction is employed for the mode decision of the contour mac-roblock. These techniques are described in the next subsection. After padding the transparent region, the contour macroblock has the same coding process as the opaque macroblock. Similarly to H.26L, the 4 4 integer transform is performed on the predicted residual blocks [23] . The transform matrix is defined as follows: (3) The basic scanning order is still a zigzag one similar to that used in MPEG-4. The context-based adaptive binary arithmetic coding (CABAC) technique in H.26L is used to compress the quantized coefficients.
B. Padding of Contour Block
In this subsection, the proposed padding technique is discussed in detail. Since transparent pixels are never employed to reconstruct the background VOP, these pixels can be filled with arbitrary values. This is also the basic assumption of the proposed padding technique. In contrast to the traditional objectbased coding schemes, the proposed sprite coding scheme fully exploits the texture-correlations among blocks in spatial domain. Thus, spatial prediction is also considered in designing the proposed RD padding technique. In the proposed sprite coding scheme, the unit of spatial prediction is either 4 4 or 16 16. Accordingly, the proposed RD padding can be also performed on either 4 4 blocks or 16 16 blocks in terms of the selected spatial-prediction mode. The following paragraphs describe how to derive the proposed RD padding.
Suppose that is the value of the pixel in position , and is the predicted value in terms of the selected prediction mode. The pixel in a contour block can be either opaque or transparent. If the pixel in position is transparent, is assumed to be the padded value. Hence, the residual pixel in terms of the selected spatial-prediction mode is achieved by the subtraction, i.e.
. Similarly, transform coefficient derived from the transform matrix in (3) is denoted as . Suppose that the transform coefficients compose a memory-less Gaussian source. The following RD function exists: (4) where denotes the mean square error (mse) distortion, denotes the available bit-rate for the given distortion , and denotes the variance of the transform coefficients.
Statistically, the distortion is only relative to the quantization. According to (4), the bit rate can be reduced by minimizing the variance . The coefficients are supposed to be a zero-mean distribution because they are obtained from the orthogonal transform to the residual signals. Thus, the following equation can be derived according to the property of orthogonal matrix , i.e., (5) where indicates the pixel number in the current block and is a constant only relative to the orthogonal matrix . From (4) and (5), the bit rate can be reduced by directly minimizing the variance of the input residual signals. Suppose that denotes the set of all opaque pixels in the contour block. In order to minimize the variance of the residual signals, the proposed padding fills the transparent pixel in the contour block with the predicted value as follows: for all (6) Equation (6) gives the proposed RD padding scheme, in which the is associated with the selected spatial-prediction mode. In order to select the optimum spatial-prediction mode in the contour macroblock coding, the mode decision scheme is improved as well. Since the transparent pixels do not contain any texture information, the proposed spatial-prediction mode decision for the contour macroblock only involves the opaque pixels. In detail, the proposed spatial-prediction mode selection for the contour macroblock employs the following SAD calculation formula instead of the original formula used for the opaque macroblock, i.e., (7) where is the predicted value in terms of the spatial-prediction mode and (8) Thus, the optimal spatial-prediction mode is found in term of the minimum of the candidate spatial-prediction modes. Compared to the traditional LPE padding, the proposed RD padding has the following advantages. Firstly, de-correlation among blocks has been directly considered in the proposed padding scheme so that the texture of the padded block is similar to the textures of its neighbor blocks. Thus, it could reduce the redundancies in the residual block achieved from the directional spatial prediction. Secondly, the proposed RD padding is derived from RD optimization, in which the distributions of DC and AC coefficients are optimized simultaneously. The traditional LPE padding has been designed to remain the DC coefficient similar to the average value of opaque pixels in the contour block in order to benefit the predictive coding of DC coefficients. In this way, the bit reduction for DC coefficients is not straightforward. However, in the proposed RD padding, the bits used for compressing the DC coefficients are directly optimized as well as the AC coefficients. The number of bits for compressing DC coefficients occupies a significant ratio in the compressed bitstream, because predictions in pixel domain have been used to reduce the texture-correlation, particularly for the blocks located in the flat and texture-correlation regions. Therefore, for coding the sprite image, the proposed RD padding is more effective in bit rate reduction rather than the LPE padding.
IV. EXPERIMENTAL RESULTS
In order to verify the performance of the proposed algorithms, this section presents the experimental results on some MPEG (352 288) at frame rate of 30 fps. The auxiliary segmentation masks used for the sprite generation are available from [24] . The experiments are performed in two stages in terms of static sprite generation and static sprite coding. The following subsections present these experiments in detail.
A. Static Sprite Generation
The experiments in this subsection aim at testing the proposed static sprite-generation technique. The sprite-generation scheme by using the auxiliary segmentation information is first tested. The Stefan sequence is very difficult to be processed because both the background motion and the foreground motion in the sequence are very fast. Fig. 5(a) shows the background sprite generated from the Stefan sequence using the proposed algorithm. Fig. 5(b) shows the sprite generated using the same algorithm except that the average blending is used instead of the reliable blending. Thanks to the robust GME strategy, the continuous background sprites are generated in both experiments. However, Fig. 5 (a) provides much better subjective visual quality than Fig. 5(b) . For Fig. 5(a) , the average PSNR of the luminance component in terms of the reconstructed background over 300 frames is 23.1 dB. For Fig. 5(b) , the average PSNR is 22.4 dB. It is more significant of the proposed algorithm in terms of the subjective visual quality. Fig. 6(b) and Fig.6 (c) shows the frames reconstructed from the two sprites, respectively. Some regions in Fig. 6(c) have been blurred by the foreground objects. However, as shown in Fig. 6(b) , the effects of foreground are completely eliminated by using the proposed reliability-based blending technique.
The sprite-generation scheme without using the auxiliary segmentation information is also tested on the Stefan sequence. Fig.  7(a) shows the background sprite generated from the raw Stefan sequence using the proposed segmentation tool plus the reliable blending scheme. Fig. 7(b) shows the background sprite generated using the average blending scheme instead. For Fig. 7(a) , the average PSNR in terms of the reconstructed background over 300 frames is 22.9 dB. For Fig. 7(b) , the average PSNR is 22.0 dB. Fig. 8(b) and Fig. 8(c) show the frames reconstructed from Fig. 7(a) and (b) , respectively. In terms of subjective visual quality, the image shown in Fig. 8(b) is much better than Fig. 8(c) . Fig. 9 gives an example of the employed segmentation mask. Compared with the auxiliary segmentation, the segmentation map achieved from the employed segmentation tool is very coarse. However, the visual quality of the sprite shown in Fig. 7(a) is still similar to the sprite shown in Fig. 5(a) . Therefore, the proposed reliable blending scheme can work very well, even in the case of the coarse segmentation.
In addition, two other background sprites are produced from the Foreman sequence and the Coastguard sequence, as shown in Figs. 10 and 11 , respectively. Compared to the sprite generated from the Stefan sequence, the sprites generated from the Foreman sequence and the Coastguard sequence show better visual quality; e.g., some areas in the Stefan sprite have been smoothed due to the slight inaccuracy of GME and the changes of background content. Therefore, the static sprite coding is more suitable for the sequences with completely rigid background motion.
B. Static Sprite Coding
The experiments in this subsection aim at testing the performance of the proposed static sprite coding scheme. In the proposed algorithm, the coding of motion trajectories are the same as that in the MPEG-4 static sprite coding scheme. Therefore, only the results of sprite image coding are presented in this paper. In the proposed static sprite coding scheme, the shape of the sprite image is exactly compressed with the shape coding algorithm in MPEG-4 for the purpose of fair comparisons. Since JPEG2000 is the best available still-image coding standard, the JPEG2000 codec with region-of-interest (ROI) coding [25] is also tested as another reference. The previously generated background sprites, as shown in Fig. 5(a), Fig. 10, and Fig. 11 , are used in the experiments. The final coding results are illustrated in Figs. 12-14 , respectively. In these figures, only the luminance PSNR calculated using the opaque pixels in the sprite images are illustrated. The results demonstrate that the proposed sprite coding outperforms the MPEG-4 static sprite coding up to 3.0 dB at low bit rates. It also outperforms JPEG2000 with ROI coding for the Foreman sprite and the Coastguard sprite, and is outperformed for the Stefan sprite.
Comparison between the proposed RD padding and the LPE padding is also illustrated in this paper. The same background sprites are used in the experiments. The three background sprites are separately compressed using the proposed static sprite coding with three different padding schemes, i.e., the proposed RD padding, the LPE padding on original blocks (LPE-O), and the LPE padding on predicted residual blocks (LPE-R). For the LPE-R padding, the spatial-prediction mode decision scheme is the same as the proposed RD padding. The Fig. 10 . Background sprites generated from the pre-segmented Foreman sequence using the proposed algorithm. Fig. 11 . Background sprites generated from the pre-segmented Coastguard sequence using the proposed algorithm. Fig. 12 . Coding results of the Stefan background sprite in Fig.6 (a) .
results of the contour macroblocks by using the three different padding schemes are shown in Figs. 15-17 , respectively. In these bit-PSNR plots, only the bits for coding the contour macroblocks are calculated. The PSNR is calculated using only the opaque pixels in the contour macroblocks. The performances of the LPE padding on the original blocks and on the residual blocks are similar. However, the proposed RD padding outperforms both the LPE-based padding schemes up to 2.0 dB in PSNR. The proposed static sprite coding scheme can achieve higher coding efficiency due to the following reasons. First, the arbitrary-shape spatial prediction adopted in this algorithm is very suitable for compressing the background sprites, because the background sprites usually contain many flat and texture-correlation regions. Second, the proposed RD padding is very suitable for the proposed static sprite coding scheme using spatial prediction, because the correlations among blocks are also considered in the padding process. In this way, the padded contour blocks can be efficiently compressed, and meanwhile they can also provide better spatial prediction for the coding of its neighboring blocks.
V. CONCLUSIONS
A high efficient background video-coding scheme based on the static sprite generation and arbitrary-shape spatial-prediction techniques has been presented in this paper. The static sprite generation and compression are two key components in the proposed scheme. Therefore, this paper focuses on how to generate the high quality background sprite with better visual quality and how to efficiently compress the generated sprite image. In order to achieve high coding efficiency, the properties of the background sprite have been fully utilized in these two stages.
First, a robust sprite-generation algorithm is presented in this paper. The sprite coding is usually used for the object-based video coding. Considering that accurate segmentation is very hard to obtain, this paper proposes to utilize the reliability-based blending in the sprite generation. Experiments have proven that the reliability-based blending scheme can greatly improve the visual quality of the sprite image. In other words, it can effectively eliminate the blurs caused by moving foreground objects due to the inaccurate segmentation. In addition, a rough image-segmentation tool associated with the sprite generation is also developed in this paper. Thus, the proposed technique can produce the background sprite directly from the raw video sequence by using the rough image segmentation tool and the reliability-based blending scheme.
Second, an efficient sprite coding scheme is presented in this paper. The directional spatial-prediction technique is proposed for the static sprite coding. Since the traditional spatial-prediction technique cannot efficiently deal with those contour blocks, a padding scheme is proposed to fill the transparent regions of contour blocks by considering the correlations within and among blocks. The experimental results demonstrate that the proposed sprite coding scheme can significantly improve the coding efficiency of the sprite coding, namely, significantly reduce the bits for coding the sprite at the same quality. In addition, the proposed coding scheme essentially extends the directional spatial-prediction technique from the frame-based coding to the arbitrary-shape object coding.
