We propose an efficient algorithm for the generalized sparse coding (SC) inference problem. The proposed framework applies to both the single dictionary setting, where each data point is represented as a sparse combination of the columns of one dictionary matrix, as well as the multiple dictionary setting as given in morphological component analysis (MCA), where the goal is to separate a signal into additive parts such that each part has distinct sparse representation within an appropriately chosen corresponding dictionary. Both the SC task and its generalization via MCA have been cast as 1 -regularized optimization problems of minimizing quadratic reconstruction error. In an effort to accelerate traditional acquisition of sparse codes, we propose a deep learning architecture that constitutes a trainable timeunfolded version of the split augmented lagrangian shrinkage algorithm (SALSA), a special case of the alternating direction method of multipliers (ADMM). We empirically validate both variants of the algorithm, that we refer to as learned-SALSA (LSALSA), on image vision tasks and demonstrate that at inference our networks achieve vast improvements in terms of the running time and the quality of estimated sparse codes on both classic SC and MCA problems over more common baselines. We also demonstrate the visual advantage of our technique on the task of source separation. Finally, we present a theoretical framework for analyzing LSALSA network: we show that the proposed approach exactly implements a truncated ADMM applied to a new, learned cost function with curvature modified by one of the learned parameterized matrices. We extend a very recent stochastic alternating optimization analysis framework to show that a gradient descent step along this learned loss landscape is equivalent to a modified gradient descent step along the original loss landscape. In this framework, the acceleration achieved by LSALSA could potentially be explained by the network's ability to learn a correction to the gradient direction of steeper descent.
Introduction
In the SC framework, we seek to efficiently represent data by using only a sparse combination of available basis vectors. We therefore assume that an M-dimensional data vector y ∈ R M can be approximated as
where x * ∈ R N is sparse and A ∈ R M×N is a dictionary, sometimes referred to as the synthesis matrix, whose columns are the basis vectors. This paper focuses on the generalized SC problem of decomposing a signal into morphologically distinct components. A typical assumption for this problem is that the data is a linear combination of D source signals:
The MCA framework (Starck et al. 2004 ) for addressing additive mixtures requires that each component y i admits a sparse representation within the corresponding dictionary A i , leading to a generalized signal approximation model:
We then seek to recover x * i s given y and dictionaries A i s. We may trivially satisfy (3) by setting, for example, x * i = 0 for all i = j, and performing traditional SC using only dictionary A j . Thus, MCA further assumes that the dictionaries A i s are distinct in the sense that each source-specific dictionary allows obtaining sparse representation of the corresponding source signal, while being highly inefficient in representing the other content in the mixture. This assumption is difficult to enforce on harder problems, i.e. when the components y i have similar characteristics and do not admit intuitive a priori sparsifying bases. In practice, the A i s often have significant overlap in sparse representation, making the problem of jointly recovering the x i s highly ill-conditioned.
There exist iterative optimization algorithms for performing SC and MCA. The bottleneck of these techniques is that at inference a sparse code has to be computed for each data point or data patch (as in case of high-resolution images). In the single dictionary setting, ISTA (Daubechies et al. 2004 ) and FISTA (Beck and Teboulle 2009 ) are classical algorithmic choices for this purpose. For the MCA problem, the standard choice is SALSA (Afonso et al. 2011) , an instance of ADMM (Boyd et al. 2011) . The iterative optimization process is prohibitively slow for high-throughput real-time applications, especially in the case of the ill-conditioned MCA setting. Thus our goal is to provide algorithms performing efficient inference, i.e. algorithms that find good approximations of the optimal codes in significantly shorter time than FISTA or SALSA.
The first key contribution of this paper is an efficient and accurate deep learning architecture that is general enough to well-approximate optimal codes for both classic SC in a single-dictionary framework and MCA-based signal separation. By accelerating SALSA via learning, we provide a means for fast approximate source separation. We call our deep learning approximator Learned SALSA (LSALSA). The proposed encoder is formulated as a time-unfolded version of the SALSA algorithm with a fixed number of iterations, where the depth of the deep learning model corresponds to the number of SALSA iterations. We train the deep model in the supervised fashion to predict optimal sparse codes for a given input and show that shallow architectures of fixed-depth, that correspond to only few iterations of the original SALSA, achieve superior performance to the classic algorithm.
The SALSA algorithm uses second-order information about the cost function, which gives it an advantage over popular comparators such as ISTA on ill-conditioned problems (Figueiredo et al. 2009 ). Our second key contribution is an empirical demonstration that this advantage carries over to the deep-learning accelerated versions LSALSA and LISTA (Gregor and LeCun 2010) , while preserving SALSA's applicability to a broader class of learning problems such as MCA-based source separation (LISTA is used only in the single dictionary setting). To the best of our knowledge, our approach is the first one to utilize an instance of ADMM unrolled into a deep learning architecture to address a source separation problem Our third key contribution is a theoretical framework that provides insight into how LSALSA is able to surpass SALSA, namely describing how the learning procedure can enhance the second-order information that is characteristically exploited by SALSA. In particular, we show that the forward-propagation of a signal through the LSALSA network is equivalent to the application of truncated-ADMM to a new, learned cost function, and present a theoretical framework for characterizing this function in relation to the original Augmented Lagrangian. To the best of our knowledge, our work is the first to attempt to analyze a learning-accelerated ADMM algorithm.
To summarize, our contributions are threefold:
1. We achieve significant acceleration in both SC and MCA: classic SALSA takes up to 100× longer to achieve LSALSA's performance. This opens up the MCA framework to potentially be used in high-throughput, real-time applications. 2. We carefully compare an ADMM-based algorithm (SALSA) with our proposed learnable counterpart (LSALSA) and with popular baselines (ISTA and FISTA). For a large variety of computational constraints (i.e. fixed number of iterations), we perform comprehensive hyperparameter testing for each encoding method to ensure a fair comparison. 3. We present a theoretical framework for analyzing the LSALSA network, giving insight as to how it uses information learned from data to accelerate SALSA. This paper is organized as follows: Sect. 2 provides literature review, Sect. 3 formulates the SC problem in detail, Sect. 4 shows how to derive predictive single dictionary SC and multiple dictionary MCA from their iterative counterparts and explains our approach (LSALSA). Section 5 elaborates our theoretical framework for analyzing LSALSA and provides insight into its empirically demonstrated advantages. Section 6 shows experimental results for both the single dictionary setting and MCA. Finally, Sect. 7 concludes the paper. We provide an opensource implementation of the sparse coding and source separation experiments presented herein.
Related work
A sparse code inference aims at computing sparse codes for given data and is most widely addressed via iterative schemes such as aforementioned ISTA and FISTA. Predicting approximations of optimal codes can be done using deep feed-forward learning architectures based on truncated convex solvers. This family of approaches lies at the core of this paper. A notable approach in this family known as LISTA (Gregor and LeCun 2010) stems from earlier predictive sparse decomposition methods (Kavukcuoglu et al. 2010; Jarrett et al. 2009 ), which however were obtaining approximations to the sparse codes of insufficient quality. LISTA improves over these techniques and enhances ISTA by unfolding a fixed number of iterations to define a fixed-depth deep neural network that is trained with examples of input vectors paired with their corresponding optimal sparse codes obtained by conventional methods like ISTA or FISTA. LISTA was shown to provide high-quality approximations of optimal sparse codes with a fixed computational cost. Unrolling methodology has since been applied to algorithms solving SC with 0 -regularization (Wang et al. 2016 ) and message passing schemes (Borgerding and Schniter 2016) . In other prior works, ISTA was recast as a recurrent neural network unit giving rise to a variant of LSTM (Gers et al. 2003; Zhou et al. 2018) . Recently, theoretical analysis has been provided for LISTA (Chen et al. 2018; Moreau and Bruna 2016) , in which the authors provide convergence analyses by imposing constraints on the LISTA algorithm. This analysis does not apply to the MCA problem as it cannot handle multiple dictionaries. In other words, they would approach the MCA problem by casting it as a SC problem with access to a single dictionary that is a concatenation of source-specific dictionaries, e.g.
. Furthermore these analyses do not address the saddle-point setting as required for ADMM-type methods such as SALSA.
MCA has been used successfully in a number of applications that include decomposing images into textures and cartoons for denoising and inpainting (Elad et al. 2005; Peyré et al. 2007 Peyré et al. , 2010 Shoham and Elad 2008; Starck et al. 2005a, b) , detecting text in natural scene images (Liu et al. 2017) , as well as other source separation problems such as separating nonstationary clutter from weather radar signals (Uysal et al. 2016) , transients from sustained rhythmic components in EEG signals (Parekh et al. 2014) , and stationary from dynamic components of MRI videos (Otazo et al. 2015) . The MCA problem is frequently solved via SALSA algorithm, which constitutes a special case of the ADMM method.
There exist a few approaches in the literature utilizing highly specialized trainable ADMM algorithms. One such framework (Yang et al. 2016 ) was demonstrated to improve the reconstruction accuracy and inference speed over a variety of state-of-the-art solvers for the problem of compressive sensing Magnetic Resonance Imaging. A variety of papers followed up on this work for various image reconstruction tasks, such as the Learned Primal-dual Algorithm (Adler and Öktem 2017) . However, these approaches do not give a detailed iteration-by-iteration comparison of the baseline method versus the learned method, making it difficult to understand the accuracy/speed tradeoff. Another related framework (Sprechmann et al. 2013 ) was applied to efficiently learn task-specific (reconstruction or classification) sparse models via sparsity-promoting convolutional operators. None of the above methods were applied to the MCA or other source separation problems and moreover it is non-trivial to obtain such extensions of these works. An unrolled nonnegative matrix factorization (NMF) algorithm (Roux et al. 2015) was implemented as a deep network for the task of speech separation. In another work (Wisdom et al. 2017) , the NMF-based speech separation task was solved with an ISTA-like unfolded network.
Problem formulation
This paper focuses on the inference problem in SC: given data vector y and dictionary matrix A, we consider algorithms for finding the unique coefficient vector x * that minimizes the 1 -regularized linear least squares cost function:
where the scalar constant α ≥ 0 balances sparsity with data fidelity. Since this problem is convex, x * is unique and we refer to it as the optimal code for y with respect to A. The dictionary matrix A is usually learned by minimizing a loss function given below (Olshausen and Field 1996) 
with respect to A using stochastic gradient descent (SGD), where P is the size of the training data set, y p is the pth training sample, and x * , p is the corresponding optimal sparse code. The optimal sparse codes in each iteration are obtained in this paper with FISTA. When training dictionaries, we require the columns of A to have unit norm, as is common practice for regularizing the dictionary learning process (Olshausen and Field 1996) , however this is not necessary for code inference.
In the MCA framework, a generalization of the cost function from Eq. 4 is minimized to estimate x * 1 , x * 2 , . . . , x * D from the model given in Eq. 3. Thus one minimizes
where
, and α i s are the coefficients controlling the sparsity penalties. We denote the concatenated optimal codes with x * = arg min x E A (x, y). To recover the single dictionary case, simply set α i = α j , ∀i, j = 1, . . . , D and set A i to be partitions of A.
In the classic MCA works, the dictionaries A i s are selected to be well-known filter banks with explicitly designed sparsification properties. Such hand-designed transforms have good generalization abilities and help to prevent overfitting. Also, MCA algorithms often require solving large systems of equations involving A T A or AA T . An appropriate constraining of A i leads to a banded system of equations and in consequence reduces the computational complexity of these algorithms, e.g. Parekh et al. (2014) . More recent MCA works use learned dictionaries for image analysis (Shoham and Elad 2008; Peyré et al. 2007 ). Some extensions of MCA consider learning dictionaries A i s and sparse codes jointly (Peyré et al. 2007 (Peyré et al. , 2010 .
Remark 1 (Learning dictionaries)
In our paper, we learn dictionaries A i s independently. In particular, for each i we minimize
with respect to A i using SGD, where y 
Split augmented lagrangian shrinkage algorithm (SALSA)
The objective functions used in SC (Eq. 4) and MCA (Eq. 6) are each convex with respect to x, allowing a wide variety of optimization algorithms with well-studied convergence results to be applied (Bauschke and Combettes 2011) . Here we describe a popular algorithm that is general enough to solve both problems called SALSA (Afonso et al. 2010) , which is an instance of ADMM. ADMM (Boyd et al. 2011 ) addresses an optimization problem with the form
by re-casting it as the equivalent, constrained problem
ADMM then optimizes the corresponding scaled Augmented Lagrangian,
where d correspond to Lagrangian multipliers, one variable at a time until convergence. SALSA, proposed in Afonso et al. (2010) , addresses an instance of the general optimization problem from Eq. 10 for which convergence has been proved in Eckstein and Bertsekas (1992) . Namely, SALSA requires that (1) f 1 is a least-squares term, and (2) the proximity operator of f 2 can be computed exactly. For our most general cost function in Eq. 6, requirement (1) is clearly satisfied, and our f 2 is the weighted sum of 1 norms. In Supplemental Section A, we show that the the proximity operator of f 2 reduces to element-wise soft thresholding for each component, which in scalar form is given by
When applied to a vector, soft(z; α) performs soft thresholding element-wise. Thus, SALSA is guaranteed to converge for the multiple-dictionary sparse coding problem. SALSA is given in Algorithms 1 and 2 for the single-dictionary case and the MCA case involving two dictionaries, 1 respectively. Note that in Algorithm 2, the u and d updates can Algorithm 2 SALSA (Two Dictionaries Selesnick 2014)
until change in x below a threshold be performed with element-wise operations. The x-update, however, is non-separable with respect to components {x i } D i=1 for general A; the system of equations in the x-update cannot be broken down into D sub-problems, one for each component (in contrast, 1st order methods such as FISTA update components independently). We call this the splitting step.
As mentioned in Sect. 3, the x-update is often simplified to element-wise operations by constraining matrix A to have special properties. For example: requiring AA T = ρI, ρ ∈ R + , reduces the x-update step to element-wise division (after applying the matrix inverse lemma). In Yang et al. (2016) , A is set to be the partial Fourier transform, reducing the system of equations of the x-update to be a series of convolutions and element-wise operations. In our work, as is typical in the case of SC, A is a learned dictionary without any imposed structure.
Note that one way to solve for x in Algorithms 1 and 2 is to compute the inverse of regularized Hessian matrix μI + A T A. This however needs to be done just once, at the very beginning, as this matrix remains fixed during the entire run of SALSA. We abbreviate the inverted matrix as
We call this matrix a splitting operator. Note that the inversion process couples together the dictionary elements (and hence also the dictionaries) in a non-linear fashion. This is an advanced utilization of prior knowledge not seen in the comparator methods of Sect. 6. The recursive block diagram of SALSA is depicted in Fig. 1 .
Learned SALSA (LSALSA)
We now describe our proposed deep encoder architecture that we refer to as Learned SALSA (LSALSA). Consider truncating the SALSA algorithm to a fixed number of iterations Fig. 2 The deep learning architecture of LSALSA for T = 3. The soft-thresholding function, defined in Eq. 12, is an activation function found in each layer of the network and at the end Algorithm 3 LSALSA forward pass (single dictionary)
T and then time-unfolding it into a deep neural network architecture that matches the truncated SALSA's output exactly. The obtained architecture is illustrated in Fig. 2 for T = 3, and the formulas for the tth layer w.r.t. the (t − 1)th iterates are described via pseudocode in Algorithms 3 and 4 for the single-dictionary and MCA cases, respectively. Note that Algorithms 2 and 4 are the most general algorithms considered by us whereas Algorithms 1 and 3 are their special, i.e. single-dictionary, cases.
The LSALSA model has two matrices of learnable parameters: S and W e . We initialize these to achieve an exact correspondence with SALSA:
where N = N 1 + N 2 in the MCA case. All splitting operators S share parameters across the network. LSALSA's two matrices of parameters can be trained with standard backpropagation. Let x = f e (W e , S, y) denote the output of the LSALSA architecture after a forward propagation of y. The cost function used for training the model is defined as
To summarize, LSALSA extends SALSA. SALSA is meant to run until convergence, where LSALSA is meant to run for T iterations, where T is the depth of the network. Intuitively, the backpropagation steps applied during training in LSALSA fine-tune the "splitting step" so that T iterations can be sufficient to achieve good-quality sparse codes (those are obtained due to the existence of nonlinearities). The SALSA algorithm relies on cumulative Lagrange Multiplier updates to "explain away" code components, while separating sources. This is especially important in MCA, where similar atoms from different dictionaries will compete to represent the same segment of a mixed signal. The Lagrange Multiplier updates translate to a cross-layer connectivity pattern in the corresponding LSALSA network (see the d-updates in Fig. 2) , which has been shown to be a beneficial architectural feature in e.g.
Algorithm 4 LSALSA forward pass (two dictionaries)
soft(x 1 (t); α 1 /μ) soft(x 2 (t); α 2 /μ) (Greff et al. 2016; Liao and Poggio 2016; Orhan and Pitkow 2018) . During training, LSALSA is fine-tuning the splitting operator S so that it need not rely on a large number of cumulative updates. However, we show in Sect. 5 that even after training, forward propagation through an LSALSA network is equivalent to the application of a truncated ADMM algorithm applied to a new, learned cost function that generalizes the original problem.
Analysis of LSALSA

Optimality property for LSALSA
Typically, analyses of ADMM-like algorithms rely on the optimality of each primal update, e.g. that (Boyd et al. 2011; Goldstein et al. 2014; Wang et al. 2019) . In Theorem 1 we show that LSALSA provides optimal primal updates with respect to a generalization of the Augmented Lagrangian (11) parameterized by S. The proof is provided in Supplemental Section C.
Theorem 1 (LSALSA Optimality) Given a neural network with the LSALSA architecture as described in Sect. 4.2, there exists an Augmented Lagrangian for which the LSALSA network provides optimal primal updates. In particular, for learned matrices S and W e , we havê
and 1 (u) represents a sum of L1-terms as in (6).
Remark 2 (LSALSA as an instance of ADMM)
Note that by plugging in the initializations of S and W e , given in Eq. 14, we recover the original Augmented Lagrangian. Then, from the perspective of Theorem 1, LSALSA at inference is equivalent to applying T iterations of ADMM on a new, learned cost function that generalizes the original problem in Eq. 11.
Remark 3 (LSALSA provides sparse solutions)
SinceL A employs the 1 -norm in the usual way and LSALSA's u-update is standard soft-thresholding, we can expect LSALSA to enforce sparsity given sufficient iterations.
We show in Sect. 5.2 that the optimal direction forL A is related to the optimal direction for L A , and in Sect. 5.3 we show that gradient descent alongL A is equivalent to a modified gradient descent along L A . For simplicity, we consider the case of learned, symmetric S while holding fixed W e ≡ A T .
Modified descent direction: deterministic framework
ThoughL A 's dependence on u and d is standard in ADMM settings (Boyd et al. 2011) , the learned data-fidelity termf 1 that commands x-directions is now a data-driven quadratic form that relies on the weight matrix S that parameterizes LSALSA. We will next rewrite the new cost function in terms of the original Augmented Lagrangian:
The optimality condition forL A can be written
Then, using ∇ 2 x L A = μI + A T A we can write the LSALSA update as
The root-finding problem posed in (19) and equivalent system of equations in (20) resemble a Newton-like update, but using a learned modification of the original Lagrangian's Hessian matrix. Note that at initialization (using Formula 14), the left-hand-side cancels to zero, recovering the optimality condition for the original problem. This also admits an intuition that LSALSA is incorporating prior knowledge, learned from the training data, that could be made to balance between optimality of the original problem while maintaining some relationship with the training data distribution.
Modified descent direction: stochastic framework
We will next look at (L)SALSA through the prism of worst-case analysis, i.e. by replacing the optimal primal steps with stochastic gradient descent. This effectively enables us to analyze (L)SALSA as a stochastic alternated optimization approach solving a general saddle point problem, and we show that LSALSA leads to faster convergence under certain assumptions that we stipulate. Our analysis is a direct extension of that in Choromanska et al. (2019) . We provide the final statement of the theorem below and defer all proofs to the supplement.
Problem formulation
Consider the following general saddle-point problem: 
denote the gradient of L with respect to the dth argument evaluated on a single data sample (stochastic gradient), and ∇ d L to be that with respect to the global data population (i.e. an "oracle gradient").
We analyze an Alternating Optimization algorithm that, at the dth step, optimizes L with respect to x d while holding all other x i =d fixed: 
Assumptions
The following assumptions are necessary for the Theorems in Sect. 5.3.3. The mathematical definitions of strong-convexity, strong-concavity, and smoothness follow the standards from Nesterov (2013) .
is β d -concave within a ball around the solution x d * of radius r d .
Assumption 2 (Smoothness
In summary, for
is either β d -convex or concave in a neighborhood around the optimal point, and α d -smooth. Next we assume two standard properties on the gradient of the cost function.
Assumption 3 (Gradient Stability G S(γ d ))
We assume that for each d = 1, . . . , K , the following gradient stability condition holds for γ d ≥ 0 over the Euclidean ball
Assumption 4 (Assumption A.6: Bounded Gradient) We assume that the expected value of the gradient of our objective function L is bounded by σ = K d=1 σ 2 d , where:
Convergence statement
Denote with Δ t d = x t d − x * d the error of the tth estimate of dth element of the global optimizer x * . Define the following:
where ξ(β) increases monotonically with increasing β. 
and for LSALSA:
The above theorem states that, given enough capacity of the deep model, LSALSA can learn steeper descent direction than SALSA. We provide below an intuition for that. Consider the gradient descent step (or its stochastic approximation) forL A in the x-direction as given below
This update can be seen as taking first a gradient descent step and then pushing the optimizer further in the learned direction, which we empirically show is a faster direction of decent.
Numerical experiments
We now present a variety of sparse coding inference tasks to evaluate our algorithm's speed, accuracy, and sparsity trade-offs. For each task (including both SC and MCA), we consider a variety of settings of T , i.e. the number of iterations, and do a full hyperparameter grid search for each setting. In other words, we ask "how well can each encoding algorithm approximate the optimal codes, given a fixed number of stages?". We compare LSALSA, truncated SALSA, truncated FISTA, and LISTA (Gregor and LeCun 2010) in terms of their RMSE proximity to optimal codes, sparsity levels, and performance on classification tasks. Both LSALSA and LISTA are implemented as feedforward neural networks. For MCA experiments, we run FISTA and LISTA using the concatenated dictionary A.
We focus on the inference problem and thus learn the dictionaries off-line as described in Sect. 3. Dictionary learning is performed only once for each data set, and the resulting dictionaries are held constant across all methods and experiments herein (visualization of the atoms of the obtained dictionaries can be found in Section F in the Supplement). For MCA, the independently-learned dictionaries are still used, creating difficult ill-conditioned problems (because each dictionary is able to at least partially represent both components).
To train the encoders, we minimize Eq. 15 with respect to W e and S using vanilla Stochastic Gradient Descent (SGD). We considered the optimization complete after a fixed number of epochs, or when the relative change in cost function fell below a threshold of 10 −6 . During hyperparameter grid searches, only 10 epochs through the training data were allowed; for testing, 100 epochs of training were allowed (usually the tolerance was reached before 100 epochs). The optimal codes are determined prior to training by solving the convex inference problem with fixed α * and μ * , e.g. by running FISTA or SALSA to convergence (details are discussed in each section). In order to set the α * , μ * , we fix μ * = 10 and tune α * to yield an average sparsity of at least 89%. We then slowly increase α * s until just before the optimal sparse codes' fail to provide recognizable image reconstructions. We take the simplest approach to image reconstruction: simply multiplying the sparse code with its corresponding dictionary. No additional learning was performed to achieve reconstruction: i.e. for LSALSA we have A i · ( f e (W e , S, y) ) i , where f e (W e , S, y)) i represents the i-th component of the encoder's output.
We implemented the experiments in Lua using Torch7, and executed the experiments on a 64-bit Linux machine with 32GB RAM, i7-6850K CPU at 3.6 GHz, and GTX 1080 8GB GPU. The hyperparameters were selected via a grid search with specific values listed in the Supplement, Section E.
Single dictionary (SC) case
We run SC experiments with four data sets: Fashion MNIST (Xiao et al. 2017 ) (10 classes), ASIRRA (Elson et al. 2007 ) (2 classes), MNIST (LeCun et al. 2009 ) (10 classes), and CIFAR-10 (Krizhevsky and Hinton 2009) (10 classes). The ASIRRA data set is a collection of natural images of cats and dogs. We use a subset of the whole data set: 4000 training images and 1000 testing images as commonly done (Golle 2008) . The results for MNIST and CIFAR-10 are reported in Section G in the Supplement.
The 32 × 32 Fashion MNIST images were first divided into 10 × 10 non-overlapping patches (ignoring extra pixels on two edges), resulting in 9 patches per image. Then, optimal codes were computed for each vectorized patch by minimizing the objective from Eq. 4 with FISTA for 200 iterations. The ASIRRA images come in varying sizes. We resized them to the resolution of 224 × 224 via Torch7's bilinear interpolation and converted each image to grayscale. Then we divided them into 16 × 16 non-overlapping patches, resulting in 196 patches per image. Optimal codes were computed patch-wise as for Fashion MNIST, but taking 700 iterations to ensure convergence on this more difficult SC problem. For Fashion MNIST we selected α * = 0.15 and for ASIRRA, α * = 0.5. using criteria mentioned earlier in the Section.
The data sets were then separated into training and testing sets. The training patches were used to produce the dictionaries. Visualizations of the dictionary atoms are provided in Section F in the Supplement. An exhaustive hyper-parameter search 4 was performed for each encoding method and for each number of iterations T , to minimize RMSE between obtained and optimal codes. The hyper-parameter search included α for all methods, μ for SALSA and LSALSA, as well as SGD learning rates and learning rate decay schedules for LSALSA and LISTA training.
The obtained encoders were used to compute sparse codes on the test set. Those were then compared with the optimal codes via RMSE. The results for Fashion MNIST are shown both in terms of the number of iterations and the wallclock time in seconds used to make the prediction (Fig. 3) . It takes FISTA more than 15 iterations and SALSA more than 5 to reach the error achieved by LSALSA in just one. Near T = 100, both FISTA and SALSA are finally converging to the optimal codes. LISTA outperforms FISTA at first, but does not show much improvement after T > 10. Similar results for ASIRRA are shown in the same figure. On this more difficult problem, it takes FISTA more than 50 iterations and SALSA more than 20 to catch up with LSALSA with a single iteration. LISTA and LSALSA are comparable for T ≤ 5, after which LSALSA dramatically improves its optimal code prediction and, similarly as in case of Fashion MNIST, shows advantage in terms of the number of iterations, inference time, and the quality of the recovered sparse codes over other methods.
We also investigated which method yields better codes in terms of a classification task. We trained a logistic regression classifier to predict the label from the corresponding optimal sparse code, then ask: "can the classifier still recognize a fast encoder's estimate to the optimal code?". For Fashion MNIST each image is associated with 9 optimal codes (one for each patch), yielding a total feature length of 9 × 10 × 10 = 900. The Fashion MNIST classifier was trained until it achieved 0% classification error on the optimal codes. For ASIRRA, each concatenated optimal code had length 196 × 16 × 16 = 50,176; to reduce the dimensionality we applied a random Gaussian projection G : R 50,176 → R 500 before inputting the codes into the classifier. The classifier was trained on the optimal projected codes of length 500 until it achieved 0.5% error. The results for Fashion MNIST and ASIRRA are shown in Table 3 and 4, respectively, in Section G in the Supplement. Note: The classifier was trained on the target test codes so that the resulting classification error is only due to the difference between the optimal and estimated codes. In conclusion, although the FISTA, LISTA, or SALSA codes may not look that much worse than LSALSA in terms of RMSE, we see in the Tables that the expert classifiers cannot recognize the extracted codes, despite being trained to recognize the optimal codes which the algorithms seek to approximate. 
Data preparation
We now describe the dataset that we curated for the MCA experiments. We address the problem of decoupling numerals (text) from natural images, a topic closely related to text detection in natural scenes (Liu et al. 2017; Tian et al. 2015; Yan et al. 2018) . Following the notation introduced previously in the paper, we set y p 1 s to be the whole 32×32 MNIST images and y p 2 s to be non-overlapping 32 × 32 patches from ASIRRA (thus we have 49 patches per image). We obtain 196 k training and 49 k testing patches from ASIRRA, and 60 k training and 10 k testing images from MNIST. We add together randomly selected MNIST images and ASIRRA patches to generate 588 k mixed training images and 49 k mixed testing images. Optimal codes were computed using SALSA (Algorithm 2) for 100 iterations, ensuring that each component had a sparsity level greater than 89%, while retaining visually recognizable reconstructions. The values selected were α 1 = 0.125 * , α * 
Results
An exhaustive hyper-parameter search was performed for each encoding method and each number of iterations T . The hyper-parameters search included α for FISTA and LISTA, α 1 , α 2 , μ for SALSA and LSALSA, as well as SGD learning rates for LSALSA and LISTA training. The code prediction error curves are presented in Fig. 4 . LSALSA steadily outperforms the others, until SALSA catches up around T = 50. FISTA and LISTA, without a mechanism for distinguishing two dictionaries, struggle to estimate the optimal codes (Fig. 5) .
In Fig. 6 we illustrate each method's sparsity/accuracy trade-off on the ASIRRA test data set, while varying T (Supplemental Section I contains a similar plot for MNIST). For each data point in the test set, we plot its sparsity versus RMSE code-error, resulting in a pointcloud for each algorithm. For example, a sparsity value of 0.6 corresponds to 60% of the code elements being equal to zero. These point clouds represent the tradeoff between sparsity and fidelity to the original targets (e.g. proximity to the global solution as defined in original the convex problem). For each T , the (black) LSALSA point-cloud is generally further to the right and/or located below the other point-clouds, representing higher sparsity and/or lower error, respectively. For example, while FISTA achieves some mildly sparser solutions for T = 10, 20, it significantly sacrifices RMSE. In this sense, we argue that LSALSA enjoys the best sparsity-accuracy trade-off from among the four methods. Similarly as before, we performed an evaluation on the classification task. A separate classifier was trained for each data set using the separated optimal codes x * , p 1 and x * , p 2 , respectively. As before, a random Gaussian projection was used to reduce the ASIRRA codes to the length 500 before inputting to the classifier. The classification results are depicted in Table 1 for MNIST and Table 2 for ASIRRA. Finally, in Fig. 7 we present exemplary reconstructed images obtained by different methods when performing source separation (more reconstruction results can be found in Section J in the Supplement). FISTA and LISTA are unable to separate components without severely corrupting the ASIRRA component. LSALSA has visually recognizable separations even at T = 1, and the MNIST component is almost gone by T = 5. Recall that no additional learning is employed to generate reconstructions, they are simply codes multiplied by corresponding dictionary matrices.
Conclusions
In this paper we propose a deep encoder architecture LSALSA, obtained from time-unfolding the split augmented lagrangian shrinkage algorithm (SALSA). We empirically demonstrate that LSALSA inherits desired properties from SALSA and outperforms baseline methods such as SALSA, FISTA, and LISTA in terms of both the quality of predicted sparse codes, and the running time in both the single and multiple (MCA) dictionary case. In the twodictionary MCA setting, we furthermore show that LSALSA obtains the separation of image components faster, and with better visual quality than the separation obtained by SALSA. The LSALSA network can tackle the general single and multiple dictionary coding problems without extension, unlike common competitors.
We also present a theoretical framework to analyze LSALSA. We show that the forward propagation of a signal through the LSALSA network is equivalent to a truncated ADMM algorithm applied to a new, learned cost function that generalizes the original problem. We show via the optimality conditions for this new cost function that the LSALSA update is related to a "learned pseudo-Newton" update down the original loss landscape, whose descent direction is corrected by a learned modification of the Hessian of the original cost function. Finally, we extend a very recent Stochastic Alternating Optimization analysis framework to show that a gradient descent step down the learned loss landscape is equivalent with taking a modified gradient descent step along the original loss landscape. In this framework we provide conditions under which LSALSA's descent direction modification can speed up convergence.
