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Abstract
Given an integer k1 and any graph G, the sequence graph Sk(G) is the graph whose set of vertices is the set of all walks of
length k in G. Moreover, two vertices of Sk(G) are joined by an edge if and only if their corresponding walks are adjacent in G.
In this paper we prove sufﬁcient conditions for a sequence graph Sk(G) to be maximally edge-connected and edge-superconnected
depending on the parity of k and on the vertex-connectivity of the original graph G.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
It is well known that the line digraph technique is very useful to obtain large digraphs; that is, directed graphs which
have large order with respect to their degree and diameter [10]. Moreover, this technique has been proved to be also
very successful with respect to the connectivity properties of the obtained digraphs. In fact, if the iteration order is large
enough, iterated line digraphs are maximally connected and superconnected [8]. Although the same idea produces a
steady increase of the degree of undirected graphs, a sufﬁcient condition on the growth of minimum degree proposed in
[14] and proved in [13], guarantees that iterated line graphs are maximally connected, providing the order of iteration
is large enough. Using other similar approach, it is also possible to construct some satisfactory families of large graphs.
One of such families is the sequence graphs proposed in [11], which has been the starting point of several related
constructions; see [12].
Let k1 be a given integer. The vertex set of the sequence graph Sk(G) of a given simple graph G (with neither
loops nor parallel edges) is the set of all (undirected) walks of length k in G. Hence, each vertex A = (a0a1 · · · ak) =
(akak−1 · · · a0) of Sk(G) corresponds to a walk a0, a1, . . . , ak in G. Notice that ai = ai+1 because G has no loops;
however, we may have ai = aj for some nonconsecutive subindices i and j . Each vertex (a0a1 · · · ak) is adjacent to
the vertices of the form (ta0 · · · ak−1) and (a1 · · · aks), where [t; a0] and [ak; s] are edges of G; that is, two vertices
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of Sk(G) are joined by an edge if and only if their corresponding sequences can be shifted one to another. We do not
consider self-loops or parallel edges in Sk(G). Thus, even if G is regular, Sk(G) might not be, and in fact is not for
k > 1. Moreover, it is easily proved that if G is connected and has diameter D, then Sk(G) is also connected and its
diameter satisﬁes D(Sk(G))D(G) + k, see [11]. Notice that S1(G) is in fact the line graph L(G) of G.
A similar graph construction based on considering the paths of a given length as vertices instead of walks leads to
the so called path graphs [7], and their connectivity properties have been studied, for instance in [1–3,15,16].
The aim of this paper is to analyze the connectivity properties of sequence graphs. More precisely, we prove that
if either k is even or k is odd and G is 3-connected containing two adjacent vertices of minimum degree, then Sk(G)
is maximally edge-connected, i.e., the edge-connectivity of Sk(G) is equal to its minimum degree. Going one step
further, we state that for a 3-connected graph G and even k, or for a 5-connected graph G with two adjacent vertices
of minimum degree and odd k, then Sk(G) is edge-superconnected. A maximally edge-connected graph is said to be
edge-superconnected, for short super-, if each minimum edge-cut consists of all the edges incident with some vertex
of minimum degree.
Besides standard graph theory terms and deﬁnitions, the following notation and terminology are also used in the
paper: given a vertex v of a graph H , dH (v) (or simply d(v) when the context is clear) denotes its degree and NH(v)
stands for the set of vertices adjacent to v. The minimum degree of H is denoted by (H). Given C ⊂ V (H), the
edge-cut T = (C,C) is the set of edges of the form [u; v] ∈ E(H) with u ∈ C and v ∈ C.
2. Edge-connectivity of sequence graphs
For any walk a1, . . . , ak of length k − 1 in G, let us denote by V −a1···ak the set of vertices of Sk(G) of the type
(sa1 · · · ak) with s ∈ NG(a1). Analogously, V +a1···ak is the set of vertices of Sk(G) of the type (a1 · · · akt), t ∈ NG(ak).
We would like to emphasize that, since a1, . . . , ak denotes an undirected walk, we have V −a1···ak = V +ak ···a1 . Moreover,
notice that the neighbors of a vertex B = (b0b1 · · · bk) of Sk(G) are contained in V −b0...bk−1 ∪ V +b1...bk .
Lemma 1. Let A = (a0a1 · · · ak) be a vertex of Sk(G), where k is even. Then
(i) V −a0···ak−1 ∩ V +a0···ak−1 = ∅ and V −a1···ak ∩ (V +a1···ak ∪ V −a0···ak−1) = ∅.
(ii) A /∈V −a0···ak−1 ∪ V +a1···ak .
(iii) V −a0···ak−1 = V +a1···ak if and only if ai = ak−i for all i = 0, . . . , k. Otherwise, V −a0···ak−1 ∩ V +a1···ak = ∅.
Proof. (i) Suppose that there exists B ∈ V −a0···ak−1 ∩ V +a0···ak−1 . Then there are s ∈ NG(a0) and t ∈ NG(ak−1) such
that B = (sa0 · · · ak−1) = (a0 · · · ak−1t). Since s = a0 we have s = t and ai = ak−1−i , i = 0, . . . , k − 1. But this
would imply, in particular, ak/2−1 = ak/2, a contradiction. Analogously, V −a1···ak ∩ V +a1···ak = ∅. In order to see that
V −a1···ak ∩ V −a0···ak−1 = ∅, suppose that there exist t ∈ NG(a1) and s ∈ NG(a0) such that (ta1 · · · ak) = (sa0 · · · ak−1).
Since ak−1 = ak , it follows that ak = s and ak−1−i = ai , i = 0, . . . , k − 2, and we would again have the contradiction
ak/2−1 = ak/2.
(ii) If A = (a0a1 · · · ak) ∈ V −a0···ak−1 , then A ∈ V −a0···ak−1 ∩ V +a0···ak−1 contradicting (i). Analogously, if A ∈ V +a1···ak ,
then A ∈ V −a1···ak ∩ V +a1···ak , again contradicting (i). Hence, A /∈V −a0···ak−1 ∪ V +a1···ak .
(iii) If V −a0···ak−1 = V +a1···ak , then for any s ∈ NG(a0) there exists t ∈ NG(ak) such that (sa0 · · · ak−1) = (a1 · · · akt).
This implies either s = t and ai = ak−i for all i = 0, . . . , k; or s = a1, t = ak−1 and ai = ai+2, i = 0, . . . k − 2, namely
(a0a1 · · · ak) = (a0a1a0a1 · · · a0a1a0), implying again ai = ak−i for all i = 0, . . . , k. Conversely, condition ai = ak−i
for all i = 0, . . . , k, implies V +a1···ak = V +ak−1···a0 , and the result holds because V −a0···ak−1 = V +ak−1···a0 .
The same reasoning leads us to a contradiction if we suppose that ai = ak−i for some i and V −a0···ak−1 ∩ V +a1···ak= ∅. 
Lemma 2. Let A = (a0a1 · · · ak) be a vertex of Sk(G), where k is odd. Then
(i) V −a0···ak−1 ∩ V +a1···ak =
{
A if A = (a0a1a0a1 · · · a0a1);
∅ otherwise.
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(ii) V −a1···ak = V +a1···ak if and only if ai = ak+1−i for all i = 1, . . . , k. Otherwise, V −a1···ak ∩ V +a1···ak = ∅.
(iii) (V −a1···ak\{A}) ∩ V −a0···ak−1 = ∅.
Proof. (i)Assume thatB ∈ V −a0···ak−1 ∩V +a1···ak , that is, there exist s ∈ NG(a0) and t ∈ NG(ak) such that (sa0 · · · ak−1)=
B = (a1 · · · akt). If s = t and ai = ak−i for all i = 0, . . . , k − 1, we would have a(k−1)/2 = a(k+1)/2, a contradiction.
So, s = a1, ak−1 = t and ai = ai+2 for all i = 0, . . . , k − 2, and we have A = (a0a1 . . . a0a1) = B.
(ii) Clearly V −a1···ak =V +a1···ak implies ai =ak+1−i for all i=1, . . . , k. Conversely, condition ai =ak+1−i , i=1, . . . , k,
implies V +a1···ak =V +ak ···a1 , and the ﬁrst part of the result holds because V +ak ···a1 =V −a1···ak . Now suppose that ai = ak+1−i
for some i, and let B ∈ V −a1···ak ∩ V +a1···ak . Then (sa1 · · · ak) = (a1 · · · akt) holds for certain vertices s ∈ NG(a1) and
t ∈ NG(ak). But since s = a1, the equality is equivalent to s = t and ai = ak+1−i for all i = 1, . . . , k, against the
hypothesis.
(iii) Suppose that there exist s ∈ NG(a0) and t ∈ NG(a1)\{a0} such that (sa0 · · · ak−1) = (ta1 · · · ak). Since
ak−1 = ak we have ak−1 = t and ai = ak−1−i for all i = 0, . . . , k − 2, obtaining ak−1 = a0 = t , a contradiction because
t = a0. 
As a ﬁrst consequence of these two lemmas, the minimum degree of Sk(G) can be computed.
Theorem 2.1. Let G be a graph with minimum degree (G)1. Then
(i) for k even, (Sk(G)) = (G);
(ii) for k odd, (Sk(G))=2(G)−2 if there exist two adjacent vertices u, v ∈ V (G) such that dG(u)=dG(v)=(G).
Otherwise, (Sk(G))2(G) − 1.
Proof. Let A = (a0a1 · · · ak) be a vertex of Sk(G). Notice that dSk(G)(A) = |(V −a0···ak−1 ∪ V +a1···ak )\{A}|.(i) If k is even, it follows from Lemma 1 that
dSk(G)(A) = |(V −a0···ak−1 ∪ V +a1···ak )\{A}| = |V −a0···ak−1 ∪ V +a1···ak |
 |V −a0···ak−1 | = |NG(a0)| = dG(a0)(G).
Since A is an arbitrary vertex of Sk(G) we deduce that (Sk(G))(G). Furthermore, consider a vertex X =
(vwvw · · · vwv) of Sk(G) such that dG(v) = (G). We know that V −vwvw···vw = V +wvw···vwv , and therefore,
(Sk(G))dSk(G)(X) = |V −vwvw···vw| = |NG(v)| = dG(v) = (G).
Hence, (Sk(G)) = (G).
(ii) If k is odd by Lemma 2 we obtain that A is the only possible vertex belonging to V −a0···ak−1 ∩ V +a1···ak . Therefore,
dSk(G)(A) = |(V −a0···ak−1 ∪ V +a1···ak )\{A}|
= |V −a0···ak−1\{A}| + |V +a1···ak\{A}|
dG(a0) + dG(ak) − 2. (1)
We deduce that (Sk(G))2(G) − 2. Furthermore, taking B = (uvuv · · · uv), where u and v are such that dG(u) =
dG(v) = (G), by Lemma 2, we obtain V −uvuv···vu ∩ V +vuvu···uv = {B}. Hence,
(Sk(G))dSk(G)(B) = |(V −uvuv···vu ∪ V +vuvu···uv)\{B}|
= |V −uvuv···vu\{B}| + |V +vuvu···uv\{B}| = 2(G) − 2.
Finally, if k is odd and there are no two adjacent vertices of minimum degree in G, then there are two possible cases:
if a0 is adjacent to ak , inequality (1) allows us to deduce
dSk(G)(A)2(G) − 1
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because dG(a0)+dG(ak)2(G)+1; if a0 is not adjacent to ak , then A= (a0a1 · · · ak) = (a0aka0ak · · · a0ak).Again,
by Lemma 2, V −a0···ak−1 ∩ V +a1···ak = ∅, which implies
dSk(G)(A) = |V −a0···ak−1 ∪ V +a1···ak | = |V −a0···ak−1 | + |V +a1···ak |
= dG(a0) + dG(ak)2(G). 
In Sk(G) each edge [A;B] corresponds to a walk a0, a1, . . . , ak, ak+1 of length k + 1 in G. In that case, [A;B] is
said to be an (a1 · · · ak)-edge (or, equivalently, an (ak · · · a1)-edge).
Lemma 3. LetT =(C,C) be an edge-cut ofSk(G). IfT contains (a1 · · · ak)-edges, then the number of (a1 · · · ak)-edges
in T is at least:
(i) min{dG(a1), dG(ak)} if k is even; or if k is odd and aj = ak+1−j for some j ∈ {1, . . . , k}.
(ii) dG(a1) − 1, otherwise.
Proof. If A ∈ V −a1···ak and B ∈ V +a1···ak , then A is adjacent to B in Sk(G). So, if T = (C,C) contains (a1 · · · ak)-
edges, then (V −a1···ak ∪ V +a1···ak ) ∩ C = ∅ and (V −a1···ak ∪ V +a1···ak ) ∩ C = ∅. Let |V −a1···ak ∩ C| = s1, |V +a1···ak ∩ C| = sk ,
|V −a1···ak ∩C| = r1 and |V +a1···ak ∩C| = rk . Notice that s1 + r1 = dG(a1), sk + rk = dG(ak), s1 + sk1, and r1 + rk1.
(i) If k is even Lemma 1 gives V −a1···ak ∩ V +a1···ak = ∅. It follows that the number of (a1 · · · ak)-edges contained in
T is m = s1rk + skr1. If s1 = 0, then sk1 and r1 = dG(a1). Hence, mdG(a1) and the result holds. Similarly,
the result also holds if either sk = 0 or r1 = 0 or rk = 0. Therefore, we can assume s1, sk, r1, rk1. So, we have
s1rk + skr1s1 + r1 = dG(a1) and s1rk + skr1sk + rk = dG(ak), and the result follows.
If k is odd and there exists j ∈ {1, . . . , k} such that aj = ak+1−j , then by Lemma 2, we have V −a1···ak ∩
V +a1···ak = ∅. So, as in the case k even, we deduce that the number of (a1 · · · ak)-edges contained in T is again
s1rk + skr1 min{dG(a1), dG(ak)}.
(ii) If k is odd and ai =ak+1−i for all i=1, . . . , k, by Lemma 2, we again have V −a1···ak =V +a1···ak . Therefore, s1=sk=s
and r1 = rk = r. Moreover, the number m of (a1 · · · ak)-edges contained in T is sr, with s, r1, and r + s = dG(a1).
Then, m = srr + s − 1 = dG(a1) − 1. 
Lemma 4. Let k be an odd integer and let G be a 3-connected graph. If T = (C,C) is an edge-cut of Sk(G), then T
contains (a1 · · · ak)-edges and (b1 · · · bk)-edges, where a1, . . . , ak and b1, . . . , bk are two different walks in G.
Proof. We reason by contradiction supposing that T contains only (a1 · · · ak)-edges. We can suppose without loss of
generality that A = (a0a1 · · · ak) ∈ C and B = (a1 · · · akak+1) ∈ C, in such a way that [A;B] ∈ T . By Lemma 3
we know that the number of (a1 · · · ak)-edges in T is at least (G) − 1, and hence we may choose A and B such that
a0 = ak+1, because (G)3. We may also assume a0 = ak , because otherwise a1 = ak , and, by Lemma 3, T contains
at least (G) (a1 · · · ak)-edges. Hence, we may suppose a0 /∈ {ak, ak+1}. We are now going to show that there exists a
path contained in Sk(G) − T joining A with B.
Since G is a 3-connected graph, there exists a path in G, r0 = a0, r1, . . . rh−1, rh = ak+1, connecting the vertices a0
and ak+1 in such a way that ri /∈ {a1, ak} for all i ∈ {0, 1, . . . , h − 1}.




(ak−i · · · a0r1a0r1a0 · · · a0r1), if i is odd
(ak−i · · · a0r1a0r1a0 · · · r1a0), if i is even
}
, i = 1, 2, . . . , k − 1;
Rk = (a0r1 · · · a0r1),
Rk−1+i =
{
(a0r1 · · · a0r1r2 · · · ri), if i is odd
(r1a0 · · · a0r1r2 · · · ri), if i is even
}
, i = 2, . . . , h;
Rk−1+i =
{
(a0r1 · · · a0r1r2 · · · rh−1ak+1 · · · ak+1+h−i ), if i is odd
(r1a0 · · · a0r1r2 · · · rh−1ak+1 · · · ak+1+h−i ), if i is even
}
, i = h + 1, . . . , k;
R2k = (r1r2r3 · · · rh−1ak+1 · · · ah);
R2k+i = (ri+1 · · · rh−1ak+1 · · · ah−i ), i = 1, . . . , h − 2;
R2k+h−1 = (ak+1 · · · a1) = B.
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We are going to show that [Ri;Ri+1] /∈ T for all i ∈ {0, 1, . . . , 2k + h − 2}. For i ∈ {0, . . . , 2k − 1}, it is enough to
observe that every edge [Ri;Ri+1] is either an (a0 · · · t)-edge or an (r1 · · · t ′)-edge. Since a0, r1 /∈ {a1, ak} and T only
contains (a1 · · · ak)-edges, then [Ri;Ri+1] /∈ T . For i ∈ {2k, . . . , 2k + h − 3}, every [Ri;Ri+1] is an (rj · · · t)-edge
with rj ∈ {r2, . . . , rh−1}. Since we are assuming {r0, . . . , rh−1} ∩ {a1, ak} = ∅, this yields [Ri;Ri+1] /∈ T . Finally,
if [R2k+h−2;R2k+h−1] ∈ T , we would have (ak+1 · · · a2) = (a1 · · · ak). As ak+1 = ak , then ai = ak+2−i , for all
i = 1, . . . , k + 1, which implies, in particular, a(k+1)/2 = a(k+3)/2, a contradiction. Thus, [R2k+h−2;R2k+h−1] /∈ T .
If h>k, let us consider the walk R0, R1, . . . , Rk+h, where R0 = A, Ri = (ak−i · · · a0r1 · · · ri), i = 1, . . . , k; Ri =
(ri−k · · · ri), i = k + 1, . . . , h; Ri = (ri−k · · · rh−1ak+1ak · · · ak+1+h−i ), i = h + 1, . . . , h + k − 1; and Rh+k =
(ak+1 · · · a1) = B. In order to show that this is a walk in Sk(G) − T , it is enough to observe that every [Ri;Ri+1],
i=0, . . . , h+k−2, is an (rj · · · t)-edge with rj ∈ {r0, . . . , rh−1}. Since, we are assuming {r0, . . . , rh−1}∩{a1, ak}=∅,
this yields [Ri;Ri+1] /∈ T . Finally, reasoning as in the case hk, one may readily check that [Rh+k−1;Rh+k] /∈ T .
Hence, there exists a path contained in Sk(G)−T that joinsA ∈ C withB ∈ C.This contradicts that T is an edge-cut
and, consequently, we deduce that T must contain (a1 · · · ak)-edges and (b1 · · · bk)-edges for some walk b1, . . . , bk in
G different from a1, . . . , ak . 
As an immediate consequence of Theorem 2.1, Lemmas 3 and 4, we obtain the following theorem.
Theorem 2.2. Let G be a connected graph with minimum degree (G).
(1) For even k, Sk(G) is maximally edge-connected.
(2) For odd k, (Sk(G))(G) − 1.
(3) If k is odd, G is 3-connected, and there exists in G two adjacent vertices with minimum degree, then Sk(G) is
maximally edge-connected.
For odd k, the bounds of the above theorem are best possible. Indeed, let us consider a graphG formed by two triangles
joined by a path of length k + 2. It is not difﬁcult to see that, for odd k, Sk(G) has edge-connectivity (Sk(G)) = 1.
3. Edge-superconnectivity of sequence graphs
Superconnectivity (introduced by Boesch and Tindell in [5]) is a stronger measure of connectivity. Their study has
deserved some attention in recent years; see for instance [6,9,17,18]. A maximally edge-connected graph is called
super- if every edge-cut (C,C) of cardinality (G) satisﬁes that either |C| = 1 or |C| = 1. Observe that an edge-
superconnected graph is necessarily maximally edge-connected, but the converse is not true (take Cg , a cycle of length
g, with g4 as a simple example of a maximally edge-connected graph that is not edge-superconnected). It is also
worth noting that attaining edge-superconnectivity implies minimizing the number of minimum edge-cuts (see [6,18]),
which has a particular signiﬁcance in the design of reliable networks.
In general, to determine whether a graph is super- is a hard problem, and only some special graphs have been shown
to possess the super- property. In this regard, some sufﬁcient conditions on the order, the girth or the diameter for a
graph to be super- have been given, for instance in [4,9,18].
To study the edge-superconnectivity of Sk(G), we begin by proving some sufﬁcient conditions on the (vertex)-
connectivity of Sk(G) in terms of the (vertex)-connectivity of G. More precisely, we show that Sk(G) is 2-connected
if G is 3-connected, and Sk(G) is 3-connected if G is 5-connected.
Lemma 5. (i) If G is 3-connected, then Sk(G) is, at least, 2-connected.
(ii) If G is 5-connected, then Sk(G) is, at least, 3-connected.
Proof. (i) For any vertex A = (a0 . . . ak) of Sk(G), we are going to show that Sk(G) − {A} is connected, i.e., given
two vertices P = (p0 · · ·pk) and Q = (q0 · · · qk) of Sk(G) − {A}, there exists a walk in Sk(G) − {A} connecting
P with Q. We can suppose, without loss of generality, that pk, qk = a0, ak , because otherwise, taking into account
that G is 3-connected, it is enough to take P ∗ = (p1 · · ·pkp) and Q∗ = (q1 · · · qkq), with p ∈ NG(pk)\{a0, ak} and
q ∈ NG(qk)\{a0, ak}. Moreover, we can suppose that pk = qk, because if pk = qk = p, then it is enough to take
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P ∗ = (p1 · · ·pk−1pt), with t ∈ NG(p)\{a0, ak}. That is, we may assume that qk = pk , and pk, qk = a0, ak , and we
will show that P and Q are connected by a path in Sk(G) − {A}.
Since G is 3-connected, there exists a path in G, pk = z0, z1, . . . , zh−1, zh = qk , joining pk with qk such that
zj /∈ {a0, ak}, for all j = 0, . . . , h.
If k is odd, let Z∗ be the walk in Sk(G) deﬁned as follows:
Z∗ : P = (p0 . . . pk), (p1 . . . pkz1), (p2 . . . pkz1pk), (p3 . . . pkz1pkz1), . . . ,
(pkz1pk . . . z1pkz1), (z1pk . . . z1pkz1z2), (pkz1pk . . . z1z2z3), . . . ,
(zh−2zh−1qk . . . q2), (zh−1qk . . . q1), (qk . . . q0) = Q.
If k is even, it sufﬁces to consider the walk
Z∗ : P = (p0 . . . pk), (p1 . . . pkz1), (p2 . . . pkz1pk), (p3 . . . pkz1pkz1), . . . ,
(z1pkz1 . . . z1pkz1), (pkz1 . . . z1pkz1z2), (z1pkz1 . . . z1z2z3), . . . ,
(zh−2zh−1qk . . . q2), (zh−1qk . . . q1), (qk . . . q0) = Q.
It is evident that Z∗ joins the vertices P and Q in Sk(G). Moreover, one may readily check that Z∗ is a walk in
Sk(G)− {A}. In effect, notice that for each vertex R = (r0 . . . rk) ∈ V (Z∗)\{P,Q} it is satisﬁed that either r0 or rk are
in {z0, . . . , zh}, and by hypothesis, we have {z0, . . . , zh} ∩ {a0, ak} = ∅. Likewise, by construction, {P,Q} ∩ {A} = ∅.
So Sk(G) − {A} is connected, and the result follows.
(ii) For any pair of vertices A= (a0 . . . ak) and B = (b0 . . . bk) of Sk(G), we are going to show that Sk(G)− {A,B}
is connected, i.e., given two vertices P = (p0 . . . pk) and Q = (q0 . . . qk) of Sk(G) − {A,B}, there exists a walk in
Sk(G)−{A,B} connecting P withQ.We can suppose, without loss of generality, that pk, qk = a0, ak, b0, bk , because
otherwise, taking into account that G is 5-connected, it is sufﬁcient to take P ∗ = (p1 · · ·pkp), and Q∗ = (q1 · · · qkq),
with p ∈ NG(pk)\{a0, ak, b0, bk}, and q ∈ NG(qk)\{a0, ak, b0, bk}. Moreover, we can suppose that pk = qk, because
otherwise it is enough to take P ∗ = (p1 · · ·pk−1qkt), with t ∈ NG(qk)\{a0, ak, b0, bk}. That is, we may assume that
qk = pk , andpk, qk = a0, ak, b0, bk , and we will show that P and Q are connected by a path in Sk(G) − {A,B}.
Since G is 5-connected, there exists a path in G, pk = z0, z1, . . . , zh−1, zh = qk , joining pk with qk such that
zj /∈ {a0, ak, b0, bk}, for all j = 0, . . . , h. Now, considering the same walk Z∗ as in case (i), we obtain the desired
contradiction. 
Theorem 3.1. Let G be a 3-connected graph. Then Sk(G) is edge-superconnected if k is even.
Proof. Let T = (C,C) be an edge-cut of Sk(G) of minimum size. Our purpose is to show that |C| = 1 or |C| = 1. By
Theorems 2.2 and 2.1, we know that (Sk(G)) = (Sk(G)) = (G). So, we have |T | = (G). Likewise it is clear that
T contains only (a1 · · · ak)-edges, because otherwise, by applying Lemma 3, we would deduce that |T |2(G), and
this is not possible.
Reasoning as in the proof of Lemma 3, the number of (a1 · · · ak)-edges contained in T is s1rk + skr1, where
|V −a1···ak ∩C| = s1, |V +a1···ak ∩C| = sk , |V −a1···ak ∩C| = r1 and |V +a1···ak ∩C| = rk, where s1 + r1 = d(a1), sk + rk = d(ak),
s1 + sk1 and r1 + rk1. Notice that if r1, rk, s1, sk1, taking into account that (G)3, we would have
(G) = |T | = s1rk + skr1
s1 + r1 + sk + rk − 2
= d(a1) + d(ak) − 2
2(G) − 2> (G)
which is a contradiction. Assume that sk = 0 (the proof of the cases s1 = 0, rk = 0 and sk = 0 is analogous). In this
case, we have rk = d(ak) and
(G) = |T | = s1rk = s1d(ak)s1(G)
hence s1 = 1 and d(ak) = (G). This means that there exists a single vertex A = (a0a1 · · · ak) ∈ V −a1···ak ∩ C and
(V −a1···ak ∪ V +a1···ak )\{A} ⊆ C. Notice also that all the (a1 · · · ak)-edges of T are incident with A and there are no
(a1 · · · ak)-edges joining two vertices of C. Therefore, if |C|> 1, then A is a vertex cut of Sk(G). But according to








Fig. 1. The sequence graph S2(K3) is not edge-superconnected.
Lemma 5, Sk(G) is at least 2-connected because G is 3-connected. Consequently, we deduce that |C|=1, hence Sk(G)
is edge-superconnected. 
Theorem 3.1 is best possible in the sense that the hypothesis of 3-connectivity of G cannot be weakened. Consider,
for instance, S2(K3). Although K3 is 2-connected, S2(K3) is not edge-superconnected, see Fig. 1.
Theorem 3.2. Let G be a 5-connected graph having two adjacent vertices with minimum degree. Then Sk(G) is
edge-superconnected if k is odd.
Proof. Let T = (C,C) be an edge-cut of Sk(G) of minimum size. As in the above theorem, we want to show that
|C| = 1 or |C| = 1. By applying Theorems 2.1 and 2.2, we know that (Sk(G))= (Sk(G))= 2(G)− 2. So, we have
|T | = 2(G) − 2. Likewise, by Lemma 4, T contains exactly two different (a1 · · · ak)-edges and (b1 · · · bk)-edges,
because otherwise, by applying Lemma 3, we would deduce that |T |3(G)−3, and this is not possible. Furthermore,
Lemma 3 also allows us to deduce that
ai = ak+1−i and bi = bk+1−i for all i = 1, . . . , k, (2)
because if not, then |T |2(G). By Lemma 2, V −a1···ak =V +a1···ak , and reasoning as in the proof of Lemma 3, the number
of (a1 · · · ak)-edges contained in T is s1r1,where |V −a1···ak ∩C|=s1, |V −a1···ak ∩C|=r1, and s1+r1=d(a1).Analogously,
V −b1···bk = V +b1···bk , the number of (b1 · · · bk)-edges contained in T is s2r2, where |V −b1···bk ∩C| = s2, |V −b1···bk ∩C| = r2,
and s2 + r2 = d(b1). Notice that if either s12 and r12, or s22 and r22, we would obtain
2(G) − 2 = |T | = s1r1 + s2r2
s1 + r1 + s2 + r2 − 1
= d(a1) + d(b1) − 1
2(G) − 1> 2(G) − 2
which is a contradiction. Hence we can assume that s1 = 1 and s2 = 1 (the proof of the other cases is analogous). In
this case, we have r1 = d(a1) − 1, r2 = d(b1) − 1 and
2(G) − 2 = |T | = r1 + r2 = d(a1) + d(b1) − 22(G) − 2
whence d(a1) = d(b1) = (G). This means that there exists a single vertex A = (a0a1 · · · ak) ∈ V −a1···ak ∩ C and
V −a1···ak\{A} ⊆ C. Notice also that all the (a1 · · · ak)-edges of T are incident with A and there are no (a1 · · · ak)-
edges joining two vertices of C. In the same way, there exists a single vertex B = (b0b1 · · · bk) ∈ V −b1···bk ∩ C and
V −b1···bk\{B} ⊆ C. Notice also that all the (b1 · · · bk)-edges of T are incident with B and there are no (b1 · · · bk)-edgesjoining two vertices of C. Notice that |C|1 + dSk(G)(A)− (G)+ 1(G)+ 1> 2 and therefore, C − {A,B} = ∅.
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Thus, if A = B, then {A,B} is a cut-set of Sk(G); since G is 5-connected, this fact contradicts Lemma 5. Therefore
A = B, which means that (b1 · · · bk)-edges must be (a0 · · · ak−1)-edges. From the above relations (2), it follows that
A = (a0a1a0 · · · a0a1). Hence A is the only vertex belonging to C, and therefore, G is edge-superconnected. 
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