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Abstract
As an extension of the discrete Sommerfeld problems on lattices, the
scattering of a time harmonic wave is considered when there exists a pair
of semi-infinite cracks or rigid constraints on an infinite square lattice.
Due to presence of stagger, also called offset, in the alignment of the de-
fect edges the asymmetry in the problem leads to a matrix Wiener–Hopf
kernel that cannot be reduced to scalar Wiener–Hopf in ordinary way. In
the corresponding continuum model the same problem is well known to
possess a certain special structure with exponentially growing elements on
diagonal of kernel. The present paper tackles a discrete analogue of the
same by reformulating the Wiener–Hopf problem and reducing it to a set
of linear algebraic equations; the coefficients of which can be found by an
application of scalar Wiener–Hopf factorization. The discrete paradigm
involving lattice waves is also relevant for modern applications of mechan-
ics and physics at small length scales.
0 Introduction
The Wiener–Hopf technique [71, 57, 31, 14, 34, 15] has many applications in
understanding singular phenomena in mechanics and physics. The scattering of
waves in electro-magnetism, acoustics, and allied subjects [72, 24, 28, 23, 12, 22,
30, 48, 49] is one such wherein the presence of sharp edges and the assortment
of mixed boundary conditions allows an application of the method conceived
by Wiener and Hopf. A typical wave diffraction phenomenon that has been
an interesting problem for researchers [18, 19, 11, 27, 26, 25, 47, 70, 6, 4, 5]
involves an incident time harmonic wave on more than one semi-infinite parallel
rows with either Neumann or Dirichlet condition. Apart from some special cases
[20, 37, 10, 35, 36, 21, 46, 44, 45, 13, 32] such multiple diffraction problems often
give rise to the matrix Wiener–Hopf kernels for which there is, as yet, no general
constructive method of factorization [17, 52, 53]. One such canonical problem
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is the determination of the sound field scattered by two semi-infinite parallel
plates whose edges are not aligned. The asymmetry in this physical problem
leads to the occurrence of certain exponential phase factors in the Wiener–Hopf
kernel, for instance, the main term has form [2],
[ 1 e−hγeiξa
e−hγe−iξa 1 ] , (1)
for ξ belonging to a strip surrounding the real line in the complex plane, where
a is the ‘horizontal’ offset between the edges along the plate direction, while
h is the vertical spacing between the plates, and γ∶=γ(ξ) = √ξ2 − k2 with k as
incident wave number. Few decades ago, within the Wiener–Hopf formulation
[56] for finding the scattered velocity potential for this problem, a method was
announced [2] that successfully reduced (1) to solving a complex linear func-
tional Wiener–Hopf equation. As a generalization, a method for factorizing
such general class of matrix kernels, with exponential phase factors, has been
given in [3]. The subtlety behind such Wiener–Hopf kernel factorization has
been investigated in several accounts as well, for example, see [16] [33] [54] [59]
[55].
The present paper is a discrete analogue of the work on diffraction by paral-
lel staggered plates [2]. In different types of lattice models, certain mechanical
analogues of soft or hard screens, namely, rigid constraints or cracks, respec-
tively, can be analyzed [60, 61, 63, 64, 65, 62, 66]. Indeed, the problem of
scattering by defects in arbitrary lattices has rich history [39, 40, 41]. It has
been found recently [42, 43] that the discrete scattering problem involving a
pair of staggered crack tips or rigid constraint tips also involves a factor in the
Wiener–Hopf matrix kernel, a counterpart of (1) belonging to a formidable class
of kernels [53], of the form
[ 1 λNz−M
λNzM 1
] (2)
for z belonging to an annulus surrounding the unit circle in the complex plane.
In equation (2), λ∶=λ(z) is the discrete analogue of γ and z that of ξ. In fact, as
the ratio of square lattice grid spacing to the incident wavelength, i.e., b×k =∶ →
0, (1) is recovered with a = M, h = N, λ = e−γ , z = e−iξ. In [43] an asymptotic
method [52] was applied to factorize the kernel. The primary precursor to the
success of a method appears to be the possibility of an exact solution for the
zero offset case [68]. In this paper, following this line of reasoning, it is shown
that the Wiener–Hopf problem can be reformulated so that eventually only a
system of linear algebraic equation needs to be solved whose coefficients can
be obtained using scalar Wiener–Hopf method [56]. This is reminiscent of the
distinguished work of [2, 3]. Even though the case of negative offset M can be
obtained from that for the positive offset, for purpose of completeness both cases
are studied in the paper.
2
Notation
Let R denote the set of real numbers and C denote the complex numbers (typ-
ically, z = z1 + iz2 ∈ C). ∣z∣ denotes the modulus and arg z denotes the argu-
ment (with branch cut along negative real axis) for z ∈ C. Let Z stand for
set of integers, Z+ for non-negative integers and Z− for negative integers. Let
Zba = {a, a + 1, . . . , b} ⊂ Z. If f is a differentiable, real or complex, function then
f ′ denotes the derivative of f with respect to its argument, and f ′′ denotes
the second derivative. The letter H stands for the discrete Heaviside function:H(x) = 0,x < 0 and H(x) = 1,x ≥ 0. The discrete Fourier transform, simply ad-
dressed as Fourier transform, of a sequence {um}m∈Z is denoted by uF [60]; for
instance, for the field {ux,y}x∈Z at given y ∈ Z, the Fourier transform is defined
by [29, 7]
uFy ∶=u+y + u−y , u±y =∑x∈Z z−xH(±x − 12 ± 12)ux,y. (3)
In general, the superscript − (resp. +) is associated with a complex function
which is analytic inside (resp. outside) and on an annulus. The symbol z is
exclusively used throughout as a complex variable for the Fourier transform.
The square root function,
√⋅, has the usual branch cut in the complex plane
running from −∞ to 0. To avoid cumbersome notation, whenever a series is
provided in the paper, it is assumed that it describes an analytic function, i.e.,
it converges in the specified region of the complex plane.
1 Square Lattice Model
Let eˆ1, eˆ2 be the unit basis vectors in R2. Consider an infinite square lattice,
denoted by S, of identical particles,
S ≃ Z2 = {(x,y)∣x ∈ Z,y ∈ Z}.
The out-of-plane displacement of a particle in S, indexed by its coordinates(x,y) ∈ Z2, is described by ux,y ∈ C. Each particle in S interacts with its four
nearest neighbors, separated by an in-plane spacing b (see Fig. 1), through
linearly elastic identical (massless) bonds.
The cracks exist at two rows of particles as schematically shown in Fig.
1(a), where the specific crack faces occur at y = 0,−1 and y = N,N − 1. Also
in another problem, semi-infinite rigid constraints are assumed to exist at two
rows of particles as schematically shown in Fig. 1(b), where the specific rows
are indexed by y = 0 and y = N. The semi-infinite crack is modeled by assuming
zero spring constant between the crack faces [60] while the rigid constraint is
modeled by assuming zero total displacement at constrained sites [61]. Let
Σk = {(x,y) ∈ Z2 ∶ x ≥ 0,y = 0,−1} ∪ {(x,y) ∈ Z2 ∶ x ≥ M,y = N,N − 1}, (4)
shown as gray dots in Fig. 1(a). Above can be interpreted as the union of both,
upper and lower, crack faces. Let Σc denote the set of all lattice sites in S that
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Figure 1: (a) Square lattice with one semi-infinite crack between y = 0 and
y = −1, i.e., broken bonds at all x ≥ 0, and another such crack above it between
y = N = 3 and y = N − 1 = 2 with broken bonds at all x ≥ M = −2. (b) Square
lattice with one semi-infinite rigid constraint at y = 0 with zero displacement at
all x ≥ 0 and another such constraint above it at y = N = 3 and all x ≥ M = −2.
are rigidly constrained, i.e.,
Σc = {(x,0) ∈ Z2 ∶ x ≥ 0} ∪ {(x,N) ∈ Z2 ∶ x ≥ M}, (5)
shown as black dots in Fig. 1(b). Henceforth, the two dimensional lattice S is
considered, with each particle of unit mass, and, an interaction with only its four
nearest neighbours through bonds with a spring constant 1/b2. On the square
lattice model described thus far, a time harmonic lattice wave is considered
incident (see Fig. 1) and its diffraction by two cracks or rigid constraints is
studied.
The equation of motion of particles in the lattice, while excluding the per-
turbed sites Σ, i.e., constrained set Σc or crack Σk, and suppressing an explicit
dependence of u on time t, is
d2
dt2
ux,y = 1
b2
△ux,y, (x,y) ∈ Z2 ∖Σ,
where △ux,y∶=ux+1,y + ux−1,y + ux,y+1 + ux,y−1 − 4ux,y, (x,y) ∈ Z2. (6)
Suppose uinc describes the incident lattice wave with frequency ω (in the
pass band of lattice S [9]) and a lattice wave vector (κx,κy). Specifically, it is
assumed that uinc is given by the expression
uincx,y ∶=Aeiκxx+iκyy−iωt, (x,y) ∈ Z2, (7)
where A ∈ C is constant. In the remaining text, the explicit time dependence
factor, e−iωt, is suppressed.
By virtue of (6) in intact lattice, taking u = uinc, with ω∶=bω, it is easy to
see that ω,κx, and κy satisfy the dispersion relation [9]
ω2 = 4(sin2 1
2
κx + sin2 1
2
κy), (κx,κy) ∈ [−pi,pi]2. (8)
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The lattice wave (7) is diffracted by the crack tips and the rigid constraint
tips. In order to avoid non-decaying wavefronts and associated technical issues,
following a traditional choice in diffraction theory [8, 56], it is assumed that
ω =ω1 + iω2, ω2 > 0. (9)
Due to the dispersion relation (8), and (9), κx and κy are also complex numbers.
The total displacement field ut satisfies the discrete Helmholtz equation
△utx,y +ω2utx,y = 0, (x,y) ∈ Z2 ∖Σ, (10a)
where utx,y = uincx,y + ux,y, (x,y) ∈ Z2, (10b)
and certain other equations on the defects Σ ((4), (5)).
Since the incident wave uincx,y (7) satisfies (10a), the scattered wave ux,y (10b)
also satisfies (10a). With the details are provided in Appendix 5, a general
solution of the latter can be prepared so that the scattered field, in between
the defects as well as above and below them, can be written in terms of few
unknown functions.
In particular, for the problem of two cracks, since (9) implies that uFy → 0
when y → ±∞, the Fourier transform of the scattered wave field (as complex
function, analytic on an annulus A , described in Appendix 5, see also [60, 61])
is found to be
uFy = u0(λ−2N+2λy − λ−yλ−2N+2 − 1 ) + uN−1(λ−N+1λ−y − λ−N+1λyλ−2N+2 − 1 )= fyu0 + gyuN−1 (y ∈ ZN−10 ),
uFy = uFN λy−N (y ≥ N), uFy = uF−1λ−(y+1) (y ≤ −1),
(11)
where the function uF−1, uF0 , uFN−1 and uFN are unknown functions. As expected
due to symmetry between the two cracked rows, various fs are related to gs, for
instance, uF1 = f1u0 + fN−2uN−1,uFN−2 = fN−2u0 + f1uN−1. In the following section,
it is found that instead of four there are mainly two unknown functions to be
determined, as expected [60].
Similarly, for the problem of two rigid constraints, the Fourier transform of
the scattered wave field (as complex function, analytic on the annulus A ) is
uFy = u0( λ−2Nλyλ−2N − 1 − λ−yλ−2N − 1) + uN( λ−Nλ−yλ−2N − 1 − λ−Nλyλ−2N − 1)= fyu0 + gyuN (y ∈ ZN0),
uFy = uFN λy−N (y ≥ N),uFy = uF0λ−y (y ≤ 0),
(12)
where the two functions uF0 and u
F
N are unknown. Indeed, the expressions (12)
can be also written using the one provided for the crack (11) by mapping y
appropriately.
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2 Wiener–Hopf formulation
2.1 Two cracks
Recall the splitting of the total wave field according to (10b). The equation of
motion at the rows corresponding to the lower crack, as schematically shown in
Fig. 1(a), is−ω2ux,−1 + (ux,−1 − ux,0)H(−x − 1) = (uincx,−1 − uincx,0)H(x) + ux+1,−1+ux−1,−1 + ux,−2 − 3ux,−1, (13a)−ω2ux,0 + (ux,0 − ux,−1)H(−x − 1) = (uincx,0 − uincx,−1)H(x) + ux+1,0+ux−1,0 + ux,1 − 3ux,0. (13b)
For the rows y = N,N − 1, since M ∈ Z, it may be negative or non-negative,
while M = 0 as a special case of aligned parallel crack edges has been dealt with
earlier [68].
2.1.1 M > 0
For the row y = N, let
px = −(ux,N−1 − ux,N)H(x)H(−x + M − 1),
pincx = −(uincx,N−1 − uincx,N)H(x)H(−x + M − 1). (14)
Then the equation of motion at the rows corresponding to the upper crack, as
schematically shown in Fig. 1(a), is−ω2ux,N−1 + (ux,N−1 − ux,N)H(−x + M − 1) + px − px= (uincx,N−1 − uincx,N)H(x − M) − pincx + pincx + ux+1,N−1+ux−1,N−1 + ux,N−2 − 3ux,N−1, (15a)−ω2ux,N + (ux,N − ux,N−1)H(−x + M − 1) − px + px= (uincx,N − uincx,N−1)H(x − M) + pincx − pincx + ux+1,N+uxN−1,N + ux,N+1 − 3ux,N. (15b)
Let the scattered and incident component of the displacement field relative to
the vertical bonds in cracked rows be defined by
vx,0 = ux,0 − ux,−1, vx,N = ux,N − ux,N−1, (16a)
vincx,0 = uincx,0 − uincx,−1, vincx,N = uincx,N − uincx,N−1, (16b)
respectively. Let
vinc0
+ =∑x∈Z+ z−xvincx,0, vincN + =∑x∈Z+ z−xvincx,N , (17)
Indeed, vinc0
+ = A(1−e−iκy)δ+D(zz−1P ) and vincN + = A(1−e−iκy)eiκyNδ+D(zz−1P ). Let
u+0(z) =∑x∈Z+ ux,0z−x, u−0(z) =∑x∈Z− ux,0z−x, (18)
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δ+D(z) =∑x∈Z+ z−x = 11 − z−1 (∣z∣ > 1), (19)
and zP ∶=e−iκx . (20)
Consider definitions similar to (18) for u±N+1 and u±N−1, and so on. Note that
according to (14),
p+(z) =∑
x∈Zpxz
−x = ∑
x∈ZM−10 vx,Nz
−x, pinc+(z) =∑
x∈Zp
inc
x z
−x = ∑
x∈ZM−10 v
inc
x,Nz
−x.
(21)
Taking the Fourier transform (3) of (13) and (15), using the definition of H
(121), it is found that
(H + 1 − λ)(u+−1 + u−−1) − (u−0 − u−−1) = −vinc0 +, (22a)(H + 1 − f1)(u+0 + u−0) + (u−0 − u−−1) = vinc0 + + uFN−1fN−2, (22b)(H + 1 − f1)(u+N−1 + u−N−1) + (u−N−1 − u−N ) = −vincN + + p+ + pinc+ + uF0 fN−2,(22c)(H + 1 − λ)(u+N + u−N ) − (u−N−1 − u−N ) = vincN + − p+ − pinc+. (22d)
Note that according to (11), uF−2 = uF−1λ,uF1 = f1u0 + g1uN−1,uFN−2 = fN−2u0 +
gN−2uN−1,uFN+1 = uFN λ, which has been used in above equations. The particular fs
and gs appearing are according to the definitions that can be read from (11).
The four equations (22) are coupled through the terms uF0 and u
F
N−1 which
becomes weaker as N increases. But this system of four equations can be mainly
reduced to two equations whose solution is sufficient to solve the problem.
Using (22a) and (22d), respectively,
u−0 = (λ−1 − 1)(u+−1 + u−−1) + u−−1 + vinc0 +, (23a)
u−N−1 = (λ−1 − 1)(u+N + u−N ) + u−N − vincN + + p+ + pinc+. (23b)
Adding first and second equation ((22a) and (22b)), and third and fourth
((22c) and (22d)), respectively,
(λ−1 − 1)(u+−1 + u−−1) = −(H + 1 − f1)uF0 + fN−2(u+N−1 + u−N−1), (24a)(λ−1 − 1)(u+N + u−N ) = fN−2uF0 − (H + 1 − f1)(u+N−1 + u−N−1). (24b)
Above equations are merely algebraic equations and provide an expression of
uF−1 and uFN in terms of uF0 and uFN−1, or vice versa.
Eventually, using (16a) in (24a) and (24b), respectively,
(λ−1 − 1)vF0 = (H − f1 + λ−1)uF0 − fN−2uFN−1, (25a)(λ−1 − 1)vFN = fN−2uF0 − (H − f1 + λ−1)uFN−1. (25b)
Above equations are merely algebraic equations and provide an expression of
uF0 and u
sF
N−1 in terms of vF0 and vFN , or vice versa. Indeed,
[ uF0
uFN−1] = 1 − λ−1(f1 − H − λ−1)2 − f2N−2 [(f1 − H − λ−1) fN−2−fN−2 −(f1 − H − λ−1)] [vF0vFN ] , (26)
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which can be substituted in (23a) and (23b), respectively, i.e., in
v0− = u−0 − u−−1 = (λ−1 − 1)uF−1 + vinc0 +, (27a)
vN− = u−N − u−N−1 = −(λ−1 − 1)uFN + vincN + − p+ − pinc+, (27b)
and [uF−1
uFN
] = [ uF0
uFN−1] − [ vF0−vFN ] . (27c)
2.1.2 M < 0
Note that (15) holds with
px = +(ux,N−1 − ux,N)H(−x − 1)H(−x + M),
pincx = +(uincx,N−1 − uincx,N)H(−x − 1)H(−x + M), (28)
in place of (14), so that
p−(z) =∑
x∈Zpxz
−x = − ∑
x∈Z−1M vx,Nz
−x,pinc−(z) =∑
x∈Zp
inc
x z
−x = − ∑
x∈Z−1M v
inc
x,Nz
−x,
(29)
while other manipulations follow above case of M > 0. The functions p− and
pinc− take the place of p+ and pinc+ in (22). Finally, (27a) and (27b) need to be
replaced with the equations
v0− = u−0 − u−−1 = (λ−1 − 1)uF−1 + vinc0 −, (30a)
vN− = u−N − u−N−1 = −(λ−1 − 1)uFN + vincN + − p− − pinc−. (30b)
2.1.3 Discrete Wiener–Hopf Equation
In view of the distinct expressions for the two cases in §2.1.1 and §2.1.2, let ℷ
denote the sign of M. With1
qinc+ = vinc0 + [ 1eiκyN] = A(1 − e−iκy)δ+D(zz−1P ) [ 1eiκyN] ,pℷ = [ 0−pℷ − pincℷ] , (31)
it is found from (27) and (30) that
[v−0
v−N ] = (A† − I) [v+0v+N ] +A†(qinc+ + pℷ), (32)
where
qinc+ = [vinc0 +vincN +] = A(1 − e−iκy)δ+D(zz−1P ) [ 1eiκyN] , (33)
1For convenience of writing some long expressions, the notation A† is adopted to denote
the reciprocal, multiplicative inverse of A (for matrix functions, it denotes the inverse matrix
function while for non-zero real functions, it is simply the reciprocal).
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and A† = 1
λ + 1 [ 2λ (λ − 1)λN(λ − 1)λN 2λ ] . (34)
Re-arranging the equation (32) to a standard form, the Wiener–Hopf equation
is recognized as
Lv+ + v− = c̃, (35)
with the 2 × 2 kernel matrix
L = I −A† = Lk [ 1 λNλN 1 ] ,Lk = hr , (36)
and v± = [v±0
v±N ] , c̃ =A†(qinc+ + pℷ) = (I −L)(qinc+ + pℷ). (37)
Here pℷ is an unknown polynomial in z−1 (resp. z) for ℷ = 1, i.e., M > 0 (resp.ℷ = −1, i.e., M < 0) given by (21), (29), and (31). For example, the set of
unknowns in case of M = −2 has two elements, see Fig. 2(a).
Remark 1 As derived in [43] (and [42]), when the natural definition of Fourier
transforms is considered related to the staggered edges, then the Wiener–Hopf
kernel is found to contain a factor (2) in place of [ 1 λN
λN 1
] in (36). According
to the well known result [58], its factorization falls in the category of unsolved
problems. However, due to a alternate definition of Fourier transform considered
above, the problem can be reduced to an algebraic equation whose coefficients
depend on certain scalar Wiener–Hopf factorization.
Remark 2 It is noteworthy that the zero offset case [68] is a special case of the
presented formulation in an elegant sense that pℷ ≡ 0.
2.2 Two rigid constraints
Recall that (10b) holds so that the total displacement ut of an arbitrary particle
in the lattice S is a sum of the incident wave displacement uinc and the scattered
wave displacement u (which includes the reflected waves). Consider the row
y = 0, as schematically shown in Fig. 1(b). The equation of motion is−ω2ux,0 =△ux,y∣y=0H(−x − 1) +ω2uincx,0H(x). (38)
Taking the Fourier transform (3), −ω2uF0 =ω2(uinc0 )F+ + z(u−0 + u0,0) + z−1(u−0 −
zu−1,0) + u−1 + u−−1 − 4u−0 , which can be re-written as
uF0 = W0 + u−1 + u−−1
Q
−Aδ+D(zz−1P ). (39)
where W0 = −u−1,0 + zu0,0. (40)
Note that u−1,0 is an unknown complex number while u0,0 is known.
For the row y = N, M ∈ Z so that it may be negative or non-negative, M = 0 is
the case of aligned parallel constraint edges which is dealt with separately [68].
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Figure 2: For the reduced (algebraic) problem, the unknowns are marked in
orange, corresponding to Fig. 1. In (b), the gray portion represents the set of
all lattice sites in S that index those particles coupled to atleast one constrained
site, can be interpreted as a ‘boundary layer’ around the constrained sites Σc
[61, 64].
2.2.1 M > 0
For the row y = N, as schematically shown in Fig. 1(b), the equation satisfied is
−ω2ux,N =△ux,yH(−x − 1) + (△ux,yH(M − 1 − x) +ω2ux,NH(M − 1 − x)−ω2ux,NH(M − 1 − x) −ω2uincx,NH(M − 1 − x))H(x) +ω2uincx,NH(x). (41)
Now (for y = N)
∑x∈Z z−x(△ux,y +ω2ux,y)H(x)H(M − 1 − x)= −Q∑x∈ZM−10 z−xux,N − zu0,N + u−1,N + z−M+1uM,N − z−MuM−1,N + p+(z), (42)
where p+(z) = +∑x∈ZM−10 z−x(ux,N+1 + ux,N−1). (43)
Similarly, uM−1,N is an unknown complex number while uM,N is known. Let
W̃N = −u−1,N + zu0,N, and ŴN = −uM−1,N + zuM,N. (44)
Assume that for y = N,
(△ux,y +ω2ux,y)H(x)H(M − 1 − x) = 0, (45)
then (42), (44), and (43), yields
Q∑x∈ZM−10 z−xux,N = −W̃N + z−MŴN + p+(z). (46)
Also, by using the condition (45) in (41), it is found that
−ω2ux,N =△ux,y∣y=NH(−x − 1) + (−ω2ux,NH(M − 1 − x)−ω2uincx,NH(M − 1 − x))H(x) +ω2uincx,NH(x). (47)
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Therefore,
u+N = −uinc0,Nδ+D(zeiκx) +∑x∈ZM−10 z−x(ux,N + uincx,N). (48)
By (48) and (46)
Qu+N = −Quinc0,Nδ+D(zeiκx) + Qqinc+(z) − W̃N + z−MŴN + p+(z),(49a)
where qinc+(z) = +∑x∈ZM−10 z−xuincx,N , and Qu−N = W̃N + u−N+1 + u−N−1. (49b)
Recall that W̃N and ŴN are given by (44). Hence,
Q(u+N + u−N ) = z−MŴN + u−N+1 + u−N−1 − uinc0,NQδ+D(zz−1P )+ Qqinc+(z) + p+(z). (50)
As uincx,N satisfies the discrete Helmholtz equation, let us look at the expression
Qqinc+(z) more. By the identity (42),
∑x∈Z z−x(△uincx,y +ω2uincx,y)H(x)H(M − 1 − x)= −Q∑x∈ZM−10 z−xuincx,N − zuinc0,N + uinc−1,N + z−M+1uincM,N − z−MuincM−1,N + pinc+(z), (51)
where pinc+(z) = +∑x∈ZM−10 z−x(uincx,N+1 + uincx,N−1). (52)
Therefore, Q(z)qinc+(z) = −W̃ incN + z−MŴ incN + pinc+(z), where
W̃ incN = −uinc−1,N + zuinc0,N, and Ŵ incN = −uincM−1,N + zuincM,N . (53)
Hence, (50) becomes
Q(u+N + u−N ) = z−MŴN + u−N+1 + u−N−1 − uinc0,NQδ+D(zz−1P )− W̃ incN + z−MŴ incN + pinc+(z) + p+(z). (54)
Let the scattered and incident component relative to the sum of displacement
field at the rows adjacent to the constrained rows be defined by
wx,0 = ux,1 + ux,−1, wx,N = ux,N+1 + ux,N−1, (55a)
wincx,0 = uincx,1 + uincx,−1, wincx,N = uincx,N+1 + uincx,N−1. (55b)
Thus, (43) and (52) can be written as, respectively,
p+(z) = +∑x∈ZM−10 z−xwx,N, pinc+(z) = +∑x∈ZM−10 z−xwincx,N . (56)
2.2.2 M < 0
For the row y = N, the equation satisfied is
−ω2ux,N =△ux,y∣y=NH(−1 − x) + (−△ux,y∣y=NH(−1 − x)H(x − M)+ω2uincx,NH(x − M))H(−x − 1) +ω2uincx,NH(x). (57)
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Assume that
(uincx,N + ux,N)H(x − M)H(−1 − x) = 0. (58)
Now−∑x∈Z z−x△ux,y∣y=NH(−x − 1)H(x − M) +∑x∈Z z−xω2uincx,NH(x − M)H(−x − 1)= Qqinc−(z) − zu0,N + u−1,N + z−M+1uM,N − z−MuM−1,N + p−(z),
(59)
where qinc−(z) = −∑x∈Z−1M z−xuincx,N , p−(z) = −∑x∈Z−1M z−xwx,N. (60)
Taking the Fourier transform (3) of (57) yields
u+N = −∑x∈Z z−xH(x)H(x − M)uincx,N = −uinc0,Nδ+D(zz−1P ), uinc0,N = AeiκyN, (61)
and Qu−N = u−N+1 + u−N−1 + Qqinc−(z) + z−MŴN + p−(z), (62)
where ŴN is given by (44). Note that qinc− and p− are given by (60), analogous
to (49b) and (56), respectively, while using (55b). Hence,
Q(u+N + u−N ) = z−MŴN + u−N+1 + u−N−1 − uinc0,NQδ+D(zz−1P )+ Qqinc−(z) + p−(z). (63)
As uincx,N satisfies the discrete Helmholtz equation, let us look at the expression
Qqinc−(z) more. By the identity (42),
−∑x∈Z z−x(△uincx,y +ω2uincx,y)H(x − M)H(−1 − x)= Q∑x∈Z−1M z−xuincx,N − zuinc0,N + uinc−1,N + z−M+1uincM,N − z−MuincM−1,N + pinc−(z), (64)
where pinc−(z) = −∑x∈Z−1M z−xwincx,N . (65)
Therefore,
Q(z)qinc−(z) = −W̃ incN + z−MŴ incN + pinc−(z), (66)
where W̃ incN and Ŵ incN are given by (53), respectively. Hence, (63) becomes
Q(u+N + u−N ) = z−MŴN + u−N+1 + u−N−1 − uinc0,NQδ+D(zz−1P )− W̃ incN + z−MŴ incN + pinc−(z) + p−(z). (67)
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2.2.3 Wiener–Hopf equation
In general, the resulting equation for the two cases in §2.1.1 and §2.1.2, with ℷ
denoting the sign of M, can be written as
uFN = Q†(u−N+1 + u−N−1) + Q†WN + Q†(pincℷ + pℷ) − uinc0,Nδ+D(zz−1P ), (68)
where
WN(z) = z−M(ŴN + Ŵ incN ) − W̃ incN , (69a)
p+(z) = +∑x∈ZM−10 z−xwx,N, p−(z) = −∑x∈Z−1M z−xwx,N, (69b)
and pinc+(z) = +∑x∈ZM−10 z−xwincx,N , pinc−(z) = −∑x∈Z−1M z−xwincx,N , (69c)
along with (44), i.e., ŴN = −uM−1,N + zuM,N and W̃N = −u−1,N + zu0,N.
Notice that uM−1,N is an unknown as well as {wx,N}M−1x=0 or {wx,N}−1x=M. Recall
that u−1,0 is also unknown. For example, the set of unknowns in case of M = −2
has four elements, see Fig. 2(b).
According to (12), uF−1 = uF0λ,uF1 = f1u0 + g1uN,uFN−1 = fN−1u0 + gN−1uN,uFN+1 =
uFN λ. Writing the same in expanded form,
u+−1 + u−−1 = (u−0 + u+0)λ,
u+1 + u−1 = f1(u−0 + u+0) + g1(u−N + u+N ),
u+N−1 + u−N−1 = fN−1(u−0 + u+0) + gN−1(u−N + u+N ),
u+N+1 + u−N+1 = (u−N + u+N )λ.
(70)
The particular fs and gs in above can be read out from (12). Using (39) and
(68), the system (70) of four equations, involving u±1;±,uN±1;± as ± parts of four
unknown complex functions, can be written as (use (12))
I4×4u+ +K4×4u− = ĉ, (71)
where
u± =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
u−1;±
u1;±
uN−1;±
uN+1;±
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,K4×4 = I4×4 − Q†
⎡⎢⎢⎢⎢⎢⎢⎢⎣
λ λ 0 0
f1 f1 fN−1 fN−1
fN−1 fN−1 f1 f1
0 0 λ λ
⎤⎥⎥⎥⎥⎥⎥⎥⎦
,
ĉ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(W0
Q
+ u0;+)λ
f1(W0Q + u0;+) + fN−1(WN+pincℷ+pℷQ + uN;+)
f1(WN+pincℷ+pℷQ + uN;+) + fN−1(W0Q + u0;+)(WN+pincℷ+pℷ
Q
+ uN;+)λ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
(72)
Noticing the structure of the matrix kernel K4×4 in (71) and (72), By adding
first and second as well as third and fourth equations, above system also implies
a certain system of two Wiener–Hopf equations involving u±−1 + u±1 ,u±N−1 + u±N+1
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as ± counterparts of two unknown functions as components of w (recall (55b)).
After simplifying, using the definitions of fs and gs in (12), it is found that
Lw+ +w− = c̃, (73)
where
L = λ−1 + λ
λ−1 − λ(I + λN [0 11 0]) = Lc [ 1 λNλN 1 ] ,Lc = Qrh , (74)
and w± = [ u±−1 + u±1
u±N−1 + u±N+1] = [w±0w±N ] ,
c̃ = −(I −L)(Qqinc+ + pW + pℷ), (75)
with
qinc+ = −uinc0 + [ 1eiκyN] = −Aδ+D(zz−1P ) [ 1eiκyN] ,
pW = [W0WN] ,pℷ = [ 0pincℷ + pℷ]
(76)
Here pℷ is an unknown polynomial in z−1 (resp. z) for ℷ = 1, i.e., M > 0 (resp.ℷ = −1, i.e., M < 0) given by (56), (60), and (65). For example, the set of
unknowns in case of M = −2 has four elements, see Fig. 2(b).
Remark 3 It is noteworthy that the zero offset case [68] is a special case of the
presented formulation in a sense that pℷ ≡ 0, however, the effect of non-zero M
is not only contained in pℷ but also in pW .
3 Main result: reduction to algebraic equation
3.1 Two cracks
Observe that in (36), Lk = L+kL−k with [60] L±k = h±r± . Further, L stated in (36)
can be expressed as
L = LkJ†DJ,
where D = [1 − λN 0
0 1 + λN] = [α 00 β] , J = 1√2 [ 1 1−1 1] . (77)
The factorization of D is discussed in Appendix 5. Thus, (also recall Footnote
1) L− = L−kJ−D−,L+ = L+kD+J+, i.e.,(L±)±1 = (L±k)±1(D±)±1(J±)±1, (78a)
with D± = [(1 − λN)± 0
0 (1 + λN)±] = [α± 00 β±] , (78b)
J+ = J = 1√
2
[ 1 −1+1 1 ] , J− = J† = 1√2 [ 1 +1−1 1 ] . (78c)
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As L admits a multiplicative factorization L = L−L+, the Wiener–Hopf equation
(35) is re-written as
L+v+ +L−†v− = c∶=(L−† −L+)(qinc+ + pℷ), (79)
Therefore, by an application of the expressions (78a),
c = (L−k†D−†J −L+kD+J)(qinc+ + pℷ). (80)
Due to availability of the factorization of the kernel L, the question regarding the
Wiener–Hopf factorization is thus reduced to the additive factorization c = c+ +
c−. Substitution of (78) in (80) leads to, after certain natural re-arrangement,
c = cinc + cp,
cinc = [⋅]qinc+,cp = [⋅]pℷ,
where [⋅] = 1√
2
(L−k† [α−† −α−†
β−† β−† ] −L+k [α+ −α+β+ β+ ]).
(81)
Note that according to (80),
cinc(z) = (L−k†(z)D−†(z)J −L−k†(z)D−†(z)∣z=zP J+L−k†(z)D−†(z)∣z=zP J −L+k(z)D+(z)J)qinc+(z)= cinc−(z) + cinc+(z). (82)
The last expression in (82) satisfies the requirements of the Cauchy’s theorem
[56] and possess the desired behavior as z → 0 and ∞ in cinc−(z) and cinc+(z),
respectively. The additive factors of cp are discussed in the following. As a
consequence of the standard application of Lioville’s Theorem [1, 60], finally,
the solution can written in terms of Fourier transforms as
L+v+ = c+, L−†v− = c−. (83)
In view of the Remark 2, it is noted that cp describes the effect of a perturbation
introduced by offset M.
The formidable matrix Wiener-Hopf equation [42, 43] has been thus reduced
to handling the occurrence of these two terms depend on the sign of M:
L−k(z)†D−(z)†Jp+(z) and −L+k(z)D+(z)Jp−(z). (84)
As shown below, the respective cases can be reduced to additive factorization
of f−P+ and g+Q− where P+ and z−1Q− are polynomials in z−1 and z of degree∣M∣ − 1. Naturally, it is sufficient to explore the terms of type f−z−m and g+zm
for m > 0; there is one exceptional issue that f−(0) is possibly non-zero. Using
the expansion of the functions f− and g+ in their region of analyticity, for m ≥ 0,
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φm(z) = f−(z)z−m =∑x∈Z−∪{0} fxz−xz−m= ∑x∈Z− fx−mz−x +∑0x=−m fxz−x−m = φ−m(z) + φ+m(z), (85a)
Φ−m(z) = F +(z)zm =∑x∈Z+ Fxz−xzm= ∑x∈Z+ Fx+mz−x +∑m−1x=0 Fxz−x+m = Φ+−m(z) +Φ−−m(z). (85b)
Remark 4 It is emphasized that φ+m (resp. Φ−−m) involves a finite number of
Fourier coefficients of f− (resp. F +). φ+0 = f−(0) = f0, φ+1 = f−(0) = f0z−1 + f−1,
and so on, and Φ−0 = 0,Φ−−1 = F0z,Φ−−2 = F0z2 + F1z, and so on.
Notice that {vx,N}M−1x=0 or {vx,N}−1x=M are unknowns. In other words, pℷ is an
unknown polynomial in z−1 (resp. z) for ℷ = 1, i.e., M > 0 (resp. ℷ = −1, i.e.,
M < 0) given by (21) (resp. (29)).
For illustration, consider the case M > 0, the details for the other case are
provided in Appendix 5. Let D denote the set ZM−10 . In accordance with the
expressions provided in (21), let
P+(z) = p+(z) + pinc+(z) =∑x∈D vtx,Nz−x, (86)
and also recall the definition of pℷ (31), so that pℷ = p+ = [ 0−P+] . After substi-
tution of the detailed expression of the Wiener–Hopf kernel factorization (78),
the first term in (84) becomes
L−k(z)†D−(z)†Jp+(z) = 1√
2
L−k(z)† [ α−†P+(z)−β−†P+(z)] (87)
Using the splitting suggested in (85a),
L−k†α−†P+ = f−P+ =∑x∈D vtx,Nφx =∑x∈D vtx,N(φ+x + φ−x ),L−k†β−†P+ = g−P+ =∑x∈D vtx,Nψx =∑x∈D vtx,N(ψ+x + ψ−x ). (88)
Hence, the additive factorization of cp defined in (81) follows as√
2cp = √2cp− +√2cp+
= [ ∑x∈D vtx,Nφ−x−∑x∈D vtx,Nψ−x ]
+ [ ∑x∈D vtx,Nφ+x−∑x∈D vtx,Nψ+x ] −L+k(z) [α+ −α+β+ β+ ]p+(z).
(89)
The expressions of cp− and cp+ can be read from (89) and can be easily seen to
satisfy the requirements of the Cauchy’s theorem [56] and possess the desired
behavior as z → 0 and ∞, respectively.
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As the last statement of closure of the problem for the case M > 0, the
polynomial p+(z) can be determined as follows. Using (83)1, the set of first M
Fourier coefficients of the second component of v+, i.e.,
eˆ2 ⋅ v+ = eˆ2 ⋅L+†c+ = eˆ2 ⋅L+†(cinc+ + cp+) (90)
yields a M×M coefficient matrix for the total number of M unknowns, i.e., {vx,N}x∈D.
The equation (90) is the reduced algebraic problem and it can be observed that
its coefficients can be found by using only the scalar Wiener–Hopf factorization
[56]. Using (82) and (89), with χ+ = 1√
2
[ ∑x∈D vtx,Nφ+x−∑x∈D vtx,Nψ+x ], it is found that
L+k†J+†D+†(cinc+ + cp+) = (L+k†L−k†(zP )J†D+†D−†(zP )J − I)qinc++L+k†J†D+†χ+ − p+. (91)
Indeed, using above and expanding and re-arranging the terms in (90) further,
v+N (z) + vincN +(z) − p+(z) − pinc+(z)= 1
2
L−k†(zP )F inc(z) − 12∑x∈D vtx,NAx(z), (92)
where Ax(z)∶=L+k†(z)(φ+x (z)α+†(z) + ψ+x (z)β+†(z)), (93)
and F inc(z)∶=L+k†(z)( − (1 − eiκyN)α−†(zP )α+†(z)+ (1 + eiκyN)β−†(zP )β+†(z))e−iκyNvincN +(z). (94)
According to (85a) (and Remark 4), with f− = L−k†α−† and g− = L−k†β−†, as
well as L−k† = ∑m∈Z−∪{0} lmz−m,α−† = ∑m∈Z−∪{0} amz−m, and β−† = ∑m∈Z−∪{0} bmz−m,
φ+x =∑0x=−x∑0j=x ljax+jz−x−x, ψ+x =∑0x=−x∑0j=x ljbx+jz−x−x. (95)
Let PD denote the projection of Fourier coefficients of a typical f
+(z) for∣z∣ > R+ to the set D. Thus,
PD(f+) =∑x∈D fxz−x,∀f+ =∑x∈Z+ fxz−x, ∣z∣ > R+. (96)
In view of the definitions of p+ and pinc+ given by (21), it is easy to see that
above equation leads to
∑x∈D vtx,NPD(Ax)(z) = L−k†(zP )PD(F inc)(z), ∣z∣ > R+, (97)
which yields a M×M system of linear algebraic equations for {vtx,N}x∈D, i.e., {vx,N}D
since {vincx,N}D are known. Indeed, with the notation Cκ(p) to denote the coeffi-
cient of z−κ for polynomials p of the form C0 + C1z−1 + C2z−2 + . . . , it is easy to
see that
aκνχν = bκ (κ, ν = 1, . . . ,M) (98)
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where
aκν = Cκ−1(PD(Aν−1))
χν = vtν−1,N,
bκ = L−k†(zP )Cκ−1(PD(F inc)). (99)
Let a˜νκ denote the components of the inverse of [aκν]κ,ν=1,...,M. Then
vtx,N = L−k†(zP )a˜(x+1)κCκ−1(PD(F inc)),x ∈ D. (100)
In view of Remark 4, the reduced problems (97) and (148) involves an evaluation
of only a finite number of Fourier coefficients.
3.2 Two rigid constraints
From the multiplicative factorization of the kernel L (74), i.e., L = L−L+, it is
found that the Wiener–Hopf equation (73) becomes
L+w+ +L−†w− = c∶= − (L−† −L+)(Qqinc+ + pW + pℷ), (101)
where the second component of pℷ is an unknown polynomial in z−1 (resp. z)
for M > 0 (resp. M < 0) given by (76), also the expressions of pW and qinc+ are
present in the same equation. Analogous to the detailed expressions provided
earlier (note that Lc = L+cL−c , L±c = Q±r±h± [61]) in (78a), in this case,(L±)±1 = (L±c )±1(D±)±1(J±)±1. (102)
Therefore, in (101), the right hand side c becomes
c = −(L−c †D−†J −L+cD+J)(Qqinc+ + pW + pℷ). (103)
The additive factorization c = c+ + c− is needed, where a convenient splitting is
provided by
c = cinc + cW + cp,
where cinc = [⋅]Qqinc+, cW = [⋅]pW , cp = [⋅]pℷ,
and [⋅] = − 1√
2
(L−c † [α−† −α−†
β−† β−† ] −L+c [α+ −α+β+ β+ ]).
(104)
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In view of the Remark 3, it is noted that the sum cW + cp describes the effect
of a perturbation introduced by offset M. Note that
cinc(z) = −(L−c †QD−†J −L−c †(zP )Q(zP )D−†(zP )J
+ (z−1 − z−1P )L−c †(0)D−†(0)J + (z − zP )L+c (∞)D+(∞))qinc+
− ( −L+cQD+J +L−c †(zP )Q(zP )D−†(zP )J
+ z−1P L−c †(0)D−†(0)J + zPL+c (∞)D+(∞)
− z−1L−c †(0)D−†(0)J − zL+c (∞)D+(∞)J)qinc+
= cinc−(z) + cinc+(z).
(105)
Depending on the sign of M, the terms
−L−c (z)†D−(z)†Jp+(z) and L+c (z)D+(z)Jp−(z) (106)
in cp, as well as cW , need to be factorized in a manner similar to (84), as
discussed in the following. Recall the definition of cW (104) and pW (76) withWs given by (39) and (69a) along with (44) and (53); Specifically,
cW = −(L−c †D−†J −L+cD+J)pW ,
pW = [ −u−1,0 + zu0,0
z−M(−utM−1,N + zutM,N) + uinc−1,N − zuinc0,N] . (107)
Finally, the solution can written in terms of Fourier transforms as
L+w+ = c+, L−†w− = c−. (108)
Then (39) and (68) yields the expressions for u0 and uN, respectively. Eventually,
the field is determined by (12). However, the problem is far from solved yet due
to presence of unknowns in the right hand side in the form of pℷ and pW .
For illustration, consider the case M > 0, the details for the other case are
provided in Appendix 5. Let D denote the set ZM−10 . Let
P+(z) = p+(z) + pinc+(z) =∑x∈D wtx,Nz−x, (109)
and pℷ = p+ = [ 0P+(z)] , according to (69b) and (69c). So
−L−c (z)†D−(z)†Jp+(z) = 1√
2
L−c (z)† [ α−†P+(z)−β−†P+(z)] , (110)
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which has right hand side of the same form as (87). Using the splitting suggested
in (85a),
L−c †α−†P+ = f−P+ =∑x∈D wtx,Nφx =∑x∈D wtx,N(φ+x + φ−x ),L−c †β−†P+ = g−P+ =∑x∈D wtx,Nψx =∑x∈D wtx,N(ψ+x + ψ−x ). (111)
Thus, (89) holds except that +L+c replaces −L+k and w replaces v. Using (107),
pW = pW 0 + zpW 1 − z−MutM−1,Neˆ2 + z−M+1utM,Neˆ2,
pW 0 = [−u−1,0
uinc−1,N ] ,pW 1 = [ u0,0−uinc0,N] , (112)
then by the splitting suggested in (85a) and according to (111), it is easy to see
that
cW = −L−c †D−†JpW 0 − z(L−c †D−† −L+cD+(∞))JpW 1+L+cD+JpW 0 + z(L+cD+ −L+cD+(∞))JpW 1
− 1√
2
(utM−1,N [ φ−M + φ+M−ψ−M − ψ+M ] − utM,N [ φ−M−1 + φ+M−1−ψ−M−1 − ψ+M−1])+ (−z−MutM−1,N + z−M+1utM,N)L+cD+Jeˆ2.
(113)
Then by virtue of (108) the set of first M Fourier coefficients of the second
component of w+, namely,
eˆ2 ⋅w+ = eˆ2 ⋅L+†c+ = eˆ2 ⋅L+†(cinc+ + cW+ + cp+) (114)
yields a M × M coefficient matrix for {wx,N}x∈D. However, there still remain two
unknowns in p+, i.e., u−1,0 and uM−1,N, as the total number of unknowns in the
reduced problem is 2M + 2. The equations (39) and (68) yield the conditions
relevant for the last two unknowns. In particular, by virtue of (108),
u−1,0 = 1
2pii
∫C(Q†(W0 + eˆ1 ⋅L−(cinc− + cW− + cp−)) −Aδ+D(zz−1P ))z−2dz, (115)
and uM−1,N = 1
2pii
∫C(Q†eˆ2 ⋅L−(cinc− + cW− + cp−)+ Q†WN + Q†P+ − uinc0,Nδ+D(zz−1P ))zM−2dz, (116)
where C is a counter-clockwise contour in the annulus A . Above give the re-
quired equations that need to be solved for u−1,0 and uM−1,N in conjunction with
that obtained from the reduced equation (114) via the projection operator de-
fined in (96).
4 Numerical Results
The solution of the reduced algebraic problem coincides with a numerical so-
lution (see Appendix D of [60]) of the discussed scattering problem. As an
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Figure 3: Comparison of {vtx}x∈Z−1M based on analytical solution (gray dots) vs
numerical solution (black dots).
illustration Fig. 3 and Fig. 4 show the solution for {vtx}x∈Z−1M and {vtx}x∈ZM−10
when M < 0 and M > 0, respectively, in case of crack scattering problem. Thus,
the expression (100) has been verified using numerical solution of the discrete
Helmholtz equation. The case of rigid constraints also agrees. The details are
omitted and shall be presented elsewhere for the purpose of complete analysis
of problem relative to the scattering parameters in the context of far-field and
near-tip field behaviour.
5 Concluding Remarks
As an extension of the analysis of a discrete analogue of Sommerfeld diffrac-
tion by a semi-infinite crack or a rigid constraint, and the zero-offset case that
has been analyzed recently [68], this paper presents an analysis of the discrete
scattering problem associated with a pair of semi-infinite cracks or rigid con-
straints on square lattice. The multiple-diffraction problem considered in the
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Figure 4: Comparison of {vtx}x∈Z−1M based on analytical solution (gray dots) vs
numerical solution (black dots).
present paper is an analogue of acoustic wave scattering due to parallel semi-
infinite screens, where the edges of the screens are offset or ’staggered’. M is
the ‘horizontal’ offset between the edges, while N is the vertical spacing between
the edges. The stagger in the alignment of the defect edges in the discrete
framework leads to a matrix Wiener–Hopf problem which has been found to lie
outside the solvable cases. In the corresponding continuum models, the same is
well known to possess certain exponentially growing elements on the diagonal.
The paper provides a way to reduce the complexity of the discrete analogue
of the same issue as the non-trivial 2 × 2 Wiener–Hopf kernel factorization is
replaced with the inversion of ∣M∣ × ∣M∣ coefficient matrix for case of cracks and
the inversion of ∣M∣ + 2 × ∣M∣ + 2 coefficient matrix for case of rigid constraints;
the elements in the coefficient matrix depend on scalar Wiener–Hopf of given
functions. Some natural generalizations of the problem are under investigation
[51]. The detailed analysis of the analytical results shall be presented elsewhere
for the purpose of complete analysis of the scattering problem for the choice
of various parameters in the context of far-field and near-tip field behaviour as
well as incidence from waveguide involved.
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Application of Fourier Transform Let, κ, the lattice wave number of incident
lattice wave uinc, and, Θ ∈ (−pi,pi], the angle of incidence of uinc be defined by
the relations
κx = κ cos Θ, κy = κ sin Θ, κ = κ1 + iκ2, κ1 ≥ 0. (117)
As a consequence of (9), κ2 > 0. It is stated without proof, reasoning is analogous
to the case of single defect [60, 61], that uFy (= u+y + u−y ), as defined by (3)), is
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analytic inside the annulus
Au∶={z ∈ C ∶ R+ < ∣z∣ < R−}, (118)
where R+ = e−κ2 ,R− = eκ2 cos Θ. (119)
Based on above discussion, the Fourier transform (3) uFy of the sequence{ux,y}x∈Z is well defined for all y ∈ Z. Therefore, the discrete Helmholtz equation
(10a) is expressed as
(H(z) + 2)uFy (z) − (uFy+1(z) + uFy−1(z)) = 0, z ∈ Au, (120)
for all y ∈ Z with y ≠ 0,−1. In (120) the complex function H is defined by
H(z)∶=2 − z − z−1 −ω2, z ∈ C, and further define R∶=H + 4. (121)
Note that both functions, H and R, are analytic on Au. The zeros of H are zh
and 1/zh while the zeros of R are zr and 1/zr. Using an elementary technique of
solving a second order difference equation [38], the general solution of (120) is
given by the expression
uFy (z) = P (z)λ(z)y +Q(z)λ(z)−y, z ∈ A , (122)
where P,Q are arbitrary analytic functions on A . The annulus A is defined by
A ∶=Au ∩AL, AL∶={z ∈ C ∶ RL < ∣z∣ < R−1L }, RL∶=max{∣zh∣, ∣zr∣}. (123)
In (122), following [69], the function λ is defined by
λ(z) ∶= r(z) − h(z)
r(z) + h(z) , z ∈ C ∖B, (124a)
where h(z)∶=√H(z),r(z)∶=√R(z), z ∈ C ∖B, (124b)
and B denotes the union of branch cuts for λ (see below), borne out of the
chosen branch (125) for h and r such that ∣λ(z)∣ ≤ 1, z ∈ C ∖B. Indeed, as
discussed in [69], with ω2 > 0, for all z ∈ C ∖B, the conditions−pi < arg H(z) < pi,Rh(z) > 0,Rr(z) > 0, sgnIh(z) = sgnIr(z), (125)
are sufficient to conclude that ∣r(z) − h(z)∣ < ∣r(z) + h(z)∣, z ∈ C ∖B.
Wiener–Hopf Factorization As a major step in any application of the Wiener–
Hopf technique [56, 71], the multiplicative factorization of the kernel function
is required. The multiplicative factorization of a function f is [56, 69]
f(z) = f+(z)f−(z), z ∈ AL, (126)
where the factors f± are given by the Cauchy projectors [50, 56, 69]. Indeed,
f±(z) = exp(± 1
2pii
∮Cz log f(ζ)z − ζ dζ), z ∈ C such that ∣z∣ ≷ R±1L , (127)
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where Cz is any rectifiable, closed, counterclockwise contour that lies in the
annulus of analyticity for f , that is AL defined by (123). In (127), it has
been implicitly assumed that f±(z) = f∓(z−1), which makes the representation
unique. In the multiplicative factorization of f , described by (126) and (127),
the function f+ (resp. f−) is analytic, in fact it has neither poles nor zeros, in
the exterior (resp. interior) of a disk centered at 0 in C with radius RL (resp.
R−1L ). This means that 1/f+ (resp. 1/f−) is analytic in the same region as f+
(resp. f−).
Clearly, δ+D(z) is analytic outside the unit disk in C. Note that ∣zP ∣ =
eκ2 cos Θ = R− and the only singularity of δ+D(zz−1P ) is a simple pole at z = zP ,
which lies inside the annulus A (123).
Factorization of D In
D(z) = [1 − λN(z) 0
0 1 + λN(z)] = [α 00 β] , (128)
using the Chebyshev polynomials [67], it can be shown that
α = h
r
2N∏⌊ N−12 ⌋j=1 (H + 4 sin2 jNpi)(H + 4)⌊ N−12 ⌋(1 + h
r
)N ,β = 2
N∏⌊ N2 ⌋j=1(H + 4 sin2 2j−12N pi)(H + 4)⌊ N2 ⌋(1 + h
r
)N . (129)
The symbol ⌊⋅⌋ denotes the integer just less than or equal to the argument. In
fact, when N = 2N , ⌊ N−1
2
⌋ = N − 1, ⌊ N
2
⌋ = N ,
α = rhλNUN−1, β = 2λNTN , (130)
whereas for N = 2N − 1, ⌊ N−1
2
⌋ = N − 1, ⌊ N
2
⌋ = N − 1,
α = h
r
λN−1(1 + λ)WN−1, β = λN−1(1 + λ)VN−1. (131)
Let α = α−α+,β = β−β+.
Let (in case of any such need, the sign in front of the radical is decided by
the condition ∣g(1)j ∣ < 1)
g
(1)
j = 12(2 + 4 sin2 jNpi −ω2 −
√(2 + 4 sin2 j
N
pi −ω2)2 − 4), (132)
for all j = 1, . . . , ⌊ N−1
2
⌋. Then
α = h
r
2N∏⌊ N−12 ⌋j=1 1g(1)j (1 − z−1g(1)j )(1 − zg(1)j )(z−1r (1 − z−1zr)(1 − zzr))⌊ N−12 ⌋(1 + hr)N , (133)
and
α+ = h+
r+
2
1
2 N∏⌊ N−12 ⌋j=1 √g(1)j z−1(1 − z−1g(1)j )(√zrz−1(1 − z−1zr))⌊ N−12 ⌋((1 + hr)+)N ,
α− = h−
r−
2
1
2 N∏⌊ N−12 ⌋j=1 √g(1)j −1(1 − g(1)j z)(√zr−1(1 − zrz))⌊ N−12 ⌋((1 + hr)−)N .
(134)
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Let (in case of any such need, the sign in front of the radical is decided by the
condition ∣g(2)j ∣ < 1)
g
(2)
j = 12(2 + 4 sin2 2j − 12N pi −ω2 −
√(2 + 4 sin2 2j − 1
2N
pi −ω2)2 − 4), (135)
for all j = 1, . . . , ⌊ N
2
⌋. Similarly,
β = 2N∏⌊
N
2 ⌋
j=1 1g(2)j (1 − z−1g(2)j )(1 − zg(2)j )(zr−1(1 − z−1zr)(1 − zzr))⌊ N2 ⌋(1 + hr)N , (136)
and
β+ = 2 12 N∏⌊ N2 ⌋j=1
√
g
(2)
j
−1(1 − z−1g(2)j )(√zr−1(1 − z−1zr))⌊ N2 ⌋((1 + hr)+)N ,
β− = 2 12 N∏⌊ N2 ⌋j=1
√
g
(2)
j
−1(1 − g(2)j z)( 1√
zr
(1 − zrz))⌊ N2 ⌋((1 + hr)−)N .
(137)
Also, (1 + h
r
)N = ∑Nk=0 (Nk)( hr)k = F + hrG, with F and G as rational functions.
Reduction to algebraic equation for two cracks: M < 0 Let D denote the set
Z−1M . According to the expressions provided in (29), let
−Q−(z) = p−(z) + pinc−(z) = −∑x∈D vtx,Nz−x, (138)
and that by (31), pℷ = p− = [ 0Q−(z)] . So the second term in (84) can be written
as
−L+k(z)D+(z)Jp−(z) = 1√
2
L+k(z) [ α+Q−(z)−β+Q−(z)] (139)
Using the splitting suggested in (85b),
L+kα+Q− = F +Q− =∑x∈D vtx,NΦx =∑x∈D vtx,N(Φ+x +Φ−x ),L+kβ+Q− = G+Q− =∑x∈D vtx,NΨx =∑x∈D vtx,N(Ψ+x +Ψ−x ). (140)
Thus, using the definition of cp (81), its additive factors are given by√
2cp = √2cp+ +√2cp−
= [ ∑x∈D vtx,NΦ+x−∑x∈D vtx,NΨ+x]
+ [ ∑x∈D vtx,NΦ−x−∑x∈D vtx,NΨ−x] +L−k(z)† [α−† −α−†β−† β−† ]p−(z).
(141)
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Then the exact solution (83)2 yields equation involving the set of first M Fourier
coefficients of the second component of v−, i.e.,
eˆ2 ⋅ v− = eˆ2 ⋅L−c− = eˆ2 ⋅L−(cinc− + cp−). (142)
Above can be written in terms of a ∣M∣×∣M∣ coefficient matrix for {vx,N}x∈D. Indeed,
v−N = L−k eˆ2 ⋅ J−D−(cinc− + cp−). The equation (142) is the reduced algebraic
problem for M < 0. Using (82) and (141), with χ− = 1√
2
[ ∑x∈D vtx,NΦ−x−∑x∈D vtx,NΨ−x], it is
found that
L−kJ−D−(cinc− + cp−) = −(L−kL−k†(zP )J†D−D−†(zP )J − I)qinc++L−kJ†D−χ− + p−. (143)
Indeed, using above and expanding and re-arranging the terms in (142) further,
v−N (z) + p−(z) + pinc−(z)= F inc(z) + pinc−(z) −∑x∈D vtx,NAx(z), (144)
where Ax(z)∶=1
2
L−k(z)(Φ−x (z)α−(z) +Ψ−x (z)β−(z)), (145)
and F inc(z)∶= − 1
2
L−k†(zP )L−k(z)( − (1 − eiκyN)α−†(zP )α−(z)+ (1 + eiκyN)β−†(zP )β−(z))e−iκyNvincN +(z) + vincN +(z) − pinc−(z).
(146)
Let PD denote the projection of Fourier coefficients of a typical f
−(z) for ∣z∣ < R−
to the set D. Thus,
PD(f−) =∑x∈D fxz−x,∀f− =∑x∈Z− fxz−x, ∣z∣ < R−. (147)
In view of the definitions of p− and pinc− given by (29), it is easy to see that
above equation leads to
∑x∈D vtx,NPD(Ax)(z) =PD(F inc)(z), ∣z∣ < R−, (148)
which yields a ∣M∣ × ∣M∣ system of linear algebraic equations for {vtx,N}x∈D, i.e.,{vx,N}D since {vincx,N}D are known. Indeed, with the notation Cκ(p) to denote the
coefficient of zκ for polynomials p of the form C1z + C2z2 + . . . , it is easy to see
that
∑Mκ=1∑Mν=1 vt−ν,NCκ(PD(A−ν))zκ=∑Mκ=1 CκPD(F inc)zκ, ∣z∣ < R−, (149)
aκνχν = bκ (κ, ν = 1, . . . ,M) (150)
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where
aκν = Cκ(PD(A−ν))
χν = vt−ν,N,
bκ = Cκ(PD(F inc)). (151)
Let a˜νκ denote the components of the inverse of [aκν]κ,ν=1,...,M. Then
vtx,N = a˜(−x)κCκ(PD(F inc)),x ∈ D. (152)
The expression (152) has been verified using numerical solution of the discrete
Helmholtz equation.
Reduction to algebraic equation for two rigid constraints: M < 0 Note that
−Q−(z) = p−(z) + pinc−(z) = −∑x∈Z−1M wtx,Nz−x, (153)
and pℷ = p− = [ 0−∑x∈Z−1M wtx,Nz−x] . So
−L+c (z)D+(z)Jp−(z) = 1√
2
L+c (z) [α+ −α+β+ β+ ] [ 0Q−(z)]
= 1√
2
L+c (z) [−α+Q−(z)β+Q−(z) ]
(154)
Clearly,L+cα+Q− = f+Q− =∑x∈Z−1M wtx,Nφ−x =∑x∈Z−1M wtx,N(φ+−x + φ−−x),L+cβ+Q− = g+Q− =∑x∈Z−1M wtx,Nψ−x =∑x∈Z−1M wtx,N(ψ+−x + ψ−−x). (155)
So√
2cp = √2cp+ +√2cp−
= − [−∑x∈Z−1M wtx,Nφ+−x∑x∈Z−1M wtx,Nψ+−x ] − [−∑x∈Z−1M w
t
x,Nφ
−−x∑x∈Z−1M wtx,Nψ−−x ] −L−c (z)† [α
−† −α−†
β−† β−† ]p−(z).
(156)
Then the set of first M Fourier coefficients of the second component of
eˆ2 ⋅w− = eˆ2 ⋅L−c− = eˆ2 ⋅L−(cinc− + cW− + cp−) (157)
yields a ∣M∣× ∣M∣ coefficient matrix for {wx,N}−1x=M. The two more unknowns in p−,
i.e., u−1,0 and uM−1,N, are determined by (115) and
uM−1,N = 1
2pii
∫C(Q†eˆ2 ⋅L−(cinc− + cW− + cp−)+ Q†WN − Q†Q− − uinc0,Nδ+D(zz−1P ))zM−2dz. (158)
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