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Abstract	  
 
This thesis is about how to measure the influence of macroeconomic variables such 
as GDP or consumer price index on default rates in nine industrial sectors. 
The software used to calculate the results is Stata. It includes the software 
commands needed to program the model. 
 
The statistical procedures used in this thesis are suggested in a paper by Boss et al. 
and published by the Austrian central bank in order to capture the information of a 
large data set and to bridge the differences between the economic cycles and the 
credit cycles. 
Only the first model of the two suggested will be implemented here. 
24 macroeconomic variables will be transformed in a principal component analysis to 
number the set down to five linear combinations which explain about 71% of the 
model’s variance. Then these five factors will be included in the OLS regression to 
determine their statistical and economical significance.  
 
Results show that either PCA factor one, three or five is statistically significant in 
each sector, at least one of them, sometimes two. However, they are not 
economically significant in any sectors.  
The GDP is found statistically significant in the majority of sectors and one of the few 
variables which are also economically significant. 
The consumer price index is statistically significant in many sectors, however 
insignificant economically. The labor productivity is, like the GDP, one of the few 
variables which is statistically significant in the majority of sectors as well as 
economically significant.  
The statistical outliers such as short-term interest rate, industrial production or PCA 
factor five are each statistically only in one or two sectors and are not economically 
significant at all.  
The unemployment rate, although overall statistically significant, is not economically 
significant in any sector, except the service sector.  
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Introduction 
 
The goal of this thesis is the implementation of an OeNB model, which was proposed 
by Michael Boss et al.1 to capture the impact of a change in macroeconomic 
variables on probabilities of default, using the statistical software Stata.  
The OeNB published this paper in its financial market report in 2009 in response to 
the financial crisis. The authors aim to find a link between macroeconomic 
environment and credit risk. It’s an update of the OeNB’s previous credit risk model 
and faces two challenges: 
1. how to exploit the information held by a large data set and 
2. how to bridge the difference between the different time horizons of the 
business cycles and the credit cycles. 
 
The authors address the first problem by a regression analysis based on a principal 
component analysis, the second problem by conducting a threshold approach. Their 
paper originally suggests a procedure which can be split into four parts:  
1. Regression models for each of the Austrian corporate sectors (two different 
approaches) 
2. Using the Austrian Quarterly Model provided by the OeNB to create a 
macroeconomic scenario. This serves as stress test for the models. 
3. Performing a principal component analysis  (PCA) to avoid the arbitrary 
selection of variables 
4. Applying a threshold approach to bridge the differences in credit cycles and 
business cycles 
 
The probabilities of default p at time t are modeled in a logistic function of an 
industry-specific macroeconomic index yt,s  at time t in sector s which depends on the 
current value of the observed macroeconomic variables: 
€ 
G(yt,s) = pt,s, =
1
1+ e−yt ,s  2    
The authors use two different approaches on this equation: The first one is by Wilson 
(1997) who proposes to take the inverse of the logistic function to calculate the 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 Boss et al., 2009: 92-108 
2 Boss et al., 2009: 92-108 
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values of the macroeconomic index yt based on the observed default probabilities p 
at time t: 
€ 
yt = −ln
1
pt
−1
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ 
The macroeconomic index however is not stationary and the authors address this 
problem by taking differences 
€ 
Δyt = yt − yt−4  and 
€ 
Δxt = xt − xt−4  
Then the regression equation is estimated for a macroindex y at time t 
€ 
Δyt = βΔxi,t +ε t = Xtβ+ε t
i−∩
K
∑  with 
€ 
Δx0,t :=1  
where
€ 
Δx1,t ,Δx2,t ,...ΔxK ,t  denote the year-on-year changes of macroeconomic variables 
in the data set and 
€ 
ε t  the normally distributed standard error. 
Furthermore this method includes a principal component analysis to reduce the 
problem of collinearity and to number down the variables included and to generate 
linear combinations of them. The authors include the first five components which 
explain most of the variables’ variance.  
 
The second approach is by Papke and Wooldridge3 (1996). In contrast to the first 
method, the probabilities of default are not transformed, but their estimation explicitly 
accounts only for data between 0 and 1. The estimation equation looks like this: 
€ 
pt =G ΔXtβ( ) +ε t , for 
€ 
ε t~
€ 
N 0,δG(ΔXβ) 1−G(ΔXβ){ }( )  
Instead of an OLS optimization method the maximum likelihood method is applied. 
The log likelihood is given by 
€ 
lnL(β) = pt ln G(ΔXtβ)[ ] + (1− pt )ln G(ΔXtβ)[ ]{ }
t=1
T
∑  
 
As mentioned before, the aim of my thesis is to show a way to implement the model, 
including software commands and result window outputs and discuss the results for a 
shorter time-series data set. 
The mathematical and statistical procedures I will use are the ones proposed in this 
paper by Boss et al., however, I will only calculate the regression model based on 
Wilson’s approach as well as the precedent principal component analysis. I will also 
briefly show how to program Papke & Woolridge’s approach for fractional data 
between 0 and 1. The threshold model, which was already tested on the data by 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 Papke & Woolridge (1996): 619-663 
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Boss et al., did not bring any satisfying results and therefore will be excluded from my 
thesis.  
 
This thesis is written in cooperation with the Österreichiche Volkbanken AG. 
 
In the first chapter I will give you some background information on the statistical 
procedures conducted in the model: the principal component analysis and the 
following standard regression.  
 
In the second chapter I will discuss the data I am using and list the input variables for 
the model. 
 
The third chapter will give a short overview of the software I am using in the forth 
chapter to implement the model in Stata, including several software commands I 
used and result window outputs.  
 
The conclusion will sum up the results, compare the sectors and show and the 
model’s limitations.
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1. Statistical Procedures 	  
This chapter will give some background information on the statistical procedures 
involved. Starting with quite a big data set of 39 variables and 98 observations each, 
the principal component analysis will try to figure out the structure of the data set and 
cutting it down to the most significant (linear) variable combinations. These new 
combinations will then later be used in the logistic regression analysis to estimate the 
relationship between the macroeconomic variables and the probabilities of default. 
1.1. The principal component analysis (PCA) 
According to J. Edward Jackson (1991), the principal component analysis is a 
technique from the multivariate statistics and transforms a number of related 
variables into a new set of uncorrelated variables that will explain most of the 
variables’ variance. The goal is to get as few significant linear combinations of the 
input variables as possible explaining as much of the variance as possible in order to 
reduce the number of variables and therefore see the structure of the data. This 
method is commonly used on large sets of variables where one expects a certain 
degree of correlation between the variables (redundancy).4  
 
To conduct the PCA on the data set, the mean has first to be subtracted. 
Then, as mentioned before, the n x n covariance matrix is calculated for n variables. 
Because the covariance matrix is square, we are later able to calculate the 
eigenvectors and eigenvalues for the matrix. 
For a data set with n variables, the correlation matrix looks like this: 
  
€ 
s =
s12 s12  s1n
s12 s22  s2n
  
s1n s2n  sn2
⎡ 
⎣ 
⎢ 
⎢ 
⎢ 
⎢ 
⎤ 
⎦ 
⎥ 
⎥ 
⎥ 
⎥ 
 
where the diagonal is the variance of variable xi and sij is the covariance between the 
ith and jth variable. Covariances that are not zero indicate a relationship between two 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
4 Jackson (1991): 10-11 
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variables and pretend that it is linear, the strength of this relationship represented by 
the correlation coefficient 
€ 
rij =
sij
sis j  
5  
 
In order to determine the principal components, we have to create a diagonal matrix 
L which can be obtained by pre- and post-multiplying it with an orthogonal matrix U, 
which contains the eigenvectors of covariance matrix S: 
(Eq 1) 
€ 
L =U 'SU  
 
The elements of matrix L are the eigenvalues of covariance matrix S. This procedure 
is, geometrically, a principal axis rotation of the original axes.6 
Later in the implementation chapter the five most significant components are chosen 
to remain in the data set. 
 
1.2. The standard regression 
Subsequent to the principal component analysis is the standard regression. 
In this paper, the probabilities of default are estimated by a logistic function already 
given in the introduction: 
(Eq.2)  
€ 
G(yt,s) = pt,s, =
1
1+ e−yt ,s 7 
where yt,s denotes the industry-specific macroeconomic index in sector s at time t. 
The probabilities of default in my data set are stated in relative frequencies, not in 
dichotomous numbers 1 or 0, so the question arises: How does one fit a model when 
the dependent variables are proportions? 
One way is the logit transformation also proposed by Wilson and applied by Boss et 
al.  
Kleinbaum (1996) defines the logit transformation as following: “The logit 
transformation, denoted as logit P(X), is given by the natural log (i.e. to the base e) of 
the quantity P(X) divided by one minus P(X), where P(X) denotes the logistic model 
as previously defined.”8  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
5 Jackson (1991): 10-11 
6 Jackson (1991): 6-9 
7 Boss et al., 2009: 92-108 
8 Kleinbaum (1996): 17 
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The values for the macroeconomic index yt are calculated as shown by the following 
equation:  
(Eq. 3)  
€ 
yt = −ln
1
pt
−1
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟ 9 
The resulting yt are our dependent variables that later will be part of the inputs for the 
regression. pt denote the probabilities of default. Now a standard regression with 
ordinary least squares optimization can be conducted. The standard linear regression 
observes the dependence of one variable to another. Its line reflects the relationship 
between two or more variables and estimates its strength. 
 
A typical regression model can look like this: 
(Eq. 4)   Y =  β0  + β1X + ε 
Y is the dependant variable which has the value β0  + β1X for a given X. ε refers to an 
error term caused by an unobserved variable. While ε changes for each variable, β0 
and β1 are fixed terms that can be estimated by using the observations in the data 
set. β0 is also called the intercept and indicates the value of Y when X is zero. β1 is 
the slope of the line, indicating how much Y would change per one-unit of change in 
X. 10 
Estimates b0 and b1 for the unknowns β0 and β1 can be calculated using the 
observations for Y and X in the data set to predict a 
€ 
Y
∧
. Therefore, the equation can 
be written as: 
(Eq. 5) 
€ 
Y
^
= b0 + b1X  
€ 
Y
∧
 can thus be predicted for a given X when b0 and b1 are determined. 
In order to get a line which optimally reflects all of the observations, I am using the 
least squares method. For n available sets of observations the sum of squares of 
deviations from the regression line can be written as: 
(Eq. 6)     for i = 1, 2, .... n  
 
Now we estimate b0 and b1 to be numbers for which the sum of squares S is as small 
as possible. Yi and Xi are observations taken from the data set. The line we get is the 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
9  Boss et al., 2009: 92-108 
10 Draper & Smith (1981): 8-11 
! 
S = " i2
i=1
n
# = (Yi $ %0 $ %1Xi)2
i=1
n
#
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one that minimizes the sum of squares of all discrepancies between observations 
and the line.11  
 
 
Figure 1: OLS
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
11 Draper & Smith (1981): 11-22 
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2. Data 
2.1. Macroeconomic variables 
There are two time series indices of data I had at my disposal for this study: An index 
for the time period 1985-2009 for the macroeconomic variables and another index 
from 1985-2009 for the probabilities of default, provided by Eurostat. The data is 
stated quarterly. My data set spans a shorter time horizon than the original data used 
in the paper, therefore the results might deviate from the results obtained by Boss et 
al.  
These 24 factors are tested and transformed in the principal component analysis: 
• Total capital cost (CAC) 
• Private credit, amount outstanding (CPN) 
• Domestic demand, real (DDR) 
• Government budget balance (GB) 
• Government debt gross (GDN) 
• Government disposal income (GYN) 
• Harmonized index of consumer prices (HIC) 
• Interest payments on government debt (INN) 
• Total investment, real (ITR) 
• Real marginal product of capital (MPC) 
• Imports, real (MTR) 
• Net foreign assets (NFA) 
• Net factor income (NFN) 
• Private consumption, real (PCR) 
• Direct tax paid by households (PDN) 
• Average labor productivity (PRO) 
• Private sector disposal income, real (PYR) 
• Unit labor costs, adjusted (ULA) 
• Unemployment rate (URX) 
• Value added tax (VAT) 
• Real compensation per employee (WURYD) 
• Export, real (XTR) 
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• GDP, real (YER)12 
These variables are the input for the PCA, spanning a period of 24 years. The first 
five factors, which explain around 71% of the variance, are used as input for the 
following standard regression. Furthermore, these macro variables serve as 
explanatory variables: 
• GDP, real (YER) 
• Private consumption, real (PCR) 
• PCR/GDP 
• Unemployment rate (URX) 
• Average labor productivity (PRO) 
• Private sector disposable income, real (PYR) 
• Total investment real (ITR) 
• Investment in equipment, real (IER) 
• IER/GDP 
• Unit labor costs, adjusted (ULA) 
• Exports, real (XTR) 
• XTR/GDP 
• Short-term interest rate, real (STI real) 
• Long-term interest rate (LTI real) 
• Short-term interest rate, nominal (STI) 
• Long-term interest rate, nominal (LTI) 
• Industrial production, real (IPEXE) 
• Oil price 
• Harmonized index of consumer prices (HIC)13 
 
2.2. Probabilities of default 
The probabilities of default were provided by the Kreditschutzverband von 1870 
(Austrian creditor association), quoted in relative frequencies. The numbers are 
calculated by taking the number of companies that have filed for bankruptcy plus the 
number of companies that have filed for bankruptcy but have been rejected divided 
by the number of companies.  
The data is split into the Austrian corporate sectors:  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
12 Boss et al. (2009): 92-108 
13 Boss et al. (2009): 92-108 
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• Agriculture 
• Production 
• Construction 
• Trading 
• Tourism 
• Transport 
• Services 
• Others 
• The overall probabilities14 
 
2.3. Skew data 
Some variables show a high skew, which means that their distribution is asymmetric. 
Due to that, the logarithm has been taken. 
The following variables have been log transformed: 
• Total capital cost 
• Domestic demand, real 
• Government budget balance 
• Government debt, gross 
• Government disposal income 
• Interest payments on government debt 
• Total investment, real 
• Imports, real 
• Net foreign assets 
• Private consumption, real 
• Direct tax paid by households 
• Private sector disposal income, real 
• Total tax revenues 
• Value added tax 
• Real compensation per employee 
• Export, real 
• GDP, real 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
14 Boss et al. (2009): 92-108 
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3. Statistical software Stata  	  
Stata is a statistical software licensed by StataCorp LP. It can handle any kinds of 
data, time-series, panel or cross-sectional data. Through a command line or a do-file 
you can read and organize data, draw graphs or conduct statistical analyses. A broad 
user community provides self-written programs for processes not included in the 
default setting.15 
The first thing I learned about Stata is that it is case sensitive, no matter whether it 
comes to variable names or commands. Basically, I was using four windows as 
interface:  
 
In the review window you can again see the commands you have just entered. If 
black, Stata is able to fulfill the command, if red there is an error in your command, 
for instance a spelling mistake. If this happens you do not have to retype the whole 
command, just click on the command line in the review window and it will be copied 
into your command window. There you can correct it before submitting it again. 
Furthermore, you can save all your commands listed in the review window in a log-
file. When you are still unfamiliar with Stata and haven’t figured out certain 
commands yet, you almost always have the possibility to do it by menu or dialog. 
There, you don’t have to think about the syntax and can simply enter the inputs you 
need in the assigned space and get your result. This might take a lot longer than to 
just write a command line, but it is easier to use at the beginning. Once you submit 
your data in the menu or dialog, the command for your action is written in the review 
window and you now know what to type the next time instead of using a dialog or 
menu. 
 
In the variables window a list of variables of the data set you are currently using is 
shown. You can see the variables’ names, labels, type and format. By clicking on one 
variable, it will be pasted into the command window. In this window you can only alter 
variable names, delete them, attach and edit a label or add notes.  
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
15 Baum (2006): 1-3 
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In the command window you enter your commands. If you want to see the history of 
commands you have already submitted, type history.  
 
In the result window the results of your commands are shown. This can be a 
regression table with residuals, coefficients, t-values etc., it can be the notification 
that changes in your data set have been made, it can be a notification that a 
command cannot be executed due to an error, it can be a list of variables and so on. 
Graphs are usually shown in a separate window. 
 
I will now describe some of the basic commands which I have used daily. Some of 
them are not used in the do-file, but I was using them regularly when I was working 
with the software and figuring out the program. For commands with a more 
complicated syntax, I will give an example. 
3.1. Basic commands 
• use: this command is used when you wish to open a Stata file (.dta) in Stata. 
It can be a file already on your computer or a file you can access on the 
Internet.16  
• save filename: before you exit Stata, you can save your data set in a new 
Stata file by using save and the name of the new set, e.g. save newfile. If you 
wish to save the changes made in your data set without saving the changes in 
a new file, you write save, replace.17 If you do not save your changes or 
explicitly tell Stata to discard them, you will not be able to quit the program. 
• clear: this command clears Stata’s memory. When you wish to exit Stata and 
do not want to save the changes you have made in your data set, you will 
have to write clear in order to exit.18  
• _n and _N: in your data set of observations _n refers to the current, _N to the 
highest observation. I used _n for the calculation of the year-on-year changes 
in the index.19 They only work in combination with a command. 
• if and in: to restrict Stata to just a certain range of variables, you use the if 
expression or in range command20, e.g. if you want Stata only to operate on 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
16 Baum (2006): 7 
17 Baum (2006): 10 
18 http://www.stata.com/help.cgi?clear, 13.6.2010 
19 Baum (2006): 8 
20 Baum (2006): 11 
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the first ten observations, you’ll write in 1/10. For logical conditions you will 
use the if expression, e.g. if you have have a data set with a variable 
“goodlooks” which takes values from 1-10 and you only wish to use a 
command on those over 5, you will write if goodlooks > 5. Similar to _n and 
_N, if and in only work in combination with commands. 
• list: this command lists the contents of the Stata file you are currently using.10 
• generate  [type] newvar =exp [if] [in]21: if you want to create a new variable or 
change an existing one, you use this command. I only used it when creating a 
new variable. [type] refers to the variable types (byte, integer, float, etc.) and 
=exp refers to the calculation and condition the new variable has to fulfill, e.g. 
generate bmi = weight/(height^2). The brackets [ ] symbolize that these 
additional specifications are optional and do not have to be included in the 
command.  
•  label variable varname ["label"]22: the label command attaches a label to 
your data set or to a certain variable (syntax shown here).  Especially when 
you have many variables and you use short abbreviated names for them, you 
run the risk of losing sight of which name refers to which variable. In this case, 
you can just have a look at the label. An example could look like this: label 
variable goodstudent “Students with an average grade <= 2,5; from 1950-
2010”. 
• drop and keep: if you wish to discard a certain variable or a whole list of 
variables, you uses the drop command. If you wish to delete all variables 
except a few selected ones, you use the command keep.23 
• egen [type] newvar = fcn(arguments) [if] [in] [,options]24: egen’s structure is 
similar to the one of generate and is used as an extension to it. The fcn refers 
to the action you want Stata to take, for instance mean(exp) creates the mean 
of exp (variable). Many useful egen commands have been created and are 
available on the user community. I have used the egen commands particularly 
when standardizing my data.25 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
 
21 http://www.stata.com/help.cgi?label, 13.6.2010 
22 http://www.stata.com/help.cgi?label, 13.6.2010 
23 Baum (2006): 20 
24 http://www.stata.com/help.cgi?egen, 13.6.2010 
25 Kohler & Kreuter (2009): 84-86 
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4. Implementation 
4.1. Getting started 
After this short theoretical introduction I will now show how to implement the model in 
Stata. Stata commands will be written in italics. I have studied Stata software 
language primarily using these books: 
1. An Introduction to Modern Econometrics Using Stata by Christopher Baum 
2. Data Analysis Using Stata by Ulrich Kohler and Frauke Kreuter 
3. Getting Started with Stata by StataCorp.  
4. Stata Time-Series Reference Manual by Stata Corp. 
 
I am not able to directly quote which command I have learned from which book 
because the contents are overlapping at some parts. Furthermore, I will show some 
excerpts from the result window to underline how Stata’s commands are used.  
The data I am using is a time series. After the command use one can make Stata 
identify the data as time series by introducing a date variable and the Stata command 
tsset: 
• tsset timevar [, options]: this command declares to Stata that the data set now 
in use is a time series.26 
• format varlist %fmt: this command sets a variable’s output format. %fmt refers 
to the format which can be a date, a string (word) or numerical.27 In our case, 
we use the one for a quarterly date format %tq.  
 
One can create a date variable using the command generate which I have mentioned 
in the basic command chapter. Given that we only have quarterly data, the q(1985q1) 
tells Stata to create a variable starting from the first quarter (q) in 1985, the _n-1 
indicates the ascending trend. The format command translates the created variable 
into a readable format.  
Taking one look at the result window, we find that Stata has now created a variable 
time, in quarterly intervals, spanning a time horizon from the first quarter of 1985 to 
the second quarter in 2009. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
26 http://www.stata.com/help.cgi?tsset, 22.6.2010 
27 http://www.stata.com/help.cgi?format, 22.6.2010 
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4.2. PCA 
This section will focus on the implementation of the principal component analysis 
which statistical background I have explained in chapter 2.1.  
Boss et al. propose to use the year-on-year changes in the macroeconomic 
variables’ index as input for the analysis. 
One can easily calculate these deltas for the macroeconomic index by using the 
mentioned _n option. _n refers to the current observation of the data set. If we wish 
to calculate the year-on-year changes of the single variables we can do so by 
creating a delta variable which is calculated by subtracting observation n at time t-4 
from the current observation n at time t. In the result window you can see that Stata 
reports four missing values. These are the first four values where Stata cannot find 
an observation _n at time t-4. You can see the creating of two variables of the data 
set, delta CAC (total capital cost) and delta CPN (Private credit, amount outstanding). 
Because this way of implementing creates a large set of new variables, I decided to 
label the new variables so I can see in the variables window what variable’s delta 
they stand for. I do so by using the label command. 
Figure 2: Stata result window   
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As I cannot use missing values in the principal component analysis, I have to delete 
them, using the command drop. The term ==. refers to a missing value. 
 
Before starting with the principal component analysis, the data has to be 
standardized according to the paper by Boss et al. by subtracting the mean from a 
variable and dividing it by its standard deviation.  
For the standardization I was using the egen command which is an extension to the 
before mentioned generate command. Here again its syntax: 
 
• egen newvar = fcn(arguments) [if] [in] [,options]28: the function fcn, in our case 
the mean, determines the arguments, whether they are a single variable or a 
list of variables or others. To calculate the mean of a variable, I am creating a 
new “mean“ variable for each macro variable I want to use in the PCA. The 
result window displays the correct command, as example variable I have 
again used CAC and CPN. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
28 http://www.stata.com/help.cgi?egen, 24.6.2010 
	  
Figure 3: Creating the deltas  
Figure 4: Drop observations with 
missing values  
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Figure 5: Egen command for calculating the mean 
 
Then I am using the same egen command with a different function fcn to calculate 
the standard deviation, sd(arguments): 
 
Figure 6: Egen command for calculating the standard deviation 	  
Now I can create the standardized variables I will be using in the principal component 
analysis by using Stata’s command generate. This command subtracts the mean 
from each observation, divides it by the standard deviation and saves the result in the 
new variable cacSTAND or cpnSTAND: 
 
Figure 7: Generating the standardized variables 
The standardized variables are the input for the PCA. The command for this analysis 
is – very simple – pca: 
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Figure 8: PCA	  
 
The linear combinations will be ordered according to their significance (eigenvalues). 
The result window in table 1 further indicates that a calculation for 24 components 
and 94 observations has been conducted. The proportion shows the explanatory 
power for each linear composition, e.g. Comp1 explains 30,51% of the total variance. 
The next column indicates the cumulative explanatory power. I will make the cut after 
the first five components which then will explain 71,1% of the total variance. Those 
five factors will be taken as input variable for the logistic regression. 
 
Why use eigenvectors to calculate the principal components? Because eigenvectors 
are orthogonal to the matrix, no matter how many dimensions it has. This means the 
data can be expressed using eigenvectors instead of the x and y axes. The 
eigenvectors with the highest eigenvalues are the most significant principal 
components, indicating how the data is related along its line. Thus the eigenvectors 
are organized by eigenvalue. One can set a level of significance beneath which the 
eigenvectors are ignored. Although some information will be lost if combinations are 
excluded, it will not be too much information if the dropped eigenvectors have small 
eigenvalues.29  
	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
29 http://www.cs.otago.ac.nz/cosc453/student_tutorials/principal_components.pdf, 16.6.2010 
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Table 1: Result window PCA  
 
The next table shows a list of the variables’ eigenvectors, for component 1 to 12. The 
list for the next 12 components can be found in the appendix. 
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In order to cut down the sample and use the first five factors for the logistic 
regression, the scores for the time period 1985-2009 have to be predicted.  A way to 
do so is to use the predict command in combination with the score command and 
adding how many factors you wish to be predicted. The result window will indicate 
how many components are skipped: 
 
Figure  9: Predict PCA factors in Stata 
 
On this graph you can see the principal components after the analysis. The 24 dots 
are ordered according to their respective eigenvalues (significance). The 19 dots 
below my borderline will not be included in the regression analysis.  
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To obtain a graph with the plotted eigenvalues, the Stata command screeplot is used. 
This command can only be used right after the analysis. Now five more variables 
have been added to the data set, thus it would be recommendable to label them: 
 
 
Figure 11: How to plot the PCA eigenvalue graph 	  	  
Using the scoreplot command one can generate the typical graph of transformed 
observations often shown in PCA manuals. This command as well as can only be 
used right after the analysis has been conducted. 
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4.3. Logit transformation 
Before entering the probabilities of default into the regression model as dependant 
variables, they are transformed. This process is called logit transformation. As 
mentioned before, the probabilities are stated in relative frequencies, not in numbers 
1 or 0 (e.g. a set of data where bankruptcy equals 1, no bankruptcy equals 0). 
So the question arises: How does one fit a model when the dependent variables are 
proportions? 
One way is the logit transformation. After this transformation one can apply the OLS 
method on the data. 
The authors Boss et al. are using an approach by Wilson (1997a and 1997b) and 
calculate values for the macroeconomic index y as following: 
(Eq. 3)   
 
The resulting yt are our dependent variables that will later be part of the inputs for the 
regression. Pt denotes the probabilities of default. 
I have created those variables in two steps using the command generate: 
1. Calculating the term in braces 
€ 
1
p −1
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟  
2. In the second step I took the negative natural logarithm by dividing 1 by the 
term in 1. as 
€ 
−ln x = ln 1x
⎛ 
⎝ 
⎜ 
⎞ 
⎠ 
⎟  
 
 
Figure  12 & 13: Logit transformation 
! 
yt = "ln(
1
pt
"1)
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4.4. Standard regression 
The least squares regression is conducted on the annual differences of the 
macroeconomic index: 
(Eq. 7)   
€ 
Δyt = yt − yt−4 30 
This index of independent variables can be created similar to the creation of the 
index needed for the PCA: 
	  
Figure 14: Creating ∆y  
Again, four missing values are generated for the first four quarters, so in order to use 
this data set, we have to cut it down by these four missing values: 
	  
Figure 15: Drop missing values 
 
The authors estimated the following regression model: 
(Eq. 8)   
€ 
Δyt = βΔxi,t +ε t = Xtβ+ε t
i=∩
K
∑    
with 
€ 
Δx0,t :=1 
Δy denotes the macroeconomic index calculated in Eq. 7 while Δxi,t denotes the year-
on-year changes of macroeconomic variables and the betas are the coefficients to be 
estimated.31 The index for ∆xt	  is calculated in the same way as ∆yt and compounds 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
30 Boss et al. (2009): 92-108 
31 Boss et al. (2009): 92-108 
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the variables listed in chapter 2.1. Three new variables have to be created (using 
again command generate): 
1. private consumption divided by the GDP 
2. investment equipment divided by GDP 
3. exports divided by GDP 
 
	  
Figure 16: Generate GDP variables 
Having calculated both indices, the ordinary least squares optimization can be 
conducted using the command mvreg for more than one dependant variable. 
	  
Figure 17: Conducting the regression 
The dependant variables are separated by an “=” from the independent variables in 
the command. For a single dependent variable the Stata command would be regress. 
In the results window the estimates for each dependant variable is shown: 
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Table 2: Summary of estimates 
In this table, the goodness of fit and the statistical significance for the regressions are 
summed up. Stata has used the 86 observations of macroeconomic variables or 
default rates per industrial sector for this analysis. Altogether it has used 25 
parameters (variables) for the estimation.  
RMSE denotes the square root of the mean squared error and is the standard 
deviation of the error term not explained by the model.  
One measure of the fit is the coefficient of determination R2 which tells us how much 
better we are able to predict the dependant variable Y, our probabilities of default, 
with the data we have got than we could predict without any information at all.32 
The P value estimates the probability of the estimated coefficient being zero: 
€ 
Ρ β
∧
i = 0
⎡ 
⎣ ⎢ 
⎤ 
⎦ ⎥ 
= p ≤ 0.05 . The lower the p-value, the less likely it is for the coefiicient to be 
zero and the more statistically significant the result becomes. The significance level α 
is 0.05.  
The F-test measures the probability for all coefficients to be zero: 
€ 
P β
∧
= 0⎡ 
⎣ ⎢ 
⎤ 
⎦ ⎥ 
= p  for 
€ 
β
∧
i ...β
∧
k .  
The F-test indicates that the model is statistically significant. 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
32 Menard (2002): 3-4 
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Table 3: Regression estimates for the agricultural sector 
 
Shown in the table above are the estimates for the agricultural sector. The t-values 
show that five variables are statistically significant (not counting the constant): The 
average labor productivity (PRO), the exports (XTR), the exports in relation to the 
GDP (XTRGDP), the nominal short-term interest rate (STI) and the first PCA factor.  
The R-squared value in table 1 indicates that about 74% of the probability of default’s 
variance is explained by the model (the independent variables).  
 
The single coefficients denote how much the probability of default in the agricultural 
sector would rise if the coefficient rises one unit in standard deviation holding all 
other variables constant. However, it is hard to find an economic interpretation of 
them without taking the predictor’s standard deviation into account. Thus, I will 
multiply the statistically significant variables’ coefficients with the predictors’ standard 
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deviation. I will calculate the economic significance for all statistically significant 
variables. Economic significance levels are not strictly defined in literature. In my 
thesis I will count values that are larger than 1 or smaller than -1 as economically 
significant, values in the interval -1 < x < 1 will not be regarded significant. 
 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
Labor productivity 3.408126 1.60257345 5.461772242 
Exports -0.0008762 9133.39166 -8.002677772 
Exports/GDP 49.49865 0.10447437 5.171340275 
Short-term interest -1.537143 2.11792016 -3.255546149 
1st PCA factor -0.097524 2.69167304 -0.262502722 
 
Table 4: Economic significance in the agricultural sector 
 
All variables except the PCA factor are economically significant in the agricultural 
sector. 
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Table 5: Regression table for overall probabilities of default 
 
Table 5 shows the regression estimates for the overall probabilities of default. The t-
values indicate that the following six variables are statistically significant in the overall 
sector: the GDP (YER), which is significant in five out of nine sectors, the 
unemployment rate (URX), which is significant in seven sectors, the average labor 
productivity (PRO), which is significant in all sectors except the construction sector, 
the harmonized consumer price index (HIC), which is significant in five sectors and 
PCA factor one and three. The first PCA factor is significant in seven, the third in four 
sectors.    
The other sectors’ regression tables can be found in the appendix. I will brievly sum 
up the results here: In all estimation tables, the constant term β0  (_cons) differs 
significantly from zero. 
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Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
GDP -0.0007636 8768.73881 -6.695808955 
Unemployment 
rate -0.1854817 0.63857648 -0.118444251 
Labor productivity 1.894256 1.60257345 3.035684373 
CPI 0.0847602 11.7520547 0.996106507 
1st PCA factor -0.0681931 2.69167304 -0.183553529 
3rd PCA factor 0.0329201 1.67016128 0.054981876 
 
Table 6: Overall economic significance  
 
Overall, the GDP and the labor productivity are economically significant here. If 
statistically significant, these variables also prove to be economically significant in all 
sectors. The consumer price index is only marginally not significant here with a value 
of 0.996. The unemployment rate is not economically significant in any sectors even 
if it is statistically significant, except the service sector. None of the outliers (short-
term interest rate or industrial production) are economically significant. 
 
Production:  
In this sector only three variables are statistically significant: The labor productivity, 
and PCA factors one and five.  
 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
Labor productivity 2.105256 1.60257345 3.373827371 
1st PCA factor -0.0699686 2.69167304 -0.188332594 
5th PCA factor -0.0410859 1.24556743 -0.051175259 
 
Table 7: Economic significance in the production sector 
 
In the production sector, only one variable shows an economic significance: the labor 
productivity with a value of 3.37. PCA factors one and five have values close to zero 
and thus are not economically significant. 
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Construction: The construction sector is the only one where labor productivity is (by 
far) not significant. Here, five other variables show low t-values: the GDP, the 
consumer price index, the exports and the exports in relation to the GDP, and the 
third PCA factor.  
 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
GDP -0.0014869 8768.73881 -13.03823774 
Unemployment 
rate -0.2475023 0.63857648 -0.158049148 
Exports 0.0009048 9133.39166 8.263892774 
Exports/GDP -44.42602 0.10447437 -4.641380451 
3rd PCA factor 0.0661315 1.67016128 0.110450271 
 
Table 8: Economic significance in the construction 
 
In the construction sector, three out of five statistically significant variables are also 
economically significant: the GDP, the exports and the exports in relation to the GDP 
with values -13.03, 8.23 and -4.64, the signs indicating the direction of the 
relationship. 
 
Trading: In the trade sector, the labor productivity is statistically highly significant, as 
well as the consumer price index and the first PCA factor. Also the unemployment 
rate shows a low t-value.   
 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
Unemployment 
rate -0.1582224 0.63857648 -0.101037103 
Labor productivity 2.538579 1.60257345 4.068259306 
CPI 0.1550849 11.7520547 1.822566228 
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1st PCA factor -0.0784635 2.69167304 -0.211198088 
 
Table 9: Economic significance in the trade sector 
 
In the trade sector labor productivity shows the highest significance with a value of 
4.06. Also, the consumer price index is significant. 
 
Tourism: Here, six factors can be found statistically significant: The GDP, the 
unemployment rate, the labor productivity, PCA factor one and five, and one outlier 
which is only significant in this sector: the industrial production (IPEXE). 
 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
GDP -0.0012511 8768.73881 -10.97056913 
Unemployment 
rate -0.2182199 0.63857648 -0.139350096 
Labor productivity 2.752687 1.60257345 4.411383102 
Industrial 
production 0.0345029 18.7853606 0.648149418 
1st PCA factor -0.0963286 2.69167304 -0.259285096 
5th PCA factor -0.047555 1.24556743 -0.059232959 
 
Table 10: Economic significance in the tourism sector 
 
Here, two variables are significant, the GDP strongly so with a value of -10.97 and 
the labor productivity with a value of 4.41. 
 
 
Transport: In the transport sector we can find the highest amount of significant 
variables: As in most sectors, the GDP is statistically significant, as well as the 
consumer price index, the labor productivity, the exports and the exports in relation to 
the GDP, the unemployment rate and the PCA factor three. Also, the consumer price 
index is highly significant with a t-value of 0.000.  
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Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
GDP -0.0012549 8768.73881 -11.00389033 
Unemployment 
rate -0.2795028 0.63857648 -0.178483914 
Labor productivity 1.164778 1.60257345 1.866642298 
Exports 0.0005843 9133.39166 5.336640747 
Exports/GDP -27.18503 0.10447437 -2.840138883 
CPI 0.19844 11.7520547 2.332077735 
3rd PCA factor 0.0618969 1.67016128 0.103377806 
 
Table 11: Economic significance in the transport sector 
 
In the transport sector, only two out of seven statistically significant variables are not 
economically significant: the PCA factor and the unemployment rate. GDP, labor 
productivity, CPI and the export variables are significant. 
 
Others: The labor productivity and the PCA factor one both show t-values of 0.000 
and thus are highly statistically significant. Furthermore, the GDP, the unemployment 
rate and the consumer price index are significant. With a t-value of 0.04 the PCA 
factor three is also significant at the 0.05 level. 
 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
GDP -0.0008531 8768.73881 -7.480611079 
Unemployment 
rate -0.1807732 0.63857648 -0.115437514 
Labor productivity 1.901183 1.60257345 3.046785399 
CPI 0.0817216 11.7520547 0.960396713 
1st PCA factor -0.0648637 2.69167304 -0.174591873 
3rd PCA factor 0.0322763 1.67016128 0.053906627 
 
Table 12: Economic significance in the other sectors 
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Here, only the GDP and the labor productivity are economically significant. Again, no 
PCA factor has a value significally different from zero. 
 
Services: In the service sector we can only find four significant variables: the 
unemployment rate, the labor productivity, the consumer price index and the PCA 
factor one. The labor productivity and the consumer price index short the smallest t-
values of 0.000.  
 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
Labor productivity -0.184155 0.63857648 -0.117597052 
CPI 2.485435 1.60257345 3.983092143 
Unemployment 
rate 0.1791365 11.7520547 2.105221947 
1st PCA factor -0.0752793 2.69167304 -0.202627262 
 
Table 13: Economic significance in the service sector 
   
In the service sector we find two values that are economically significant: labor 
productivity and consumer price index. Again, PCA factor one is not significant, 
neither is the unemployment rate. 
Conclusion 
 
 
For the overall results (appendix) we find that six macroeconomic variables are 
statistically significant: the GDP, the unemployment rate, the labor productivity, the 
consumer price index and PCA factors one and three. 
The regression tables show that the GDP is statistically significant in five out of nine 
sectors. The exceptions are production, service, agriculture and trade sector. In the 
agriculture and trade sectors the t-values for the GDP have been much higher than 
0.05, but in the production and service sector, this variable has just narrowly missed 
the significance level. 
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The unemployment rate is statistically significant in seven out of nine sectors, the 
exceptions being the production sector and the agriculture sector. 
The next variable overall statistically significant is the consumer price index in five out 
of nine sectors.  
While the second and the fourth PCA factor do not prove to be significant at all, the 
first, thrid and fifth factor are significant in different business sectors, the 1st factor in 
seven sectors, the third in four sectors.  
Exports are significant in some sectors, but not in all.  If they are significant, so are 
the exports in relation to the GDP, even if the GDP itself is not significant.  
The industrial production is significant only in the tourism sector. 
Another outlier is the short-term interest rate which is only significant in the 
agricultural sector. 
 
From an economic viewpoint, very few variables are both statistically and 
economically significant. 
It is remarkable that there is not one PCA factor that is economically significant in any 
sector although there is at least one PCA factor statistically significant in each. 
Overall, the GDP and the labor productivity are economically significant here. If 
statistically significant, these variables also prove to be economically significant in all 
sectors. The consumer price index is only marginally not significant here with a value 
of 0.996. The unemployment rate is not economically significant in any sectors even 
if it is statistically significant, except the service sector. None of the outliers (short-
term interest rate or industrial production) are economically significant. 
 
One shortcoming in this model is the choice of transformation. In order to find out 
which transformation of the variables’ distribution would be the most suitable, the log-
transformation is not always the best option.  
A way to examine the transformations is the Stata command ladder: 
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Table 14: Ladder command 
 
 
Figure 18: Stata command ladder 
 
This table shows normality tests for various transformations to find out which is the 
most suitable to make the variable more normally distributed. Thus, the log-
transformation is not the best transformation for the variable CAC, not having the 
smallest chi-square. To verify this result one can plot a graph showing all 
transformations here using the Stata command gladder. 
 
Although my data set compounds fifteen years less than the original data set, the 
results are more or less the same: strong GDP-ratio coefficients and the same 
significant variables in the different business sectors. To assess the flexibility of this 
model, a stress test similar to the one conducted by Boss et al. should be performed 
on the data set. The authors simulate an economic recession in order to test the 
models.  
 
However, this model still does not offer a solution how to link the credit cycle and the 
business cycle. Given the importance due to the recent economic development, 
further research is recommended to examine the impact of macroeconomic variables 
on default probabilities. 
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Appendix I 
Table 1: Result window for PCA: 	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Table 2: Summary of estimates 
 
 
Table 3: Regression estimates for the agricultural sector 
 
 
 
 
Table 4: Economic significance in the agricultural sector 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
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Labor productivity 3.408126 1.60257345 5.461772242 
Exports -0.0008762 9133.39166 -8.002677772 
Exports/GDP 49.49865 0.10447437 5.171340275 
Short-term interest -1.537143 2.11792016 -3.255546149 
1st PCA factor -0.097524 2.69167304 -0.262502722 
 
 
Table 5: Regression table for overall probabilities of default 
 
Table 6: Overall economic significance  
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
GDP -0.0007636 8768.73881 -6.695808955 
Unemployment 
rate -0.1854817 0.63857648 -0.118444251 
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Labor productivity 1.894256 1.60257345 3.035684373 
CPI 0.0847602 11.7520547 0.996106507 
1st PCA factor -0.0681931 2.69167304 -0.183553529 
3rd PCA factor 0.0329201 1.67016128 0.054981876 
 
Table 7: Economic significance in the production sector 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
Labor productivity 2.105256 1.60257345 3.373827371 
1st PCA factor -0.0699686 2.69167304 -0.188332594 
5th PCA factor -0.0410859 1.24556743 -0.051175259 
 
Table 8: Economic significance in the construction 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
GDP -0.0014869 8768.73881 -13.03823774 
Unemployment 
rate -0.2475023 0.63857648 -0.158049148 
Exports 0.0009048 9133.39166 8.263892774 
Exports/GDP -44.42602 0.10447437 -4.641380451 
3rd PCA factor 0.0661315 1.67016128 0.110450271 
 
Table 9: Economic significance in the trade sector 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
Unemployment 
rate -0.1582224 0.63857648 -0.101037103 
Labor productivity 2.538579 1.60257345 4.068259306 
CPI 0.1550849 11.7520547 1.822566228 
1st PCA factor -0.0784635 2.69167304 -0.211198088 
 
Table 10: Economic significance in the tourism sector 
Variable Coefficient β i Standard β i*σ i 
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deviation σ i 
GDP -0.0012511 8768.73881 -10.97056913 
Unemployment 
rate -0.2182199 0.63857648 -0.139350096 
Labor productivity 2.752687 1.60257345 4.411383102 
Industrial 
production 0.0345029 18.7853606 0.648149418 
1st PCA factor -0.0963286 2.69167304 -0.259285096 
5th PCA factor -0.047555 1.24556743 -0.059232959 
 
Table 11: Economic significance in the transport sector 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
GDP -0.0012549 8768.73881 -11.00389033 
Unemployment 
rate -0.2795028 0.63857648 -0.178483914 
Labor productivity 1.164778 1.60257345 1.866642298 
Exports 0.0005843 9133.39166 5.336640747 
Exports/GDP -27.18503 0.10447437 -2.840138883 
CPI 0.19844 11.7520547 2.332077735 
3rd PCA factor 0.0618969 1.67016128 0.103377806 
 
Table 12: Economic significance in the other sectors 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
GDP -0.0008531 8768.73881 -7.480611079 
Unemployment 
rate -0.1807732 0.63857648 -0.115437514 
Labor productivity 1.901183 1.60257345 3.046785399 
CPI 0.0817216 11.7520547 0.960396713 
1st PCA factor -0.0648637 2.69167304 -0.174591873 
3rd PCA factor 0.0322763 1.67016128 0.053906627 
 
	   	   	  
	  
47	  
	  
Table 13: Economic significance in the service sector 
Variable Coefficient β i Standard 
deviation σ i 
β i*σ i 
Labor productivity -0.184155 0.63857648 -0.117597052 
CPI 2.485435 1.60257345 3.983092143 
Unemployment 
rate 0.1791365 11.7520547 2.105221947 
1st PCA factor -0.0752793 2.69167304 -0.202627262 
 
Table 14: Ladder command 
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Full PCA list 
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Regression table for the production sector: 
 
 
Regression table for the service sector: 
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Regression table for the construction sector:
Regression table for other:
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Regression table for trading sector: 
 
Regression table for transport sector: 
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Regression table for tourism sector:
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Appendix II 
 
Abstract in German 
 
In dieser Diplomarbeit geht es um die Messung  des Einflusses von 
makroökonomischen Variablen auf Kreditausfallsraten, wie zum Beispiel das BIP 
oder der Preisindex für die Lebenserhaltung, in neun Industriesektoren. 
Die Software, die hier zum Rechnen der Modelle verwendet wird, ist Stata. Die 
Diplomarbeit enthält auch die Softwarebefehle, die für das Programmieren des 
Modells notwendig sind. 
 
Die statistischen Abläufe, die hier verwendet werden, sind bereits in einem Artikel 
von Boss et al. von der österreichischen Nationalbank veröffentlicht worden. Diese 
Abläufe sollen Informationen aus großen Datenmengen filtern und die Unterschiede 
zwischen dem Zeithorizont des Konjunkturzyklus’ und des Kreditzyklus’ überbrücken.  
Es wird nur das erste der zwei Modelle hier implementiert. 
Dabei werden 24 makroökonomische Variablen in einer Hauptfaktorenanalyse in ein 
kleineres Set von fünf linearen Kombinationen transformiert, das ca. 71% der Varianz 
des Modells erklärt. Diese fünf Faktoren werden im Anschluss in die 
Regressionsanalyse miteinbezogen und auf ihre statistische und ökonomische 
Signifikanz untersucht. 
 
Die Ergebnisse zeigen, dass entweder Hauptfaktor eins, drei oder fünf in jeden 
Sektor statistisch signifikant sind, mindestens einer der drei, meistens zwei davon. 
Sie sind jedoch in keinem Sektor ökonomisch signifikant. 
Das BIP ist in mehreren Sektoren statistisch signifikant und eine der wenigen 
Variablen, die auch häufig ökonomisch signifikant sind.  
Der Preisindex für die Lebenserhaltung ist statistisch signifikant in vielen Sektoren, 
jedoch ökonomisch insignifikant.  Die Arbeitsproduktivität ist, wie das BIP, eine der 
wenigen Variablen, die sowohl statistisch als auch ökonomisch signifikant in der 
Mehrzahl der Sektoren sind.  
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Die statistischen Ausreißer wie zum Beispiel der Zinssatz für kurzzeitige Anleihen, 
Hauptfaktor fünf oder die Industrieproduktivität sind nur in einzelnen Sektoren 
statistisch signifikant und nicht ökonomisch signifikant, außer im 
Dienstleistungssektor.  
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Figure 11: How to plot the PCA eigenvalue graph
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