In this paper we consider the nonlinear parabolic integro-differential equation with initial and boundary conditions. We develop the method of generalized quasilinearization to generate linear iterates that converge quadratically to the unique solution of the nonlinear parabolic integro-differential equation.
Abstract.
In this paper we consider the nonlinear parabolic integro-differential equation with initial and boundary conditions. We develop the method of generalized quasilinearization to generate linear iterates that converge quadratically to the unique solution of the nonlinear parabolic integro-differential equation.
For this purpose, we establish comparison results for the parabolic integro-differential equation. These comparison results are used to develop monotone sequences and to establish quadratic convergence.
Introduction.
The method of quasilinearization due to Bellman [1] and Bellman and Kalaba [2] yields monotone sequences that converge quadratically to the unique solution of the nonlinear problem on the interval of existence.
Further, the sequences are either increasing or decreasing depending on the forcing function being convex or concave. Recently the method of quasilinearization has been extended to a variety of nonlinear problems to obtain simultaneous bounds for the solution when the forcing function is neither convex nor concave. Yet, it has all the advantages of the method of quasilinearization.
This method is now referred to as the generalized quasilinearization method. The generalized quasilinearization method is well developed for a variety of ordinary differential equations in [7] . The method of generalized quasilinearization has been developed to ordinary integro-differential equations in [9] . In this paper we develop the method of generalized quasilinearization for the nonlinear parabolic integrodifferential equations of Volterra type. The model we consider is a more general form of the Hodgkin-Huxley model for the propagation of the voltage pulse through a nerve axon, which is often referred to as the Fitzhugh-Nagumo equation. See [8] for more details. Here, we prove that the monotone sequences, which are solutions of linear parabolic integro-differential equations, converge quadratically to the unique solution of the nonlinear parabolic integro-differential equations. The quadratic convergence is achieved by developing a comparison theorem of the parabolic integro-differential equations with the ordinary integro-differential equations. We note that the method of generalized quasilinearization provides a numerical procedure for the computation of solutions of nonlinear problems. Finally, we present a numerical example to demonstrate the application of our results.
2.
Comparison theorem and main results. We consider the following problem:
Lu -f(t, x,u(t, x)) + J g(t, x, s,u(s, x)) ds, 0<t<T, x € fl,
where is a bounded open domain in Rn, L = -A is a parabolic operator, and
with a,ij,bi,c G Ca>a/2{QT) and <j0|C|2 < E5=i -CTilC|2, o"o,^i > 0 for (t,x) G Qt and ^ G IRn.
Throughout this paper we assume the initial and boundary conditions are such that Ug G C2+Q(n),/i G C2+a'1+a/2((0, T) x m) and uq(x) = h(0, x), ht -Auq + /(0, x, uq) for t = 0 and x G dfl.
Next we develop two comparison results, which we need in order to develop our main results. The first lemma will be used to show that the sequences we develop are monotone sequences. The second lemma will be used to prove that sequences converge quadratically to the unique solution of (2.1). Lemma 2.1. Assume that
is monotone nondecreasing in u for each (t,x,s) and
where Mi, for i = 1,2, are nonnegative constants; (ii) v(t,x) and w(t, x) satisfy Lv < f(t,x,v(t,x)) + / g(t,x,s,v(s,x)) ds,
Jo
Lw > f(t,x,w(t,x)) + / g(t,x,s,w(s,x))ds, Jo and u(0, x) < w(0, x),
Then we have w(t,x) > v(t,x).
Proof. We shall first prove the result for strict inequalities. Assume that the conclusion of the lemma is false. Then there exists a point (to,xo) such that w(t,x) > v{t,x) for 0 < t < to, and w(to,xo) = v(to,xo). Certainly (to,xo) £ <90. Hence rto Lv(t0,x0) < f(t0, x0, v(t0, x0)) + / g{t, x0, s, v(s, x0)) ds Jo rto < f(t0,X0,w(t0,X0))+ / g(t, xo, s, w(s, x0)) ds
which leads to a contradiction. Therefore, we have w(t,x) > v(t,x) for t > 0. In order to prove the result for nonstrict inequality, set we(t, x) = w(t, x) + e exp(2Mt), where e > 0 and M > max{^M2/2, Mi}. We have u(0,x) < w(0,x) < we{0,x). Since
we have
> f(t, x, w(t, x)) + f g(t, x, s, w(s, x)) ds + 2Meexp(2Mt) Jo > f(t,x,w£(t,x))+ / g(t,x,s,we{s,x))ds.
Now using the strict inequality result, we have w£(t,x) > v(t,x) for t > 0. Letting
v(t,x)\xedQ = 0, and r' = hi(t, r) + / h2(t,s,r)ds,
where hi(t,r) > maxxen f(t,x,r) and h,2(t,s,r) > maxxeng(t,x,s,r). Then we have f{t) > v(t, x) on QT.
Proof. Letting V(t) = maxl£n v(t,x), we have
This means that V is a lower solution of r. Hence r > V > v(t,x). □ The proof can also be referred to Lemma 2.6.2 on p. 72 of [8] .
Next we develop the method of generalized quasilinearization for the parabolic integrodifferential equation (2.1). Using upper and lower solutions, we develop two monotone sequences that are solutions of linear parabolic integro-differential equations. We prove that the sequences converge uniformly and monotonically to the unique solution of the nonlinear parabolic integro-differential equation (2.1). Further, we prove that the rate of convergence is quadratic.
Theorem 2.1. Assume that
is monotone nondecreasing in u for each fixed (t,x,s) e I x Q x /, fuu > 0.
(ii) vo(t,x) and Wo(t,x) satisfy Lv0 < f(t,x,v0(t,x)) + / g(t,x,s,v0(s,x))ds,
Lw0 > f{t,x, w0(t,x)) + / g(t,x,s,w0(s,x))ds, Jo and «o(0,x) < wo(0,x),
, and fuu,guu exist and are continuous such that fuu > 0.
There exist functions (f>(t,x,s,u) and G(t, x, s,u) = c()(t,x,s,u) + g(t,x, s,u) such that iiu ^ 4*uu 0. (iv) Gu(t, x, s, Mi) -<pu(t, x, s, U2) > 0, for v$ < U\ < u2 < wqThen there exist monotone sequences {vn} and {wn} that converge monotonically and quadratically to the unique solution of (2.1).
Proof. Initially we construct the sequences {wn} and {wn}. For that purpose let V\ and W\ be the solutions of the linear parabolic integro-differential equations with initial and boundary conditions as From Theorem 3.3 in [3] , it follows that (uj.,iui) exist and are unique. We can now prove that Wo < v\ < w\ < wq on QT. Similarly, we can prove wi < wq on QT. In order to prove V\ < w± on QT, we shall first prove Vi < wq.
Setting £ = v\ -Wq, we have £(0,x) = 0, £(i, x)\xegn = 0. Now it follows that L£ < f(t,x,v0(t,x)) + fu(t,x,v0(t,x)){vi(t, Also, we have f(t,x,v0(t,x)) -f(t,x,w0(t,x)) < fu{t,x,v0(t,x))(vi -w0).
This yields < fu(t, x, v0{t, x))£ + / [Gu(t, x, s, v0(s, x)) -x, s, w0(s, x))]£(x, s) ds, Jo and using Lemma 2.1, we have £ < 0, i.e., v\ < wq. Similarly, we can prove vo < w\. Now we prove V\ < W\ on QT. Setting a = v\ -w\, we get La = f(t, x, v0(t, x)) + fu(t, x, vo(t, x))(v!(t, x) -v0(t, x)) + / {g(t,x,s,v0(s,x)) -g(t,x,s,w0(s,x))+[Gu(t,x,s,v0(s,x)) Jo -<pu(t,x,s,w0(s,x))](vi(s,x) -V0{s,x) -(wi(s, x) -w0(s,x)))}ds.
Since > 0, we get f{t,x,vo(t,x)) -f(t,x,w0(t,x)) < -fu(t, X,v0(t, x))(w0(t, x) -v0(t,x)).
Using this, we obtain f(t,x,v0(t,x)) + fu(t,x,v0(t,x))(vi(t,x) -v0(t,x))
-[fit, X, Wo(t, X)) + fu(t, X, Wo(t, x))(w!(t, X) -Wo(t, x))] < -fu(t,x,v0{t,x))(wi(t,x) -Vi(t,x)).
Since Guu > 0, we also have / {g(t, x, s, v0(s, x)) -g(t, x, s, w0(s, x)) Jo + [Gu(t, x, s, v0(s, x)) -x, s, w0(s, x))](ui0(s, x) -v0(s, x))} ds < 0.
From this, it easily follows that La < fu(t, x, v0(t, x))a + / [Gu(t, x, 5, v0(5, ar)) -<f>u(t, x, 5, wo(s, x))]q ds. We assume that (2.2) is true for some n, and we prove that vn < vn+\ < wn+i < w" This proves (2.2) is true for n = n + 1 also.
First we show that vn < vn+i, by letting a = vn+\ -vn. Since / g(t,x,s,vn(s,x))ds 
it easily follows that La = f(t,x,vn(t,x)) + fu(t,x,vn(t,x))(vn+i(t, Next we show that wn+\ < wn. Letting [3 --wn+i -wn, we have L/3 = f(t, x, wn(t, x)) + fu(t, x, wn(t, x))(wn+1(t, x) -wn(f, x)) Jo -c/)u(t,x,s,wn(s,x))](wn+i(s,x) -wn{s,x))}ds -[/(i,x, w"_i(t,x)) + fu(t,x7 wn-i(t,x))(wn(t,x) -w"_i(t,x)) + / {5(£,z,s,wn_i(s,;r)) + [Gu(<,x,s,t;n_i(s,x)) Jo -cpu(t,x,s,wn-i)(s,x))}(wn(s,x) -wn-i(s,x))}ds.
Since Guu > 0 and <puu > 0, we also have
Jo
Since wn <wn-\ and fuu > 0, by our assumption we have f(t,x,wn(t,x)) < f{t,x, wn_i(f,x)) + fu(t,x,wn~i(t,x))(wn(t,x) -wn^i(t,x)).
Hence it follows that LP < fu(t,x,wn(t,x))/3 + / [Gu(t,x,s,-i;"_i(s,x)) -4>u(t, x, s,wn-i(s,x))]Pds.
Again using the comparison Lemma 2.1, we obtain that u)n+i < wn.
On the same lines as we proved < wi on QT, we can also prove vn+1 < wn+1. We have established (2.2) for n = 1. Now using mathematical induction, it follows that v0 < Vi < ■ ■ ■ < vn < vn+\ < wn+1 < wn < ■ ■ ■ < wi < u>o, for all n.
Let v(t,x) = limn^oo vn(t, x) and w(t,x) = lim^^ocwn(t,x). Since {vn} and {u>n} possess the monotone property, it ensures that v(t,x) and w(t,x) exist. By the same method as in [8] , it is easy to show that v(t,x) = w(t,x) and is the unique solution of (2.1).
We claim that the convergence of vn is uniform. Assume that the claim is false. Then for some £o > 0, and for any i, there exist rii > i and (tni, xnj) £ QT such that
We choose i > rij_i so that we can construct a sequence {(tni,xni)}. Since QT is compact, there exists a subsequence {(tnj, xnj)} such that {(inj ,xnj)} has a limit (t,x). Since vn and u are uniformly continuous, it follows from (2.3) that £0 < lim \vnAtn xn ) -u{tn xn )| = \v(t,x) -u(t,x)\ = 0, n --k rsri n, -*oo which is a contradiction. Similarly we can prove that wn converges uniformly to w(t, x) = u(t,x), the unique solution of (2.1).
Finally, we show that the convergence is quadratic.
For that, let pn+i = u(t, x) -vn+\ and qn+i = wn+i ~ u(t,x).
It follows that Lpn+l = f{t,x,u(t,x)) -[f{t,x,vn(t,x)) + fu(t,x,vn(t,x))(vn+i(t,x) -Vn{t,x))} + / g(t,x,s,u(s,x))ds-/ {g{t,x,s,vn(s,x)) + [Gu(t,x,s,vn(s,x)) J 0 J 0 where v^(l,i) = v^k\lAt,iAx). We take L = 400,1 = 20, At -l/L, Ax -1 //, and vo = 0, wq = sin(7rx) as lower and upper solutions, respectively. We use the LU decomposition, and we stop the iteration when the difference of lower and upper solutions is small enough. Actually, we take the difference e = 10~5. 
