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CHAPTER ~ I 
INTRODUCTION 
In this dissertation, two types of work have been done 
(i) electrical conductivity of zinc sulfide (ZnS) v;ith different 
impurities and (ii) preparation and conductivity measurement of 
high T_ superconductors. Justification for these works are 
given below: 
ZnS doped with Mn or Cu is very efficient and is widely 
ri-7l 
used as luminophor"- •'. Since its first use as a phosphor 
even now, attempts are being made to increase its efficiency and 
to improve the breakdown voltage margin'- " •*. A very small 
amount of certain impurities, i.e., Fe, Co and Ni present in the 
phosphor, greatly hamper the luminescence efficiency or complete-
ly stops it. These impurities are called 'poisons' or'killers' 
of luminescence. The deterioration of efficiency is explained, 
as due to the presence of closely spaced ladder like levels of 
these impurities spread in the energy gap of ZnS and the elec-
tron pumped to the conduction band of the ZnS climbs down the 
ladder releasing low energy photons which does not lie in the 
visible region and hence vanishing of luminescence. The presence 
of ladder like levels due to 'killer' in the band gap of ZnS, 
to the best of our knowledge, has not been experimentally 
confirmed. It was thought that the temperature dependence of 
conductivity of ZnS with different concentration of impurities 
(Fe, Ni, Co, etc.) will provide some clue as to the existence 
of ladder like levels and with this aim in view, the present 
work was under taken. The samples investigated were - (i) 
pure ZnS, (ii) ZnS + Mn, (iii) ZnS + Fe, (iv) ZnS + Co, (v) 
ZnS + Ni and (vi) ZnS + Cu. While this work was in progress 
the scientists hit upon a new phenomenon in physics that is, 
high T_ superconductivity. We, who were associated with con-
ductivity measurement of semiconductor, found it convenient 
and desirable to join the field of high T_ superconductivity, 
at its early stage. 
Since the discovery of high T. superconductivity by Bednorz 
ri2l ri3l 
and Muller'- -^  and further raising of T by Wu et al.*- -^, lot 
of experimental activity has flown and several theories have 
been put forward. The floodgate of activity has been opened 
due to immense potentialities that can be foreseen in the future, 
i.e., in the form of the exploitation of the high T super-
conducting materials for manufacturing very powerful magnets, 
lossless transmision of electrical power, miniaturisation of 
computers, magnetic levitation, energy storage etc. Besides, 
it is a big challenge for the theoreticians to propose a 
suitable mechanism, because the earlier celebrated ECS mechanism 
has not been found to be valid in this temperature range. We 
have synthesized a few ceramics MBa2Cu30^_^ (Jvl = Y, Eu, Pr and 
Tu) and measured their conductivities at varying temperature 
and proposed a few mechanisms of superconductivity in this class 
of compounds. 
The dissertation has been devided into 4 chapters excluding 
this one. The second chapter of the dissertation summarises 
the theories of electrical conductivity and the phenomenon of 
luminescence. In the third chapter, the results of measurement 
of electrical conductivity of doped and undoped ZnS have been 
presented. Experimental results have been analysed. The fourth 
chapter reviews the important experimental attributes and 
theories of classical superconductivity (in the liquid He range). 
The experimental and theoretical works on recently discovered 
high T superconductors have been reviewed. In the fifth 
chapter, the results of our experimental investigations on high 
T_ superconductors have been presented. Also two new mechanism 
of high T_ superconductivity proposed by us have been presented. 
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CHAPTER - I I 
THEORETICAL CONSIDERATIONS 
2.1 Electrical conductivitY; 
In materials conducting electric charge from point to point 
under the influence of an electric field E, an electric current 
density J is set up in the field direction. It is proportional 
to the applied field E and may be written as 
J = oE ... (2.1) 
where a, the proportionality constant, is usually called specific 
condictance (electrical condictivity). It measures the capabi-
lity of solids to conduct electric charge under the influence of 
an electric field and is the reciprocal of resistivity 
Since the current density is given by the product of the 
electron flux nVr> and the electronic charge e, where n is the 
number of charge per unit volume. Equation (2.1) may also be 
expressed as: 
neVp = oE ... (2.2) 
Defining now the quantity p., called mobility as (the ratio of 
drift velocity to the applied field) i^ = V ^ / E , we have a = nep. 
This is the form in which a is usually expressed. A free 
electron under the influence of an external field E obtains an 
acceleration a = eE/m, and thus its drift velocity V^ increases. 
The rate of change of drift velocity due to field is (^ Vj-,/dt)p^ gj^ =^ 
-eE/m. We now consider the effect of electron lattice collisions, 
as the accelerated electrons must collide with lattice. These 
collision processes are considered by introducing the concept 
of the relaxation timeT* The rate of change of V^ due to 
collisions is (^"^Q/^^)Qoinsion ~ "^U^'^' ^^'^ ^^ ^^^ probability 
for a collision per second, and after the collisions the velo-
cities are random. In the steady state we have (dVp/dt) = 0 = 
^^V^^^Field -^  ^ ^V^^^Collision- f^ "^" ^^ *^ ^^  ^^^^ ^'^"^ 
equations, the drift velocity is given by V^ = -eEf/m. Using now 
the equation (2.2) we have 
o = -J2|5r ... (2.3) 
This idea was first proposed by Drude in 1900. Lorentz in 1905 
reinvestigated the problem, using the Boltzmann transport equa-
tion and a simplified model for the collisions between the 
electrons and the atoms in the lattice. The use of classical 
statistics leads to serious difficulties. In 1928, Sommerfeld 
recalculated the conductivity along the lines of Lorentz theory, 
but replacing classical statistics by Fermi-Dirac statistics'- -^. 
In addition to this, Sommerfeld assumed also that the relaxation 
time is a function of the energy of the electron but not their 
directions. He found a similar result for electrical conductivity 
a = ne Tp/m ... (2.4) 
8 
where m is the mass of the electron. In this, it is interesting 
that although all the electrons participate in the conduction 
mechanism, the relaxation time of only those electrons which are 
at the Fermi levels occurs in the conductivity. This is under-
standable with the reference to fig.2'1. The full circle repre-
sents the Fermi distribution for a two dimensional case in the 
absence of an external electric field and the dashed circle 
represents that in the presence.of a field E applied along x 
axis the dashed circle is shifted from the full line circle. 
Because in the presence of E , the velocity of all electrons is 
shifted by an amount V^ ^ = eE^/xa. It is evident that the 
distribution is changed only in the vicinity of Fermi level, so 
that only the relaxation time of electrons near ^p is of 
importance. The equation (2.4) is different from the Drude-
Lorentz theory of electrical conductivity (o = ne y/m) only 
through the kind of average involved in the specification of the 
relaxation time* i.e., the equation (2.4) is the same as the 
Drude-Lorentz, except that T has been replaced by fp• When 
current flows in a material, the electrons get deviated from 
their linear path due to various processes, called scattering 
processes. Scattering process is characterized by a quantity 
usually termed effective scattering cross section, as the pro-
bability of particle to be scattered through an arbitrary angle 
from its initial direction of motion. Scattering cross sections 
(a ) due to different mechanisms can be related to the 
FIG. 2.1 Influence of an electric field E on the 
Ferrui velocity distribution. The fully 
drawn circle in the absence and dashed 
circle in the presence of the field. 
10 
corresponding relaxation times Y* by a relation of the type 
a a 1/Y» The various types of scattering mechanisms axe: (i) 
thermal lattice vibrations, (ii) impurity ions, (iii) scattering 
by neutral centres, (iv) vacancies and point defects, (v) dis-
locations, (vi) grain boundaries and (vii) charge carriers. The 
main types of scattering mechanisms are discussed below: 
(i) Scattering by thermal lattice vibrations;- The scattering 
by the thermal vibrations in the lattice may be explained in 
terms of the Corpuscular model with the aid of the phonon con-
cept. Charge carriers colliding with phonons exchange energy 
and momentum with it. Since the number of phonons depends on 
temperature, the scattering, too, should be temperature dependent. 
We may apply the method of the deformation potential. In this 
method a lattice vibration is a wave which may be either a trans-
verse or a longitudinal wave, having a definite velocity and a 
wavelength. This wave travelling through the lattice, can 
superimpose a new periodicity on it. This new periodicity leads 
to new energy level and to a scattering potential. This method 
[21 has been treated by Bardeem and Shockley"- •". Shockley has 
presented a simplified discussion of the method. In his dis-
cussion, he treated the material as a group of independent blocks, 
each representing a potential barrier which can scatter electrons. 
In case of scattering by acoustical vibrations the relaxation 
time 'Y is expressed by 
11 
T = ., oy/o—5 (2.5) 
2(2m*)2/2 ^ ^ N kp T 
where m is the effective mass, kg is the Boltzmann's constant, 
-fi is the Planck's constant, O-^-^ is the elasticity constant, N 
is the concentration, E is the energy shift, £^ is the constant 
which has the dimension of energy and T is the temperature. 
To describe the process of scattering by optical vibrations, 
use is made of so called polarization potential. It is intro-
duced in the following way. The atoms of a cell vibrate in 
antiphase. The separation of charges results in an electric 
field being established (the substance is polarized), and this 
electric field travels though space in the form of a plane wave. 
The interaction of the charge carries with this wave results 
in scattering. The relaxation time in this case of scattering 
by optical vibrations is expressed as 
-r -^ [e^'^/V - 1] ... (2.6) 
where fio) is the energy of optical vibrations. Taking into account 
that the scattering by thermal lattice vibrations is in accordance 
with equation (2.5). The charge carrier mobility is expressed 
by the following expression 
12 
The mobility in a solid therefore can be expressed as 
ix = HQT'^/^ ... (2.8) 
where \i involves all terms devoid of T. The mobility due to 
termal lattice vibrations decreases with rise in temperature. 
As the temperature rises, the number of phonons increases in 
proportion to it. The mean velocity increasing in proportion 
to ^[T, As a result, the probability of electrons colliding 
3/2 
with phonon rises m proportion to T . As the temperature 
falls, the carrier mobility increases. However, when T tends 
to zero, the equation (2.8) becomes meaningless. The scatter-
[31 ing by thermal lattice vibration is found to be isotopic"- ••. 
(ii) Impurity ion scattering;- Impurities are another source 
of scattering. They scatter in two ways: 
(a) direct electrostatic interaction between impurity ion and 
the carrier and (b) the strains that are introduced into the 
lattice because of the presence of impurities. When the concen-
tration of ionized donors is high, the charge carrier suffer 
Rutherford scattering due to the presence of ions. 
The effective scattering cross section of electrons by 
impurity ions may be expressed as 
CT(Q) = ii-^^^f I ^ ... (2.9) 
^ em* V^ Sin^ 0/2 
13 
where Ze denotes the ion charge, ^  dielectric constant of the 
material, 9 the angle of scattering and V the velocity of charge 
carrier. This is the well known Rutherford formula. Making 
use of this formula, Conwell and Weisskopf- •• have calculated 
an approximate expression for the relaxation time as 
^ /I *l/2 p3/2 
Nj u Z^  e"^  In [1 + (—^ 1^ 2)2] 
This equation can be recast in the following form 
"^  Nj^-^ Ze^ 
where Nj is the impurity ion concentration. The equation (2,11) 
leads to an expression for mobility in this case as 
8^ 2 ki/2.2^3/2 
M = ^ ^rp-T (2.12) 
^3/2 e3 z2 N, m*l/2 m [l ^  ( \>\ n)^] 
•^  N j ^ ^ Ze^ 
Equation (2.12) includes the terms of three kinds (a) universal 
constant and numerical factors, (b) the properties of the solid 
u 
Nj,_^ , Z, m* and (c) temperature. At high temperature, the 
logarithmic term in equation (2.12) may be neglected. There-
for expression for mobility varies with temperature as 
\^ C^ \^o T^^^ ••• (2.13) 
where ^ involves all terms devoid of T. 
(iii) Scattering by neutral impurity atoms;- The scattering of 
charge carriers by neutral impurities is quite similar to the 
scattering of electrons by hydrogen atom. Neutral impurities 
may actually scatter almost as much as charged variety. 
Erginsoy*- •• has made some calculations of the neutral scatter-
ing, assuming that the problem is similar to the scattering 
of slow electrons by hydrogen atoms. He obtained the relaxation 
time to be independent of the energy, i.e., 
m*2 ^2 , 
r = —iJi 1—±- ... (2.14) 
20^-11^ N 
where N is the concentration of neutral impurity. The corres-
ponding mobility may be expressed as 
3 • 
^ = ^ ^ . ... (2.15) 
20 e -fi N 
] r 
It follows from equation (2.15) that the mobility does not 
explicity depend on temperature. As temperature rises the 
electrically active impurity is ionized and because of this at 
« 
elevated temperatures \x is determined by electrically inactive 
impurity. 
(iv) Dislocations:- Dislocations are also scattering centrers 
for the charge carrier, as a result of the dilation they pro-
duce in the lattice. According to calculations by Dexter and 
Seitz'- -' the probability for scattering is proportional to the 
2 
number of dislocation lines per cm and propotional to the tem-
perature. In this case mobility is found to be proportion 
to 1/fT. 
Consider the general case when all the scattering mechanisms 
act simultaneously. It is assumed that all the mechanisms are 
independent of each other. It may be asserted that the total 
scattering probability is equal to the sum of probabilities of 
scattering of all scattering centres of all kinds. Hence the 
full relaxation time is of the form: 
^lattice '•Ionic T'neutral 
or ;i = ( | ^ ) " ^ ... (2.16) 
16 
The carrier mobility can now be expressed as 
e r 1 
= nr [ r~ ^ ••• (2.17) 
m Z 
'^'i 
At high temperature, the main scattering mechanism is thermal 
lattice vibration. In which carrier mobility decreases with 
-3/2 the rise in temperature as T . At low temperature, lattice 
vibration becomes less important and the dominant scattering 
mechanism is ionized impurity atoms, in which carrier mobility 
3/2 
varies with temperature as T . The temperature dependence of 
carrier mobility is shown in fig.2-2. It follows from fig. 2.2 
3/2 that the mobility increases in proportion to T ' with rise in 
temperature, passes through a maximum and then decreases as 
—3/2 T . The curves of the same type are observed for many 
solids. The temperature dependence of specific conductance can 
now be expressed as 
o(T) = Z e n(T) |x(T) ... (2.18) 
where e is the charge of the carrier, n(T) is the concentration 
of the carrier and n(T) is the mobility of carrier. 
2.2 Electrical conductivity of semi-conductors 
Electrical conductivity of semiconductors are of two 
types: (i) intrinsic conductivity and (ii) extrinsic conductivity. 
17 
> 
CM 
E 
O 
j-iKS > 
FIG. 2.2 Temperature dependence of carrier mobility 
Solid line for theoretical and 
cross marks for experimental. 
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(i) Int-rinsic conductivity of semiconductor;- The electrical 
conductivity of very pure semiconductors in the high tempera-
ture range is due to intrinsic charge carriers, i.e., electrons 
and holes. Such conductivity is termed intrinsic. Since there 
are two types of carriers in the intrinsic semiconductor, elec-
trons and holes, specific conductance is the sum of conductivity 
a = en^ u due to free electron and the conductivity a„ = en„Li^  
n I'^ n p p p 
due to holes respectively. Since n^ = p^, the total specific 
conductance of an intrinsic semiconductor is given by 
^i = «^n + ^p = ®"i ^^ 'n "^  ^'p) ••• (2.19) 
where n. is the hole or electron concentration in the intrinsic 
semiconductor. 
The hole or electron concentration in an intrinsic semi-
conductor can be expressed*- -• as: 
^ h^ 
where m and m are the mass of electron and hole respectively, 
n p 
T is the temperature. Eg is the band gap, ko is the Boltzmann's 
constant and h is the Planck's constant. 
The carrier mobility in intrinsic semiconductor varies as: 
i^ a T"^^2 ... (2.21) 
Substituting equation (2.20) and (2.21) in equation (2.19), 
we obtain 
19 
°i = '^o « -Eg/2 kfiT _^ ^2.22) 
where a^ denotes the preexponential expression. By taking log 
of equation (2.22) we obtain 
log a^ = log o^ - E /2 k^ T ... (2.23) 
By plotting log a. against 1/T, £„ can be easily obtained by 
y 
the slope of the straight line. 
(ii) Extrinsic conductivity of semiconductor;- A semiconductor 
doped with some external material or impurity is called extrinsic 
or impurity semiconductor. The impurities which supply electrons 
are termed donors and the semiconductors doped with such impuri-
ties are termed n-type semiconductors. The semiconductors doped 
with acceptor impurities (which accept electrons) are termed 
p-type semiconductors. 
The temperature dependence of specific conductance is 
determined by the temperature dependence of carrier concentra-
tion. At low temperature the average energy of lattice thermal 
vibrations, k^T, is much less than the width of the forbidden 
band E and because of that the vibrations are incapable of pro-
y 
viding sufficient excitation of the electrons of the valence band 
to shift them to the conduction band. But this energy is enough 
to excite and shift to the conduction band the electrons occupy-
ing the donor levels E^ and to the valence band the holes 
20 
occupying the acceptor levels E^, since (it is found) this 
a 
requires an energy nearly hundred times less than E_. Therefore, 
y 
at low temperatures practically only the impurity charge carriers 
are excited in impurity semiconductors. 
The carrier concentration of electrons in n-type semi-
conductors is expressed by 
n = -y-Tir (JL!lnj!£L)3/2 ^-Ed/2 kpT (2.24) 
h 
where N^ is the number of donor impurity, m is the mass of the 
electron, E^ is the impurity ionization energy, T is the tempera-
ture, ka is the Boltzmann's constant and h is the Planck's 
P 
constant. Similarly the carrier concentration of holes in 
p-type semiconductors is expressed by 
p = VnT,( " \ y )3/2 e-Ea/2 H'' (2.25) 
where N_ denotes the number of acceptor impurity, m mass of the 
a P 
hole, E^ activator energy and T temperature. 
Impurity conductivity of n-type semiconductor is expressed 
by a. „ = 00. „ e" '^  ^ * Where oo. ^  is a factor that depends 
' im im im '^  
weakly on temperature. 
In the impurity semiconductor (n-type for example) as the 
temperature rises, the electron concentration in conduction band 
increases and that on the donor levels decreases, i.e., the 
21 
donor levels become exhausted. The behaviour of acceptor levels 
in p-type semiconductor is similar. In case of complete ex-
haustion the electron concentration in the conduction band of 
n-type semiconductor becomes practically equal to the concentra-
tion of donor impurity, ncin^ and holes concentration in 
p-type semiconductor, nc=;N_. 
As the temperature is raised still higher the excitation 
of intrinsic carriers become more intense or the semiconductor 
increasingly approaching the state of an intrinsic semiconductor. 
However, at sufficiently high temperatures the intrinsic carrier 
concentration may not only become equal to N^ but may substan-
tially exceed it (n^ ^ >> n^). In this case n = n. + N^ is 
approximately equal to n^^ and marks the transition to intrinsic 
conductivity. The temperature dependence of electron concentra-
tion in n-type semiconductors is represented in fig.:2r3. 
Fig.2'3 contains three distinct region 1, corresponding to 
impurity conductivity; 2, impurity exhaustion range and 3, 
intrinsic conductivity range. Finally, it may be pointed out 
that in contrast to intrinsic semiconductors in which both 
electrons and holes simultaneously take part in electrical con-
ductivity in impurity semiconductors the conductivity is mainly 
due to charge carrier of one sign; the electron in the n-type 
semiconductors and holes in the p-type serr.iconductors. 
'^2 
O '/Tt 
Fig. 2.3 Temperature dependence of electron 
concentration in n-type semiconductor: 
1- impurity conductivity range, 
2- impurity exhaustion range, 
3- intrinsic conductivity range. 
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2.3 Luminescence 
Luminescence is the phenomena in which a substance absorbs 
energy in some form and reemits it as visible or near visible 
radiation. Evidently, it is at least a two step process- the 
excitation of the electronic system of the substance and the 
subsequent emission of photons. If the emission of light 
—8 
occurs during excitation or within 10 sec after the excitation 
is removed it is called fluoresence. If emission occurs after 
—8 
a time longer than 10 sec, luminescence is called phospho-
rescence. Luminescence can be divided into several categories, 
depending upon the means to exite the electrons. These categories 
include: 
(i) Photoluminescence; in which the excitation is accomplished 
by the absorption of photons. The radiation source may be 
infrared, visible, ultraviolet or x-radiation. 
(ii) Electroluminescence; occurs when a crystal is subjected to 
intense electric field (alternating or direct). 
(iii) Cathodoluminescence; in which the excitation is achieved 
by bombardment with high energy electrons or cathode rays. 
(iv) Anodoluminescence; it is due to excitation by the rays from 
anodes (first called canal rays). 
(v) Thermoluminescence; occurs as a result of heating, when 
24 
electrons in metastable states make radiative transitions. 
(vi) Triboluminescence: (Greek tjribo 'to rub') for light emitted 
when certain solids are scratched, ground, or broken. 
(vii) Chemiluminescence; occurs in certain exothermal chemical 
reaction, where energy is released in photon form rather than 
heat. 
(viii) Radioluminescence; where the excitation is due to 
particles emitted from radioactive materials. 
2e4(i)Mechanism of luminescence 
Let us discuss the mechanism of luminescence of solid crys-
tals. Perfect lattice are practically incapable of luminescence. 
To make them exhibit luminescent properties, defects should be 
created in their structure. The most effective defects are 
impurity atoms. Such impurity is termed activator. Fig .2:4 
shows the energy band pattern of a luminophor. There 
are impurity levels of the activator. A, between the filled 
band I and the vacant band II. When the activator atom absorbs 
a photon h , an electron from the impurity level A is transported 
to the conduction band II. This electron wanders in the volume 
of the crystal until it meets an activator ion and recombines 
with it returning to the impurity level A. The recombination 
is accompanied by the emission of a quantum of light. The decay 
FIG.2.4 Energy band pattern of 
a luminophor. 
rib. 2.5 Energy band pattern in the 
presence of traps. 
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time of luminescence of a luminophor is determined by the life 
time of the excited state of the activator atoms. For durable 
luminescence the luminophor must contain not only the activator 
atoms A but also electron traps L near the bottom of the conduc-
tion band (fig.2,5). Such traps may be formed by impurity atoms, 
interstitial atoms, vacancies, etc. 
2.4 (2) Mechanism of 'Killing' or 'Poisoning' of luminescence 
The mechanism of poisoning or the decrease in efficiency'- -' 
of luminescence can be attributed to the presence of another 
activator impurity or foreign poison-type impurity in the proxi-
mity of the activator which has been responsible for lumines-
cence. It is possible to speak in general terms of energy 
degration (i) by exchange (resonance) between luminescence active 
and luminescence inactive atoms or centers whose excited state 
wave functions overlap in a solid or (ii) by radiationless 
transitions down a 'ladder' of closely spaced levels introduced 
into forbidden region between the excited and ground state levels 
by an impurity atoms or (iii) by means of impurity influenced 
intersections of excited state and ground state. A quantitative 
solution of luminescence efficiency as caused by trace of 
impurities in solid is still lacking. 
27 
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CHAPTER - I I I 
ELECTRICAL CONDUCTIVITY OF 
DOPED ZINC SULFIDE 
3.1 Introduction 
t 
Zinc sulfide (ZnS) doped with manganese (Mn) or copper (Cu) 
ri-7l is very efficient and is widely used as luminophor'- •'. Since 
its first use as a phosphor and even now, attempts are being 
made to increase its efficiency and improve the breakdown 
14. • [8-11] voltage margin'- •*. 
The mechanism of luminescence in doped ZnS is explained as 
follows: 
The ground state energy of dopants lie near the valence 
band of the ZnS lattice, just like a deep level impurity and 
their first excited state nearly coincides with the conduction 
band. When an external agency lifts an electron from the valence 
band of ZnS host to its conduction band, it does not make radia-
tive transition to the valence band again, but is captured in 
the excited states of the dopants wherefrom it makes radiative 
transition to its ground state. In case of manganese, the 
light emitted is in red region and for copper, it is in blue 
region. 
Another mechanism suggested is that the substitution of the 
2+ dopants in place of Zn distorts the lattice locally and it is 
2— transition between the levels of the S ion, which is 
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responsible for luminescence'- ••. 
AS mentioned earlier, even a small amount of certain 
impurities, such as Fe, Co and Ni, present in the phosphor, 
greatly hamper the luminescence efficiency or completely stops 
it. These impurities are called 'poisons' or 'killers' of 
ri3l luminescence"- •*. The deterioration of efficiency is explained 
as due to the presence of closely spaced ladder like levels of 
impurities spread in the energy gap of ZnS and the electron 
pumped to the conduction band of the ZnS climbs down the ladder 
releasing low energy photons which does not lie in the visible 
region and hence vanishing of luminescence. 
The presence of ladder like levels due to 'killer' in the 
band gap of ZnS, to the best of our knowledge has not been 
experimentally confirmed. It was thought that the conductivity 
versus temperature measurements of ZnS doped with Mn and Cu, 
which cause luminescence and Fe, Co and Ni, which act as 
'poison' at different concentrations will provide answer to 
this question. This work was undertaken with the following 
aims: (i) to verify the presence of ladder like levels of the 
'poisons' in the band gap of the host ZnS, (ii) to study the 
variation of conductivity with different impurities (Mn,Fe,Ni,Co 
and Cu) at the same concentration and (iii) to study the con-
ductivity variation by varying the concentration of impurities 
(Mn, Fe, Ni, Co and Cu). 
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At very face of it, it looks very surprising that the 
impurities (Mn = 3cl^ , Fe^ "*" = 3d^, Fe^ "*" = 3d^, Co = Sd"^ , Ni = 3d® 
and Cu = 3d ) lying in the same row of periodic table will 
behave so differently when doped in ZnS host, the two extremes 
5 9 
of this set Mn = 3d and Cu = 3d favouring luminescence and the 
others lying in between killing it. 
3.2 Experimental details 
The doping was performed by usual solid state reaction, by 
heating ZnS with different amount of impurities in a furnace 
maintained at temperature about 1200 K for nearly 24 hours. The 
impurities were taken in the following molar ratio: 
(i) Mn = 2/. and !•/., 
(ii) Fe = 5/., 2/., .!•/. and .01/., 
(iii) Co = 2'/., 1'/., ,1'/. and .01;^ , 
(iv) Ni = 2'/.f l'/.j .1/. and .01/., 
(v) Cu = 2/., .2/, .1/ and .01/. 
The mixture was pressed into disc-shaped pollets under a 
pressure of 8 ton/cm . The diamensions of the pellet were as 
follows: diameter = 1.2 cm and thickness of an pellet varied 
from 2-4 mm. All chemicals were from B.D.H. (England) (lab 
reagent grade). The impurities used were preferably in their 
sulfide forms. The pellet was pressed between two electrodes 
in a C-type specimen holder, which was directly inserted into 
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the furnace. An old furnace was repaired and remodelled to 
suit our purpose. The heating element was 2 kw heater wire. 
The electrodes used were made of platinum or of the same 
material as the impurities whenever possible. The change of 
electrodes from platinum to that of the impurity material did 
not yield any appreciable change in the resistivity of the 
sample. The specimen holder was insulated from the electrodes 
by mica sheets. A figure for the sample holder is shown in 
Fig. 3.1. The sample temperature was changed from room tem-
perature (300 K) to 1000 K for resistivity measurements and was 
measured by chromel alumel thermocouple. The resistance mea-
surements were done by employing ordinary Ohm's law as shown in 
fig. 3.2ao The battery used was regulated 5.0 volt and the 
potentiometer was so adjusted that the current did not exceed 
10 mA. Current and voltage was measured by DM-9 multimeter. 
The measurement of resistance was made by interchanging the 
leads to avoid effect of junction rectification and the mean 
of two electrodes taken to be the correct value. Sometimes, 
three pellets were used in series separated by electrodes and 
clamped in the c-type sample holder (as shown in fig. 3.2b) and 
the resistivity measurements were done on any of the pellets by 
measuring voltage drop on that particular pellet. The change 
of method did not show any change in the resistance of the 
pellets. 
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Clamp 
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Electrodes 
Screw 
0" 
Insulation 
FIG. 3.1 Sample holder 
3^ 
I V)M/V Ih 
^ 
SAMPLE! 
FIG 3.2 la) Employing one sample. 
I yW\A \\r •€> 
E S 
F I G . 3 . 2 ( b ) Employing th ree samples. 
F ig . 3,2 Set up for r e s i s t a n c e measurement 
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3.3 Results and Discussion 
The resistance measurements were done on the undoped ZnS 
and doped ZnS with different impurities (Mn, Fe, Co, Ni and Cu) 
of different concentration of each impurity. To save space, 
the results of only a few resistance measurements are tabulated 
here. They correspond to ly. of each impurity ion. The results 
are tabulated in tabies3-l to3'5 for Mn, Fe, Co, Ni and Cu in 
that very order. All the measurements are shown by graphs 
dipicting log a on y-axis and i/T on the x-axis. They are as 
follows: 
Fig. 3,3 - undoped ZnS 
Fig. 3.4 - ZnS doped with l'/. of each impurity (Mn, Fe, Co, 
Ni and Cu) 
Fig. 3.5 - ZnS doped with Cu of concentrations2^, ,2'/., 
,1'/. and .01/. 
Fig. 3.6 - • ZnS doped with Co of concentrations2/., 1/., .1/ 
and .01/ 
Fig . 3.7 - ZnS doped with Fe of c o n c e n t r a t i o n s ^ / , 2 / , . 1 / 
and . 0 1 / 
Fig. 3.8 - ZnS doped with i\.n of concentraxions2/ and 1/. 
The graph (fig. 3.3) showing log a versus 1/T for undoped 
ZnS has sharp gradient in the first heating run but very slow 
gradient in the cooling run.The subsequent heating and cooling 
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Table - 3 . 1 
R e s i s t i v i t y measurement of doped ZnS wi th 1/. of Mn 
TeJ ipera ture 
T(mV) T(K) 1 / T ( K ) 
R e s i s t a n c e ( R ) - ( l o g 1 / R ) 
1.5 
4 . 0 
4 . 5 
5 . 0 
5 , 5 
6 . 5 
7 . 0 
7 . 5 
8 . 5 
9 . 0 
9 . 5 
1 0 . 0 
10 .5 
1 1 . 0 
11 .5 
1 2 . 0 
12 .5 
1 3 . 0 
13o5 
1 4 . 0 
3 3 6 . 0 
397 .6 
4 0 9 . 7 
4 2 1 . 9 
4 4 6 . 3 
4 5 8 . 5 
4 7 0 . 7 
482 .9 
507 .3 
519 .5 
531 .7 
543 .9 
5 5 6 . 1 
568 .3 
580 .5 
592 .7 
592 .7 
6 1 7 . 1 
6 2 9 . 3 
641 .5 
.00297 
.00251 
.00244 
.00236 
.00224 
.00218 
.00212 ' 
.00207 
.00197 
.00192 
.00188 
.00183 
.00179 
.00175 
.00172 
.00168 
.00165 
.00162 
.00158 
.00155 
2 . 8 1 Mf\ 
1.60 Ma 
1217.00 Kfl 
916.00 Kfl 
560 .00 Kfl 
245 .00 K A 
116.00 KA 
5 0 . 0 0 Kfl 
14 .00 Kfl 
4 . 0 0 K A 
1.80 Kfl 
771.00 J l 
364.00 A. 
162.00 A 
118.00 A. 
84 .00 A 
72 .50 Si 
78 .40 A 
90 .00 A 
94 .00 A 
6 .45 
6 .20 
6 .09 
5.96 
5.75 
5.39 
5.06 
4 . 7 0 
4 .15 
3 .60 
3.26 
2.86 
2.56 
2 .21 
2 .07 
1.92 
1.86 
1.89 
1.95 
1.97 
Contd, 
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1 4 . 5 
1 5 . 0 
1 5 . 5 
1 6 . 0 
1 6 . 5 
1 7 . 0 
1 7 . 5 
1 8 . 0 
1 8 . 5 
1 9 . 0 
1 9 . 5 
2 0 . 0 
2 0 . 5 
2 1 . 0 
2 1 . 5 
2 2 . 0 
2 3 . 0 
2 4 . 0 
2 4 . 5 
2 5 . 0 
6 5 3 . 6 
6 6 5 . 8 
6 7 8 o 0 
6 9 0 . 0 
7 0 2 . 4 
7 1 4 . 6 
726 o 8 
7 3 9 . 0 
7 5 1 . 2 
7 6 3 . 4 
7 7 5 . 6 
7 8 7 . 8 
799o9 
8 1 2 . 2 
8 2 4 . 4 
8 3 6 . 6 
8 6 0 . 9 
8 8 5 . 4 
8 9 7 . 5 
9 0 9 . 0 
. 0 0 1 5 2 
. 0 0 1 5 0 ~ 
. 0 0 1 4 7 
.00144 
. 0 0 1 4 2 
. 0 0 1 3 9 
. 00137 
. 0 0 1 3 5 
. 0 0 1 3 3 
. 0 0 1 3 0 
. 00128 
.00126 
. 0 0 1 2 5 
. 0 0 1 2 3 
. 0 0 1 2 1 
. 0 0 1 1 9 
. 0 0 1 1 4 
. 0 0 1 1 2 
. 0 0 1 1 1 
. 0 0 1 0 9 
loooooa 
103 .00a 
105.30(1 
108.60A 
124.00A 
154.00il . 
235.00 A 
257 .00 /1 
260.00 A 
210.00 a 
187.00 A. 
150.00Jl 
130.00A 
100.00A 
86.50A 
67 .50A 
43.80A 
28 .00A 
19.90A 
1 6 . 6 0 A 
2.00 
2.01 
2.02 
2.04 
2.09 
2.19 
2.37 
2.41 
2.40 
2.32 
2.27 
2.18 
2.11 
2.00 
1.94 
1.83 
1.64 
1.45 
1.30 
1.22 
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Table - 3.2 
Resistivity measurement of doped ZnS with 1/. of Fe 
T(mV) 
1.5 
2 . 0 
2 . 5 
3 . 0 
3o5 
4 . 0 
4 . 5 
5 . 0 
5 . 5 
6 . 0 
7 . 5 
8 .0 
8 . 5 
9 . 0 
9 . 5 
1 0 . 0 
10.5 
1 1 . 0 
1 2 . 0 
13 .0 
Tempera ture 
T(K) 
336 .0 
348 .8 
360 .9 
373 .2 
385 .4 
397.6 
4 0 9 . 7 
421 .9 
4 3 4 . 1 
4 4 6 . 3 
4 8 2 . 9 
4 9 5 . 1 
5 0 7 . 3 
519 .5 
531 .7 
543 .9 
5 5 6 . 1 
568 .3 
592 .7 
6 1 7 . 1 
1/T(K) 
.00297 
.00286 
.00277 
.00267 
.00259 
.00251 
.00244 
.00236 
.00230 
.00224 
.00207 
.00201 
.00197 
.00192 
.00188 
.00183 
.00179 
.00175 
.00168 
.00162 
R e s i s t a n c e ( R ) 
5.35 M J I 
2 .72 MJI 
1635.00 KJI 
1200.00 KSl 
845.00 
496 .00 
342 .00 
260 .00 
200 .00 
145.00 
63 .60 
4 9 . 6 0 
4 0 . 8 0 
31 .80 
26 .00 
K A 
KSl 
K A 
KA 
K A 
K R 
K i l 
K A 
KJI 
KJI 
K A 
20 .00 K J I 
15.82 
13 .21 
8.85 
5.69 
K i l 
Kfl 
Ka 
KJI 
- ( l o g 1/R) 
6.73 
6.43 
6.21 
6.08 
5.93 
5.70 
5.53 
5.41 
5.30 
5.16 
4.80 
4.70 
4.61 
4.50 
4.41 
4.30 
4.20 
4.12 
3.95 
3.76 
3S 
13.5 
14.0 
14.5 
15.0 
15.5 
16.0 
16.5 
17.0 
17.5 
18.0 
18.5 
19.0 
19.5 
20.0 
20.5 
21.0 
21.5 
24.0 
25.0 
629.3 
641.5 
653.6 
665.8 
678.0 
690.0 
702.4 
714.6 
, 726.8 
739o0 
751o2 
763.4 
775.6 
787.8 
799.9 
812.2 
824.4 
885.4 
909.0 
.00158 
.00155 
.00152 
.00150 
.00147 
.00144 
.00142 
.00139 
.00137 
.00135 
.00133 
.00130 
.00128 
.00126 
.00125 
.00123 
.00121 
c00120 
.00109 
4.67 KJl 
3.83 KJl 
3.30 KJl 
2.66 Ki l 
2,20 Kfl 
1835.00 A 
1430.00 J l 
1195 .00A 
995.00 A 
815.00 A 
664.00 A 
535.OOA 
430.OOA 
3 3 2 . 0 0 A 
285.00A 
2 1 4 . 0 0 A 
1 6 8 . 0 0 A 
109.00 A 
75.00 A 
3.67 
3.58 
3.52 
3.42 
3.34 
3.26 
3.16 
3.08 
3.00 
2.91 
2.82 
2.73 
2.63 
2.52 
2.45 
2.33 
2.23 
2.04 
1.88 
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Table - 3.3 
Resistivity measurement of doped ZnS with 1-/. of Co 
T(mV) 
3 . 5 
4 . 0 
4 . 5 
5 . 0 
5 . 5 
6 . 0 
6 . 5 
7 . 0 
7 . 5 
8 . 0 
8 . 5 
9 . 0 
9 . 5 
1 0 . 0 
1 1 . 0 
1 1 . 5 
1 2 . 5 
1 3 . 0 
1 5 . 0 
15 o5 
16 oO 
T e m p e r a t u r e 
T(K) 
3 8 5 . 4 
3 9 7 . 6 
4 0 9 . 7 
4 2 1 . 9 
4 3 4 . 1 
4 4 6 . 3 
4 5 8 . 5 
4 7 0 . 7 
4 8 2 . 9 
4 9 5 . 1 
5 0 7 . 3 
5 1 9 . 5 
5 3 1 . 7 
5 4 3 . 9 
5 6 8 . 3 
5 8 0 . 5 
6 0 4 . 9 
6 1 7 . 1 
6 6 5 . 8 
6 7 8 o 0 
6 9 0 . 0 
1/T(K) 
. 0 0 2 5 9 
. 0 0 2 5 1 
.00244 
.00236 
. 0 0 2 3 0 
.00224 
. 00218 
. 0 0 2 1 2 
. 0 0 2 0 7 
. 0 0 2 0 1 
. 0 0 1 9 7 
. 0 0 1 9 2 
. 00188 
. 0 0 1 8 3 
. 00175 
. 0 0 1 7 2 
.00165 
. 0 0 1 6 2 
. 0 0 1 5 0 
. 00147 
.00144 
R e s i s t a n c e ( R ) 
1 6 . 7 5 
6 . 2 6 
4 . 9 3 " 
4 . 1 4 
3 . 6 5 
2 . 5 7 
1 7 7 7 . 0 0 
1 0 4 0 . 0 0 
6 9 0 . 0 0 
5 4 0 . 0 0 
4 6 6 . 0 0 
3 2 0 . 0 0 
2 3 8 . 0 0 
1 5 5 . 6 0 
MJl 
M J I 
M i l 
M i l 
M i l 
M i l 
K i l 
K i l 
Ka 
K i l 
K i l 
K i l 
KSl 
Ki l 
8 5 . 1 0 K i l 
6 9 . 0 0 
3 9 . 8 0 
3 0 . 2 0 
1 0 . 3 4 
7 . 4 2 
5 . 4 5 
K i l 
KJl 
K i l 
KiL 
Kil 
KA 
Contd, 
•(log 1/R) 
7.22 
6.80 
6.69 
6.62 
6.56 
6.41 
6.25 
6.02 
5.84 
5.73 
5.67 
5.51 
5.38 
5.19 
4.93 
4.84 
4.60 
4.48 
4.01 
3.87 
3.74 
^iO 
16 .5 
17 .0 
17 .5 
1 8 . 0 
18 .5 
1 9 . 0 
19 .5 
2 0 . 0 
2 0 . 5 
2 1 . 0 
21 .5 
2 2 . 0 
22 .5 
2 3 . 0 
23 o5 
2 5 . 0 
702 .4 
714.6 
726 0 8 
739 .0 
751 .2 
763.4 
775 o6 
787 .8 
799.9 
812 .2 
824 .4 
336.6 
848 .7 
860 .9 
873 .2 
9 0 9 . 0 
e — o , o ; 
.00142 
.00139 
.00137 
o00135 
.00133 
.00130 
.00128 
o00126 
.00125 
.00123 
.00121 
.00119 
.00117 
.00116 
.00114 
.00109 
3 .51 K J L 
2.15 KJL 
1883.00-11 
1229.00 i l 
7 0 5 . 0 0 J 1 
5 2 5 . 0 0 A 
2 2 8 . 0 0 / 1 
187 .00J1 
1 4 8 . 0 0 i l 
1 0 7 . 9 0 A 
8 8 . 7 0 A 
5 9 . 0 0 A 
4 8 . 0 0 A 
4 1 . 0 0 A 
3 9 . 0 0 i l 
3 0 . 4 0 r L 
3.55 
3 .33 
3 .27 
3 .09 
2 .85 
2 .72 
2.36 
2 .27 
2 .17 
2 .03 
1.95 
1.77 
1.68 
1.61 
1.59 
1.48 
^1 
Table - 3.4 
Resistivity measurement of doped ZnS with !•/. of Ni 
T(mV) 
4 . 5 
5 . 0 
5 . 5 
6oO 
6 . 5 
8 . 0 
8o5 
9oO 
1 0 . 0 
1 1 . 0 
1 2 . 0 
1 3 . 0 
1 4 . 0 
1 5 . 0 
1 6 . 5 
1 8 . 0 
19<.0 
2 0 . 0 
2 1 . 0 
2 2 . 0 
T e m p e r a t u r e 
T(K) 
4 0 9 . 7 
4 2 1 . 9 
4 3 4 . 1 
446 o 3 
4 5 8 . 5 
495 o l 
5 0 7 . 3 
519o5 
543o9 
5 6 8 . 3 
5 9 2 . 7 
6 1 7 o l 
6 4 1 . 5 
6 6 5 . 8 
7 0 2 „4 
7 3 9 . 0 
7 6 3 . 4 
7 8 7 . 8 
8 1 2 . 2 
8 3 6 . 6 
1/T(K) 
o00244 
.00236 
. 0 0 2 3 0 
.00224 
. 00218 
o00201 
o00197 
o00192 
o00183 
.00175 
. 00168 
. 0 0 1 6 2 
o00155 
. 0 0 1 5 0 
o00142 
. 00135 
. 00130 
o00126 
. 0 0 1 2 3 
o00119 
R e s i s t a n c e ( R ) 
20oOO M/L 
l l o 5 5 M A 
8 . 3 0 MJL 
4o93 
3 . 4 5 
9 4 4 . 0 0 
6 5 5 . 0 0 
4 0 0 o 0 0 
1 6 0 . 0 0 
7 5 . 0 0 
4 0 . 0 0 
2 6 . 9 0 
2 2 . 5 0 
1 4 . 6 9 
8 . 3 5 
3 . 4 2 
2 . 0 4 
1 .40 
970o00 
7 3 0 . 0 0 
M i l 
M/ l 
K J I 
K A 
Kit 
K A . 
K A 
KiL 
K J I 
K i l 
KSI 
K i l 
K A 
K i l 
K/L 
JL 
C o n t d 
( l o g 1/R) 
7 . 3 0 
7 . 0 6 
6 . 9 2 
6 . 6 9 
6 . 5 4 
5 . 9 7 
5 . 8 2 
5 . 6 0 
5 . 2 0 
4 . 8 8 
4 . 6 0 
4 . 4 3 
4 . 3 5 
4 . 1 7 
3 . 9 2 
3 . 5 3 
3 . 3 1 
3 . 1 5 
2 . 9 9 
2 . 8 6 
42 
2 3 . 0 
2 4 . 0 
2 5 . 0 
860o9 
885 .4 
9 0 9 . 0 
000116 
o00112 
.00109 
570 .00 JL 
470.00-11 
4 0 3 O 0 0 J X 
2.76 
2 .67 
2 . 6 1 
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Table - 3.5 
R e s i s t i v i t y measurement of doped ZnS with 1/. of Cu 
T(mV) 
5 . 5 
6 . 0 
6o5 
7 . 0 
8 . 0 
9 . 0 
1 0 . 0 
10o5 
l l o O 
1 1 . 5 
1 2 . 0 
12o5 
1 3 . 0 
1 3 . 5 
1 4 . 0 
1 5 . 0 
1 5 . 5 
1 6 . 0 
1 7 . 0 
1 7 . 5 
T e m p e r a t u r e 
T(K) 
4 3 4 . 1 
4 4 6 . 3 
4 5 8 o 5 
4 7 0 . 7 
4 9 5 . 1 
5 1 9 . 5 
543 o 9 
5 5 6 . 1 
5 6 8 . 3 . 
5 8 0 . 5 
5 9 2 . 7 
6 0 4 . 9 
6 1 7 . 1 
6 2 9 . 3 
6 4 1 . 5 
6 6 5 . 8 
6 7 8 . 0 
6 9 0 . 0 
7 1 4 . 6 
726 o 8 
1/T(K) 
. 0 0 2 3 0 
.00224 
. 00218 
. 0 0 2 1 2 
o00201 
o00192 
. 0 0 1 8 3 
. 0 0 1 7 9 
. 00175 
. 0 0 1 7 2 
. 00168 
.00165 
. 0 0 1 6 2 
. 00158 
000155 
. 0 0 1 5 0 
.00147 
.00144 
. 00139 
. 0 0 1 3 7 
R e s i s t a n c e ( R ) 
2 0 . 0 0 MJl 
1 5 . 1 5 MA. 
l l o 3 0 M/ I 
8 . 2 1 M/L 
4 . 2 0 MTL 
2o20 
1 0 4 5 . 0 0 
7 2 9 . 0 0 
M/L 
K ^ 
KSL 
5 6 0 . 0 0 KfL 
4 0 0 . 0 0 
3 0 2 . 0 0 
2 3 0 . 0 0 
1 3 8 . 0 0 
1 0 8 . 0 0 
78o20 
4 0 . 9 0 
3 0 . 0 0 
2 1 . 5 0 
1 2 . 5 0 
8 . 3 4 
Kit 
K J I -
K-TL 
K/L 
KJU 
K J L 
KXU 
KJL 
K J L 
K A . 
K/U 
- ( log 1/R) 
7.30 
7.18 
7.05 
6.91 
6.62 
6.34 
6.02 
5.86 
5.75 
5.60 
5.48 
5.36 
5.14 
5.04 
4.89 
4.61 
4.48 
4.33 
4.10 
3.92 
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1 8 . 0 
18 o5 
19eO 
1 9 . 5 
2 0 . 0 
2 0 . 5 
21o0 
21o5 
2 2 . 0 
2 3 . 0 
2 3 . 5 
2 4 . 0 
2 4 . 5 
2 5 . 0 
7 3 9 . 0 
7 5 1 . 2 
7 6 3 . 4 
775 o6 
7 8 7 . 8 
799 0 9 
• 8 1 2 . 2 
8 2 4 . 4 
8 3 6 . 6 
860o9 
873<,2 
8 8 5 . 4 
8 9 7 . 5 
9 0 9 . 0 
. 00135 
. 0 0 1 3 3 
. 0 0 1 3 0 
. 0 0 1 2 8 
.00126 
o00125 
o00123 
o00121 
o00119 
.00116 
. 00114 
o00112 
oOOl l l 
. 0 0 1 0 9 
5 . 6 5 K A -
4 . 2 8 K n 
3 . 3 5 Kfl 
2 . 3 0 KjL 
1 6 0 0 . 0 0 TL 
1 1 8 1 . 0 0 A . 
890o00 fL 
6 8 0 . 0 0 -A. 
4 6 2 . 0 0 J l . 
2 8 9 . 0 0 X t 
2 4 0 . 0 0 SL 
1 8 2 . 0 0 A -
1 7 4 . 0 0 J X 
1 5 1 . 0 0 / L 
3 . 7 5 
3 . 6 3 
3 , 5 3 
3 . 3 6 
3 . 2 0 
3 . 0 7 
2 . 9 5 
2 . 8 3 
2 . 6 6 
2 . 4 6 
2 . 3 8 
2 . 2 6 
2 . 2 4 
2 . 1 8 
.0010 .0014 
O HEATING 
• COOLING 
.0018 .0022 
4.K-V 
.0026 
FIG.3.3 Temeperature dependence of resistance of 
undoped ZnS. 
46 
runs became nearly coincident. The fir,st heating run gives 
a band gap AE2:^3,2 ev for ZnS semiconductor as has been 
reported earlier"- •', but m the cooling run the result is quite 
different. The sharp rise of conductivity in first heating 
run may be due to traps present in the host ZnS. As the subs-
tance is heated, these traps probably emit electrons copiously 
to the conduction band and hence the conductivity is increase 
very sharply. On cooling and in subsequent runs, probably by 
annealing, stability is achieved and the curves are reproducible.. 
On cooling conductivity decreases very slowly probably because 
the conduction band of ZnS is a metastable state with longer 
life time. This is why in pure ZnS, when the electron is 
pumped to the conduction band by external agency, it does not 
make a radiative transition to the valence band and the lumi-
nescence in ZnS can be observed only by addition of certain 
ri4i 
impurities. Earlier work"- -^  in ZnS was done on crystalline 
substance and probably devoid of traps and the present result 
does not tally very much with the earlier results. 
The band gaps obtained from various curves in fig. 3.4 
show that the band gap increases from Mn to Cu in the order 
their elements are placed in the periodic table. Impurity with 
higher number of electrons have got higher band gap. 
From figs, 3.5, 3.5, 3.7 and 3.8 a general conclusion can 
be drawn (quite pronounced in the case of Fe and Co impurities), 
that as the impurity consentration is increased the conductivity 
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increases, but after a certain concentration, the trend 
reverses. The increase of conductivity with increase of con-
[15] 
centration of impurities are well explained by the expression 
2 3 /2 
where n = 2(mj^  ^ H^/2 TI h ) » ^ a '^ ^^ '^ 9 ^^^ concentration of 
impurities and E_ being the activation energy. 
At higher concentrations, the scattering by impurities 
more than outweighs the increase in the conductivity due to 
increase in concentration and decrease in conductivity. It is 
well known that these d impurities act as acceptors in ZnS. It 
has been found that the separation between ground level of ZnS 
and the acceptor level also depends upon the impurity concen-
tration. This may be explained due to broadening of impurity 
levels at higher concentrations. 
3.4 Conclusion 
One of our aims in undertaking this work was to verify 
the presence of closely spaced ladder like levels associated 
with 'poisons*. This is why high concentration of impurities 
v;as used in our experiments. Such hiah concentrations are not 
normally used in the semiconductor work, but the presence of 
closely spaced level was expected to be revealed only with 
comparatively higher concentration because it is expected to 
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increase the density of these states. If the ladder like level 
really existed, we may expect that in the intrinsic region, 
the conductivity points will not lie in the smooth straight 
line but in broken small segments of various lines correspond-
ing to the energy difference between the various closely spaced 
levels and the valence band. Such broken nature of the straight 
line was not observed in the present case, one may think that 
the density of states was low enough as not to reflect the 
presence of these low lying states in conductivity measurements. 
In one case (as shown in fig. 3.7), the concentration of Fe 
was increased upto 5 mole percentage but in this case due to 
high concentration in the log a versus 1/T curve, only the 
extrinsic region was observed and not impurity exhaustion or 
the intrinsic conductivity region upto the highest temperature 
at which the conductivity was measured in this work. Probably, 
the better way to confirm these ladder like levels of 'poison' 
will be optical absorption lines corresponding to transition 
from vale-nce band to the ground states and the other closely 
spaced level can probably be observed in absorption spectros-
copy, the absorption lines will have energy from 1 ev onwards. 
The lower limit being the energy separation between the valence 
band and the ground state of 'poisons'. This region is not 
easily approachable but worth trying. 
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CHAPTER - IV 
REVIEW OF SUPERCONDUCTIVITY 
4.1 Superconductivity in Liquid Helium Temperature Range 
The liquefaction of helium by Kammerlingh Onnes in 1908 
was the first milestone in the direction of experimental studies 
on superconductivity. Electrical resistivity of many metal or 
alloys drops suddenly to zero when specimens are cooled to a 
sufficiently low temperature, often a temperature in the range 
of liquid helium. In 1911, this phenomenon was observed first 
by K. Onnes'- ^ in mercury. The resistivity of mercury vanished 
completely below 4.2 K, transition from normal conductivity 
occurring over a very narrow range of temperature (of the order 
of 0.05 K). This phenomenon is termed superconductivity. 
Superconductivity occurs "• •' m many matallic elements of the 
periodic table and in various alloys, intermetallic compounds 
and semiconductors. In many metals superconductivity has not 
been found down to the lowest temperature at which the metals 
were examined, usually below 1 K. The metals (Li, Na and K) 
have been investigated for superconductivity down to 0.08 K, 
0.09 K and 0.08 K, respectively, where they were not super-
conductors. Similarly, Cu, Ag and Au have been investigated 
down to about 0.07 K, 0.35 K and 0.05 K, where they have shown 
[31 
still normal conductivity. However, it has been predicted"- -• 
by theoretical calculations that the superconducting transition 
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temperature of sodium and potassium will be much less than 
10 K under the atmospheric pressure. 
4.1.1 Experimental aspects of superconductivity 
The most outstanding property of a superconductor is the 
complete disappearence of the electrical resistivity at some 
low temperature, T_, which is characteristic of the material. 
(i) Persistent current;- If current is induced in a super-
conducting ring, it continuous to flow undiminished for a very 
long time. Such currents are termed the 'persistent currents'. 
(ii) The critical field;- The superconductivity of a material 
is destroyed by application of magnetic field if it exceeds a 
certain value called critical magnetic field H . The critical 
value of magnetic field depends both on the material and on the 
temperature. This is shown in fig. 4.1 for a number of super-
conducting elements and can be represented approximately by a 
law of the form 
"c = "o tl - (T/T^)^] ••• (4.1) 
where H^, the critical field at zero K, has a specific value 
for each material. The sharpness of the recovery of the normal 
electrical resistivity, as the field is increased, depends not 
only on the purity and perfection of the specimen but also on 
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FIG.4. I Temperature dependence of critical 
magnetic field for different super-
conducting materials (D. Shoenberg, 
'Superconductivity', Cambridge Univ, 
Press, 1952). 
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the direction of the field relative to its length. Super-
conductivity may also be destroyed if at very high electric 
current is passed through the specimen. Silsbee suggested 
that the important factor in causing the destruction of super-
conductivity was the magnetic field associated with the current, 
rather than the value of the current itself. It may be found 
that the effect is field controlled. 
(iii) Meissner effect;- Meissner and Ochsenfeld in 1933 found 
that if a long superconductor is cooled in a longitudinal mag-
netic field to below the value of critical temperature corres-
ponding to that field, then the lines of induction B are pushed 
out of the body of the superconductor at the transition tem-
perature. This phenomenon is called the Meissner effect 
(fig.4o2)o The effect is of fundamental importance as it shows 
that a superconductor exhibits perfect diamagnetisir.. 
In the theoretical approaches, it is generally considered 
that the perfect diamagnetism is a more fundamental property 
than infinite conductivity. Let us try to relate the two 
properties together and see what happens, from Ohm's law E = fJ. 
It may be seen that if the resistivity f goes to zero while J 
is held high, then E must be zero. Using Maxwell's equation, 
dB/dt = -C curl E, we thus have for zero resistivity dB/dt = 0 
or B = constant. This concludes that the flux through the 
specimen cannot change on cooling through the transition. The 
Meissner effect contradicts this result and suggests that 
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H 
.. > . 
or H>H. 
(A) NORMAL 
FIG.4.2 
(B) SUPERCONDUCTING 
The Meissner effect. The magnetic lines of 
force (a) in the normal state, (b) in the 
superconducting state.(W. Meissner and R. 
Ochsenfeld, Naturwiss, 21, 787; 152 (1933)) 
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perfect diamagnetism and zero resistivity are the two indepen-
dent essential properties of the superconducting state. 
(iv) Type-I and Type-II superconductors;- Fig. 4.3— shows 
the magnetization curves for the superconductors under the 
condition of Meissner Ochesenfeld experiment. The superconduc-
tors showing the magnetization curve as in fig. 4,3(a) are 
called type-I superconductors or soft superconductors. They 
are completely diamagnetic, and the flux is completely ex-
cluded. These are usually pure specimens of some elements, and 
value of H are always too low to have useful technical appli-
cation, e.g., coils for superconducting magnets etc. 
The superconductors showing the magnetization curve as in 
fig. 4.3(b) are called type-II or hard superconductors. For 
type-II superconductors; for applied field below H ^ the speci-
men is diamagnetic and flux is completely excluded in this 
range of field; H •, is called the lower critical field. At 
H 2 "the flux begins to penetrate the specimen, and penetration 
increases until H 2 i^ approached. At H 2 the temperature 
becomes normal. They are alloys or transition metals with 
high value of electrical resistivity in the normal state. 
Commercial solenoids wound with a hard superconductor produce 
high steady fields. 
(v) Entropy and heat capacity;- The entropy in all supercon-
ductors decreases markedly on cooling specimens below the 
B2 
I 
B 
Ca) 
H, 
S,S.= Superconducting State 
M.S.= Mixed State 
N.S.= Normal State 
FIG.4.3 /magnetization versus applied magnetic 
field (a) type-I superconductor, (b) 
type-II superconductor. 
G3 
critical temperature T . The decrease in entropy between 
normal and superconducting state suggestes that the super-
conducting state is more ordered than the normal state. The 
difference in entropy is very small, of the order of about 
lO" Kg for aluminum (for example). As regards heat capacity, 
there is a marked difference between the heat capacities in the 
normal and superconducting states. This difference is of 
different nature in different superconductors. It may be found 
that the heat capacity in superconducting state, shows the 
electronic contribution of an exponential form with an argument 
proportional to -1/T. 
(vi) Energy gap:- The electronic part of heat capacity in 
superconducting state varies with temperature in an exponential 
manner, that is, it is of the form e~ ' P . The exponential 
form is compatible with the thermal excitation across a gap in 
energy, i.e., energy gap may exist in the superconducting 
electron levels. The jump in the heat capacity at the critical 
temperature T , supports this idea of the existence of the 
energy gap further. The energy gap in superconductors is of 
an entirely different nature than the energy gap in insulator. 
Fig. 4.4 shows the energy gap in normal and superconducting 
states. In superconductors the energy gap separates super-
conducting electron states lying below it from the normal 
electron states lying above it. 
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The temperature dependence of energy gap is shown in 
fig. 4.5. The gap decreases continuously (more precisely, 
first very slowly, then more steeply and finally precipitously) 
to zero as the temperature is increased to the critical tem-
perature T . The BCS theory gives the following approximate 
dependence of Eg(0) on critical temperature T^, 
Eg(0) = 2 A = 3.52 K^T^ 
where /S is the energy gap parameter. The existence of the 
energy gap*in superconductors has been confirmed by a number 
[41 
of experiments; electron tunneling, microwave and infrared*- •• 
properties etc. 
(vii)Isotope effect;- It has been observed that the critical 
temperature for various isotopes of a superconductor varies 
[5] 
with isotcpic mass. This effect, was first observed by Maxwell 
and Reynolds et al. in mercury. For mercury T varies from 
4.185 K to 4,146 K as the isotopic mass M varies from 199.5 amu 
to 203.4 amu. Later, the effect was also discovered in tin and 
lead isotopes. The experimental results within each series of 
isotopes of the same element may be fitted by a relation of 
the form M T^ = constant, where a is a number usually 0.504. 
c 
(viii) Thermal conductivity;- Thernial conductivity of an ideal 
superconductor drops markedly when superconducting state sets in, 
B6 
F i r 4 S Tempera ture dependence of energy gap 
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The drop suggests that the normal electronic contribution is 
no longer fully added to the total thermal conductivity, the 
superconducting electrons possibly playing no part in heat 
transfer. 
4,lo2 Theoretical aspects of superconductivity 
The land marks in theoretical understanding of the pheno-
menon associated with superconductivity are the London equa-
tions, Landau Ginzburg equations and Bardeen, Cooper and 
Schrieffer theory of superconductivity. 
(i) London equation;- The Meissner effect implies a magnetic 
susceptibility "X. = -l/4 n (in C.G.S.) in the superconducting 
state. This drastic assumption tends to cut off further 
discussion and it does not account for the flux penetration 
observed in the thin film. Electrical conduction in the 
normal state of a metal is described by Dhm's law: J = oE. We 
need to modify the electrical conduction as well as the Meissner 
effect in the superconducting state. The zero resistivity 
leads to acceleration equation mdv/dt = -eE as J = -nev with 
n the number of electrons per unit volume. 
,-r n e E 
^ = — — ••• (4.2) 
m 
A superconauctor may be supposed as composed of both normal 
and superconducting electrons. The normal electrons behave 
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like electrons in non-conductors and the superconducting 
electrons are being assumed to respond to electric fields 
just as free electrons do. Taking the curl of both sides of 
equation (4,2) (taking curl E = -H/C), we obtain 
Curl (A-^) = - i H ... (4.3) 
where A = m/ne . Because 4iij/c = Curl H, this may be 
rewritten as 
Curl (A-g^) = ^ Curl Curl (AH) = - ^  H ... (4.4) 
or -^^ ^ ^ H = H ... (4.5) 
[as Curl Curl (AH) = grad div (AH) - V ^ ( A H ) and div H = O] 
Integration of equation (4.5) with respect to time gives 
42_ v^ (H - HQ) = H - H^  ... (4.6) 
where H is the constant of integration and denotes the field 
at time t = 0. Equation (4.6) is a direct consequence of the 
Maxwell equations and the acceleration equation. The currents 
are considered as the internal source of magnetic field and 
B is taken simply equal to H. According to F. and H. London, 
we eliminate H- by abandoning the acceleration equation, and 
taking instead 
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C Cur l ( -2 J^ ) = -H . . . ( 4 . 7 ) 
n e 
as t h e fundamenta l e q u a t i o n i n a s u p e r c o n d u c t o r . P roceed ing 
aga in th rough t h e same ma thema t i c s , we o b t a i n 
21£-_ V H = H • • • ("^-8) 
4 -ji n e 
This does not'admit a constant field as a solution. Thus, 
equation (4,7) is the correct starting equation and not 
equation (4,3). A slightly different form of equation (4.7) 
is obtained by introducing the vector potential A (Curl A = H) 
as 
J = - ^ A ... (4.9) 
This is the London equation. Sometimes equation (4.9) together 
with equation (4,2) are called the London equations. It is 
found that these equations have considerable success in macro-
scopic description of electrodynamic behaviour of the super-
conducting state. Also equation (4.9) replaces ohm's law in 
superconductors. We will show how the London equations lead 
to the Meissner effects and the flux penetration through thin 
films of superconductors. By Maxwell equations, we have 
Curl H = -^ J ... (4.10) 
Taking Curl of equation (4.10), we obtain 
C V ^ H = "V^ Curl J ... (4.11) 
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As d iv H = 0 and us ing London e q u a t i o n ( 4 . 9 ) , we o b t a i n 
^ 2 ^ ^ 4 n n e^ ^^^^ ^ ^ 4 _ j w i e f ^ 
m G- m C 
(4 .12) 
putting V A = ( "^  ^  " ^  ) ^ / ^ , we have 
'2H =4 
Equation (4.13) has the solution 
V ^ = -4 H ... (4.13) 
H = H Q e~^^^ ... (4.14) 
where x is the distance from the surface measured into the 
specimen, h- is the field at the surface and A is known as 
the London penetration depth. It measure the depth of pene-
tration of the magnetic field. Its theoretical value is cal-
o o ^ /o 
culated from A = (mC /4TI ne ) ' . And experimentally, it 
is found to vary in the range of 300 td 5000 A. 
(ii) Coherence length:- The London penetration depth A is a 
fundamental length that characterizes a superconductor. Another 
independent length of equal importance is the coherence length 
"r • It is a measure of the distance within which the gap 
parameter cannot change drastically is a spatially varying 
magnetic field. Any spatial variation in the state of an 
electronic system requires extra kinetic energy. It is 
reasonable to restrict the spatial variation of J(r) in such 
a way that the extra energy is less than the stabilization 
energy of the superconducting state. The coherence length at 
absolute zero follows a argument based on the uncertainty 
principle. In this we compare the plane wave l|J(x) = e with 
strongly modulated wave function Cj(x) = 'T^''^ i^^'^K^^^)^ + e^ '^^ ) 
The kinetic energy of the wave ijl(x) is 
E = % ^ ... (4.15) 
and the kinetic energy of the modulated density distribution 
is higher, for 
2 
where we neglect q on the assumption that q << k. The 
increase of energy required to modulate is fi kq/2m. This 
increases if exceeds the energy gap Eg» superconductivity is 
destroyed. The critical value qQ of the modulation wave-vector 
may be expressed by 
^2 
-25r F^ ^ 0 = Eg ••• (^ •^ '7) 
and an intrinsic cohernece length "z^ related to the critical 
modulation by -c^ = 27t/qQ. From equation (4.17) we obtain 
2 Ti fi^  kp Tt fi j;p 
^ " 2m E^ = "-Tl ••• (^ -^ S) 
g g 
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where Vp is the electron velocity at the Fermi surface, 
calculated values of coherence length for different metals 
are found to be in the range (3.8 - 160) x 10 cm. 
The coherence length first appeared in the solutions of 
a pair of phenomenological equations known as the Landau-
Ginzburg equations. These equations are the generalized London 
equations and may follow from the BOS theory. 
(iii) BCS theory of superconductivity;- Bardeen, Cooper and 
Schrierffer*- •' in 1957 investigated the theory of superconduc-
tivity. This theory is usually referred to as BCS theory. 
The accomplishments of this theory include: 
1. An attractive interaction between electrons which may 
lead to.a ground state of the entire electronic system 
which is separated from excited states by an energy gap. 
2. The electron-electron interaction proceeds as follows: 
one electron interacts with the lattice and the lattice 
is deformed. The deformed lattice adjusts itself to take 
advantage of the deformation to lower its energy. Another 
electron in influenced by the lattice resulting into interac-
tion between these two electrons via the lattice deformation 
field (phonon field). The interaction is dynamic so that 
the atomic mass enters the theory of the interaction in a 
natural way and causes an isotopic effect. 
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3. The penetration depth and the coherence length emerge as 
natural consequences of the BCS theory. The London equation 
is obtained for magnetic fields that vary slowly in space. 
The Meissner effect, is also explained in natural way. 
4. Magnetic flux through a superconducting ring is quantized 
and the effective charge is 2e rather than e. The BCS 
ground state involves pairs of electrons, thus flux quan-
tization in terms of the pair charge 2e is a consequence 
of the theory. 
5. The criterion for the occurrence of superconductivity and 
for the transition temperature in an element or alloy 
involves the electron density D(Ep) at the Fermi surface 
and the electron lattice interaction U which may be estimated 
from the electrical resistivity. For UD(Ep) << 1, according 
to the BCS theory the transition temperature T may be 
expressed as 
T^ = 1.14 9p exp[-l/UD(Ep)] ... (4.19) 
where %, is the Debye temperature. In this relation, it is 
assumed that U is an attractive interaction, otherwise the 
ground state may not be superconducting. The BCS formula 
connecting T with the energy gap 2A(0) is given by 
2A(0) = 3.52 KgT which has been confirmed experimentally. 
To discuss BCS theory, we first discuss the electron phonon 
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interaction. An electron passes near an ion core, there may 
be a mutual attraction between the electron and the ion core 
because of the coulomb interaction and as a result the ion 
core is set into motion. Another electron now passes nearby. 
This electron must be effected by the motion of the ion core. 
The ion motion has provided a mean for two electrons to 
interact with each other despite their mutual coulomb repulsion. 
Under restricted circumstances, this interaction is attractive. 
These circumstances are: (a) the electrons entering into such 
an interaction are the ones having opposite momenta and oppo-
site spins: kj^  = -k2 and s^ = -S2 and (b) the paired states 
are all situated within koGu of the Fermi energy. Now it must 
be made clear how the attractive interaction between the 
electrons occulting under these conditions is associated with 
superconductivity. The ground state of a Fermi gas of non-
interacting electrons is just the filled Fermi sea bounded by 
the Fermi surface. This state allows arbitrary small excita-
tions which can form an excited state by taking an electron 
from Fermi surface and raising it just above it. In BCS theory, 
on the other hand, there is an attractive interaction between 
the electrons. In this case, one cannot form an excited state 
unless energy is supplied which exceeds the energy of attrac-
tion between electrons. This implies that the ground state is 
separated by a finite energy gap (Eg) from its lowest excited 
state. 
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4.2 High T^ Superconductivity 
An enormous amount of activity in the field of high T 
oxcide superconductors has started after the report, by Bednorz 
and Muller*- •', in September 1986, of 'possible superconducti-
vity' in the range (30 - 40)K in a multiphase La-Ba-CurO 
system, (for which they were subsequently awarded nobel prize 
in 1987). Later, towards the end of 1986, the existence of 
high T superconductors, which may be called 'neon' supercon-
ductors with T = 40 K was confirmed in Switzerland, Japan and 
U.S.A. for the compounds of La-M-Cu-0 (M = Ba, Sr) system. 
The excitement over the superconductivity in the range (30-40)K 
had not yet died when Wu et al."- -^  reported the appearance of 
superconductivity in the beginning of 1987, in the range of 
(80-100)K, in a multiphase Y-Ba-Cu-0 system. Similar results 
of high T oxide superconductors, which may be called 'nitrogen' 
superconductors, T. = (80-100)K were obtained soon afterwards 
by a number of groups in the U.S.S.R., Japan, China, India and 
many other countries. Superconductivity has been established 
in many metal oxide ceramics of various compositions in Vi/hich 
yttrium is replaced by rare-earth elements with Tix (80-100)K. 
Recently T- has been raised to about 125 K in Tl-Ca-Ba-Cu-0 
system. 
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4.2.1 Studies on high T. superconductors 
(i) Structure;- Lanthanum copper oxide_ (La2CuO^) has an 
orthorhombic structure, belonging to space group C , at room 
temperature and under goes a transformation to the tetragonal 
structure, belonging to space group I^/mmm, at a temperature 
about 530 K*- •*. This structure transformation temperature can 
be lowered and the tetragonal structure stablized at room 
temperature by partial replacement of trivalent La by divalent 
ions such as Ba, Sr and Ca. For example, Laj^  g^ BaQ ,t CuO^ 
has the tetragonal structure at 300 K and exhibits supercon-
ductivity at low temperature. Detailed x-ray studies have shown 
that the superconducting phase in the above system, has the 
orthorhombic structure at 180 K^  -'. In the superconducting 
state compound La, gc BaQ ,= CuO^ has the tetragonal structure 
at transition temperature T_ = (30-40)K. 
The compound Y Ba2 CUo Oy-A crystallizes in the orthorhom-
bic form (space group Pmjujjj) or tetragonal form (space group P^/ 
mmm) depending upon the oxygen stoichiometry and the heat 
treatment given to the sample. In general, the orthorhombic 
compound is superconducting where as the tetragonal form is 
non-superconducting. The orthorhombic structure of Y Ba^ Cuo -
Oy-A compound may be obtained by tripling of the perovskite 
type cell in the C direction in which Y and Ba cations are 
crystallographically ordered in the sequence Ba-Y-Ba. The 
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oxygen vacancies occur in the plane containing Y and also in 
two copper containing basal planes at the two ends of the 
tripled perovskite unit cell. There are two inequivalent 
copper sites, Cu(l) and Cu(2), and the structure consists of 
dimpled 0(2)-Cu(2)-0(3) sheets perpendicular to the C axis and 
0(1) - Cu(l) - 0(1) linear chains along b direction. In both 
^^2-x '^'x ^ "^4 ^ ""^  ^ ^^2 ^ '^ 3 ^ 7-d ^ ^P® compounds, an oxygen 
valency greater than 2 and Cu-0 planes or linear chains have 
been thought to be crucial for the occurrence of superconduc-
tivity. 
(ii) Rare earth substitutions in high T oxide superconductors:-
The compound La^CuO^ crystallizes in a structure different from 
those in which other RE2CUO4 compounds crystallize. Therefore, 
La in La^CuO^ may not be replaced by rare earth ions. The 
same is found to be correct for I-^ o-x '^ x^ ^ ^^4 "^ YP^  compounds. 
It has been observed that yttrium in Y Ba2 Cuo 0-,_-v can be 
completely replaced by most other trivalent rare earth ions 
without bringing out appreciable change in transition tempera-
, T [11,12] 
ture T„ •• . ••. 
(iii) Valence state of copper in high T oxide superconductors:-
In undoped La2CuO. compound, copper is in a divalent state. 
3+ 
When La ion is replaced by the divalent M ion in La^CuO^ com-
pound, charge neutrality principles sugges.tsijPa^=3se^^ of the 
•• ^ ' •^ 
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copper ions will go to a trivalent state. The same remark 
is true in Y Ba2 Cu^ Oy.A compound. The x-ray absorption edge 
studies proved the existence of both divalent and trivalent 
valence state of copper ions in both cases. 
(iv) Heat capacity;- In most of the superconductors, the 
specific heat shows a jump at the superconducting transition 
temperature. The specific heat jump is found to be proportional 
to the amount of the superconducting phase present, which is 
one of the crucial test to observe whether the superconductivity 
ri3l 
in a system is a bulk effect or not. Decroux et al."- -^  re-
ported a jump, ^ C in the specific heat of La^ gt STQ ,= CuO^ 
with value of A C/T. = 17 mj/mole K^. 
The specific heat anomaly has been also observed in the 
ri4l 90K superconducting compound Y 882 Cu^ Oy.A • 
(v) Thermoelectric power (TEP);- Thermoelectric power measure-
ments on both 40K and 90K superconductors have been done by 
several workers. In the Lanthanum base/isuperconductors , the 
thermoelectric power measurements have been done on pure 
La2CuO_^  and La2Cu04 doped with Ba or Sr'- ~ -•. The common 
features of the different studies on La2CuO^_^ are (a) TEP is 
positive and large (>150 jiv/K), (b) It is independent of 
temperature from lOOK to 300K and (c) It drops to zero at the 
superconducting temperature T . Doping of trivalent La by a 
very small amount of divalent Ba or Sr reduces the value of TEP 
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at room temperature. 
Unlike Lanthanum based compounds, the results for yttrium 
based compounds are_confusing. The majority of the workers 
r18—20l have agreed that TEP is small positive*- -^. However, some 
research workers have reported a negative TEP"- * •'. 
[231 (vi) Flux quantization;- Tunneling and flux quantization'- -^  
measurements leave no doubt that flux is quantized in the units 
of hC/2e rather than hC/e. 
(vii) Energy qapt- The superconducting energy gap has been 
measured by various techniques, such as tunneling far infrared 
reflectivity etc. Measurements of La-based compounds on poly-
crystalline samples yielded values of 2A/k T^ in the range 
of 1.5 to 4.0. From infrared reflectivity and transmission 
measurements on polycrystalline Y Ba2Cu20-_^ compounds, values 
of 2A/kgTc ranging from 2.5 to 4.5 have been inferred. 
[241 Measurements on single crystal Y Ba2Cu20y_^ reveal •• that the 
superconducting energy gap is temperature dependent and 
increases to a value of 2A/k T^ of about S at 50K. Results 
on thin film yield values intermediate between the polycrysta-
lline and single crystal values. 
(viii) Isotopic effect;- The existence of an isotopic effect 
is an indication of the fact, that phonon mechanism is involved 
in the superconductivity. Experiments have been carried out 
so 
on Lanthanum based compounds as well as yttrium based com-
pounds. In case of La, OR, SXQ ^^ CuO^ compound , considerable 
isotopic effect has been observed. While situation in 
Y Ba2 Cu^ Oy.^ compound is not entirely clear. Experimental 
studies revealed that isotopic effect is nearly absent'- '•'. 
(ix) Penetration depth;- Transverse field moun spin relaxation 
(USR) measurements have been done on Y Ba2Cu20- . compound 
[271 
which yield a value of the order of 1400 A at bK*- -• for pene-
tration depthX. Similar measurements on La, g^^ SrQ ,= CuO^ 
yield X to be about 2500 A^^^h 
(x) Lower and upper critical field;- The value of the field 
when the magnetic flux first penetrates the superconducting 
material is termed as the lower critical field (Hi). It has 
been usually obtained from the measurement of magnetization as 
a function of applied field on a specimen which is cooled below 
T in zero applied field H/ ,\ is a function of terr.perature in 
superconducting material. Measurements of H/ -i-v on poly-
crystalline specimens have yielded values about 500-600 Oe at 
[29l 4.2 K in RE Ba2 Cu^ Oy.A "type compounds'- -' and in single 
crystal H/ ,\ has values of 690+50 Oe for field H parallel to 
C axis and 120jj;50 Oe for field perpendicular to C axis. 
Upper critical field ^/^n) ^^^® been measured in several 
polycrystalline specimens of the REBa2Cu20y_N'- -^  as well as 
in single crystal Y Ba2Cu20Y_^. In polycrystalline specimens 
SI 
the values of H 2(0) si's found to be around (160+20)T and 
in single crystal the values of H 2(0) i^i direction C is found 
to vary from 35 T to 70 T and for H in the ab plane it has 
value around 230 T. 
(xi) Critical current density;- Critical current densities 
have been determined either from the magnetization data using 
fsil [32! 
Bean's critical state model"- -^  or from direct transport^ -• 
measurements. The critical current densities are expected to 
be anisotropic. This is borne out by magnetization studies 
on single crystals of Y Ba2 Cu^ Oy^A* Current densities in 
the range of 10 A/cm are obtained for the current flowing 
[331 in the a-b plane. Cava et al.'- -^  reported a value of critical 
current density J of 1100 A/cm at 77K in polycrystalline 
specimen of Y 882 Cu^ 07-5• 
There has been a general consensus that T higher than 
40K cannot be explained by BCS theory of superconductivity. 
So many nevy theories have came up. They are based on the 
pairing of charge carriers or pairing in non-conventional ways. 
The pairing has been tried in excitons, plasmons, polarons, 
soletons etc. Some other theories are quite independent. We 
will briefly discuss them here. A serious atternp by Anderson 
[341 
et al.*- -• has been made to develop the so called resonating 
valence bond (RVB) theory, based on two dimensional Hubbard 
model. In the two dimensional RVB model, the superconductivity 
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arises essentially due to Bose condensation of so called 
charged holons (quasi particles of charge +e and spin zero), 
leading to flux quantization in the unit of hC/e instead of 
hC/2e observed experimentally. Although some normal state 
properties can be more easily explained by RVB approach, it 
does not lead to superconductivity of the observed type. 
Despite RVB approach several other approaches, as mean field 
theory, spinons and holes (a generalized Fermi liquid theory). 
Scaling theory, Gauge theory and electron passage through free 
channel theories have been considered'- ' -' by several workers 
to explain the high T superconductivity. Recently, String and 
Spin beg theories have been proposed. None of the proposed 
theories have been considered to be a confirmed theory of 
superconductivity. However, the strong electron phonon coup-
ling or spin fluctuations may still be playing important roles 
within the BCS pairing frame work. 
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CHAPTER - V 
INVESTIGATION OF Y-Ba-Cu-0 SYSTEM OF 
HIGH T .^ SUPERCONDUCTORS 
5.1 Introduction 
Since the discovery of high T superconductivity at 35K 
by Bednorz and Muller'- •' and further raising of transition 
temperature (T-) upto 90K by Wu et al. -" an unprecedented 
activity is going on in this area. We have synthesized a few 
ceramics M Ba2Cu20Y_^ (M = Y, Eu, Pr and Tu), measured their 
conductivities at varying temperature from liquid nitrogen to 
room temperature (R.T.) and proposed a few mechanisms in this 
class of compounds. 
5.2 Experimental details 
The samples were synthesized by usual solid state reaction 
of appropriate amount of oxides h/u 0^ (M = Y, Eu, Pr and Tu), 
BaCo^ and CuC each with purities 99.9/^. The method consisted 
of grinding the oxides together calcination, pulverisation, 
pelletisation and sintering. The raw materials were mixed well 
in a pastel and mortar and calcined at ten.perature of 900 C for 
24 hours and then furnace cooled. Calcined materials were 
pulverised and then pressed into pellets of disc shape (diameter 
= 1.2 cm and thickness varying from 1 to 2 mm) under a pressure 
S8 
of about 8 ton/cm . Finally, pellets were sintered at tem-
perature of 950°C for another 24 hours and again furnace cooled. 
Thus synthesized samples are ready for measurements. The 
resistivity measurements were done by standard four probe tech-
nique. The temperature measurements were done by copper cons-
tantan thermocouple. The sample was made ready for measurements 
as described below: 
From a printed circuit board (PCB), metal from arc area 
equal to the size of the disc was removed and the disc was pasted 
there (as shown in fig. 5.1). The four probe contacts were 
made by freshly prepared silver paste. Wires were connected at 
the other end of the metal strips on the PCB. 
5.3 Results 
The results of conductivity measurements of compounds 
Y 2>aJl\xJ^n^?^ a^ d Eu Ba2Cu2 ^n^A ^^^ plotted in fig. 5.2 and the 
Pr Ba2Cu30y_^ and Tu Ba2 CU3 Oy_^ in fig. 5.3. 
The samples containing yttrium and europium showed super-
conductivity with transition temperature at 85K and 95K res-
pectively, whereas samples containing praseodymium and thulium 
display sendconducting/insulating behaviour. In earlier experi-
[3 4I 
ments*- * •' also, Pr and Tu compounds have shown semiconducting 
behaviour. Partial substitution of yttrium (about upto 2/.) in 
Y Ba2Cu20y__i compound by Bismuth and Tin did not bring any 
appreciable change in T^ , or transition width. High concentration 
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of Bismuth and Tin in the Y Ba2 Cu^ Oy.A turned the compounds 
not superconducting or at least thi 
we could manage in our laboratory. 
he T v.-as not above 77 K that 
5.4 Proposed mechanisms 
Since the discovery of high temperature superconductors, 
intense activity is going on in this field mainly in three 
directions; i) to investigate new materials with the hope of 
raising transition temperature, ii) to convert the already 
obtained high T materials in the usable forms, and iii) to 
suggest a possible mechanism of high T. superconductivity. We 
have proposed two mechanisms of high T_ superconductivity. These 
two mechanisms are quite independent of each other. The first 
one is based on the consideration which treats the material 
to be perfectly periodic and the electron travelling through it 
does not come across any scattering or resistance and hence the 
superconductivity. The essence of the second one is an elec-
tron pairing mechanism. Assumtions made in the development of 
these mecnanisms are based on the experimental results obtained 
in the case of high T_ superconductors. Attempts have been 
made to explain some other experimental results in the high T^ 
superconductors. Of all the high T^ superconducting materials 
both mechanisms attempt to explain superconauctivity in Y-Ba-
Cu-0 system. The two mechanisms are presented here one after 
the other, quite independent of each other. Chronologically 
93 
also, the first theory came first and tne second later, when 
the first theory was proposed, the experimental techniques had 
not been perfected and the experimental results were vague and 
ambiguous. The propositions and discussions revolve round those 
experimental results. During the proposal of the second 
mechanism, the results had improved which were taken into con-
sideration. In the presentation of the two mechanisms, there 
are some overlap or repetition of written material which is 
found to be unavoidable. 
In presenting the first mechanism, a short summary of the 
important experimental results in high T- superconductivity is 
given below: (i) The transition temperature is around 90 K"- -• 
with a small width. There are some claims of higher transition 
temperature. But probably they correspond to distinct steps in 
the resistivity versus temperature curve^ * \ which finally 
lead to 90 K superconducting transition, (ii) The onset of 
[7-91 Meissner effect*- •• coincides with the resistivity transition 
temperature, but it is never complete at that temperature and 
approaches the ideal value very near the absolute zero of 
temperature, (iii) The crystal structure ~ -' and the chemical 
[131 
analysis'- •' of the superconducting phase has been performed. 
They give slightly different results but there are a few things 
which are common'- ' •* such as — (a) there is oxygen deficiency 
3+ 2 + in the structure, (b) there are both Cu and Cu ions in the 
structure, though the exact ratio of the two in the crystal 
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2+ 
still remains a debatable point and (c) there are both(CuO.) 
2+ 
and (CuO^) polyhedra in the crystal structure, but their 
locations differ'- ~ , from one investigation to the other. 
Furthermore, there are differing opinions as to which poly-
2+ 2+ 
hedra (CuO^) or (CuOzj) is responsible for superconductivity. (iv) There are many experiments'- * •' to suggest that the h  gh 
T_ superconductivity is associated with some kind of structural 
change in the substance and (v) The Y~Ba-Cu-0 compound has the 
room temperature resistivity of the order of 10 ohm cm. which 
is on the borderline of metal-non-metal transition'- * * •'. 
The present theory is based on the structural change which 
accompanies the transition temperature * . As the substance 
is near-metallic'- * * •', there must be certain free electrons 
in the solid and as the temperature is lowered, the copper 
polyhedron may also undergo structural deformation. As a re-
3+ 
suit of these two things, the oxidation state of Cu is 
2+ 
stabilized to Cu , i.e., one free electron may be caught in 
one polyheoron containing the Cu ion. This new polyhedron 
2+ 
now containing Cu as the c e n t r a l ion has probably assumed [20] 
the Ci2u(C2) symmetry and as a r e s u l t of c r y s t a l f i e l d s p l i t t i n g 
2+ the nine 3d-e lec t rons of Cu ion d i s t r i b u t e themselves in the 
l eve l s Ag(2), B^^i2), B2g(2), 63^(2) and Ag( l ) . The l a s t s i n g l 
e l ec t ron lying in the t o t a l l y symmetric A s t a t e may be r e s -
y 
ponsible for superconduc t iv i ty . If t h i s l a s t A e lec t ron is 
very loosely bound to the Cu-atom and when in the process of 
e 
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electrical conduction any electron enters the unit cell of the 
lattice, this electron is easily driven away from the Cu-atom 
by the electron-electron Coulomb repulsion. The site vacated 
by the A electron is occupied by the incoming conduction -
electron and the expelled electron enters the next unit cell 
and does the same thing, i.e., drives away the last A electron 
of the Cu-polyhedron in this unit cell and itself takes its 
place and so the process goes on. As the incoming electron is 
a free electron and the target electron is in the totally 
symmetric A state, after being removed from the attractive 
potential of the atom, the expelled electron is likely to con-
tinue to move in the same direction as the incoming electron. 
This conduction process is a hopping mechanism, where all the 
electrons participating in electrical conduction experience same 
potential. As the electrons are indistinguishable, one can say 
that an electron going from one end to the other experiences 
undeformed, uninterrupted periodic potential throughout its 
journey and consequently does not experience any resistance. 
Because of the nature of tv;o electrons constituting one unit or 
pair, the one incoming being free and the other being released 
from the totally symmetric A state, even the grain boundaries 
y 
are unable to offer any resistance. At the grain boundaries 
even if the orientation of the Cu polyhedron cnanqes with 
respect to the incoming electron, the electron being released 
from the A state will continue to move in the same direction 
y 
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as the incoming electron. The first electron or set of elec-
trons which initiate electrical conduction may come from the 
battery or the material itself. The Cu-polyhedron responsible 
for superconductivity is most probably (CuO.) because it 
has been estimated that it has much higher Debye temperatur 
2+ 
as compared to (CuO,) polyhedron. 
tn] 
There have not been enough diffraction experiments to show 
what type of structural changes take place on lowering the 
temperature. Moreover, smaller deformations might not be 
detected by diffraction experiments though they might change 
the crystal field and affect the energy levels. What is required 
is to calculate the binding energy of the single A electron. 
y 
Another enigmatic fact associated with the high T super-
conductors is the incomplete Meissner effect at the transition 
temperature and the attainment of the ideal value only at very 
low temperature. This may be attributed to the progressive 
deformation of the surroundings of all the cations in the unit 
cell on lov.'ering the temperature. Only at very low temperature, 
the condition is suitable for perfect diamagnetisrr., whereas the 
2+ 2+ 
Cu in the (CuO.) polyhedron is able to release its A 
electron at comparatively higher temperature, i.e., at transi-
tion temperature, causing electrical superconductivity. The 
approach to perfect diamagnetism may be through continuous or 
small discontinuous steps because the gradual deformation may 
also be like that. 
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The oDservation of the transition temperature in Y-Ba-Cu-0 
compound at much higher than the accepted 90 K and various 
fez."! 
steps'- * •' of drastic reduction in the resistivity of these 
compounds at temperatures much higher than 90 K cannot be dis-
missed as altogether worthless. In the present picture, slight 
change in the occupation factor of oxygen around the Cu-atom 
may bring about large change in the transition temperature. The 
occupation factor of oxygen may depend upon the method of pre-
paration, annealing and storage of the sample before actual 
experiment. Abrupt changes in resistivity versus temperature 
curve may also be due to steps in the deformation of the crystal 
potential or steps in the occupation factor of oxygen atom. 
The essence of the second theory is to propose a model for 
pairing between electrons so that (i) the resultant spin of 
the pair is zero (ii) the electrons in the pair exert attractive 
force on each other and (iii) to show that the condition is 
favourable for Bose Einstein condensation. 
The theory has been explained with the help of the fig. 5.4 
(a near copy from reference 10) given belov:, depicting two 
successive unit cells in the crystal structure * •' of Y Ba2 
CUo 07_A' The crystal has layered structure along C-axis 
consisting of (CuO.)<» system and Cu-O-Cu linear chains. There 
are two kinds of copper ions in the unit cell denoted by Cu(l) 
and Cu(2) in the fig. 5.4. The copper ions have mixed valence 
r1R 22 231 
character"- *-^^»'^ J variously assigned as (+1), (+2) and (+3) 
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b-axis 
• COPPER ©BARIUM 0 YTTRIUM QOXYGEN 
FIG.5 4 Two successive unit cells of Y Ba2Cu20-7_^  
(S. Sato, I. Nakada, T. Kohara ana Y. 6da, 
Jpn. J. Appl. Phys., 26, L663 (1987)). 
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[241 
and there is possibility of free tunneling"- •' of electrons 
betvi/een copper sites. Cu(l) has distorted octahedral coordina-
tion v;ith oxygen ions with varying incomplete occupancies and 
Cu(2) has planar configuration of four oxygen ions around it. 
["221 
There is possibility*- -^  that 0(1) is so placed that it makes 
the coordination of Cu(l) distorted octahedral and Cu(2) rectan-
gular pyramid. The crystal belongs to the space group Pj-j--, and 
3 
the volume of the unit cell is approximately 174.896 A . 
It is presumed that above T , both Cu(l) and Cu(2) are in 
the same valence state and there is one electron per unit cell 
3 
moving freely in the lattice. One free electron per 175 A 
volume of an unit cell can well account for the observed poor 
metallic conductivity of Y Ba2 Cu^ 0^^^ system above T . On 
lowering temperature, the kinetic energy of hitherto free elec-
tron is decreased and at T , it may be captured into the outer-
most vacant orbital of the Cu(l) ion. These levels of Cu(l) 
are due to the crystal field splitting by surrounding ions. 
[241 This captured electron can tunnel"- -' through the intervening 
oxygen bone and can exchange positions at any one of the copper 
sites in the same unit cell. The electron when associated with 
Cu(l) behaves as if on the top of valence band and while at 
Cu(2) as if on the bottom of conduction band. Partial overlap 
of conduction band and valence band in this direction is ex-
pected to occur. The immediate surrounding of Cu(l) is six 
negatively charged 0 ions and then followed by positively 
] no 
charged Ba^ "*" ions as second nearest neighbours whereas the 
1— 2+ 
surrounding of Cu(2) is four 0 ions followed by Ba ions on 
one side and Y ions on the other side. Due to the difference 
in the environment of the copper ions, the electron while 
negotiating the Cu(l) site may be loosely bound to the ion 
behaving as it at the top of valence bond and while negotiating 
the Cu(2) site does not just get bound with the Cu(2) ion and 
behaves as if on the bottom of the conduction band. As the 
two positions of electrons, in association with either Cu{l) or 
Cu(2) are of equal energy, there is equal likelihood that at T , 
the free electron will first come in association with Cu(2). 
But as there is rapid exchange between the two positions, this 
picture will also not bring about any change in the discussion. 
Now tne Cu(l) ions of adjacent unit cells may be spin-couplec 
9- 2-
via 0 ions in the linear chains. The ten electrons of 0 
(bounding is expected to be partly covalent and partly ionic) 
are spin paired in five pairs; the outer-most pair of oppositely 
2— 
orineted spins of 0 may compel the single captured electrons 
while on the two adjacent Cu(l) ions on the chain to acquire 
opposite spin orientations. As mentioned earlier, the captured 
electrons can easily migrate to Cu(2) sites from Cu(l) sites. 
As shovi/n in the fig. 5.4, we assume that the electron captured 
at Cu(l) v;ith one spin orientation in the unit cell(I) migrates 
to the upper Cu(2) in the same unit cell and the electron 
captured at Cu(l) with opposite spin orientation in the unit 
ini 
cell (II) migrates to the lower Cu(2) ion in this unit cell; 
thus effectively we have got a pair of electrons in the 
conduction band with opposite spin orientations or the resultant 
spin equal to zero in a volume equal to the sum of the volume 
of two unit cells. The two spin- coupled electrons are joined 
by dotted line in the fig. 5.4. The migration of electrons in 
the opposite direction in the two adjacent unit cells is simply 
to increase their separation in order to minimise Coulomb 
repulsion which they will experience if migrated in the same 
direction. Generally, there is chance of Cu(l) of any one unit 
cell to be spin- coupled to Cu(l) of the adjacent unit cells on 
any one of the four sides. But in an extended three- dimensional 
system, on an average, the captured electron on each Cu(l) ion 
has only one partner in the adjacent unit cell. In the present 
discussion, the spin coupling effects are supposed to be trans-
ferred from the Cu(l) ion of one unit cell to the Cu(l) ion of 
the adjacent'unit cell located on the positive b- axis as shown 
in the fig. 5.4. 
Having explained the existence of a pair of electrons with 
resultant spin zero, the next task is to show an attractive 
interaction between the two electrons, i.e., if one is made to 
move in one direction, if forces the other to follow it. 
Suppose the electron denoted d(down spin) in the figure starts 
moving away from the Cu(2) ion, then the associated Cu(2) ion 
develops excess positive charge as a result of which the electron 
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2-from the nearest 0 ion on the dotted path will have tendency 
to rush towards it which will cause a chain reaction of flow 
of electrons- from successive ions along the path and ultimately 
the electron denoted u(up spin) in the figure will be compelled 
to more towards the electron denoted d. The attractive force 
is thus achieved by the intervention of chemical bonds. 
AS regards the condition of Bose Einstein condensation, it 
[251 is easily satisfied on applying the formula*- •*, i.e., number 
density >2.612 [^  hm KTj3/2 ^j^^^.,^ g^ strictly true for ideal Bose 
^ 3 
gas. On substituting numerical values (1 pair per 350 A and 
T = 90 K), left hand side comes to be 2.86 x lO"^"*" which is 186 
times greater than the right hand side which is equal to 1.54 x 
19 10 . Thus we are in a position to explain the origin of super 
conductivity in Y-Ba-Cu-0 system on the basis of electron-electron 
pairing and various experimental observations may be explained 
on the lines of BCS theory. 
There are some important differences betv;een the Y-Ba-Cu-0 
superconductors and the earlier ones at liquid helium temperatures* 
such as (a) higher, transition temperature (b) larger transition 
width (c) higher critical magnetic field (d) probably absence 
of isotope effect and (e) incomplete iweissner effect at 
transition temperature. 
These differences can be well accounted for in the present 
set up. The effective separation between the attracting elec-
trons through the chemical bonds comes to be 12.25 A(calculated 
103 
by the lattice constants) v;hich may be taken to be equivalent 
to coherence length used in the BCS theory. Shorter coherence 
length may account for higher transition temperature and larger 
transition width. With the kind of pairing postulated here, 
obviously, there is no place for isotope effect. Critical mag-
netic field H_ probably corresponds to the binding energy of 
the outermost electron to the Cu(l) ion in the lattice at T . 
AS at higher temperature, the electron exists as free electron 
and only at T , it gets attached to the Cu(l) ion so its binding 
energy may be equated to KT_ which should be equal to \iH. where 
H is the field required to strip off the electron from the Cu(l) 
[261 ion. Taking magnetic moment*- •' ji of the copper ion to be one 
Bohr magneton, calculation shows that H C^130 tes-la which is 
[271 
of the order of the value obtained in experiments'- •'. Slight 
discrepancies obtained between the calculated H and the 
experimental results may be attributed to inexact value of y. 
12 
used here. Also by putting KT^ = h "i^ , y comes to be 2 xlO 
hertz, close to the absorption edge lying in the far infrared 
region, ivieissner effect can be easily understood as being the 
magnetic response of condensed bose- Einstein gas. Incomplete 
Meissner effect at the transition temperature in the new super-
conductors may be due to the fact that all the free electrons 
which are present in the lattice are not abruptly captured at 
Cu(l) sites at T_, but it proceeds gradually as the temperature 
is reduced below T . 
104 
Some other results can well fit in to this theory. The 
present model does not predict any appreciable change in the 
infrared or Raman spectra iTi going from higher to lower tem-
perature through T. as has been observed experimentally"- •*. 
Diffraction experiments are also not expected to show much 
temperature dependence as is observed. 
Electron paramagnetic resonance is expected to reveal some 
new features at T , because an extra electron is captured at 
this temperature but the general patt^ ern should not change much 
because this electron is very mobile and these facts have been 
[291 
experimentally verif ied"- •'. A test of this theory will be 
the observation of change at T in the spin-spin coupling 
parameter in the nuclear magnetic resonance spectra of copper 
nuclei in the sample. As the spin-spin coupling between 
separated nuclei takes place via the electrons in the interven-
ing chemical bonds and as at T an additional electron is 
captured, the coupling parameter is expected to show change. 
But there are chances that N/viR for copper nuclei may not be 
seen at all because of the high mobility of the electrons v.'hich 
will greatly reduce the relaxation times preventing the observa-
tion of signal. 
It has been recognised by nov^  that the new high ten.perature 
superconductors have unique composition with delicate balance. 
Replacement of any atom by an atom of any other element is not 
allowed to any large extent except Yttrium which can be replaced 
105 
by rare earth elements. Oxygen has also to be present in a 
definite proportion. Copper is almost indispensable. This all 
probably relates to the crystal field effects that the ligands 
exert on the energy levels of copper ions. Any deformation in 
the strength and geometry of the crystal field will not be able 
to create conditions conducive to electron pairing. Rate earth 
elements though having different electronic configurations can 
be substituted for yttrium because all of these have nearly the 
same ionic radii and same valence state (+3) and they in combi-
nation witn barium probably produce the same crystalline field. 
However, it is tempting to try substitution of oxygen by sulfur, 
selenium, tellurium which belong to the same group in the periodic 
table under different conditions of preparation. 
in6 
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