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Abstract
The stability problem, the existence of periodic solutions and the numerical integration via the Lie–
Trotter integrator of the Kirchhoff equations are discussed and some of their properties are pointed out.
© 2006 Elsevier Masson SAS. All rights reserved.
1. Introduction
Let us consider an ellipsoidal rigid body completely submerged in an ideal fluid, i.e., an in-
finite volume of irrotational, incompressible, inviscid fluid at rest of infinity, and let us assume
that the following conditions are satisfied:
(i) The only external forces and torques are those due to gravity and buoyancy.
(ii) Our vehicle is neutrally-buoyant, i.e., a vehicle with gravitational force equal and opposite
to buoyant force.
(iii) The center of gravity and the center of buoyancy coincide, i.e., the mass of the body is
uniformly distributed.
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
π˙1 =
( 1
I3
− 1
I2
)
π2π3 +
( 1
m3
− 1
m2
)
p2p3,
π˙2 =
( 1
I1
− 1
I3
)
π1π3 +
( 1
m1
− 1
m3
)
p1p3,
π˙3 =
( 1
I2
− 1
I1
)
π1π2 +
( 1
m2
− 1
m1
)
p1p2,
p˙1 = 1I3 p2π3 − 1I2 p3π2,
p˙2 = 1I1 p3π1 − 1I3 p1π3,
p˙3 = 1I2 p1π2 − 1I1 p2π1,
(1.1)
where π1,π2,π3 (resp. p1,p2,p3) denote the components of the angular (resp. linear) momen-
tum vector with respect to a body fixed reference frame with the origin at the center of gravity.
Let li be the length of the semiaxis of the ellipsoidal vehicle along the ith principal axis for
i = 1,2,3. Throughout this paper we suppose without loss of generality that:
l1 > l2  l3.
This implies
m3 m2 > m1
and
I3  I2 > I1
or
I2  I3 > I1
or
I2 > I1 > I3
(see for details [4] and [5]).
Let SE(3,R) be the semidirect product of SO(3) with R3, i.e.,
SE(3,R) = SO(3) ×R3,
with the group operation given by:
(R,b) · (R′, b′) = (RR′,Rb′ + b), R,R′ ∈ SO(3), b, b′ ∈R3.
Then SE(3,R) is a Lie group, whose Lie algebra is
se(3,R) = so(3) ×R3,
and its bracket operation is given by[
(A,v), (A′, v′)
]= ([A,A′],Av′ − A′v), A,A′ ∈ so(3), v, v′ ∈R3.
Let {π1,π2,π3,p1,p2,p3} be local coordinates on the dual of its Lie algebra:(
se(3,R)
)∗ R6.
Then we have:
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(R6,Π−,H),
where
Π− =
⎡
⎢⎢⎢⎢⎢⎣
0 −π3 π2 0 −p3 p2
π3 0 −π1 p3 0 −p1
−π2 π1 0 −p2 p1 0
0 −p3 p2 0 0 0
p3 0 −p1 0 0 0
−p2 p1 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎦
is the minus-Lie–Poisson structure on (se(3,R))∗ and
H(π1,π2,π3,p1,p2,p3) = 12
(
π21
I1
+ π2
I2
+ π3
I3
)
+ 1
2
(
p21
m1
+ p
2
2
m2
+ p
2
3
m3
)
.
Proof. Indeed, we have successively:
Π− · ∇H =
⎡
⎢⎢⎢⎢⎢⎣
0 −π3 π2 0 −p3 p2
π3 0 −π1 p3 0 −p1
−π2 π1 0 −p2 p1 0
0 −p3 p2 0 0 0
p3 0 −p1 0 0 0
−p2 p1 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎣
π1/I1
π2/I2
π3/I3
p1/m1
p2/m2
p3/m3
⎤
⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
( 1
I3
− 1
I2
)
π2π3 +
( 1
m3
− 1
m2
)
p2p3( 1
I1
− 1
I2
)
π1π3 +
( 1
m1
− 1
m2
)
p1p3( 1
I2
− 1
I1
)
π1π2 +
( 1
m2
− 1
m1
)
p1p2
1
I3
p2π3 − 1I2 p3π2
1
I1
p3π1 − 1I3 p1π3
1
I2
p1π2 − 1I1 p2π1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎣
π˙1
π˙2
π˙3
p˙1
p˙2
p˙3
⎤
⎥⎥⎥⎥⎥⎦ ,
as desired. 
Remark 1.1. [5] It is not hard to see that there exists two independent Casimirs, C1,C2 ∈
C∞(R6,R) of our configuration (R6,Π−) given respectively by:
C1(π1,π2,π3,p1,p2,p3) = π1p1 + π2p2 + π3p3,
C2(π1,π2,π3,p1,p2,p3) = 12
(
p21 + p22 + p23
)
.
Remark 1.2. Let us observe also that the dynamics on (se(3,R))∗ can be interpreted as result-
ing from reduction by the symmetry group SE(3,R) of the full dynamics on T ∗SE(3,R). Here
symmetry means that the Hamiltonian which describes the dynamics on T ∗SE(3,R) is invariant
under the action of SE(3,R), i.e., one can translate the inertial frame or rotate it in any direction
without affecting the equations of motion.
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The stability problem for the equilibrium states of the Kirchhoff’s equations is not well
understood. There are only some partial results due to Leonard [5] and Holmes, Jenkins and
Leonard [3].
For beginning let us observe that a long but straightforward computation or using eventually
MAPLE leads us to:
Proposition 2.1. The dynamics (1.1) has the following equilibrium states:
(i) If I3  I2 > I1, the equilibrium states are e0, e1, e2, e3, e4, e5, e6, e14, e25, e36 and in the
case when I3 = I2, e2212356, where
e0 = (0,0,0,0,0,0),
e1 =
(
π01 ,0,0,0,0,0
)
, π01 ∈R∗,
e2 =
(
0,π02 ,0,0,0,0
)
, π02 ∈R∗,
e3 =
(
0,0,π03 ,0,0,0
)
, π03 ∈R∗,
e4 =
(
0,0,0,p01,0,0
)
, p01 ∈R∗,
e5 =
(
0,0,0,0,p02,0
)
, p02 ∈R∗,
e6 =
(
0,0,0,0,0,p03
)
, p03 ∈R∗,
e14 =
(
π01 ,0,0,p
0
1,0,0
)
, π01 ,p
0
1 ∈R∗,
e25 =
(
0,π02 ,0,0,p
0
2,0
)
, π02 ,p
0
2 ∈R∗,
e36 =
(
0,0,0,π03 ,0,0,p
0
3
)
, π03 ,p
0
3 ∈R∗,
e2212356 =
(
0,π02 ,π
0
3 ,0,p
0
2,p
0
3
)
, π03 = λπ02 , p03 = λp02, π02 ,p02 ∈R∗.
(ii) If I2  I3 > I1, the equilibrium states are e0, e1, e2, e3, e4, e5, e6, e14, e25, e36 and
e2312356 =
(
0,π02 ,π
0
3 ,0,p
0
2,p
0
3
)
,
where
p0j ∈R∗, j = 2,3,
π0j = αIjp0j , j = 2,3,
α = ±
√
m3 − m2
m2m3(I2 − I3) .
(iii) If I2 > I1 > I3, the equilibrium states are e0, e1, e2, e3, e4, e5, e6, e14, e25, e36, e2132356, e2131245,
where
e2132356 =
(
0,π02 ,π
0
3 ,0,p
0
2,p
0
3
)
,
p0j ∈R∗, j = 2,3,
π0j = αIjp0j , j = 2,3,
α = ±
√
m3 − m2
m2m3(I2 − I3)
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e2131245 =
(
π01 ,π
0
2 ,0,p
0
1,p
0
2,0
)
,
p0j ∈R∗, j = 1,2,
π0j = αIjp0j , j = 1,2,
α = ±
√
m3 − m1
m1m3(I1 − I3) .
The stability problem for the equilibrium states e14, e25, e36, e2312356, e
213
2356 and e
213
1245 is com-
pletely solved, see for details Leonard [5] and Holmes, Jenkins and Leonard [3].
We shall concentrate here only on the equilibrium states e0, . . . , e6 and e2212356. Under our
knowledge they are not study in the literature.
Proposition 2.2. The equilibrium state e0 is nonlinear stable.
Proof. Indeed it is easy to see that the function H given by:
H(π1,π2,π3,p1,p2,p3) = 12
(
π21
I1
+ π
2
I2
+ π
2
3
I3
)
+ 1
2
(
p21
m1
+ p
2
2
m2
+ p
2
3
m3
)
,
is a Lyapunov function and then our assertion is a consequence of the Lyapunov theorem. 
Proposition 2.3. If I3  I2 > I1, then the equilibrium states e1, . . . , e6, e2212356 have the following
behaviour:
(i) e1 is spectrally stable;
(ii) e2 is unstable;
(iii) e3 is spectrally stable;
(iv) e4 is unstable;
(v) e5 is unstable;
(vi) e6 is spectrally stable;
(vii) e2212356 is unstable.
Proof. Let A be the matrix of the linear part of our system. Then we have successively:
(i) The characteristic (resp. minimal) polynomial of the matrix A(e1) is given by
pA(e1)(x) = x2
[
x2 + 1
I 21
(
π01
)2][
x2 −
(
1
I1
− 1
I3
)(
1
I2
− 1
I1
)(
π01
)2]
(resp.)
mA(e1)(x) = x
[
x2 + 1
I 21
(
π01
)2][
x2 −
(
1
I1
− 1
I3
)(
1
I2
− 1
I1
)(
π01
)2]
,
and so via the Lyapunov’s theorem we can conclude that the equilibrium state e1 is spectrally
stable.
(ii) The characteristic polynomial of the matrix A(e2) is given by
pA(e2)(x) = x2
[
x2 + 1
I 2
(
π02
)2][
x2 −
(
1
I
− 1
I
)(
1
I
− 1
I
)(
π02
)2]
.2 3 2 2 1
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(iii) The characteristic (resp. minimal) polynomial of the matrix A(e3) is given by
pA(e3)(x) = x2
[
x2 + 1
I 23
(
π03
)2][
x2 −
(
1
I3
− 1
I2
)(
1
I1
− 1
I3
)(
π03
)2]
(resp.)
mA(e3)(x) = x
[
x2 + 1
I 23
(
π03
)2][
x2 −
(
1
I3
− 1
I2
)(
1
I1
− 1
I3
)(
π03
)2]
,
and so via the Lyapunov’s theorem we can conclude that the equilibrium state e3 is spectrally
stable.
(iv) The characteristic polynomial of the matrix A(e4) is given by
pA(e4)(x) = x2
[
x2 +
(
1
m2
− 1
m1
)
1
I3
(
p01
)2][
x2 −
(
1
m1
− 1
m3
)
1
I2
(
π01
)2]
.
It has a positive root and so the equilibrium state e4 is unstable.
(v) The characteristic polynomial of the matrix A(e5) is given by
pA(e5)(x) = x2
[
x2 −
(
1
m2
− 1
m1
)
1
I3
(
p02
)2][
x2 +
(
1
m3
− 1
m2
)
1
I1
(
π02
)2]
.
It has a positive root and so the equilibrium state e5 is unstable.
(vi) The characteristic (resp. minimal) polynomial of the matrix A(e6) is given by
pA(e6)(x) = x2
[
x2 +
(
1
m1
− 1
m3
)
1
I2
(
p03
)2][
x2 −
(
1
m3
− 1
m2
)
1
I1
(
π03
)2]
(resp.)
mA(e6) = x
[
x2 +
(
1
m1
− 1
m3
)
1
I2
(
p03
)2][
x2 −
(
1
m3
− 1
m2
)
1
I1
(
p03
)2]
and so via the Lyapunov’s theorem we can conclude that the equilibrium state e6 is spectrally
stable.
(vii) The characteristic (resp. minimal) polynomial of the matrix B := A(e2212356) is given by
pB(x) = 1
m1m2I
2
2
x4
{
m1m2
[
I 22 x
2 + (1 + λ2)(π02 )2]+ (m2 − m1)I2(1 + λ2)(p02)2}
(resp.)
mB(x) = 1
m1m2I
2
2
x2
{
m1m2
[
I 22 x
2 + (1 + λ2)(π02 )2]+ (m2 − m1)I2(1 + λ2)(p02)2}
mB has a double root and so the equilibrium state e2212356 is unstable. 
Similar arguments leads us naturally to:
Proposition 2.4. If I2  I3 > I1, then the equilibrium states e1, . . . , e6 have the following behav-
iour:
(i) e1 is spectrally stable;
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(iii) e3 is unstable;
(iv) e4 is unstable;
(v) e5 is unstable;
(vi) e6 is spectrally stable.
Proposition 2.5. If I2 > I1 > I3, then the equilibrium states e1, . . . , e6 have the following behav-
iour:
(i) e1 is unstable;
(ii) e2 is spectrally stable;
(iii) e3 is spectrally stable;
(iv) e4 is unstable;
(v) e5 is unstable;
(vi) e6 is spectrally stable.
We shall now try to discuss the nonlinear stability of some of the above equilibrium states via
the energy-Casimir method. See [2] for details about the energy-Casimir method. More exactly
we have:
Proposition 2.6. In each of the cases:
(i) I3  I2 > I1,
(ii) I2  I3 > I1,
(iii) I2 > I1 > I3,
the equilibrium state e6 is nonlinearly stable.
Proof. Let Hϕ ∈ C∞(R6,R) be the energy-Casimir function given by:
Hϕ(π1,π2,π3,p1,p2,p3) = 12
(
π21
I1
+ π
2
2
I2
+ π
2
3
I3
)
+ 1
2
(
p21
m1
+ p
2
2
m2
+ p
2
3
m3
)
+ ϕ
(
1
2
(
p21 + p22 + p23
))
,
where ϕ ∈ C∞(R,R).
Then the first variation of Hϕ is given by:
δHϕ = π1
I1
δπ1 + π2
I2
δπ2 + π3
I3
δπ3 + p1
m1
δp1 + p2
m2
δp2 + p3
m3
δp3
+ ϕ′(p1δp1 + p2δp2 + p3δp3),
where
ϕ′ = ∂ϕ
∂
( 1
2 (p
2
1 + p22 + p23)
) .
Now, the first variation of Hϕ at the equilibrium of interest equals zero if and only if
ϕ′
(
1(
p03
)2)= − 1 (2.1)2 m3
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δ2Hϕ = 1
I1
(δπ1)
2 + 1
I2
(δπ2)
2 + 1
I3
(δπ3)
2
+ 1
m1
(δp1)
2 + 1
m2
(δp2)
2 + 1
m3
(δp3)
2
+ ϕ′′(p1δp1 + p2δp2 + p3δp3)2
+ ϕ′((δp1)2 + (δp2)2 + (δp3)2).
Then at the equilibrium of interest we have via (2.1):
δ2Hϕ
(
0,0,0,0,0,p03
)= 1
I1
(δπ1)
2 + 1
I2
(δπ2)
2 + 1
I3
(δπ3)
2
+
(
1
m1
− 1
m3
)
(δp1)
2 +
(
1
m2
− 1
m3
)
(δp2)
2
+ ϕ′′
(
1
2
(
p03
)2)(
p03
)2
(δp3)
2.
If we can now choose ϕ such that:
ϕ′
(
1
2
(
p03
)2)= − 1
m3
and
ϕ′′
(
1
2
(
p03
)2)
> 0,
then the second variation of Hϕ at the equilibrium of interest is positive definite and so by the
energy-Casimir method e6 is nonlinear stable.
For instance, such a ϕ is given by:
ϕ(x) =
[
x − 1
2
(
p03
)2]2 − 1
m3
x. 
Proposition 2.7. If m2 = m3 and so I2 = I3 the equilibrium state e1 is nonlinear stable.
Proof. For beginning let us observe that under the restriction m2 = m3 the function π1 is a
constant of motion.
Let Hϕ ∈ C∞(R6,R) be the energy-Casimir function given by:
Hϕ(π1,π2,π3,p1,p2,p3) = 12
(
π21
I1
+ π
2
2
I2
+ π
2
3
I3
)
+ 1
2
(
p21
m1
+ p
2
2
m2
+ p
2
3
m3
)
+ ϕ
(
1
2
π21
)
,
where ϕ ∈ C∞(R,R).
Then the first variation of Hϕ is given by:
δHϕ = π1
I1
δπ1 + π2
I2
δπ2 + p1
m1
δp1 + p2
m2
δp2 + p3
m3
δp3 + ϕ′π1δπ1,
where
ϕ′ = ∂ϕ
∂
( 1π2) .2 1
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ϕ′
(
1
2
(
π01
)2)= − 1
I1
. (2.2)
Next, the second variation of Hϕ is given by:
δ2Hϕ = 1
I1
(δπ1)
2 + 1
I2
(δπ2)
2 + 1
I3
(δπ3)
2
+ 1
m1
(δp1)
2 + 1
m2
(δp2)
2 + 1
m3
(δp3)
2
+ ϕ′′π21 (δp1)2 + ϕ′(δπ1)2.
Then at the equilibrium of interest we have via (2.2):
δ2Hϕ
(
π01 ,0,0,0,0,0
)= 1
I2
(δπ2)
2 + 1
I3
(δπ3)
2
+ 1
m1
(δp1)
2 + 1
m2
(δp2)
2 + 1
m3
(δp3)
2
+ ϕ′′
(
1
2
(
π01
)2)(
π01
)2
(δπ1)
2.
If we can now choose ϕ such that:
ϕ′
(
1
2
(
π01
)2)= − 1
I1
and
ϕ′′
(
1
2
(
π01
)2)
> 0,
then the second variation of Hϕ at the equilibrium of interest is positive definite and so by the
energy-Casimir method e1 is nonlinear stable.
For instance, such a ϕ is given by:
ϕ(x) =
[
x − 1
2
(
π01
)2]2 − 1
I1
x. 
Remark 2.1. In each of the cases
(i) I3 > I2 > I1,
(ii) I2 > I3 > I1,
(iii) I2 > I1 > I3,
we do not know anything about the nonlinear stability or instability of the equilibrium (resp.
e1, e3), (resp. e1), (resp. e2, e3).
3. The existence of periodic solutions
It is clear that the reduction of our system (1.1) to the coadjoint orbit:
Op03
=
{
(π1,π2,π3,p1,p2,p3) ∈R6
∣∣∣∣ π1p1 + π2p2 + π3p3 = 0p2 + p2 + p2 = (p0)2
}1 2 3 3
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Then we have:
Proposition 3.1. Near to e6, p03 ∈R∗, the reduced system has for each sufficiently small value of
the reduced energy at least two periodic solutions.
Proof. For beginning let us observe that the vectors ∇C1(e6), ∇C2(e6) are linear independent
and so the matrix of the linear part of the reduced dynamics at the equilibrium of interest e6,
p03 ∈R∗, has the following characteristic equation:[
x2 +
(
1
m1
− 1
m3
)
1
I2
(
p03
)2][
x2 −
(
1
m3
− 1
m2
)
1
I1
(
p03
)2]= 0,
whose roots are purely imaginary.
On the other hand, it is not hard to see via the theory of Lagrange multipliers that e6, p03 ∈R∗
is a local minimum of H under the constraints:{
π1p1 + π2p2 + π3p3 = 0,
p21 + p22 + p23 = (p03)2
and then our assertion follows via the Moser–Weinstein theorem [6,10]. 
4. Numerical integration
We shall now discuss the numerical integration of the dynamics (1.1) via the Lie–Trotter
integrator.
Let us observe for beginning that the Hamiltonian vector field XH splits as follows:
XH = XH1 + XH2 + XH3 + XH4 + XH5 + XH6,
where
H1(π1,π2,π3,p1,p2,p3) = 12
π21
I1
, H2(π1,π2,π3,p1,p2,p3) = 12
π22
I2
,
H3(π1,π2,π3,p1,p2,p3) = 12
π23
I3
, H4(π1,π2,π3,p1,p2,p3) = 12
p21
m1
,
H5(π1,π2,π3,p1,p2,p3) = 12
p22
m2
, H6(π1,π2,π3,p1,p2,p3) = 12
p23
m3
.
The integral curves of XHi , i = 1,2, . . . ,6, are given by:
ci
(
t, π1(0),π2(0),π3(0),p1(0),p2(0),p3(0)
)
= Ai
[
π1(0),π2(0),π3(0),p1(0),p2(0),p3(0)
]t
, i = 1,2, . . . ,6,
where
A1 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 cosa1t sina1t 0 0 0
0 − sina1t cosa1t 0 0 0
0 0 0 1 0 0
0 0 0 0 cosa1t sina1t
⎤
⎥⎥⎥⎥⎥⎦ ,0 0 0 0 − sina1t cosa1t
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⎡
⎢⎢⎢⎢⎢⎣
cosa2t 0 − sina2t 0 0 0
0 1 0 0 0 0
sina2t 0 cosa2t 0 0 0
0 0 0 cosa2t 0 − sina2t
0 0 0 0 1 0
0 0 0 sina2t 0 cosa2t
⎤
⎥⎥⎥⎥⎥⎦ ,
A3 =
⎡
⎢⎢⎢⎢⎢⎣
cosa3t sina3t 0 0 0 0
− sina3t cosa3t 0 0 0 0
0 0 1 0 0 0
0 0 0 cosa3t sina3t 0
0 0 0 − sina3t cosa3t 0
0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎦ ,
A4 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 0 0 0 0
0 1 0 0 0 a4t
0 0 1 0 −a4t 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎦ , A5 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 0 0 0 −a5t
0 1 0 0 0 0
0 0 1 a5t 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎦ ,
A6 =
⎡
⎢⎢⎢⎢⎢⎣
1 0 0 0 a6t 0
0 1 0 −a6t 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎦ ,
a1 = π1(0)
I1
, a2 = π2(0)
I2
,
a3 = π3(0)
I3
, a4 = p1(0)
m1
,
a5 = p2(0)
m2
, a6 = p3(0)
m3
.
Now, following Trotter [9], see also Puta [7,8], the Lie–Trotter integrator can be written in the
following form:[
πn+11 ,π
n+1
2 ,π
n+1
3 ,p
n+1
1 ,p
n+1
2 ,p
n+1
3
]t = A1A2A3A4A5A6[πn1 ,πn2 ,πn3 ,pn1 ,pn2 ,pn3]t .
(4.1)
Some of its properties are sketched in the following proposition:
Proposition 4.1. The numerical integrator (4.1) has the following properties:
(i) It is a Poisson integrator.
(ii) Its restriction to the co adjoint orbits:{
π1p1 + π2p2 + π3p3 = constant,
p21 + p22 + p23 = constant
gives rise to a symplectic integrator.
612 P. Birtea et al. / Bull. Sci. math. 131 (2007) 601–612(iii) It does not preserve the Hamiltonian H of the Kirchhoff’s equations.
Proof. The items (i) and (ii) hold because the flows of the Hamiltonian vector fields XH1, . . . ,
XH6 are Poisson maps.
Item (iii) is essentially due to the fact that:
{Hi,Hj }− = 0
if i = j , i, j ∈ {1,2, . . . ,6}. 
Remark 4.1. If we make a comparison with the 4th-step Runge–Kutta integrator, we obtain
almost the same results. However, the Lie–Trotter integrator has the advantage that it can be
easier implemented.
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