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Zusammenfassung
Für das Verständnis von Molekül-Oberflächen-Interaktionen ist der Einfluss von elektro-
nisch nicht-adiabatischen Prozessen vielfältig diskutiert worden [1–5]. Experimente haben
gezeigt, dass die Bedeutung dieses Effekts stark von den beteiligten Komponenten ab-
hängig ist. So zeigen sich bei der Streuung von H2 keine elektronisch nicht-adiabatischen
Effekte [6]. Jedoch haben Messungen bei der Streuung von NO in hohen Vibrationszu-
ständen die dominante Beteiligung von elektronisch nicht-adiabatischen Prozessen für die
Dissipation der Vibrationsanregung gezeigt [7]. Die Messungen des Streuverhaltens von
HCl an Goldoberflächen ergab, dass nicht-adiabatische Prozesse nur unter bestimmten
Bedingungen, wie hoher Oberflächentemperatur, eine Rolle spielen [8, 9].
Die Beschreibung solcher elektronisch nicht-adiabatischen Prozesse mittels ab initio
Methoden ist numerisch aufwendig. Die Tatsache, dass für das Verständnis von makro-
skopischen Größen, wie zum Beispiel Haftkoeffizienten, die Berechnung weiter Teile des
Phasenraums erforderlich ist [2], macht die Entwicklung von Methoden zur einfachen Be-
schreibungen von elektronisch nicht-adiabatischen Effekten notwendig. Dazu wird jedoch
das Verständnis der Mechanismen des elektronisch nicht-adiabatischen Energietransfers
benötigt. Die Einschränkung auf verhältnismäßig einfache in der Geometrie eingeschränk-
te Systeme und die steigende Leistungsfähigkeit von Computern ermöglicht diese Prozesse
im Detail zu untersuchen [10].
In dieser Dissertation wird zeitabhängige Dichtefunktionaltheorie mit Ehrenfestdyna-
mik verwendet, um den Energietransfer eines vibrationsangeregtem Chlorwasserstoffmo-
leküls bei der Streuung an einer Aluminium-Oberfläche zu untersuchen. Die Berechnung
und Untersuchung des elektronischen Grundzustands mittels Dichtefunktionaltheorie zeigt
bereits die für den Energietransfer entscheidenden Eigenschaften des Moleküls und seiner
Interaktion mit der Oberfläche.
Die zeitabhängigen Rechnungen ergeben für das stark vibrationsangeregte Molekül
große elektronisch nicht-adiabatische Effekte. Bei größerem Oberflächen-Molekül-Abstand
kommt es zu einem stärkeren Energietransfer in das elektronische System. Es entsteht ein
Maximum des Effekts bei einem Oberflächen-Molekül-Abstand, der größer ist als der Phy-
sisorptionsabstand des Moleküls. Unterschreitet die Vibrationsanregung eine von der Ori-
entierung des Moleküls abhängige Grenze, so sind die nicht-adiabatischen Effekte nahezu
Null.
Die genaue Analyse der zeitabhängigen Daten zeigt den Mechanismus dieses Energie-
transfers bei hoher Vibrationsanregung. Dieser basiert auf der periodischen Besetzung
einer Resonanz des niedrigsten unbesetzten Molekülorbitals. Die energetische Position
der Resonanz, die durch dieses Orbital gebildet wird, variiert in Abhängigkeit von dem
Molekülbindungsabstand. Durch diese Variation ist sie in der Lage Anregung in energe-
tisch hohe Zustände zu transportieren. Die Stärke der elektronisch nicht-adiabatischen
Effekte ist dabei von der Lebensdauer und der energetischen Position dieser Resonanz
abhängig.
Durch ein stark vereinfachtes „Tight-Binding”-Modell dieses Systems ist es möglich, die-
sen Mechanismus qualitativ wie quantitativ zu beschreiben und zu untersuchen. Die Rech-
nungen mit diesem Modellsystem ergeben dabei, dass die Position des Energietransfer-
maximums von dem Verhältnis aus der Lebensdauer der Resonanz und der Schwingungs-
frequenz des Moleküls abhängig ist. Die Kopplung des Modellsystems an eine einfache
V
Molekulardynamik auf Basis der Grundzustandsrechnungen zeigt, dass das Modellsystem
zur numerisch einfachen Beschreibung der elektronisch nicht-adiabatischen Effekte, die
durch diesen Mechanismus entstehen, in der Lage ist.
VI
Abstract
In the course to understand molecular-surface interactions the effect of electronic non-
adiabatic processes has been discussed multifacetedly [1–5]. Experiments have shown that
the significance of that effect depends on the involved components. On one hand there
is for example the scattering H2 which shows no non-adiabatic effects [6]. On the other
hand scattering of vibrationally highly excited NO provides hard evidence that electronic
non-adiabatic effects are dominant in the dissipation of vibrational excitation [7]. And
as a third example measuring the system of HCl on gold show non-adiabatic effects only
under certain conditions, like high surface temperature [8, 9].
The description of electronic non-adiabatic processes by ab initio methods is numerical-
ly expensive. The fact that for the understanding of macroscopic values, e.g. the sticking
coefficient, the theoretical description of huge parts of the phase space is needed [2], ma-
kes the development of approximations of electronic non-adiabatic processes necessary. In
order to establish such approximations, the understanding of the electronic non-adiabatic
energy transfer mechanisms is needed. Due to the raising performance of computatio-
nal power and under the restriction of simple systems with constrained geometries, it is
possible to study those phenomenons with detailed calculations [10].
Time dependent density functional theory with Ehrenfest dynamics is used to calculate
the energy transfer of vibrationally excited hydrogen chloride during the scattering on an
aluminum surface. Using density functional theory to study the ground state of the two
systems and their interaction reveals already the key properties for the energy transfer.
Time dependent calculations show strong electronic non-adiabatic effects. Enlargement
of the molecular surface distance leads to stronger energy transfer into the electronic
system. A maximum of the electronic non-adiabatic effect is found at a certain molecule
surface distance larger than the position of the physisorption minimum. Depending on
the orientation of the molecule, there is a lower limit to the vibrational excitation, under
which the electronic non-adiabatic effects become negligible.
Detailed study of the time dependent data shows the mechanism of the energy transfer
for the vibrationally highly excited molecule. This mechanism is based on the time depend
occupation of the lowest unoccupied molecular orbital. The resonance of that orbital shifts
its energy with the binding distance of the molecule. Due to that shift, electronic excitation
is transported to high energy states. The amount of energy this electronic non-adiabatic
effect can transfer to the electronic system depends on the lifetime and the energy position
of that resonance.
A reduced „tight binding” model is capable of describing that mechanism, with qualitati-
ve and quantitative accuracy. These calculations reveal that the position of the maximum
in front of the surface is defined by the ratio of lifetime of the resonance to the vibrational
frequency of the molecule. The coupling of the model system to a simplified molecular dy-
namic calculation proves the possibility to describe these electronic non-adiabatic effects
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Die Tabelle beschränkt sich auf die in dieser Arbeit verwendeten Symbole die eine eindeutige Bedeutung
haben. Es werden nur die im Text verwendeten Symbole aufgelistet.
Abkürzungen
„fcc-Hollow“ Adsorptionsposition einer (111)-Oberfläche eines kubisch flächenzentrierten Kris-
tallgitters oberhalb der Atompositionen der Atome der dritten Lage unterhalb
der Oberfläche
HOMO Höchstes besetzten Molekül Orbital
ZRB Zyklische Randbedingungen
„DOWN“ Orientierung des HCl Moleküls so, dass das H-Atom näher an der Oberfläche ist





IESH Idependent Electron Surface Hopping
LDA Lokale-Dichte-Näherung




Symbole zur Beschreibung der Formeln der Literatur
fdmp Dämpfungsfunktion nach Grimme
Vσ Kohn-Sham-Potential nach Trail et al.
χ Dichte-Dichte Antwort Kern nach Trail et al.
∆() Halbwertsbreite der PDOS des Adsorbats nach Holloway und Norskov
η Reibungskoeffizient nach Trail et al.
γ(~R) Überlapp der Elemente der nächsten Nachbarn nach Ashcroft und Mermin
cˆaσ Erzeugungsoperator nach Mizielinski
cˆ†aσ Vernichtungsoperator nach Mizielinski
nˆ Besetzungszahloperator nach Mizielinski
Λ(τ ; z) Gedächtnisfunktion nach Trail et al.
Edisp Dispersionsterm der Van-der-Waals-Wechelwirkung nach Grimme
Ei Kinetische Energie des Strahls vor der Streung bei den Experimenten von Wodtke
et al.
ETMAX Maximal gemessene Exoelektronenenergie in den Streuexperimenten von Wodtke
et al.
Enon−ad Nicht-adiabatische Energie nach Trail et al.
Fr Reibungskraft nach Trail et al.
Imax Anlaufstrom bei den Experimenten von Nienhaus et al.
na() Projizierte Zustandsdichte nach Holloway und Norskov
Pex Anregungsspektrum nach Timmer et al..
pij Transferamplitude nach Timmer et al.
U Coulombabstoßungsenergie nach Mizielinski
v Schwingungszustand des Moleküls in den Streuexperimenten von Wodtke et al.
Vak Transferelement zwischen Adsorbat und Metall nach Mizielinski
Cij6 Parameter der Funktion zur Berechnung der Van-der-Waals-Wechselwirkung nach
Grimme




Rr Parameter der Funktion zur Berechnung der Van-der-Waals-Wechselwirkung nach
Grimme
s6 Parameter der Funktion zur Berechnung der Van-der-Waals-Wechselwirkung nach
Grimme














|e| Betrag der Elektronenladung - Ladung
bohr Bohr - Länge
cm−1 Wellenzahl
D Debye - Elektrisches Dipolmoment
eV Elektronenvolt - Energie
fs Femtosekunde - Zeiteinheit
J Joule - Energie
mol Mol - Stoffmenge
nm Nanometer - Länge
Ry Rydberg - Energie
Å Ångström - Länge
Symbole
α1, α2, α3 Basisvektoren der dreidimensionalen Schicht des Modellsystems
n¯nad(z,τ) Über die xy-Ebene integrierte nicht-adiabatische Ladungsdichte
∆a Halbwertsbreite der PDOS des Adsorbatszustands im Modellsystem
∆LUMO Breite der LUMO-PDOS
∆max Maximaler Abstand zwischen zwei Eigenwerten im Modellsystem
∆τRes Lebensdauer der Anregung der Resonanz
(~k) Dispersionsrelation
i Eigenwert des i-ten Zustands
a(τ) Atomarer Eigenzustand des Adsorbats innerhalb des Modellsystems
Grenz Grenzenergie unterhalb der die Modellzustände zum Anfangszeitpunkt besetzt
sind
LUMO Eigenenergie des LUMO
max,LUMO Maximum der LUMO-PDOS
Hˆ Hamiltonoperator
HˆM Hamiltonoperator des Substrats innerhalb des Modellsystems
ˆSaM (τ) Kopplungsmatrix des Adsorbats mit dem Substrat innerhalb des Modells
Tˆel Operator der kinetischen Energie der Elektronen
Tˆkern Operator der kinetischen Energie der Kerne
Uˆ (τ,τi) Zeitentwicklungsoperator
Vˆel−el Wechselwirkungsoperator zwischen Elektronen
Vˆel−kern Wechselwirkungsoperator zwischen Elektronen und Kernen
Vˆkern−kern Wechselwirkungsoperator zwischen Kernen
R Tupel der ionischen Positionsvektoren
fi Besetzung des i-ten Zustands im Grundzustand des Modellsystems
V(t′,t,ω) Skalierungsparameter: Verhältnis von Halbwertsbreite der Adsorbatresonanz zu
Schwingungsfrequenz im Modellsystem
fi Besetzungszahl des i-ten KS-Zustands
φi, ψi Einteilchen Wellenfunktionen
XII
Abkürzungs-und Symboltabelle
φi(~r,R(τ)) Kohn-Sham Grundzustand bei den Kern-Koordinaten R(τ))
Ψ Vielteilchenwellenfunktion
ρm,g Projizierte Zustandsdichte mit einer Gaußfunktion gefaltet
σabr(τ) Verhältnis zwischen nicht-adiabatischer Energie ohne Ehrenfest-Fehler mit Kor-
rekturterm und nicht-adiabatischer Energie
σoE(τ) Verhältnis zwischen nicht-adiabatischer Energie ohne Ehrenfest-Fehler und nicht-
adiabatischer Energie
τ0 Startzeitpunkt der Messung der transferierten Energie
τ1 Endzeitpunkt der Messung der transferierten Energie
τinit Anfangszeitpunkt der Simulation
ϕi(~r,τ) Zeitabhängiger Kohn-Sham-Zustand
ϕi Einteilchenzustand des zeitabhängigen Modellsystems
A[n] Wirkungsintegral
C3V Symmetriegruppe der Superzelle (dreizählige Drehachse mit vertikalem Spiegel)
dm Entfernung des nächsten Molekülatoms zur Oberfläche
ds Schwerpunktsabstand
Da() Lokale Zustandsdichte pro Atom
dH−Cl Bindungsabstand des HCl-Moleküls
EA Austrittsarbeit des Metalls
EBO(R(τ)) Energie des Grundzustands bei den Kern-Koordinaten R(τ)
Ecut Abschneideenergie der Ebene-Wellen-Basis
Ediss,T (τ) Während einer Schwingung dissipierte Energie im Modellsystem
Ed Dissipierte Energie pro Schwingung im Modellsystem
EEA Elektronenaffinität des Moleküls
Eele(τ) Elektronenanteil der nicht-adiabatischen Energie
EE(τ) Elektronenanteil der nicht-adiabatischen Energie im Modellsystem
EGes(τ) Gesamtenergie innerhalb der TDDFT-Rechnungen
Ehole(τ) Lochanteil der nicht-adiabatischen Energie
EH(τ) Lochanteil der nicht-adiabatischen Energie im Modellsystem
Ekin,Al Summe der kinetischen Energie aller Aluminiumatome
Ekin,Kern(τ) Kinetische Energie sämtlicher Kerne innerhalb der Simulation
Ekin,sp,init Kinetische Energie des Schwerpunkts zum Anfang der zeitabhängigen Simulation
Ekin,sp Kinetische Energie des Schwerpunkts des Moleküls
Ekin,sw Kinetische Energie der Molekülatome innerhalb des Schwerpunktssystem des Mo-
leküls
Enad,abr(τ) Nicht-adiabatische Energie ohne Ehrenfest-Fehler mit Korrekturterm
Enad,fBO(τ) Nicht-adiabatische Energie mit Hilfe der Näherungsfunktion fPES berechnet
Enad,oE(τ) Nicht-adiabatische Energie ohne Ehrenfestfehler
Enad(τ) Nicht-adiabatische Energie des elektronischen Systems
ESchritt(∆τ) Verhältnis aus dissipierter Energie pro Schwingung berechnet bei Schrittweite ∆τ
und der bei einer Schrittweite von ∆τ = 0,025 fs
Esw Energie der Schwingung bei Frequenz ω
ETD(τ) Energie des zeitabhängigen elektronischen Systems
Etrans Transferierte Energie innerhalb der TDDFT-Simulationen
Evak Vakuumenergie der Superzelle
Evib,init Vibrationsenergie des HCl-Moleküls zum Anfang der zeitabhängigen Simulation
Evib Vibrationsenergie des HCl-Moleküls
EXC [n] Austausch-Korrelations-Energie
EGGAXC Austausch-Korrelations-Energie des GGA-Funktionals
FHK Hohenberg-Kohn-Funktional
fj Besetzung des i-ten zeitabhängigen Zustands im Modellsystem
fLUMO,W (dH−Cl,dm) Ausgleichsfunktion der LUMO-Breiten
fPES(dH−Cl,ds) Ausgleichsfunktion der potentiellen Energiefläche
fq(ds,dH−Cl) Ausgleichsfunktion der Ladung auf dem HCl-Molekül
FRI Kraft auf das I-te Ion
me Elektronenmasse





NV Ladung innerhalb des Volumens V
Na() Anzahl der Zustände pro Atom
NBO(R(τ)) Ladung auf dem HCl-Molekül im elektronischen Grundzustand bei den Kern-
Koordinaten R
nBO (~r,R(τ)) Ladungsdichte des Grundzustands bei den Kern-Koordinaten R(τ)
NE Anzahl der Elektronen innerhalb des Modellsystems
Nhole Anzahl der angeregten Löcher bei TDDFT-Rechnungen
Nnad,HCl(τ) Nicht-adiabatische Ladung auf dem HCl-Molekül
nnad(~r,τ) Nicht-adiabatische Ladungsdichte
NTD(τ) Ladung auf dem HCl-Molekül im zeitabhängigen Zustand
nTD (~r,τ) Ladungsdichte des zeitabhängigen Systems
Nxy(z) Über die xy-Ebene gemittelte Ladungsdichte
p(τ,) Projektion der zeitabhängigen Zustände auf die Zustände des Grundzustands
pHCl Dipolmoment des HCl-Moleküls
qa,tan Ladung auf dem Adsorbat im Modellsystem nach analytischer Formel
qa Ladung auf dem Adsorbat im Modellsystem
qnad(τ) Nicht-adiabatischer Ladungstransfer auf das Adsorbat
qTD(τ) Zeitabhängige Ladung auf dem Adsorbat im Modellsystem
RI Vektor der Position des I-ten Ions
Rdiss,160(t,nz,τ) Relation zwischen der während der Schwingung dissipierten Energie zum Zeit-
punkt τ bei nz und der bei nz = 160
S(τ,) Nicht-adiabatisches Anregungsspektrum
t Kopplung zwischen den nächsten Nachbarn des Metalls im Modellsystem
t′(τ) Kopplung des Adsorbats an das Substrat innerhalb des Modellsystems
U(,τ) Spektrale nicht-adiabatische Energiedichte





Vnad(τ) Verhältnis zwischen der nicht-adiabatischen Energie zum Zeitpunkt τ und der
nicht-adiabatischen Energie zum Zeitpunkt τ1
VXC Austausch-Korrelations-Potential




Die Born-Oppenheimer-Näherung (BO-Näherung), welche Born und Oppenheimer im
Jahre 1927 [11] aufstellten, ist bis heute die Grundlage vieler theoretischer Beschreibungen
[12, 13]. Die BO-Näherung beruht auf dem Masse-Unterschied zwischen Elektronen und
Atomkernen. Damit wird die getrennte Beschreibung von elektronischem und atomarem
System möglich.
Innerhalb dieser Näherung verbleibt das elektronische System bei Bewegung der Kerne
im Grundzustand, da sich die leichten Elektronen wesentlich schneller auf die Bewegung
der Kerne einstellen können. Die BO-Näherung, auch elektronisch adiabatische Näherung
genannt, erlaubt zusammen mit moderneren Theorien zur elektronischen Struktur die
Beschreibung von vielen Effekten in der Oberflächenphysik [13].
Es gibt allerdings eine ganze Reihe von Phänomenen, die auf Basis der These des
Grundzustands des elektronischen Systems nicht erklärbar sind. Als Beispiel sei hier der
Effekt der Chemo- oder spezieller der Biolumineszenz genannt, deren bekanntester Ver-
treter wohl das Glühwürmchen darstellt, das ohne Anregung des elektronischen Systems
zu dem namensgebenden Leuchteffekt nicht fähig wäre.
Im Sinne des Verbleibs im Grundzustands stellt Elektronenemission ebenfalls eine Ver-
letzung dieser These dar, da es sich dabei um eine Anregung des elektronischen Systems
handelt. Elektronische Anregungen, die durch die Bewegung der Atome ausgelöst wer-
den, sind innerhalb der BO-Näherung ausgeschlossen. Die Frage, ob dieser Verzicht auf
die Beschreibung dieses Teils der Korrelation zwischen atomarer Dynamik und elektroni-
scher Dynamik, Einfluss auf makroskopische Effekte hat, muss in jedem Fall neu bewertet
werden.
Im Bereich der Dynamik an Oberflächen ist die Frage nach der Gültigkeit der BO-
Näherung ein kontrovers diskutiertes Forschungsgebiet [2–4, 14–16]. Dabei ist die Ant-
wort auf diese Frage ebenfalls von dem untersuchten System abhängig. So kann zum
Beispiel die Wahl des Materials der Oberfläche dafür sorgen, dass elektronisch nicht-
adiabatische Effekte auftreten oder nicht [1, 14, 17–19]. Während es unstrittig ist, dass
im Fall von Metallen elektronisch nicht-adiabatische Effekte bei einer Bewegung von Teil-
chen an der Oberfläche immer auftreten, ist ihr Einfluss auf makroskopische Eigenschaften
von Molekül-Oberflächen-Reaktionen wie zum Beispiel Haftparametern umstritten. Ge-
rade das Verständnis dieser Größen wäre aber für Anwendungsgebiete von Bedeutung,
wie zum Beispiel dem Verständnis von katalytischen Fähigkeiten von Oberflächen [20].
Es zeigt sich, dass für makroskopische Größen neben der Stärke des elektronisch nicht-
adiabatischen Effekts auch der Ort innerhalb einer Trajektorie von Bedeutung ist, an dem
elektronisch nicht-adiabatische Effekte auftreten, da trotz der Existenz von elektronisch
nicht-adiabatischen Effekten andere Energietransferkanäle die dominierende Rolle spielen
können.
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Diese zusätzlichen Energietransferoptionen, die bei derartigen Reaktionen auftreten
können, sind die Herausforderung bei der Untersuchung dieser Vorgänge. Wie Abbildung
1.0.1 schematisch darstellt, sind die möglichen Energietransferkanäle an einer Oberfläche
vielfältig. Anregungen, die innerhalb des atomare Systems stattfinden, sind bereits auf
Basis der BO-Näherung beschreibbar. So sind die direkte Anregung von Phononen im
Festkörper [21] und die Identifizierung einiger relevanten Barrieren für chemische Reak-
tionen bereits durch die Annahme des elektronischen Grundzustands in guter Näherung
berechenbar. Auch die Entstehung von sogenannten „heißen”-Atomen ist innerhalb dieser
Näherung untersucht worden [22]. Diese Produkte der Oberflächenreaktion sind an die
Oberfläche gebunden, tragen aber eine kinetische Energie, die oberhalb der thermischen
Energie liegt. Sie können somit auch Energie aus dem Prozess abführen, bleiben aber
anders als in der Gasphase an die Oberfläche gebunden.
Die Emission von elektromagnetischer Strahlung ist genauso wie die Anregung von
Elektronen innerhalb der BO-Näherung ausgeschlossen. Die Anregung des elektronischen
Systems kann dabei in zwei Richtungen erfolgen, zum einen in Form von Exoelektronen
die an die Gasphase abgegeben werden, zum anderen in Elektronen-Loch-Paare (EHP:
(E)lectron-(H)ole-(P)air) die sich innerhalb des Metalls aufhalten. Diese entstehen durch
Anregungen des elektronischen Systems des Metalls über der Fermienergie des Systems,
wodurch im Energiebereich unterhalb der Fermienergie ein sogenanntes Loch entsteht.
Die Energie von Elektron und Loch werden über Streuprozesse letztendlich thermalisiert.
Im Prinzip handelt es sich bei diesem Energietransferkanal um die Freisetzung eines Exo-
elektrons, welcher aus der Gasphase bekannt ist, nur mit dem Unterschied, dass dieses
Elektron im Festkörper verbleibt. Aus diesem Grund spricht man auch von „internen”
Exoelektronen. Im Rahmen dieser Arbeit wird die Möglichkeit von exitonischen Effekten
dieser Paare nicht diskutiert, weshalb im Weiteren mit einem EHP immer ein „internes”
Exoelektron gemeint ist. Die Bildung von EHPs ist auch bei geringen Energietransfers
innerhalb der Oberflächeninteraktion möglich, da sie anders als die Exoelektronen in die
Gasphase kein Bindungspotential überwinden müssen.
Vernachlässigt man die leicht festzustellende, aber doch verhältnismäßig selten auftre-
tende Emission von Strahlung, bleibt für den elektronisch nicht-adiabatischen Energie-
transferkanal nur die Emission von Exoelektronen und die EHPs. Erstere sind experimen-
tell relativ einfach zu messen (siehe Kapitel 1.2.1). Dadurch, dass sie allerdings nur bei
Reaktionen auftreten, bei denen relativ hohe Energien frei werden, ist dieser Nachweis bis-
lang nur auf wenige Systeme beschränkt. Der Nachweis von „internen” Exoelektronen ist
experimentell wesentlich schwieriger, was daran liegt, dass ihre Reichweite innerhalb des
Festkörpers begrenzt ist. Der Nachweis von Elektronen-Loch-Paaren ist allerdings trotz-
dem möglich, wie Experimente von Nienhaus et al. zeigen, die in Kapitel 1.1 beschrieben
sind. Auf indirektem Wege lassen sich elektronisch nicht-adiabatischen Effekte ebenfalls
durch Messungen nachweisen. In Kapitel 1.2.2 wird dazu ein Beispiel vorgestellt, dass
auch die Motivation für die Durchführung dieser Arbeit darstellt.
Für theoretische Beschreibungen stellen elektronisch nicht-adiabatische Effekte eine
Herausforderung dar, im Besonderen, wenn es sich um ausgedehnte Systeme handelt
(siehe Kapitel 2). Während statische Rechnungen an Festkörperoberflächen zum Stan-
dardrepertoire der theoretischen Betrachtungen gehören, ist die Berechnung der Dynamik
an Oberflächen im Grenzbereich des numerisch machbaren.
Ein wesentlicher Grund für den numerischen Aufwand der Rechnungen liegt in den
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Abbildung 1.0.1.: Mögliche Energietransfer-Phänomene bei Oberflächenreaktionen von
Gaspartikeln an einer Metalloberfläche. Die Energie kann also zum
einen in die Gasphase in Form von Exoelektronen oder Photonen
oder den reflektierten Partikeln verbleiben. An der Oberfläche kann
die Energie in chemischen Reaktionen oder in Form von „heißen”-
Atomen stecken. In das Metall tragen Phononen oder Elektronen-
Loch-Paare die Energie.
unterschiedlichen Zeitskalen, in denen sich Elektronen und Atome bewegen. Während
Elektronenbewegung im Bereich der Attosekunden ablaufen, finden die atomaren Bewe-
gungen auf der Zeitskala von Femto bis Picosekunden statt. Für die Beschreibung von
elektronisch nicht-adiabatischen Anregungen müssen entweder beide Systeme auf der At-
tosekundenskala betrachtet werden oder elektronisch nicht-adiabatischen Effekte wirken
mittels Näherungen auf die atomare Dynamik.
Zur Berechnung dieser Effekte an ausgedehnten Systemen haben sich eine Reihe von
Verfahren etabliert. In Kapitel 2 wird eine Auswahl dieser Methoden vorgestellt, welche
Rechnungen ab initio durchführen können. Ab initio steht dabei für Rechnungen basie-
rend auf der Theorie der Quantenmechanik und ohne die Anpassung von Parametern an
experimentelle Ergebnisse.
Für diese Arbeit wurde die Methode der zeitabhängigen Dichtefunktionaltheorie ge-
wählt (siehe Kapitel 3), welche bereits innerhalb der Arbeitsgruppe erfolgreich angewen-
det wurde. So hat M. Lindenblatt et al. [10, 23, 24] mit diesem Verfahren die elektronisch
nicht-adiabatischen Effekte bei der Chemisorption von atomarem Wasserstoff auf einer
Aluminiumoberfläche untersucht (siehe Kapitel 2.2.1).
Dieses Verfahren wird für diese Arbeit auf das System HCl auf Al(111) angewandt. Der
experimentell beobachtete Effekt, das Chlorwasserstoff nur bei größeren Energien nicht-
adiabatische Effekte zeigt [9], wird auch im Rahmen dieser Rechnungen beschrieben. Dazu
wird der Mechanismus der elektronisch nicht-adiabatischen Kopplung identifiziert. Der
Mechanismus des nicht-adiabatischen Energietransfers lässt sich im Weiteren durch ein
einfaches Modellsystem abbilden, welches bei exakter Anpassung der Parameter an die
ab initio Daten, die Ergebnisse der zeitabhängigen Simulationen quantitativ wiedergeben
kann.
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1.1. Messung des Chemostroms
Nienhaus et al. war es 1999 [25] zum ersten Mal möglich „interne” Exoelektronen, al-
so Elektronen-Loch-Paare, die durch Reaktionen an einer Oberfläche entstehen, direkt
nachzuweisen und in einer Vielzahl von Systemen zu messen [26–28].
Möglich wurden diese Messungen durch die Herstellung von sogenannten Chemostrom-
sensoren. Diese bestehen aus Metall-Halbleiter Kontakten, bei denen das Metall nur we-
nige Nanometer dick ist. Diese Dicke erreichten die Experimentatoren durch Aufdampfen
des jeweiligen Metalls auf den Halbleiter. Wie jeder Halbleiter-Metall Kontakt formt die-
ser eine sogenannte Schottky-Barriere aus. Diese Barriere ist, je nachdem ob ein p- oder n-
dotierter Halbleiter benutzt wird, sensitiv für den Loch- oder Elektronen Anteil der durch
Reaktionen von Partikeln an der Oberfläche freigesetzten Elektronen-Loch-Paare. Die Sen-
sitivität des Sensors ist dabei abhängig von der Dicke der Metallschicht, da die Reichweite
der „internen” Exoelektronen im Metall begrenzt ist. Elektronen-Loch-Paare, die durch die
Metallschicht in den Halbleiter gelangen, erzeugen dann auf Grund des Potentialverlaufs
einen messbaren Strom, welcher ohne eine angelegte Spannung fließt. Auf der selben Idee
basierend ist der von Diesing et al. [29] entwickelte Metall-Isolator-Metall-Sensor, welcher
die Schottky-Barriere durch eine einstellbare Energie-Barriere zwischen zwei durch einen
Isolator getrennte Metallschichten ersetzt. Der schematische Aufbau dieser Sensoren ist
in Abbildung 1.1 dargestellt.
Die Versuche zur Chemostrom-Messung laufen dabei nach folgendem Muster ab. Der
Sensor wird unter Ultrahochvakuum-Bedingungen einem bestimmten Gas ausgesetzt. Die
Messung des Stroms am Sensor erfolgt über die gesamte Zeit der Adsorption des Gases.
Die Form des Abfalls des Chemostroms lässt somit Rückschlüsse auf die Oberflächenbe-
deckung der Gasatome zu [31, 32]. Für die Theorie des nicht-adiabatischen Energietrans-
fers ist in diesen Messungen der Anlaufstrom beim Öffnen der Gaszufuhr von Interesse,
Abbildung 1.1.1.: Darstellung der Funktionsweise von Chemostromsensoren anhand
von Energiebandschemata. Dargestellt ist (a) für die Messung des
elektronischen Anteils von EHPs mit Hilfe eines n-dotierten Halblei-
ters, (b) für die Messung des Loch Anteils von EHPs mit Hilfe ei-
nes p-dotierten Halbleiters sowie (c) die Wirkungsweise eines Metall-
Isolator-Metall-Sensors, welcher durch Einstellung einer Spannung
U sowohl Loch wie Elektronenanteil von EHPs messen kann. (Selbst
erstellte Zeichnung nach [30])
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Abbildung 1.1.2.: Messergebnis des Chemostromsensors in Abhängigkeit von der Zeit,
die der Sensor Wasserstoff ausgesetzt ist. (Entnommen aus [30]
©Elsevier)
da diese Größe eine Aussage bezüglich der Stärke des nicht-adiabatischen Effekts zulässt.
Konkret seien hier die Messungen von Nienhaus aus dem Jahr 2002 [30] vorgestellt,
die Motivation und Ausgangspunkt zahlreicher theoretischer Betrachtungen sind. Diese
sind zum Beispiel die in Kapitel 2.2.3 und 2.2.4 vorgestellten Ergebnisse, sowie die mit
dem selben Verfahren wie diese Arbeit durchgeführten Rechnungen von Lindenblatt et
al. [10, 23, 24](siehe Kapitel 2.2.1). Diese Messungen, deren Ergebnis in Abbildung 1.1.2
gezeigt ist, basieren auf einem Ag/n-Si(111) Sensor. Dieser Ag/n-Si(111)-Sensor wird mit
unterschiedlich dicken Silberschichten erzeugt. Anschließend wird dieser Sensor Wasser-
stoff ausgesetzt und der Strom am Sensor gemessen. Der Anlaufstrom Imax ist dabei
entscheidend von der Dicke der Silberschicht und der Art ihrer Präparation abhängig. In
weiteren Messungen konnten Krix et al. [33] zeigen, dass dieser Strom einem Isotopenef-
fekt unterliegt, in dem sie den Wasserstoff durch Deuterium ersetzten. Es zeigt sich, dass
der Anlaufstrom im Fall von Wasserstoff dem 3,7-fachen des Stroms im Fall von Deuteri-
um entspricht. Dieses Ergebnis konnte mit Hilfe von ab initio Rechnungen nachvollzogen
werden (siehe Kapitel 2.2.1).
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1.2. Die Streuung von Molekülen an Oberflächen
Im Gegensatz zu den zuvor vorgestellten Experimenten, bietet die Messung der Streuung
von Molekülstrahlen an Oberflächen meistens keinen direkten Einblick in elektronisch
nicht-adiabatische Prozesse an der Oberfläche. Die exakte Präparation von Molekülstrah-
len im Ultrahochvakuum ermöglicht zusammen mit der Messung der ausfallenden Produk-
te der Streuung allerdings eine Aussage über den Energietransfer auf die Oberfläche. Wäh-
rend Messungen bei Oberflächen mit reduzierter Austrittsarbeit, wie zum Beispiel eine mit
Caesium bedeckte Goldoberfläche, einen direkten Beleg von nicht-adiabatischen Effekten
in Form von Exoelektronen zulassen, liefern die Messungen bei unterschiedlicher Präpa-
ration des Systems, wie zum Beispiel unterschiedliche Anregung des Molekülstrahls oder
unterschiedliches Material der Oberfläche, nur Hinweise auf mögliche nicht-adiabatische
Prozesse.
Die Details des Aufbau dieser Experimente werden zum Beispiel in den Veröffentlichun-
gen von Ran et al. [34] ausführlich beschrieben.
Ähnliche Messungen führen mehrere Gruppen weltweit durch [35, 36]. Im Folgenden
sind dazu die Messungen bei der Streuung auf Gold der Gruppe um Alec Wodtke [5, 7,
14, 17, 18, 37–41] zusammengefasst. Das ist zum einen die Messung von Exoelektronen bei
der Streuung von Stickstoffmonooxid auf Gold (siehe 1.2.1), zum anderen die Streuung
von Chlorwasserstoff auf Gold (siehe 1.2.2), deren inhaltliche theoretische Beschreibung
die Motivation dieser Arbeit darstellt.
Theoretische Modelle sind wichtig für die Auswertung der Ergebnisse und das Bewer-
ten in wie weit elektronisch nicht-adiabatische Prozesse eine Rolle spielen in den Fällen,
in denen keine Exoelektronen gemessen werden konnten. Insbesondere deshalb, da zu
der wünschenswerten Kombination der Streuexperimente mit den Chemostromsensoren
bislang keine experimentellen Veröffentlichungen bekannt sind.
1.2.1. NO auf Au(111)
Messungen der Streuung von NO-Molekülen an unterschiedlichen Metalloberflächen ha-
ben nicht-adiabatische Effekte beim Energietransfer von und auf die Oberfläche offenbart
[18, 39, 43–45]. Im Speziellen sollen hier die Streuung von vibrational hoch angeregtem
NO an einer Goldoberfläche vorgestellt werden [19, 46–48]. Die Experimentatoren haben
dabei den Molekülstrahl so präpariert, dass die NO-Moleküle im Schwingungszustand
v = 15 auf die Oberfläche treffen [44]. Die Messung des ausfallenden Strahls ergibt, dass
ein sehr effektiver Energietransfermechanismus im Fall von Metalloberflächen für eine
Abregung der Molekülschwingung sorgt. Die Analyse der Streudaten zeigt, dass dieser
Energietransfer auf die Oberfläche erfolgt sein muss, da im ausfallenden Strahl keine An-
regung in Form von Rotations- oder Translationsenergie festzustellen ist. In Abbildung
1.2.1 ist die Verteilung der Schwingungszustände des Moleküls nach der Streuung an
der Goldoberfläche und einer LiF-Oberfläche dargestellt. Der klare Unterschied zwischen
Metall- und Isolatoroberfläche ist für die Experimentatoren ein klarer Hinweis auf einen
elektronisch nicht-adiabatischen Energietransfermechanismus.
Durch den Einsatz einer Cs-bedeckten Goldoberfläche, welche eine reduzierte Austritts-
arbeit aufweist, können bei der Streuung von vibrational hoch angeregtem NO-Molekülen
auch Exoelektronen gemessen werden. Das Ergebnis der Exoelektronen-Messung wird in
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Abbildung 1.2.1.: Verteilung der Schwingungszustände im ausfallenden NO-
Molekülstrahl nach der Streuung an einer (A) Gold(111)-Oberfläche
bei Eingangsparametern des Strahls von v = 15 und Ei = 0,05 eV ,
(B) an einer LiF-Oberfläche bei Eingangsparametern des Strahls
von v = 12 und Ei = 0,4 eV . (Entnommen aus [42] ©Royal Society
of Chemistry)
Abbildung 1.2.2 gezeigt. Diese Messung entstand bei der Streuung eines NO-Molekül-
strahls mit dem Schwingungszustand v = 16. In ihrer Veröffentlichung stellen LaRue
et al. [19] dar, dass die maximal gemessene Exoelektronenenergie (ETMAX) etwa (Faktor
0,95 ± 0,03) der Schwingungsanregung des Molekül (E(v = 16)) entspricht. Die wahr-
scheinlichste Exoelektronenanregung stimmt mit einem Verhältnis zur Schwingungsanre-
gung von 0,64, mit den Messungen für die Abregung der Schwingung aus der Abbildung
1.2.1 überein. Es zeigt sich, dass die Wahrscheinlichkeit der Emission von Exoelektronen
auf über 10% steigen kann (siehe Abbildung 1.2.2).
Auf Grund dieses klar elektronisch nicht-adiabatischen Vorgangs haben die Experimen-
tatoren den sogenannten „Vibrational Autodetachment”-Mechanismus vorgeschlagen [48],
der sich folgendermaßen darstellt: Bei der Annäherung des vibrationsangeregtem Mole-
küls an die Oberfläche kommt es beim äußeren Umkehrpunkt der Molekülschwingung zu
einem Elektronentransfer auf das Molekül. Wird dieses Elektron im Bereich des inneren
Umkehrpunkts der Vibrationsschwingung wieder an das Substrat abgegeben, findet auf
Grund der unterschiedlichen Bindungspotentiale von Molekül und Molekülion ein Ener-
gietransfer statt. Die dabei transferierte Energie kann dafür sorgen, dass das Elektron
als Exoelektron frei wird. Die Rechnungen der Experimentatoren legen nahe, dass die-
ser Mechanismus im Bereich von 10Å vor der Oberfläche stattfinden wird. Das System
NO/Au(111) wurde bereits durch Shenvi et al. [49, 50] mit ab initio Methoden untersucht,
wobei für die verwendete Methode auf Kapitel 2.1 verwiesen sei. Die in den Veröffentli-
chungen von Shenvi et al. [49, 50] vorgestellten Ergebnissen legen allerdings einen Mecha-
nismus nahe, der oberflächennah stattfindet. Weitere Untersuchungen zu diesem Thema
wurden von Krüger et al. [51] durchgeführt.
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Abbildung 1.2.2.: Links: Wahrscheinlichkeit von Exoelektronen bei der Streuung
von schwingungsangeregtem NO an einer Cs-bedeckten Gold(111)-
Oberfläche in Abhängigkeit von ihrer kinetischen Energie oberhalb
der Austrittsarbeit der Oberfläche, welche die Messgröße des Expe-
riments ist. Die obere Skala der x-Achse stellt die aus der kineti-
schen Energie der Exoelektronen folgenden Anregungsenergie (Elec-
tron Excitation Energy) der Elektronen dar. (Entnommen aus [19]
©Royal Society of Chemistry). Rechts: Wahrscheinlichkeit der Exo-
elektronenmessung in Abhängigkeit der Vibrationsanregung des NO-
Moleküls. Der graue Balken stellt die Austrittsarbeit der Oberfläche
dar. (Entnommen aus [7] ©Elsevier)
1.2.2. HCl auf Au(111)
Der Energietransfer von stark schwingungsangeregtem HCl an einer Metalloberfläche ist
Fokus dieser Arbeit. Zur Streuung von vibrational hoch angeregtem HCl liegen nach Wis-
sen des Autors keine experimentellen Ergebnisse vor. Allerdings liegen für die Streuung
des Moleküls in niedrigen Schwingungszuständen experimentelle Messungen vor. Deshalb
sollen im Folgenden die Arbeiten von Wodtke et al. [8, 9] vorgestellt werden. Der ex-
perimentelle Aufbau ist ähnlich zu den Streuexperimenten mit NO aus dem vorherigen
Abschnitt. Bei der Streuung von HCl an einer Au(111)-Oberfläche wurde die vibratio-
nale Anregung (v = 0 → 1) des Moleküls während der Streuung bei unterschiedlicher
Oberflächentemperatur untersucht. Ran et al. [8] vermuten in der unterschiedlichen Tem-
peraturabhängigkeit der Anregungswahrscheinlichkeit (v = 0 → 1) einen Übergang von
elektronisch adiabatischem Energietransfer bei kleinen Temperaturen zu einem elektro-
nisch nicht-adiabatischen Effekt bei großen Temperaturen. Sie beobachten im Weiteren,
dass der Effekt im Fall von HCl um zwei bis drei Größenordnungen kleiner ist, als die
Messungen für NO auf Au(111) ergeben haben(siehe Abbildung 1.2.3).1
Des Weiteren wurde die Abregung der Vibration (v = 2) bei der Streuung an einer
Au(111)-Oberfläche gemessen [9]. Den Unterschied zu Messungen bei der Streuung von
1Für eine nach der Abgabe dieser Dissertation veröffentlichten Korrektur dieser experimentellen Ergeb-
nisse siehe: J. Chem. Phys. 145, 054709 (2016).
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Abbildung 1.2.3.: Abhängigkeit der Anregungswahrscheinlichkeit des v = 1 Vibrations-
zustands des Moleküls nach der Streuung von der inversen Tempera-
tur der Oberfläche bei unterschiedlichen kinetischen Energien Ei des
Eingangsstrahls. (Entnommen aus [8] ©American Physical Society)
HCl an Isolatoroberflächen wie Magnesiumoxid, an denen keine Abregung der Vibration
des HCl-Moleküls nach der Streuung festzustellen war [52], nutzen die Autoren der Veröf-
fentlichung [9] um zu der Vermutung zu kommen, dass ein elektronisch nicht-adiabatischer
Effekt wie im Fall von NO involviert sein muss.
Wodtke et al. stellen in ihrem Übersichtsartikel aus dem Jahr 2008 [7] dar, dass die
elektronisch nicht-adiabatische Kopplung bei HCl einen Übergangsbereich zwischen dem
elektronisch nicht-adiabatischem Bereich des Energietransfers, wie er zum Beispiel bei der
NO-Streuung auftritt, und dem adiabatischen Bereich darstellt, wie bei der Streuung von
molekularem Wasserstoff.
Jüngste Messergebnisse von Shirhatti et al. [53] zeigen, dass die Dissoziationswahr-
scheinlichkeit bei der Streuung von HCl an Gold nicht mit adiabatischen Molekulardyna-
mik-Simulationen beschreibbar ist.
Im Rahmen dieser Arbeit wird ebenfalls der Übergang zwischen elektronisch adiaba-
tischen zu elektronisch nicht-adiabatischen Verhalten des HCl-Moleküls vor einer Metal-
loberfläche festgestellt, auch wenn die direkte Vergleichbarkeit der ab initio Rechnungen
dieser Arbeit mit den hier vorgestellten Experimenten nicht gegeben ist.
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2. Ab initio Berechnungen zu
elektronisch nicht-adiabatischen
Effekten bei Streu- und
Adsorptionsprozessen an
Oberflächen
Zur Berechnung von elektronisch nicht-adiabatischen Effekten sind, wie bereits erwähnt,
Näherungen erforderlich, die die Abhängigkeit zwischen der Bewegung der Kerne und der
Anregung des elektronischen Systems nicht so vereinfacht beschreiben, wie das innerhalb
der Born-Oppenheimer-Näherung erfolgt. Diese Abhängigkeit ist ein Teil der Korrelation
zwischen dem elektronischen und atomaren System.
Allgemein ist die Beschreibung von Korrelationen in quantenmechanischen Systemen
numerisch höchst aufwendig. So rechnen E.K.U. Gross und N. T. Maitra [54] zum Beispiel
für eine einfache Beschreibung des zeitunabhängigen Grundzustands der Vielteilchenwel-
lenfunktion eines Sauerstoffatoms mit einem Speicherbedarf von 1014 DVDs. Da für die
Beschreibung von physikalischen Größen jedoch nicht das Wissen über die gesamte Viel-
teilchenwellenfunktion notwendig ist, gibt es eine Reihe von Methoden, die dieses Problem
lösen.
Für den Grundzustand ist die Dichtefunktionaltheorie2 (siehe Kapitel 3.1) eines der
Standardwerkzeuge. Für Betrachtungen von dynamischen Effekten sind eine Reihe von
Verfahren verbreitet. Der Fokus des folgenden Kapitels liegt dabei auf Methoden, die
elektronisch nicht-adiabatische Effekte direkt untersuchen. Dies hat zur Folge, dass Un-
tersuchungen der kompletten Dynamik von Molekülen und Atomen an der Oberfläche,
auf Grund des numerischen Aufwands, meist nur auf eingeschränkten Trajektorien durch-
geführt werden können.
Für die Beantwortung der Frage nach der Bedeutung von elektronisch nicht-adiaba-
tischen Effekten für makroskopische Größen, wie zum Beispiel Haftparameter von Mole-
külen, hat sich gezeigt, dass die volle Dimensionalität der Potentialfläche in bestimmten
Systemen eine große Rolle spielt und den Effekt der Nicht-Adiabatizität überwiegen. Die-
se Rechnungen, wie sie zum Beispiel von Muiño et al. [2, 4, 55] durchgeführt werden,
nutzen zu diesem Zweck numerisch weniger aufwendige Methoden zur Beschreibung der
2Im Rahmen dieser Arbeit wird Dichtefunktionaltheorie als eine ab initio Theorie angesehen. Die zu-
grunde liegende Theorie erfüllt die Kriterien dazu immer, in der Anwendung werden jedoch häufig
angepasste Potentiale verwendet, so das eine Unabhängigkeit von experimentellen Ergebnissen nicht
immer gegeben ist. Bei der Art, wie das Verfahren zur numerischen Berechnung von Systemen inner-
halb dieser Arbeit angewendet worden ist, erfüllen auch die numerischen Rechnungen die Bedingung
der Unabhängigkeit von experimentellen Ergebnissen.
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nicht-adiabatischen Effekte. Diese kontrovers diskutierte Fragestellung [2–4], ist deshalb
nicht Teil dieser Arbeit.
Die Auswahl der im Folgendem vorgestellten Methoden beruht neben dem Fokus auf
elektronisch nicht-adiabatischen Effekten an Oberflächen darauf, dass es sogenannte ab
initio Methoden sind. Zunächst wird nach der Art der Beschreibung der Abhängigkeit des
atomaren vom elektronischen System unterschieden. Das ist zum einen der sogenannte
„Surface Hopping”-Algorithmus und zum anderen die Ehrenfest-Dynamik. Der numerisch
aufwendigere Algorithmus des „Surface Hopping” (siehe Kapitel 2.1) ist dabei in der Lage
Problemstellungen zu beschreiben, die innerhalb der Ehrenfest-Dynamik unzureichend
dargestellt werden.
Daneben gibt es eine Reihe von Methoden zur Beschreibung der Zeitentwicklung des
elektronischen Systems, welche im Rahmen der Ehrenfest-Dynamik beschrieben werden.
Die in dieser Übersicht numerisch aufwendigste Methode ist dabei die zeitabhängige Dich-
tefunktionaltheorie (siehe Kapitel 3.2), die bereits in der Arbeitsgruppe erfolgreich an der
Beschreibung von nicht-adiabatischen Effekten an Oberflächen verwendet wurde (siehe
Kapitel 2.2.1). Diese lässt sich allerdings nur im Zusammenhang mit der Ehrenfest-Theorie
durchführen. Daneben werden noch störungstheoretische Methoden vorgestellt (Kapitel
2.2.2) sowie Rechnungen, welche nicht-adiabatische Effekte in Form von Reibungsmodellen
auf die atomare Dynamik übertragen (Kapitel 2.2.3). Abschließend werden noch Untersu-
chungen von Mizielinski et al. (Kapitel 2.2.4)vorgestellt, die innerhalb eines Modellsystems
eine Bewertung der Genauigkeit der unterschiedlichen Methoden möglich macht.
2.1. Dynamik ohne mittlere Trajektoriennäherung:
„Surface Hopping”
Das Prinzip des „Surface Hopping” wurde bereits 1971 von Tully und Preston [56] zur
Berechnung von elektronisch nicht-adiabatischen Effekten vorgeschlagen. Es wurde ent-
wickelt, um ein zentrales Problem der Näherungen zu lösen, die auf einer mittleren Trajek-
torie der Atomrümpfe basieren. Diese mittleren Trajektorien liefern physikalisch falsche
Aussagen, wenn die quantenmechanische Natur der elektronisch nicht-adiabatische Effekte
zu stark unterschiedlichen Trajektorien führen. Verdeutlicht durch das Problem der Streu-
ung von Teilchen an Oberflächen (siehe Abbildung 2.1.1) kann die quantenmechanische
Natur des elektronisch nicht-adiabatischen Effekts zu einer makroskopischen Änderung
des Resultats hinsichtlich der Reflexion oder der Adsorption des Teilchens führen. Würde
man in solch einem Fall eine mittlere Trajektorie definieren, so würde diese zu physikalisch
sinnlosen Ergebnissen führen.
Aus diesem Grund wird in den „Surface Hopping” Methoden keine mittlere Trajektorie
definiert. Die Dynamik der Atome folgt dabei den Kräften der Zeitentwicklung von diaba-
tischen Zuständen des elektronischen Systems. In jedem Integrationsschritt wird anhand
der Übergangswahrscheinlichkeiten entschieden, ob ein Sprung auf eine andere diabati-
sche elektronische Energiefläche erfolgt, auf der dann die Dynamik weiter entwickelt wird.
Dabei wird die Energie des ionischen Systems entsprechend angepasst. Für die exakte
Formulierung des Problems sei hier auf die Veröffentlichung von Tully [57] verwiesen, wel-
ches die Details der Methode darstellt. Der numerische Aufwand dieser Methode ergibt
sich im Wesentlichen durch die Anzahl der verwendeten diabatischen Energieflächen. Da
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Abbildung 2.1.1.: Schematische Darstellung einer Oberflächenreaktion mit zwei mögli-
chen Pfaden. Kein elektronisch nicht-adiabatischer Effekt hat statt-
gefunden und das Teilchen reflektiert von der Oberfläche (Pfad 1)
oder (Pfad 2) der Energieverlust durch die Erzeugung einer EHPs
sorgt dafür das das Teilchen auf der Oberfläche verbleibt . Die mitt-
lere Trajektorie ist durch die gestrichelte Linie angedeutet, und kann
weder den einen noch den anderen Pfad sinnvoll beschreiben. (Frei
nach [57])
dies für Berechnungen von ausgedehnten Systemen numerisch nicht machbar ist, gibt es
eine Reihe von Methoden, welche die Anzahl der notwendigen Energieflächen einschränkt
[58–65].
Als ein Beispiel dieser Methoden sei hier auf die ebenfalls von Tully et al. [49] entwickel-
te Methode des sogenannten IESH ((I)ndependent (E)lectron (S)urface (H)opping) kurz
eingegangen, da diese Methode von Shenvi et al. [50] verwendet wurde, um die Ergebnisse
der Messungen von Wodtke (siehe Kapitel 1.2) an dem System NO/Au(111) mittels ab
initio Methoden nachzuvollziehen. Damit dieses Methode numerisch berechenbar wird,
benötigen Shenvi et al. [49, 50] drei Schritte:
1. ab initio Rechnungen des Grundzustands für eine Vielzahl von Konfigurationen,
2. das Anpassen eines Newns-Anderson-Modells an die Grundzustandsrechnungen,
3. die eigentliche Berechnung der Dynamik auf Basis dieses Newns-Anderson-Modells
mittels der IESH-Methode.
Shenvi et al. stellen in [49] die Modifikationen des ursprünglichen „Surface Hopping” -
Algorithmus für die IESH-Methode im Detail dar.
Mittels dieser Methode wurde die Dissipation der Molekülschwingung von NO an einer
Gold-Oberfläche simuliert. Das Ergebnis zeigt, dass für die Erklärung der Schwingungs-
dissipation nicht-adiabatische Effekte berücksichtigt werden müssen.
Abschließend kann festgestellt werden, dass die Methode des „Surface Hopping” durch
ihren Verzicht auf eine mittlere Trajektorie fähig ist, die gesamte Bandbreite von Oberflä-
chenreaktionen zu beschreiben. Um diese Methode berechenbar zu halten, ist es allerdings
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entweder notwendig, die berechneten Energieflächen auf einige wenige zu beschränken, wo-
durch Grenzfälle wie die elektronische Reibung nicht enthalten sind, die Anzahl der simu-
lierten Atome zu beschränken oder die elektronische Zeitentwicklung auf eine einfachere
Basis zu stellen [49, 66].
2.2. Dynamik mit mittlerer Trajektoriennäherung:
Ehrenfest-Dynamik
Die Definition einer mittleren Trajektorie hat sich für die Beschreibung von dynami-
schen Effekten bei einer Vielzahl von Systemen als erfolgreich erwiesen [2, 55, 67–71]. Die
dazu notwendige Beschränkung auf eine elektronische Potentialfläche ermöglicht Rech-
nungen bei großen Systemen. Rechnungen auf Basis der Grundzustandspotentialfläche
geben als sogenannte „Born-Oppenheimer”-Dynamik einen tieferen Einblick in Reaktions-
dynamiken, als dies die Betrachtung der statischen Energiefläche zulassen. Sie gehören
zu den Standardwerkzeugen heutiger theoretischer Betrachtungen [13]. Eine Erweiterung
dieser adiabatischen Untersuchungen auf elektronisch nicht-adiabatische Effekte stellt die
„Ehrenfest-Dynamik” dar. Dabei werden die klassischen Bewegungsgleichungen der Io-
nen an die Kräfte gekoppelt, die aus der elektronischen Dynamik folgen. Dazu werden
Verfahren für die Zeitentwicklung der Wellenfunktion der Elektronen Ψ(t) aus der Schrö-
dingergleichung abgeleitet:







wobei der Hamiltonoperator durch die Position der Ionen R(t) zum Zeitpunkt t para-
metrisiert ist. Die Ionen folgen dabei der Form der Kräfte die sich aus dem Hellmann-





= − < Ψ|∇RI Hˆ|Ψ > . (2.2.2)
Angewendet auf die zeitabhängige Wellenfunktion und dem zeitabhängigen Hamilton-




∣∣∣∇RI Hˆ(RI(t))∣∣∣Ψ(t)〉 . (2.2.3)
Auf Basis einer so gegebenen mittleren Trajektorie werden im Folgenden Ergebnisse
einiger Verfahren vorgestellt, die elektronisch nicht-adiabatische Effekte untersuchen. Die
Ordnung der folgenden Kapitel orientiert sich an dem numerischen Aufwand des angewen-
deten Verfahrens, beginnend mit der aufwändigsten Methode. Die vorgestellten Verfahren
wurden auf Systeme angewandt, an welchen mit Hilfe des Chemostromsensors Elektronen-
Loch-Paaranregungen experimentell festgestellt worden sind.
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2.2.1. Molekulardynamik mit zeitabhängiger
Dichtefunktionaltheorie
Die auch in dieser Arbeit angewendete Kombination von Ehrenfest-Dynamik mit zeitab-
hängiger Dichtefunktionaltheorie (TDDFT: (T)ime (D)ependent (D)ensity (F)unctional
(T)heory) stellt eine Methode dar, die Zeitentwicklung der Elektronen innerhalb einer ab
initio Theorie darzustellen. Dieser Ansatz ist für die Betrachtung von elektronisch nicht-
adiabatischen Effekten an Oberflächen sehr erfolgreich und wurde bereits auf eine Reihe
von Fragestellungen angewendet [10, 23, 73, 74].
Während die Theorie der zeitabhängigen Dichtefunktionaltheorie in Kapitel 3.2 erläu-
tert wird, soll hier auf die Anwendungen dieser Methode eingegangen werden. Mit Hilfe
dieses Verfahrens wurden eine Reihe von Systemen untersucht, die elektronisch nicht-
adiabatische Effekte zeigen. So haben zum Beispiel Isborn et al. [74] die Streuung von
Sauerstoff an einem Graphencluster untersucht. Innerhalb der Arbeitsgruppe wurde durch
M. Lindenblatt die Methode bereits auf das System von Wasserstoff an einer Aluminiu-
moberfläche (H/Al(111)) angewendet. Die dabei verwendete Numerik (siehe Anhang A)
macht die Simulation von Oberflächen in einer Superzelle3 möglich. Dadurch wird die Si-
mulation von realen Metalloberflächen möglich und erlaubt somit ein Nachempfinden der
experimentellen Gegebenheiten bei Versuchen mit Chemostromsensoren (siehe Kapitel
1.1).
Die Implementierung der zeitabhängigen Dichtefunktionaltheorie in einen DFT-Pro-
gramm des Fritz-Haber-Instituts [75] wurde innerhalb der Arbeitsgruppe vorgenommen
[76]. Dieses Programm kann sowohl auf spin-unpolarisierte Systeme wie auch auf spin-
polarisierte Systeme angewendet werden. Simulationen mit spin-unpolarisierten Wasser-
stoff an einer Aluminiumoberfläche zeigen einen Isotopeneffekt des Anregungsspektrums
[24]. Die festgestellte Abhängigkeit der Anregung stimmt dabei mit dem experimentell
gemessenen Faktor von 3,7 zwischen Wasserstoff und Deuterium überein.
Die Untersuchung des Spinübergangs in dem System H/Al(111) wurden von M. Linden-
blatt und E. Pehlke [10] mittels spinpolarisierter zeitabhängiger Dichtefunktionaltheorie
durchgeführt. Die starke Nicht-Adiabatizität im Bereich des Spinübergangs, welche bereits
von Mizielinski und Bird (siehe Kapitel 2.2.4) berechnet wurde, konnte hiermit bestätigt
werden.
2.2.2. Beschreibung von elektronisch nicht-adiabatischen Effekten
durch Störungstheorie
In Rechnungen, die Timmer et al. [32, 77–79] durchgeführt haben, wird die Zeitabhän-
gigkeit des elektronischen Systems als Störung des Grundzustands aufgefasst. Ausgehend
vom Hamiltonoperator der zeitabhängigen Dichtefunktionaltheorie (näheres zu TDDFT
in Kapitel 3.2)
Hˆ(t) = − ~
2
2me
∇2 + Veff (t) (2.2.4)
3Die Superzelle ist der simulierte Raum innerhalb der Rechnungen, der aus mehreren Elementarzellen
des Festkörpers bestehen kann. An ihren Rändern gelten die Born-von-Kármán-Randbedingungen
(siehe Anhang A.1).
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beziehungsweise dessen effektives Potential
Veff (t) = VH(t) + VXC(t) + Vion(t) (2.2.5)
basiert dieser Ansatz darauf, dass die gesamte Zeitabhängigkeit als Störung eben dieses
Potentials aufgefasst wird. Diese Idee wird von Timmer et al. dazu benutzt die Anre-
gungsspektren zu simulieren, die bei der Adsorption oder Streuung eines Partikels an
einer Oberfläche erzeugt werden. Dies entspricht den experimentellen Gegebenheiten der
Chemostrom-Messungen von Nienhaus et al. [27] (siehe Kapitel 1.1). Durch Anwenden




∣∣∣∣ˆ τ−τ dt~ pij(t)
∣∣∣∣2 δ(ω − (j − i)) (2.2.6)
für das Anregungsspektrum. Dabei ist ω die Energie, i die Eigenenergien des besetzten
Zustands i und j die Eigenenergien des unbesetzten Zustands j. Die Transferamplitiude
pij für eine Anregung von Zustand i in Zustand j wird dabei folgendermaßen gebildet:
pij(t) = 〈j |V (Q(t))| i〉 · e[ı(j−i)t/~] (2.2.7)
mit dem Störpotential V (Q(t)). Mit Q(t) wurde von Timmer et al. die Koordinate des
adsorbierenden Partikels bezeichnet.
Dieser Ansatz erlaubt auf Grund seines geringen numerischen Aufwands die Analyse
vielfältiger Systeme, die trotzdem systemspezifische Details liefern können. So wurden
Anregungsspektren zu den Systemen H/Al(111) [77], H/K(110) [78], Mg/Mg(0001) [32]
und Cl2/K(110) [79] berechnet. Dabei konnte wieder die Isotopenabhängigkeit des Che-
mostroms berechnet werden, sowie Unterschiede im Loch und Elektronenspektrum im
Fall von H/K(110) festgestellt werden. Da der störungstheoretische Ansatz nur in erster
Ordnung berechnet wird, ist dieses Verfahren weniger aufwendig zu berechnen. Für die
Übereinstimmung mit vollständig nicht-adiabatischen Rechnungen wären jedoch sehr viel
höhere Ordnungen (>10. Ordnung) [80] der Störungstheorie notwendig.
2.2.3. Molekulardynamik mit elektronischer Reibung
Die gröbste hier vorgestellte Näherung zur Beschreibung von nicht-adiabatischen Effekten,
ist die Modifikation der Dynamik auf der BO-Fläche durch einen Reibungskoeffizienten.
In niedrigster Ordnung resultiert dieser Ansatz in einer Kraft, die proportional zu der
Geschwindigkeit der Partikel auf diese wirkt. Diese Abhängigkeit bedingt einen reibungs-
ähnlichen Charakter dieser Kraft, so dass man von elektronischer Reibung spricht. Dieser
Ansatz ist zuerst 1975 von E. G. d’Agliano et al. [81] zur Beschreibung des Energietransfers
in das elektronische System aus der Bewegung von Adsorbaten an einer Metalloberfläche
eingeführt worden. Diese Idee wurde auch von Trail et al. [82–84] als Näherung für die
nicht-adiabatischen Effekte benutzt, die durch ein Adsorbat an einer Oberfläche entstehen.
Unter der Voraussetzung, dass auf ein sich änderndes Potential eine lineare Antwort
durch das elektronische System erfolgt, wurde durch Trail et al. folgender Ausdruck für




dt′Λ(t− t′; z(t))z(t′) (2.2.8)
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wobei z der Abstand des Adsorbats von der Oberfläche, und Λ die sogenannte Gedächt-
nisfunktion des Systems ist, welche die Information der Zeitentwicklung des Systems bis
zum Zeitpunkt t enthält. Diese Funktion ist dabei durch folgendes Integral definiert:



























für den sogenannten Dichte-Dichte Antwort Kern. Dieser wird implizit defi-











Im Grenzwert kleiner Variationen konnten Trail et al. [82] zeigen, dass diese Gedächtnis-
funktion im Fourierraum durch folgenden Ausdruck zu approximieren ist:
Λ˜(ω,z(t)) = −ı η(z(t))ω (2.2.11)
wobei η(z) eine reellwertige Funktion ist. Auf diese Weise ergibt sich für die Änderungsrate
der nicht-adiabatischen Energie der Ausdruck:
E˙non−ad(t) = z˙(t)2η(z(t)). (2.2.12)
Damit lässt sich dann leicht zeigen, dass diese Näherung einer Definition einer Reibungs-
kraft Fr entspricht:
Fr(t) = −η(z(t)) · z˙(t). (2.2.13)
Hierbei wird die Funktion η(z(t)) als Reibungskoeffizient bezeichnet. Da diese Funktion
nur noch von der aktuellen Position des Adsorbats abhängt, kann mit dieser Theorie kein
System beschrieben werden, bei der die Entwicklung bis zum Zeitpunkt t relevant ist.
Diese Theorie ist damit gedächtnislos.
Durch zeitabhängige DFT-Rechnungen im adiabatischen Limes ist es dann möglich








wobei α und α′ für die entsprechenden Quantenzahlen an der Fermifläche stehen, und Vσ
für das Kohn-Sham-Potential bei Spin σ. Mit diesem Verfahren haben Trail et al. [82–84]
Rechnungen für den Isotopeneffekt bei der Erzeugung von Elektronen-Loch-Paaren im Fall
von Wasserstoff oder Deuterium an einer Metalloberfläche durchführen können, die mit
den Messungen an Chemostrom-Experimenten von Nienhaus et al. [85] (siehe Kapitel 1.1)
übereinstimmen. Für den Fall eines Spinübergangs zeigt sich jedoch, dass die Definition
des Reibungskoeffizienten zu einer Singularität führt [82, 84]. Durch weitere Näherungen
ist es zwar möglich, in diesem Fall trotzdem zu einem physikalischen Ergebnis zu kommen,
diese ist jedoch eher willkürlich [86], womit eine genauere Theorie notwendig ist.
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2.2.4. Molekulardynamik mit zeitabhängigem Newns-Anderson
Modell
Eine exakte Zeitentwicklung des elektronischen Systems, allerdings basierend auf dem nu-
merisch weniger aufwändigen Newns-Anderson-Modell, wurde von Mizielinski und Bird
[80, 87–89] benutzt, um das Verhalten von nicht-adiabatischen Effekten bei Oberflächen-
reaktionen zu studieren.
Das Newns-Anderson Modell gehört zu den Standardmodellen der Oberflächenphy-
sik und wurde ursprünglich von Anderson [90] entwickelt, um magnetische Störungen in
einem Metall zu untersuchen. Die Weiterentwicklung auf die Beschreibung von Adsorbat-
Metall-Systemen erfolgte dann durch Newns [91]. Die Zeitabhängigkeit dieses Modells ist
in diesen frühen Arbeiten nicht beachtet worden, da das Modell nur zu Aussagen über den
elektronischen Grundzustand diente. Mizielinski und Bird [80, 87–89] haben nun die Zeit-
abhängigkeit dieses Modells untersucht. Der Vorteil dieser Art der Beschreibung ist, dass
sie teilweise sogar analytische Aussagen liefern kann. In diesem Modell wird für das Adsor-
bat nur ein einziges Orbital angenommen. Das Substrat wird durch eine endliche Anzahl
von Metallzuständen beschrieben. Das Modell ignoriert also sämtliche Atombewegungen
im Material ebenso wie weitere Effekte, zum Beispiel die Kopplung zwischen Elektronen
innerhalb des Metalls.
Das zeitabhängige Newns-Anderson-Modell basiert auf einem Hamiltonoperator der in












aσ(t)cˆkσ(t) +H.c.) + Unˆaσ(t)nˆa−σ(t),
(2.2.15)
dabei stellt a den Adsorbatzustand dar, k nummeriert die Metallzustände und σ steht für
den Spin. cˆ†aσ und cˆkσ stehen für die Erzeugungs- beziehungsweise Vernichtungsoperatoren.
Aus diesen lassen sich die Besetzungszahloperatoren nˆ erzeugen, während die Energien 
für die Eigenenergien des Adsorbats oder des Metalls stehen. Vak ist das Transferelement
zwischen dem Metallzustand k und dem Adsorbatzustand. Abschließend wird noch die
Coulombabstoßungsenergie U für das zweite Adsorbatelektron in den Operator eingefügt.
Dieser Operator wird anschließend durch eine Molekularfeldnäherung vereinfacht, und
eine Zeitentwicklung durchgeführt.
Mit Hilfe dieses Modells haben Mizielinski und Bird [80, 87–89] Anregungsspektren und
Isotopeneffekte errechnet. Ebenfalls wurden die starken elektronisch nicht-adiabatischen
Effekte während des Spinübergangs im Fall von H/Al(111) untersucht.
Innerhalb dieses Modells ist es auf Grund des geringerem numerischen Aufwands auch
möglich einen Vergleich zwischen störungstheoretischen Betrachtungen der Zeitentwick-
lung und der exakten Zeitentwicklung des elektronischen Systems aufzustellen. Dabei
konnten Mizielinski und Bird [80, 87–89] zeigen, dass für die Berechnung des Energietrans-
fers im Fall von kleinen nicht-adiabatischen Effekten sowohl störungstheoretische Ansätze
wie auch die Näherung durch lineare Reibung zu akzeptablen Ergebnissen führen. Diese
Aussage gilt jedoch nicht für das Anregungsspektrum oder Fällen, in denen starke nicht-
adiabatische Effekte auftreten. Aus diesem Grund empfehlen Mizielinski und Bird [80]




Im folgenden Kapitel werden die theoretischen Grundlagen der in dieser Arbeit verwende-
ten ab initio Rechnungen vorgestellt. Das ist, für die Berechnung von elektronisch nicht-
adiabatischen Vorgängen, die zeitabhängige Dichtefunktionaltheorie mit ihrem Anschluss
an die Ehrenfest-Dynamik. Zur notwendigen Berechnung des Grundzustands wird zuerst
die Dichtefunktionaltheorie vorgestellt.
Als ab initio Theorie stellt die Schrödingergleichung4
Hˆ Ψ
(







(R˜I )I=1 ,..,Ni ,(r˜i)i=1 ,..,Ne ,τ
)
die Basis der verschieden Methoden dar. Diese ist hier zunächst für das Gesamtsystem
von Ni Kerne (an den Orten ~RI) sowie Ne Elektronen (an den Orten ~ri) aufgestellt. Der
Hamiltonoperator des Gesamtsystems
Hˆ = Tˆel + Tˆkern + Vˆel−el + Vˆkern−kern + Vˆel−kern (3.0.1)
besteht aus den kinetischen Energieoperatoren für Kerne Tˆkern und Elektronen Tˆel, den
Wechselwirkungsoperatoren zwischen Elektronen Vˆel−el, zwischen Kernen Vˆkern−kern und
zwischen Elektronen und Kernen Vˆel−kern. Da diese Gleichung, wie bereits in Kapitel 2
dargestellt, für Festkörper und Oberflächen direkt nicht lösbar ist, wird die von Born und
Oppenheimer vorgeschlagene Trennung von Elektronen und Kernen auch im Folgenden














welche durch die Position sämtlicher KerneR = (~RI)I=1,..,Ni parametrisiert ist. Der Hamil-
tonoperator HˆR stellt sich dann als Summe aus den Operatoren der kinetischen Energie
Tˆel der Elektronen, der Wechselwirkung Vˆel−el zwischen den Elektronen sowie zwischen
den Kernen Vˆkern−kern und zwischen den Elektronen und den Kernen Vˆel−kern dar. Die fol-
genden Methoden sind zunächst Umformungen dieser Gleichungen, die dann im zweiten
Schritt Näherungen zulassen, die diese Methoden numerisch berechenbar machen.
4Im Folgenden werden sämtliche Gleichungen sofern nicht anders angegeben in atomaren Einheiten
notiert: me = ~ = |e| = 1. Des Weiteren wird die Zeitvariable im Folgenden mit τ statt t bezeichnet.
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3.1. Theorie des Grundzustands:
Dichtefunktionaltheorie
Die Dichtefunktionaltheorie ist ein Ansatz für die Lösung der zeitunabhängigen Schrödin-
gergleichung, die von Hohenberg und Kohn 1964 [92] formuliert worden ist. Diese Theorie
ist, obwohl schon über 50 Jahre alt, eine der erfolgreichsten und meist benutzen theoreti-
schen Beschreibungen von Vielteilchensystemen.
Diese Theorie basiert auf den beiden Hohenberg-Kohn Theoremen. Diese lauten für
nicht entartete Systeme:
• Sind zwei elektronische Systeme in den Potentialen v1(~r) und v2(~r) gefangen, und
haben die selbe Grundzustandsdichte n(~r), so unterscheiden sich die Potentiale nur
durch eine Konstante c.
• Bei einem gegebenen externen Potential Vext(~r) ist die Grundzustandsenergie des
Systems das globale Minimum des Energiefunktionals E[n] und die Dichte, die dieses
Funktional minimiert, die Grundzustandsdichte n0(~r).
Das Energiefunktional E[n] lautet dann bei gegebenem externen Potential Vext(~r):




wobei FHK [n] das sogenannte Hohenberg-Kohn-Funktional ist, dessen Definition wie folgt
lautet
FHK [n] := T [n] +W [n] (3.1.2)
und stellt damit die Summe aus den Funktionalen der kinetischen Energie T [n] und der
Wechselwirkungsenergie W [n] dar.
Die Schwierigkeit der Beschreibung des Vielteilchensystems ist somit lediglich auf die
Definition des Hohenberg-Kohn-Funktionals verlagert. Allerdings sorgt die Verwendung
der Dichte als relevante Größe für eine Reduktion des numerischen Aufwands im Gegensatz
zur Vielteilchenwellenfunktion.
Die numerisch anwendbare Theorie liefert die Weiterentwicklung durch Kohn und Sham
[93], welche zeigen konnten, dass die Grundzustandsdichte des wechselwirkenden Systems
sich als selbst konsistente Lösung eines nicht wechselwirkenden Einteilchen-Pseudosystems




∇2φi (~r) + Veff ([n] ,~r)φi (~r) = iφi (~r) , (3.1.3)
in der die Dichte durch eine Summe der Produkte der Besetzungszahlen fi und des Be-





fi |φi (~r)|2 . (3.1.4)
Summiert man über alle Besetzungszahlen fi, so erhält man die Gesamtzahl der Elek-
tronen des Vielteilchensystems. Das effektive Potential Veff kann man dann in folgende
Beiträge aufteilen:
Veff = Vext (~r) + VH (~r) + VXC (~r) . (3.1.5)
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Neben dem externen Potential Vext (~r) des Vielteilchensystems wird die Wechselwirkung
der Elektronen untereinander durch zwei Komponenten beschrieben. Die eine ist das






Die andere ist das Austausch-und Korrelationspotential VXC (~r), in dem nun die gesamte
Problematik des Vielteilchensystems steckt. Formal stellt sich das Austausch-Korrelations-





dar, wobei EXC [n] die Austausch-Korrelations-Energie ist. Bis zu diesem Punkt wäre eine
Lösung des Systems noch exakt. Da die exakte Lösung allerdings auch für diesen Ansatz
nur für einfachste Systeme möglich ist, muss an diesem Punkt eine Näherung für die
Austausch-Korrelations-Energie durchgeführt werden.
Die einfachste Näherung ist dabei die Lokale-Dichte-Näherung (LDA: (L)ocal (D)ensity
(A)pproximation) [94], die bereits eine sehr gute Näherung darstellt, obwohl sie auf dem
Modell eines homogenen Elektronengases beruht.
Die Näherung, die in vorliegender Arbeit benutzt wird, ist die Generalisierte-Gradienten-
Näherung (GGA: (G)eneral (G)radient (A)pproximation) in ihrer Form nach Perdew, Bur-
ke und Ernzerhof [95]. Diese benutzt zur Berechnung der Austausch-Korrelations-Energie
nicht nur die Dichte n (~r)am Ort ~r, sondern außerdem auch den Gradienten der Dichte:
EGGAXC =
ˆ
fGGAXC (n (~r) , |∇ (n (~r))|) d3~r . (3.1.8)
Der funktionale Zusammenhang fGGAXC wird dabei ausschließlich durch ab initio Betrach-
tungsweisen bestimmt, und berechnet sich aus störungstheoretischen Überlegungen für
geringe Veränderungen eines homogenen Elektronengases. Darüber hinaus gibt es noch
andere Näherungen für das Austausch-Korrelations-Funktional, welche zum Beispiel Be-
schreibungen von Van-der-Waals-Beziehungen ermöglichen [96].
3.2. Theorie der Zeitabhängigkeit:
zeitabhängige Dichtefunktionaltheorie
Die zeitabhängige Dichtefunktionaltheorie ist eine durch Runge und Gross 1984 [97] entwi-
ckelte Theorie, die analog wie die Dichtefunktionaltheorie die Dichte als relevante und ein-
facher zu beschreibende Größe nutzt. Sie basiert allerdings nicht auf den Theoremen von
Hohenberg und Kohn. Stattdessen ist die Grundlage der TDDFT das sogenannte Runge-
Gross-Theorem. Wie auch bei der DFT wird in der TDDFT ein Kohn-Sham-Ersatzsystem
verwendet, womit eine konstruktive Vorgabe für die Rechnungen gegeben ist. TDDFT ist
wie DFT ein wichtiges Werkzeug der Theorie, das bereits in vielfältiger Weise benutzt
und beschrieben worden ist. Aus diesem Grund werden zur TDDFT in dieser Arbeit nur
die Grundlagen dargestellt, dem interessiertem Leser wird für weitergehende Aussagen
zur TDDFT das Buch von Marques [54] nahegelegt.
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Die Fragestellung, die die zeitabhängige Dichtefunktionaltheorie zu lösen versucht, ist





Ψi(~r,τ) = Hˆ (τ) ·Ψi(~r,τ) . (3.2.1)
Der Hamilton-Operator setzt sich dabei aus den Operatoren der kinetischen Energie Tˆ (τ),
dem externen Potential Vˆext(τ) und der Wechselwirkungsenergie zwischen den Elektronen
Vˆee(τ) zusammen:
Hˆ(τ) = Tˆ + Vˆext(τ) + Vˆee . (3.2.2)
Grundlage der TDDFT ist, wie schon dargestellt, das Runge-Gross-Theorem. Dieses
besagt, dass eine bijektive Abbildung zwischen dem zeitabhängigen externen Potential
Vˆext(τ) und der zeitabhängigen Einteilchendichte des Systems n(~r,τ) besteht. Diese Ab-
bildung ist, bis auf eine zeitabhängige Konstante c(τ) des Potentials, eindeutig. Die in
diesem Zusammenhang zu definierende Größe n(~r,τ) ist als die Summe der Quadrate der







d3~rN |Ψ(~rσ,~r2σ2,...,~rNσN ,τ)|2 . (3.2.3)
Der Beweis dieses Theorems ist im Gegensatz zum Hohenberg-Kohn-Theorem nicht aus
dem Ritzschen-Prinzip herleitbar. Der Beweis soll hier nicht durchgeführt werden, auch
hier sei der Leser auf das Kapitel 4 im Buch von Marques [54] verwiesen, in dem dieser
im Detail durchgeführt wird. Er basiert auf einer Taylorentwicklung des Potentials nach
dem Anfangszeitpunkt τinit, womit dann der bijektive Zusammenhang zwischen Dichte
und Potential bewiesen werden kann. Allerdings wird in diesem Beweis die Existenz ei-
nes zu einer Dichte zugehörigem Potential nicht bewiesen, sondern vorausgesetzt. Ein





〈φ (τ)| ı ∂
∂τ
− Hˆ (τ) |φ (τ)〉 dτ (3.2.4)




〈φ[n] (τ)| ı ∂
∂τ
− Hˆ (τ) |φ[n] (τ)〉 dτ. (3.2.5)
Dieses Wirkungsintegral besitzt einen stationären Punkt bei der wahren Elektronendich-
te des Vielteilchensystems. Dies stellt an dieser Stelle jedoch einen Widerspruch an die





zum Zeitpunkt τa von späteren Zeiten τb > τa abhängig wäre. Dieses Problem wurde von
Vignale [98] durch einen Zusatzterm gelöst:
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Dieser Gesamtausdruck hat nun nicht mehr das Problem einer Nichtkausalität. Für weitere
Details und dem Zusammenhang zur Keldysh-Kontur sei wieder auf das Buch von Marques
[54] hingewiesen.
Den Erfolg der TDDFT verdankt, wie auch schon die DFT, der Beschreibung der Dich-
te durch ein Kohn-Sham-Ersatzsystem. Dieses ist wiederum ein nicht-wechselwirkendes








∇2 + VKS[n; Φinit](~r,τ)
)
ϕi (~r,τ) = HˆKS(τ)ϕi(~r,τ), (3.2.8)
wobei das effektive Kohn-Sham Potential VKS[n; Φinit] ein Funktional der Dichte n(~r,τ)
und dem Startzustand Φinit ist. Diese Abhängigkeit vom Startzustand ist im Fall von
nicht-entarteten Grundzustand-Startzuständen für das KS-System Φinit und das wahre
Vielteilchensystem Ψinit nicht gegeben, wodurch das KS-Potential wie in der DFT zu
einem reinen Dichtefunktional wird:




3~r′ + VXC [n](~r,τ) (3.2.9)





|ϕi (~r,τ)|2 . (3.2.10)
Diese wiederum können durch eine einfache Zeitpropagation aus den Startzuständen er-
rechnet werden, in dem auf diese der Zeitentwicklungsoperator
Uˆ (τ,τi) = Tˆ
[
e
−ı ´ ττi HˆKS(τ ′)dτ ′
]
(3.2.11)
angewendet wird, wobei mit Tˆ der Zeitordnungsoperator bezeichnet wird. Da dieser für
das Potential VKS[n](~r,τ) nicht ohne weiteres berechenbar ist, kann dieser im Limes kleiner
Zeitintervalle ∆τ näherungsweise weggelassen werden [99]:
Uˆ (τ + ∆τ,τ) = e−ı
´ τ+∆τ
τ HˆKS(τ
′)dτ ′ , (3.2.12)
so dass für die Zeitentwicklung nur noch die Berechnung des zeitabhängigen Austausch-
Korrelations-Potentials (XC-Potential: e(X)change (C)orrelation potential) problematisch
ist. Für dieses werden, wie in der DFT auch, Näherungen verwendet, die nach wie vor ein
sehr aktives Feld der aktuellen Forschung sind [100–103].
Die in dieser Arbeit verwendete Näherung ergibt sich als adiabatische Näherung an das
Grundzustands-XC-Potential der DFT:






Zeitabhängige Effekte in Austausch und Korrelation werden damit zwar nicht beschrieben,
jedoch sollte der Fehler bei Systemen die sich in der „Nähe” des Grundzustands bewegen
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klein sein. Das aus der Generalisierten-Gradienten-Approximation der DFT nach Perdew,
Burke und Ernzerhof [95] entwickelte Potential wurde in dieser Arbeit verwendet. Für
die numerische Methode der Integration der Wellenfunktionen mittels eines Programms
sei auf Anhang A.2 verwiesen. Die Beschreibung der Dynamik der Ionen ist neben den
TDDFT-Berechnungen der elektronischen Wellenfunktionen notwendig, was im folgenden
Kapitel beschrieben wird.
3.2.1. Theorie der Dynamik: Ehrenfest-Näherung mit TDDFT
Das bereits in Kapitel 2.2 eingeführte Prinzip der mittleren Trajektorie und das damit
einhergehende Prinzip der Ehrenfest-Dynamik soll im Weiteren an die zeitabhängige Dich-
tefunktionaltheorie gekoppelt werden. Dazu wird die Gleichung der Ehrenfest-Näherung,
welche die Kraft auf die Trajektorien ~RI der Ionen bestimmt,




mit Hilfe der zeitabhängigen Dichte zu dem Ausdruck umgestellt:
mIR¨I(τ) = −
ˆ
d³~r · n(~r,τ) · ∇RIV0(~r, ~RI). (3.2.15)
Dabei wird das Potential V0(~r, ~RI) der Wechselwirkungsenergie verwendet, welches neben
der elektronischen Wechselwirkung auch die ionische umfasst:











|~RI − ~RJ |
(3.2.16)
Für die numerische Integration der Zeitentwicklung ist somit das ionische mit dem
elektronischen System gekoppelt.
In Kapitel 2.1 wurden bereits die Grenzen der Dynamik auf einer mittleren Trajektorie
dargestellt und einige Lösungen dieser Probleme diskutiert. Ein weiteres Problem, dass
sich durch die Kopplung der zeitabhängigen Dichtefunktionaltheorie mit der Ehrenfest-
Dynamik ergibt, ist eine Frage des Energieerhalts, wenn es um die Interpretation der
Ergebnisse geht. Die Kopplung der Trajektorien an das elektronische System bedingt, dass
die Gesamtenergie des Systems erhalten bleiben muss. Die Gesamtenergie wird dabei als
Summe aus der Energie des elektronischen Systems und der kinetischen Energie der Ionen
aufgefasst. Dieser Gesamtenergieerhalt kann als Test für die Richtigkeit der numerischen
Integration herangezogen werden.
Bei der Interpretation der Anregungen des elektronischen Systems ergeben sich auf
Grund der Darstellung des KS-Systems partiell besetzte Zustände. Die gängige Interpre-
tation von gebrochenen Besetzungszahlen ist nach Engel und Dreizler [104], dass Anre-
gungen in diesen Zustand mit einer Wahrscheinlichkeit auftreten, die der Besetzungszahl
entspricht. Die Kopplung der Trajektorien an die zeitabhängige Dichte kann jedoch zur
Folge haben, dass Anregungen im elektronischen System induziert werden, welche Zustän-
de hoher Energie partiell besetzten. Die Energie dieser Zustände kann so hoch sein, dass
sie über der in dem System verfügbaren Anregungsenergie liegt. Eine Interpretation als
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Anregung mit geringer Wahrscheinlichkeit würde damit zu einer Verletzung des Energie-
erhalts führen5. Wie auch schon im Fall der Problematik der mittleren Trajektorien liefert
die Methode des „Surface Hopping” die Lösung für dieses Problem. Denn innerhalb eines
„Surface Hopping”-Algorithmus würden solche elektronischen Anregungen ausgeschlossen
sein. Im Rahmen der Ehrenfest-Dynamik ist somit zu überprüfen, dass diese Effekte nicht
die dominierenden sind.
Die im Folgenden vorgestellten DFT-Rechnungen und TDDFT-Rechnungen wurden
mit Hilfe des Programms des Fritz-Haber-Instituts [75] und einer in der Arbeitsgruppe
erstellten Erweiterung dieses Programms [76] durchgeführt (siehe Anhang A).
5Die durch diese Anregung erzeugten nicht-adiabatischen Effekte werden im Weiteren als Ehrenfest-
Fehler bezeichnet.
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Grundzustands
Zum Verständnis der dynamischen Vorgänge an der Oberfläche ist zunächst eine detaillier-
te Betrachtung der statischen Ergebnisse notwendig. Das folgende Kapitel gibt dazu einen
Überblick über Eigenschaften des Grundzustands des HCl-Moleküls und der Al-(111)-
Oberfläche, die einen Einfluss auf einen nicht-adiabatischen Energietransfermechanismus
haben können. Der Fokus liegt dabei auf dem elektronischen System des HCl-Moleküls
und dessen Verhalten beim Kontakt mit der Oberfläche.
Da auf Grund des numerischen Aufwands der Dynamik die Abschneideenergie der
Rechnungen auf 10 Rydberg begrenzt werden musste, wurden die statischen Rechnungen
ebenfalls bei dieser Abschneideenergie durchgeführt. Zur Abschätzung des sich daraus
ergebenen Fehlers wurden ausgewählte Konfigurationen mit höherer Abschneideenergie
berechnet.
Da das System HCl auf Al(111)-Oberfläche bereits durch den Autor in seiner Diplom-
arbeit [105] mit Hilfe des fhi96md-Programms [75] untersucht worden ist, sind eine Rei-
he von Ergebnissen bereits dort dargestellt worden. Zum besseren Verständnis der hier
vorgestellten Ergebnisse sind die wichtigsten Resultate der Diplomarbeit in Anhang D
zusammengefasst. Wo es notwendig ist, wird auf diesen Anhang Bezug genommen, sie
stellen jedoch keinen Teil dieser Dissertation dar.
Die Daten und Ergebnisse dieses Kapitels und des folgenden Kapitels wurden in Teilen
bereits in den Veröffentlichungen des Autors [106] und [107] verwendet.
4.1. Das HCl-Molekül
Das HCl-Molekül stellt ein heterogenes zweiatomiges Molekül mit einer abgeschlossenen
Elektronenschale dar. Damit liegt zum einen keine Spinpolarisierung des Moleküls vor,
zum anderen wird ein Ladungsübertrag von der Oberfläche auf das Molekül im Grundzu-
stand nicht bevorzugt(siehe Kapitel 4.3.3).
Aufbauend auf den im Rahmen der Diplomarbeit des Autors behandelten Konvergenz-
untersuchungen des Moleküls (siehe Anhang D), wurde das Verhalten des HCl-Moleküls
in DFT-Rechnungen im Rahmen dieser Arbeit weitergehend untersucht. Abbildung 4.1.1
zeigt die Ergebnisse dieser Rechnungen. Die Konvergenz wird ebenfalls bei einer Abschnei-
deenergie von 30Ry erreicht. Die Rechnungen mit 10Ry Abschneideenergie der Ebene-
Wellen-Basis zeigt ein flacheres Bindungspotential des Moleküls. Das hat zur Folge, dass
die Positionen der klassischen Umkehrpunkte einer Molekülschwingung verschoben sind.
Für die im Rahmen der TDDFT-Molekulardynamik-Rechnungen betrachteten Energien
beträgt diese Verschiebung bis zu 0,2 bohr. Das bedeutet, dass die Schwingungsdauer bei
einer Vibrationsenergie Evib von 2,5 eV und 10Ry Abschneideenergie um 8% von dem
konvergierten Wert bei 30Ry und bei der selben Vibrationsenergie abweicht.
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Das Dipolmoment des Moleküls pHCl = ‖~pHCl‖ in der Gleichgewichtsposition weicht
bei 10Ry Abschneideenergie noch um 15% von dem konvergierten Wert ab (bei 30Ry
Abschneideenergie: pHCl = 1,092D; Literaturwert(experimentell): 1,1086D [108]). Diese
Abweichung stellt sich jedoch als Verstärkung des Dipolmoments dar. Der Einfluss auf den
elektronisch nicht-adiabatischen Energietransfer sollte deshalb, wenn dieser auf dem Di-
polmoment beruht, ebenso verstärkt sein. Der Variationsbereich des Dipolmoments wäh-
rend der Schwingung ist bei geringerer Abschneideenergie ebenfalls größer als bei 30Ry.
Die Berechnung des Dipolmoments erfolgt dabei innerhalb des fhi96md Programms im
Rahmen der Dipolkorrektur für die nicht symmetrische Zelle in Bindungsachsenrichtung.
Für die Identifikation der Molekülzustände wurde die Aufenthaltswahrscheinlichkeit
der Kohn-Sham-Zustände berechnet. Zur Darstellung wurden dann die Konturflächen bei
einem bestimmten Wert genommen. Diese Konturflächen sind in Abbildung 4.1.2 für fünf
Kohn-Sham-Molekülorbitale präsentiert.
Die besetzten Molekülorbitale bestehen aus den Chlor-Orbitalen s, px, py sowie dem
Bindungspotential spz, das als Kombination aus dem Wasserstoff s-Orbital und dem pz-
Orbital des Chloratoms gebildet worden ist. In Abbildung 4.1.2 ist zusätzlich die Kontur-
fläche des niedrigsten unbesetzten Zustands (LUMO: (L)owest (U)noccupied (M)olecular
(O)rbital) dargestellt. Dieses entspricht einem sp∗z-antibindendem Molekülorbital.
Die zugehörigen Eigenwerte der KS-Orbitale sind als Funktion der Bindungslänge in
Abbildung 4.1.1 präsentiert. Sie werden dabei relativ zur Vakuumenergie Evak der Super-
zelle bei der entsprechenden Abschneideenergie dargestellt. Die Eigenenergien der px und
py-artigen Orbitale sind nahezu unabhängig von der Bindungslänge dH−Cl und der Ab-
schneideenergie. Das spz- und s-Orbital werden durch eine höhere Abschneideenergie um
bis zu 200meV in ihrer Eigenenergie abgesenkt. Die Eigenenergie dieser beiden Orbitale
variiert durch die Änderung der Bindungslänge um etwa 3,5 eV .
Die stärkste Abhängigkeit von der Bindungslänge zeigt das niedrigste unbesetzte Orbi-
tal des Moleküls. Die Eigenenergie dieses Zustands variiert dabei um über 5 eV innerhalb
der klassischen Umkehrpunkte bei einer Vibrationsanregung mit 2,5 eV . Während die
Eigenenergie dieses Zustands beim Gleichgewichtsbindungsabstand und einer Abschnei-
deenergie von 10Ry etwa 75meV niedriger als bei einer Abschneideenergie von 30Ry
ist, liegt die Energie dieses Zustands bei einem Bindungsabstand von 4 bohr und 10Ry
Abschneideenergie um 200meV höher als in der bezüglich der Abschneideenergie kon-
vergierten Rechnung. Wie in Kapitel 5 noch gezeigt wird, bedingt die Variation dieses
Zustands den elektronisch nicht-adiabatischen Energietransfermechanismus und folglich
ist die Abweichung der Eigenenergie dieses Zustands für die Konvergenz dieser Rechnun-
gen von Bedeutung. Da diese Energie für den Mechanismus jedoch relativ zur Fermienergie
des Metalls zu betrachten ist, wird dies in Kapitel 4.3.4 weiter untersucht.
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Abbildung 4.1.1.: Die Kohn-Sham-Eigenenergien KS relativ zur Vakuumenergie der
Superzelle Evak(unten),das Dipolmoment pHCL(mitte) sowie das
Bindungspotential Epot relativ zur Bindungsenergie des Moleküls
Ebind(oben) sind als Funktion des Bindungsabstands dH−Cl darge-
stellt. Durchgezogene Linien stehen für die Daten der Berechnun-
gen bei 10Ry Abschneideenergie, gestrichelte Linien für die Berech-
nungen bei 30Ry Abschneideenergie. Die Umkehrpunkte der Mo-
lekülschwingung bei Vibrationsenergien Evib der MD-Simulationen
(siehe Kapitel 5) sind durch senkrechte Linien markiert.
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(a) Chlor s-Orbital (b) spz-Molekülorbital (c) Chlor px-Orbital
(d) Chlor py-Orbital (e) spz∗-Molekülorbital (unbe-
setzt)
Abbildung 4.1.2.: Konturflächen der KS-Orbitale des HCl-Moleküls im DFT-
Gleichgewichtsabstand bei 10Ry Abschneideenergie, einem k-Punkt
in einer kubischen Superzelle mit 20 bohr Seitenlänge. Der Kontur-
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4.2. Die Al(111)-Oberfläche
Wie in Kapitel 1.2.2 beschrieben, benutzen die Experimentatoren eine Goldoberfläche für
die Streuexperimente mit HCl. Für die Exoelektronen-Messungen mit NO (siehe Kapitel
1.2.1) wird diese außerdem noch partiell mit Caesium bedeckt. Eine Beschreibung dieser
Oberfläche ist durch die verwendeten Dichtefunktional-Methoden numerisch höchst auf-
wendig. Das liegt im Wesentlichen an Gold, welches zum einen mit elf Valenzelektronen
die Anzahl der Elektronen in der Superzelle schnell ansteigen lässt. Zum anderen benötigt
Gold im Rahmen der verwendeten numerischen Methoden (siehe Anhang A) sehr hohe
Abschneideenergien für die Konvergenz. Sollte zusätzlich die Caesiumbedeckung beschrie-
ben werden, müsste dazu die Frage der Konfiguration dieser Atome auf der Oberfläche
geklärt werden. Dieser Fragestellung soll jedoch im Rahmen dieser Arbeit nicht weiter
nachgegangen werden.
Im Sinne eines Modellsystems für ein Metall wird eine Aluminiumoberfläche statt einer
Goldoberfläche verwendet. Dabei ist allerdings zu beachten, dass Aluminium im Gegen-
satz zu Gold reaktiver ist. Es kommt in der Natur nahezu nur in chemisch gebundener
Form vor, obwohl es das dritthäufigste Element der Erdkruste ist [109]. Durch Einschrän-
kungen der Trajektorien lassen sich jedoch Oberflächenreaktionen verhindern. Damit ist
die Verwendung von Aluminium als Modellsystem für die Untersuchung der Streuung
eines Moleküls an der Oberfläche möglich.
Aluminium ist als Element der dritten Hauptgruppe und der Ordnungszahl 13, in DFT-
Simulationen mit relativ geringem Aufwand berechenbar. Das liegt zum einen daran,
dass mit den verwendeten Pseudopotentialen eine relativ geringe Abschneideenergie für
die Konvergenz verwendet werden kann (siehe Anhang D). Zum anderen sorgen die drei
Valenzelektronen pro Atom dafür, dass die Anzahl der zu berechnenden Elektronen den
numerischen Aufwand nur moderat steigert.
Als Oberfläche wurde die (111)-Orientierung in Analogie zu dem Experiment mit Gold
[34] gewählt. Diese Orientierung zeigt bei Aluminium keine Rekonstruktion [110].
Für die Oberflächen-Elektronendichte und die Interaktion mit einem Molekül sind die
Valenzorbitale und die lokale Zustandsdichte an der Fermienergie ausschlaggebend. Diese
Parameter der Molekül-Metall-Interaktionen müssten für einen Transfer der Ergebnisse
auf ein anderes Metall dementsprechend angepasst werden.
Konkret wird eine 14 Lagen Aluminiumschicht verwendet. Die Oberfläche innerhalb der
Superzelle entspricht einer 2
√
3× 2√3 Oberflächenzelle. Die so gebildete Schicht hat zum
einen eine C3V -Symmetrie über der „fcc-Hollow” Position6 der Oberfläche, sowie eine
ausreichende Ausdehnung in Oberflächenrichtung, um Wechselwirkungen zwischen den
periodisch fortgesetzten Adsorbtionspositionen des Moleküls zu vermeiden(siehe Abbil-
dung 4.2.1). Tests für andere hoch-symmetrische Adsorbtionspositionen wurden in vorbe-
reitenden Rechnungen im Rahmen der Diplomarbeit des Autors [105] durchgeführt (siehe
Anhang D).
6Diese Position befindet sich an den xy-Koordinaten der Aluminiumatome der von der Oberfläche aus
gezählt dritten Kristalllage.
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Im folgenden Abschnitt wird die Interaktion des HCl-Moleküls
mit der Aluminium-Oberfläche auf der Born-Oppenheimer-Fläche
untersucht. Es ist dabei zu beachten, dass die Interaktion eines
Moleküls mit zwei Atomen durch eine 6-dimensionale Energieflä-
che beschrieben werden muss, da sich beide Atome des Moleküls
im dreidimensionalen Raum vor der Oberfläche bewegen.
Die kartesischen Koordinaten beider Atome (x1,y1,z1,x2,y2,z2)
geben die Tatsache, dass es sich um ein Molekül handelt, nicht
wieder. In der Literatur ist es üblich, hierfür auf die Koordinaten
des Schwerpunkts (xsp,ysp,zsp) des Moleküls zusammen mit dem
Bindungsabstand d1−2 und der Orientierung der Bindungsachse
im Raum (θ,ϑ) überzugehen:
(x1,y1,z1,x2,y2,z2)→ (xsp,ysp,zsp,d1−2,θ,ϑ) (4.3.1)
Indem der Bindungsabstand beschränkt wird, ist sicher gestellt,
dass die Interaktion eines Moleküls mit der Oberfläche und nicht
die zweier einzelner Atome beschrieben wird. Für die in dieser
Arbeit behandelten Simulationen der Moleküldynamik ist es not-
wendig, diesen 6-dimensionalen Raum weiter einzuschränken, wie
in Kapitel 5 erörtert wird. Die Wichtigkeit der vollständigen 6-
dimensionalen Potentialfläche ist im Bezug auf Größen, wie zum
Beispiel dem Haftkoeffizient in den Systemen wie N2 auf Eisen
oder Wismut [111, 112], für die Dynamik des Moleküls entschei-
dend. Auch für das System HCl auf Al(111) ist der volle Konfigu-
rationsraum von grundlegender Bedeutung, wenn es um Aussagen über die Dissoziation
des Moleküls an der Oberfläche geht (siehe Anhang D).
Zur Einschränkung des 6-dimensionalen Konfigurationsraums wird die Symmetrie der
Gitterstruktur der Al(111)-Oberfläche berücksichtigt. Damit diese Symmetrie für die ge-
samte Superzelle gilt, müssen die Molekül-Konfigurationen diese Symmetrie erhalten. Das
folgende Kapitel untersucht nun die Potentialfläche unter dieser Einschränkung. Da die
fehlende Beschreibung der Van-der-Waals-Wechselwirkung ein bekanntes Problem des
GGA-Austausch-Korrelationsfunktionals ist, wird eine Näherung zur Abschätzung die-
ses Effekts auf der Potentialfläche verwendet. Des Weiteren werden Effekte diskutiert, die
Einfluss auf die im folgenden Kapitel beschriebene Dynamik haben können, die allerdings
schon auf der Grundzustandsfläche auftreten.
Für die im weiteren Verlauf durchgeführten DFT- und TDDFT-Rechnungen gelten im
Allgemeinen die Parameter, die in Tabelle 4.3.1 angegeben sind. Die Konfigurationen für
die präsentierten Ergebnisse ergaben sich dabei mit wenigen Ausnahmen aus den Trajek-
torien der Dynamik. Die für die Ermittlung der nicht-adiabatischen Effekte notwendigen
Grundzustandsrechnungen eignen sich getrennt von der Dynamik zur Darstellung der
statischen Eigenschaften der Molekül-Oberflächen-Interaktion. Da in diesen Rechnungen
jedoch reine Zustände dargestellt werden, ist die numerische Konvergenz schwierig.
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k-Punkte 1(Wahl nach Anhang A)
XC-Potential PBE [95]
Pseudopotentiale Kleinman Bylander [113]
Vakuum zwischen den HCl Molekülen > 10 bohr
Ausdehnung der Superzelle senkrecht zur Oberfläche 97,09 bohr
Tabelle 4.3.1.: Parameter der (TD)DFT-Rechnungen
4.3.1. Die Potentialfläche in der C3v-Symmetrie
Die Interaktion zwischen der Oberfläche und dem Molekül ist innerhalb der DFT schwach.
Für die Berechnung der Dynamik des Moleküls vor der Oberfläche (siehe Kapitel 5) ist die
Einschränkung der Konfigurationen auf solche, die eine C3v-Symmetrie enthalten sinnvoll,
da die Dissoziation des Moleküls auf diesen Trajektorien bei geringen Anregungsenergien
vermieden wird. Die Ausrichtung des Moleküls wird damit so eingeschränkt, dass die
Symmetrieachse des Moleküls senkrecht auf der Oberfläche steht. Im Folgenden wird nur
die Physisorption über der „fcc-Hollow”-Position der Oberfläche untersucht, da sie sich in
Vorüberlegungen (siehe Anhang D) als die energetisch günstigste Position ergab. Innerhalb
dieser Einschränkung gibt es nur zwei mögliche Konfigurationen für das Molekül. Es kann
entweder mit dem Wasserstoffatom näher zur Oberfläche stehen (im Folgenden „DOWN”-
Konfiguration) oder mit dem Chloratom (im Folgenden „UP”-Konfiguration). Da für die
Position des Moleküls in dieser hochsymmetrischen Position die Koordinaten (xsp,ysp)
parallel zur Oberfläche konstant sind, ist der Abstand des Schwerpunktes ds = zsp − zAl
zur Position der obersten Aluminiumlage zAl die natürliche Koordinate, um die Position
des Moleküls zu bestimmen.
Für die in Abbildung 4.3.1 gezeigte Potentialkurve (PES: (P)otential (E)nergy (S)urface)
wird das Molekül bei konstantem Bindungsabstand dH−Cl belassen. Der Wert des Bin-
dungsabstands liegt dabei bei dem Gleichgewichtsbindungsabstand des freien Moleküls.
Die Konvergenzuntersuchung dieser Kurve wurde bereits in vorbereitenden Rechnungen
[105] durchgeführt (siehe Anhang D).
Die Physisorption des HCl-Moleküls ist unter diesen Nebenbedingungen näherungs-
weise einem Morsepotential unterworfen. Der Abstand des Molekülschwerpunkts ds am
Physisorptionsminimum unterscheidet sich in beiden Orientierungen nur gering, da er im
Wesentlichen von dem abstoßendem Potential des Cl-Atoms beeinflusst ist. Die „DOWN”-
Konfiguration ist, wie in Abbildung 4.3.1 gezeigt, 110meV günstiger im Physisorpti-
onsminimum als die „UP”-Konfiguration. Für thermodynamische Betrachtungen ist die
„DOWN”-Konfiguration also die Entscheidende. Allerdings ist der Unterschied in 2,5 bohr
Entfernung von dem Physisorptionsminimum nur noch im Bereich von wenigen meV und
damit sind die Orientierungen in diesem Bereich gleichberechtigt. Im Fall eines streuenden
Moleküls an der Oberfläche kommt zudem hinzu, dass die Rotationszeiten des Moleküls
(Rotationskonstante(experimentell): B(v=0) = 10,43552 cm−1 [114]) für ein Drehen wäh-
rend des Streuvorgangs an der Oberfläche nicht ausreichen.
Um die Dynamik von schwingendem HCl vor der Oberfläche beschreiben zu können,
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Abbildung 4.3.1.: Potentielle Energiefläche des elektronischen Grundzustands des HCl
vor der „fcc-Hollow”-Position der Al(111)-Oberfläche in Abhängig-
keit vom Oberflächen-Schwerpunkt Abstand ds für die beiden Ori-
entierungen. Rot für die „UP”-Konfiguration, Blau für die „DOWN”-
Konfiguration.
benötigt man allerdings neben der Potentialfläche bei konstantem Bindungsabstand des
Moleküls auch die Betrachtung bei variablem Bindungsabstand. Daraus ergibt sich dann
eine zweidimensionale Potentialfläche. Da Schwingungsanregungen bis 2,5 eV betrachtet
werden sollen, ist es notwendig die Potentialfläche ausgedehnt zu beschreiben.
Im Folgendem werden die Potentialflächen im Sinne einer besseren Darstellung nicht
mehr gemeinsam abgebildet. Als Darstellungshilfe sowie zur späteren parametrisierten
Modelldynamik (vergleiche Kapitel 6) wird nun eine Funktion eingeführt, die an die je-
weiligen Datensätze für die beiden Orientierungen angepasst wird:
fPES(dH−Cl,ds) = D0 · (1− e−D1·(ds−D2))2 +
D3 + (A0 + A1 · eA2·ds) · (4.3.2)
(1− e(B0+B1·expB2·ds )·(dH−Cl−(C0+C1·eC2·ds )))2
Die Funktion fPES(dH−Cl,ds) lässt sich als Summe der Morsepotentiale
p1(ds) = D3 +D0 · (1− exp−D1(ds−D2))2 (4.3.3)
und
p2(dH−CL) = A · (1− expB(dH−Cl−C))2 (4.3.4)
schreiben. Da das Bindungspotential des Moleküls durch die Elektronendichte des Metalls
in dessen Nähe leicht verändert sein sollte, werden die Parameter des zweiten Morsepo-
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tentials durch den Abstand zur Oberfläche angepasst. Weil die Elektronendichte nähe-
rungsweise exponentiell ins Vakuum hinein abfällt, wurden für die Veränderungen der
Parameter A, B und C die Funktionen
A(ds) = A0 + A1 · expA2·ds (4.3.5)
B(ds) = B0 +B1 · expB2·ds (4.3.6)
und
C(ds) = C0 + C1 · expC2·ds (4.3.7)
gewählt. Die Anpassung erfolgt dann über die Methode der kleinsten Quadrate.
4.3.1.1. Die „UP”-Orientierung
Das in Abbildung 4.3.2 dargestellte Potential für die „UP”-Konfiguration zeigt, dass das
schwach bindende Potential bezüglich des Schwerpunkts auch bei variablem Bindungs-
abstand erhalten bleibt. Innerhalb der berechneten Konfigurationen zeigt sich kein dis-
soziatives Verhalten. Das ergibt sich in dieser Orientierung daraus, dass die Änderungen
des Bindungsabstands bei gleichem Schwerpunktsabstand im Wesentlichen zu größeren
Abständen des Wasserstoffatoms von der Oberfläche führen, während das Chloratom nur
geringfügig näher an die Oberfläche kommt. Während die an diesen Datensatz angepasste
Funktion fPES(dH−Cl,ds) für alle Werte von ds und dH−Cl keine Dissoziation des Moleküls
an der Oberfläche zulässt, kann die Barriere für eine Dissoziation in dieser Orientierung
innerhalb der DFT im Bereich der zulässigen Energie von 2,5 eV liegen, da der Bereich
kleiner Schwerpunktsabstände dS und großer Molekülbindungsabstände dH−Cl in dieser
Orientierung nicht berechnet worden ist.
Die Anpassung der Funktion an den Datensatz ergab dabei die Parameter, die in Tabel-
le 4.3.2 angegeben sind. Die Ausgleichsfunktion stellt im Wesentlichen eine gute Näherung
an das Potential dar. Im gesamten Bereich übersteigt der Fehler zwischen Ausgleichsfunk-
tion und DFT-Ergebnissen nicht die 100meV Marke. Systematisch ist zu sehen, dass die
Funktion fPES(dH−Cl,ds) durch das Morsepotential die schwach ansteigende Flanke im
Molekülbindungspotential nicht exakt nachführen kann und als Ausgleich dafür die wei-
ten Auslenkungen unterschätzt. Aus diesem Grund zeigt eine Dynamik auf der genäherten
Parameter Ausgleichswert Parameter Ausgleichswert
A0 4,2988 eV C0 2,4967 bohr
A1 −2,9424 eV C1 0,5581 bohr
A2 −0,1685 1bohr C2 −0,4524 1bohr












Tabelle 4.3.2.: Die Parameter der Funktion 4.3.2 nach Näherung an die „UP”-
Konfigurations-DFT-Ergebnisse.
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Abbildung 4.3.2.: PES des HCl-Moleküls in „UP”-Konfiguration als Funktion des Bin-
dungsabstands dH−Cl und des Schwerpunktsabstands dS für die „UP”-
Konfiguration. Schwarze Vierecke markieren die DFT-Werte, die viel-
farbige Fläche wird durch die Näherungsfunktion in Formel 4.3.2 be-
schrieben. Linien von der Fläche zu den Vierecken verdeutlichen den
Abstand der DFT-Werte von der Näherungsfunktion. Sie werden da-
bei im Falle des Werts oberhalb der Fläche rot dargestellt und blau
für unterhalb der Fläche.
Potentialfläche geringfügig andere Auslenkungen und Schwingungsdauern einer Molekül-
vibration als eine Dynamik auf der Basis der Potentialfläche der DFT-Rechnungen. Die-
se Abweichung kann durch eine einfache Simulation der Vibrationsdynamik bei festem
Schwerpunktsabstand beziffert werden. Bei einem Schwerpunktsabstand von 9 bohr und
einer Vibrationsenergie von 2 eV zeigt die Dynamik auf der Potentialfläche der Funkti-
on fPES(dH−Cl,ds) eine 10 % längere Schwingungsdauer sowie eine Maximalauslenkung,
die um 0,1 bohr weiter ist, als das eine Dynamik auf Basis der DFT-Rechnungen zeigen
würde. Diese durch die geringen Anpassungsmöglichkeiten der Funktion fPES(dH−Cl,ds)
gegebenen Fehler werden in Kapitel 6.3.2 noch näher untersucht.
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4.3.1.2. Die „DOWN”-Orientierung
Durch den großen Massenunterschied zwischen dem Wasserstoffatom und dem Chloratom
ergibt sich in der „DOWN”-Konfiguration das Problem, dass bei kleinen Oberflächen-
Schwerpunkt-Abständen dS und großen Bindungsabständen dH−Cl der Abstand des Was-
serstoffatoms zur Oberfläche geringer sein kann als der Bindungsabstand. Damit ist das
Molekül in der „DOWN”-Konfiguration dissoziert. Weil die Barriere unterhalb der 2,5 eV
Energiemarke liegt, ist damit selbst innerhalb der C3v-Symmetrie eine Dissoziation mög-
lich.
Da im Rahmen der Molekulardynamik-Simulationen in Kapitel 6 keine Dissoziation
untersucht werden soll, und die Funktion nach Formel 4.3.2 nicht variabel genug ist
um ein solches Potential richtig darzustellen, wird der Bereich in dem der Bindungs-
abstand dH−Cl größer ist als der Abstand zwischen Wasserstoff und Oberfläche in der
Anpassung der Parameter der Funktion (siehe Tabelle 4.3.3) nicht berücksichtigt. Wie
Abbildung 4.3.3 zeigt, ist die Potentialfläche, die durch die Funktion fPES(dH−Cl,ds) dar-
gestellt wird, immer bindend für das Molekül. Das bedeutet, dass die Abweichungen der
Funktion von den DFT-Daten im Bereich kleiner Schwerpunktsabstände ds und großer
Bindungsabstände dH−Cl nicht zu beachten sind. Im übrigen Bereich bleibt der Fehler zur
Ausgleichsfunktion im Allgemeinen bei unter 100meV . Es ergibt sich allerdings wieder
der selbe systematische Fehler wie bei der „UP”-Konfiguration, nämlich, dass die Funktion
fPES(dH−Cl,ds) das Potential bei großen Bindungsabständen überschätzt und bei kleinen
eher unterschätzt. Die somit flacheren Potentiale für die Schwingungsbewegung sorgen
in den Modell-Dynamikrechnungen (siehe Kapitel 6) für längere Schwingungszeiten und
größere maximale Bindungsabstände. Diese Abweichungen sind dabei in den Bereichen
in denen die Potentialflächen der Funktion fPES(dH−Cl,ds) und die der DFT-Rechnungen
vergleichbar sind, von der selben Größenordnung wie für die „UP”-Konfiguration.
Parameter Ausgleichswert Parameter Ausgleichswert
A0 4,2988 eV C0 2,4967 bohr
A1 −8,6917 eV C1 0,6680 bohr
A2 −0,2355 1bohr C2 −0,3448 1bohr












Tabelle 4.3.3.: Die Parameter der Funktion nach Näherung an die „DOWN”-
Konfigurations DFT-Ergebnisse
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Abbildung 4.3.3.: PES des HCl Moleküls in „DOWN”-Konfiguration als Funktion
des Bindungsabstands dH−Cl und des Schwerpunktsabstands dS für
die „DOWN”-Konfiguration. Schwarze Vierecke markieren die DFT-
Werte, die vielfarbige Fläche wird durch die Näherungsfunktion nach
Formel 4.3.2 beschrieben. Linien von der Fläche zu den Vierecken
verdeutlichen den Abstand der DFT-Werte von der Näherungsfunk-
tion. Sie werden dabei im Falle des Werts oberhalb der Fläche rot
dargestellt und blau für unterhalb der Fläche.
36
4.3.2. Kapitel 4. Ab initio Betrachtungen des Grundzustands
4.3.2. Van-der-Waals-Betrachtungen
Die Einbindung von Van-der-Waals-Wechselwirkungen in einer Dichtefunktionalrechnung
ist Gegenstand aktueller Forschung. Es gibt unterschiedliche Ansätze, die bei klassischen
(semi)-lokalen Austausch-Korrelationsfunktionalen nicht vollständig enthaltenden, dyna-
mischen Dipolwechselwirkungen einzubinden. Die naheliegendste Variante dafür ist, dies
direkt im Funktional zu korrigieren. Funktionale, die dieser Prämisse folgen, gibt es zum
Beispiel von Lundqvist et al. [115, 116]. In der gegenwärtigen Forschung wird dieses Ge-
biet sehr aktiv bearbeitet [117]. Auf Grund ihrer numerischen Aufwendigkeit wurde von
der Verwendung in den hier beschrieben Rechnungen jedoch Abstand genommen, zumal
der verwendete fhi96md Programmcode diese Funktionale nicht beinhaltet. Eine Abschät-
zung der aus der Van-der-Waals-Wechselwirkung ergebenen Energie ist jedoch mit Hilfe
des sogenannten Grimme-Funktionals [118] möglich. Dieses soll nun kurz vorgestellt wer-
den.
Hierzu wird die sich aus den Atompositionen ergebenen Kohn-Sham-Energie EKS−DFT
a posteriori durch einen langreichweitigen Dispersionsterm Edisp korrigiert:
EDFT−D = EKS−DFT + Edisp . (4.3.8)
Dieser Dispersionsterm enthält die empirisch gewonnenen Parameter s6 und Cij6 und hat









Die Dämpfungsfunktion fdmp die abhängig von dem Abstand Rij zwischen den Kernen






Die Parameter Rr und d sind wie die Parameter s6 und Cij6 empirisch zu gewinnen. Rr
ergibt sich dabei als Summe der atomaren Van-der-Waals-Radien der beteiligten Spezies
der Atome i und j. Die Cij6 ergeben sich über die Formel
Cij6 =
√
Ci6 · Cj6 , (4.3.11)
wobei die Ci6 von der Spezies des iten Kerns abhängt.
Parameter Wert aus [118] Parameter Wert aus [118]













Tabelle 4.3.4.: Übersicht der zur Rechnung der Van-der-Waals-Energie verwendeten Pa-
rameter
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Abbildung 4.3.4.: Ergebnis des Funktionals Edisp für die Physisorption des HCl-
Moleküls an der Al(111) Oberfläche in beiden Orientierungen entlang
der C3v-Symmetrie bei Vakuumbindungsabstand des Moleküls. Die
rote Kurve ergibt sich aus der „UP”-Konfiguration des Moleküls, die
blaue aus der „DOWN”-Konfiguration.
Für die hier verwendeten Abschätzungen wurden diese aus der Veröffentlichung von
Grimme [118] entnommen und in Tabelle 4.3.4 dargestellt.
Mit Hilfe der Tabellenwerte und der zuvor eingeführten Formeln lässt sich für jede
beliebige Atomkonfiguration diese Dispersionskorrektur direkt aus den Atompositionen
bestimmen. Das Verfahren muss der Superzellengeometrie mit ihren periodischen Rand-
bedingungen angepasst werden. Für das Adsorptionspotential sind nur die Terme von
Bedeutung, die eine Interaktion zwischen der Aluminiumschicht und dem Molekül be-
schreiben. Für die Berechnung des Dispersionsterms wurde nur die obere Hälfte der Su-
perzelle verwendet, da bei einer Berechnung für sämtliche Atome innerhalb der Zelle und
anschließender Betrachtung der Energie pro HCl-Molekül nur ein zu vernachlässigender
Fehler (<10−4eV ) entsteht.
Zu berücksichtigen sind jedoch die periodischen Fortsetzungen in xy-Richtung. Dazu





3 Oberflächenzelle darzustellen. Auf die periodischen Fortsetzungen der HCl-Moleküle
wurde auf Grund der schnelleren Konvergenz des Wertes verzichtet.
Damit liefert der Ausdruck Edisp als Funktion des Schwerpunktsabstands des Mole-
küls ein leicht bindendes Potential (siehe Abbildung 4.3.4 ), wobei sich das Minimum
als Folge des Dämpfungsterms fdmp(Rij) zwischen dem Chloratom und den Oberflächen-
Aluminiumatomen ergibt. Der Absolutwert des Ausdrucks Edisp ist mit einem Maximum
von 190meV vergleichbar mit den Werten die sich aus den reinen DFT-Rechnungen er-
geben.
Dieser Term kann nun von dem Bindungspotential der DFT-Rechnung subtrahiert wer-
den. Die Änderung der Potentialfläche ist in Abbildung 4.3.5 dargestellt. Die Attraktivität
der Oberfläche wird durch das Grimme-Funktional verstärkt. Das Physisorptionsminimum
in beiden Orientierungen wird, obwohl der Dispersionsterm die selbe Größenordnung hat
wie das DFT-Potential, nur um etwa 1 bohr näher an die Oberfläche heran geführt. Da
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Abbildung 4.3.5.: Potentialflächen der Adsorption des HCl-Moleküls an der Al(111)
Oberfläche als Funktion des HCl-Schwerpunktsabstands ds in
beiden Orientierungen. Die rote Kurve ergibt sich aus der
„UP”-Konfiguration des Moleküls, die blaue aus der „DOWN”-
Konfiguration. Die durchgezogenen Linien markieren die Ergebnis-
se des Ausdrucks EDFT−D. Die gestrichelten Linien markieren die
Ergebnisse der reinen DFT-Rechnungen bei einer Abschneideenergie
von 30Ry.
die dominierenden Komponenten in Ausdruck 4.3.9 durch die Chlor-Wechselwirkungen
gegeben sind, führt die Änderung des Bindungsabstands des Moleküls nur zu kleinen Än-
derungen in diesem Ausdruck. Der Effekt auf die Schwingung des Moleküls sollte deshalb
gering sein.
Da die Betrachtungen der Dynamik (siehe Kapitel 5) bei Schwerpunktsabständen statt-
finden, an denen die Van-der-Waals-Korrektur nur kleine Werte annimmt und diese Me-
thode keine ab initio Methode ist, wird diese Korrektur nicht in den folgenden Rechnungen
berücksichtigt.
4.3.3. Der Ladungstransfer in den statischen Rechnungen
Bei der Physisorption eines Moleküls auf einer Metalloberfläche kann es bereits im Grund-
zustand einer statischen Konfiguration zu einem Ladungstransfer von oder auf das Molekül
kommen, wenn die Elektronenaffinität oder Ionisierungsenergie des Moleküls so geartet ist,
dass eine geladene Konfiguration des Moleküls energetisch günstiger ist. Solange die Sys-
teme von Molekül und Oberfläche getrennt vorliegen, muss ein Ladungstransfer zwischen
diesen beiden System in Ionen mit ganzzahliger Elektronenzahl resultieren. Wenn die Sys-
teme nicht mehr getrennt vorliegen kann es durch Molekül-Oberflächen-Hybridzuständen
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dazu kommen, dass die Ladung im Bereich des Moleküls nicht mehr einem ganzzahligen
Vielfachen einer Elektronenladung entspricht.
Um die Ladung auf einem Objekt innerhalb einer DFT-Rechnung zu definieren, ist
es notwendig, den von diesem Objekt beanspruchten Raumbereich festzulegen. Kennt
man den Raumbereich, kann man über die Ladungsdichte n(~r), welche essentieller Be-
standteil einer Dichtefunktionalrechnung ist, die Ladung auf dem Objekt berechnen. In
DFT-Rechnungen, die für die Interaktion von Molekülen, Atomen oder Kristallgittern
miteinander durchgeführt werden, ist es schwierig diesen Raumbereich zu definieren. Das
ist für Atome innerhalb eines Moleküls oder Festkörper der Fall. Eine Lösung dieses Pro-
blems hat zum Beispiel Bader [119] vorgeschlagen.
Bei einem großen Abstand zwischen den Objekten ist die exakte Definition des Raum-
bereichs eines der Objekte nicht notwendig, da zwischen den Objekten ein Raumbereich
existiert, in dem die Ladungsdichte nahezu Null beträgt. Auf Grund des exponentiellen
Abfalls der Wellenfunktionen ist diese Ladungsdichte niemals exakt Null. Innerhalb von
numerischen Rechnungen liegt dieser Wert allerdings unterhalb der numerischen Genau-
igkeit. Variiert man in einem solchen Fall den Raumbereich des Objekts, für das man die
Ladung bestimmen will, so ergeben sich nur minimale Änderungen.
Im Fall des Chlorwasserstoffs vor der Al(111)-Oberfläche ist diese Trennung der La-
dungsdichten bei großen Abständen gegeben. In diesem Fall kann man über Integration
der Elektronendichte über einen Bereich V um das HCl-Molekül die Gesamtladung des





Um dies für große Molekül-Oberflächen-Abstände durchführen zu können, wurden Be-
rechnungen in einer Superzelle mit Parametern durchgeführt, die von denen abweichen,
die in Tabelle 4.3.1 aufgelistet sind. Die Ausdehnung der Superzelle in z-Richtung wurde
dazu für diese Rechnungen auf 132,34 bohr erhöht. Auf diese Weise waren Rechnungen bei
einer Molekül-Oberflächenentfernung von etwa 30 bohr möglich. Die wesentliche Trennung
der Elektronendichte in diesem Fall wurde dadurch verifiziert, dass das Volumen V um
das Molekül herum variiert wurde. Da die Trennung von den periodischen Fortsetzungen
des Moleküls in den Nachbarsuperzellen bereits in vorbereitenden Rechnungen [105] (siehe
Anhang D) überprüft wurde, wurde das Volumen über einen z-Abschnitt der Superzelle
definiert, womit die Ladungsdichte nur noch von diesem Bereich abhängt:








wobei z1 der Mittelpunkt zwischen dem Molekülschwerpunkt und der Oberfläche ist und
z2 der Mittelpunkt zwischen beiden Molekülen der Zelle im Vakuum. Die Ränder z1und
z2 wurden dann um 1 bohr verschoben, wobei die integrierte Elektronendichte eine Ab-
weichung im Bereich von 10−4 zeigte.
Wie man in Abbildung 4.3.6 erkennen kann, tritt in dieser Entfernung beim Vakuum-
bindungsabstand kein Ladungstransfer auf. Für das ausgelenkte Molekül ist jedoch in
beiden Orientierungen ein partieller Transfer von Elektronen möglich. Bei derartigen Ab-
ständen von Molekül und Oberfläche ist allerdings kein Ladungstransfer zu erwarten, da
sich aus Elektronenaffinität des Moleküls(EEA = −0,606 eV nach [120]) und Austrittsar-
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Abbildung 4.3.6.: Ladungsänderung auf dem HCl-Molekül bei großem Abstand(≈
30 bohr) als Funktion des HCl-Bindungsabstands dH−Cl. Dargestellt
ist der Wert NV −NHCl wobei NHCl die Gesamtladung auf dem HCl-
Molekül entspricht(durch die Pseudopotentiale: NHCl = 8). Rot für
die „UP”-Konfiguration, Blau für die „DOWN”-Konfiguration.
beit des Metalls (EA = 4,26 eV experimentell nach [121]) ein zu hoher Energieaufwand
ergibt und das Anion somit nicht gebildet wird. Der hier beobachtete Vorgang ist also auf
ein bekanntes Artefakt der DFT zurückzuführen. Beschrieben wird dieses Artefakt zum
Beispiel im Buch von Eberhard Engel und Reiner M. Dreizler [104].
Der Unterschied zwischen den Orientierungen ist auf das Dipolmoment des Moleküls
zurückzuführen, wodurch sich die energetischen Lagen der Molekülzustände im Bezug auf
die Fermienergie verschieben (siehe Kapitel 4.3.4).
In dem Übersichtsartikel von Wodtke et al. [14] wird der Fall eines HCl-Moleküls an
einer Oberfläche diskutiert. Fig. 12 dieser Veröffentlichung zeigt, dass bei der Adsorption
von HCl an einer Metalloberfläche und einem Bindungsabstand, der größer als der Gleich-
gewichtsbindungsabstand ist, das HCl−-Ion die energetisch günstigere Konfiguration ist.
Innerhalb von DFT-Rechnungen sollte diese Tatsache durch einen partiellen Ladungs-
transfer dargestellt werden. Ein solcher partieller Ladungstransfer ist dann als Wahr-
scheinlichkeit, das Molekül-Ion an dieser Position anzutreffen, zu interpretieren.
Die Definition des Raumbereichs um das Molekül ist bei diesen Abständen des Moleküls
nicht so variabel möglich. Analog zur Wahl des Raumbereichs nach Bader [119], wird die
Trennfläche zwischen dem Molekül und der Oberfläche durch die Stelle definiert, an dem
die Ladungsdichte minimal wird. Da die Festlegung dieser Minimalstellen im dreidimen-
sionalen Raumbereich aufwendig ist, wurde im Rahmen der hier vorgestellten Ergebnisse
eine vereinfachte Version dieser Analyse durchgeführt. Dazu wurde die Koordinate z1







minimal wird. z2 wird weiterhin auf der Mitte zwischen den beiden Molekülen der Super-
zelle innerhalb des Vakuumbereichs belassen. Diese Definition hat den Nachteil, dass bei
sehr geringen Oberflächen-Molekül-Abständen, Ladungsdichte der Oberfläche mit zum
Molekül gezählt wird.
Es hat sich aber gezeigt, dass diese Definition für die meisten der untersuchten Abstände
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Abbildung 4.3.7.: Ladung im Volumen VO als Funktion von Bindungsabstand des Mo-
leküls dH−Cl und dem Schwerpunktsabstand ds. Links: „DOWN”-
Konfiguration. Rechts: „UP”-Konfiguration. Die Flächen stellen die
nach Gleichung 4.3.15 ermittelten Ausgleichsfunktionen dar. Lini-
en von der Fläche zu den Vierecken verdeutlichen den Abstand der
DFT-Werte von der Ausgleichsfunktion. Sie werden dabei im Falle
des Werts oberhalb der Fläche rot dargestellt und blau für unterhalb
der Fläche.
ausreichend ist, da die Ladungsdichte NV einer Oberfläche ohne das Molekül oberhalb
von z1 > 5 bohr kleiner als 0,05 |e| ist. Diese Bedingung ist in den beiden Orientierungen
bei unterschiedlichen Schwerpunktsabständen erfüllt. Für die „UP”-Konfiguration gilt das
bei Schwerpunktsabständen von ds > 7,7 bohr. Für die „DOWN”-Konfiguration kann diese
Bedingung bei Schwerpunktsabständen von ds > 8 bohr erfüllt sein. In dieser Orientierung
ist diese Bedingung stark an den Bindungsabstand des Moleküls gebunden, da z1 von der
Position des oberflächennahen Molekülatoms abhängig ist.
Eingeschränkt auf diese Bedingung wurden die Ergebnisse der Rechnungen, die in Su-
perzellen nach den Parametern aus Tabelle 4.3.1 durchgeführt worden sind, in Abbildung
4.3.7 dargestellt. Auch in diesen Rechnungen ergibt sich kein Ladungstransfer auf das
Molekül im Vakuumbindungsabstand. Erst bei elongiertem Bindungsabstand dH−Cl ist
eine Ladung größer acht Elektronenladungen im Bereich des Moleküls festzustellen. Die
„UP”-Konfiguration benötigt dabei kleinere Auslenkungen des Bindungsabstands dH−Cl
als die „DOWN”-Konfiguration. (Erklärung siehe Kapitel 4.3.4).
In beiden Orientierungen zeigt sich des Weiteren die Tendenz, dass der Ladungstransfer
bei kleineren Schwerpunktsabständen ds bereits bei kleineren Bindungsabständen dH−Cl
auftritt. Die Größenordnung dieses Ladungstransfer ist mit bis zu 0,3 |e| um das drei bis
vierfache größer als in den Rechnungen mit großem Molekül-Oberflächen-Abständen. Die-
se Tatsache zusammen mit weiteren Untersuchungen der Oberflächenresonanz bestätigten
die Hypothese, dass dieser Effekt nicht auf ein Artefakt der DFT-Rechnungen zurückzu-
führen ist.
Zur besseren Darstellung der Daten in Abbildung 4.3.7 wurde eine Ausgleichsfunktion
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Parameter „DOWN”-Konfiguration „UP”-Konfiguration






B1 −0,0233 |e|bohr −0,0198 |e|bohr
Tabelle 4.3.5.: Parameter der Ausgleichsfunktion nach Gleichung 4.3.15 für den La-
dungstransfer auf das Molekül bei den beiden Orientierungen.
berechnet und als Fläche der Darstellung hinzugefügt. Diese Ausgleichsfunktion ergibt
sich dabei folgendermaßen:
fq(ds,dH−Cl) = max(A0 + A1 · dH−Cl +B1 · ds,8 |e|). (4.3.15)
Die Parameter A0 und A1 wurden allerdings nur als Ausgleichsfunktion an einen einge-
schränkten Datensatz der Ladung auf dem Molekül NV (ds,dH−Cl) angepasst. Die Ein-
schränkung erfolgte dabei auf den Teil des Datensatz, bei dem die Ladung innerhalb des
Volumens größer als 8,05 |e| ist. Im Fall der „DOWN”-Konfiguration wurde dieser Daten-
satz noch auf den Bereich für ds größer 9,25 bohr eingeschränkt, da in Konfigurationen
in denen dieser kleiner ist, der Oberflächen-Wasserstoff-Abstand dAl−H bei großen Mo-
lekülbindungsabständen dH−Cl sich um unter 1 bohr unterscheidet. Hier liegt somit kein
physisorbiertes Molekül vor, sondern eine Physisorption von zwei individuellen Atomen.
Die Ausgleichsfunktion ergab die in Tabelle 4.3.5 angegebenen Parameter.
4.3.4. Resonanzen der Molekülzustände mit den Metallzuständen
bei der Annäherung an die Oberfläche
Nachdem der Ladungstransfer im vorherigen Kapitel thematisiert wurde und damit die
Ladungsdichte der Rechnungen untersucht wurde, liegt nun der Fokus auf dem elektroni-
schen System der KS-Orbitale.
Die Annäherung des Moleküls an die Oberfläche sorgt für eine Hybridisierung der Mo-
lekülzustände mit den elektronischen Zuständen der Aluminiumschicht. Um festzustellen,
wie stark diese Hybridisierung erfolgt, wird eine Projektion der Vakuummolekülzustän-
de auf die Zustände der Gesamtrechung durchgeführt. Diese projizierte Zustandsdichte
(PDOS: (P)rojected (D)ensity (O)f (S)tates) wird durch die Projektion der einzelnen





| < ψm|φn > |2δ(− n) . (4.3.16)
Da in der konkreten Rechnung nur eine endliche Zahl an Zuständen enthalten ist, wird
zur Annäherung der Darstellung an den Fall des Kontinuums diese Funktion mit einer
Gaußfunktion gefaltet:
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Die so ermittelten Funktionen ergeben nun glatte Kurven, wie sie exemplarisch in Ab-
bildung 4.3.8 dargestellt sind.
Wie in diesem Beispiel zu sehen ist, bilden die voll besetzten Zustände keine breiten
Resonanzen im Gesamtsystem. Sie liegen weit unterhalb der Fermienergie und ihre ener-
getische Lage entspricht der Eigenenergie der KS-Orbitale bei der Berechnung des freien
Moleküls. Diese Eigenschaft wurde in allen berechneten Konfigurationen gefunden.
Von Interesse für die spätere Dynamik ist das Verhalten der LUMO-Resonanz des Mole-
küls. Dazu wird zum einen die energetische Lage des Maximums der PDOS dieses Zustands
untersucht, zum anderen die Breite dieses Maximums ermittelt.
Um diese Informationen aus den Kurven der PDOS zu erhalten, wird eine Ausgleichs-
rechnung durch eine Lorentzfunktion mit den Daten der PDOS durchgeführt. Eine Lor-
entzfunktion wird deshalb verwendet, da die Projektion eines Adsorbatzustands nach
Überlegungen innerhalb des Newns-Anderson-Modells [122] einer Lorentzfunktion ent-
sprechen sollte.
Diese Ausgleichsrechnung erfolgt mit den Datenpunkten, die sich aus ρm() ergeben, da
damit keine Abhängigkeit von der Breite der Gaußfunktion gegeben ist. Numerisch wird
diese Ausgleichsrechnung über eine Minimierung der Fehlerquadrate durchgeführt, wobei
das Integral der Lorentzfunktion
Abbildung 4.3.8.: Projizierte Zustandsdichte ρm,g() sämtlicher HCl-Orbitale für die
„UP”-Konfiguration des Moleküls (dH−Cl = 2,1 bohr, ds = 9,1 bohr)
vor der Al(111)-Oberfläche, gefaltet mit einer Gaußfunktion mit σ =
0,1 eV . Die Energie ist relativ zur Fermienergie der Superzelle des
Gesamtsystems aufgetragen.
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als Ausgangsdaten verwendet werden. Nach der Minimierung entspricht dann max dem
Maximum der PDOS max,LUMO und ∆ der Breite dieser Resonanz ∆LUMO.
Zur Untersuchung der energetischen Lage des Maximums der Resonanz wird dieses als
Funktion des Molekül-Oberflächen-Abstands ds und des Bindungsabstands des Moleküls
dH−Cl dargestellt. Dieses Maximum max,LUMO wird in den Abbildungen 4.3.9 und 4.3.10
untersucht und mit dem Verlauf der Eigenenergie des KS-Orbitals des HCl-LUMOs LUMO
verglichen, wobei für jede Konfiguration des Moleküls eine DFT-Rechnung eines freien
Moleküls in der selben Superzelle durchgeführt worden ist.
Die Eigenenergien der KS-Orbitale werden relativ zur Vakuumenergie der Superzelle
bestimmt. Damit ist die Lage der KS-Orbitale relativ zur Fermienergie des Gesamtsystems
abhängig von der Orientierung des Moleküls. Dies lässt sich aus den elektrostatischen
Eigenschaften der Konfiguration der Superzelle erklären. Formal betrachtet wirkt das
HCl-Molekül mit seinen periodisch fortgesetzten Bildern wie eine Lage von elektrischen
Dipolen zwischen dem Metall und dem Vakuum. Je nach Orientierung dieser Dipole sorgt
das für eine Erhöhung oder Absenkung des Potentials innerhalb des Metalls. Damit ändert
sich relativ zur Vakuumenergie die Fermienergie des Metalls, denn diese ergibt sich relativ
zum lokalen Potential am Ort der Schicht.
Dieser Unterschied der relativen Lage zur Fermienergie führt dazu, dass die Lage des
KS-Orbitals des freien Moleküls im Fall der „DOWN”-Konfiguration erst bei größeren Bin-
dungsabständen unter der Fermienergie des Gesamtsystems liegt als das im Fall der „UP”-
Konfiguration auftritt. In Zahlen bedeutet das, dass die Fermienergie bei Ecut = 10Ry
im Fall der „DOWN”-Konfiguration 4,6 eV unterhalb der Vakuumenergie der Superzelle
liegt, im Fall der „UP”-Konfiguration beträgt diese Differenz nur 3.,5 eV .
Der Vergleich der Position des Resonanzmaximums max,LUMO und der nun verscho-
benen Eigenenergie des LUMOs LUMO zeigt, dass die Resonanz im Allgemeinen dem
Verlauf des LUMO folgt. In beiden Orientierungen (siehe Abbildungen 4.3.9 und 4.3.10)
verbleibt die Resonanz des Zustandes für große Bindungsabstände dH−Cl allerdings ober-
halb der Fermienergie und folgt damit nicht mehr dem Verlauf der Eigenenergie des KS-
Orbitals. Die Resonanz wird in diesem Bereich teilweise besetzt, was den in Kapitel 4.3.3
beobachteten Ladungstransfer erklärt. Da diese Besetzung nur teilweise erfolgt, muss die
PDOS oberhalb der Fermienergie liegen. Der Unterschied im Ladungstransfer der beiden
Orientierungen ist konsistent mit dem unterschiedlichen Verlauf der Resonanz des Mole-
külzustands. Damit ist dieser Unterschied ebenfalls auf das Dipolmoment des Moleküls
zurückzuführen.
Auf Grund des Zusammenhangs der Position der Resonanz sowohl mit dem Dipolmo-
ment als auch mit der Eigenenergie des HCl-LUMOs, ist die Abhängigkeit der Position der
Resonanz von der Abschneideenergie der Rechnungen in den Orientierungen unterschied-
lich. Für die „DOWN”-Konfiguration ergibt sich beim Gleichgewichtsbindungsabstand des
Moleküls eine um 100meV niedriger liegende Resonanz bei 30Ry Abschneideenergie im
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Abbildung 4.3.9.: Energetischer Verlauf des Maximums der PDOS des LUMO des
HCl-Moleküls max,LUMO als Funktion von Schwerpunktsabstand ds
und Bindungsabstand dH−Cl in der „DOWN”-Konfiguration(schwarze
Punkte). Die farbige Fläche ist durch den Verlauf der KS-
Eigenenergie des LUMO Orbitals LUMO gegeben und damit nur von
dH−Cl abhängig. Das graue Viereck befindet sich auf der Höhe der
Fermienergie F = 0 eV . Die Linien stellen die Abweichung der ein-
zelnen Ergebnisse von dem Maximum aus diesen beiden Flächen dar
d = max(LUMO,F ) − max,LUMO, als rote Linie für d < 0 eV und
als blaue Linie für d > 0 eV .
Vergleich zu den 10Ry Abschneideenergie der hier vorgestellten Daten. Für die „UP”-
Konfiguration ist dieser Abstand größer. In diesem Fall liegt der Unterschied der Position
der Resonanz bei 30Ry Abschneideenergie um 300meV tiefer, als bei 10Ry Abschnei-
deenergie. Da die Veränderung der Eigenenergie des LUMOs und des Dipolmoments als
Funktion des Bindungsabstands in den Vakuumrechnungen parallel bei den unterschied-
lichen Abschneideenergien erfolgt und die Änderung beim Gleichgewichtsabstand durch
die Änderung im Vakuum zu erklären ist, wird erwartet, dass die Position der Resonanz
in Rechnungen mit ausgelenktem HCl-Bindungsabstand ebenfalls die selbe Verschiebung
mit der Abschneideenergie erfahren wird.
Im Vergleich der Daten bei 10Ry Abschneideenergie zwischen den beiden Orientierun-
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Abbildung 4.3.10.: Energetischer Verlauf des Maximums der PDOS des LUMO des
HCl-Moleküls max,LUMO als Funktion von Schwerpunktsabstand ds
und Bindungsabstand dH−Cl in der „UP”-Konfiguration(schwarze
Punkte). Die farbige Fläche ist durch den Verlauf der KS-
Eigenenergie des LUMO Orbitals LUMO gegeben und damit nur
von dH−Cl abhängig. Das graue Viereck befindet sich auf der Höhe
der Fermienergie F = 0 eV . Die Linien stellen die Abweichung der
einzelnen Ergebnisse von dem Maximum aus diesen beiden Flächen
dar d = max(LUMO,F )− max,LUMO, als rote Linie für d < 0 eV
und als blaue Linie für d > 0 eV .
gen (siehe Abbildung 4.3.9 und 4.3.10 ) zeigt die „DOWN”-Konfiguration die größeren
Abweichungen der ermittelten Werte von max,LUMO und LUMO. Diese Abweichungen
beschränken sich dabei allerdings auf Bindungsabstände, die nicht dem Gleichgewichts-
bindungsabstand entsprechen. Für kleine Bindungsabstände liegt die Erklärung für diese
Abweichung in der Tatsache, dass die Resonanz relativ zur Vakuumenergie der Super-
zelle in der „DOWN”-Konfiguration den geringeren energetischen Abstand hat als in der
„UP”-Konfiguration. Durch diesen geringeren Abstand zur Vakuumenergie kommt es in
dieser Orientierung zu einer Veränderung des Charakters der Resonanz, wie auch die Ver-
änderung der Breite in dieser Orientierung zeigt. Damit muss die Resonanz nicht mehr
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Abbildung 4.3.11.: Halbwertsbreite der LUMO-Resonanz ∆LUMO in der „UP”-
Konfiguration als Funktion des Bindungsabstand dH−Cl und des
Abstands dm des Chloratoms zur Oberfläche. Die farbige Fläche ist
durch den Verlauf der Ausgleichsfunktion fLUMO,W gegeben. Die
Linien stellen die Abweichung der einzelnen Ergebnisse von dieser
Funktion dar (∆ = ∆LUMO − fLUMO,W ), als rote Linie für ∆ < 0
und als blaue Linie für ∆ > 0.
dem energetischem Verlauf des LUMOs folgen. Die größere Abweichung der Resonanz im
Bereich von großen Bindungsabständen folgt aus der größeren Breite der Resonanz in der
„DOWN”-Konfiguration.
Im Weiteren wird das Verhalten der Breite der Resonanz ∆LUMO untersucht. Sie ist
ein Maß für die Lebensdauer des Zustands und damit für die Dynamik von entscheidender
Bedeutung. Die Abhängigkeit dieser Breite vom Oberflächen-Abstand sollte dabei einem
exponentiellen Abfall entsprechen, da der Überlapp zwischen dem Molekülzustand und
den Oberflächenzuständen vom exponentiellen Abfall der Wellenfunktionen ins Vakuum
geprägt sein sollte. Auf Grund des Unterschieds der Atommassen des Moleküls zeigt sich,
dass dieser exponentielle Abfall nicht abhängig von der Schwerpunktkoordinate des Mole-
küls ist. Aus diesem Grund wird für die Untersuchung der Breite nicht der Schwerpunkts-
abstand dS des Moleküls verwendet, sondern der Abstand des nächsten Molekülatoms zur
Oberfläche dm.
Für die Abhängigkeit der Breite vom Bindungsabstand des Moleküls ergibt sich ein
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„DOWN” „UP”
B0 2,65 · 10−3 0,526
B1 29,5 9,73 · 104
C0 1,24 eV 3,10 eV
C1 13,2 eV 0,614 eV
„DOWN” „UP”
D0 2,10 1,73
z0 1,98 bohr 1,70 bohr
z1 2.,62 bohr 4,83 bohr
z2 1,64 bohr 0,65 bohr
Tabelle 4.3.6.: Parameter der Ausgleichsfunktion fLUMO,W (dH−Cl,dm) nach Formel
4.3.20 für beide Orientierungen.
Abfall hin zu großen Bindungsabständen. Was zum einen dadurch erklärbar ist, dass die
Wellenfunktion des anti-bindenden Zustands im Fall von sehr kleinen Bindungsabständen
weiter in das Vakuum hineinragen. Zum anderen legen Rechnungen innerhalb der „Tight-
Binding”-Methode nahe, dass sich diese Resonanz bezüglich des Bindungsabstands wie
eine Lorentzfunktion verhalten sollte.
Aus diesem Grund wird für die in Kapitel 6 benötigte Beschreibung der Breite und
zur besseren Darstellung der Werte in den Abbildungen eine Ausgleichsrechnung an die
Funktion:
fLUMO,W (dH−Cl,dm) = C0 · e−
dm















durchgeführt. Für die Ausgleichsfunktionen in den beiden Orientierungen ergeben sich
folgende Werte für die Parameter, die in Tabelle 4.3.6 angegeben sind.
Es zeigt sich ein entscheidender Unterschied zwischen der „UP”- und der „DOWN”-
Konfiguration, wie den Abbildungen 4.3.11 und 4.3.12 zu entnehmen ist. Die „DOWN”-
Konfiguration ist im gesamten Wertebereich für dm und dH−Cl um fast eine Größenord-
nung größer als die „UP”-Konfiguration. Der Eindruck, der durch die Abbildungen ent-
steht, dass die Daten der „UP”-Konfiguration einen größeren Fehler aufweisen, liegt daran,
dass der absolute Fehler der Resonanzbreitenbestimmung im Bereich von 50meV liegt.
Bei der „DOWN”-Konfiguration zeigt sich, dass bei Bindungsabständen unter 2,1 bohr
die Resonanzbreite wieder kleiner wird (siehe Abbildung 4.3.12). Dieses Verhalten kann
dadurch erklärt werden, dass sich der Charakter der Resonanz ändert und nicht mehr
dem spz∗-Orbital entspricht. Dieses Verhalten ist darauf zurückzuführen, dass in dem
Bereich die Energie des Zustands in die Nähe der Vakuumenergie kommt und damit eine
Änderung des Charakters der Wellenfunktion einhergeht.
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Abbildung 4.3.12.: Halbwertsbreite der LUMO-Resonanz ∆LUMO in der „DOWN”-
Konfiguration als Funktion des Bindungsabstand dH−Cl und des
Abstands dm des Wasserstoffatoms zur Oberfläche. Die farbige Flä-
che ist durch den Verlauf der Ausgleichsfunktion fLUMO,W gegeben.
Die Linien stellen die Abweichung der einzelnen Ergebnisse von die-
ser Funktion dar (∆ = ∆LUMO−fLUMO,W ), als rote Linie für ∆ < 0
und als blaue Linie für ∆ > 0.
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5. Analyse der ab initio
Molekulardynamik-Simulationen
Im folgenden Kapitel sollen die Ergebnisse der Molekulardynamik-Simulationen unter
Benutzung der zeitabhängigen Dichtefunktionaltheorie in Verbindung mit der Ehrenfest-
Dynamik vorgestellt werden. Dazu wurden Simulationen aus 55 unterschiedlichen Start-
konfigurationen durchgeführt. In sämtlichen der gewählten Startkonfigurationen liegt die
Molekülachse auf der C3v-Symmetrieachse der Oberfläche über der „fcc-Hollow”-Position.
Da keine Rotation des Moleküls während der Dynamik beschrieben werden soll, ist die
Lage der Molekülachse auf einer hoch symmetrischen Achse der Oberfläche die Garantie
dafür, dass während der Simulation keine Scherkräfte auftreten können, die das Mole-
kül drehen. Des Weiteren erlaubt die Symmetrieachse die konvergierte Beschreibung der
Metalloberfläche mit nur einem k-Punkt und reduziert den numerischen Aufwand der
Rechnungen. Die „fcc-Hollow”-Position hat sich in vorbereitenden Rechnungen [105] (sie-
he Anhang D) als die energetisch günstigste Position mit C3V -Symmetrie ergeben.
Die Startkonfigurationen unterscheiden sich durch die Orientierung des Moleküls zur
Oberfläche, durch die Entfernung des Molekülschwerpunkts von der Oberfläche ds,init und
der Anfangsgeschwindigkeit der Atome des Moleküls. Die möglichen Orientierungen des
Moleküls sind dabei wieder wie im vorangegangenen Kapitel mit „UP” und „DOWN”
bezeichnet, entsprechend der beiden Möglichkeiten, dass der Wasserstoff weiter oder näher
zur Oberfläche positioniert ist als das Chloratom. Die Entfernung des Schwerpunkts wurde
für die „UP”-Konfiguration im Bereich von 7,07 bohr bis 9,57 bohr in 0,5 bohr Schritten
und für die „DOWN”-Konfiguration im Bereich von 9,41 bohr bis 12,41 bohr ebenfalls in
0,5 bohr Schritten variiert.
Die Unterschiede in den Abständen beider Orientierungen ergeben sich dabei aus der
Tatsache, dass für eine Vibration des Moleküls die Amplitude im Wesentlichen durch eine
Bewegung des Wasserstoffatoms ausgeführt wird. Das hat zur Folge, dass von größeren
Schwerpunktsentfernungen für die „UP”-Konfiguration auf Grund der Superzellengeome-
trie Abstand genommen wurde, da diese größere Zellen benötigt hätten, um eine Trennung
zwischen den beiden HCl-Molekülen zu gewährleisten. Gleichfalls auf Grund der Oszilla-
tion des Bindungsabstands wurde für die „DOWN”-Konfiguration keine kleineren Schwer-
punktsentfernungen ds gewählt, da in diesem Fall die Schwingung das Wasserstoffatoms
zu dicht an die Oberfläche heran führt.
Die Anfangsgeschwindigkeit der Atome des Moleküls wurden so gewählt, dass das Mo-
lekül immer eine kinetische Energie seines Schwerpunkts Ekin,sp,init von 0,1 eV hat, wo-
bei der Geschwindigkeitsvektor des Schwerpunkts immer zur Oberfläche hin zeigt. Des
Weiteren wurde die Anfangsgeschwindigkeit so variiert, dass das Molekül mit einer Vi-
brationsenergie Evib,init ausgestattet wurde. Sämtliche Konfigurationen wurden aus dem
Gleichgewichtsbindungsabstand des Moleküls im Vakuum gestartet. Da sich dieser nur
wenige Millibohr von der Gleichgewichtslage an der Position des Moleküls unterschei-
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det, wird die Vibrationsenergie in Form von kinetischer Energie der Atome des Moleküls
getragen. Innerhalb des Inertialsystems des Molekül-Schwerpunkts ergeben sich so die
notwendigen Startgeschwindigkeiten der Atome.
Die Vibrationsenergie Evib,init wurde variiert, wobei n−fache der Energie des Grund-
zustands (1
2
~ω = 0,185 eV ; n = 2, 4, 6, 8, 10, 12, 15 ) verwendet werden, dabei ergibt sich
die Grundzustandsfrequenz aus einer harmonischen Näherung, welche in vorbereitenden
Rechnungen [105] durchgeführt wurde (siehe Anhang D). Diese Variation wurde aller-
dings nur für drei Schwerpunktsentfernungen der „DOWN”-Konfiguration und für vier
Schwerpunktsentfernungen der „UP”-Konfiguration durchgeführt (siehe Kapitel 5.3.2). In
der klassischen Molekulardynamik der Ehrenfest-Dynamik existieren keine Eigenzustände
der Vibration. Bei der Verwendung von hohen Vibrationsenergien kann die mittlere Tra-
jektorie als Beschreibung eines kohärenten Zustands interpretiert werden. Für Rechnungen
mit geringen Anregungsenergien ist diese Interpretation somit nur unter Vorbehalt rich-
tig. Die weitere Problematik, die sich aus der Ehrenfest-Dynamik ergibt, wird in Kapitel
5.1.3 näher erläutert.
Zunächst wird nun die Analyse der zeitabhängigen Rechnungen am Beispiel einer Kon-
figuration, welche die deutlichsten Effekte zeigte, vorgestellt. Die Analyse der elektroni-
schen Anregung lässt bereits bei einem beliebigen Beispiel der Simulationen mit hoher
Vibrationsenergie den Schluss auf den zugrunde liegenden Mechanismus zu. Die Über-
sicht über die Ergebnisse der übrigen Rechnungen zeigt die Effekte dieses Mechanismus,
der dafür sorgt, dass die maximale nicht-adiabatische Energie bei einem Oberflächen-
Molekülabstand auftritt, der in größerer Entfernung als das Physisorptionsminimum ist.
Des Weiteren ist dieser Mechanismus nur bei vibrational hoch angeregten Molekülen ak-
tiv. In Anhang B wird außerdem noch die Frage diskutiert, in wieweit die Ehrenfest-Fehler
die Ergebnisse der Simulationen beeinflussen.
5.1. Analyse der TDDFT-MD-Simulation
Exemplarisch anhand einer Rechnung wird nun die Auswertung und Interpretation der
zeitabhängigen Simulation erläutert. Das vorliegende Beispiel ist die Simulation der Dy-
namik eines HCl-Moleküls, dass sich in der „UP”-Konfiguration befindet. Für die Orien-
tierung des Moleküls gilt nun, dass das Wasserstoffatom weiter als das Chloratom von der
Oberfläche entfernt ist. Zu jedem Zeitpunkt während der Dynamik behält die Superzelle
die C3v-Symmetrie. Der Anfangswert der Simulation ergibt sich aus dem elektronischen
Grundzustand einer Superzelle, in der das Chlor Atom in 9 bohr Entfernung von der ersten
Oberflächenlage der Aluminium Schicht entfernt ist, was einer Schwerpunktsentfernung
ds von 9,07 bohr entspricht. Die Anfangsgeschwindigkeiten der Molekülatome werden so
angenommen, dass der Schwerpunkt des Moleküls eine kinetische Energie Ekin,sp,init von
100meV und eine Vibrationsenergie Evib,init von 2,48 eV erhält.
Berechnet wurden in dieser Konfiguration 150 fs. Während dieser Simulationszeit bleibt
die Gesamtenergie des Systems erhalten, womit sich keine Fehler durch die numerische
Integration der Dynamik ergeben. Aus mehreren Gründen, die in den Kapiteln 5.1.2.1
und 6.2.2.2 erläutert werden, werden nur die ersten 30 fs der Simulation im Folgen-
den analysiert. Zusätzlich zu der zeitabhängigen Rechnung muss zur Bestimmung des
nicht-adiabatischen Anteils in der Simulation die Grundzustandsenergiefläche entlang der
Trajektorie berechnet werden. Dazu wurden statische DFT-Rechnungen durchgeführt, die
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ein spezieller k-Punkt (siehe Anhang A)
XC-Potential PBE-GGA [95]






3× 2√3)-Oberflächenzelle der Al(111)-Oberfläche
- 14 Aluminiumlagen
- 2 HCl-Moleküle in „UP”-Orientierung mit Bindungsachse
entlang der C3V -Symmetrie der Oberfläche über der
„fcc-Hollow”-Position
- Gesamt-z-Ausdehnung der Superzelle: 97 bohr (entspricht
40 bohr Vakuum zwischen den Aluminium-Schichten und
mindestens 15 bohr Separation zwischen den HCl-Molekülen
Startkonfiguration ds = 9,07 bohr
der Dynamik Ekin,sp,init = 0,1 eV
Evib,init = 2,48 eV
Tabelle 5.1.1.: Parameter der Simulation
den Atompositionen zu bestimmten Zeiten entlang der Bewegung entsprechen. Auf Grund
der dazu zusätzlich benötigten Rechenzeit, wird diese Born-Oppenheimer Energiefläche
nur in Femtosekundenintervallen berechnet. Die Simulation wird innerhalb der in Kapitel
4.3 vorgestellten Superzelle durchgeführt. Die Parameter dieser Zelle sind in Tabelle 5.1.1
zusammen gefasst.
5.1.1. Analyse der atomaren Bewegungen
Abbildung 5.1.1 zeigt die Zeitentwicklung sämtlicher Atomkoordinaten senkrecht zur
Oberfläche. Ausgehend von diesen Trajektorien kann man die Dynamik der Ionen auf
mehrere Energietransfereffekte untersuchen. Zum einen kann man verfolgen, ob es einen
Energietransfer von der Molekülbewegung auf das ionische System der Oberfläche gibt.
Zum anderen kann man feststellen, wie viel Energie das ionische System verlässt.
Der Transfer in das ionische System der Oberfläche wäre dabei durch Bewegungen
der Oberflächenatome sichtbar, da diese sich zu Beginn der Simulation in Ruhe an ihrer
Gleichgewichtsposition befinden. Eine Bewegung dieser Atome wäre also durch eine Kraft
induziert, die ihren Ursprung in der Bewegung des Moleküls haben müsste.
Der Transfer von Energie aus dem atomaren System heraus, ist bei einem schwingen-
den System immer gegeben. Die Umwandlung von kinetischer in potentielle Energie und
zurück ist der Grund für die Oszillation. Durch den Vergleich der kinetischen Energie
innerhalb des Schwerpunktsystems des Moleküls bei den Durchgängen durch den Gleich-
gewichtsabstand, lässt sich der Verlust von Vibrationsenergie jedoch abschätzen.
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Die Abbildungen 5.1.1 und 5.1.2 zeigen diese Analyse im Detail. Dabei zeigt sich, dass
ein Transfer von kinetischer Energie der Atome des Moleküls auf die Aluminiumschicht
nicht erfolgt. Es werden also keine Gitterschwingungen innerhalb der Schicht angeregt.
Das keine Gitterschwingungen angeregt werden, ist zum einen in der Darstellung der
Trajektorien der Aluminiumatomen in Abbildung 5.1.1 sichtbar, in der sämtliche Alumi-
niumatome keine Änderung ihrer z-Koordinate zeigen. Zum anderen zeigt sich bei der







bildung 5.1.2), dass im Rahmen der Rechengenauigkeit keine Phononen innerhalb der
Schichten angeregt werden. Das bedeutet, dass die Interaktion zwischen Molekül und
Schicht in dem Bereich der Stoßtrajektorie, die in der Simulation betrachtet wird, keinen
Einfluss auf das ionische System der Aluminiumschicht hat. Für den Bereich des Stoßes
mit der Oberfläche gilt dies jedoch nicht. Da die Trajektorie sich in einem Bereich vor dem
Physisorptionsminimum befindet, ist dies zu erwarten. Dies steht in Übereinstimmung mit
vorbereitenden Rechnungen [105] (siehe Anhang D).
Die Bewegung des Schwerpunkts des Moleküls ds wird während der Simulation nur mi-
nimal beschleunigt, da das Molekül 3 bohr vom Physisorptionsminimum entfernt ist und
die Energiedifferenz zu diesem Minimum weniger als 30meV beträgt. Der Anstieg der
kinetischen Energie des Schwerpunkts Ekin,sp von wenigen meV ist mit dieser Energie-
differenz zu erklären. Die Überprüfung ist jedoch notwendig, um auszuschließen, dass es
keine Kopplung zwischen der Vibration und der Schwerpunktsbewegung gibt.
Innerhalb des Schwerpunktsystems lässt sich die kinetische Energie beider Atome des









mH( ~vsp − ~vH)
2
, (5.1.1)
welche aus den Geschwindigkeiten der Atome ~vCl und ~vH sowie des Schwerpunkts ~vsp
innerhalb der Superzelle der Rechnung berechnet wird. Der zeitliche Verlauf dieser Größe
zeigt die anharmonische Schwingung des Moleküls. Die Zeiten des Durchlaufs durch den
Gleichgewichtsabstand des Moleküls weisen einen deutlichen Verlust von Vibrationsener-
gie im Verlauf der Simulation auf. Dieser Verlust erfolgt im Wesentlichen in der Hälfte
der Schwingung, bei der die Molekülbindung über den Gleichgewichtsbindungsabstand
hinaus elongiert ist. In der Phase der Schwingung, in der das Molekül gestaucht ist, ist
der Transfer von Vibrationsenergie offenbar minimal. Dieser Energietransferprozess muss
also mit dem Bindungsabstand des Moleküls dH−Cl gekoppelt sein.
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Abbildung 5.1.1.: Auftragung der Z-Koordinate sämtlicher Kern-Positionen der Super-
zelle als Funktion der Zeit(oben). Das Inlet zeigt die Vergrößerung auf
die Oberflächenlage dieser Daten. Die Zeitentwicklung der Schwer-
punktkoordinate ds sowie der Bindungsabstand dH−Cl sind im un-
teren Bereich aufgetragen. Parameter der Simulation siehe Tabelle
5.1.1.
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Abbildung 5.1.2.: Kinetische Energie der Komponenten des Systems als Funktion der
Zeit der Simulation. Oben: Summe der kinetischen Energie aller Alu-
miniumatome. Mitte: Kinetische Energie des Molekülschwerpunkts.
Unten: Kinetische Energie im Schwerpunktsystem. Die Durchläufe
durch den Gleichgewichtsbindungsabstand sind als rote Quadrate
markiert. Die Extrema der Vibrationsbewegung sind als graue Li-
nien markiert. Parameter der Simulation siehe Tabelle 5.1.1.
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5.1.2. Untersuchung der zeitabhängigen Wellenfunktionen
Die präzise Beschreibung der Zeitentwicklung des elektronischen Systems ist ein entschei-
dendes Merkmal der zeitabhängigen Dichtefunktionaltheorie. Die im Folgenden diskutier-
ten Eigenschaften des Systems leiten sich aus dieser Zeitentwicklung ab. Die zentrale Frage
ist die Beschreibung von elektronisch nicht-adiabatischen Effekten während dieser Ent-
wicklung. Dazu ist es notwendig, das zeitabhängige elektronische System zu jedem Zeit-
punkt t mit dem System des Grundzustands bei den Koordinaten R(τ) zu vergleichen.
Zur Feststellung des Energietransfers in elektronische Energie wird zunächst die nicht-
adiabatische Energie (Abschnitt 5.1.2.1) eingeführt und ihr Zeitverlauf analysiert. Die
Untersuchung der Elektronendichte (Abschnitt 5.1.2.2), des Ladungstransfers (Abschnitt
5.1.2.3) und des Anregungsspektrums (Abschnitt 5.1.2.4) ermöglichen einen Einblick in
den Mechanismus des Energietransfers.
5.1.2.1. Die nicht-adiabatische Energie
Die nicht-adiabatische Energie Enad(τ) wird aus der elektronischen totalen Energie der
zeitabhängigen Wellenfunktion der TDDFT-MD Simulation ETD(τ) und der Energie der





wobei sich der Faktor 1
2
dadurch ergibt, dass die nicht-adiabatische Energie auf nur ein
von den zwei HCl-Molekülen in der Superzelle bezogen wird. Die numerische Aufwendig-
keit der Grundzustandsrechnungen bei eingefrorenen Kern-Koordinaten sorgt dafür, dass
dieser Wert nur einmal pro Femtosekunde berechnet wird. Diese Abtastrate konnte aller-
dings nicht bei allen Simulationen durchgehalten werden. Aus diesem Grund wird hier für
die Darstellung der Zeitentwicklung der nicht-adiabatischen Energie als glatte Kurve der
Zeit(siehe Abbildung 5.1.3) neben der linearen Interpolation zwischen den berechneten
Punkten eine weitere Möglichkeit vorgestellt.
Diese weitere Möglichkeit ist, mit Hilfe der in 4.3.1 eingeführten Näherungsformel für
die Potentialfläche, die Grundzustandsenergie zu jedem Zeitpunkt der Integration zu in-
terpolieren:
Enad,fBO(τ) =
ETD(τ)− EBO(R(τ = 0))
2
− fPES(dH−Cl(τ),ds(τ)) . (5.1.3)
Allerdings kann durch das Auftreten von Näherungsfehlern im Ansatz der Formel 4.3.2 die
Situation entstehen, dass der Ausdruck 5.1.3 negative Werte annehmen kann. Eine Mög-
lichkeit die für die nicht-adiabatische Energie ausgeschlossen ist, da die Simulation aus
dem Grundzustand des elektronischen Systems startet und somit lediglich Anregungen des
Systems durch die Bewegung der Kerne möglich sind. Die Ungenauigkeit der Näherung ist
auch der Grund, weshalb das Resultat dieses Ausdrucks, der in Abbildung 5.1.3 dargestellt
ist, Abweichungen von den exakt berechneten Werten zeigen. Insbesondere die wellenarti-
gen Fluktuationen abseits des Anstiegs entstehen durch die Ungenauigkeit der Näherung,
da sie mit den Extrema der HCl-Bindungslänge dH−Cl zusammenfallen, in deren Bereich
die Näherung die größten Abweichungen zeigt. Trotzdem ermöglicht es diese Näherung
eine qualitative Aussage über den Verlauf der nicht-adiabatischen Energie entlang der
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Abbildung 5.1.3.: Vergleich zwischen der nicht-adiabatischen Energie nach dem Aus-
druck von Enad(t) und der Näherungsformel nach Enad,fBO(t) als
Funktion der Zeit der Simulation. Die grauen Linien stellen die Extre-
ma der Molekülvibration da. Parameter der Simulation siehe Tabelle
5.1.1.
Trajektorie ohne die Notwendigkeit der numerisch aufwendigen Grundzustandsrechnun-
gen zu jedem Zeitpunkt. Sie wird zur Untersuchung der Simulationen verwendet bei denen
keine Grundzustandsrechnungen im Femtosekundenabstand vorliegen.
Für die in Abbildung 5.1.3 dargestellten Daten ist diese Näherung jedoch nicht notwen-
dig. Die nicht-adiabatische Energie zeigt einen starken Anstieg innerhalb eines geringen
zeitlichen Intervalls von nur 3 fs. Innerhalb der übrigen Simulation kann es sogar zu einem
Abfall der nicht-adiabatischen Energie kommen. Die Tatsache, dass eine Schwingungsbe-
wegung dieser Anregung zu Grunde liegt, die eine Frequenz von etwa 17,5 fs hat, ist
innerhalb des Verlaufs der nicht-adiabatischen Energie nicht zu erkennen.
Zur Veranschaulichung des Zusammenhangs der Entwicklung der nicht-adiabatischen
Energie Enad(τ) wird diese als Funktion des zeitabhängigen Bindungsabstands des Mo-
leküls dH−Cl(τ) dargestellt (siehe Abbildung 5.1.4). Diese Darstellung zeigt, dass zum
einen das Vorzeichen der Bindungslängenänderung eine Rolle spielt, da der starke An-
stieg der nicht-adiabatischen Energie nur in der Phase der Schwingung auftritt, in dem
der Bindungsabstand des Moleküls reduziert wird. Zum anderen stellt sich ein Gedächtnis-
effekt innerhalb der Zeitentwicklung ein, der daran zu erkennen ist, dass Phasen gleicher
Bindungslängenänderung einen unterschiedlichen Verlauf der nicht-adiabatischen Energie
aufweisen. Beide Effekte offenbaren, dass in dem Fall von hoch angeregtem HCl ein nicht-
adiabatischer Mechanismus zum Tragen kommt, der nicht durch ein Konzept der linearen
Reibung zu näheren wäre. Im Bezug auf die Tatsache, dass die Orientierung der Ionenge-
schwindigkeit eine Rolle spielt, ist zu bemerken, dass ein solcher Zusammenhang bereits
in anderen Systemen gefunden wurde. So haben Baer et al. [67] diesen Effekt bei der
Simulation der Streuung von elementaren Wasserstoff an einem Metallcluster beobachten
können. Der Anstieg der nicht-adiabatischen Energie ist im Fall von HCl jedoch nicht an
die Bewegung des Wasserstoffs bezüglich der Oberfläche verknüpft, sondern direkt mit der
Bindungslängenänderung, wie Rechnungen mit der „DOWN”-Orientierung des Moleküls
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Abbildung 5.1.4.: Nicht adiabatische Energie Enad(τ) als Funktion des HCl Bindungs-
abstands dH−Cl(τ). Die Pfeile verdeutlichen die Zeitentwicklung in-
nerhalb der Simulation. Parameter der Simulation siehe Tabelle 5.1.1.
gezeigt haben.
Ein weiterer Gedächtniseffekt ist bei dem Vergleich der ersten Femtosekunden der Si-
mulation mit denen bei τ ≈ 20 fs zu beobachten. Die Phasen der Schwingung sind in
diesem Bereich der Simulation äquivalent, nur zu Beginn der Simulation zeigt sich kein
Anstieg der nicht-adiabatischen Energie. Es ist also zu vermuten, dass ein Gedächtnisef-
fekt zu dem Anstieg der nicht-adiabatischen Energie führt, da das Molekül in den ersten
Femtosekunden noch nicht ausgelenkt war.
Der Vergleich mit den weiteren Schwingungen der Zeitreihe der Simulation würde sich
an dieser Stelle anbieten. Diese zeigen im Gegensatz zu der ersten Schwingung keinen
weiteren Anstieg von Enad in der Größenordnung von 750meV . Diese Tatsache kann
mehrere Gründe haben:
• Der erste Durchlauf durch das Bindungspotential verhält sich auf Grund des Starts
aus der Ruhe anders als der Rest der simulierten Oszillationen. (Anregungseffekte
durch den Start sind jedoch klein (siehe Anhang D)).
• Der Mechanismus für den Anstieg der nicht-adiabatischen Energie ist nach einem
Transfer von 750meV aus den vorhandenen 2,5 eV Vibrationsenergie nicht mehr
oder weniger aktiv.
• Ab einer gewissen Zeitreihenlänge resultieren aus der endlichen Superzelle, bezie-
hungsweise aus dem diskretem Eigenwertspektrum, Konvergenzfehler des zugrunde
liegenden Mechanismus.
Der Einfluss der letzten Möglichkeit ist innerhalb der TDDFT-Rechnungen nicht abschätz-
bar. Im Zusammenhang mit dem in Kapitel 6 eingeführten Modell sind Untersuchungen
zur Konvergenz der Zeitentwicklung möglich (siehe Kapitel 6.2.2.2 und Anhang B.2).
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Auf Grund der Tatsache, dass sich Starteffekte ausschließen lassen und die nicht-
adiabatischen Effekten bei hoher Vibrationsanregung untersucht werden sollen, wird die
Darstellung nur auf die erste Oszillation der Simulation beschränkt.
5.1.2.2. Die nicht-adiabatische Elektronendichte
Die Elektronendichte kann auch in ihrer zeitabhängigen Form ausgewertet werden. Wie
bei der nicht-adiabatischen Energie kann diese Auswertung wiederum nur im Femtose-
kundenabstand auf der Zeitachse erfolgen. Das liegt daran, dass die für den Vergleich
notwendige Grundzustandselektronendichte nur in diesem Abstand vorliegt.
Als Vergleichsgröße für das Maß der Nicht-Adiabatizität wird wie bei der nicht-adiaba-











nnad(~r,τ) = nTD(~r,τ)− nBO(~r,R(τ)) (5.1.6)
bezeichnet. Dabei sind ϕi(~r,τ) die zeitabhängigen Wellenfunktionen und φi(~r,R(τ)) die
Grundzustandswellenfunktionen bei den Kern-Koordinaten R(τ) und den zugehörigen
Eigenenergien i.
Abbildung 5.1.5.: Kontur der nicht-adiabatischen Dichte bei τ = 10 fs (links) und bei
τ = 20 fs (rechts). Der Konturwert für die in grün dargestellten Elek-
tronendichten beträgt 0,00007 e
bohr3
und der für die in rot dargestell-
ten Dichten −0,00007 e
bohr3
. Die Atome sind als Kugeln dargestellt
(blau: Aluminium; hellgrün: Chlor; hellrot: Wasserstoff (letztere sind
durch die Konturflächen verdeckt)). Parameter der Simulation siehe
Tabelle 5.1.1.
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Abbildung 5.1.6.: Zeitentwicklung der x-y-gemittelten nicht-adiabatischen Elektronen-
dichte n¯(z,τ) als Funktion der Z-Koordinate z. Die grauen Linien
markieren die Extremalauslenkungen der Molekülvibration. Parame-
ter der Simulation siehe Tabelle 5.1.1.
Die Analyse der nicht-adiabatischen Dichte kann darüber Aufschluss geben, wo die
Anregung im elektronischen System aufzufinden ist. Die Darstellung dieser Größe ist auf
Grund ihrer Abhängigkeit von 4 Dimensionen graphisch nicht möglich. Die Darstellung
als Animation wäre in diesem Fall das Angebrachte. Zwei zeitliche Ausschnitte aus einer
solchen Animation sind in Abbildung 5.1.5 dargestellt. Sie sind dabei charakteristisch
für die Anregung, die zu beobachten ist. Dargestellt sind zwei Konturflächen der nicht-
adiabatischen Dichte bei positivem und negativem Wert. Der Raum, den die Kontur des
positiven Wertes einschließt, stellt dabei den Bereich dar, in denen die zeitabhängige
Elektronendichte größer ist als die Elektronendichte des Grundzustands. Die Kontur des
negativen Wertes stellt das Gegenteil dar. Die Dynamik dieser Bereiche zeigt, wie die
zeitabhängige Dichte der Grundzustandsdichte folgt.
Gemäß der statischen Aufnahmen in Abbildung 5.1.5 erkennt man die, der Dichte not-
wendigerweise eigenen, dreizähligen Symmetrie, die sich aus der C3V -Symmetrie der Ober-
fläche ergibt. Des Weiteren ist die Abweichung der zeitabhängigen Dichte von der Grund-
zustandsdichte im Bereich des Moleküls besonders ausgeprägt. Die Form dieser Anregung
zeigt dabei Ähnlichkeiten zu der Form des in Kapitel 4.1 vorgestellten sp∗-Orbitals. Da
die Auswahl der hier vorgestellten Bilder nach Zeiten erfolgt, an denen die Molekülbe-
wegung in einem Extremum ist, sollte ein Effekt durch die Ladungsverschiebung der sich
schnell bewegenden Atome des Moleküls, welche zu einer ähnlichen Abbildung führen
sollte, ausgeschlossen sein.
Die Anregung im Bereich der Aluminiumschicht ist bei dem gewählten Konturwert nicht
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zu erkennen. Innerhalb der Schicht ist die Anregung jedoch nahezu gleichmäßig über den
Kristall verteilt. An der Oberfläche ist insbesondere zu dem späteren Zeitpunkt ein weiter
Bereich nicht-adiabatischer Dichte zu erkennen. Dieser ist auf einen Ladungstransfer von
Oberfläche auf das Molekül zurückzuführen, auf welchen in Kapitel 5.1.2.3 weiter einge-
gangen wird. Die Natur des Metalls sorgt dabei dafür, dass ein Ladungstransfer auf die
Schicht an der Oberfläche sichtbar ist.
Zur besseren Sichtbarmachung der Zeitentwicklung der nicht-adiabatischen Dichte kann
man auf die Darstellung der dreidimensionalen Ausdehnung verzichten, und das Integral




Die so erhaltene Größe unterschlägt zwar Dichteänderungen, die innerhalb der x-y-
Ebene das Vorzeichen wechseln, was insbesondere zwischen den Molekülatomen auftritt.
Sie ermöglicht aber die Darstellung der kompletten Zeitreihe als zweidimensionale Pro-
jektion. Innerhalb der Aluminiumschicht tritt dieser Vorzeichenwechsel jedoch nur selten
auf, wie die Studie der nicht gemittelten Daten zeigt.
Der Vergleich der in Abbildung 5.1.6 dargestellten Größe mit der nicht-adiabatischen
Energie kann deshalb durchgeführt werden. Die Korrelation zwischen diesen Größen ist
allerdings nur bedingt nachweisbar. Es zeigt sich, dass der Anstieg der nicht-adiabatischen
Energie bei τ ≈ 18 fs mit der betragsmäßig größten nicht-adiabatischen Elektronendich-
te einhergeht. Es ist jedoch so, dass diese nicht-adiabatische Elektronendichte danach
erhalten bleibt und auch vorher bereits geringfügig vorhanden war.
Die Ortsauflösung der Anregung der Elektronendichte liefert keine Informationen über
den Mechanismus des Energietransfers. Es zeigt sich aber, dass auch für die zeitabhängige
Elektronendichte eine Trennung der Ladung in Molekül und Schicht erfolgen kann.
5.1.2.3. Der dynamische Ladungstransfer
Wie in Kapitel 4.3.3 beschrieben, lässt sich für die zeitabhängigen Wellenfunktionen und
der daraus resultierenden zeitabhängigen Elektronendichte eine Ladung auf dem HCl-
Molekül definieren. Die selbe Problematik der Definition der Ladung auf dem Molekül
ergibt sich auch für die zeitabhängige Ladungsdichte und wird aus diesem Grund nicht






3~r − 8 . (5.1.8)





nBO(~r,R(τ))d3~r − 8 (5.1.9)
lässt sich die nicht-adiabatische Ladung auf dem Molekül Nnad,HCl(τ) := NTD(τ) −
NBO(R(τ)) definieren. Die Wahl des Volumens V ist dabei analog zu der, die in Ka-
pitel 4.3.3 beschrieben wurde. Die Darstellung dieser Größen als Funktion der Zeit (siehe
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Abbildung 5.1.7.: Zeitabhängige NTD(τ) und Grundzustandsladung NBO(τ) auf dem
HCl-Molekül sowie ihre Differenz Nnad,HCl(τ) als Funktion der Zeit.
Zum Vergleich ist die Entwicklung von Enad(τ) als Funktion der Zeit
erneut aufgetragen. Die grauen Linien markieren die Extremalaus-
lenkungen der Molekülschwingung. Weiße Punkte stehen für die be-
rechneten Werte. Parameter der Simulation siehe Tabelle 5.1.1.
Abbildung 5.1.7) zeigt, dass während der Simulation das Molekül periodisch aufgeladen
wird. Die zeitabhängige Ladung folgt dabei der Grundzustandsladungsdichte zeitversetzt.
Diese Zeitversetzung erzeugt im Wesentlichen den nicht-adiabatischen Ladungstransfer.
Der Vergleich mit Rechnungen anderer Konfigurationen zeigt, dass es ohne einen sta-
tischen Ladungstransfer zu keinem nicht-adiabatischen Energietransfer kommt. Ein di-
rekter linearer Zusammenhang zwischen den Zeitentwicklungen von nicht-adiabatischen
Ladungstransfer und nicht-adiabatischen Energie ist jedoch nicht erkennbar. Die Tatsa-
che, dass der größte Betrag des nicht-adiabatischen Ladungstransfers zum selben Zeit-
punkt auftritt, an dem die größte Änderungsrate der nicht-adiabatischen Energie auftritt,
legt die Hypothese nahe, dass zwischen Ladungstransfer und Änderungsrate der nicht-
adiabatischen Energie ein Zusammenhang besteht. Diese Hypothese muss jedoch ver-
worfen werden, da es Zeitpunkte gibt, an denen ein nicht-adiabatischer Ladungstransfer
auftritt, allerdings keine Änderung der nicht-adiabatischen Energie.
In Modellrechnungen (siehe Kapitel 6.3.2) lässt sich der nicht-adiabatische Ladungs-
transfer und die nicht-adiabatische Energie auf die selbe Ursache zurückführen.
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5.1.2.4. Das Anregungsspektrum
Zur Beschreibung der Anregung auf der Energieskala ist die Berechnung des Anregungs-
spektrums notwendig. Dieses wird aus der Projektion der zeitabhängigen Zustände auf die







| < ψi(τ)|φj(R(τ)) > |²δ(− j(R(τ))) . (5.1.10)
Der Faktor 2 ergibt sich durch die Spin-Entartung. nocc ist die Anzahl der in dem zeitab-
hängigen Zustand Ψ(τ) besetzten Zustände und j(R(t)) ist die Eigenenergie des zugehöri-
gen BO-Zustands φj(R(τ)) bei eingefrorenen Koordinaten R(τ). Die Summation über die
k-Punkte wurde weggelassen, da die Rechnungen mit nur einem k-Punkt durchgeführt
worden sind. Da für die Anregung des elektronischen Systems die Änderung von dem







(| < ψi(τ)|φj(R(τ)) > |²− | < φi(R(τ))|φj(R(τ)) > |²)δ(− j(R(τ))).
(5.1.11)
Dabei stellt die Fermienergie der BO-Rechnung F eine Trennung der Werte dieses Aus-
drucks dar, da die Bedingung
n(,τ) < 0 fu¨r  < F
n(,τ) > 0 fu¨r  > F (5.1.12)
gilt. Unterhalb von F stellen die Abweichungen der zeitabhängigen Besetzung von der
Grundzustandsbesetzung sogenannte Lochanregungen dar, oberhalb stehen sie für den
elektronischen Anteil der Elektronen-Loch-Paar-Anregung. Zur Darstellung des Anre-
gungsspektrums wird analog zur Bildung der projizierten Zustandsdichte (siehe Kapitel
4.3.4) eine Faltung mit einer Gaußfunktion durchgeführt. Da jedoch die Verbreiterung der
Zustände mit einer Gaußfunktion die Trennung zwischen Lochanteil und Elektronenan-









j(R(τ))<F |(| < ψi(τ)|φj(R(τ)) > |²





j(R(τ))≥F (| < ψi(τ)|φj(R(τ)) > |²
−| < φi(R(τ))|φj(R(τ)) > |²)g(− j(R(τ))) fu¨r  ≥ F
.
(5.1.13)
Die Größe S(τ,) wird imWeiteren nur für die Darstellung des Anregungsspektrums ver-
wendet. Dieses Anregungsspektrum muss allerdings unter den Vorbehalten der Ehrenfest-
Dynamik betrachtet werden. Als intrinsisches Problem der Ehrenfest-Dynamik erweist
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sich die Tatsache, dass diese als Molekularfeldtheorie Anregungen ermöglicht, die in der
physikalischen Interpretation einer Anregung eines ganzzahligen Elektrons dem Energie-
satz nicht entspricht.7
Die weiteren Eigenschaften des Anregungsspektrums ergeben sich aus der Größe n(,τ).
Die Faltung und Trennung in Loch und Elektronen Anteil sorgt im Ausdruck S(,τ) dafür,
dass diese Eigenschaften nur noch näherungsweise gelten.
Auf Grund der Ladungsneutralität der Rechnungen müssen gleich viele Teilchen im






|n(,τ)| d . (5.1.14)





(− F ) · n(,τ)d . (5.1.15)
Daraus lässt sich nun die nicht-adiabatische Energie in einen Anteil der Löcher Ehole(τ)
und einen der Elektronen Eele(τ) aufteilen:
Enad(τ) = Ehole(τ) + Eele(τ) =
ˆ F
−∞
(− F ) · n(,τ)d+
ˆ ∞
F
(− F ) · n(,τ)d . (5.1.16)
Gleichung 5.1.14 kann dabei als Indikator verwendet werden, ob die Anzahl der in der
Grundzustandsrechnung berechneten Zustände ausreichend ist, um den elektronischen






immer korrekt berechnet wird, da dieses Integral in eine eindeutige Summe über die
besetzten Zustände übergeht. Womit eine eventuelle Ungleichheit der Gleichung 5.1.14
ein Fehlen von unbesetzten Zuständen charakterisiert. Da aus numerischen Gründen diese
Gleichheit nicht immer gegeben ist, wird für die nicht adiabatische Energie der Elektronen
Eele im Allgemeinen folgender Ausdruck verwendet:
Eele(τ) = Enad(τ)− Ehole(τ) . (5.1.18)
Es ist dabei nicht notwendig, dass die Energie innerhalb der Löcher gleich der Ener-
gie innerhalb des elektronischen Anteils der Anregung sein muss. Wie die Darstellung
der Zeitentwicklung dieser Trennung der nicht-adiabatischen Energie in Abbildung 5.1.8
zeigt, ist dies in der hier präsentierten Konfiguration nicht der Fall. Des Weiteren zeigt sie,
dass die Energie im Lochanteil des Spektrums zu einem früheren Zeitpunkt ansteigt, als
das für den elektronischen Anteil zutrifft. Der elektronische Anteil der nicht-adiabatischen
Energie trägt dabei ausschließlich den starken Anstieg der nicht-adiabatischen Energie bei
7Diese den Energiesatz verletzenden Anregungen werden in den folgenden Abbildungen und Diskus-
sionen als „nicht-physikalisch” bezeichnet. Der Bereich in dem diese Anregungen auftreten wird als
„physikalisch verboten” bezeichnet. Eine genauere Analyse dieses Effekts erfolgt in Kapitel 5.1.3.
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Abbildung 5.1.8.: Aufteilung von nicht-adiabatischer Energie Enad(τ) (Schwarze Kur-
ve) in Elektronenanteil Eele(τ) (Blauer Bereich) und Lochanteil
Ehole(τ) (Roter Bereich) als Funktion der Zeit. Weiße Punkte stehen
für die berechneten Werte. Die grauen Linien markieren die Extre-
malauslenkungen der Molekülschwingung. Parameter der Simulation
siehe Tabelle 5.1.1.
17 fs Simulationszeit und legt damit nahe, dass der Mechanismus des elektronisch nicht-
adiabatischen Energietransfers im Bereich der unbesetzten Zustände stattfinden muss.
Eine Analyse der Entwicklung dieser Trennung bei unterschiedlichen Konfigurationen be-
findet sich in Anhang B.
Zum weiteren Verständnis des Mechanismus, ist die genaue Betrachtung des Anre-
gungsspektrums S(,τ) notwendig. Dessen Interpretation ist streng genommen erst nach
der Entkopplung der Molekül- und Oberflächensysteme möglich. Zu diesem Zeitpunkt
kann man das Anregungsspektrum als Wahrscheinlichkeit auffassen, dass ein Elektron
(oder Loch) mit der gegebenen Energie  angeregt wird, unter der Einschränkung, dass
nicht-physikalische Anregungen möglich sind. Wenn man das Molekül bei seiner Vakuum-
Bindungslänge als näherungsweise entkoppelt annimmt, kann man das Spektrum nach
einer Schwingung unter dieser Interpretation betrachten.
Dieses wird für die in diesem Kapitel betrachteten Konfiguration in Abbildung 5.1.9
vorgestellt. Es zeigt sich, dass neben der unterschiedlichen Energie in Elektronen-und
Loch-Anteil des Spektrums auch die Form der Anregung für Elektronen und Lochspek-
trum stark unterschiedlich ist. Diese Asymmetrie ist dabei charakteristisch für den hier
auftretenden Energietransfermechanismus, da sie bei allen berechneten Konfigurationen
mit hoher Vibrationsenergie auftritt.
Auf Grund dieser Art der Anregung kann der Energietransfer in diesem Fall nicht durch
elektronische Reibung, wie zum Beispiel bei Wasserstoff auf Aluminium [123], beschrieben
werden. Bei elektronischer Reibung wäre eine Anregung zu erwarten, die einem Aufheizen
des elektronischen Systems entsprechen sollte. Diese müsste sich im Anregungsspektrum
durch eine symmetrische Verteilung von Elektronen und Löchern darstellen, wobei sowohl
Elektronen- als auch Lochbereich des Spektrums zu betragsmäßig größeren Energien ex-
ponentiell abfallen sollte.
Dieser exponentielle Abfall zeigt sich in Abbildung 5.1.9 näherungsweise für das Loch-
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Abbildung 5.1.9.: Hell- und dunkelgrüne Kurve: Anregungsspektrum S(,τ) nach
23 fs Simulationszeit (dH−Cl(τ = 23 fs) = 2,57 bohr). Der „nicht-
physikalische” Bereich ist durch den Farbwechsel markiert. Rote Kur-
ve: projizierte Zustandsdichte ρLUMO,g() (nach Gleichung 4.3.17) des
LUMO des HCl-Moleküls bei den AtomkoordinatenR(τ). Parameter
der Simulation siehe Tabelle 5.1.1.
spektrum. Im elektronischen Teil des Anregungsspektrums geht dieser exponentielle Abfall
in eine konstante Anregung bis zu etwa 2,5 eV oberhalb der Fermienergie über. Oberhalb
davon wird bei etwa 3,5 eV relativ zur Fermienergie ein Anregungsmaximum erzeugt, dass
jedoch als „nicht-physikalisch” zu bezeichnen ist, da die Anregungsenergie innerhalb dieser
Simulation mit Evib,init = 2,5 eV deutlich kleiner ist.
Auch wenn die Interpretation der Spektren als Anregungswahrscheinlichkeiten von Elek-
tronen für die Zeitpunkte während der Oszillation nicht möglich ist, so macht es doch
Sinn, die Entwicklung der Anregung im Zeitverlauf der Simulation zu beobachten. Da die
Schwingung des Moleküls Auslöser dieser Anregung ist, sollten die Resonanzen der Mo-
lekülzustände eine Rolle für die Anregung spielen. Auf Grund seiner energetischen Lage
ist im Bereich der elektronischen Anregungen ausschließlich der HCl-LUMO zu berück-
sichtigen. Die besetzten Zustände des Moleküls liegen mindestens 1,5 eV unterhalb der
Fermienergie und haben deshalb für die Anregung keine Bedeutung.
Da die Grundzustandsrechnungen bei eingefrorenen Koordinaten nur zu jeder Femto-
sekunde der Simulation durchgeführt worden sind, ist die Betrachtung der Spektren auch
nur zu diesen Zeitpunkten möglich. Abbildung 5.1.10 zeigt somit die sukzessive Entste-
hung des Anregungsspektrums während der Simulation. Es zeigt sich, dass die starke
Asymmetrie des elektronischen Teils des Spektrums zeitgleich mit dem starken Anstieg
der nicht-adiabatischen Energie entsteht.
Der Vergleich mit der Änderung der PDOS des HCl-LUMOs zeigt eine direkte Verknüp-
fung zwischen der Veränderung der bereits in Kapitel 4.1 und 4.3 untersuchten Änderung
des Maximums der PDOS und der Entstehung der Anregung im Spektrum.
Dabei entsteht zunächst eine symmetrische Anregung um die Fermienergie zu dem
Zeitpunkt an dem die PDOS des LUMOs im Bereich der Fermienergie des Metalls liegt.
Zeitgleich mit der Verschiebung der energetischen Lage der Resonanz weg von der Fer-
mienergie bei 17 fs entsteht die Asymmetrie der Anregung im elektronischen Teil des
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Abbildung 5.1.10.: Entwicklung des Anregungsspektrums während der Simulation. Ge-
zeigt wird das Anregungsspektrum beginnend nach der ersten Fem-
tosekunde der Simulation (oben links), bis zur 24ten Femtosekunde
der Simulation. Farbgebung der Graphen wie bei Abbildung 5.1.9.
Parameter der Simulation siehe Tabelle 5.1.1.
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Spektrums. Dabei ist die Lage der stärksten elektronischen Anregung oberhalb der Fermi-
energie und die Lage des PDOS-Maximums näherungsweise identisch, bis zum Zeitpunkt
τ = 20 fs an dem die Lage des PDOS-Maximums ihr Maximum oberhalb der Fermiener-
gie erreicht hat. Die weitere Schwingung des Moleküls und damit die Veränderung der
energetischen Lage der Resonanz wird dann nur noch mit geringeren Veränderungen des
Anregungsspektrums begleitet.
Auf Basis dieser Korrelation zwischen Veränderung des Anregungsspektrums und der
Position des PDOS-Maximums des LUMOs wird in Kapitel 5.2 ein Mechanismus pos-
tuliert. Da jedoch die Anregungsspektren zeigen, dass ein größerer Teil der Anregung
„nicht-physikalisch” ist, muss zunächst der Fehler durch die Ehrenfest-Dynamik abge-
schätzt werden.
5.1.3. Abschätzung der Fehler durch die Ehrenfest-Dynamik und
die Dissipation der Anregung
Wie schon erwähnt entspricht die nicht-adiabatische Energie nicht einer dissipierten Ener-
gie. Das hat zum einen den Grund, dass die Simulationen nicht so lange laufen, dass das
System des Moleküls und der Oberfläche am Ende der Simulation entkoppelt sind. Zum
anderen ist der Ausdruck der nicht-adiabatischen Energie ein Maß dafür, wie stark das
elektronische System sich zu einem gegebenen Zeitpunkt vom Grundzustand unterschei-
det. Die Energie, die dafür notwendig ist, wird zwar aus dem Vibrationsfreiheitsgrad
genommen, allerdings kann sie wie die Rechnung zeigt auch wieder zurück transferiert
werden. Des Weiteren enthält der Ausdruck der nicht-adiabatischen Energie, wie aus den
Anregungsspektren des vorherigen Kapitels zu sehen ist, einen Anteil von Anregungen,
die nicht dem Energieerhaltungssatz entsprechen.
Zunächst soll daher der Fehler abgeschätzt werden, der durch die Ehrenfest-Dynamik
entsteht. Dazu wird von der Formel der nicht-adiabatischen Energie nach der Berechnung
durch das Anregungsspektrum ausgegangen:






 · n(,τ)d . (5.1.19)
Da in den Anregungsspektren ein Anteil enthalten ist, der als nicht-physikalisch betrachtet
wird, werden die Integrale zunächst auf den physikalisch interpretierbaren Teil der Spek-
tren eingeschränkt. Die Grenze stellt dabei die Anfangsenergie des Systems i dar. Dieser
Ausdruck wird nicht-adiabatische Energie ohne Ehrenfest-Fehler Enad,oE(τ) genannt und







 · n(,τ)d . (5.1.20)
Da dieser Ausdruck den Teil der Elektronendichte, der außerhalb dieser Grenzen liegt,
nicht berücksichtigt, ergibt seine Zeitentwicklung Effekte, die kein dissipativer Term zeigen
würde (siehe Abbildung 5.1.11). Dazu zählt im Besonderen der starke Abfall bei τ = 19 fs.
Zu diesem Zeitpunkt wird ein großer Teil der Anregung auf Zustände oberhalb der Grenze
i verlagert. Ihre Energie wird also einfach nicht berücksichtigt. Aus diesem Grund macht
ein Korrekturterm Sinn, der dieser Anregung eine Energie zuweist, die dem Maximum der
zulässigen Energie entspricht:
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Abbildung 5.1.11.: Darstellung der Größen Enad(τ)(schwarz), Enad,oE(τ)(rot) und
Enad,abr(τ)(blau) als Funktion der Simulationszeit. Weiße Punkte
stehen für die berechneten Werte. Die grauen Linien markieren die
Extremalauslenkungen der Molekülschwingung. Parameter der Si-
mulation siehe Tabelle 5.1.1.






n(,τ)d+ Enad,oE(τ) . (5.1.21)
Dieser Term berücksichtigt nun sämtliche angeregten Elektronen, weist ihnen allerdings
physikalisch mögliche Energien zu.
Aus der Interpretation der Spektren als Wahrscheinlichkeit, dass ein Elektron mit ge-
nau dieser Energie angeregt wird, ergibt sich die nicht-adiabatische Energie als Mittel-
wert dieser Anregung. Der Näherungsterm Enad,abr(τ) lässt sich ebenfalls als Mittelwert
interpretieren, mit der Einschränkung, dass Anregungen die Energien zugeordnet sind,
die nicht-physikalisch sind, ihren Anregungsvorgang bei der Anfangsenergie abbrechen
und damit die Wahrscheinlichkeit erhöhen, Elektronen an dieser Energie anzutreffen. Ei-
ne genauere Analyse der Anregung wäre an dieser Stelle nur noch durch Simulationen
mit der „Surface Hopping”-Methode (vergleiche Kapitel 2.1) möglich, so dass der Unter-
schied zwischen der nicht-adiabatischen Energie Enad(τ) und der Näherung Enad,abr(τ)
den Ehrenfest-Fehler beziffert.
Die Zeitentwicklung dieser Größen in dem hier untersuchten Beispiel zeigt, dass die der
Ehrenfest-Fehler etwa 20% der nicht-adiabatischen Energie ausmacht (siehe Abbildung
5.1.11).
Bei der Berechnung des Wertes von Enad,abr(τ) entfällt bis zu 75% der Energie auf den
Näherungsterm. Die Ungenauigkeit, die diese Näherung bedeutet, ist im Rahmen dieser
Arbeit nicht untersucht worden. Für die meisten anderen Konfigurationen der TDDFT-
Simulationen tritt dieses Missverhältnis nicht in diesem Maße auf (vergleiche Anhang
B.3). Des Weiteren zeigt der Term innerhalb der ersten Schwingung der Simulation kei-
ne abfallende Dynamik, so dass man Enad,abr(τ) als Näherung der aus der Schwingung
dissipierten Energie auffassen kann. Die Problematik, dass die Systeme von Molekül und
Oberfläche nicht entkoppelt sind, gilt allerdings auch für diese Größe.
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5.2. Der Mechanismus des elektronisch
nicht-adiabatischen Energietransfers aus der
Vibrationsanregung eines HCl-Moleküls an einer
Al(111)-Oberfläche
Aus der Analyse sämtlicher berechneter Konfigurationen mit hoher Schwingungsanregung
des Moleküls lässt sich der, in Kapitel 5.1 vorgestellte, Zusammenhang zwischen dem
elektronisch nicht-adiabatischen Energietransfer aus der Vibration in das elektronische
System und dem Verlauf der LUMO-Resonanz belegen. Der Verlust von Vibrationsenergie
im Laufe dieser Simulationen wird vollständig zur Bildung von Elektronen-Loch-Paaren
verwendet.
Als Mechanismus dieses Transfers kann die elektronische Reibung, wie im Fall von Was-
serstoff an Aluminium [123], ausgeschlossen werden. Diese Tatsache ist zum einen in der
Abhängigkeit der Veränderung der nicht-adiabatischen Energie von der Orientierung der
Kernbewegung begründet (siehe Kapitel 5.1.2.1), zum anderen an der asymmetrischen
Form der Anregungsspektren (siehe Kapitel 5.1.2.4). Ein direkter Zusammenhang zwi-
schen dem Ladungstransfer auf das Molekül und der Veränderung der nicht-adiabatischen
Energie ist ebenfalls nicht feststellbar, so dass ein Mechanismus auf Basis des Ladungs-
transfers, wie er zum Beispiel von Liebsch [124] beschrieben wird, nicht in Frage kommt.
Die klare Evidenz, dass das HCl-LUMO als einzige dynamische Größe ein übereinstim-
mendes Verhalten mit der Entwicklung des Anregungsspektrums (siehe Kapitel 5.1.2.4)
hat und damit auch mit der Entwicklung der nicht-adiabatischen Energie, ist der Grund
für den nun postulierten Mechanismus, dessen Funktionsweise und Parameter-Abhängigkeit
im Weiteren untersucht werden soll.
Die zusammenfassende Darstellung der Entwicklung der relevanten Größen im Laufe
der Simulation zeigt Abbildung 5.2.1. Der wesentliche Unterschied in dieser Zusammen-
fassung der Ergebnisse aus Kapitel 5.1 ist dabei die Darstellung der Entwicklung der
Anregungsspektren. Dazu wird die in Kapitel 5.1.2.4 eingeführte Formel 5.1.11 nur an
den KS-Eigenenergien i des Grundzustands zu den Koordinaten R(τ) ausgewertet. Die
Werte von n(i,τ) werden dann für die Radien der Kreise an den Koordinaten (i,τ) ver-
wendet. Diese Darstellung der Entwicklung der Spektren zeigt den Zusammenhang der
Entstehung der Anregungen mit der energetischen Position des Maximums der LUMO-
PDOS max,LUMO.
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Abbildung 5.2.1.: Darstellung des Mechanismus anhand der Ergebnisse der Simulation,
die auf den Parametern aus Tabelle 5.1.1 basiert. Als Funktion der
Zeit τ ist dargestellt: (a) der Verlauf des Bindungsabstand dH−Cl(τ),
(b) die Entwicklung der nicht-adiabatischen Energie Enad(τ) und ih-
rer Aufteilung in Eele(τ)(blauer Bereich) und Ehole(τ) (roter Bereich),
(c) der Verlauf des Ladungstransfers auf das Molekül im Grundzu-
stand NBO(τ) (schwarze Kurve) und für den zeitabhängigen Zustand
NTD(τ)(blaue Kurve), (d) die Entwicklung des Anregungsspektrums
n(τ,i) als Funktion der KS-Eigenenergien des Grundzustands i bei
den Koordinaten R(τ) (der Radius der Schwarzen Kreise entspricht
n(τ,i)) und der Entwicklung des Maximums der Resonanz max,LUMO
(rote Kurve).
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Aus diesem Zusammenhang kann der Mechanismus als ein zweiphasiger Vorgang be-
schrieben werden. Diese zwei Phasen lassen sich dann wie folgt beschreiben (siehe Abbil-
dung 5.2.1):
1. Phase: Während der HCl-Bindungsabstand dH−Cl so weit ausgedehnt ist, dass die
Resonanz des LUMOs im Bereich der Fermienergie des Metalls liegt, kommt es zu ei-
ner Besetzung von Zuständen innerhalb der Resonanz. Durch diese Besetzung ergibt
sich ein partieller Ladungstransfer auf das Molekül. Dieser ist auf Grund der end-
lichen Lebensdauer der Resonanz in der zeitabhängigen Simulation zeitversetzt zu
dem Ladungstransfer im Grundzustand. In der Ladungsdichte des Metalls entstehen
durch diesen Ladungstransfer Elektronen-Loch-Paar-Anregungen.
2. Phase: Durch die weitere Schwingungsbewegung des Moleküls und der damit einher-
gehenden Verkleinerung des Bindungsabstands dH−Cl wird die energetische Position
der Resonanz zu Energien oberhalb der Fermienergie verlagert. Die Zustände die
in Phase 1 besetzt worden sind, bleiben aufgrund der endlichen Lebensdauer der
Resonanz zunächst noch besetzt. Da diese Lebensdauer jedoch so lang ist, dass der
Transfer der Besetzung an die Metallzustände erst dann erfolgt, wenn die Eigenener-
gie dieser Zustände weit oberhalb der Fermienergie liegen, entstehen Anregungen im
hohen Energiebereich des elektronischen Teil des Spektrums. Ist die Lebensdauer
der Resonanz so lang, dass sich auf Grund der Schwingung die Resonanz wieder in
Richtung der Fermienergie verschiebt, während sie noch mit Elektronen besetzt ist,
kommt es zu einem Rücktransfer von elektronisch nicht-adiabatischer Energie auf
die ionischen Freiheitsgrade.
Wie man anhand der Beschreibung des Mechanismus entnehmen kann, ist es notwendig,
dass die 1. Phase vor der 2. Phase stattgefunden hat, da ansonsten keine Besetzung mit
der Resonanz transportiert werden kann. Des Weiteren ergibt sich aus dieser Beschreibung
eine Abhängigkeit des nicht-adiabatischen Energietransfer von der Lebensdauer der HCl-
LUMO Resonanz.
Diese Lebensdauer, beziehungsweise die Halbwertsbreite der Resonanz zusammen mit
dem Zeitverlauf der Resonanz, sollte damit die Anregung des elektronischen Systems
bestimmen, was sich im Folgenden bestätigen lässt.
73
Kapitel 5. Der Mechanismus des elektronisch nicht-adiabatischen Energietransfers 5.3.
5.3. Konfigurationsabhängigkeit der Wirkungsweise
des Mechanismus
Die Entwicklung der nicht-adiabatischen Energie verläuft wie in Kapitel 5.1 gezeigt nicht
monoton. Der Verlauf der nicht-adiabatischen Energie unterscheidet sich je nach Konfigu-
ration qualitativ voneinander (siehe Anhang B.3). Das liegt zum einen an der durch die
Anharmonizität der Vibration bedingte, unterschiedliche Schwingungsdauer, zum anderen
an der Phasenabhängigkeit des Mechanismus, so dass je nach Orientierung der Anfangs-
geschwindigkeiten eine Transiente auftreten kann. Um den nicht-adiabatischen Effekt un-
terschiedlicher Konfigurationen zu vergleichen, ist es also notwendig eine einheitliche De-
finition des Zeitintervalls vorzunehmen, über das die Veränderung der nicht-adiabatischen
Energie betrachtet werden soll.
Die Länge dieses Intervalls [τ0,τ1] wird im Folgenden als die Schwingungsdauer der
Molekül-Oszillation angenommen, gemessen von einem Durchgang durch den Vakuum-
bindungsabstand von dH−Cl zum übernächsten. Dabei wird nur das Intervall verwendet,
in dem die Phasenabfolge der Schwingung zunächst das Maximum des Bindungsabstands
durchläuft und anschließend das Minimum. Die Differenz der nicht-adiabatischen Energie
dieser beiden Zeitpunkte wird im Weiteren als transferierte Energie
Etrans = Enad(τ0)− Enad(τ1) (5.3.1)
bezeichnet.
Die selbe Wahl des Zeitintervalls wird in Modellrechnungen in Kapitel 6.2.2.2 verwen-
det, welche dort innerhalb der Modellrechnungen auch genauer untersucht werden kann.
Insbesondere der Effekt der Transiente kann innerhalb der Modellrechnungen genauer
betrachtet werden.
Die Wahl der Anfangskonfiguration bedingt, dass die Atome mit einer Anfangsgeschwin-
digkeit ausgestattet werden. Da das elektronische System zu diesem Zeitpunkt im Grund-
zustand ist, kommt es durch diese instantane Beschleunigung der Kerne zu einer elektroni-
schen Anregung des Systems. Diese Anregung ist dabei von der Orientierung und von der
Schwerpunktsgeschwindigkeit abhängig, welche in allen Simulationen identisch ist. Für
die „UP”-Orientierung ergibt sich dabei eine Anregung um ≈ 10meV , für die „DOWN”-
Konfiguration beträgt dies ≈ 30meV . Vorbereitende Rechnungen haben allerdings erge-
ben, dass diese Anregung, die innerhalb der ersten 0,1 fs passiert, keinen weiteren Einfluss
auf den Verlauf der nicht-adiabatischen Energie hat (siehe Anhang D). Da dieser Effekt
nur dann in die transferierte Energie eingeht, wenn der Zeitpunkt τ0 gleich dem Start-
zeitpunkt der Simulation ist, wären damit diese Punkte ausgezeichnet(siehe Anhang B.3).
Damit die transferierte Energie weiterhin vergleichbar bleibt, wird in den Fällen in denen
τ0 = 0 fs ist, τ0 auf den ersten berechneten Zeitpunkt nach dem Start verlegt.
5.3.1. Konfigurationsabhängigkeit der transferierten Energie
Die transferierte Energie wird im Folgenden in Abhängigkeit der Eigenschaften der Start-
konfiguration gesetzt. Diese unterscheiden sich, wie schon zu Beginn dieses Kapitels be-
schrieben, in dem Schwerpunktsabstand zur Oberfläche ds, der Vibrationsenergie der
Schwingung Evib,init und der Orientierung des Moleküls.
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Um den Fehler in der transferierten Energie zu beziffern, sind eine Reihe von Überle-
gungen notwendig. Zu berücksichtigen sind die numerischen Fehler der Integration, die
numerischen Fehler der Beschränkung der Ebene-Wellen-Basis sowie die Beschränkung auf
einen k-Punkt. Des Weiteren ergeben sich Fehler durch die Beschränkung auf eine end-
liche Schicht sowie durch die Ehrenfest-Dynamik. Abschließend gibt es noch den Fehler,
der sich durch das verwendete Austausch-Korrelations-Funktionals der TDDFT ergibt.
Dabei ist der Fehler, der sich durch die Integration ergibt, mit wenigen Millielektronen-
volt zu beziffern (vergleiche Anhang B.1) und damit im Vergleich zu nicht-adiabatischen
Energien im Bereich von mehreren 100meV zu vernachlässigen. In vorbereitenden Rech-
nungen [105] (siehe Anhang D) wurde die k-Punkt-Konvergenz des Physisorptionspo-
tentials untersucht. Die minimalen Änderung (≈ 1meV ) der Potentialfläche durch die
Beschränkung auf einen k-Punkt hat damit nur minimalen Einfluss auf die Dynamik und
ist zu vernachlässigen.
Die übrigen Konvergenzfehler aus der Beschränkung der Rechnungen auf 10Ry Ab-
schneideenergie und 14 Lagen der Aluminiumschicht ergeben zusammen einen Fehler der
bis zu 20 % der nicht-adiabatischen Energie betragen kann. Dieser ergibt sich zum einen
aus Abschätzungen der Grundzustandsrechnungen des Systems (siehe Kapitel 4 und An-
hang D), welche für die ungedämpfte Vibration des Moleküls eine Änderung der Schwin-
gungsdauer aufgrund der Änderung der Abschneideenergie von 8 % erhalten. Zum ande-
ren aus Betrachtungen des Mechanismus innerhalb eines Modells (siehe Kapitel 6). Dieses
Modell zeigt, dass eine Änderung der Schwingungsdauer von 8 % die nicht-adiabatische
Energie um bis zu 10 % ändern kann. Des Weiteren zeigen Modell-Rechnungen mit den
DFT-Rechnungen vergleichbarer Zustandsdichte, dass eine Beschränkung der Schicht auf
14 Lagen einen Fehler von etwa 10 % der nicht-adiabatischen Energie (vergleiche Anhang
B.2) erzeugen kann.
Die Abschätzung des Ehrenfestfehlers wurde in Kapitel 5.1.3 anhand des dort diskutier-
ten Beispiels vorgenommen. Die Größenordnung von 20 % der nicht-adiabatischen Energie
ist allerdings die obere Grenze aller berechneten Konfigurationen (vergleiche Anhang B.3).
Wie in Kapitel 3.2 beschrieben, wird ein adiabatisches GGA-Funktional für die zeit-
abhängigen Rechnungen verwendet. Der Einfluss des XC-Funktionals auf TDDFT-Rech-
nungen ist, ebenso wie die Entwicklung solcher Potentiale, ein sehr aktives Forschungsge-
biet [100–103]. Zur Abschätzung einer Größenordnung des Fehlers, der durch das Austausch-
Korrelations-Funktional entstehen kann, kann der Einfluss unterschiedlicher Funktionale
auf das Grundzustandsphysisorptionspotential untersucht werden. Die in vorbereitenden
Rechnungen [105] durchgeführte Berechnung mit einem LDA-Funktional8 (siehe Anhang
D) zeigt dabei eine Änderungen des Physisorptionsminimums von 200 % des Wertes der
GGA-Rechnungen. Da jedoch nicht untersucht wurde, in wie weit sich diese Abweichungen
auf die zeitabhängigen Rechnungen übertragen lassen, wird dieser systematische Fehler
für die weitere Fehlerbetrachtung nicht berücksichtigt.
Addiert man die zu berücksichtigen Fehler auf, so erhält man einen Gesamtfehler von
40 %. Da die Angaben oben sich jedoch auf die maximal möglichen Fehler beziehen und
diese Maxima nicht in den selben Konfigurationen auftreten, wird im Weiteren eine mitt-
lere Abweichung der berechneten Werte von 30 % angenommen, zuzüglich einer absoluten
Abweichung, die sich aus dem jeweiligen Starteffekt ergibt.
Damit lassen sich die Ergebnisse aller 55 berechneter Konfigurationen innerhalb der
8LDA steht für „(L)ocal (D)ensity (A)pproximation” (lokale Dichte Näherung)
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Abbildung 5.3.1.: Transferierte Energie Etrans als Funktion des Schwerpunktsabstands
ds,init für die „UP”-Konfiguration (schwarz) und die „DOWN”-
Konfiguration (rot). Die Linien zeigen die Zusammengehörigkeit der
Konfigurationen zur selben Vibrationsenergie Evib,init an. Die senk-
rechten Balken markieren den Fehler der nicht-adiabatischen Energie.
Abbildung 5.3.1 darstellen. Die transferierte Energie zeigt für die „UP”-Konfiguration im
Fall der Vibrationsenergie von Evib,init = 2,5 eV ein Maximum bei einem Schwerpunkts-
abstand ds von 9,07 bohr. Dieses Maximum sollte in allen anderen Kurven auch auftreten,
wurde jedoch innerhalb der berechneten Konfigurationen noch nicht erreicht oder ist ge-
rade erreicht worden (siehe Kapitel 6.3.3). Das ergibt sich aus der Tatsache, dass das von
der Oberfläche entkoppelte Molekül keinen Energietransfer mehr zeigen sollte, und alle
Konfigurationen mit einer Vibrationsenergie größer als 1 eV einen Anstieg der transferier-
ten Energie hin zu größeren Schwerpunktsabständen zeigen. Des Weiteren zeigt sich, dass
die transferierte Energie bei kleinen Vibrationsanregungen nur sehr schwach ausgebildet
und ein Unterschied zwischen den Konfigurationen bei unter 0,99 eV (für die „DOWN”-
Konfiguration für unter 1,66 eV ) nur schwer auszumachen ist.
Der Unterschied zwischen den Orientierungen zeigt, dass der Schwerpunktsabstand des
Moleküls keine direkte Aussage über die Wirkungsweise des Mechanismus zulässt. Der
Schwerpunktsabstand muss Einfluss auf eine andere Größe haben, die dann wiederum die
Wirkungsweise des Mechanismus festlegt.
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Abbildung 5.3.2.: Energietransfer Etrans als Funktion der Breite der LUMO-Resonanz
∆LUMO bei der Startkonfiguration. Alle Konfigurationen haben eine
Vibrationsenergie Evib,init von 2,5 eV . Werte der „UP”-Konfiguration
in schwarz, die der „DOWN”-Konfiguration in rot. Die senkrech-
ten Balken markieren den Fehler der nicht-adiabatischen Energie,
die waagerechten Balken die Schwankungsbreite der Resonanzbreite
während einer Schwingung.
5.3.2. Abhängigkeit der transferierten Energie von der
Resonanzbreite
Aus der Beschreibung des Mechanismus in Kapitel 5.2 ergibt sich, dass die Lebensdauer
der HCl-LUMO-Resonanz einen entscheidenden Einfluss auf die Effektivität des Mecha-
nismus haben muss. Diese Lebensdauer ∆τRes ergibt sich aus der bereits in Kapitel 4.3.4





Die Resonanzbreite ist abhängig von dem Abstand des Moleküls zur Oberfläche sowie
dem Bindungsabstand dH−Cl des Moleküls. Da der Bindungsabstand sich während der
Oszillation verändern muss und der Einfluss dieser Veränderung auf die nicht-adiabatische
Energie im Rahmen dieser Arbeit nicht abschließend untersucht wurde, wird im Folgenden
die Halbwertsbreite der Konfiguration in der Startkonfiguration als Abschätzung für diese
Größe benutzt. Da der numerische Fehler in der Berechnung dieser Größe (≈ 10meV ) im
Allgemeinen kleiner als die Schwankungsbreite im Verlauf einer Schwingung ist, wird diese
Schwankungsbreite in der Darstellung der Ungenauigkeit der Resonanzbreite verwendet.
Zur besseren Übersichtlichkeit werden in der Darstellung in Abbildung 5.3.2 nur die
Ergebnisse der Simulationen mit einer Vibrationsenergie von Evib,init = 2,5 eV gezeigt. Das
Maximum der transferierten Energie ist auch in dieser Darstellung gut erkennbar. Hierbei
ist für eine Halbwertsbreite von Null kein Energietransfer anzunehmen, da Moleküle, die
von der Oberfläche entkoppelt sind, keinen Energietransfer erwarten lassen.
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Abbildung 5.3.3.: Energietransfer Etrans als Funktion von LUMO Breite ∆LUMO und
Vibrationsanregung zu Beginn der Simulation Evib,init. Der hellblaue
Bereich ist die lineare Extrapolation des Verlaufs der Kurve hin zu
einem von der Oberfläche entkoppelten Molekül.
Innerhalb dieser Darstellung sind die Wertebereiche der Halbwertsbreiten für die beiden
Orientierungen ebenfalls weitestgehend voneinander getrennt, wie das bereits für die Wer-
tebereiche der Schwerpunktsabstände im vorherigen Kapitel zutrifft. Im Bereich in dem
die Halbwertsbreiten der Konfigurationen der unterschiedlichen Orientierungen vergleich-
bar sind, ist die transferierte Energie jetzt jedoch innerhalb des Fehlers ähnlich groß. Die
Wirkungsweise des Mechanismus wird also über die Halbwertsbreite des LUMO festgelegt.
Für die Ergebnisse der Konfigurationen mit geringerer Vibrationsanregung wurde für
Abbildung 5.3.3 eine Projektion einer dreidimensionalen Darstellung gewählt. Zur Über-
sichtlichkeit dieser Darstellung wurde auf die Verwendung von Fehlerbalken in diesem
Zusammenhang verzichtet.
Der Abfall der transferierten Energie Etrans mit der Vibrationsenergie Evib,init unter-
scheidet sich dabei wieder zwischen den Orientierungen. So zeigt die „DOWN”-Konfiguration
erst ab einer Vibrationsenergie von über 1,33 eV einen Anstieg der transferierten Energie,
während die „UP”-Konfiguration bereits bei Vibrationsenergien von 0,99 eV eine transfe-
rierte Energie liefert, die über der Energie liegt, die durch elektronische Reibungseffekte
der Atom-Bewegung zu erwarten ist.
Diese Abschaltung des Mechanismus kann man im Detail an der Entwicklung der Spek-
tren untersuchen. Dazu wird zur Vergleichbarkeit der Anregungen die spektrale nicht-




′ · S(′,τ)d′ . (5.3.3)
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Diese Größe zeigt dann die Verteilung der Energie über das Spektrum. Auf diese Weise
kann man den qualitativen Unterschied in der elektronischen Anregung bei unterschiedli-
chen Vibrationsanregungen erkennen (siehe Abbildung 5.3.4). Während bei kleiner Vibra-
tionsanregung die nicht-adiabatische Energie von Zuständen im Bereich der Fermienergie
beeinflusst wird, so wird im Fall von starker vibrationaler Anregung die Energie zum
größten Teil von hoch energetischen Zuständen getragen. Der Übergang zwischen diesen
beiden Extremen erfolgt bei der Vibrationsenergie, bei der auch die LUMO-Resonanz in
den Bereich der Fermienergie gelangt. Erst ab dieser Schwelle kann der Mechanismus so
funktionieren, wie er in Kapitel 5.2 beschrieben wurde.
Da die LUMO-Resonanz bei beiden Orientierungen, wie schon in Kapitel 4.3.4 darge-
stellt, bei unterschiedlichem Bindungsabstand des Moleküls in den Bereich der Fermiener-
gie gelangt, muss dieser Unterschied auch in der transferierten Energie sichtbar sein. Der
Unterschied der Orientierungen in dem Anstieg der transferierten Energie bezüglich der
Vibrationsenergie in Abbildung 5.3.3 ist dabei konform mit der unterschiedlichen Positio-
nierung der LUMO-Resonanz.
Der Überblick über die TDDFT-Ergebnisse unterstützt die Interpretation der Wir-
kungsweise des beschrieben Mechanismus. Das Anschalten des elektronisch nicht-adiaba-
tischen Mechanismus bei einer Energie zwischen 2~ω und 3~ω ist dabei in guter Überein-
stimmung mit den experimentellen Ergebnissen von Rahinov et al. [9], welche die Beteili-
gung eines elektronisch nicht-adiabatischen Effekts bei der Abregung der Molekülschwin-
gung von v = 2 zu v = 1 nahe legen.
Eine genaue Untersuchung der Details dieses Mechanismus wird im folgenden Kapitel
vorgenommen.
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Abbildung 5.3.4.: Spektrale nicht-adiabatische Energiedichte U(,τ) als Funktion der
Zeit t und der Energie  für drei unterschiedliche Vibrationsanregun-
gen EV ib,init. Die Konfigurationen wurden für die „UP”-Orientierung
des Moleküls bei gleicher Startentfernung des Schwerpunkts von der
Oberfläche berechnet. (ds = 9,57 bohr)
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6. Modellbildung und Analyse des
Mechanismus des Energietransfers
Abbildung 6.0.1.: Schematische Darstellung der Modellbildung
In diesem Kapitel wird auf Basis des in Kapitel 5.2 vorgestelltem Mechanismus ein
Modellsystem eingeführt. Die Modellbildung basiert dabei auf der Darstellung der Zeit-
entwicklung der KS-Zustände. Markiert man innerhalb der KS-Zustände der Born-Op-
penheimer-Rechnungen die Zustände, die Beiträge zur PDOS des Molekül-LUMOs liefern
(siehe Abbildung 6.0.1), so entsteht das Bild eines oszillierenden Zustands oberhalb der
Fermienergie des Metalls. Fasst man nun die Metallzustände als Kontinuum auf, so erhält
man die Grundlage für das Modellsystem. Dieses besteht dann aus einem einzelnen, unbe-
setzten, zeitabhängigen Zustand, der seine energetische Position oszillatorisch ändert und
einem teilweise besetztem Kontinuum von Zuständen, an die der zeitabhängige Zustand
koppelt.
Um dieses Modell darzustellen, wird im Folgenden ein Hamiltonoperator auf Basis der
„Tight-Binding”-Approximation eingeführt (siehe Kapitel 6.1.1), sowohl das Eigensystem
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(siehe Kapitel 6.2.1) als auch seine Zeitentwicklung (siehe Kapitel 6.2.2) untersucht und
außerdem die Parameterabhängigkeit der Dissipation innerhalb dieses Modells festgestellt.
Durch ein Anpassen dieser Parameter an die Größen der DFT-Grundzustandsrechnungen
und eine Kopplung des Modells an eine Molekulardynamik ist die Simulation der Dissipa-
tion der HCl-Schwingung an der Oberfläche innerhalb dieses Modellsystems möglich. Der
Vergleich mit den TDDFT-Simulationen wird dann sowohl qualitativ als auch quantitativ
durchgeführt, sowie die Extrapolation des Modells auf Bereiche, die in der TDDFT nicht
berechnet worden sind, diskutiert (siehe Kapitel 6.3).
6.1. Modellierung des „Tight-Binding”-Modells
Die Modellvorstellung wird auf Basis der Darstellung der „Tight-Binding”-Approximation
umgesetzt. Das Prinzip dieser Methode besteht darin, dass die atomaren Wellenfunktionen
jedes Atoms nur mit den Wellenfunktionen der nächsten Nachbarn des Atoms wechsel-
wirken, wobei im Folgenden lediglich s-Orbitale der Atome betrachtet werden. Für die
Darstellung der Wellenfunktionen in einem solchen Modell sei auf das Buch von Ashcroft
und Mermin [125] verwiesen, da sie für die Aussagen, die hier getroffen werden, nicht
notwendig sind.
Der durch die Approximation erhaltene Hamiltonoperator wird dabei in zwei Versionen
vorgestellt, einerseits in Form einer eindimensionalen Kette andererseits als dreidimensio-
nale Schicht. Beide Versionen führen zu qualitativ identischen Aussagen. Die eindimensio-
nale Methode hat jedoch den Vorteil, dass sie numerisch weniger aufwendig ist und damit
die Parameterabhängigkeit des Mechanismus für einen weiten Wertebereich untersuch-
bar macht. Sämtliche numerischen Zusammenhänge, die sich im eindimensionalen Modell
ergeben, lassen sich für die dreidimensionale Schicht bestätigen. Für den quantitativen
Vergleich mit den TDDFT-Ergebnissen ist das dreidimensionale Modell aber zwingend
notwendig.
6.1.1. Der Hamiltonoperator des Modells
Der Hamiltonoperator eines „Tight-Binding”-Modells besteht aus den atomaren Eigen-
energien i der einzelnen atomaren Zustände sowie der Transferelemente ti,j, die der Wech-
selwirkung mit den Orbitalen der nächsten Nachbarn entspricht. Dabei wird jedes Atom
durch einen einzelnen Zustand charakterisiert. Zur Vereinfachung des Modells wird das
Molekül als ein einzelner Zustand aufgefasst, im Weiteren Adsorbat genannt. Eine Be-
schreibung durch beide Molekülatome ist zwar möglich, jedoch hat sich gezeigt, dass dies
zu keinen qualitativen Änderungen in den beobachteten Effekten führt.









Dieser besteht aus der zeitabhängigen atomaren Eigenenergie des Adsorbats a(τ), der
(zeitabhängigen) Kopplungsmatrix ˆSaM(τ) des Adsorbats mit dem Substrat und dem
Metall-oder Substrat-Hamiltonoperator HˆM . Die Matrizen werden zunächst in ihrer ato-
maren Basis beschrieben.
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Abbildung 6.1.1.: Schematische Darstellung des 3D-”Tight-Binding”-Kristalls. Kugeln
einer Farbe gehören der selben Ebene an. Die Einheitszelle ist in rot
dargestellt. Die nächsten Nachbarn zu dem Atom im Ursprung sind
in kräftigeren Farben dargestellt.
Die Basis des Hamiltonoperators besteht somit aus dem Adsorbatzustand |a > und den
Atomzuständen des Substrats |i >. Für die eindimensionale Kette werden diese Zustände
durch ihre Position in der Kette i = 1,...,n nummeriert. Unter der Bedingung, dass nur die
Wechselwirkung mit den nächsten Nachbarn ungleich Null ist, hat der Hamiltonoperator
des Metalls die Form:
HˆM =

M t 0 · · · 0
t M
. . . · · · 0
0
. . . . . . . . . ...
...
... . . . . . . t
0 0 · · · t M
 , (6.1.2)
wobei im weiteren Verlauf der Rechnungen M = 0 gesetzt wird. Die Kopplung des Ad-




t′(τ) 0 · · · 0 ) . (6.1.3)
Für den Vergleich mit den TDDFT-Daten wird ein dreidimensionales flächenzentriertes
kubisches Gitter simuliert. Dazu wird eine Schichtengeometrie wie in den DFT-Rechnungen
angenommen, bestehend aus (111)-Flächen eines „fcc”-Gitters. Beschrieben wird dieses



















 aufgespannt werden, wie in Abbildung 6.1.1 gezeigt.
Das reziproke System zu diesen Koordinaten wird im Folgenden mit R.K. bezeichnet.
Der Hamiltonoperator wird wieder in seiner atomaren Basis dargestellt, bestehend aus
dem Adsorbatzustand |a >, der den zeitabhängigen Eigenwert besitzt und den atomaren
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Wellenfunktionen für ein Atom an der Positionen innerhalb der Schicht |i1,i2,i3 >. In
Richtung der Oberfläche werden zyklische Randbedingungen (ZRB: (Z)yklische (R)and-
(B)edingungen) angenommen, womit die Indizes der Atompositionen in der Richtung
α1und α2 folgende Form haben:
i1 = 0,1,...,n1 − 1,ZRB , (6.1.4)
i2 = 0,1,...,n2 − 1,ZRB , (6.1.5)
wobei n1 und n2 die Anzahl der berechneten Atome in α1 und α2 Richtung sind. Die
Schichten werden dann von der Oberfläche mit dem Adsorbat ausgehend durchnummeriert
bis zu der Lagenzahl n3:
i3 = 0,1,...,n3 − 1 . (6.1.6)
Die Matrixelemente des Hamiltonoperators sind in dieser Basis dann über die folgenden
Gleichungen gegeben, wobei zunächst die Wechselwirkung innerhalb einer Lage betrachtet
werden:
< i1 ± 1,i2,i3|Hˆ(τ)|i1,i2,i3 > = t (6.1.7)
< i1,i2 ± 1,i3|Hˆ(τ)|i1,i2,i3 > = t (6.1.8)
< i1 + 1,i2 − 1,i3|Hˆ(τ)|i1,i2,i3 > = t (6.1.9)
< i1 − 1,i2 + 1,i3|Hˆ(τ)|i1,i2,i3 > = t . (6.1.10)
Für die Transferelemente zwischen den Lagen muss unterschieden werden, ob die Inter-
aktion weg von der Oberfläche beschrieben wird, so dass für i3 = 0,1,...,n3 − 2 gilt:
< i1,i2 − 1,i3 + 1|Hˆ(τ)|i1,i2,i3 > = t (6.1.11)
< i1 − 1,i2,i3 + 1|Hˆ(τ)|i1,i2,i3 > = t (6.1.12)
< i1,i2,i3 + 1|Hˆ(τ)|i1,i2,i3 > = t (6.1.13)
oder ob die Interaktion zur Oberfläche hin erfolgt, so dass für alle i3 = 1,2,...,n3 − 1 gilt:
< i1,i2,i3 − 1|Hˆ(τ)|i1,i2,i3 > = t (6.1.14)
< i1,i2 + 1,i3 − 1|Hˆ(τ)|i1,i2,i3 > = t (6.1.15)
< i1 + 1,i2,i3 − 1|Hˆ(τ)|i1,i2,i3 > = t . (6.1.16)
Der Adsorbatzustand wird wie im eindimensionalen Fall beschrieben:
< a|Hˆ(τ)|a >= a(τ) (6.1.17)
und für die Kopplung des Adsorbats an die Schicht gilt dann:
< a|Hˆ(τ)|i1,i2,i3 >= t′(τ)(δi1,2δi2,2 + δi1,1δi2,2 + δi1,2δi2,1)δi3,0 . (6.1.18)
Damit wird die Position des Adsorbats über der „fcc-Hollow”-Position festgelegt. Die
entspricht der selben Position wie in den TDDFT-Rechnungen. Für die übrigen Elemente
der Matrix gilt:
< i1,i2,i3|Hˆ(τ)|i′1,i′2,i′3 >= 0 . (6.1.19)
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Auf Grund der Tatsache, dass die DFT-Rechnungen für einen bestimmten k-Punkt
durchgeführt worden sind, der nicht dem Γ-Punkt entspricht, sollen die Modellrechnungen
auch an diesem k-Punkt durchgeführt werden. Dazu wird in der Basis auf Schichtenbloch-
wellen übergegangen. Die Wellenfunktionen haben danach für den Fall der Translations-
symmetrie in Richtung der Oberfläche bei einem Wellenvektor ~k|| in Oberflächenrichtung
die allgemeine Form:





Us(~r − ~R|| − ~Rint − n · a · ~α3) · eı ~k||( ~R||+ ~Rint) . (6.1.20)
Hier wird der Verschiebungsvektor ~R = ~R|| + ~Rint + n · a · ~α3 geschrieben als Summe
aus der Translation in eine andere Superzelle ~R||, der Translation innerhalb der Super-
zelle in xy-Richtung ~Rint und der Verschiebung zwischen den Schichten n · a · ~α3. a ist
dabei die Entfernung zum nächsten Nachbar eines Atoms innerhalb der Schicht. Für die




























−n′ ·a · ~α3)HˆUs(~r− ~R||− ~Rint−n ·a · ~α3)d3~reı ~k||( ~R||+ ~Rint− ~Rint
′
) . (6.1.23)
Führt man zunächst die Substitutionen ~Rint
′
= ~R||+ ~Rint− ~d|| und n′ ·a ~·α3 = n ·a ~·α3− ~d3
sowie mit ~d = d1 · ~α1 + d2 · ~α2 + d3 · ~α3 = ~d|| + ~d3 durch, ergibt sich:∑
~R
ˆ
Us(~r− ~R||− ~Rint−n·a· ~α3 + ~d||+ ~d3)HˆUs(~r− ~R||− ~Rint−n·a· ~α3)d3~r ·eı ~k||·~d . (6.1.24)
Unter der Bedingung, dass die Superzelle aus mindestens drei Atomen innerhalb der
Oberflächenschicht besteht, kann man die ~R Summe durchführen. Für die Matrixelemente
des Operators Hˆ~k ergibt sich damit folgende Fallunterscheidung:
M = 0 fu¨r ~d = 0




Dieser Faktor eı ~k||· ~d|| wird in den Rechnungen mit den entsprechenden Matrixelementen
multipliziert, um einen speziellen k-Punkt zu simulieren. Dabei zeigt sich, dass das Konver-
genzverhalten der dreidimensionalen Simulation durch die Wahl des speziellen k-Punkts
besser wird, d.h. eine Konvergenz schon bei geringerer Lagenzahl zu erreichen ist (siehe
Anhang C.2.1). Wie bei den TDDFT-Rechnungen wird auch in den Modellrechnungen
nur ein k-Punkt verwendet.
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6.1.2. Zeitentwicklung des Modellsystems
Ausgehend von dem Hamiltonoperator des vorherigen Kapitels erfolgt die Zeitentwicklung




= Hˆ(τ)ψj(τ) . (6.1.26)
Diese erzeugt zusammen mit der Wellenfunktion des Grundzustands φi zum Zeitpunkt
τinit = 0 ein Anfangswertproblem. Der allgemeine Lösungsansatz für dieses Problem er-
folgt über den Zeitentwicklungsoperator Uˆ(τa,τb) in dessen allgemeiner Form:





mit Tˆ als Zeitordnungsoperator. Nimmt man den Hamiltonoperator innerhalb eines Zeit-
intervalls ∆τ = τb − τa mit dem Wert zum Zeitpunkt τa als konstant an, so vereinfacht
sich die Gleichung zu:
Uˆ(τa,τa + ∆τ) = e
− i~ ·∆τ ·H(τa) . (6.1.28)
Kennt man das Eigensystem (i(τa),~ei(τa)) des Hamiltonoperators zum Zeitpunkt τa, so
lässt sich der Zeitentwicklungsoperator damit, wie folgt, darstellen:




~ ·∆τ ·1(τa) 0 0 · · · 0
0 e−
i
~ ·∆τ ·2(τa) 0 · · · 0
0 0 e−
i
~ ·∆τ ·3(τa) . . . ...
...
... . . . . . . 0




wobei E die Basiswechselmatrix in das Koordinatensystem der Eigenvektoren ~ei(τa) ist.
Damit lässt sich numerisch die Zeitentwicklung für ein gegebenes System berechnen.
Sämtliche im Folgenden gezeigten Ergebnisse wurden mit einem durch den Autor ent-
wickelten Programm durchgeführt, welches die Zeitentwicklung eines nicht gekoppelten
Vielteilchensystems gemäß dieser unitären Zeitentwicklung beschreibt. Dazu wird zum
Zeitpunkt τinit das Eigensystem (i,~ei) des Hamiltonoperators Hˆ(τinit) berechnet, und auf
dessen Basis ein System nicht gekoppelter Einteilchenzustände ψi(τ0) = (fi,ϕi) = (fi, ~ei)
eingeführt. Für die Wahl der Besetzungszahlen fi wurde zunächst eine Grenzenergie Grenz
vorgegeben und dann für sämtliche Zustände, deren Eigenenergie i zum Anfangszeitpunkt
kleiner als diese Grenzenergie ist, die Besetzungszahl fi = 2 angenommen. Ist die Eigen-
energie des Zustands größer als die Grenzenergie, so gilt fi = 0.
Die Zeitentwicklung dieses Systems erfolgt dann iterativ über den Zeitentwicklungsope-
rator Uˆ(τ,τ + ∆τ), so dass zu jedem Zeitpunkt τj = j · ∆τ das zeitentwickelte Vielteil-
chensystem aus den Zuständen
ϕi(τj) = Uˆ(τj−1,τj−1 + ∆τ)ϕ(τj−1) (6.1.30)
besteht. Die Güte dieser Zeitentwicklung hängt dabei von dem Zeitintervall ∆τ ab, was
als separate Konvergenzbetrachtung zu untersuchen ist (siehe Anhang C.1). Die Beset-
zungszahlen fi werden über die gesamte Simulation konstant belassen. Die Differenz der
Energie dieses Systems (fi,ϕi(τ)) zum Zeitpunkt τ und der des Systems (fi,φi(Hˆ(τ))),
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Der Vorteil dieses Verfahrens besteht darin, dass es sowohl auf das eindimensionale
System als auch auf das dreidimensionale System anwendbar ist.
Über die Besetzungszahlen fi und Eigenenergien i der Zustände φi wäre die Fermi-






Im Rahmen der hier vorgestellten Rechnungen wird für die Grenzenergie Grenz immer
die Energie M = 0 angenommen. Damit ergibt die Berechnung der Fermienergie nach
obiger Formel innerhalb eines Modells mit bis zur Grenzenergie Grenz besetzten Eigenwer-
ten im Fall von einer Schichtanzahl gegen unendlich und damit sehr kleinen Abständen
zwischen zwei aufeinander folgenden Eigenwerten |i − j| ebenfalls µ = Fermi = 0.
In den hier behandelten endlichen Schichten ist aufgrund der Verteilung der Eigenwerte
i um m = 0 die Gleichheit von Grenz und Fermi nicht gegeben. Der Abstand zwischen
diesen beiden Größen ist definitionsbedingt immer kleiner als der Abstand zwischen dem
niedrigsten unbesetzten Zustand und dem höchsten besetzten Zustand LUMO − HOMO.
Dieser Abstand beträgt in den hier vorgestellten Rechnungen maximal 130meV (bei sehr
geringer Anzahl an Schichten), in der Regel jedoch unter 30meV . Dazu kommt, dass
in den meisten hier vorgestellten Modellrechnungen |M − HOMO| ∼= |LUMO − M | gilt,
weshalb die Differenz zwischen Grenz und Fermi nur wenige meV beträgt.
Die energetische Position der Resonanz des Adsorbatzustands wird im Modell durch
die atomare Eigenenergie des Adsorbats a(τ) relativ zur Energie M festgelegt. Da in-
nerhalb der DFT-Rechnungen das Maximum der LUMO-Resonanz relativ zur Fermiener-
gie des Schichtsystems bestimmt wird, müsste für den Vergleich des Modells mit den
DFT-Rechnungen die Adsorbatenergie a(τ) relativ zur Fermienergie des Modells ein-
gestellt werden. Da die Fermienergie innerhalb des Modells erst nach Berechnung des
Eigenwertsystems des Hamiltonoperators bestimmbar ist, a(τ) jedoch in die Definiti-
on dieses Hamiltonoperators eingeht, müsste der Bezug von a(τ) auf die Fermienergie
des Systems über eine numerisch aufwendige, selbstkonsistente Lösung dieses Systems er-
mittelt werden. Auf die Untersuchung der Konvergenz dieses selbstkonsistenz Problems
Ha(τ)(τ)→ i(τ)→ Fermi(τ)→ a,Fermi(τ)→ Ha,Fermi(τ)(τ) . . . wurde jedoch verzichtet.
Das Problem wird umgangen, indem innerhalb der hier vorgestellten Rechnungen keine
Unterscheidung zwischen der Grenzenergie Grenz und der Fermienergie Fermi gemacht
und bei einem Bezug auf die Fermienergie immer der einfacher zu erhaltene Bezug auf
die Grenzenergie hergestellt wird. Die einzige relevante Abweichung, die sich aus diesem
Bezug ergibt, wird Kapitel 6.2.1.3 näher beschrieben.
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6.2. Eigenschaften des „Tight-Binding”-Modellsystems
6.2.1. Statische Betrachtungen innerhalb des Modellsystems
Die Untersuchung des Eigenwertsystems des Modelloperators liefert die ersten Zusammen-
hänge zwischen den Parametern des Modells und den Eigenschaften der Zustände. Der
Vergleich der analytischen Aussagen zu unendlich ausgedehnten Kristallsystemen und den
numerischen Ergebnissen der endlichen Rechnungen bestätigt dabei die Funktionsweise
des verwendeten Programms. Für die Rechnungen, die das Kristallsystem betreffen, wurde
die Interaktion des Adsorbatzustands mit der Schicht auf Null gesetzt (t′ = 0 eV ).
6.2.1.1. Dispersionsrelation und Zustandsdichte
Nach [125] lässt sich die Bandstruktur eines „Tight-Binding” s-Bands unter der Bedingung,
dass der Kristall invers symmetrisch ist, mit der Formel
(~k) = 0 − β −
∑
NN
γ(~R)cos(~k · ~R) (6.2.1)
berechnen. Dabei lässt sich die additive Konstante 0−β als Null annehmen. γ(~R) ist der
Überlapp der Elemente der nächsten Nachbarn und damit gilt in den Modellrechnungen
γ(~R) = −t für |~R| = a. Es folgt für die Dispersionsrelation der linearen Kette:
(k) = 2 · t · cos(k · a) . (6.2.2)
Diese Relation ist im numerischen Modell einfach zu überprüfen und wird deshalb hier
nicht weiter untersucht. Für den Vergleich mit den DFT- und TDDFT-Rechnungen ist
das dreidimensionale Modell vorgesehen.
Setzt man die Bedingung der nächsten Nachbarn des dreidimensionalen Modells aus
dem vorherigem Kapitel in die Formel ein, so erhält man für die Dispersionsrelation des
dreidimensionalen Modells:
 (k1,k2,k3) =2t · (cos (a · (k1 − k2)) + cos (a · (k2 − k3))
+cos (a · (k3 − k1)) + cos (a · k1) + cos (a · k2) + cos (a · k3)) . (6.2.3)
Die Berechnung der Anzahl der Zustände pro Atom für das Modellsystem ist damit
sowohl aus der numerischen Berechnung des Eigenwertsystems des Modells, als auch aus







möglich. Wobei N die Gesamtzahl der Atompositionen innerhalb des Modells angibt. Der
Vergleich in Abbildung 6.2.1 zeigt, dass die numerische Entwicklung des Eigenwertsystems
in Übereinstimmung mit der theoretischen Formel steht. Die in der Abbildung 6.2.1 zu
sehenden minimalen Abweichungen von der theoretischen Dispersionsrelation sind dar-
in begründet, dass der theoretische Ansatz von einem unendlich ausgedehntem Kristall
ausgeht und nicht von einer endlichen Schicht.
Um auf Basis des Modells eine Aussage über die Konvergenzeigenschaften des Me-
chanismus machen zu können, die sich dann auf die DFT-Daten anwenden lässt, ist es
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Abbildung 6.2.1.: Vergleich der Zustandssumme pro Atom zwischen theoretischer Be-
rechnung aus der Dispersionsrelation nach 6.2.3 (blau) und der nume-
rischer Lösung des Eigenwertproblems des Hamiltonoperators (rot)
in beiden Fällen mit t = 0,5 eV , k|| = (13 ;
1
3
; 0) und 600 Atomen
(3× 4× 50 Schicht).
notwendig Rechnungen durchzuführen, in denen die lokale Zustandsdichte im Bereich der
Fermienergie im Modell der Zustandsdichte in den DFT-Rechnungen entspricht. Aus die-
sem Grund wird die lokale Zustandsdichte pro Atom berechnet, die sich als Ableitung der





In einem endlichen System ist Na() eine Stufenfunktion und damit eigentlich nur
stückweise differenzierbar, beziehungsweise die Ableitung Da() stellt eine Summe von
δ-Distributionen dar. Da mittels des endlichen Systems ein unendliches System genähert
werden soll, in dem die lokale Zustandsdichte eine kontinuierliche Größe ist, wird die
mittlere Steigung innerhalb eines Intervalls [ − δ, + δ] um die Eigenzustände i mit-
tels linearer Regression der Werte innerhalb dieses Intervalls bestimmt. Der qualitative
Verlauf von Da() ist dabei unabhängig von der Lagenzahl des Modells.
Diese Steigung wird für δ = 0,25 eV in Abbildung 6.2.2 als die Größe Da() für eine
Beispiel-DFT-Rechnung sowie verschiedene Modellrechnungen dargestellt. Die Feinstruk-
tur in Abbildung 6.2.2 ergibt sich aus der geringen Anzahl der k-Punkte (ein k-Punkt)
und der begrenzten Ausdehnung der Superzelle in Oberflächenrichtung. Der Vergleich
zeigt, dass die Modelle einen qualitativ anderen Verlauf der Zustandsdichte aufweisen als
dies die DFT-Rechnungen zeigen. Das ist auf den Charakter der enthaltenen Zustände
zurückzuführen, da in den DFT-Rechnungen mit Aluminium auch p-Zustände enthalten
sind und die Modellrechnungen nur s-Zustände enthalten. Betrachtet man nur die Zu-
standsdichte an der Fermienergie Fermi (welche für das Modell willkürlich gewählt ist),
so ergibt sich für t = 0,5 eV die beste Übereinstimmung mit den DFT-Rechnungen. Da
bei dieser Wahl von t = 0,5 eV das Kontinuum der Schichtzustände jedoch nur bis etwa
2 eV oberhalb von Fermi ausgedehnt ist, sind Rechnungen mit einem oszillierenden Ad-
sorbatzustand im Bereich von 0 eV bis 4 eV oberhalb von Fermi qualitativ unterschiedlich
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Abbildung 6.2.2.: Zustandsdichte pro Atom als Funktion der Energie in Modellrechnun-
gen bei unterschiedlicher Kopplung t (3×4×90-Modellschicht). Zum
Vergleich wurde die Zustandsdichte pro Atom der DFT-Rechnung
(14-Lagen Aluminium Schicht) aufgetragen.
zu den DFT-Rechnungen. Für Rückschlüsse auf die Konvergenz der TDDFT-Rechnungen
aus dem Modell wurden Rechnungen bei t = 0,5 eV durchgeführt (siehe Anhang B.2).
Da jedoch für die nicht-adiabatische Energie im Modell bei konvergierter Lagenzahl
der Parameter t nur eine Skalierung bedeutet (siehe Kapitel 6.2.2.3), wird für die übrigen
Rechnungen die Kopplung von t = 1,3 eV verwendet.
6.2.1.2. Die Lebensdauer des Adsorbatzustands
Die Beschreibung der Lebensdauer eines Elektrons innerhalb der Resonanz eines Adsor-
batzustands ergibt sich aus dem Profil der projizierten Zustandsdichte dieses Zustands.
Nach Holloway und Norskov [122] berechnet man dieses Profil der projizierten Zustands-





(− a − Λ())2 + ∆()2 . (6.2.6)
Dies entspricht einer Lorentzkurve mit der Halbwertsbreite ∆() . Dabei errechnet sich




|vak|2δ(− k) . (6.2.7)




δ(− k) ∼ 1
t
, (6.2.8)
da dieser Teil im Wesentlichen die Zustandsdichte der Metallschicht darstellt. Diese ist
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Abbildung 6.2.3.: Proportionalitätsfaktor-Bestimmung zwischen dem Ausdruck ∆/ t′2
t
und dem Ausdruck a/t . Schwarze Kreuze sind die Ergebnisse der
Ausgleichsrechnungen an die PDOS der Modellrechnungen. Die rote
Kurve stellt die Ausgleichsrechnung dieser Werte an ein kubisches
Polynom dar.





folgen. Da jedoch die Zustandsdichte, wie im vorherigem Kapitel beschrieben, nicht kon-
stant über den gesamten Energiebereich ist, kann der Proportionalitätsfaktor von der
Energie abhängen, bei der sich der Zustand befindet. Da die Zustandsdichte mit t ska-
liert, stellt eine Skalierung der Energie  mit t sicher, dass die selbe Zustandsdichte für
den Proportionalitätsfaktor verantwortlich ist.








In den numerischen Rechnungen wird die Halbwertsbreite der projizierten Zustands-
dichte des Adsorbatzustands wie bei den DFT-Rechnungen über eine Ausgleichsrechnung
an eine Lorentzkurve ermittelt. Diese Ausgleichsrechnung ist mit einem Fehler behaftet.
Dieser wird insbesondere dann groß, wenn die Breite des Zustands klein ist, da die proji-
zierte Zustandsdichte nur noch durch wenige Zustände dargestellt wird.
Es wurden Modellrechnungen in einem weiten Parameterbereich für t′ und t durchge-
führt. In Abbildung 6.2.3 werden die Ergebnisse der Ausgleichsrechnungen für die Halb-
wertsbreiten im Verhältnis zu t′2
t
gegen das Verhältnis der energetischen Lage des Adsor-
batzustands a zu der Kopplung t dargestellt.
Der Proportionalitätsfaktor m( 
t
) wurde anschließend mit Hilfe eines kubischen Poly-
noms genähert. Daraus ergibt sich dann für die Halbwertsbreite der PDOS im Modellsys-
tem folgende Formel:
∆a = (1,05 + 0,0072 · 
t
− 0,0095 · (
t







Kapitel 6. Der Mechanismus im Modell 6.2.1.3.
Abbildung 6.2.4.: Ladungstransfer im Modellsystem (n1 = 3,n2 = 4,n3 = 50,t =
1,3 eV ) gemäß Formel 6.2.12 (durchgezogene Linien) und gemäß For-
mel 6.2.13 (gestrichelte Linien) berechnet.
Damit lässt sich für jedes gegebene Tupel (a,t) die Halbwertsbreite ∆a in die Kopplung
t′ überführen und umgekehrt.
Der Vergleich des Verlaufs der Zustandsdichte pro Atom (siehe Abbildung 6.2.2) mit
dem Verlauf des Proportionalitätsfaktor (Abbildung 6.2.3) zeigt, dass diese sich qualitativ
unterscheiden. Die Hypothese, dass der veränderliche Proportionalitätsfaktor auf der ver-
änderlichen Zustandsdichte beruht, ist allerdings trotzdem richtig. Das hat zwei Gründe.
Zum einen wird die Halbwertsbreite der Resonanz nur durch die Zustände beeinflusst,
die an den Adsorbatzustand koppeln. Damit geht nur die Zustandsdichte dieser Zustände
in den Proportionalitätsfaktor ein und nicht die Zustandsdichte pro Atom der gesamten
Schicht. Zum anderen wird zur Berechnung der in Abbildung 6.2.3 dargestellten Daten
eine Ausgleichsrechnung zur Bestimmung von ∆a verwendet9. Diese Ausgleichsrechnung
sorgt dafür, dass für Resonanzen nahe am Maximum der Substratzustände ( a
t
→ 4) die
Halbwertsbreiten nicht mehr richtig bestimmt werden. Dadurch kann die Unstetigkeits-
stelle am Rande des Kontinuums der Zustände, den die Zustandsdichte pro Atom zeigt,
nicht in den ermittelten Breiten der Resonanz auftreten. Rechnungen im Bereich zwischen
a
t
= 3 und a
t
= 4 wurden aus diesem Grund vermieden.
6.2.1.3. Der Ladungstransfer auf das Adsorbat im Modellsystem
Die Ladung wird für die Energie des Modellsystems nicht berücksichtigt. Die Besetzungs-
zahlen des Vielteilchensystems werden lediglich auf Grund der energetischen Lage der
einzelnen Zustände gewählt. Das hat zur Folge, dass der Ladungstransfer auf das Adsor-
9Diese Ausgleichsrechnung erfolgt analog zu der Bestimmung der Halbwertsbreiten der PDOS der DFT-
Rechnungen (siehe Kapitel 4.3.4).
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bat lediglich von der energetischen Position des atomaren Adsorbatzustands a und der
Halbwertsbreite des Zustands ∆a abhängt.
Um den Ladungstransfer innerhalb des Modellsystems zu quantifizieren, wird die Pro-
jektion des Vielteilchenzustands auf den atomaren Zustand des Adsorbats durchgeführt.
Summiert man alle Beiträge der Zustände, die im Vielteilchenzustand besetzt sind, so





fi · |〈ϕi|a〉|2 . (6.2.12)
Da die projizierte Zustandsdichte des Adsorbats im Wesentlichen durch eine Lorentzfunk-
tion beschrieben wird, stellt sich der Ladungstransfer in Abhängigkeit von a und ∆a
durch das Integral der Lorentzfunktion bis zur Fermienergie dar:








Dieser Zusammenhang entsteht unter der Annahme einer unendlich ausgedehnten Schicht,
deshalb gibt es Abweichungen bei den Rechnungen mit endlichen Schichten. Wie Ab-
bildung 6.2.4 zeigt, ist der Unterschied zwischen der Formel 6.2.13 und dem numeri-
schem Ergebnis aus der Diagonalisierung der Matrix in der Rechnung mit 600 Zuständen
(n1 = 3,n2 = 4,n3 = 50) im Bereich sehr geringer Energien a besonders groß. Diese
Abweichung wird erst bei Lagenzahlen von n3 = 200 vernachlässigbar. Sie ergibt sich zum
einen aus der Verwendung der Grenzenergie Grenz als Fermienergie Fermi. Allerdings
zeigt der Schnittpunkt der Kurven, dass diese nur wenige meV oberhalb der Grenzenergie
liegt. Zum anderen ergibt sich durch die zu geringe Lagenzahl nur eine geringe Anzahl
von mit dem Adsorbatzustand koppelnden Zuständen. Dies sorgt im Wesentlichen für die
Abweichung, da für die Berechnung des Ladungstransfer nach Gleichung 6.2.12 nur sehr
wenige Zustände einen Beitrag liefern. Bei geringer Lagenzahl innerhalb des Modellsys-
tems ist die analytische Formel 6.2.13 deshalb zur Berechnung des Ladungstransfers nicht
geeignet.
Abbildung 6.2.4 zeigt, dass durch eine untere Schranke für die Eigenenergie des Ad-
sorbatzustands a bei gegebener Resonanzbreite ∆a eine Beschränkung des maximalen
Ladungstransfer innerhalb des Modellsystems möglich ist. Innerhalb der Rechnungen mit
Lagenzahlen unter n3 = 200 muss die Ermittlung dieser unteren Schranke für a allerdings
über die Berechnung der Ladung nach Gleichung 6.2.12 erfolgen, was die Lösung des Ei-
genwertproblems des Hamiltonoperators nötig macht und damit numerisch aufwendig ist.
6.2.2. Eigenschaften der Zeitentwicklung des Modellsystems
Für die Zeitentwicklung des Modellsystems wird zunächst anhand eines Beispiels gezeigt,
dass das Modellsystem den Mechanismus, der in den TDDFT-Rechnungen gefunden wur-
de, qualitativ abbildet. Des Weiteren wird die dissipative Energie im Modell bezüglich
der Konvergenz des Modells untersucht. Anschließend wird der Einfluss der Parameter
auf diese dissipierte Energie diskutiert.
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Parameter Bedeutung für Gleichung Wert
t Schichtkopplung 6.1.25 1,3 eV
∆a Resonanzbreite 6.2.11 0,15 eV
n1 Anzahl der Schichtatome in α1-Richtung 6.1.25 3
n2 Anzahl der Schichtatome in α2-Richtung 6.1.25 4
n3 Lagenzahl 6.1.25 200
k1 1. Komponente des k-Punkts 6.1.25 13
k2 2. Komponente des k-Punkts 6.1.25 13
A Amplitude der Schwingung 6.2.14 3,0 eV
0 Verschiebung der Sinusschwingung 6.2.14 1,0 eV
ν Frequenz der Schwingung 6.2.14 0,05 · 1015Hz
φ Phasenverschiebung der Sinusschwingung 6.2.14 pi
∆τ Integrationszeitschritt 6.1.30 0,12 fs
Tabelle 6.2.1.: Verwendete Größen der Beispielrechnung.
6.2.2.1. Analyse der Zeitentwicklung im Modellsystem
Die Auswahl der Parameter des nun vorgestellten Modellsystems folgt wie schon bei
der Vorstellung der TDDFT-Rechnung der Prämisse, einen möglichst großen nicht-adia-
batischen Effekt zu präsentieren, um diesen besser darstellen zu können. Die Rechnung
ist allerdings exemplarisch für eine Vielzahl von Parametern.
Verwendet wird die dreidimensionale Variante des Modells, mit der in 6.1.1 beschriebe-
nen Schichtenkonfiguration. Die Zeitabhängigkeit des Hamiltonoperators ergibt sich zum
einen durch die Zeitabhängigkeit der atomaren Energie des Adsorbatzustands. Diese wird
durch die Formel:
a(τ) = max(0 + A · sin(2 · pi · ν · τ + φ); 0,001 eV ) (6.2.14)
beschrieben. Zum anderen wird mit Hilfe der in Kapitel 6.2.1.2 entwickelten Formel für
die Halbwertsbreite des Adsorbatzustands die Kopplung t′(τ) so angepasst, dass die Halb-
wertsbreite während der Simulation unverändert bleibt. Die für diese Rechnung verwen-
deten Parameter sind in Tabelle 6.2.1 aufgelistet.
Abbildung 6.2.5 stellt die Entwicklung der nicht-adiabatischen Energie und den Ver-
lauf von a(τ) und t′(τ) mit der Zeit dar. Der Vergleich der nicht-adiabatischen Energie
in diesem Modell mit der nicht-adiabatischen Energie der TDDFT-Rechnungen offen-
bart qualitative Gemeinsamkeiten. Der Anstieg der nicht-adiabatischen Energie erfolgt
gleichzeitig mit dem Ansteigen der atomaren Energie des Adsorbatzustands. Über die












ist es neben der in Abbildung 6.2.6 dargestellten Entwicklung dieses Spektrums auch
möglich, die nicht-adiabatische Energie in Elektronen- und Lochanteil zu trennen, analog




S(,τ) ·  d (6.2.16)
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Abbildung 6.2.5.: Entwicklung von Enad(τ) (mitte) in Abhängigkeit der Simulations-
zeit τ aufgeteilt in Elektronenenergie EE(τ) (türkiser Bereich) und
Lochenergie EH(τ) (blauer Bereich). Des Weiteren der Verlauf von






S(,τ) ·  d . (6.2.17)
Die qualitative Übereinstimmung der Modellrechnungen mit den TDDFT-Rechnungen
ist auch in diesen Größen gegeben, da auch hier die nicht-adiabatische Energie im We-
sentlichen durch den elektronischen Teil des Spektrums getragen wird, sowie Anregung in
Zustände hoher Energie transportiert wird.
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Abbildung 6.2.6.: Entwicklung des Anregungsspektrums S(,τ) mit den Parametern
aus Tabelle 6.2.1. Der Verlauf von a(τ) ist durch die rote Linie mar-
kiert.
6.2.2.2. Dissipation und Konvergenz im Modellsystem
Für die Zeitentwicklung des Modellsystems gilt kein Energieerhaltungssatz, da die Anre-
gung des Systems durch die Variation der Parameter des Hamiltonoperators von außerhalb
des Systems erfolgt. Ohne diese Anregung ist die Energie innerhalb des Systems jedoch
konstant. Im Fall einer unendlich ausgedehnten Metallschicht sollten Anregungen durch
das Adsorbat an der Oberfläche in den Festkörper dissipieren können. Wird ein solches
System periodisch angeregt, sollte sich die Zeitkonstante T dieser Periode auf die nicht-
adiabatische Energie Enad(τ) in der Form übertragen, dass die Differenz zwischen zwei um
T auseinanderliegenden Werten von Enad(τ) für alle Zeiten τ konstant ist. Diese Differenz
wird im Weiteren als während der Schwingung dissipierte Energie:
Ediss,T (τ) = Ediss(τ + T )− Ediss(τ) (6.2.18)
bezeichnet. Für das numerische Modellsystem sind jedoch beide Voraussetzungen für die
Konstanz von Ediss,T (τ) nicht gegeben.
Zum einen wird nur eine endliche Schicht berechnet, zum anderen ergibt sich durch
das Starten der Simulationen aus dem Grundzustand eine von der Startphase abhängige
Transiente in den ersten Schwingungen. Während das Problem der endlichen Schicht als
Konvergenzproblem eine Bedingung an die Größe der Metallschicht stellt, ist das Problem
der Anfangsphase der periodischen Anregung immer vorhanden.
Zur Untersuchung der Abhängigkeit von den Anfangsbedingungen wird die während der
Schwingung dissipierte Energie Ediss,T (τ) bei unterschiedlichen Startphasen φ berechnet.
Durch die Darstellung dieser Differenz als Funktion der Zeit in Abbildung 6.2.7 ist zu er-
kennen, dass nach spätestens zwei Schwingungen die Unabhängigkeit von der Startphase
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Abbildung 6.2.7.: Oben: Zeitverlauf der Eigenenergie des Adsorbats a(τ). Unten: wäh-
rend der Schwingung dissipierte Energie Ediss,T (τ) als Funktion der
Zeit τ relativ zum Zeitpunkt τ1. Die senkrechten Striche markieren
die Startzeitpunkte der einzelnen Simulationen. Für die übrigen Pa-
rameter siehe Tabelle 6.2.1.
der Simulation erreicht ist. Für die Phasen φ, in denen a(0) in der Nähe der besetz-
ten Zustände liegt, ist die nicht-adiabatische Energie geringer, da die Startkonfiguration
nicht mit einem unbesetzten Zustand beginnt. Für die dissipierte Energie in der ersten
Schwingung ist der Zeitpunkt τ1 in Abhängigkeit von der Phase φ so zu wählen, dass
Ediss,T (τ1) u Ediss,T (τ  τ1) gilt. Im Weiteren wird diese Größe als dissipierte Energie
pro Schwingung bezeichnet:
Ed := Ediss,T (τ1) u Ediss,T (τ  τ1) . (6.2.19)
Die während der Schwingung dissipierte Energie wird nur dann konstant, wenn die Me-
tallschicht genügend ausgedehnt ist. Dabei stellt sich heraus, dass je mehr Schwingungen
berechnet werden müssen, desto höher die Anzahl der Zustände werden muss.
Die Untersuchung der Konvergenz der dissipierten Energie ist deshalb zweigeteilt. Zum
einen wird die Konvergenz zum Zeitpunkt τ1 untersucht, zum anderen die Konstanz der
dissipierten Energie pro Schwingung für große Zeiten. Die Konvergenz der eindimensio-
nalen Rechnungen zeigt bereits die wesentlichen Größen, welche dann in den dreidimen-
sionalen Schichtenrechnungen bestätigt werden kann.
Im eindimensionalen Fall wird das Kontinuum der Metallzustände durch die Parameter
t der Kopplung zum nächsten Nachbarn und nz der Anzahl der Atome in der Kette
beschrieben. Aus diesen zwei Größen lässt sich über die Dispersionsrelation für die lineare
Kette der größte Eigenwertabstand bestimmen:




· nz + 2
nz + 1
)








Setzt man dieses Energieintervall ins Verhältnis zur Energie der Schwingung Esw = ~ω
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Abbildung 6.2.8.: Die Relation Rdiss,160(t,nz,τ) als Funktion des Verhältnisses V (t,nz)
von Schwingungsenergie zu Eigenwertabstand bei zwei Zeitpunk-
ten. Sämtliche Rechnungen wurden bei identischem t′ = 0,6 eV und







so erkennt man, dass die Konvergenz bei unterschiedlichem t immer bei dem selben Ver-
hältnis erreicht ist (siehe Abbildung 6.2.8).
Zur Sichtbarmachung der Konvergenz wird das Verhältnis der nicht-adiabatischen Ener-
gie pro Schwingung Ediss,T (τ)(nz) bei einer Lagenzahl nz mit der nicht-adiabatischen
Energie pro Schwingung Ediss,T (τ)(160) bei der höchsten hier berechneten Lagenzahl





Betrachtet man diese Größe bei unterschiedlichen Zeitpunkten τ so erkennt man, dass
für die Konvergenz der nicht-adiabatischen Energie bei längeren Zeitreihen größere La-
genzahlen notwendig oder kleinere Parameter t zu wählen sind. Da jedoch das Kontinuum
der Zustände durch kleine Parameter t nicht mehr den Bereich der Schwingung des Ad-
sorbatzustands umfasst, sind die Ergebnisse zwar konvergiert, aber sie entsprechen dann
qualitativ nicht mehr dem Mechanismus.
Die notwendige Größenordnung des Verhältnisses V (t,nz) liegt bei zwei für den Zeit-
punkt τ1. Für den Zeitpunkt 2 ·τ1 ergibt sich die Konvergenz bei einem Verhältnis V (t,nz)
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Abbildung 6.2.9.: Konvergenz der dissipierten Energie innerhalb des dreidimensionalen




Energie bei der Lagenzahl nz zur dissipierten Energie bei der maxi-
malen Lagenzahl max(n3) := max({n3|n1 · n2 · n3 5 2000}) die mit
der jeweiligen Oberflächenzelle berechnet worden ist, als Funktion
der Lagenzahl n3.
von knapp vier. Für spätere Zeitpunkte τ lässt sich eine Abschätzung von V (t,nz) aus der
Fouriertransformation der Zeitreihe der Adsorbatenergie bis zu diesem Zeitpunkt ableiten.
Die Abschätzung erfolgt dann aus der Breite der resultierenden Kurve der Transformation.
Das notwendige Verhältnis für die Konvergenz wächst damit linear in der Zeit.
Das dreidimensionale Modell ist im Zuge der Konvergenzbetrachtungen komplexer, da
neben der Lagenzahl auch die Ausdehnung der Lagen parallel zur Oberfläche betrachtet
werden müssen. Zusätzlich ist auf Grund von analytischen Überlegungen [126] der größte
Eigenwertabstand nicht unbedingt ausschlaggebend für die Konvergenz des Modells, da
es nicht an das Adsorbat koppelnde Zustände gibt. Als zusätzlicher Konvergenzparameter
geht damit der k-Punkt der Rechnung ein.
Bezüglich der Oberflächenzellengröße ist die Konvergenzuntersuchung schwierig, da ei-
ne Veränderung dieser schnell zu einem großen numerischen Aufwand führt. Innerhalb der
numerischen Beschränkungen lässt sich feststellen, dass die Oberflächenzelle kaum Ein-
fluss auf die Konvergenz bezüglich der Lagenzahl hat. Die Konvergenz in drei Dimensionen
gestaltet sich in soweit als schwierig, als dass sie bei großen Lagenzahlen noch einen relativ
großen Fehler aufweist (siehe Abbildung 6.2.9). Dieser ist zum einen durch die Definition
der Fermienergie innerhalb der Modellrechnungen zu erklären, das wie eine leichte Verän-
derungen des Verlaufs der Adsorbateigenenergie relativ zu dem HOMO des Substrats bei
unterschiedlicher Lagenzahl wirkt. Zum anderen verändert sich die lokale Zustandsdichte
im Bereich der Oszillationen der Adsorbatenergie als Funktion der Lagenzahl. Mit einem
Fehler von 10% sind die Ergebnisse bei t = 1,3 eV allerdings schon bei Lagenzahlen von
etwa n3 = 50 konvergiert.
Für spätere Zeitpunkte konnte das Ergebnis der eindimensionalen Rechnungen auch
für die dreidimensionalen Rechnungen bestätigt werden. Für den Kopplungsparameter
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t = 0,5 eV der eine ähnliche Zustandsdichte wie die TDDFT-Rechnungen erzeugt, reichen
bereits 14 Lagen für 10 % Abweichung vom konvergiertem Wert aus (siehe Anhang B.2.1).
6.2.2.3. Skalierung der dissipierten Energie innerhalb des Modells
Ein einfacher Zusammenhang für die Parameter des Modells mit der dissipierten Energie






und die Zeit τ durch τ˜ = τ
t0





für die Schrödingergleichung. Führt man nun einen Hamiltonoperator H˜(τ˜) := t0H(toτ˜)
ein, dessen Parameter sich folgendermaßen aus den Parametern von H(τ) ergeben (am
Beispiel des Verlaufs von a(τ) nach Gleichung 6.2.14):
˜0 = t0 · 0 (6.2.25)
˜a = t0 · a (6.2.26)
ν˜ = t0 · ν (6.2.27)
t˜′ = t0 · t′ (6.2.28)
t˜ = t0 · t (6.2.29)





wieder identisch zu Gleichung 6.2.23 und somit die Zeitentwicklung auf der τ˜ -Skala iden-
tisch zur Zeitentwicklung auf der τ -Skala. Da das Eigenvektorsystem von H gleich dem
von H˜ ist und das Eigenwertsystem nur bezüglich den Faktor to skaliert:
˜i = t0i , (6.2.31)
folgt damit, dass die Besetzungszahlen der Zustände f˜i des skalierten Systems gleich den





f˜j < ϕ˜j(τ˜)|H˜(τ˜)|ϕ˜j(τ˜) >=
∑
j
fj < ϕj(τ)|t0H(τ)|ϕj(τ) >= t0ETD(τ) .
(6.2.32)







j(τ) = t0EBO(τ) (6.2.33)
ergibt sich die Skalierung der nicht-adiabatischen Energie zu:
E˜nad(τ˜) = E˜TD(τ˜)− E˜BO(τ˜) = t0 · (ETD(τ)− EBO(τ)) = t0 · Enad(τ) . (6.2.34)
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Abbildung 6.2.10.: Dissipierte Energie in Abhängigkeit von V(t′,t,ω) bei unterschied-
lichem t (Pfeil nach oben: t = 1,3 eV ; Diamant: t = 1,5 eV ; Vier-
eck: t = 1,8 eV ; Pfeil nach unten: t = 2,0 eV )und ν (rot: ν =
0,05 1
fs
;schwarz: ν = 0,07 1
fs
;blau: ν = 0,1 1
fs
;türkis: ν = 0,15 1
fs
;vio-
lett: ν = 0,2 1
fs
). Die schraffierte Fläche stellt einen 10 % Schwan-
kungsbereich um die Punkte der Werte t = 1,3 eV und ν = 0,07 1
fs
dar.
Die Beschreibung des Mechanismus legt nahe, dass die dissipierte Energie direkt von
der Lebensdauer des Adsorbatzustands abhängig sein sollte. Aus analytischen Betrach-
tungen bezüglich der Lösungsmöglichkeiten dieses Modells (siehe Kapitel 6.2.1.2) ergibt
sich im Weiteren, dass die Breite der Resonanz des Adsorbatzustands proportional zu
dem Verhältnis t′2
t
ist. Numerisch lässt sich der Zusammenhang zwischen diesem Verhält-
nis und der dissipierten Energie zeigen und damit die Lebensdauer des Adsorbatzustands
als maßgebliche Größe für den Mechanismus identifizieren.
Wie die Beschreibung des Mechanismus ebenfalls nahe legt, sollte dieser Einfluss der
Lebensdauer mit der Periodendauer der Schwingung verknüpft sein, da Anregung in dem
oszillierenden Zustand nur dann in dissipierte Energie umgewandelt werden kann, wenn
die Schwingung mit einer dazu passenden Frequenz stattfindet.








t · ~ · ω (6.2.35)
aus Breite des Zustands und Energie Esw der Schwingung (ω = 2piν) die bestimmende
Größe für die Dissipation im Modell ist. Dazu wurden Rechnungen mit einer Vielzahl an
Parameterkombinationen für t′,t und ν durchgeführt. Der Zeitverlauf der Adsorbatenergie
war dabei durch die Formel:
a(τ) = max (1 eV + 3 eV · sin(2pi · τ · ν),0 eV ) (6.2.36)
gegeben.
Die Rechnungen wurden alle bei einer Lagenzahl von 50 durchgeführt. Aus diesem
Grund ergeben sich für die Rechnungen mit ν = 0,05 1
fs
die größten Abweichungen im
Bereich des Maximums, da diese Rechnungen am Rand des konvergierten Bereichs für die
Lagenzahl liegen.
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Als Funktion des Verhältnisses V ergibt sich also im Modell ein Maximum in der dissi-
pierten Energie pro Schwingung Ed. Dieses Maximum ist also ein klarer Effekt des Mecha-
nismus und entspricht qualitativ dem Verhalten der nicht-adiabatischen Energie in den
ab initio Rechnungen der TDDFT. Damit lässt sich die Dissipation unabhängig von der
Substratkopplung t beschreiben, da diese nur als Parameter in die Berechnung der Halb-
wertsbreite eingeht. Also ist der Parameter t nur im Zusammenhang mit der Lagenzahl
für Konvergenz der Rechnungen verantwortlich. Die Skalierung bezüglich der Oszillations-
frequenz ν zeigt sich auch, wenn der Verlauf der Zeitentwicklung des Adsorbatzustands
abweichend von Gleichung 6.2.36 verläuft.
6.2.2.4. Abhängigkeit der dissipierten Energie vom Verlauf der Adsorbatenergie
Die im vorherigen Kapitel präsentierte Skalierung der dissipierten Energie Ed mit dem
Verhältnis V(t,t′,ω) ist auch bei anderen zeitlichen Verläufen von a(τ) einsetzbar, solange
die Verläufe ähnlich zueinander sind. Das heißt, eine Veränderung von 0 oder A (aus
Gleichung 6.2.14) verändert zwar die Form der Kurve Ed(V), jedoch bleibt die Skalierung
durch unterschiedliche t′, t und ν bei konstantem 0 und A erhalten.
Die Beschreibung des Mechanismus in Kapitel 5.2 bezieht sich neben der Schwingungs-
frequenz des Moleküls und der Lebensdauer der Resonanz noch auf eine Reihe von Ei-
genschaften, die bislang nicht untersucht wurden. Das sind der Ladungstransfer auf das
Adsorbat, beziehungsweise die Differenz zur Fermienergie, die Steigung von a(τ) beim
Verlassen des Bereichs der Fermienergie und die Energie, die der Adsorbatzustand maxi-
mal erreichen kann. Dabei stellt sich die an den Verlauf des PDOS-Maximums angelehnte
Funktion aus Gleichung 6.2.14 als zu wenig flexibel heraus, um diese Eigenschaften im
Verlauf von a(τ) getrennt voneinander zu untersuchen.
Deshalb wurde für die Berechnung der folgenden Daten ein artifizieller Zeitverlauf des
Adsorbatzustands angenommen. a(τ) wird als T -periodische Funktion beschrieben, die
in dem Intervall [0,T [ der Formel:
a(τ) =

Emax fu¨r τ ∈ [0,τα[
Emax − Emax−Eminτβ−τα · (τ − τα) fu¨r τ ∈ [τα,τβ[
Emin fu¨r τ ∈ [τβ,τγ[
Emin +
Emax−Emin
T−τγ · (τ − τγ) fu¨r τ ∈ [τγ,T [
(6.2.37)
folgt. Dieser Verlauf wird dann T -periodisch für die gesamte Simulationszeit fortgesetzt.
Durch die Wahl der fünf Parameter, die in dieser Formel enthalten sind, ist der Verlauf der
Adsorbatenergie veränderbar ohne dabei die Periodendauer zu verändern. ν bezeichnet im
Bezug auf diese Funktion der Kehrwert der Periodendauer 1
T
.
6.2.2.4.1. Ladungsabhängigkeit der dissipierten Energie
Da Coulombwechselwirkungen im Modell nicht betrachtet werden, ist kein Einfluss
der Ladung auf die Gesamtenergie des Systems innerhalb des Modells vorhanden. Der La-
dungstransfer auf das Adsorbat im statischen Modell wurde in Kapitel 6.2.1.3 untersucht
und herausgefunden, dass der Ladungstransfer auf das Adsorbat mit der Breite und der
Position der Resonanz verknüpft ist. Damit wird der statische Ladungstransfer relevant
für den Verlauf von a(τ).
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Diese Relevanz bezieht sich allerdings zunächst nur auf den Ladungstransfer qa(Hˆ(τ))





fi · |〈φi(τ)|a〉|2 (6.2.38)
folgt dem Ladungstransfer des Grundzustands. Dabei ist φi(τ) der zeitabhängige Zustand
zum Zeitpunkt τ . Für den Verlauf von qTD(τ) sind allerdings neben dem statischen La-
dungstransfer qa(Hˆ(τ)) auch dynamische Effekte verantwortlich, die von der Lebensdauer
der Resonanz und weiteren Größen im Verlauf von a(τ) abhängig sind. Diese dynamischen
Effekte werden im weiteren Verlauf dieses Abschnitts diskutiert.
Für den direkten Zusammenhang zwischen dem statischen Ladungstransfer und der





eine untere Grenze für den Verlauf von a(τ) dar. Bezieht man dies auf den Verlauf
von a(τ) nach Gleichung 6.2.37, so ergibt sich ein direkter Zusammenhang zwischen
qa,max und Emin. Da eine reine Veränderung von Emin in Gleichung 6.2.37 die Form des
Verlaufs von a(τ) qualitativ beeinflussen würde, wurde zur Untersuchung des Effekts
des Ladungstransfers auf die dissipierte Energie die Differenz zwischen Emin und Emax
genauso konstant belassen wie die Zeitpunkte τα,β,γ.
Die sich durch einen solchen Verlauf von a(τ) ergebende dissipierte Energie wird in
Abbildung 6.2.11 dargestellt. Variiert wurde neben dem maximal zulässigen Ladungs-
transfer auch die Halbwertsbreite der Resonanz ∆a(τ). Aus der Halbwertsbreite der Re-
sonanz lässt sich das Verhältnis V(t′,t,ω) bestimmen. Da die Halbwertsbreite sowohl in
die Berechnung des Skalierungsverhältnisses als auch in die Berechnung des Ladungs-
transfers eingeht und die Skalierung mit unterschiedlichem t′, t und ν nur für einen durch
ν-skalierten Verlauf von a(τ) (siehe Kapitel 6.2.2.3) zutrifft, kann das Skalierungsverhal-
ten mit V(t′,t,ω) nicht auftreten. Deshalb wurde ν für die hier vorgestellten Rechnungen
nicht variiert.
Abbildung 6.2.11 zeigt, dass die dissipierte Energie als Funktion von V(t′,t,ω) bei kon-
stantem Ladungstransfer ebenfalls ein Maximum aufweist. Vergleicht man die Kurven
konstanten Ladungstransfers als Funktion von V(t′,t,ω), so verschiebt sich deren Ma-
ximum hin zu kleineren Lebensdauern bei geringerem statischen Ladungstransfer. Die
dissipierte Energie über den gesamten Bereich von V(t′,t,ω) wird reduziert, wenn der sta-
tische Ladungstransfer reduziert wird. Damit begrenzt der statische Ladungstransfer die
dissipierte Energie und der Verlauf von a(τ) im Bereich der Fermienergie ist entscheidend
für den quantitativen Vergleich mit den TDDFT-Ergebnissen.
Aus dem unterschiedlichem Verlauf des dynamischen Ladungstransfers qTD(τ) kann
man zusammen mit dem Verlauf von a(τ) auf die nicht-adiabatische Energie schließen.
Entscheidend für die Größe der nicht-adiabatischen Energie ist der dynamische Ladungs-
transfer zu dem Zeitpunkt, wenn a(τ) den Bereich der Fermienergie verlässt (in Formel
6.2.37 τγ), da die Resonanz nur dann Anregung in Zustände hoher Energie transportieren
kann, wenn sie teilweise besetzt ist. Der dynamische Ladungstransfer kann, da es sich um
keine Eigenschaft eines einzelnen Eigenzustands des Hamiltonoperators handelt, auch bei
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Abbildung 6.2.11.: Dissipierte Energie pro Schwingung Ed als Funktion des maximalen
Ladungstransfers im Grundzustand qa,max und des Verhältnisses V.
Berechnet im eindimensionalen Modell (n = 600;t = 5,0 eV , a(τ)
nach Formel 6.2.37 mit den Parametern τβ − τα = T − τγ = 4 fs,
Emax − Emin = 3,8 eV , T = 20 fs) bei variierender unterer Grenze
Emin relativ zur Fermienergie. Die farbige Fläche ist durch eine li-
neare Interpolation entstanden, die auch die Welleneffekte im linken
Bereich des Bilds erzeugt.
einem zeitunabhängigen Hamiltonoperator eine Zeitabhängigkeit besitzen. Diese Dyna-
mik sollte sich aus der Lebensdauer der Resonanz, dem statischem Ladungstransfer und
der Aufenthaltsdauer des Zustands im Bereich der Fermienergie ergeben. Es hat sich je-
doch herausgestellt, dass der Zeitverlauf des dynamischen Ladungstransfers nicht einem
exponentiellen Verlauf folgt.
Diese Dynamik ist in der Differenz zwischen dynamischem und statischem Verlauf des
Ladungstransfers zu erkennen. Diese zeigt in allen Modellsimulationen den zunächst er-
warteten zeitversetzten Transfer der dynamischen Ladung. Der dynamische Ladungstrans-
fer übersteigt jedoch, wenn die Verweildauer an der Fermienergie lang genug ist, den sta-
tischen Ladungstransfer. Diese Überbesetzung ist auch in den TDDFT-Daten zu sehen
und zeigt damit eine Eigenschaft des Systems der zeitentwickelten Zustände, die auch
im Modellsystem dargestellt wird. Der Ursprung dieser Überbesetzung und der weiteren
Dynamik des Ladungstransfers muss in den Phasenfaktoren der Zeitentwicklung und in
der Anregung des Systems liegen. Im Rahmen dieser Arbeit wurde diese Richtung nicht
weiter verfolgt. Es wird jedoch vermutet, dass der Effekt mit störungstheoretischen Me-
thoden analog zur Veröffentlichung von Moshinsky und Sadurn´í [127] beschreibbar seien
könnte.
Zur Untersuchung wie sich diese Dynamik des dynamischen Ladungstransfers auf die
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Abbildung 6.2.12.: Oben: Nicht-adiabatische Energie Eτγ (T ) (T = τγ + 1 fs) als Funk-
tion von τγ − τβ bei Verlauf von a(τ) nach Gleichung 6.2.37
(Emin = 0,1 eV ;Emax = 4 eV ; τα = 1 fs; τβ = 2 fs). Unten:
nicht-adiabatische Ladung auf dem Adsorbat qnad(τ) als Funkti-
on von τ − τβ bei Verlauf von a(τ) nach Gleichung 6.2.37(Emin =
0,1 eV ;Emax = 4 eV ; τα = 1 fs; τβ = 2 fs; τγ = 79 fs; T = 80 fs).
Schwarze Kurven: t′ = 0,01 eV . Rote Kurven: t′ = 0,5 eV . Rech-
nungen des eindimensionalen Modells (n = 600, t = 5 eV ).
dissipierte Energie auswirkt, wurde die Zeit τγ − τβ variiert, in der sich der Zustand bei
einem Verlauf von a(τ) nach Gleichung 6.2.37 im Bereich der Fermienergie befindet. Die
nicht-adiabatische Ladungsdichte
qnad(τ) = qTD(τ)− qa(Hˆ(τ))
zum Zeitpunkt τγ wird in Abbildung 6.2.12 mit der nicht-adiabatischen Energie
Eτγ (T ) := Enad(T )
zum Zeitpunkt T verglichen, wenn der Verlauf von a(τ) nach Gleichung 6.2.37 zum Zeit-
punkt τγ den Bereich der Fermienergie verlässt. Diese nicht-adiabatische Energie ist dabei
direkt mit der nicht-adiabatischen Ladungsdichte auf dem Adsorbat verknüpft. Das oszil-
lative Verhalten von qnad(τ) wird direkt an die nicht-adiabatische Energie weitergegeben
und unterstützt damit die Hypothese, dass der zeitabhängige Ladungstransfer zum Zeit-
punkt τγ entscheidend für die Dissipation ist.
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Es zeigt sich, dass die oszillierende Dynamik des nicht-adiabatischen Ladungstransfers
nur bei Halbwertsbreiten ∆a auftritt, bei denen die nicht-adiabatische Energie klein ist.
Eτγ (T ) bei t′ = 0,01 eV beträgt im Fall der Oszillationen nur ein Zehntel der Energie die
bei t′ = 0,5 eV dissipiert wird. Die Überbesetzung des Zustands führt ebenfalls zu einer
höheren nicht-adiabatischen Energie. Dieser Einfluss ist allerdings relativ zur gesamten
nicht-adiabatischen Energie ebenfalls nur bei sehr geringen Halbwertsbreiten relevant.
Damit ist der Einfluss der Verweildauer des Zustands im Bereich der Fermienergie
und somit der nicht-adiabatische Ladungstransfer nur dann von Bedeutung, wenn diese
wesentlich kürzer als die Lebensdauer der Resonanz ist. Für die Anpassung des Verlaufs
spielt dies also nur eine eingeschränkte Rolle.
6.2.2.4.2. Abhängigkeit der Dissipation von der Steigung von a(τ)
Die Steigungen des Verlaufs der Adsorbatenergiem1 = Emax−Eminτβ−τα undm2 =
Emax−Emin
T−τγ
lassen sich über die Wahl der Zeitpunkte τα, τβ und τγ in Gleichung 6.2.37 einstellen. Es
zeigt sich, dass die Steigung m1, mit der der Zustand an die Energie Emin geführt wird,
kaum Einfluss auf die dissipierte Energie hat. Für die Steigung m2 ergibt sich jedoch eine
direkte Abhängigkeit bezüglich der dissipierten Energie Ed (vergleiche Abbildung 6.2.13).
Je länger der Zustand braucht, um von seiner Minimalenergie Emin zu seinem Maximum
Emax zu gelangen, desto weniger Anregung wird mit dem Zustand in den hohen Spektral-
bereich transportiert.
Neben der Steigerung der maximal möglichen dissipierten Energie verschiebt sich das
Maximum als Funktion von V(t′,t,ω) bei größeren Steigungen zu höheren Halbwertsbrei-
ten ∆a. Damit das Skalierungsverhalten mit V(t′,t,ω) wie in Kapitel 6.2.2.3 zustande
kommt, muss die Skalierung durch ω, die ebenfalls eine Veränderung der Steigung zur
Folge hat, durch andere Effekte die dissipierte Energie begrenzen. Dies erfolgt über die
beiden Zeiten τF = τγ − τβ und τA = T − τF . τF stellt dabei die Verweildauer der Reso-
nanz an der Fermienergie dar, τA die Zeitspanne während sich der Zustand entfernt von
der Fermienergie aufhält. Durch ein Verkürzen von τF kann, wie im vorherigen Abschnitt
gezeigt (siehe Abbildung 6.2.12), die dissipierte Energie ab einem bestimmten von ∆a
abhängigem Punkt reduziert werden. τA ist in soweit mit den Steigungen m1 und m2
verknüpft, dass genug Zeit für den Zustand vorhanden sein muss, um Emax zu erreichen.
Eine Verringerung von τA erzeugt allerdings auch innerhalb dieser Einschränkung eine
Verringerung der dissipierten Energie. Das ergibt sich aus der Tatsache, dass, sollte die
Resonanz über den gesamten Zeitraum von τA besetzt sein, Anregung auch wieder an die
Fermienergie zurück gebracht worden ist. Diese Wechselwirkung aus Verringerung und
Verstärkung der nicht-adiabatischen Effekte erzeugt das Skalierungsverhalten in Kapitel
6.2.2.3.
In den Rechnungen, deren Ergebnisse in Abbildung 6.2.13 dargestellt sind, bleiben τF
und τA konstant. Damit ist die Veränderung des Maximums bezüglich der Steigung kein
Widerspruch zum Skalierungsverhalten mitV(t′,t,ω). Das Verhältnis zwischen den Größen
τF , τA und m2 hat also Einfluss auf die maximal mögliche dissipierte Energie und muss
für einen quantitativen Vergleich mit TDDFT-Daten angepasst werden.
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Abbildung 6.2.13.: Dissipierte Energie pro Schwingung Ed als Funktion des Skalie-
rungsparameters V und der Steigung m2. Berechnet in einem ein-
dimensionalen Modell mit Verlauf von a(τ) nach Gleichung 6.2.37
(n = 600, t = 5,0 eV , T = 20 fs, Emin = 0,2 eV , Emax = 4,0 eV ,
τβ − τγ = 6 fs).
6.2.2.4.3. Abhängigkeit der Dissipation vom Maximum des Verlaufs der
Adsorbatenergie
Zur Untersuchung der Abhängigkeit der Dissipation vom Maximum des Verlaufs der
Adsorbatenergie Emax wurden Rechnungen durchgeführt, bei denen die Steigungen m1
und m2 identisch sind sowie der minimale Abstand von der Fermienergie im Verlauf von
a(τ) in allen Fällen konstant gehalten wird. Es zeigt sich, dass die Form der Abhängigkeit
von Emax nicht unabhängig von diesen Parametern ist. Das liegt darin begründet, dass
eine Änderung von Emax nur dann einen Einfluss auf die dissipierte Energie Ed hat, wenn
zum Zeitpunkt τ = T noch Ladung auf dem Adsorbat vorhanden ist.
Dieser Punkt, bei dem eine Erhöhung von Emax keine Zunahme von Ed zur Folge hat,
ist außerdem von dem VerhältnisV(t′,t,ω) abhängig. Der für Abbildung 6.2.14 verwendete
Parametersatz ist deshalb so gewählt, dass dieser Effekt nur im Bereich für große V(t′,t,ω)
auftritt. Für Emax > 1,5 eV undV > 2,4 sorgt eine Erhöhung von Emax für keine Zunahme
von Ed. Damit verändert sich die Form des Maximums als Funktion von V(t′,t,ω) hin zu
einem schmaleren Maximum bei großen Emax.
Die Abhängigkeit von Ed von der Form des Zeitverlaufs von a(τ) zeigt, dass für einen
quantitativen Vergleich des Modellsystems mit den TDDFT-Daten die Form dieses Ver-
laufs exakt wiedergegeben werden muss. Die Ausprägung eines Maximums als Funktion
von V(t′,t,ω) ist in allen bislang getesteten periodischen Verläufen von a(τ) gegeben.
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Abbildung 6.2.14.: Dissipierte Energie pro Schwingung Ed als Funktion des Skalie-
rungsparameters V und maximalen Energie des Adsorbatzustands
Emax. Berechnet in einem eindimensionalen Modell mit Verlauf von
a(τ) nach Gleichung 6.2.37 (n = 600,t = 5,0 eV ,Emin = 0 eV ,T =
20 fs,m1 = m2 = 1 eVfs )
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6.3. Molekulardynamik-Rechnungen mit Kopplung an
das Modellsystem
Der Vergleich der in Kapitel 5 vorgestellten TDDFT-Rechnungen mit den Modellrech-
nungen dieses Kapitels zeigt qualitative Übereinstimmungen. So liegt die Größenordnung
des Ergebnis der Modellrechnungen, die dissipierte Energie Ed, im Bereich der transfe-
rierten Energie Etrans der TDDFT-Rechnungen. Bei exakter Anpassung des Verlaufs von
a(τ) und ∆a(τ) stimmen Modell-Rechnungen und TDDFT-Simulationen näherungswei-
se quantitativ überein.
Für die Berechnung von makroskopischen Größen sind Molekulardynamik-Rechnung-
en (MD-Rechnung) notwendig, die für einen weiten Bereich von Trajektorien durchge-
führt worden sind. Die damit mögliche Mittelung über diese Trajektorien ist im Fall
der TDDFT-Rechnungen mit Ehrenfestdynamik wegen des hohen numerischen Aufwands
nicht möglich. Das Modellsystem bietet als numerisch weniger aufwendiges System, die
Möglichkeit nicht-adiabatische Effekte, die durch den hier diskutierten Mechanismus ent-
stehen, in MD-Rechnungen auf der BO-Fläche zu implementieren. Diese Form der Be-
trachtung von nicht-adiabatischen Effekten in MD-Rechnungen wurde für den Fall der
elektronischen Reibung bereits in mehreren Systemen erfolgreich angewendet [55, 71].
Dazu werden zunächst die für eine Kopplung des Modells an eine Dynamik auf ei-
ner Potentialfläche notwendigen Bewegungsgleichungen aufgestellt und die numerischen
Begrenzungen diskutiert.
Zur Überprüfung der Hypothese, ob die nicht-adiabatischen Effekte auch innerhalb eines
solchen Modellsystems richtig wiedergegeben werden, werden die Bewegungsgleichungen
auf die in Kapitel 4.3.1 eingeführte Born-Oppenheimer-Fläche V (~ds,dH−Cl) angewendet
und mit den TDDFT-Ergebnissen verglichen.
6.3.1. Analytische Beschreibung der Kopplung des Modells an
MD-Rechnungen
Das Modellsystem liefert in der in Kapitel 6.1.1 eingeführten Form keine Möglichkeit
die nicht-adiabatischen Kräfte auf die einzelnen Komponenten des Molekül-Oberflächen-
Systems zu berechnen. Damit ist die Verbindung von Modellsystem und einer klassischen
Dynamik auf einer Potentialfläche nicht direkt gegeben.
Unter der Hypothese, dass die nicht-adiabatische Energie ausschließlich durch einen
Transfer aus der Schwingungsenergie entsteht, kann man die folgenden Bewegungsglei-
chungen des Systems aufstellen:





mit der Masse des SchwerpunktsM und der reduzierten Massem des Molekülsystems. Die






~˙d2s + V (
~ds,dH−Cl) = E0 − Enad(τ) , (6.3.3)
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Mit Hilfe des Energieerhaltungssatz ist es nun möglich ein System von Differentialglei-


















Das Anfangswertproblem, dass sich aus einer gegebenen Position (~ds,init,~dH−Cl,init) und
den Anfangsgeschwindigkeiten und damit der kinetischen Energie Ekin,s,init des Schwer-
punkts und der kinetischen Energie Ekin,sw,init der Schwingung ergibt, wird dann durch
eine numerische Integration der Differentialgleichung 6.3.5 gelöst.
Die Positionen ~ds und dH−Cl gehen als Parameter in die aus Kapitel 4.3.4 eingeführten
Näherungsfunktionen für die Halbwertsbreite der LUMO-PDOS ∆(~ds,dH−Cl) beziehungs-
weise t′(~ds,dH−Cl) über Formel 6.2.11 und der Lage des Maximums der PDOS a(~ds,dH−Cl)








Die numerische Zeitentwicklung erfolgt dann wieder, wie in Kapitel 6.1.2 beschrieben.
Parallel dazu wird die Bewegungsgleichung integriert.
6.3.1.1. Die Integrabilität der Dynamik
Für die Lösbarkeit der Dynamik muss der Kopplungsparameter QdH−Cl endlich sein. Dar-
aus ergibt sich als erste notwendige Bedingung für alle Zeiten τ0 mit der Geschwindigkeit





= 0 . (6.3.7)
Diese Gleichung beschreibt die Umkehrpunkte der Schwingungsbewegung.
Innerhalb des Modell-Systems lässt sich folgender Zusammenhang herleiten: Ist der Ha-
miltonoperator konstant, so ergibt sich die Zeitentwicklung innerhalb des Modells nach
Kapitel 6.1.2 für alle Zustände durch einen reinen Phasenfaktor. Bei der Berechnung der
nicht-adiabatischen Energie nach Gleichung 6.1.31 hebt sich dieser Phasenfaktor mit sich
selbst auf. Damit bleibt die nicht-adiabatische Energie konstant, wenn der Hamiltonope-
rator zeitkonstant ist.
Gleichung 6.3.7 gilt also für den Fall, dass der Hamiltonoperator Hˆ(dH−Cl) nicht von
der Schwerpunktsbewegung abhängig ist, denn für d˙H−Cl(τ0) = 0 folgt
˙ˆ
H(dH−Cl(τ0)) = 0
und damit E˙nad(τ0) = 0.
Für die Abhängigkeit von der Schwerpunktsbewegung gilt das nicht, da sich sowohl
a(τ) als auch ∆a(τ) mit ds(τ) verändern können. Da die Schwerpunktsbewegung im
Allgemeinen sehr viel langsamer als die Schwingungsbewegung ist, sind diese Effekte in
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linearer Näherung zu vernachlässigen. Die Lösung dieser Problematik für die numerische
Integration wird im folgenden Abschnitt (6.3.1.2) diskutiert.
Um die Integrabilität der Formel 6.3.5 zu gewährleisten, ist auch die Problemstelle
˙dH−Cl(τ0) = 0 zu beachten. Es ist zu garantieren, dass der Ausdruck unter der Wurzel
in jedem Fall positiv bleibt, damit das Problem im Reellen weiter integrierbar ist. Eine
Extremwertanalyse liefert dann zusammen mit der Regel von l’Hospital folgende Bedin-












fu¨r ¨dH−Cl < 0 (6.3.9)
Das bedeutet, das die „Reibungskraft” QdH−Cl kleiner als die Potentialkraft
∣∣∣ ∂V∂dH−Cl ∣∣∣ an
den Umkehrpunkten der Schwingung sein muss. Diese Bedingung ist nun für das konkrete
Potential und die Kopplungsfunktionen a(dH−Cl,ds) und t′(dH−Cl,ds) zu überprüfen. Die
numerischen Rechnungen ergaben hierfür, dass sie immer erfüllt ist, wenn die Kopplung
an die Schwerpunktsbewegung abgeschaltet oder die Schwerpunktsbewegung eingefroren
ist. Für die Kopplung an die Schwerpunktsbewegung wird im Folgenden eine Vermeidung
dieser Abbruchbedingungen an die Integration diskutiert.
6.3.1.2. Numerische Lösung der Molekulardynamik
Da die Kopplung zwischen Modell und Dynamik nur über eine „Reibungskraft” auf die
Komponente der Bindungslänge erfolgt, kann die Integrabilität im gesamten Wertebe-
reich nicht immer gegeben sein. Durch die Kopplung der Schwerpunktsbewegung an den
Modell-Hamiltonoperator kann auch diese Bewegung zu Dissipation führen. Diese müsste
dann durch die Art der Kopplung der kinetischen Energie der Schwingung entnommen
werden. Ist diese Dissipation größer als die kinetische Energie der Schwingung, führt
die Kopplung zu einer nicht erfüllten Integrabilitätsbedingung. Da das Modellsystem für
die Dissipation der Schwerpunktsbewegung nicht konzipiert ist und eine Trennung der
dissipierten Energie in ihrer Wirkung auf die einzelnen Komponenten nicht Ziel dieser Si-





Hierzu wird eine Schwelle Eab für die kinetische Energie der Schwingung gesetzt, un-
terhalb der die nicht-adiabatische Energie Enad(τ) nicht auf die Dynamik wirkt. Die Zeit-
punkte τ , für die diese Bedingung erfüllt ist, werden in der Menge Θ := {τ |Ekin,sw(τ) <






Innerhalb eines solchen Intervalls [τc,i,τa,i] wird die Zeitentwicklung von dH−Cl(τ) und
ds(τ) nicht nach der Differenzialgleichung 6.3.5 berechnet, sondern folgt dem folgenden
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Das Modellsystem wird parallel dazu weiter mit dem an die Trajektorie gekoppelten
Hamiltonoperator 6.3.6 zeitentwickelt. Die Veränderung der nicht-adiabatischen Energie
Eab,i = Enad(τa,i)− Enad(τc,i) während dieses Zeitintervalls wird bei Austritt aus dem In-
tervall von der nicht-adiabatischen Energie abgezogen. Der Ausdruck Enad wird deshalb






Die während dieser Zeit entstehende nicht-adiabatische Energie Eab,i sollte so gering
sein, dass die Auswirkungen auf die gesamte Dynamik minimal ist. Dazu wurden Tests mit




und damit der Einfluss auf die Dynamik um den Faktor 10 kleiner ist, als der Schwellwert,
bei Rechnungen über fünf Schwingungen. Da dieser Schwellwert in einem Bereich von
wenigen meV gewählt werden kann, ist der Einfluss auf die Dynamik minimal.
6.3.2. Quantitativer Vergleich der Modellmolekulardynamik mit
TDDFT-Simulationen
Damit nicht-adiabatische Effekte innerhalb von MD-Simulationen mit dem numerisch
weniger aufwendigerem Modellsystem berechnet werden können, darf die sich im Mo-
dellsystem ergebene dissipierte Energie nur geringe Abweichungen von den Ergebnissen
der TDDFT-Simulation aufweisen. Diese geringe Abweichung muss dabei nicht nur für
die dissipierte Energie gelten, sondern auch über den gesamten Zeitverlauf für die nicht-
adiabatische Energie beachtet werden, damit die Wirkung des Mechanismus auf die Dy-
namik korrekt wiedergegeben wird.
Da die Modelldynamik auf den in Kapitel 4.3 eingeführten Näherungsfunktionen an die
Ergebnisse der DFT-Grundzustandsrechnungen beruht, können Abweichungen der Mo-
delldynamik von den TDDFT-Ergebnissen auch von den Abweichungen der Ausgleichs-
funktionen abhängen. Zur Abschätzung dieser Abweichungen sind die in Kapitel 6.2.2
für das Modell vorgestellten Zusammenhänge zwischen den Eingangsparametern und der
dissipierten Energie notwendig.
Exemplarisch anhand einer Konfiguration ist dieser Vergleich in Abbildung 6.3.1 darge-
stellt. Als TDDFT-Rechnung wurde wieder die in Kapitel 5.1 vorgestellte Konfiguration
gewählt. Ausgehend von deren Anfangsbedingungen an die Positionen und Geschwin-
digkeiten wurde auf Basis der Potentialfläche nach Gleichung 4.3.2 die MD-Simulation
durchgeführt. Verglichen werden der Zeitverlauf der Halbwertsbreite des Adsorbatzu-
stands ∆a(τ), der Eigenenergie des Adsorbatzustands a(τ), des Ladungstransfers im
Grundzustand qBO(τ) sowie der nicht-adiabatischen Energie Enad(τ).
112
6.3.2. Kapitel 6. Der Mechanismus im Modell
Abbildung 6.3.1.: Zeitverlauf ausgewählter Größen von MD-Modellsimulationen (rote
und schwarze Linien) und TDDFT-Simulation (blaue Linien). Pa-
rameter der TDDFT-Daten nach 5.1.1, Modellsimulationen (dreidi-
mensional, n3 = 50, n2 = 4, n1 = 3, t = 1,3 eV ) sind diesen Pa-
rametern nach empfunden (schwarze Linien ohne Berücksichtigung
des Ladungstransfers, rote Linien durch Anpassung des Verlaufs von
a(τ) an den Ladungstransfer des Grundzustands).
Die MD-Simulationen auf der genäherten Potentialfläche zeigen eine um 15 % vergrö-
ßerte Schwingungsdauer. Gemäß den Betrachtungen innerhalb des Modellsystems kann
dies zu einer um 20 % veränderten nicht-adiabatischen Energie führen. Wegen dieser
Abweichung in der Schwingungsdauer ist ein Vergleich auf Basis der um die jeweilige
Schwingungsdauer skalierten Zeit notwendig. Diese Skalierung wurde für die Abbildung
6.3.2 vorgenommen. Durch diese Skalierung ist der Vergleich der Anpassungen einfacher
möglich.
Die Näherung an den Verlauf von ∆a(τ) ist unter Berücksichtigung dieser Skalierung
gut. Die Abweichungen sind im Wesentlichen auf die Bestimmung der Halbwertsbreite
der PDOS innerhalb der DFT-Rechnungen zurückzuführen, da bei diesen ein Fehler von
etwa 10 − 20meV auftritt. Dieser ist auf die Anpassung durch die Lorentzfunktion an
die DFT-Daten zurückzuführen. Die Anpassungsfunktion nach Gleichung 4.3.20 an diese
Daten stellt somit eine Vereinfachung des Verlauf von ∆a(τ) dar. Die lokalen Maxima in
den DFT-Daten wurden zu einem Maximum zusammengefasst. Diese Veränderung sollte
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Abbildung 6.3.2.: Verlauf ausgewählter Größen von MD-Modellsimulationen (rote und
schwarze Linien) und TDDFT-Simulation (blaue Linien) abhängig
von der um die Schwingungsdauer T der einzelnen Simulationen ska-
lierte Zeit τ . Parameter der TDDFT-Daten nach 5.1.1, Modellsimu-
lationen (dreidimensional, n3 = 50, n2 = 4, n1 = 3, t = 1,3 eV ) sind
diesen Parametern nachempfunden (schwarze Linien ohne Berück-
sichtigung des Ladungstransfers, rote Linien durch Anpassung des
Verlaufs von a(τ) an den Ladungstransfer des Grundzustands).
jedoch nur einen sehr kleinen Effekt auf die nicht-adiabatische Energie haben, da die
Abweichungen nur in sehr kleinen Zeitintervallen relevant sind.
Die Anpassung an den Verlauf von a(τ) erfolgt über die Funktion
fOri(dH−Cl) = max(LUMO(dH−Cl) + Ori,Cut) . (6.3.13)
Dabei wird LUMO(dH−Cl) durch eine polynomiale Anpassungsfunktion (siebten Grades)
an den Verlauf des Kohn-Sham-Eigenzustands des Moleküls im Vakuum ermittelt, deren
Verlauf in Kapitel 4.1 diskutiert wurde. Ori ist die, in Kapitel 4.3.4 vorgestellte, von der
Orientierung des Moleküls abhängige Verschiebung dieser Funktion. Die Zahl Cut stellt
eine untere Grenze für diese Energie dar. Sie wurde zunächst mit 0,01 eV angenommen
und entspricht somit der unteren Grenze aller in DFT-Rechnungen ermittelten Resonanz-
maxima.
Der Verlauf von a(τ) im Modell zeigt zwei Unterschiede zu dem Verlauf des Resonanz-
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maximums in den DFT-Rechnungen. Der erste ist der Unterschied im Bereich der Maxima
der Funktion a(τ). In der Modelldynamik liegt dieses um 250meV höher als das in den
DFT-Rechnungen erreicht wird. Das ist zum einen begründet in den Abweichungen der
Anpassungsfunktion des Potentials von dem DFT-Grundzustandspotential, was geringere
Bindungsabstände dH−Cl als in den TDDFT-Simulationen zulässt, zum anderen in den
Abweichungen der energetischen Position des Resonanzmaximums von dem Verlauf des
Vakuum-Kohn-Sham-Zustands bei kleinen Bindungsabständen.
Der zweite Unterschied liegt im Minimum des Verlaufs von a(τ). Die relativ willkür-
liche Wahl von cut stellt eine Abweichung von dem Verlauf von a(τ) im Bereich des
Minimums dieser Funktion dar, und ist maßgeblich dafür verantwortlich, dass die nicht-
adiabatische Energie innerhalb eines so präpariertem Modells um knapp 100 % von der
nicht-adiabatischen Energie für die TDDFT-Rechnungen abweicht. Dieses Minimum ist,
wie in Kapitel 6.2.1.3 gezeigt, über die Resonanzbreite mit dem statischen Ladungstrans-
fer innerhalb des Modells verbunden. Vergleicht man den Grundzustandsladungstransfer
innerhalb der Modellrechnungen mit dem in den DFT-Rechnungen, so stellt man fest,
dass dieser für das Modell um den Faktor 3,5 überschätzt wird.
Um diesen Fehler zu korrigieren wurde der Verlauf von a(τ) durch eine andere Wahl
von Cut verändert und kann somit erreichen, dass der Ladungstransfer für das Modell
näher an dem Ladungstransfer der DFT-Rechnungen liegt. Dazu wurde der für die DFT-
Rechnungen maximal mögliche Ladungstransfer ermittelt und aus diesem und der Halb-
wertsbreite der Resonanz∆a mit Hilfe des in Kapitel 6.2.1.3 beschrieben Verfahrens eine
minimale Energie berechnet, die dann als Cut angenommen wurde. Damit der maximal
mögliche Ladungstransfer in allen Konfigurationen berechenbar ist, wurde dieser mit Hilfe
der Ausgleichsfunktion 4.3.15 ermittelt.
Der Verlauf von a(τ) wird in diesem Fall im Bereich des Minimums den Verlauf des
Resonanzmaximums in den DFT-Rechnungen um bis zu 100meV überschätzt. Dies liegt
zum einen an der Überschätzung der Halbwertsbreite durch die Anpassungsfunktion. Da-
durch ergibt die Anpassung an den Ladungstransfer eine zu hohe untere Schranke für
a(τ). Zum anderen ergibt sich an dieser Stelle ein systematischer Fehler durch die Wahl
und Vereinfachung des „Tight-Binding”-Modells. Innerhalb der DFT-Rechnungen ist die
PDOS in diesem Bereich asymmetrisch, was auf die p-Zustände des Aluminiums zurück-
zuführen ist. Diese Asymmetrie der Resonanz kann in den Grenzen des Modells nicht
wiedergegeben werden, da das Modell nur s-Zustände verwendet. Damit der Ladungs-
transfer im Modell bei gleicher Halbwertsbreite der Resonanz dem Ladungstransfer der
TDDFT-Rechnungen entspricht, muss das Maximum der Resonanz zu höheren Energien
verschoben sein.
Durch die Verwendung dieses Verlaufs von a(τ) ergibt das Modellsystem eine nicht-
adiabatische Energie, die sich lediglich um 10 % von der nicht-adiabatischen Energie in den
TDDFT-Rechnungen unterscheidet. Damit ist eine MD-Simulation auf Basis des Modells
fähig, den Mechanismus auch quantitativ darzustellen . Ein derartiges Modellsystem kann
zur Berechnung der nicht-adiabatischen Effekte während der Streuung von HCl an der
Oberfläche verwendet werden, wobei es ausschließlich Daten der Grundzustandsfläche
verwendet.
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6.3.3. Nicht-adiabatischer Energietransfer der Vibrationsenergie
eines HCl-Moleküls an einer Al(111)-Oberfläche
Auf den ersten Blick fällt bei der Betrachtung der zeitabhängigen Dichtefunktionalrech-
nungen auf, dass das Maximum des Energietransfers bei einem Abstand erscheint, der
weiter von der Oberfläche entfernt ist als das Physisorptionsminimum. Die TDDFT-
Rechnungen konnten dieses Maximum aus numerischen Gründen nur für die „UP”-Konfi-
guration nachweisen. Das hier entwickelte Modell ist nur eingeschränkt diesen numerischen
Limitierungen unterworfen.
Es wurden deshalb Rechnungen für das an die Molekulardynamik gekoppelte Modell-
system durchgeführt, bei denen die Anfangsentfernung ds,init des Molekülschwerpunkts im
Bereich zwischen 6 und 16 bohr variiert wurde. Dabei wurde die im vorherigen Kapitel
besprochene Anpassung an den Ladungstransfer der DFT-Rechnungen verwendet. Da die
Anpassungsfunktionen der DFT-Größen in einem weiten Bereich der berechneten Entfer-
nungen nur Extrapolationen darstellen, sind die Ergebnisse unter dieser Einschränkung zu
sehen. Dieser Bereich wurde in Abbildung 6.3.3 durch eine Schraffur markiert. Im Bereich
dichter an der Oberfläche als die TDDFT-Simulationen durchgeführt worden sind, wurden
für den Vakuumbindungsabstand Rechnungen durchgeführt. In diesem Bereich, im Wei-
teren Kontaktbereich genannt, liegen relevante Datenpunkte für die Anpassung, so dass
die Funktionen dort keine reinen Extrapolationen sind. Da in der „DOWN”-Konfiguration
diese Rechnungen jedoch absichtlich nicht berücksichtigt wurden, um die Dissoziation des
Moleküls auf dieser Potentialfläche nicht zu ermöglichen, ist dieser Bereich der Rechnun-
gen ebenfalls unter dieser Einschränkung zu betrachten.
Zur Darstellung der Abweichungen, die sich aus der Lagenzahl des Modellhamiltonope-
rators ergibt, wurden die Rechnungen bei 14, 50 und 100 Lagen durchgeführt. Mit der
Wahl des Parameters t = 1,3 eV gilt für die Ergebnisse des reinen Modellsystems, dass
bei 50 Lagen die Abweichung von konvergierten Ergebnissen unter 10 % beträgt. Diese
Eigenschaft lässt sich somit weitestgehend auf die Kopplung an die Molekulardynamik
übertragen.
Verglichen wird die dissipierte Energie pro Schwingung innerhalb des Modells nach
Gleichung 6.2.19 mit der transferierten Energie pro Schwingung nach Gleichung 5.3.1 an-
gewendet auf die Ergebnisse der TDDFT-Rechnungen. Berücksichtigt man den im vorhe-
rigen Kapitel bereits thematisierten Unterschied der Schwingungsfrequenzen der Modell-
Dynamik zu der TDDFT-Simulation, beschreibt das Modellsystem im Wesentlichen die
nicht-adiabatischen Effekte der Streuung des HCl-Moleküls an der Oberfläche. Die Ab-
weichung der Position des Maximums des Energietransfers ist dabei auf genau diesen
Unterschied der Schwingungsfrequenzen zurückzuführen.
Für die „UP” -Konfiguration ist die Übereinstimmung unter Berücksichtigung dieser
Einschränkung gegeben. Die Extrapolation zeigt die zu erwartende Reduzierung der nicht-
adiabatischen Effekte mit zunehmender Entfernung von der Oberfläche. In dieser Ex-
trapolation ergibt sich damit auch das Maximum in der „DOWN”-Konfiguration, wobei
dieses im Vergleich zur „UP”-Konfiguration um den Faktor 2 kleiner ausfällt. Das ist im
Wesentlichen auf den in diesem Bereich reduzierten Ladungstransfer auf das Molekül zu-
rückzuführen.
Die prozentual größten Unterschiede zwischen den Modellrechnungen und den TDDFT-
Ergebnissen sind im Bereich der geringen Schwerpunktsabstände in der „DOWN”-Konfi-
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Abbildung 6.3.3.: Vergleich der dissipierten Energie pro Schwingung Ed des gekoppel-
ten Modellsystems (dreidimensional; t = 1,3 eV ; n1 = 3; n2 = 4;
Eab = 0,01 eV ; Ekin,sw,init = 2,48 eV ; Ekin,s,init = 0,1 eV ; dH−Cl,init =
2,48 bohr ) bei unterschiedlicher Lagenzahl n3 mit der transferier-
ten Energie Etrans der TDDFT-Rechnungen bei einer Vibrationsan-
regung von 2,48 eV für die „UP”-Konfiguration (oben) und für die
„DOWN”-Konfiguration (unten). Die schraffierten Bereiche markie-
ren die Regionen die durch Extrapolation der Anpassungsfunktionen
berechnet wurden.
guration zu beobachten. Das ist maßgeblich auf das Zusammenspiel zwischen den ein-
zelnen Ausgleichsfunktionen zurückzuführen. In diesem Bereich wird durch die Funktion
fLUMO,W (dH−Cl,dm) nach Gleichung 4.3.20 die Halbwertsbreite der Resonanz überschätzt.
Das hat zur Folge, dass die untere Schranke der Adsorbatenergie a(τ) durch die Bedingung
des Ladungstransfers im Modell (siehe Kapitel 6.3.2) massiv überschätzt wird. Dadurch
unterschätzt das Modellsystem in diesem Bereich die nicht-adiabatische Energie. Für eine
bessere Übereinstimmung des Modells mit den DFT-Rechnungen wären an dieser Stelle
bessere Ausgleichsfunktionen notwendig.
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Die vorliegende Arbeit zeigt im Detail die ab initio Untersuchungen des System HCl an
der Al(111)-Oberfläche. Zeitabhängige Dichtefunktionaltheorie mit Ehrenfest-Dynamik
wurde eingesetzt, um den nicht-adiabatischen Energietransfer der Schwingungsanregung
des Moleküls auf das elektronische System der Oberfläche zu beschreiben. Für den vi-
bratorisch hoch angeregten Chlorwasserstoff konnte dabei ein starker nicht-adiabatischer
Effekt beobachtet werden, welcher sich nicht durch elektronische Reibung erklären lässt.
Die spektrale Energieverteilung zeigt einen klaren Bruch der Symmetrie zwischen dem
Elektronen- und dem Lochspektrum, wobei bis zu 80 % der transferierten Energie durch
den elektronischen Teil des Spektrums getragen werden.
Die Rechnungen bei unterschiedlichem Oberflächen-Molekül-Abstand zeigen ein aus-
geprägtes Maximum der aus der Schwingungsanregung transferierten Energie bei einem
großen Schwerpunktsabstand des Moleküls vor der Oberfläche. Für die Konfiguration
des HCl-Moleküls, in der die Bindungsachse senkrecht auf der Oberfläche steht und das
Molekül mit dem Wasserstoff-Atom von der Oberfläche weg orientiert ist, konnte dieses
Maximum in einer Schwerpunktsentfernung von ∼ 9,1 bohr festgestellt werden. Im Fall
der anderen Orientierung muss dieses Maximum noch weiter von der Oberfläche entfernt
sein. Dieses Maximum ist damit weiter, als der Physisorptionsabstand des Moleküls von
der Oberfläche entfernt.
Für die entgegengesetzte Orientierung ist aus numerischen Gründen die Position des
Maximums in diesem Rahmen nicht bestimmbar. Die Rechnungen zeigen jedoch einen An-
stieg des Energietransfers aus der Vibration in die elektronischen Freiheitsgrade mit wach-
sendem Oberflächen-Molekül-Abstand. Daraus ist ein Maximum des nicht-adiabatischen
Energietransfers oberhalb des Physisorptionsabstands auch für diese Orientierung abzu-
leiten.
Ab initio Rechnungen für geringere Vibrationsanregungen zeigen einen deutlichen Ab-
fall des nicht-adiabatischen Energietransfers als Funktion der Schwingungsanregung in
beiden Orientierungen. Einhergehend damit ist eine Verringerung der spektralen Asym-
metrie zwischen dem elektronischen Teil des Anregungsspektrums und dessen Lochanteils.
Für Anregungen der Oszillation des Moleküls im Bereich von unter 1 eV zeigen die Si-
mulationen einen Energietransfer pro Schwingung von unter 50meV . Die Analyse der
Anregungsspektren ergibt in diesen Fällen, dass die Anregung im Bereich der Zustände
an der Fermienergie verbleibt.
Der Mechanismus der Dissipation, der aus den Rechnungen mit vibrational hoch an-
geregtem HCl abzuleiten war, beruht auf der periodischen Besetzung eines in Gleichge-
wichtsauslenkung des Moleküls unbesetzten Zustands. Die Analyse dieses Mechanismus
führte zu einem Modellsystem, welches die Ergebnisse der TDDFT-Rechnungen qualitativ
wiedergeben konnte. Sowohl das Maximum als auch die spektralen Effekte konnten mit
dem Modell untersucht werden. Eine Anpassung der Modellparameter an die DFT-Größen
zeigte dann eine näherungsweise quantitative Übereinstimmung der Modellanregung mit
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den Ergebnissen der Simulationen mit zeitabhängiger Dichtefunktionaltheorie.
Die Kopplung des Modellsystems an eine ab initio Molekulardynamik sollte damit mög-
lich sein. Mit Hilfe solcher Rechnungen sollten Voraussagen bezüglich makroskopischer
Größen getroffen werden können, wie zum Beispiel dem Transfer der Vibrationsenergie
während der gesamten Streutrajektorie. Vorbereitende Modellrechnungen mit der in dieser
Arbeit dargestellten Molekulardynamik auf einer angepassten Potentialfläche zeigen, dass
die Vibrationsanregung bei der Streuung von orientiertem HCl bereits in der einfallenden
Trajektorie an die elektronischen Freiheitsgrade abgegeben sein sollte.
Der Vergleich mit experimentellen Daten ist eingeschränkt möglich. Das System des
Moleküls wurde, wie in Kapitel 1.2.2 beschrieben, durch Streuexperimente an einer Gold-
oberfläche untersucht. Die Schwingungsanregung des Moleküls war dabei maximal der
zweite angeregte Schwingungszustand. Der Übergang vom adiabatischem Energietransfer
zu einem nicht-adiabatischen Mechanismus, den die Experimente in diesem Bereich zeigen,
machen die in dieser Arbeit gefundenen, berechneten Ergebnisse plausibel. Ein direkter
Vergleich mit den experimentellen Ergebnissen ist im Bereich der geringen Schwingungs-
anregung auch deshalb schwierig, da die Berechnungen auf Basis der Ehrenfest-Näherung
in diesem Bereich nur eingeschränkt gültig sind.
Der in dieser Arbeit für den elektronisch nicht-adiabatischen Energietransfer der Schwin-
gungsanregung von Chlorwasserstoff gefundene Mechanismus, sollte unter Berücksichti-
gung der Kopplungsparameter auch auf andere zweiatomige Moleküle übertragbar sein.
Abhängig vom Verhalten der elektronischen Zustände dieser Moleküle sind dabei ebenfalls
große elektronisch nicht-adiabatische Effekte bei hoher Vibrationsanregung zu erwarten.
Das „Tight-Binding” Modellsystem kann als numerisch effizientes Werkzeug diese Effek-
te in Molekulardynamik-Rechnungen einbinden und damit der Abschätzung von nicht-
adiabatischen Einflüssen auf makroskopische Größen dienen.
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und Programme
Für die ab initio Berechnungen der Systeme auf Basis der in Kapitel 3 beschriebenen
Theorien werden nicht im Rahmen dieser Arbeit entwickelte Programme benutzt. Die
durch diese Programme verwendeten Verfahren werden in diesem Anhang kurz vorgestellt.
A.1. DFT mittels des Programms fhi96md
Für die Grundzustandsrechnungen durch die Dichtefunktionaltheorie wurde das Pro-
gramm fhi96md benutzt, dass am Fritz-Haber-Institut, Berlin entwickelt und in der Ver-
öffentlichung von Bockstedte et al. [75] beschrieben wurde.
Es führt die Berechnungen der Dichtefunktionaltheorie auf Basis einer Superzellen-
Geometrie durch. Das heißt, der in der Simulation beschriebene Raumbereich umfasst
mehrere Einheitszellen des Kristallgitters und an den Rändern des Simulationsraums gel-
ten Born-von-Kármán-Randbedingungen. Es gilt also für einen der Symmetrie der Super-
zelle entsprechenden Translationsvektor ~a die Beziehung:
ψ(~r +N · ~a) = ψ(~r)
für alle N ∈ N.
Die Darstellung der Wellenfunktionen erfolgt im reziproken Raum. Die dafür nötige
Definition der k-Punkte erfolgt mit Hilfe des Schemas nach Monkhorst und Pack [128]. Der
in dieser Arbeit verwendete k-Punkt wurde allerdings der Veröffentlichung von Evarestov
und Smirnov [129] entnommen.










ı( ~G+~k)·~r . (A.1.2)
Diese unendliche Basis wird durch die Abschneideenergie Ecut beschränkt. Das bedeutet,
das der Wellenvektor ~G über die Formel
1
2
∣∣∣~G+ ~k∣∣∣2 ≤ Ecut (A.1.3)
eingeschränkt wird.
Das Programm nutzt die „Frozen-Core”-Näherung. Die dafür benötigten Pseudopoten-
tiale werden durch das Programm fhi98PP erzeugt. Dieses Programm wurde ebenfalls am
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Fritz-Haber-Institut von Fuchs und Scheﬄer [130] entwickelt. Es handelt sich dabei um
vollständig separable Potentiale nach Kleinman und Bylander [113]. Sie wurden durch das
Programm nach der Konstruktionsvorschrift nach Hamann [131] erzeugt. Die notwendigen
Tests dieser Potentiale wurden bereits in vorbereitenden Rechnungen [105] (siehe Anhang
D) durchgeführt.
A.2. Das Integrationsverfahren der Zeitentwicklung
Das Programm fhi96md des Fritz-Haber-Instituts wurde innerhalb der Arbeitsgruppe er-
weitert, um zeitabhängige Dichtefunktionaltheorie mit Ehrenfest-Dynamik beschreiben zu
können [76]. Um die Implementation in den bestehenden fhi96md-Programmcode mög-
lichst einfach zu gestalten wurde ein Zeitintegrationsverfahren ausgewählt, womit mög-
lichst viele der bestehenden Programmteile übernommen werden konnten. Im Folgenden
wird die Theorie der Zeitintegrationsmethode nach der Arbeit von Jan van Heys [132]
vorgestellt.
Die zeitabhängige Elektronendichte wird durch ein modifiziertes Prädiktor-Korrektor-
Integrationsverfahren aus der Anfangselektronendichte entwickelt. Dabei wird nicht von
der unitären Zeitentwicklung, die in Abschnitt 3.2 entwickelt wurde, ausgegangen, sondern
von der Integralgleichung der KS-Wellenfunktionen:




′)ϕj(~r,τ ′)dτ ′ . (A.2.1)
Das Prädiktor-Korrektor-Schema in seine Grundform besteht aus der Prädiktorformel
(hier für q + 1 Stützstellen notiert)








und der Korrektorformel (ebenfalls für q + 1 Stützstellen)
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τp−k − τp−j (A.2.4)
steht. Um die notwendige Zeitumkehrsymmetrie und den Energieerhalt besser gewährleis-
ten zu können, welcher in dem Grundschema nicht gegeben ist wurde eine leichte Mo-
difikation durchgeführt. Diese besteht darin, dass ein zusätzlicher zeitumkehrinvarianter











′)dτ ′ . (A.2.5)
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Auf diese Weise liefert das Verfahren für die meisten Konfigurationen die notwendige
Stabilität. Wie die Rechnungen im Rahmen dieser Arbeit gezeigt haben, ist bei Systemen
niedriger Symmetrie diese Stabilität nicht mehr gegeben. Eine Lösung dafür wäre die
Verwendung anderer Integrationsverfahren, wie zum Beispiel der Split-Operator-Methode
[133–135], die wiederum von der unitären Zeitentwicklung aus Abschnitt 3.2 ausgeht.
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Anhang B. Weitere Analysen der
TDDFT-MD-Rechnungen
Dieser Anhang beschreibt die Analysen der Fehler der nicht-adiabatischen Energie, welche
in Kapitel 5.3 verwendet wurden.
B.1. Abschätzung der Fehler durch die numerische
Integration
Der Energieerhalt innerhalb einer zeitabhängigen Simulation ist wesentlich für die Richtig-
keit ihrer Ergebnisse. Die Notwendigkeit zur numerischen Integration der zeitabhängigen
Kohn-Sham-Gleichungen (siehe Kapitel 3.2) erzeugt die, in der Numerik unvermeidlichen,
numerischen Fehler. Zur Kontrolle dieser Fehler ist die Gesamtenergie EGes(τ) des Simula-
tionssystems die geeignete Größe. Auf Grund der Abgeschlossenheit des Systems muss der
Energiesatz erfüllt sein und damit die Gesamtenergie als Summe aus kinetischer Energie
der Kerne Ekin,Kern(τ) und Energie ETD(τ) des elektronischen Systems
EGes(τ) = Ekin,Kern(τ) + ETD(τ)
konstant in der Zeit sein.
Im besten Fall sollte sich die Konstanz der Gesamtenergie durch die numerischen Fehler
nur in einer Schwankung um einen Wert äußern. Im Realfall ist es jedoch so, dass diese
Fehler eine Richtung bevorzugen und die Gesamtenergie im Laufe der Simulation zu-
nimmt. Um die Ergebnisse der Simulationen trotzdem betrachten zu können, muss dieser
Fehler in der Gesamtenergie kleiner sein als die betrachteten Effekte.
Dazu wird die Entwicklung der Abweichung der Gesamtenergie
∆E(τ) = EGes(τ)− EGes(0 fs)
während der Simulation untersucht. Der Wert dieser Größe übersteigt innerhalb von 20 fs
Simulationszeit in allen Rechnungen nicht 20meV . Der Verlauf dieser Entwicklung ist da-
bei unabhängig von der Entwicklung der nicht-adiabatischen Energie. Abbildung B.1.1
zeigt diesen Zusammenhang. Es wurden dazu ausgehend von den selben Anfangspositi-
on Simulationen mit unterschiedlicher Anfangsvibrationsanregung verglichen. Der Anstieg
der nicht-adiabatischen Energie bei hoher Vibrationsanregung hat keinen Einfluss auf den
Energieerhalt der Integration. Simulationen mit geringer Vibrationsanregung zeigen da-
bei allerdings größere Abweichungen als die Simulationen mit großen nicht-adiabatischen
Effekten.
Mit in der Regel wenigen meV Abweichung ist der Energieerhalt in allen Simulatio-
nen gegeben. Eine Berücksichtigung dieses Fehlers in den Werten der nicht-adiabatischen
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Abbildung B.1.1.: Die Änderung der Gesamtenergie (oben) und der nicht-adiabatischen
Energie (unten) während unterschiedlicher TDDFT-Simulationen,
ausgehend von der selben Startkonfiguration der Kerne (ds =
7,07 bohr; „UP”-Konfiguration) bei unterschiedlichen Vibrationsan-
regungen.
Energie ist bei hohen Vibrationsanregungen nicht notwendig, da die nicht-adiabatische
Energie in diesen Fällen wesentlich größer ist als die Fehler der numerischen Integration.
Für die Rechnungen mit geringer Vibrationsanregung ist die Abweichung der Gesam-
tenergie durch die Integration in etwa der Größenordnung der nicht-adiabatischen Ener-
gie. Da in diese Rechnungen die Interpretation der mittleren Trajektorie der Ehrenfest-
Dynamik nur bedingt gegeben ist, und die transferierte Energie in diesen Fällen mit
wenigen meV sehr klein ist, wird der Energietransfer aus der Schwingung als nicht exis-
tent angesehen. Auf eine Berücksichtigung des Integrationsfehlers in diesen Rechnungen
wurde deshalb verzichtet.
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B.2. Abschätzung des Konvergenzfehlers der
Schichtgröße aus Modellrechnungen
Da in Kapitel 6 gezeigt wird, dass das dort eingeführte Modellsystem quantitativ wie qua-
litativ die selben Eigenschaften wie die TDDFT-MD-Simulationen zeigt, kann eine Be-
trachtung dieses Modellsystems Informationen über das Konvergenzverhalten des Mecha-
nismus innerhalb der TDDFT-Simulationen liefern. In Kapitel 6.2.2.2 wird gezeigt, dass
die Konvergenz der nicht-adiabatischen Energie im Modellsystem durch das Verhältnis
von Lagenzahl und Zustandsdichte bedingt ist. Deshalb müssen Modellsysteme betrachtet
werden, die eine vergleichbare Zustandsdichte wie die DFT-Rechnungen aufweisen. Nach
Kapitel 6.2.1.1 ist diese Vergleichbarkeit im Bereich der Fermienergie für ein dreidimen-
sionales Modellsystem am besten erfüllt, wenn für den Kopplungsparameter des Modell-
Hamilton-Operators t = 0,5 eV gilt. Für den Zeitverlauf des Adsorbatzustands a(τ) wird
eine einfache Sinusschwingung (nach Formel 6.2.14; A = 2 eV ,O = 2 eV ,ν = 120 fs) ange-
nommen.
Da sich das Kontinuum der Zustände der Schicht durch diesen Kopplungsparameter
nur bis 2 eV über die Fermienergie erstreckt, ist die quantitative Vergleichbarkeit mit
den TDDFT-Simulationen nicht mehr gegeben. Die Situation in diesem System unter-
scheidet sich qualitativ von den TDDFT-Rechnungen, da der Adsorbatzustand in seiner
Zeitentwicklung über das Kontinuum der Schichtzustände hinaus verläuft. Da diese Tat-
Abbildung B.2.1.: Verhältnis Rdiss,100(n3,τ) =
Ediss,T (n3,τ)
Ediss,T (100,τ)
der während der Schwingung
dissipierten Energie Ediss,T (n3,τ) errechnet bei der Lagenzahl n3 zu
der während der Schwingung dissipierten Energie Ediss,T (100,τ) bei
100 Lagen. Ausgewertet bei zwei unterschiedlichen Zeitpunkten τ
nach einer (τ = 20 fs, oben) und zwei (τ = 40 fs, unten) Schwin-
gungen. Der grüne Bereich stellt den 10% Fehlerbereich der Abwei-
chung von der nicht-adiabatischen Energie bei 100 Lagen dar. Die
blaue Linie markiert die 14 Lagen der TDDFT-Rechnungen.
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sache jedoch für die Konvergenz des Modellsystems nicht ausschlaggebend ist, kann mit
diesem System die Frage geklärt werden, wie viele Lagen für die Konvergenz der nicht-
adiabatischen Energie des Mechanismus notwendig sind.
Abbildung B.2.1 zeigt, dass für die erste Schwingung die nicht-adiabatischen Effekte mit
einer Abweichung von 10 % von dem konvergierten Wert bereits mit 14 Lagen beschrieben
werden. Für die zweite Schwingung sind dafür mindestens 25 Lagen erforderlich. Aus
diesem Grund wäre eine Betrachtung der zweiten Schwingung der TDDFT-Simulationen
nicht sinnvoll. Die Analyse dieses Verhaltens des Mechanismus befindet sich in Kapitel
6.2.2.2.
126
B.3. Anhang B. Weitere Analysen der TDDFT-MD-Rechnungen
B.3. Konfigurationsabhängige Betrachtung des
Ehrenfest-Fehlers
Die in Kapitel 5.1.2.4 beschriebenen nicht-physikalischen Effekte bei der Anregung durch
die Ehrenfest-Dynamik bilden den sogenannten „Ehrenfest-Fehler”. In Kapitel 5.1.3 wur-
de dieser Effekt in dem dort beschrieben Beispiel bereits untersucht. Dazu wurden die
Energien Enad,abr(τ) und EoE(τ) anhand des Anregungsspektrums definiert.
Der Ausdruck EoE(τ) steht dabei für den Anteil der nicht-adiabatischen Energie ohne
die nicht-physikalischen Anregungen. Und der Ausdruck Enad,abr(τ) schätzt die Energie
durch Elektronen im energetisch verbotenen Bereich des Spektrums so ab, als wenn ihre
Anregung komplett an der physikalischen Grenzenergie erfolgen würde.
Die Energie EoE(τ) sollte sehr nah an einer unteren Schranke der transferierten Energie
liegen. Da diese große Anteile der angeregten Elektronen unbeachtet lässt, sollte die-
ser Ausdruck nicht zur Abschätzung eines Fehlers der Ehrenfest-Dynamik in Betracht
gezogen werden. Zur Darstellung des energetisch verbotenen spektralen Anteils der nicht-
adiabatischen Energie stellt der Ausdruck EoE(τ) allerdings das geeignete Maß dar.
Den Ausdruck Enad,abr(τ) kann man näherungsweise als mittlere nicht-adiabatische
Energie ohne Ehrenfestfehler auffassen. Es ist denkbar, dass eine Simulation mit ei-
nem Verfahren ohne die Verwendung einer Ehrenfest-Näherung (zum Beispiel „Surface-
Hopping” 2.1) sowohl eine höhere als auch eine niedrigere transferierte Energie erhält.
Ob dieser Ausdruck dann allerdings den Mittelwert dieser Änderungen annimmt, ist im
Rahmen dieser Arbeit nicht abzuschätzen. Er stellt jedoch die einzig sinnvolle Größe im
Bezug auf diese Fragestellung dar. Die Differenz Enad(τ) − Enad,abr(τ) wird deshalb als
der Ehrenfest-Fehler aufgefasst.
Da beide Anteile je nach Konfiguration unterschiedlich sein können, müssen die Ent-
wicklungen von EoE(τ) und Enad,abr(τ) in jeder Simulation separat untersucht werden. Die
Entwicklungen dieser Größen sind nur darstellbar, wenn der Vergleich mit dem Grund-
zustand erfolgen kann. Deshalb ist die im Folgenden vorgestellte Darstellung nur für die
Simulationen möglich, in denen Grundzustandsrechnungen zu jeder Femtosekunde der
Simulation durchgeführt worden sind.
Aus diesem Grund werden die 18 Simulationen, in denen Grundzustandsrechnungen
nur alle 5 fs durchgeführt worden sind, nicht dieser detaillierten Analyse unterzogen. Der
Vergleich zu den Auswertungszeitpunkten zeigt jedoch, dass diese Simulationen nicht im
Widerspruch zu den hier gefundenen Ergebnissen stehen.















eingeführt. τ1 markiert dabei den Zeitpunkt des ersten Durchlaufs des Mechanismus nach
Kapitel 5.2 und analog zu dem in Kapitel 6.2.2.2 definierten Zeitpunkt τ1. Das Verhält-
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Im Folgenden wird die Zeitentwicklung dieser drei Größen für jede der 37 Konfigura-
tionen dargestellt. Geordnet wurden die Rechnungen anhand ihrer Start-Schwingungs-
anregung, ihrer Orientierung und des Schwerpunktsabstands zum Start der jeweiligen
Simulation.
Die numerische Konvergenz der Grundzustandsrechnungen ist in einigen Atompositio-
nen entlang der Trajektorien aufwendig. Der wesentliche Grund dafür ist die Existenz von
Entartungen an der Fermienergie, welche zu falschen Besetzungen der Zustände während
der numerischen Iteration führen kann. Da diese keinen Effekt auf die Gesamtenergie der
Rechnung hat, ist ein Erkennen dieses Vorgangs bei knapp 1000 einzelnen Rechnungen
nicht immer gegeben.
Aus diesem Grund gibt es in den im Folgenden präsentierten Graphen einzelne Punkte,
die auf unvollständige Energieminimierung der Grundzustandsrechnungen zurück gehen
und damit unkorrekte Effekte zeigen. Da innerhalb des Programms eine Fortsetzung dieser
Energieminimierung nicht immer möglich ist, konnte zu diesen Zeitpunkten keine korrekte
Grundzustandsfläche berechnet werden. Insgesamt handelt es sich um 31 Rechnungen,
von denen allerdings nur 8 im Zeitintervall [τ0; τ1] ihrer jeweiligen Simulation liegen. Diese
Rechnungen wurden in den Graphen mit roten Kreisen markiert.
Da die Abbildungen die im Folgenden gezeigt werden, alle dem selben Schema entspre-
chen, wird dieses zunächst vorgestellt:
Abbildungserklärung B.3.1: Links: nicht-adiabatische Energie Enad(τ1) zum Zeit-
punkt τ1. Mitte: Nicht-adiabatische Energie Vnad(τ) als
Funktion der Simulationszeit. Die Energie im Lochan-
teil des Spektrums wird durch den roten Bereich ver-
deutlicht, die im Elektronenanteil des Spektrums durch
den blauen Bereich. Das Zeitintervall das durch die grü-
ne Fläche markiert wird stellt die erste volle Schwingung
im Zeitintervall [τ0; τ1] dar. Rechts: Darstellung der Grö-
ßen σabr(τ) (schwarz) und σoE(τ)(gelb) als Funktion der
Zeit. Beide: Die Extrema der Molekülschwingung wur-
den durch graue Linien markiert, dabei stehen gestrichel-
te Linien für Maxima, durchgezogene für Minima. Rote
Kreise markieren die Werte mit unvollständiger Energie-
minimierung der Grundzustandsfläche.
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Simulationen mit Evib,init = 2,5 eV
Orientierung: „DOWN” ds,init: 9,46 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „DOWN” ds,init: 9,96 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „DOWN” ds,init: 10,46 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „DOWN” ds,init: 10,96 bohr Darstellung nach Abbildungserklärung B.3.1
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Orientierung: „DOWN” ds,init: 11,46 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „DOWN” ds,init: 11,96 bohrDarstellung nach Abbildungserklärung B.3.1
Orientierung: „DOWN” ds,init: 12,46 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 7,07 bohr Darstellung nach Abbildungserklärung B.3.1
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Orientierung: „UP” ds,init: 7,57 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 8,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 8,57 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,17 bohr Darstellung nach Abbildungserklärung B.3.1
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Orientierung: „UP” ds,init: 9,57 bohr Darstellung nach Abbildungserklärung B.3.1
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Simulationen mit Evib,init = 1,98 eV
Orientierung: „UP” ds,init: 7,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 8,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,57 bohr Darstellung nach Abbildungserklärung B.3.1
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Simulationen mit Evib,init = 1,65 eV
Orientierung: „UP” ds,init: 7,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 8,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,57 bohr Darstellung nach Abbildungserklärung B.3.1
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Simulationen mit Evib,init = 1,32 eV
Orientierung: „UP” ds,init: 7,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 8,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,57 bohr Darstellung nach Abbildungserklärung B.3.1
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Simulationen mit Evib,init = 0,99 eV
Orientierung: „UP” ds,init: 7,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 8,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,57 bohr Darstellung nach Abbildungserklärung B.3.1
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Simulationen mit Evib,init = 0,66 eV
Orientierung: „UP” ds,init: 7,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 8,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,57 bohr Darstellung nach Abbildungserklärung B.3.1
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Simulationen mit Evib,init = 0,33 eV
Orientierung: „UP” ds,init: 7,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 8,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,07 bohr Darstellung nach Abbildungserklärung B.3.1
Orientierung: „UP” ds,init: 9,57 bohr Darstellung nach Abbildungserklärung B.3.1
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Der Vergleich von Vnad(τ) bei den unterschiedlichen Konfigurationen zeigt, wie schon
in Kapitel 5.3.2 dargestellt, den Übergang der Dissipation durch den Mechanismus hin zu
elektronischer Reibung bei geringer Schwingungsanregung, da Elektronen und Lochanteil
der nicht-adiabatischen Energie bei geringen Schwingungsanregungen gleichmäßig vertre-
ten sind. In diesen Simulationen ist der Anstieg der nicht-adiabatischen Energie nähe-
rungsweise monoton. Ein phasenspezifischer Anstieg der nicht-adiabatischen Energie tritt
also nicht auf. Es zeigt sich, dass dieser Anstieg der nicht-adiabatischen Energie bei ge-
ringeren Schwingungsanregungen auftritt als die Asymmetrie zwischen Elektronen- und
Lochanteil des Spektrums. Der Grund liegt darin, dass das LUMO des HCl bei diesen
Schwingungsanregungen bereits Anregungen an der Fermienergie des Metalls erzeugen
kann. Allerdings erfolgt noch kein Ladungstransfer auf das Molekül, womit keine Anre-
gung in die energetisch hohen Bereiche transportiert werden kann.
Die Verhältnisse σoE und σabr zeigen imWesentlichen nur bei großen nicht-adiabatischen
Energien eine Abweichung durch den Ehrenfest-Fehler. Der Effekt wird zwar bei den Si-
mulationen mit großer Schwingungsanregung zu erheblichen Teilen durch Anregungen im
physikalisch verbotenem Bereich getragen (σoE < 0,5). Da jedoch die Anzahl der Elek-
tronen die Anregung in Zuständen hoher Energie des physikalischen verbotenen Bereichs
erhalten klein ist, bleibt die abgeschätzte Dissipation im Bereich von über 0,8 für σabr. Da-
mit liegt der Ehrenfest-Fehler bei allen Simulationen bei unter 20% des nicht-adiabatischen
Effekts.
Die Werte von 0,6 für das Verhältnis σabr bei einer Schwingungsanregung von Evib,init =
0,33 eV sind jedoch nicht durch den Ehrenfest-Fehler zu erklären. Sie ergeben sich durch
die Tatsache, dass mit der Schwingungsanregung von nur 0,33 eV der physikalisch ver-
botene Bereich zu dicht an der Fermienergie liegt. Dazu kommt, dass bei der geringen
Anregung numerische Fehler bei der Projektion der Spektren einen signifikanten Beitrag
liefern.
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C.1. Konvergenz in Abhängigkeit der Zeitschrittweite
der Integration
Die Schrittweite der Zeitintegration des Modellsystems nach Kapitel 6.1.2 muss so kurz
sein, dass sie keinen Einfluss auf die nicht-adiabatische Energie des Modellsystems hat. Da
das Integrationsverfahren der Wellenfunktionen exakt bei konstantem Hamiltonoperator
ist, ist die Konvergenz der Schrittweite abhängig von dem Verlauf der Adsorbatenergie. Es
wäre möglich die Zeitintervalle, in denen sich der Hamiltonoperator nicht ändert, mit Hilfe
eines einzigen Integrationsschritts zu integrieren. Da jedoch auch in diesen Zeitintervallen
eine Analyse der Simulation mit einer vorgegebenen Abtastrate möglich sein soll, wird die
Schrittweite der Integration über die gesamte Simulation konstant gewählt.
Für den Fall einer zeitabhängigen Kopplung müsste der Verlauf dieser Kopplung auch
noch berücksichtigt werden. Da diese jedoch im Allgemeinen weniger starken Änderungen
unterworfen ist als der Verlauf der Eigenenergie des Adsorbats, kann sie für die Konver-
genzuntersuchung als Konstant angenommen werden.
Aufgrund der Periodizität von a(τ) wird die Schrittweite als Schritte pro Schwingung
angegeben. Die Skalierung mit Zeit kann nämlich analog zu Kapitel 6.2.2.3 auch für die
Schrittweite durchgeführt werden. Da die Konvergenz der Schrittweite jedoch nur ab-
hängig von der Anzahl der Schritte ist, die in den Zeitintervallen liegen, in denen sich
der Hamiltonoperator als Funktion der Zeit ändert, ergeben sich für die Schrittweite ∆τ
Abbildung C.1.1.: Verhältnis RSchritt(∆τ) in Abhängigkeit von der Schrittweite ∆τ bei
unterschiedlichem Verlauf von a(τ). (Schwarz: a(τ) = 2 eV + 2 eV ·
sin(2pi ·0,05 1/fs ·τ); Rot:a(τ) = max(0; 1 eV +2 eV ·sin(2pi ·0,05 1/fs ·
τ)))
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leicht unterschiedliche Konvergenzbedingungen bei unterschiedlichem Verlauf der Adsor-




Ed(∆τ = 0,025 fs)
aus dissipierter Energie pro Schwingung Ed(∆τ), berechnet mit der Schrittweite ∆τ ,
zur dissipierten Energie pro Schwingung Ed(∆τ = 0,025 fs) bei der kleinsten berech-
neten Schrittweite gebildet. Wie Abbildung C.1.1 zeigt, ist die Konvergenz bezüglich der
Schrittweite im Fall der stellenweise nicht differenzierbaren Funktion nicht monoton. Der
Eindruck, der bei großen Schrittweiten entsteht, dass nämlich diese Funktion eher eine
Konvergenz bezüglich der Schrittweite erreicht, ist deshalb falsch. Es ist allerdings für
beide Verläufe richtig, dass eine Schrittweite von ∆τ = 0,25 fs für die Integration ausrei-
chend ist. Damit benötigt die Zeitintegration etwa 80 Stützstellen pro Schwingung, um
einen Fehler unterhalb von 2 % in der Integration zu erhalten.
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C.2. Konvergenz in Abhängigkeit von der Wahl des
k-Punktes
Durch die Wahl des k-Punktes in den dreidimensionalen Rechnungen kann die Anzahl der
für die Konvergenz notwendigen Lagen, reduziert werden. Ein Vergleich der Lagenkonver-
genz zwischen dem verwendeten speziellen k-Punkt der Rechnungen aus Kapitel 6 und
dem Γ-Punkt der Oberflächenzelle zeigt, dass für konvergierte Rechnungen im Γ-Punkt
etwa 50% mehr Lagen berechnet werden müssen (siehe Abbildung C.2.1). Des Weiteren
ist die Streuung um den konvergierten Wert selbst bei großen Lagenzahlen größer. Die
Begründung dafür liegt im Wesentlichen in der Anzahl der entarteten Zustände. Im hoch
symmetrischen Γ-Punkt gibt es eine Reihe von Zuständen, die entartet sind. Aufgrund
von analytischen Überlegungen [126] ist im Fall von hoch symmetrischen k-Punkten die
Anzahl der an das Adsorbat koppelnden Zustände geringer, womit mehr Zustände und
damit mehr Lagen benötigt werden, damit die Rechnungen konvergieren.
Abbildung C.2.1.: Vergleich der Konvergenz der dissipierten Energie pro Schwingung
Ed, dargestellt als Verhältnis Rd,100(n3) = Ed(n3)Ed(100) bezüglich der La-
genzahl n3. Rot: Γ-Punkt als k-Punkt der Rechnung, Schwarz: spezi-
eller k-Punkt (k1 = 0,5,k2 = 0,5) . Berechnet mit dem dreidimensio-
nalen Modell (t′ = 0,6 eV ; t = 1,3 eV ; a(τ) = 2 eV + 2 eV · sin(2pi ·






Anhang D. Zusammenfassung der
vorbereitenden Rechungen der DFT-
und TDDFT-Rechnungen
Im Rahmen der Diplomarbeit [105] des Autors wurde das System HCl auf einer Aluminium-
(111)-Oberfläche bereits untersucht. Diese Untersuchungen sind nicht Bestandteil dieser
Dissertation. Da jedoch auf die dort durchgeführten einleitenden Rechnungen und Kon-
vergenzuntersuchungen im Rahmen dieser Arbeit Bezug genommen werden muss, und
diese Ergebnisse über die Diplomarbeit [105] hinaus nicht veröffentlicht sind, werden sie
an dieser Stelle zusammengefasst.
Die Erzeugung der auch im Rahmen dieser Dissertation benutzen Chlor und Alumi-
nium Pseudopotentiale wurde im Rahmen der Diplomarbeit [105] durchgeführt. Diese
Pseudopotentiale haben die üblichen Transferabilitätstests und Tests auf Geisterzustände
bestanden.
Mit diesen Potentialen wurden Grundzustandrechnungen für HCl und einen Alumi-
niumkristall durchgeführt, um die Ergebnisse mit Literaturwerten zu vergleichen. Die
Ergebnisse dieser Rechnungen sind in der Tabelle D.0.1 zusammengefasst.
Es wurde festgestellt, dass für das HCl-Molekül 40Ry Abschneideenergie Ecut für die
Konvergenz notwendig sind. Für die Konvergenz der Aluminium-Rechnungen waren 15Ry
Abschneideenergie Ecut ausreichend. Durch Verwendung von Ecut = 10Ry ergaben sich
Abweichung von unter 1 % für die Gitterkonstante des Aluminiumfestkörpers und von bis
zu 15 % in der Bindungsenergie des HCl-Moleküls.
Die Konvergenz der Physisorptionskurve in der C3V -Symmetrie, wie sie Abbildung 4.3.1
zeigt, wurde ebenfalls untersucht. Rechnungen mit mehr als einem k-Punkt ergaben Ab-
weichungen von unter 1meV . Die Rechnungen mit 10Ry Abschneideenergie erzeugen
eine Abweichung von bis zu 15 % im Bereich des Physisorptionsminimum im Vergleich
zu Rechnungen mit 30Ry Abschneideenergie. Es wurden außerdem Berechnungen mit
einem anderen XC-Funktional (Lokale-Dichte-Näherung nach Ceperley und Alder [94])
durchgeführt. Dabei ergab sich ein um 200meV tiefer liegendes Physisorptionsminimum
in der „DOWN”-Konfiguration. Für diese Konfiguration wurden außerdem Berechnungen
Größe Ergebnis Literaturwert
HCl-Bindungsabstand 2,44 bohr 2,40 bohr [136]
HCl-Bindungsenergie 4,54 eV 4,47 eV [136]
HCl-Vibrationsfrequenz 2675 cm−1 2885 cm−1 [136]
Al-Gitterkonstante 7,66 bohr 7,65 bohr [137]
Tabelle D.0.1.: Ergebnisse der vorbereitenden Rechnungen zum Grundzustand der Sys-
teme Aluminium-Festkörper und HCl-Molekül.
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in den zwei anderen hoch-symmetrischen Punkten durchgeführt. Die Positionierung vor
der „fcc-Hollow” Position stellt dabei die energetisch günstigste Position dar. Es wurde
festgestellt, dass die Dissoziation des Moleküls auf der Oberfläche 0,56 eV günstiger ist,
als die Physisorption.
Zur Feststellung des Starteffekts von TDDFT-Rechnungen wurden Rechnungen des
schwingenden Moleküls bei einem Start aus der Ruhelage mit Rechnungen mit einer An-
fangsgeschwindigkeit verglichen. Die Entwicklung der nicht-adiabatischen Energie erfolgte
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