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LIOUVILLE THEOREM WITH PARAMETERS:
ASYMPTOTICS OF CERTAIN RATIONAL INTEGRALS
IN DIFFERENTIAL FIELDS
MA LGORZATA STAWISKA
Abstract. We study asymptotics of integrals of certain rational
functions that depend on parameters in a field K of characteristic
zero. We use formal power series to represent the integral and prove
certain identities about its coefficients following from generalized
Vandermonde determinant expansion. Our result can be viewed as
a parametric version of a classical theorem of Liouville. We also
give applications.
1. Integrating rational functions over differential
fields
Let D be a differential field. This means that D is a field with an
additional mapping ′ : D 7→ D (differentiation) satisfying the follow-
ing two conditions: (u + v)′ = u′ + v′ and (uv)′ = u′v + uv′ for all
u, v ∈ D. The set K = {u ∈ D : u′ = 0} is a subfield of D, called
the field of constants. We use the following terminology, adapted from
[Ris]: Let U be a universal (differential) extension of D. For u ∈ U ,
u and D(u) are said to be simple elementary over D iff one of the fol-
lowing conditions holds: (1) u is algebraic over D; (2) There is a v in
D, v 6= 0 such that v′ = vu′ (we will write equivalently u = log v); (3)
There is a v in D, v 6= 0 such that u′ = uv′. (or equivalently u = exp v).
We say that F and any w ∈ F is elementary over D if F = D(u1, ..., un)
for some n, where each ui is simple elementary over D(u1, ..., ui−1), i =
1, ..., n.
The following theorem dates back to J. Liouville (cf. [Ris]):
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Theorem 1. Let D be a differential field, F elementary over D. Sup-
pose D and F have the same constant field K. Let g ∈ F , f ∈ D with
g′ = f . Then g = v0 +
∑
ci log vi, where v0, vi are elements of D and
ci are elements of K.
We will write f = g as equivalent to g′ = f .
Example and notation: Let K be an arbitrary field of character-
istic zero and z be transcendental over K. We introduce differentiation
in the polynomial ring K[z] by taking z′ = 1 and a′ = 0 for all a ∈ K
(the standard differentiation of polynomials in one variable). The field
K(z) of rational fractions of K[z] is a differential field when we extend
(z−1)′ = −z−1z−1, and K is its field of constants.
With K as in the example, we will consider the ring K[[1/z] of the
following formal series:
∑∞
n=0 anz
−n with an ∈ K. The differentiation ’
can be extended term-by-term as a map of K[[1/z]] to itself. One can
also define a valuation o : K[[1/z]] 7→ N ∪ {∞} as follows (cf. [VS],
discussion before Proposition 2.3.16): o(f) = min{n : an 6= 0} and
o(0) =∞.
Consider a a square-free polynomial Q(z) = z(z − a1)...(z − aq) with
an ∈ K. Our result can be now formulated as follows:
Theorem 2. (a) In an elementary field F over K(z), consider the
elements g =
∫
f ∈ F with f = 1/Q, where Q(z) = z(z− a1)...(z− aq)
is a square-free polynomial with a1, ..., aq ∈ K, q ≥ 1. The set G
of all such elements is in a bijective correspondence with a subset of
K[[1/z]].
(b) For (the image of) a g =
∫
1/Q we have o(g) = q, where q =
degQ+ 1.
In the proof of this theorem we will apply the following identities:
Lemma 1.
1
Q′(0)
+
1
Q′(a1)
+ ... +
1
Q′(aq)
= 0,
a1
Q′(a1)
+ ...+
aq
Q′(aq)
= 0,
...
aq−11
Q′(a1)
+ ...+
aq−1q
Q′(aq)
= 0,
LIOUVILLE THEOREM WITH PARAMETERS 3
aq1
Q′(a1)
+ ...+
aqq
Q′(aq)
= 1,
aq+l1
Q′(a1)
+ ...+
aq+lq
Q′(aq)
= Sl(a1, ..., aq),
where Sl is the complete homogeneous polynomial of degree l, sym-
metric in its variables, i.e., Sl(X1, ..., Xn) =
∑
1≤i1≤...≤il≤n
Xi1...Xil for
l = 1, 2, ....
Proof. (of Lemma) We use properties of the Vandermonde determinant:
Vn(x1, ..., xn) =
∣
∣
∣
∣
∣
∣
∣
∣
1 x1 . . . x
n−1
1
1 x2 . . . x
n−1
2
. . . . . . . . . . . . . . . .
1 xn . . . x
n−1
n
∣
∣
∣
∣
∣
∣
∣
∣
Recall that Vn(x1, ..., xn) =
∏
1≤i<j≤n(xj − xi) and Vn+1(x1, ..., xn+1) =
(−1)n
∏n
i=1(xi − xn+1)Vn(x1, ..., xn). More generally, one can consider
Vn,l(x1, ..., xn) =
∣
∣
∣
∣
∣
∣
∣
∣
1 x1 . . . x
n−1+l
1
1 x2 . . . x
n−1+l
2
. . . . . . . . . . . . . . . . . .
1 xn . . . x
n−1+l
n ,
∣
∣
∣
∣
∣
∣
∣
∣
where l = 1, 2, .... Then Vn,l(x1, ..., xn) = Vn(x1, ..., xn) · Sl(x1, ..., xn),
where Sl is the complete homogeneous polynomial of degree l in x1, ..., xn
([Ma], formula I.3.1).
Note that forQ(z) = z(z−a1)...(z−aq) one hasQ
′(0) = (−1)q
∏q
i=1 a1...aq,
Q′(ai) =
∏
j 6=i(ai − aj). To prove the first stated identity, let us
make Vq+1(0, a1, ..., aq) the common denominator of the left hand side.
Then 1/Q′(0) = (−1)qVq(a1, ..., aq)/Vq+1(0, a1, ..., aq) and 1/Q
′(ai) =
(−1)n−i−1
∏
k 6=i ak
∏
k,j 6=1,k<j(ak − aj), so the numerator is the cofactor
of the element 1 in the i-th row of Vq. Thus in the summation of all
terms corresponding to different roots of Q the numerator is Vq minus
its Laplace expansion along the column of 1’s, which equals 0. The
same argument proves the second identity: in the common denomi-
nator we now have Vq(a1, ..., aq) and the numerator is a Vandermonde
determinant of size (q− 1)× (q− 1) minus its Laplace expansion along
the column of 1’s . In the sum of
aki
Q′(ai)
, k ≤ q − 1, the numerator is
the Laplace expansion of
∣
∣
∣
∣
∣
∣
1 a1 ...a
q−1
1 1
. . . . . . . . . . . . . . . .
1 an ...a
q−1
q 1
∣
∣
∣
∣
∣
∣
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along the column containing terms of the type ak, and in the sum
of
aq+li
Q′(ai)
the numerator is the Laplace expansion of Vq,l(a1, ...aq) with
respect to the last column, which is a product of Vq(a1, ...aq) by the
complete homogeneous symmetric polynomial Sl(a1, ...aq) of degree l >
0.

Remark 1. The last identity was obtained in a different way as Theorem
3.2 in [Co], where it is also traced back to C.G.J. Jacobi.
Proof. (of Theorem 2)
First note that for a ∈ K we can identify (z−a)−1 with
∑∞
n=1 a
nz−(n+1).
More generally, if Q(z) = z(z − a1)...(z − aq) is a square-free polyno-
mial with an ∈ K and P ∈ K[z], then partial fraction decomposi-
tion gives P/Q = c0/z + c1/(z − a1) + ... + cq/(z − aq) with cn =
P (an)/Q
′(an), n = 1, ..., q (cf. [Tr]) and P/Q can also be identified
with an element of K[[1/z]]. It follows that log(1− a/z) can be identi-
fied with
∑∞
n=1((−1)
nan/n)z−n. Let now g =
∫
(1/Q) with Q as above.
Then g = b0 +
1
Q′(0)
log z + 1
Q′(a1)
log(z − a1) + ... +
1
Q′(aq)
log(z − aq)
in F with b0 in K. Identifying each log(z − aj), j = 1, ..., q with
an appropriate formal series in K[[1/z]] as above and adding the re-
sults, we get g =
∑∞
n=0 bnz
−n. By the lemma, b1 = ... = bq−1 = 0,
bq = 1/q and bq+l = Sl(a1, ..., aq)/(q + 1), where Sl is the complete
homogeneous symmetric polynomial of degree l, l = 1, 2, .... To en-
sure this is the only possible series in K[[1/z]] that can be identified
with g =
∫
(1/Q), note that any such series should be symmetric with
respect to a1, ..., aq. Theorem 9.3 in [LS] says the following: If a for-
mal series F in the variables X1, ..., Xq, Y is symmetric with respect
to (X1, ..., Xq), then F = Φ(σ1, ..., σq, Y ), where Φ is a formal series
in the variables X1, ..., Xq, Y and σ1, ..., σq are elementary symmetric
polynomials in X1, ..., Xq. Moreover, the series Φ is unique. Uniqueness
of our
∑∞
n=0 bnz
−n follows, because Sl(X1, ..., Xq) can be expressed as
polynomials in σ1, ..., σq. Hence also o(g) = q. 
2. Applications
A particular case of our Theorem 2 is Proposition 1 in [GS], which
was proved for K = C and aj = ζ
ja1, j = 1, ..., q, where ζ is a primitive
root of unity of order q. The convergence of
∫
1/(z(z−a1)...(z−aq))→
−1/(qzq) as a1, ..., aq → 0 (which is in fact uniform for |z| > R) is
important in constructing approximate Fatou coordinates for analytic
maps f in a neighborhood of an f0(z) = z + z
q+1 + ... with q > 1.
These are coordinates in which f looks like a translation. The first
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step in constructing Fatou coordinate for f0 consists in lifting f0 to
a neighborhood of infinity by the coordinate change z 7→ −1/(qzq).
We considered f belonging to an one-parameter family of polynomi-
als Pλ(z) = λz + z
2 with λ0 = e
2piip/q and λ = e2pii(p/q+u), with p, q
coprime integers and u in a sufficiently small neighborhood of 0 in C.
We started the construction of near-Fatou coordinate by applying the
transformation w(z) =
∫ z
z0
(1/Q(u, ζ))dζ , where Q(u, z) is the Weier-
strass polynomial for P ◦qλ (z)− z. As u is small, the non-zero solutions
of Q(u, z) = 0 are also small. Because of convergence of integrals, the
coordinates obtained for Pλ depend continuously on u. For more de-
tails and references see [GS].
Another application is a generalization of the well-known formula for
electrostatic potential of a dipole located at z = 0 (cf. [Ne]): consider
two charges 1/a and−1/a placed respectively at z = 0 and z = a. Then
their combined electrostatic potential is (1/a) log z − (1/a) log(z − a),
which tends to −1/z as a → 0 (this follows easily from the definition
of derivative of the logarithmic function). In the setting of this paper,
there are charges 1/Q′(0), 1/Q′(a1), ..., 1/Q
′(aq) placed at 0, a1, ..., aq
(with Q(z) = z(z − a1)...(z − aq)), and it follows from Theorem 2 that
the potential tends to −1/(qzq) as a1, ..., aq → 0.
Acknowledgment: The main idea of the paper occured while I
was working with Estela Gavosto on [GS]. I thank her for many useful
conversations.
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