Abstract. We prove two recent conjectures on some upper bounds for the CastelnuovoMumford regularity of the binomial edge ideals of some different classes of graphs. We prove the conjecture of Matsuda and Murai for graphs which has a cut edge or a simplicial vertex, and hence for chordal graphs. We determine the regularity of the binomial edge ideal of the join of graphs in terms of the regularity of the original graphs, and consequently prove the conjecture of Matsuda and Murai for such a graph, and hence for complete t-partite graphs. We also generalize some results of Schenzel and Zafar about complete t-partite graphs. We also prove the conjecture due to the authors for a class of chordal graphs.
Introduction
The binomial edge ideal of a graph was introduced in [8] , and [11] at about the same time. Let G be a finite simple graph with vertex set [n] and edge set E(G). Also, let S = K[x 1 , . . . , x n , y 1 , . . . , y n ] be the polynomial ring over a field K. Then the binomial edge ideal of G in S, denoted by J G , is generated by binomials f ij = x i y j − x j y i , where i < j and {i, j} ∈ E(G). Also, one could see this ideal as an ideal generated by a collection of 2-minors of a (2 × n)-matrix whose entries are all indeterminates. Many of the algebraic properties of such ideals were studied in [2] , [3] , [5] , [8] , [13] , [15] , [16] and [17] . In [4] , the authors introduced the binomial edge ideal of a pair of graphs, as a generalization of the binomial edge ideal of a graph. Let G 1 be a graph on the vertex set [m] and G 2 a graph on the vertex set [n] , and let X = (x ij ) be an (m × n)-matrix of indeterminates. Let S = K[X] be the polynomial ring in the variables x ij , where i = 1, . . . , m and j = 1, . . . , n. Let e = {i, j} for some 1 ≤ i < j ≤ m and f = {t, l} for some 1 ≤ t < l ≤ n. To the pair (e, f ), the following 2-minor of X is assigned:
Then, the ideal J G1,G2 = (p e,f : e ∈ E(G 1 ), f ∈ E(G 2 )) is called the binomial edge ideal of the pair (G 1 , G 2 ). Some properties of this ideal were studied in [14] . Note that if G 1 is just an edge, then J G1,G2 is isomorphic to J G2 .
In [14] , the authors posed a question about the Castelnuovo-Mumford regularity of the binomial edge ideal of graphs, which is if reg(J G ) ≤ c(G) + 1, where c(G) is the number of maximal cliques of G. They also answered this question for closed graphs, in [13] . In [9] , the authors gained an upper bound for the regularity of the binomial edge ideal of a graph on n vertices. They showed that reg(J G ) ≤ n. They also posed a conjecture which is reg(J G ) ≤ n − 1, whenever G is not P n , the path over n vertices. In this paper, we investigate about the regularity of the binomial edge ideals and especially these two problems. This paper is organized as follows. In Section 2, we pose some definitions, facts and notation which will be used throughout the paper. In Section 3, we show that the conjecture of Matsuda and Murai is true for every graph which has a cut edge or a simplicial vertex. Hence, we prove this conjecture for all chordal graphs. We also show that the regularity of the binomial edge ideal of the join of two graphs G 1 and G 2 (not both complete) is equal to max{reg(J G1 ), reg(J G2 ), 3}. Applying this fact, we prove the conjecture of Matsuda and Murai, in the case of join of graphs, and hence for complete t-partite graphs. Then, we generalize some results of Schenzel and Zafar about complete t-partite graphs. Using a similar discussion as one appeared in [5] , we prove that the conjecture due to the authors is true for a class of chordal graphs including block graphs, which we call them "generalized block graphs". Hence, we extend the recent results of Ene and Zarojanu about block graphs.
Throughout the paper, we mean by a graph G, a simple graph. Moreover, if V = {v 1 , . . . , v n } is the vertex set of G (which contains n elements), then, for simplicity, we denote it by [n].
Preliminaries
In this section, we review some notions and facts around graphs and binomial ideals associated to graphs, which we need throughout.
In [8] , the authors determined all graphs whose binomial edge ideal have a Gröbner basis with respect to the lexicographic order induced by x 1 > · · · > x n > y 1 > · · · > y n , and called this class of graphs, closed graphs. There are also some combinatorial descriptions for these graphs, for example in [3] , the authors proved that a graph G is closed if and only if there exists a labeling of G such that all facets of ∆(G) are intervals [a, b] ⊆ [n]. Here, ∆(G) is the clique complex of G, the simplicial complex whose facets are the vertex sets of the maximal cliques of G. We say that a vertex of G is a free vertex, if it is a free vertex of the simplicial complex ∆(G), i.e. it is just contained in one facet of ∆(G). This is equivalent to say that such a vertex v has this property that N G (v) induces a complete subgraph of G, and the vertex v is also called a simplicial vertex. By N G (v), we mean the set of all neighbors (i.e. adjacent vertices) of the vertex v in G.
Let G and H be two graphs on [m] and [n], respectively. We denote by G * H, the join (product) of two graphs G and H, that is the graph with vertex set [m] ∪ [n], and the edge set
In particular, the cone of a vertex v on a graph G is defined to be their join, that is v * G, and is sometimes denoted by cone(v, G). Let V be a set. To simplify our notation throughout this paper, we introduce the join of two collection of subsets of V , A and B, denoted by A • B, as {A ∪ B : A ∈ A, B ∈ B}. If A 1 , . . . , A t are collections of subsets of V , then we denote their join, by
Let G be a graph and e = {v, w} an edge of it. Then vertices v and w are called the endpoints of e. If {e 1 , . . . , e t } is a set of edges of G, then by G \ {e 1 , . . . , e t }, we mean the graph on the same vertex set as G in which the edges e 1 , . . . , e t are omitted. Here, we simply write G \ e, instead of G \ {e}. An edge e of G whose deletion from the graph, implies a graph with more connected components than G, is called a cut edge of G. Now, we recall a notation from [10] . If v, w are two vertices of a graph G = (V, E) and e = {v, w} is not an edge of G, then G e is defined to be the graph on the vertex set V , and the edge set E ∪ {{x, y} :
A vertex v of G whose deletion from the graph, implies a graph with more connected components than G, is called a cut point of G. A nonseparable graph is a connected and nontrivial graph with no cut points. A block of a graph is a maximal nonseparable subgraph of it. A block graph is a connected graph whose blocks are complete graphs (see [6] for more information in this topic). A disconnected graph is called a block graph, if all of its connected components are block graphs. One can see that a graph G is a block graph if and only if it is a chordal graph in which every two maximal cliques have at most one vertex in common. This class was considered in [3, Theorem 1.1]. Here, we introduce a class of chordal graphs including block graphs: Let G be a connected chordal graph such that for every three maximal cliques of G which have a nonempty intersection, the intersection of each pair of them is the same. In other words, G has the property that for every
We call G, a generalized block graph. A disconnected graph is called a generalized block graph, if all of its connected components are generalized block graphs. By the above, it is clear that a block graph is also a generalized block graph. Hence, a tree is also a generalized block graph. The graph depicted in Figure 1 is a generalized block graph, which is not a block graph.
Suppose that G is a graph on 
(T ) instead of c G (T ). Set
). 
Then, P T (G) is a prime ideal, where heightP
T (G) = n + |T | − c(T ), by [8, Lemma 3.1]. Moreover, J G = T ⊂[n] P T (G), by [8, Theorem 3.2]. So that, dim S/J G = max{n − |T | + c(T ) : T ⊂ [n]},
The Castelnuovo-Mumford regularity of binomial edge ideals
In this section, we deal with two recent conjectures on the Castelnuovo-Mumford regularity of the binomial edge ideal of a graph, one is due to Matsuda and Murai and the other is due to the authors. Recall that the Castelnuovo-Mumford regularity (or simply, regularity) of a graded S-module M is defined as
Denoted by c(G), we mean the number of maximal cliques of the graph G. The following are those mentioned conjectures:
Conjecture A. (see [9] ) Let G be a graph on n vertices which is not a path. Then reg(J G ) ≤ n − 1.
Conjecture B.
(see [14] ) Let G be a graph. Then reg(J G ) ≤ c(G) + 1.
The following bounds for the regularity were given in [9] and [13] :
Moreover, note that recently, Ene and Zarojanu computed the exact value of the regularity of the binomial edge ideal of a closed graph with respect to the graphical terms in [5] , which also yields Theorem 3.1. Also, by Theorem 3.2, it is clear that Conjecture B is true for trees and unicyclic graphs, whose unique cycles have length greater that three.
Before stating the main theorems, we introduce the notion of the reduced graph of a graph. Definition 3.3. Let G be a graph and e a cut edge of G such that its endpoints are the free vertices of G \ e. Then, we call e, a free cut edge of G. Suppose that {e 1 , . . . , e t } is the set of all free cut edges of G. Then, we call the graph G \ {e 1 , . . . , e t }, the reduced graph of G, and denote it by R(G). If G does not have any free cut edges, then we set
The following are two main theorems of this section: Theorem 3.4. Let G = P n be a graph on n vertices which is a disconnected graph, or else (a) has a simplicial vertex, or (b) has a cut edge, or (c) is the join of two graphs, or
Theorem 3.5. Suppose that G is a graph such that every connected components of R(G) is a closed graph, or a generalized block graph. Then, we have reg(J
We proceed this section to prove the above theorems. The following theorem might be more general than Theorem 3.5. To prove Theorem 3.6, we need the following propositions. Here, by f e , we mean the binomial f ij = x i y j − x j y i , where e = {i, j} is an edge of G.
Proposition 3.7. Let G be a graph and e be a cut edge of G. Then we have
Proof. It is enough to consider the short exact sequence
Then, the statements follow by the mapping cone, and the fact J G\e : f e = J (G\e) e , (see [10, Theorem 3.4 
]).
Using the above proposition, we partially answer a question that J. Herzog had posed in a discussion with us. He asked if β 1,j (J G ) = 0, for all j > n, where G is a graph on n ≥ 4 vertices. Note that in [13, Theorem 2.2], the authors mentioned that β 1,j (J G ) = 0, for all j > 2n.
Proof. We use the induction on the number of edges of a forest. If G is a graph with no edges, then J G = (0), and hence the result is obvious. Now, let G be a forest on n ≥ 4 vertices and at least one edge. Let e be an arbitrary edge of G. So that e is clearly a cut edge of G. Thus, by Proposition 3.7, for all j > n, we have
for all j > n. By the induction hypothesis, we have β 1,j (J G\e ) = 0, for all j > n. Thus, the desired result follows.
In the statements of the above proposition, the equality does not occur necessarily, because the free resolution which is obtained for S/J G by mapping cone is not minimal necessarily. But, in a more special case, as in the next proposition, we get the minimal free resolution and hence desired equalities. Proposition 3.9. Let G be a graph and e be a free cut edge of G. Then we have
Proof. The proof is as similar as Proposition 3.7. Note that J (G\e) e = J G\e , since e is a free cut edge of G. So, one may consider the short exact sequence
instead of that was mentioned in the proof of Proposition 3.7. Let E be the minimal graded free resolution of S/J G\e . Now, consider the homomorphism of complexes Φ : E(−2) −→ E, as the multiplication by f e . In fact it is a lift of the map S/J G\e (−2) fe −→ S/J G\e . Obviously, the mapping cone over Φ resolves S/J G . In addition, it is minimal, because E is minimal and all the maps in the complex homomorphism Φ are of positive degrees. The following corollary compares the linear strand of J G and J G\e .
Corollary 3.12. Let G be a graph and e be a cut edge of G.
Now, we will get ready to prove the above theorem. We divide the rest of this section into three subsections, each helps us to prove the main theorems of this section.
Graphs with a simplicial vertex.
Here, we focus on graphs containing a simplicial vertex. This class of graphs includes a famous class of graphs, i.e. chordal graphs. Indeed, we show that Conjecture A is true in this case. Moreover, we prove Conjecture B for a class of chordal graphs containing block graphs. The following is one of the main theorems of this subsection: Theorem 3.13. Let G = P n be a graph on [n] which contains a simplicial vertex. Then reg(J G ) ≤ n − 1.
To prove the above theorem, we need some facts which are mentioned below.
Proposition 3.14. Let G be a graph and e be an edge of G. Then we have
Proof. It suffices to consider the short exact sequence 
by Theorem 3.15, since t ≥ 2. Therefore, reg(J G\e : f e ) ≤ n − 2, as desired. Now, we go to the proof of Theorem 3.13:
proof of Theorem 3.13. We use induction on the number of the vertices. Let G be a graph on [n], with a simplicial vertex, which is not a path. We consider two following cases:
(i) Suppose that G has a simplicial vertex which is a leaf, say v. Then, assume that w is the only neighbor of v, and e = {v, w} is the edge joining v and w. We have reg(J G\e ) = reg(J (G\e) [n]\v ), since v is an isolated vertex of G \ e. Thus, by Theorem 3.2, reg(J G\e ) ≤ n − 1. On the other hand, we have reg(J G\e : f e ) = reg(J (G\e) e ), by Theorem 3.15. Note that v is also an isolated vertex of (G \ e) e , so that we can disregard it in computing the regularity. Thus, reg(J (G\e) e ) ≤ n − 2, by the induction hypothesis, since (G \ e) e has w as a simplicial vertex. Hence, reg(J G\e : f e ) + 1 ≤ n − 1. Thus, by Proposition 3.14, we get reg(J G ) ≤ n − 1.
(ii) Suppose that all the simplicial vertices of G have degree greater than one. Let v be a simplicial vertex of G and v 1 , . . . , v t be all the neighbors of v, and e 1 , . . . , e t be the  edges joining v to v 1 , . . . , v 
Similar to the proof of [5, Theorem 2.9] and [3, Theorem 1.1], let G ′ be the graph obtained from G, by replacing the cliques F c , F t1 , . . . , F tq , by a clique on the vertex set
\A . By the definition of generalized block graphs, it is not difficult to see that G ′ , G [n]\A and G
′
[n]\A are also generalized block graphs. Then, considering the short exact sequence
the result follows, as in [5, Theorem 2.9].
3.2. Join of Graphs. Here, we focus on the join of two graphs and deal with the conjectures for this class of graphs. Consequently, we gain some results on complete t-partite graphs, which generalize some previous results. Note that the join of two complete graphs is also obviously complete, so that its binomial edge ideal has a linear resolution, by [13, Theorem 2.1], and hence its regularity is equal to 2. The following theorem determines the regularity of the binomial edge ideal of the join of two graphs with respect to the original graphs', when they are not both complete graphs. 
Then we have
is disconnected. Thus, in both cases, T has cut point property.
\T is connected, and hence no element i of T is a cut point of
and G 2i 's are on disjoint sets of vertices. Thus, T 2i ∈ C(G 2i ). Therefore,
The following is a corollary of a result in [14] about induced subgraphs of a graph: 
Then we have
Proof of Theorem 3.19 . Let G := G 1 * G 2 . Note that since G is not a complete graph, J G does not have a linear resolution, by [13, Theorem 2.1] . So that reg(J G ) ≥ 3. On the other hand, by Proposition 3.21, reg(J G ) ≥ reg(J G1 ) and reg(J G ) ≥ reg(J G2 ), because G 1 and G 2 are induced subgraphs of G. So, reg(J G ) ≥ max{reg(J G1 ), reg(J G2 ), 3}. For the other inequality, first, suppose that G 1 and G 2 are both disconnected graphs. Let
Thus, we have
and
By [12, Corollary 18 .7], we have reg
On the other hand, we have reg(Q) = reg(J G2 ), reg(Q ′ ) ≤ max{reg(J G1 ), reg(K n1 ) + 1 = 3} (by using a suitable short exact sequence as above), and reg(Q + Q ′ ) = reg(K n2 ) + 1 = 3. Hence, reg(J G ) ≤ max{reg(J G2 ), reg(J G1 ), 3}. Now, suppose that G 1 or G 2 is connected. We add an isolated vertex v to G 1 and an isolated vertex w to G 2 . Thus, we obtain two disconnected graphs G ′ 1 and G ′ 2 . So, by the above discussion, we have reg( Proof. It is enough to note that c(G 1 * G 2 ) = c(G 1 )c(G 2 ), and if G 1 and G 2 are complete graphs, then G 1 * G 2 is also complete and Conjecture B is true for it.
The following corollary proves the conjecture of Matsuda and Murai in the case of join of graphs: Corollary 3.24. Let G be a graph on n vertices which is the join of two graphs. If G is not P 2 nor P 3 , then reg(J G ) ≤ n − 1.
Proof. It is enough to apply Theorem 3.19 and Theorem 3.2.
The following corollary generalizes the result of [15] on the regularity of complete bipartite graphs: Corollary 3.25. Let G be a complete t-partite graph, where t ≥ 2. If G is not complete, then reg(J G ) = 3. In particular, Conjecture A is true for complete t-partite graphs.
Proof. We use induction on t ≥ 2, the number of parts. If t = 2, then G is the join of two graphs each consisting of some isolated vertices. So, the regularity of the binomial edge ideal of each of them is 0. Thus, by Theorem 3.19, we have reg(J G ) = 3. Now, suppose that t > 2 and the result is true for every complete (t − 1)-partite graph which is not complete. Let V 1 , . . . , V t be the partition of the vertices of G to t parts. Hence, we have G = G Vt * G V \Vt , and G V \Vt is a complete (t − 1)-partite graph. If G V \Vt is a complete graph, then |V t | > 1, since, otherwise, G is a complete graph, a contradiction. So, by Theorem 3.19, reg(J G ) = 3. If G V \Vt is not complete, then by the induction hypothesis, we have reg(J G V \V t ) = 3. Thus, again by Theorem 3.19, the result follows.
3.3. Proof of the main theorems. Now, we go to the proof of our main theorems. If G is a disconnected graph with r ≥ 2 connected components  H 1 , . . . , H r , over n 1 , . . . , n r vertices, respectively, then we have reg(J G ) = r i=1 reg(J Hi ) − r + 1. By Theorem 3.2, we have reg(J Hi ) ≤ n i . So that reg(J G ) ≤ r i=1 n i − r + 1 = n − r + 1 ≤ n − 1, since r ≥ 2. So, the result follows in this case. Now, suppose that G has a cut edge e. Then, G \ e is disconnected and hence reg(J G\e ) ≤ n − 1. On the other hand, (G \ e) e has two connected components, say G 1 and G 2 , which both have a simplicial vertex. So that Conjecture A is true for both of them, by Theorem 3.13. Note that G 1 and G 2 are not both paths, as G is not. Thus, as mentioned above, we have reg(J (G\e) e ) = reg(J G1 ) + reg(J G2 ) − 1 ≤ n − 2. So, by Proposition 3.9, we get the result in this case too. Now, combining Theorem 3.14, Theorem 3.19 and [17, Corollary 3.8] we get the result.
Proof of Theorem 3.4.
Proof of Theorem 3.5. By Theorem 3.6, Theorem 3.1 and Theorem 3.18, the result follows.
