Abstract. A certain alternating sum u(n) of n + 1 products of two binomial coefficients has a property similar to Wolstenholme's theorem, namely u(p) ≡ −1 (mod p 3 ) for all primes p ≥ 5. However, this congruence also holds for certain composite integers p which appear to always have exactly two prime divisors, one of which is always 2 or 5. This phenomenon will be partly explained and the composites in question will be characterized. We also study the sequence u(n) in greater detail, especially its growth and its sign distribution.
Introduction
The well-known theorem of Wolstenholme states that for any prime p ≥ 5 we have (1.1) 2p
This congruence is of interest also because no composite integer is known for which it holds, and the truth of the converse of Wolstenholme's theorem seems to be a difficult problem. For a brief history, generalizations, and references on this problem, see [20] ; further recent results can be found in [11] . In a recent paper [4] we studied a class of binomial sums, namely for nonnegative integers a, b, n, and ε ∈ {0, 1}, and we showed that these sums are closely related to Wolstenholme's theorem: For any prime p ≥ 5 we have As in the case of Wolstenholme's theorem, this last result raises the question of a possible converse. Computations show that (1.3) holds for certain composite integers p, but we observed this only in the following two cases:
1. For many triples (ε, a, b) the congruence (1.3) holds for powers of 2, i.e., for p = 2 r , r ≥ 2. This case has been completely characterized in [4, Theorem 4.1].
2. In the case (ε, a, b) = (1, 1, 1) we observed that the congruence (1.3) holds for the composite integers n = 10, 25, 146, and 586. These are the only composites less than 1000, but there are a total of 75 such composite integers up to 10 5 . All have exactly two prime divisors, one of which is always 2 or 5; see Table 1 below.
It is the purpose of this paper to (partly) explain this phenomenon. In the process we study the sums in (1.2) for (ε, a, b) = (1, 1, 1) in greater details than was done in [4] . To simplify notation, we set Table 3 below. The general case (1.3) for the analogue of Wolstenholme's theorem simplifies to
for primes p ≥ 5. Therefore we need to study congruences for u(n) modulo p 3 ; this will be done in Section 2, along with some congruences modulo p. In Section 3 we make some general remarks about composite solutions of (1.5), and this is followed in Section 4 by a detailed study of a special case. In Section 5 we study the sign pattern and growth behavior of the sequence u(n), along with some remarks on numerical computations. We close this paper by stating a number of open problems.
Congruences for u(n)
Although no closed form for the sum in (1.4) is known (for a more general discussion on this, see [4] ), the sequence u(n) does in many ways behave like a sequence of binomial coefficients. One such instance is (1.5) which we already compared with (1.1). In this section we shall carry the analogy further, thus obtaining congruences that will be important for the following sections.
Wolstenholme's congruence (1.1) can be slightly rewritten as
(mod p 3 ), and this has been generalized to
for all primes p ≥ 5 and nonnegative integers m and n. According to [9] , the congruence (2.1) was first obtained by Ljunggren [3] ; for more recent proofs and generalizations, see [6] , [9] and [11] . The following main result of this section can be seen as a one-parameter analogue to (2.1).
Theorem 2.1. For all primes p ≥ 5 and integers m ≥ 1 we have
There are numerous useful and often remarkable congruences and divisibility results for binomial coefficients; see [7, Ch. XI] for older results and [9] for a modern perspective. The following classical results will be needed in the proof of Theorem 2.1; see [9, p. 254 ].
Lemma 2.1. (a) (Kummer [16] ) The exact power of the prime p which divides n m is given by the number of "carries" when m and n − m are added in base p.
(b) (Anton [2] ) Let p l be the exact power of p dividing n m . Then we have
where
Proof of Theorem 2.1. We split the sum in (1.4) as follows:
We first consider the inner sum on the right of (2.4). If we write pm
, we see that in adding pk + j and pm − (pk + j) in base p we have at least one carry from the p 0 column to the p 1 column, and this holds for all k = 0, 1, . . . , m − 1. If there is another carry, it is independent of j; the same is true for 2pm pk+j . Hence, by Lemma 2.1(a) the two binomial coefficients in the sum in question are both divisible at least by p. If one of them is also divisible by p 2 , we are done since then the entire inner sum is divisible by p 3 , for a given k. We are therefore left with the case where both binomial coefficients are divisible by p but not by p 2 . To deal with this case, we write m
and thus, by (2.3),
and similarly,
where A k , B k depend on k (and, of course, on p and m), but not on j since m i , k i and r i are independent of j. Hence we have
but since p is odd, the right-hand sum vanishes by symmetry, and we have for all
Finally we consider the last sum in (2.4). Using (2.1) and the fact that p is odd, we get
This and (2.5) substituted into (2.4) give (2.2), which completes the proof.
Another well-known congruence for binomial coefficients (in fact better known and more widely used than (2.1) and Lemma 2.1) is Lucas' Theorem which states that
for all primes p and nonnegative integers n, k, a, b with 0 ≤ a, b < p; see [6] or [9] , or the original paper [17] .
The following congruence for the numbers u(n) can be seen as an analogue of Lucas' Theorem. Theorem 2.2. Let p ≥ 3 be a prime, and m ≥ 1 and a be integers with 0 ≤ a ≤ p−1
Proof. Using the definition (1.4) and the congruence (2.6), we get
and this gives (2.7). Here we have used the fact that 2a ≤ p − 1 and that p is odd.
Lucas' Theorem (2.6) is often quoted in the form
where n and k have the base
The following partial analogue follows immediately from Theorem 2.2.
The restriction 0 ≤ a ≤ p−1 2 in Theorem 2.2 leads to the question whether there is a congruence analogous to (2.7) for the "upper half" of the range of a. This will be addressed in the following result.
for all primes p ≥ 2b + 1. More generally, if m ≥ 1 is another integer, then
again for all p ≥ 2b + 1. The sequence of integers w(b) is given by
Remark. Note the similarity between the sum w(b) and our sum u(n) defined in (1.4). Using an explicit formula for the Jacobi polynomial P 
Using these congruences and proceeding as in the proof of Theorem 2.2 we get
where we have used the fact that p is odd. Next note that, again by (2.6), since p ≥ 2b + 1 we have
so that the right-most sum in the last formula is congruent to
, and (2.11) follows from (2.10).
(ii) To prove (2.10), we begin by rewriting the binomial coefficient
so that we get with (2.14),
To evaluate this last sum, we define the polynomial
and we see that the sum in (2.16) is the (b−1)th derivative of f , evaluated at x = 1. Using Leibniz's rule for higher derivatives of a product, along with the easy facts
we obtain the expression
By Fermat's Little Theorem we have 2 p ≡ 2 (mod p), and thus by changing the order of summation we get with (2.16),
Finally, using the same method as in (2.15), we have
and the sum in (2.17) (excluding the factor 2 2−3b ) becomes, modulo p,
where the right-hand term is obtained by comparing the left-hand sum with a second explicit expression for the Jacobi polynomials; see, e.g., Equation (22.3.2) in [1, p. 775] . This, together with (2.17) and (2.13), proves (2.10), and we are done.
As an easy consequence we get the following extension of Theorem 2.2.
Corollary 2.2. Let p ≥ 3 be a prime and m, a positive integers with
In particular, we have for all 0 ≤ a ≤ p − 1,
Proof. Since b := p − a satisfies the conditions of Theorem 2.3, using (2.11) and then (2.10) in the form w(p − a) ≡ 2 3(p−a)−2 u(a) (mod p), we obtain
Since w(4) = 8 = u(3), we get (2.19) from (2.18) and (2.7).
Remark. Congruences of the type (2.8) and (2.9) have been studied in a more general setting by McIntosh [19] 3. Composite solutions of (1.5)
As mentioned in the introduction, it is one of the purposes of this paper to study counterexamples to the converse of the "Wolstenholme analogue" given by the congruence (1.5), i.e., we wish to study those composite integers n for which
holds. A numerical search for n ≤ 4 · 10 6 showed that the only composite solutions of (3.1) have exactly two prime divisors, one of which is always 2 or 5; see Table 1 . For some remarks on the computations, see the final section. It is not surprising that the factors 2 and 5 should play a special role in the numerical results. In fact, in addition to u(1), only u(2) and u(5) are equal to −1, at least up to 4 · 10 6 . Since Theorem 2.1 gives, for primes p ≥ 5,
the Chinese Remainder Theorem implies that the congruence (3.1) holds for n = 2p if and only if we have
Similarly we have, again by Theorem 2.1,
and by the Chinese Remainder Theorem we see that (3.1) holds for n = 5p if and only if u(5p) ≡ −1 (mod 5 3 ), which by Theorem 2.1 can be reduced to
While in the next section we are able to completely characterize the primes p satisfying the congruences (3.2), the case of (3.3) remains unsolved; see Section 6 for some further remarks.
The case u(2p)
In order to characterize the solutions of the congruence (3.2), we will first reduce it to a congruence involving a single binomial coefficient. Although only congruences modulo 8 are required, we prove slightly more. Proof. For odd positive integers k < 2m, consider
We see that the first expression is always even, and the second one is always divisible by 4. Hence we have
and if we add all these terms to the sum in (1.4) with n = 2m, we obtain
Now the right-hand side of (4.4) has the closed form expression 6m 2m , which is a special case of the Vandermonde convolution; see, e.g., [10, p. 22] . This completes the proof of (4.1). The proof of (4.2) is identical with the exception that in (4.3) we have divisibility only by 4.
Combining (4.1) and (3.2), we therefore need to know for which integers m ≥ 1 (not necessarily prime at this point) we have (4.5) 6m 2m ≡ −1 (mod 8).
We begin with a lemma. For the remainder of this section, let (m) 2 denote the binary representation of m, written from right to left; e.g., (20) m is even, then it is divisible by 4. Proof. Suppose that (m) 2 has no two consecutive 1s. Then (3m − m) 2 = (2m) 2 is the same as (m) 2 , but shifted by one bit to the left. Hence in adding the two there is no carry if and only if there are no consecutive 1s, which proves (a), by Lemma 2.1(a). If there are consecutive 1s, then it is obvious that there are at least two carries, and this proves (b).
As an aside, we obtain the following easy divisibility properties from Lemmas 4.1 and 4.2. Note that any positive integer of the form 4k+3 has a binary representation ending in 11.
Corollary 4.1. For all integers k ≥ 0 we have 4 | u(4k + 3), and there are no integers n ≥ 2 with u(n) ≡ 2 (mod 4).
Next we need a special case of a result in [12] . Let 0 ≤ r ≤ n be integers with binary representations
and set This result can be found in [12, p. 51] ; the authors of that paper call (4.6) a "Davis-Webb congruence (mod 8)", after [5] , where similar congruences modulo 4 were derived. We are now ready to prove the main result of this section. Proof. It is easy to see that the right-hand side of (4.6) is congruent to −1 (mod 8) if and only if E 1 is odd and E 2 is even. We use Lemma 4.3 with r = 2m and n = 6m. Then the condition a 1 a 0 = 11 is clearly satisfied, and by hypothesis and Lemma 4.2(a) we know that 6m 2m is odd.
Let us first consider the sum E 1 . For each 1 in (2m) 2 we have b i = 1, b i+1 = 0, and a i+1 a i = 11; hence the string 00100 is counted exactly once. If we have a string 00101. . .0100 in (2m) 2 , then the corresponding string 011111. . .100 in (6m) 2 always has an even number of consecutive 1s. But this means that in E 1 an odd number of pairs a i+1 a i = 11 sweeps over this string, and for each of these pairs we have exactly b i+1 + b i = 1. Hence each string 00101. . .0100 gives an odd contribution to E 1 , and this proves (a).
Next we consider the sum E 2 . We can have a i+2 a i = 11 in two different cases: (i) we have a string 00101. . .0100 in (2m) 2 , with the corresponding string 011111. . .100 in (6m) 2 . Then the terms b i+2 + b i are either 0 or 2, so the total contribution to E 2 of such a string is even and can thus be disregarded. (ii) we have a string 010010 in (2m) 2 , with the corresponding string 110110 in (6m) 2 . In this case the contribution to E 2 is odd, namely b i+2 = 1, b i = 0. Thus the number of such string needs to be even, which proves (b). The following corollary is now clear from Theorem 4.1 and the discussion at the beginning of this section.
Corollary 4.2. The composite integer n = 2p, where p is an odd prime, is a solution of (3.1) if and only if p satisfies the conditions of Theorem 4.1.
Growth and sign patterns of u(n)
In addition to the various divisibility and congruence properties studied above and in [4] , the sequence u(n) exhibits a sign pattern and a growth that are reminiscent of sequences generated by linear recurrence relations; see Table 3 for the first 30 values of u(n). In this section we shall explain this behavior.
1. Computation. It is well known that the WZ algorithm (see, e.g., [22] ) can be applied to many binomial sums to obtain closed formulas or recurrence relations. We have used the computer algebra system Maple 9.5 (the current version at the time of writing is Maple 11 [18] ), which contains an implementation of the WZ algorithm, to obtain the recurrence relation 2(7n + 4)(2n + 3)(n + 2)u(n + 2) + (91n 3 + 325n 2 + 368n + 128)u(n + 1) (5.1) +16(7n + 11)(2n + 1)(n + 1)u(n) = 0.
This relation can be used to quickly compute the terms u(n). However, the main limitation lies in the fact that even if only modular properties are investigated (such as (3.2) or (3.3)), the recurrence relation (5.1) does not reduce to a modular analogue. As we shall see below, the growth of the u(n) is exponential, and above about n = 4 · 10 6 the terms become prohibitively large, even though no more than three need to be stored at any given time. The computations were done with Maple 9.5. Up to our search limit of n = 4 · 10 6 the only composite solutions to the congruence (3.1), 1145 in all, were of the form 2p or 5p, where p is a prime. Contrary to the impression given by Table 1 , solutions of the form 5p (646 in number) are more abundant than the 500 solutions of the form 2p; the first composite solution, n = 2 · 5, is counted in both categories. n u(n) s(n) n u(n) s(n) n u(n) s(n) , and obviously |α| = |α| = 2 √ 2. It is well known that the behavior of sequences of the type (5.1) can be determined by considering the roots of their characteristic equations. Unfortunately, since (5.2) does not have a dominating root, the classical theorems of Poincaré and Perron (see, e.g., [13] or [14] ) do not apply. Also, convergence of the coefficients of (5.1) (when divided by 7n
3 ) to the coefficients of (5.2) is not fast enough to allow the use of some strong results, such as those in [14, Ch. 6 ]. However, we are able to apply Theorem 5 in [15] which gives the following result.
Corollary 5.1. There exist two linearly independent solutions {u (1) n }, {u (2) n } of the recurrence relation (5.1) such that A much stronger result was recently obtained by R. Noble [21] who used a generalized Riordan array related to the binomial sum u(n) and applied methods of [23] .
