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The far side of the cube
An elementary introduction to game semantics
Dan R. Ghica
University of Birmingham
Game-semantic models usually start from the core model of the proto-
typical language PCF, which is characterised by a range of combinatorial
constraints on the shape of plays. Relaxing each such constraint usually cor-
responds to the introduction of a new language operation, a feature of game
semantics commonly known as the Abramsky Cube. In this presentation we
relax all such combinatorial constraints, resulting in the most general game
model, in which all the other game models live. This is perhaps the simplest
set up in which to understand game semantics, so it should serve as a portal
to the other, more complex, game models in the literature. It might also be
interesting in its own right, as an extremal instance of the game-semantic
paradigm.
1 Game semantics and definability
Thus we begin to develop a semantic taxonomy of constraints on strategies
mirroring the presence or absence of various kinds of computational features.
[Abramsky and McCusker, 1996]
A denotational semantics models a programming language by translating it into a
mathematical semantic domain. This approach was pioneered by Scott and Strachey
[1971], motivated by reasoning about program and compiler correctness. For mathemat-
ical and philosophical reasons it makes sense to define this translation function compo-
sitionally from the structure of the language syntax. This translation function will not
be, except in the most trivial cases, an injection since the same semantic concept can
have multiple syntactic representations. This is part of the challenge and attraction of
understanding languages. On the other hand, also for mathematical and philosophical
reasons, it is preferable if the translation function is a surjection, meaning that every
semantic concept has a syntactic representation, as pointed out by Lawvere [1969]. Infor-
mally speaking, this simply means that there is no ‘junk ’ in the semantics or, conversely,
that there are no missing elements in the syntax. This property is called definability.
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There are other, more basic, requirements that a denotational semantics must meet.
It must be sound, meaning essentially that distinct syntactic entities are not wrongly
identified (for example true and false, or 1 and 0), and it must be adequate meaning that
terminating and non-terminating programs are not mistakenly identified. Definability,
soundness, and adequacy together establish that the translation is mathematically pre-
cise: it will translate all and only terms which are equivalent in the syntax into equal
mathematical objects. This ideal situation is called full abstraction. And, as many ideal
situations, it turns out to be difficult to achieve, primarily because of failure of defin-
ability. This was first pointed out by Plotkin [1977] in the case of PCF, a simple yet
surprisingly challenging functional language.
The failure of full abstraction indicates a mismatch between syntax and the semantic
domain, which can be resolved in two ways. The first one is to enrich the syntax with
the missing operations, a course of action taken in loc. cit., to wit, by adding a ‘parallel-
or’ operator. If we think of syntax as mere notation for semantic concepts, which we
may hold as essential, this would seem the right course of action. There is however
a second way to mend the gap, by removing from the semantics those objects that
have no syntactic expression. This may seem a somewhat surprising concession to the
preeminence of syntax, but it is more than that. Solving full abstraction, which means
solving definability, is a challenging litmus test to the power of a semantic methodology.
This difficult mathematical problem, in the context of any non-trivial (and not contrived)
programming language, remained open for about two decades. Hyland and Ong [2000]
give an excellent scholarly account of the quest for answering this question (Sec. 1.3, loc.
cit.).
The solution to the problem of definability was brought about by game semantics.
For a tutorial introduction, history and overview of the subject the reader is referred
to Abramsky and McCusker [1999], Ghica [2009], Murawski and Tzevelekos [2016]. Of
particular interest to us is the Hyland and Ong [2000] model, which along with Abram-
sky et al. [2000], is one of the original game-semantic models for PCF which achieves
definability. It also introduces a style of game semantics, based on so-called pointer
sequences, which proved to be very successful because of its flexibility. Using this style
of game semantics, Abramsky and McCusker [1996] gave the first fully abstract model of
Reynolds [1981]’s intensely studied functional-imperative language Idealised Algol (IA)
— O’Hearn and Tennent [1997] collects these and other key papers on the semantics this
language.
The relation between PCF and IA is a very interesting one. Syntactically and op-
erationally IA is a superset of PCF, to which it adds local state. Despite this close
connection, denotational models of IA differed significantly from those of PCF in terms
of their mathematical structure. It was considered essential that the structure of the
semantic domain mimics the structure of the store, something that was postulated by
Reynolds [1981] as one of the basic principles of the language: “5. The language should
obey a stack discipline, and its definition should make this discipline obvious.” Here
‘obvious’ means that it should be part of the domain equations. This imperative led
Oles [1983] to formulate an influential model based on functor categories. Tennent and
Ghica [2000] give a survey of the evolution of IA models.
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However, since IA lives inside PCF it was likely that the full abstraction problems for
the two are connected. And, indeed, the fully abstract model of IA followed shortly that
of PCF. Even though the IA model is less celebrated than that for PCF, which solved a
long-standing open problem of high stature, two of its features foreshadowed the coming
success and dominance of the game-semantic methodology.
The first achievement of the IA model was rather technical. Part of the methodology
of denotational semantics mandates that equivalent syntactic phrases are mapped into
equal mathematical objects. This was achieved by Milner [1977] using so-called term-
model constructions, starting from the syntax and applying quotients. But such models
do not make semantic reasoning any easier. They are a form of sweeping under the rug.
Game models for PCF are not syntactic, but they use a form of quotienting which was
found by some to be objectionable, although the objections were largely expressed in
the form of pub conversations rather than in formal publications. Moreover, as Loader
[2001] showed soon after, term equivalence for PCF is not decidable, so it was unlikely
that the semantic domain of PCF was going to consist of neat mathematical objects.
The IA game model put this debate to rest by providing a language interpretation in
which no quotienting is required and thus eliminating a significant, if somewhat obscure,
objection to games-based models.
The second achievement of the IA model was more subtle but at the same time more
consequential. The model of IA was, in some sense, as close to the model of PCF as
the syntax of IA is close to that of PCF. Both are interpreted in, essentially, the same
semantic domain and the difference is a mere tweak. Even though the IA game model
was foreshadowed by some earlier models, such as the object model of Reddy [1996], the
similarity between it and that of PCF was striking, and it suggested that small tweaks
to the game model can lead to models for diverse languages, starting from a common
fundamental game model. The final paragraph of the paper (the version which appeared
as a part of O’Hearn and Tennent [1997]) states that:
Another point for further investigation is suggested by the following dia-
gram:
¬I ∧ ¬B
I ∧ ¬B
88
¬I ∧B
ff
I ∧B
ff 88
Here I denotes innocence and B the bracketing condition [. . . ] and very
successfully capture pure functional programming. As we have seen in the
present paper, the category of knowing (but well bracketed) strategies cap-
tures IA. If we conversely retain innocence but weaken the bracketing condi-
tion then we get a model of PCF extended with non-local control operators.
Thus we begin to develop a semantic taxonomy of constraints on strategies
mirroring the presence or absence of various kinds of computational features.
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The ‘innocence’ and ‘bracketing ’ conditions mentioned above are the relatively small
adjustments that the PCF game model requires in order to lead to full abstraction for
other languages. The lattice of conditions above subsequently received new dimensions,
and was dubbed a cube by Abramsky and McCusker [1999], which was then commonly
referred to as ‘Abramsky’s Cube’. Exploring the various vertices of this (hyper)cube led
to the development of many interesting and useful semantic models. Even though other
methods such as trace semantics also led to the development of fully abstract models
for non-trivial languages [Jeffrey and Rathke, 2005] it is fair to say that ultimately game
semantics became the dominant paradigm, thanks in no small part to the guidance and
inspiration provided by the Abramsky Cube.
Beyond the cube, beyond definability
The methodology of game semantics was naturally guided by its history, energised by
the quest for PCF definability. This meant that the first game semantic model, that of
PCF, was also in some sense the most highly constrained game semantic model. Other
models are then derived by relaxing some of the constraints. This is perhaps paradoxical:
Why does the simplest language (PCF) have the most complicated model? This is, again,
because of definability. In a simple language relatively few semantic objects are definable.
The constraints on the model are intended to rule out certain objects by deeming them
to be ‘illegal ’. It is the remaining, legal, ones which are syntactically definable. As the
language becomes richer, some of these semantic constraints can be relaxed. But this
should lead to an obvious question: What if we relax all the constraints? Or, rather,
what if we relax all the constraints that we can relax without making the model fall
apart? What model lies at the top of the cube (or lattice, rather) of constraints. This
is what the current essay will attempt to answer.
Since the game model on display here is simple, we aim for this to be a self-contained,
accessible, and elementary introduction to game semantics. This presentation will be
done in the style of Gabbay and Ghica [2012] which will allow us to streamline some of the
basic proofs of properties of game semantics. Arguably, the model we present here can be
seen as the ur-model, at least for call-by-name programming languages. Understanding it
should give an easier access ramp to the rich, diverse, and mathematically sophisticated
world of game semantics.
Acknowledgments Much of this material represents a tidying up of notes for courses
taught at research summers schools, in particular the JetBrains Summer School, St.
Petersburg (2016) and the Oregon Programming Languages Summer School (2018).
2 Game semantics, an interaction semantics
2.1 Arenas, plays, strategies
The terminology of game semantics guides the intuition towards the realm of game
theory. Indeed, there are methodological and especially historical connections between
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game semantics and game theory, but they are neither direct nor immediate. The games
involved are rooted in logic and reach programming languages via the Curry-Howard
nexus. They are not essential for a working understanding of game semantics as a model
of programming languages, so we will not describe them here. But if we were to be
pushed hard to give a game-theoretic analogy, the ones to keep in mind are not the
quantitative games of economics but rather last-player-wins games such as Nim.
It is more helpful to think of game semantics as an interaction, or dialogue, between
two agents, rather than a game. The dialogue is between a term t, i.e. a piece of
programming language code, and its context C[−], i.e. the rest of the code. By placing
the term in context we create an executable program C[t]. During execution, certain
interactions such as function calls and returns, or variable access, will happen. These
are the interactions that are organised into a game model.
This interaction is asymmetric. One agent (P) represents the term and the other
(O) represents an abstract and general context in which the term can operate.1 The
interaction consists of sequences of events called moves, which can be seen as either
calls, called questions, or returns, called answers. A sequence of events, with some extra
structure to be discussed later, is called a play and it corresponds to the sequence of
interactions between the term and the context in one given program run. The set of
all such possible plays, for all possible contexts, is called a strategy and it gives the
interpretation of the term. The strategy of a term can be constructed inductively on its
syntax, from basic strategies for the atomic elements and a suitable notion of composition
to be discussed later.
Before we proceed, a caveat. The structure of a game semantics is dictated by the
evaluation strategy of the language and its type structure. Call-by-name games are quite
differently structured than call-by-value games. Hereby we shall assume a call-by-name
evaluation strategy and simple type discipline of base types and functions. The reason
is didactic, as these games are easier to present. Having understood game semantics in
this simple setting, understanding other more complex setups should be easier.
Let us consider a most trivial example, the term consisting of the constant 0. The way
this term can interact with any context is via two moves: a question (q) corresponding
to the event interrogating the term, and an answer (0) corresponding to the term com-
municating its value to the context. The sequence q ·0 is the only possible play, therefore
the strategy corresponding to the set of plays {q · 0} is the interpretation of the term 0.
0
t
풞[-]
q
0
1The names stand for ‘Proponent ’ and ‘Opponent ’ even though there is nothing being proposed, and
there is no opposition to it. The names are historical artefacts. We might as well call them ‘Popeye’
and ‘Olive’. Same applies to ‘move’, ‘play’, and ‘strategy’.
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This behaviour is ‘at the interface’ in the sense that any other term evaluating to 0,
such as 7− 7 or 4× 2− 8 would exhibit the same interaction.
Let us consider a slightly less trivial example, the identity function over natural num-
bers λx.x : nat → nat. The context can call this function, but also the function will
enquire about the value of its argument x. Lets call these questions q and q′. The
context can answer to q′ with some value n and the term will answer to q with the same
value n. Even though the answers carry the same value they are different moves, so
we will write n and n′ to distinguish them, where then prime is a syntactic tag. Plays
in the strategy interpreting the identity over natural numbers have shape q · q′ · n′ · n.
Equivalent terms such as (λx.x)(λx.x) exhibit identical interactions.
풞[-]
q
0
q
0 λx.x
t
Let us now define the concepts more rigorously.
Definition 1 (Arena). An arena is a tuple 〈M,Q, I,O,`〉 where
• M is a set of moves.
• Q ⊆M is a set of questions; A = M \Q is the set of answers.
• O ⊆M is a set of O-moves; P = M \O is the set of P-moves.
• I ⊆ Q ∩O is a set of initial moves;
• ` ⊆M ×M is an enabling relation such that if m ` n then
(e1) m ∈ Q
(e2) m ∈ O if and only if n ∈ P
(e3) n 6∈ I.
An arena represents the set of moves associated with a type, along with the structure
discussed above (questions, answers, O, P). Additionally, the arena introduces the con-
cept of enabling relation, which records the fact that certain moves are causally related
to other moves. Enabling requires certain preliminary conditions:
(e1) Only questions can enable other moves, which could be interpreted by the slogan
‘all computations happen because a function call ’.
(e2) P -moves enable O-moves and vice versa. Game semantics records behaviour at the
interface so any action from the context enables an action of the term, and the
other way around.
(e3) There is a special class of O-questions called initial moves. These are the moves
that are allowed to kick off an interaction, so do not need to be enabled.
The informal discussion above can be made more rigorous now.
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Example 2. Let 1 = {?}. The arena of natural numbers is N = 〈1 unionmulti N,1,1,1,1× N〉.
More complex arenas can be created using product × and arrow ⇒ constructs. Let
inl : MA →MA +MB
inr : MB →MA +MB
where + is the co-product of the two sets of moves. We lift the notation to relations,
R+R′ ⊆ (A+A′)× (B +B′):
inl(R) = {(inl(m), inl(n)) | (m,n) ∈ R}
inr(R′) = {(inr(m), inr(n)) | (m,n) ∈ R′}.
Definition 3 (Arena product and arrow). Given arenas A = 〈MA, QA, OA, IA,`A〉 and
B = 〈MB, QB, OB, IB,`B〉 we construct the product arena as
A×B = 〈MA +MB, QA +QB, OA +OB, IA + IB,`A + `B〉
and the arrow arena as
A⇒ B = 〈MA +MB, QA +QB, PA +OB, inr(IB),`A + `B ∪ inr(IB)× inl(IA)〉.
If we visualise the two arenas as DAGs, with the initial moves as sources and with
the enabling relation defining the edges, then the product arena is the disjoint union of
the two DAGs and the arrow arena is the grafting of the A arena at the roots of the B
arena, but with the O-P polarities reversed.
Since arenas will be used to interpret types we can anticipate by noting that
Proposition 4 (Currying). For any arenas A,B,C the arenas A × B ⇒ C and A ⇒
B ⇒ C are isomorphic.
Proof. Both arena constructions correspond to the DAG below.
B
C
A
The isomorphism is a node-relabeling isomorphism induced by the associativity isomor-
phism of the co-product.
We also note that
Proposition 5 (Unit). The arena I = 〈∅, ∅, ∅, ∅〉 is a unit for product, i.e. for any arena
A, A× I, I ×A, I ⇒ A are isomorphic to A.
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The isomorphism is a re-tagging of moves.
Example 6. We talked earlier about the arena for the type nat→ nat. Let inl(m) = m′′
and inr(m) = m′, where ′ and ′′ are syntactic tags. The arena Nat ⇒ Nat is represented
by the DAG below
q”
q’
n’
n”
We already mentioned that for the identity all plays have the shape q′q′′n′′n′. We note
that in this particular play all move occurrences are preceded by an enabling move. The
move corresponding to the term returning a value n′ can happen because the context
initiated a play q′. The term can ask for the value of the argument q′′ also because q
has happened earlier. Each move occurrence is justified by an enabling move, according
to `, occurring earlier. The enabling relation defines the causal skeleton of the play.
Let us further consider another term in the same arena λx.x+ x. How does this term
interact with its context?
1. the context initiates the computation
2. the term asks for the value of x
3. the contest returns some m
4. the term asks again for the value of x
5. the context returns some n
6. the term returns to the context m+ n.
The reader familiar with call-by-value may be rather confused as to why the context re-
turns first an m and then an n. This is because in call-by-name arguments are thunks. In
some languages the thunks may contain side-effects, which means that repeat evaluations
may yield different values.
Looking at the arena, this interaction corresponds to the play q′q′′m′′q′′n′′p′, where
p = m + n. The causal structure of this play is a little confusing. There are two
occurrences of q′′, the first one preceding both m′′ and n′′ and the second one only n′′.
It should be that the first occurrence of q′′ enables m′′ and the second enables n′′, to
reflect the proper call-and-return we might expect in a programming language. In order
to do that the plays will be further instrumented with names called pointers. Each
question has a symbolic address, and is paired with the address of some other move,
called enabling move.. The fully instrumented play is called a pointer sequence.
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Let us use  for the empty sequence, · for sequence concatenation, v for sequence
prefix (u v u · v) and @− for the sub-sequence relation (u@− v · u ·w). If unambiguous we
may represent concatenation simply as juxtaposition (uv). Let A be a set of ‘names’.
Definition 7 (Pointer sequence). Given a set M , a pointer sequence p ∈ JM is a
sequence p ∈ (M ×A×A)∗ such that for all q · (m, a, b) v p, for all (m′, a′, b′)@− q, b 6= a′
and b 6= b′.
We write these triples as ma〈b〉. The addresses a, b, c, . . . ∈ A are just names, and
the notation 〈b〉 means that the name b is ‘fresh’, i.e. not used earlier in the sequence.
We sometimes write this condition as b# q. In general we will employ the Barendregt
name convention that if two names a, b are denoted by distinct variables they are distinct
a 6= b. Answers never justify (in these games) so we may write their unused name as
or we may omit the whole 〈 〉 component altogether. In a pointer sequence, by a move
occurrence we mean the move along with the justifier a and, if it is the case, the pointer
name 〈b〉, taken as a whole. We write JA for the set of pointer sequences over the moves
of an arena A.
Going back to the earlier example, the interaction corresponds to the following pointer
sequence:
q′a〈b〉 · q′′b〈c〉 ·m′′c · q′′b〈d〉 · n′′d · p′b,
noting that a is the only name without a previous binder, and is used by the initial
question. If we were to represent the pointers graphically, the sequence above would be:
q’ q”  m” q” n” p’
In general, if we draw a pointer sequence we will omit the ‘dangling’ pointers from the
diagram.
The pointer sequence represents not only the actions, that is the calls and returns,
but also what calls correspond to what returns and even what calls are caused by other
calls. In a sequential language, for terms up to order three the pointers can be actually
uniquely reconstructed from the sequence itself. Otherwise the justification pointers are
necessary.
Definition 8 (Play). A pointer sequence p ∈ JA is said to be a play when:
• for any p′ ·ma〈c〉 v p, p′ 6= , there exists q ∈ QA, b ∈ A such that qb〈a〉@− p′ and
q `A m.
• if qa〈b〉 v p then q ∈ IA.
Above, it is implicit that m ∈MA, and a, b, c ∈ A.
We write the set of plays of an arena A as PA. They represent computations which
are causally sensible, so that pointers are consistent with the enabling relation. The
behaviour of a function that would return or ask for its argument without being itself
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called is, for example, not causally sensible and its corresponding interactions are thus
not plays.
Let pi : A → A be bijections representing name permutations, and define renaming
actions of a name permutation on a pointer sequence over arena A as
pi •  = , pi • (p ·ma〈b〉) = (pi • p) · (mpi(a) 〈pi(b)〉)
Proposition 9. If p ∈ PA then pi • p ∈ PA, for any bijection pi : A→ A.
The proofs are elementary. If they are also straightforward we will leave them as
exercise.
A strategy in an arena A is any set of plays which is prefix closed, closed under choices
of pointer names (equivariant), and closed over O-moves.
Definition 10 (Strategy). A strategy over an arena σ : A is a set of plays such that for
any p ∈ σ the following properties hold:
prefix-closed If p′ v p then p′ ∈ σ
O-closed If p ·m ∈ PA for some m ∈ OA then p ·m ∈ σ
equivariance For any permutation pi, pi • p ∈ σ.
The conditions above have intuitive explanations. Prefix-closure is a natural condition
on trace semantics, going back to Hoare [1978]’s model of CSP and beyond, to common
encodings of trees in set theory. It has a clear causal motivation in the sense that a trace
semantics is a history of behaviour, and any history must be prefix-closed.
The O-closure condition reflects the fact that a term has no control over which one
of a range of possible next moves the context might choose to play. Finally, pointer
equivariance is akin to an alpha-equivalence on plays, motivated by the fact that pointer
names are not observable, so the choice of particular names in a play is immaterial.
Name, equivariance and related concepts and reasoning principles are comprehensively
studied by Pitts [2013].
In this most general setting names introduced by moves are required to be fresh. In
more constrained settings it can be determined that a name is no longer to be used,
because any use of that name would violate the constraints. In fact most game models
in the literature have this property, with the model presented here being an exception.
If a name is no longer usable than it is possible to introduce a notion of ‘scope’ for that
name, raising the possibility of name reuse. Gabbay et al. [2015] give a formulation of
game models where pointer names are scoped.
Note that it is equivalently possible to present strategies as a next-move function
from a play to a P -move (or set of P -moves) along with the justification infrastructure,
indicating the next move in the play. If P is the power-set, then
σˆ : PA → P(PA × A2),
such that for all p ∈ PA, and (m, a, b) ∈ σˆ(p), p ·ma〈b〉 ∈ PA.
Proposition 11. Let σˆ : PA → P(PA × A2) be a next-move function, and let σ be the
smallest set such as
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Empty:  ∈ σ
P-move: if p ∈ σ and ma〈b〉 ∈ σˆ(p) then p ·ma〈b〉 ∈ σ
O-move: if p ∈ σ and p ·ma〈b〉 ∈ POA then p ·ma〈b〉 ∈ σ.
The set σ is a strategy.
Proof. The set σ is prefix-closed by construction. Adding all O-moves wherever legal
ensures O-completeness. Equivariance holds from general principles.
When we specify a next-move function, if the result is a singleton set {ma〈b〉} we may
simply write ma〈b〉, and if σˆ(p) = ∅ we may omit that case from the definition.
We will sometimes define strategy directly and some other times via the next-move
function, whichever is more convenient.
Definition 12. Given a set of plays over an arena A, σ ⊆ PA, let us write strat(σ) for
the least strategy including σ.
We will sometimes abuse the notation above by applying it to a set of sequences of
moves, in the case that the pointer structure can be unambiguously reconstructed.
Example 13. In arena Nat,
σ0 = strat(q · 0) = strat(qa〈b〉 · 0b) = {, qa〈b〉, qa〈b〉 · 0b | a, b ∈ A}.
The next-move function is
σˆ0(qa〈b〉) = 0a.
2.2 Examples of strategies
If we consider programming languages in the style of Landin [1966], i.e. the simply-typed
lambda calculus with additional operations, such additional operations can be defined
in the unrestricted game model. Let us consider several examples.
2.2.1 Arithmetic
Any arithmetic operator ~ : nat → nat → nat is interpreted by a strategy over the
arena Nat ⇒ Nat ⇒ Nat . Let us tag the moves of the first Nat arena with −1, the
moves of the second with −2 and leave the third un-tagged (the trivial tag). Then the
interpretation of the operator is in most cases
σ~ = strat ({qq1m1q2n2p | m,n, p ∈ N ∧ p = m~ n})
Note that in the case of division, or any other operation with undefined values, the
strategy must include those cases explicitly:
σ÷ = strat ({qq1m1q2nnp | m,n 6= 0, p ∈ N ∧ p = m÷ n} ∪ {qq1m1q202 | m ∈ N)
Following the 0 O-answer, there is no way P can continue, i.e. σˆ÷(qq1m1q202) = ∅.
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From this point of view sequencing can be seen as a degenerate operator which eval-
uates then forgets the first argument, then evaluates and return the second
σseq = strat ({qq1m1q2n2n | m,n ∈ N})
Of course, sequencing commonly involves commands com which are degenerate, single-
value, data types which are constructed just like the natural numbers but using a sin-
gleton set instead of N.
The flexibility of the strategic approach also gives an easy interpretation to shortcut
(lazy) arithmetic operations:
σ× = strat ({qq1m1q2n2p | m 6= 0, n, p ∈ N ∧ p = m× n} ∪ {qq1010})
This comes in handy when implementing an if-then-else operator (over natural num-
bers), in arena Bool ⇒ Nat ⇒ Nat ⇒ Nat , where Bool is the arena of Booleans, with
MBool = B = {tt ,ff }:
σif = strat ({qq1tt1q2n2n | n ∈ N} ∪ {qq1ff 1q3n3n | n ∈ N})
These strategies are found in the original PCF model of Hyland and Ong [2000].
2.2.2 Non-determinism
A non-deterministic Boolean choice operator chooseb : B is interpreted by the strategy
σchooseb = strat({q · tt, q · ff })
where two P -answers are allowed. This can be extended to probabilistic choice by adding
a probability distribution over the strategy.
Note that the flexibility of the strategic approach can allow the definition of compu-
tationally problematic operations such as unbounded non-determinism choosen : N,
σchoosen = strat({qn | n ∈ N})
Nondeterministic and probabilistic game semantics have been studied by Harmer and
McCusker [1999] and Danos and Harmer [2000], respectively. In terms of the Abramsky
Cube, these games lead to definability via the relaxation of the determinism condition,
which means that the strategy function can result in more than one possible move. By
contrast, deterministic language strategies respond with at most one move for any given
play.
2.2.3 State
In order to model state we first need to find an appropriate arena to model assignable
variables. In the context of call-by-name it is particularly easy to model local (bloc)
variables (new x in t, where x is the variable name and t the term representing the
variable block). It turns out that new needs not be a term-former but it can be simply a
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higher order language constant new : (var → T )→ T where T is some language ground
type.
The type of variables var can be deconstructed following an ‘object oriented’ approach
initially proposed by Reynolds [1981]. A variable must be readable der : var → nat
and assignable asg : var → nat → nat. Since no other operations are applicable, we
can simply define var = nat × (nat → nat) which means der = proj1, asg = proj2,
so assignment behaves like in C, returning the assigned value. We will see later how
projections are uniformly interpreted by strategies.
What is interesting is the interpretation of the new operation in arena (Var ⇒
Unit) ⇒ Unit ′. With the decomposition above in mind and for the sake of clarity
we call the moves in Var as follows:
Read request : rd
Value read : val(n) for n ∈ Nat
Write request : wr(n) for n ∈ Nat
Value written : ok(n) for n ∈ Nat .
We define this strategy using the next-move function. The strategy will include copy-
cat moves between Unit and Unit ′ along with stateful moves.
If a read (rd) move is played by O then P will respond with val(n) where n is the last
move it played before, which can be a read value val(n) or a written acknowledgment
ok(n).
σˆnew(p ·m(n)a · rd b〈c〉) = val(n)c, m ∈ {val, ok}.
If a write wr(n) move is played by O then P will always acknowledge it with ok(n).
σˆnew(p · wr a〈b〉) = val(n)b
These strategies were introduced by Abramsky and McCusker [1996] in the game
model of IA. On the Abramsky Cube these strategies relax the ‘innocence’ condition of
the strategy function which states that for any play p there is a smaller play computed
from it, called ‘the view ’ dpe such that σˆ(p) = σˆ(dpe). In other words the term has a
‘restricted memory ’ of the play in choosing the next move. This subtle condition has
been studied quite by Danos and Harmer [2001], Harmer and Laurent [2006], Harmer
et al. [2007].
2.2.4 Control
If-then-else is a very simple control operator, but more complex ones can be defined.
The family of control operators is large, so let us look at a simple one, catch : (com1 →
nat2) → option nat where the type option nat is interpreted in an arena constructed
just like Nat but using N+ 1 instead of N. The extra value indicates an error result ().
Just like in the case of state, the construct catch(λx.t) can be sugared as escape x in t.
If x is used in t then the enclosing catch returns immediately with , otherwise it returns
whatever t returns.
13
The strategy is
σcatch = strat ({qq2n2n | n ∈ N}) ∪ {qq2q1})
Game semantics for languages with control have been initially studied by Laird [1997].
In the Cube, these strategies relax the ‘bracketing ’ constraint of the PCF model, which
requires questions and answers to nest like well-matched brackets.
2.2.5 Concurrency
As our final example we will consider parallel composition of commands, par : com1 →
com2 → com. In the case of this strategy, which represents a function which executes
its arguments asynchronously all interleavings of the two argument executions are ac-
ceptable:
σpar = strat (q · (q1a1 | q2a2) · a) ,
where p | q is the set of all interleavings of two sequences.
The constraint relaxed by this strategy is the alternation of O/P moves, and was first
studied by Ghica and Murawski [2008].
2.3 Composing strategies
In the previous section we looked at strategies interpreting selected language constants.
In order to construct an interpretation of terms, denotationally, strategies need to com-
pose.
The intuition of composing a strategy σ : A ⇒ B with a strategy τ : B ⇒ C is to
use arena B as an interface on which in a first instance σ and τ will synchronise their
moves.
Bσ τ CA
τ◦σ
After that, the moves of B will be hidden, resulting in a strategy σ; τ : A⇒ C. In order
to preserve proper justification of plays all pointers that factor through hidden moves
will be ‘extended’ so that the hiding of the move will not leave them dangling. In order
to define composition some ancillary operations are required.
The first one is deleting moves while extending the justification pointers over the
deleted moves, in order to preserve justification [Gabbay and Ghica, 2012].
Definition 14 (Deletion). Let X ⊆M be sets. For a pointer sequence p ∈ JM we define
deletion inductively as follows, where we take (p′, pi) = p  X:
  X = (, id)
(p ·ma〈b〉)  X = (p′ ·m · pi(a)〈b〉, pi) if m 6∈ X
(p ·ma〈b〉)  X = (p′, (pi | b 7→ pi(a))) if m ∈ X
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The result of a deletion is a pointer sequence along with a function pi : A→ A which
represents the chain of pointers associated with deleted moves. Informally, by p  X
we will understand the first projection applied to the resulting pair. Since deletion only
removes names, it is immediate that p  X is a well-formed pointer sequence.
Proposition 15. If X ⊆M and p ∈ JM then p  X ∈ JM\X .
For example, the removal of the grayed-out moves in the diagrammatic representation
of the play below results in a sequence with reassigned pointers:
Note that in general the deletion of an arbitrary set of moves from a play does not result
in another play, since the pointers may be reassigned in a way that is not consistent with
the enabling relation. There is however an important special situation:
Proposition 16. Given arenas A,B if p ∈ PA⇒B then p  A ∈ PB.
Proof. Since the enabling relation is a DAG, no A-move enables any B-move. In a play
p thus there can be no pointer from an A-move occurrence to a B-move occurrence.
Therefore when the A-move occurrences are deleted no pointer reassignment is required,
so the result is a B-play.
The second operation is the selection of ‘hereditary’ sub-plays, i.e. all the moves that
can be reached from an initial set of moves following the justification pointers [Gabbay
and Ghica, 2012].
Definition 17 (Hereditary justification). Let X ⊆ M be sets. For a pointer sequence
p ∈ JM we define the hereditarily justified sequence p  X recursively as below, where
we take p  X = (p′, X ′):
  X = (,X)
(p ·ma〈b〉)  X = (p′ ·ma〈b〉, X ∪ {b}) if a ∈ X
(p ·ma〈b〉)  X = (p′, X) if a 6∈ X
The result of a hereditary justification is a pointer sequence along with a set of names
X ⊆ A which represents the addresses of selected questions. Informally, by p  X
we will understand the first projection applied to the resulting pair. Since hereditary
justification only removes names, it is immediate that p  X is a well-formed pointer
sequence.
Proposition 18. If X ⊆M and p ∈ JM then p  X ∈ JX .
15
For example, the hereditary justification of the grey move in the diagrammatic repre-
sentation of the play below results in the sequence below:
In general the hereditary justification of an arbitrary set of moves from a play does
not result in another play, since it may result in a sequence that does not start with an
initial move. The special situation is:
Proposition 19. Given arenas A,B if p ∈ PA⇒B, with ma〈b〉@− p, m ∈ IA then p 
{b} ∈ PA.
Proof. Since the enabling relation is a DAG, no A-move enables any B-move. In a play
p thus there can be no pointer from an A-move occurrence to a B-move occurrence.
Therefore when the hereditarily justified sequence from an A-initial move is selected it
will result in an A-play.
Props. 16 and 19 are technically important, and they are consistent with the intuitive
model of computation we relied on. What they say is that in a play corresponding to
a function of type A ⇒ B, the sequences associated just with the argument A or just
with the result B are also plays. In other words, when the behaviour of a function
is causally sensible, both the arguments and the body of the function are going to be
causally sensible. In both cases the DAG structure of the arena is essential, since it
allows no enabling from the argument back to the function body.
We now have the requisite operations to define the interaction and, finally, the com-
position of strategies.
Definition 20 (Interaction). Given sets of pointer sequences σ ⊆ JM , τ ⊆ JN their
interaction is defined as
σ ||
M,N
τ = {p ∈ JM∪N | p  (M \N) ∈ τ ∧ p  (N \M) ∈ σ}.
A good intuition for interaction is of two strategies synchronising their actions on the
shared moves M ∩N .
Observation. This definition will be used to compute the interaction of strategies σ :
A ⇒ B and τ : B ⇒ C, but we will ignore the issue of tagging of moves as they
participate in the definition of composite arenas, and we will just assume the underlying
sets of moves are disjoint. This is not technically correct because the arenas can be
equal, case in which the tagging is essential to disambiguate the co-products. But
the formalisation of tagging, de-tagging and re-tagging is routine and tedious and may
obscure the main points. We are sacrificing some formality for clarity.
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Example 21. Let τ = strat(qq′m′(m+ 1)) denote a function that increments its argu-
ment and σ = strat(q′q′′n′′(2n)′) a function that doubles its argument, σ, τ : Nat ⇒ Nat.
Their interaction σ || τ is a set of sequences of the form qq′q′′m′′(2m)′(2m+ 1). As writ-
ten below, the flow of time is top to bottom and each is lined up with the arena in which
it occurs.
Nat ′′ σ⇒ Nat ′ τ⇒ Nat
q
q
q
m
2m
2m+ 1
Example 22. As defined, a strategy can interact with another strategy only once. Let
τ = strat(qq′m′q′n′(m + n)) denote a function that evaluates its argument twice and
returns the sum of received values, and let σ = strat(q′0′) be the strategy for constant 0.
The interaction σ || τ cannot proceed successfully because removing the untagged moves
representing the result of τ leaves sequences of the shape q′m′q′n′ which are not in σ no
matter what values m,n take.
I
σ⇒ Nat ′ τ⇒ Nat
q
q
0
?
Definition 23 (Iteration). Given a set of pointer sequences σ ∈ JM its iteration on
N ⊆M is the set of pointer sequences
!Nσ = {p ∈ JM | ∀ma〈b〉@− p.m ∈ N ⇒ p  {b} ∈ σ}
A good intuition of iteration is a strategy interleaving its plays. The definition says
that if we select moves form an identified subset N and we trace the hereditarily justified
plays, they are all in the original set. We can think of each p  {b} as untangling the
‘thread of computation’ associated with move ma〈b〉 from the interleaved sequence.
Example 24. Using interaction with the iterated strategy for 0 in Ex. 22 is now possible,
so !σ || τ = qq′0′q′0′0.
I
σ⇒ Nat ′ τ⇒ Nat
q
q
0
q
0
0
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Note that for iteration to have the desired effect it is essential that strategies are equiv-
ariant. Consider the situation if the strategy were non-equivariant.
σ0 = {, qa〈b〉, qa〈b〉 · 0b}
where a, b ∈ A are fixed. Iterated pointer sequences such as qa〈b〉 · 0b · qa〈b〉 · 0b are not
well formed because the second occurrence of 〈b〉 is no longer fresh. However, because
the strategy is equivariant we can choose other names when iterating, so that qa〈b〉 · 0b ·
qc〈d〉 · 0d is legal.
Composition is iterated interaction with the synchronisation moves internalised and
hidden.
Definition 25 (Composition). Given strategies σ : A⇒ B, τ : B ⇒ C we defined their
composition as σ; τ = (!IBσ ||
MA⇒B ,MB⇒C
τ) MB.
We also use τ ◦ σ def= σ; τ .
The definition above is the usual extensional presentation of strategy composition,
which has the slight disadvantage of eliding some of the computational and operational
flavour of the games-based approach. An equivalent intensional definition can be given
using the strategy functions to compute the next move.
Definition 26. Given strategies σ : A ⇒ B, τ : B ⇒ C we define their interaction
function as σ τ∧ : P(A⇒B)⇒C → P(M(A⇒B)⇒C × A2),
σ τ∧(p) = τˆ(p MA) ∪ ⋃
qa〈b〉@− p
q∈IB
σˆ(p  qa〈b〉)
As in the case of the extensional definition, the definition is asymmetrical. Unlike
the extensional definition the intensional definition makes some features of composition
clearer. The first one is that the behaviour of the composite strategy in the second
component (B ⇒ C) only depends on the history of the play as restricted to that
component, p MA. In other words, the strategy τ does not ‘see’ what σ is up to.
(A B)⇒ C⇒
σ τ
m 2 ⌧ˆ(p ⌫MA)
<latexit sha1_base64=" 8oJ7QwLo2XcAjzBbbJjhXd+ruBQ=">AAACEHicbVDL SgMxFM34rPVVdekmtIh1U2aqoMuKGzdCBfuAzlAyad qGZpIhuaOUoZ/gxl9x40IRty7d+Temj4W2HrhwOOfe5 N4TxoIbcN1vZ2l5ZXVtPbOR3dza3tnN7e3XjUo0ZTW qhNLNkBgmuGQ14CBYM9aMRKFgjXBwNfYb90wbruQdDG MWRKQneZdTAlZq544j7HOJ/T4BH0hSjLHfUQ+yT3Ss lNS81wd80748aecKbsmdAC8Sb0YKaIZqO/dlH6JJxC RQQYxpeW4MQUo0cCrYKOsnhsWEDkiPtSyVJGImSCcHj fCRVTq4q7QtCXii/p5ISWTMMAptZ0Sgb+a9sfif10q gexGkXMYJMEmnH3UTgUHhcTq4wzWjIIaWEKq53RVTm wWhYDPM2hC8+ZMXSb1c8k5L5duzQiU/iyODDlEeFZGH zlEFXaMqqiGKHtEzekVvzpPz4rw7H9PWJWc2c4D+wP n8AbvinEs=</latexit>
p
<latexit sh a1_base64="ZRz7+f4LK/ EHv1E+mixM93aL1bY=">A AAB6XicbVBNS8NAEJ3Ur1q /qh69LC2Cp5JUQY8FLx6r 2A9oQ9lsN+3SzSbsToQS+ g+8eFDEq//Im//GbZuDtj 4YeLw3w8y8IJHCoOt+O4W Nza3tneJuaW//4PCofHzSN nGqGW+xWMa6G1DDpVC8hQ Il7yaa0yiQvBNMbud+54l rI2L1iNOE+xEdKREKRtFK DwkZlKtuzV2ArBMvJ1XI0 RyUv/rDmKURV8gkNabnuQn 6GdUomOSzUj81PKFsQke8 Z6miETd+trh0Rs6tMiRhr G0pJAv190RGI2OmUWA7I4 pjs+rNxf+8XorhjZ8JlaT IFVsuClNJMCbzt8lQaM5Q Ti2hTAt7K2FjqilDG07Jhu CtvrxO2vWad1mr319VG5U 8jiKcQQUuwINraMAdNKEF DEJ4hld4cybOi/PufCxbC 04+cwp/4Hz+ACeqjQI=</ latexit>
p ⌫MA
<latexit sha1_base64=" 7kEugB6XLI22yhkn/jd90Nu27+Y=">AAACAHicbVDL SgMxFM3UVx1foy5cuAktgqsyUwVdVty4ESrYB7TDkE kzbWgmCUlGKUM3/oobF4q49TPc+Temj4W2HrhwOOfe5 N4TS0a18f1vp7Cyura+Udx0t7Z3dve8/YOmFpnCpIE FE6odI00Y5aRhqGGkLRVBacxIKx5eT/zWA1GaCn5vRp KEKepzmlCMjJUi70i63Z545AOkpBBc0f7AuLfRVeSV /Yo/BVwmwZyUwRz1yPuy7+AsJdxghrTuBL40YY6UoZ iRsdvNNJEID1GfdCzlKCU6zKcHjOGJVXowEcoWN3Cq/ p7IUar1KI1tZ4rMQC96E/E/r5OZ5DLMKZeZIRzPPko yBo2AkzRgjyqCDRtZgrCidleIbRQIG5uZa0MIFk9eJ s1qJTirVO/Oy7XSPI4iOAYlcAoCcAFq4AbUQQNgMAbP 4BW8OU/Oi/PufMxaC8585hD8gfP5AzlVlg8=</late xit>
The second one is that the behaviour of the composite strategy in the first component
(A⇒ B) is restricted not only to just the history of the play in that component, but also
to each ‘thread’ of the strategy p  q, going back to some initial move q ∈ IB = IA⇒B.
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(A B)⇒ C⇒
σ τ
p   q
<latexit sha1_base64=" fqD1PCr9xihl9q6zPRjmA4ppFPw=">AAAB/HicbVDL SgMxFL1TX7W+Rrt0E1oEV2WmCrosuHFZwT6gLSWTpm 1oJolJRhiG+ituXCji1g9x59+YPhbaeuDC4Zx7ufeeS HFmbBB8e7mNza3tnfxuYW//4PDIPz5pGploQhtEcqn bETaUM0EblllO20pTHEectqLJzcxvPVJtmBT3NlW0F+ ORYENGsHVS3y8q1E3UGGslpdBsNLbooe+Xg0owB1on 4ZKUYYl63//qDiRJYios4diYThgo28uwtoxwOi10E0 MVJhM8oh1HBY6p6WXz46fozCkDNJTalbBorv6eyHBsT BpHrjPGdmxWvZn4n9dJ7PC6lzGhEksFWSwaJhxZiWZ JoAHTlFieOoKJZu5WRFwQmFiXV8GFEK6+vE6a1Up4U aneXZZrpWUceTiFEpxDCFdQg1uoQwMIpPAMr/DmPXkv 3rv3sWjNecuZIvyB9/kDzWuUxA==</latexit>
 ˆ(p   q) 3 m
<latexit sh a1_base64="lwFXe43oZt 5UQucOlz7MemdC9a8=">A AACDnicbVA9SwNBEN3zM8a vqKXNkhCITbiLgpYBG0sF o4FcCHubTbJkv9ydE0LIL 7Dxr9hYKGJrbee/cROv0M QHA4/3ZpiZlxjBHYThV7C 0vLK6tp7byG9ube/sFvb2b 5xOLWUNqoW2zYQ4JrhiDe AgWNNYRmQi2G0yPJ/6t/f MOq7VNYwMa0vSV7zHKQEv dQrleEAgdrwvScXgODUDY o3WyvL+APDdEY4Vx7JTKIX VcAa8SKKMlFCGy07hM+5q mkqmgAriXCsKDbTHxAKng k3yceqYIXRI+qzlqSKSuf Z49s4El73SxT1tfSnAM/X 3xJhI50Yy8Z2SwMDNe1Px P6+VQu+sPebKpMAU/VnUSw UGjafZ4C63jIIYeUKo5f5 WTH0ehIJPMO9DiOZfXiQ3 tWp0XK1dnZTqxSyOHDpER VRBETpFdXSBLlEDUfSAnt ALeg0eg+fgLXj/aV0KspkD 9AfBxzeTmJuv</latexit >
p
<latexit sha1_base64=" ZRz7+f4LK/EHv1E+mixM93aL1bY=">AAAB6XicbVBN S8NAEJ3Ur1q/qh69LC2Cp5JUQY8FLx6r2A9oQ9lsN+ 3SzSbsToQS+g+8eFDEq//Im//GbZuDtj4YeLw3w8y8I JHCoOt+O4WNza3tneJuaW//4PCofHzSNnGqGW+xWMa 6G1DDpVC8hQIl7yaa0yiQvBNMbud+54lrI2L1iNOE+x EdKREKRtFKDwkZlKtuzV2ArBMvJ1XI0RyUv/rDmKUR V8gkNabnuQn6GdUomOSzUj81PKFsQke8Z6miETd+tr h0Rs6tMiRhrG0pJAv190RGI2OmUWA7I4pjs+rNxf+8X orhjZ8JlaTIFVsuClNJMCbzt8lQaM5QTi2hTAt7K2F jqilDG07JhuCtvrxO2vWad1mr319VG5U8jiKcQQUuw INraMAdNKEFDEJ4hld4cybOi/PufCxbC04+cwp/4Hz+ ACeqjQI=</latexit>
q
<latexit sha1_base64=" id0Q/nkysLePU5lBBU1IDhqzc5U=">AAAB6HicbVDL TgJBEOzFF+IL9ehlAjHxRHbRRI8kXjxCIo8ENmR26I WR2dl1ZtaEEL7AiweN8eonefNvHGAPClbSSaWqO91dQ SK4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS8epYthksYh VJ6AaBZfYNNwI7CQKaRQIbAfj27nffkKleSzvzSRBP6 JDyUPOqLFS47FfLLsVdwGyTryMlCFDvV/86g1ilkYo DRNU667nJsafUmU4Ezgr9FKNCWVjOsSupZJGqP3p4t AZObfKgISxsiUNWai/J6Y00noSBbYzomakV725+J/XT U1440+5TFKDki0XhakgJibzr8mAK2RGTCyhTHF7K2E jqigzNpuCDcFbfXmdtKoV77JSbVyVa6UsjjycQQkuw INrqMEd1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/ ANNLjNk=</latexit>
This definition also makes it more apparent that there is an implicit nondeterminism
when a move occurs in the shared arena B, as both σ and τ can continue playing
independently. We will see in Sec. 3.1.2 that this has some important consequences.
To arrive at composition itself we need to hide the moves in the interface arena B
from each σ τ∧(p). This concludes the detour into the intensional presentation of strat-
egy composition.
Proposition 27. Given strategies σ : A ⇒ B, τ : B ⇒ C their composition is also a
strategy σ; τ : A⇒ C.
Proof. Equivariance is preserved by all operations above, from the general principles of
the theory of nominal sets [Pitts, 2013].
Prefix-closure and O-closure are immediate by unwinding the definitions.
It remains to show that the sequences are valid plays of A⇒ C. We already know the
pointer sequences are well formed. The first step is to show that !IBσ ||
MA⇒B ,MB⇒C
τ is a
strategy in arena (A⇒ B)⇒ C, which is immediate from definitions. The second step
is to show that MB gives plays in A⇒ C, which is true because pointers from C-moves
to B-moves to A-moves are replaced by pointers from C-moves directly to A-moves.
3 Game semantic models
3.1 Cartesian closed categories
In this essay we are focussing on programming languages that build on the (call-by-
name) lambda calculus, so we will focus on games which can model it. Instead of
relating directly the syntactic and the semantic models, it is standard to use an abstract
mathematical model expressed in terms of category theory.2 For our language, this
model is known as a Cartesian closed category [Lambek and Scott, 1988]. It is an
important model, beautiful in its simplicity, deeply connected with type-theoretical and
logical aspects of computations. Baez and Stay [2009] give a fascinating account of these
connections.
2For the current presentation a minimal familiarity with the basic concepts of this topic is required;
accessible introductions and tutorials abound (e.g. [Abramsky and Tzevelekos, 2011, Milewski, 2018]).
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We will start by attempting to identify a category of games where objects are arenas
A,B, . . . and morphisms σ : A → B are strategies σ : A ⇒ B. The product of two
objects is the arena product A × B, the terminal object is the empty arena I, and the
exponential object is the arrow arena, BA = A⇒ B.
Composition is well defined (Prop. 27), but we still need to verify its required categor-
ical properties: associativity and the existence of an identity strategy for composition
for all arenas.
3.1.1 Associativity
We show the proof of composition in detail, for didactic reasons. The justification point-
ers can be an awkward mathematical structure, and the original formulation, based on
numerical indices into the sequence is particularly unfortunate since any operation on
indices requires re-indexing. As a consequence, the original proof of associativity is
rather informal. The use of names as a representation for pointers eliminates the need
for re-indexing and can allow proofs that are both rigorous and elementary. The only
challenge of the proof lies in the careful unpacking of several layers of complicated defi-
nitions, but once this bureaucracy is dealt with the reasoning is obvious. Other proofs
in this presentation are similarly elementary, if tedious. Avoiding these complications
can be achieved, but at the cost of some significant additional mathematical sophistica-
tion [Castellan et al., 2017].
Proposition 28 (Associativity). For any three strategies σ : A ⇒ B, τ : B ⇒ C, υ :
C ⇒ D, (σ; τ); υ = σ; (τ ; υ).
Proof. Elaborating the definitions, the LHS is
(!C((!Bσ ||
AB,BC
 B) ||
ABC,CD
(ν  B))  C = (!C((!Bσ ||
AB,BC
τ) ||
ABC,CS
ν)  BC (1)
There are no B-moves in (!C((!Bσ ||
AB,BC
 B), so we can extend the scope of  B.
Elaborating the definitions, the RHS is
(!Bσ ||
AB,BD
(!Cτ ||
BC,CD
ν)  C)  B (2)
= (!B(σ  C) ||
AB,BD
(!Cτ ||
BC,CD
ν)  C)  B (3)
= (!Bσ ||
AB,BD
(!Cτ ||
BC,CD
ν)  C)  BC (4)
Eq. 3 is true because there are no C-moves in σ, so σ  C = σ.
Eqn. 4 is true because  C distributes over concatenation.
Therefore, it is sufficient to show the expressions in Eqns. 1 and 3 are equal.
Let p ∈ !C((!Bσ ||
AB,BC
τ) ||
ABC,CS
ν is equivalent, by definition with
p  D ∈ !C(!Bσ ||
AB,BC
τ) (5)
∧ p  AB ∈ ν (6)
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By elaborating the definitions:
Prop. 5 ⇔ ∀ma〈b〉.m ∈ IC ⇒ p  D  {b} ∈ !Bσ ||
AB,BC
τ (7)
⇔ p  D  {b}  C ∈ !Bσ (8)
∧ p  D  {b}  A ∈ τ ⇔ p  {b}  A ∈ τ (9)
The equivalence in Eqn. 9 holds because once we restrict to moves hereditarily justified
by a C-move (m ∈ IC), the removal of D-moves has no effect since the hereditarily
justified play is restricted to arenas ABC.
Elaborating the definition yet again,
Prop. 8⇔ ∀nc〈d〉@− p  D  {b}  C.n ∈ IB (10)
⇒ p  D  {b}  C  {d} ∈ σ ⇔ p  {d} ∈ σ (11)
Because restricting to the hereditarily justified play of a B-move (n ∈ IB) makes the
other restrictions irrelevant.
To summarise,
p ∈ !C((!Bσ ||
AB,BC
τ) ||
ABC,CS
ν ⇔
∀ma〈b〉.m ∈ IC ⇒ p  {b} ∈ τ ∧ ∀nc〈d〉@− p  {b}.n ∈ IB ⇒ p  {d} ∈ σ, (12)
This was the more difficult case.
p ∈ !Bσ ||
AB,BD
(!Cτ ||
BC,CD
ν) is equivalent to the same conditions as in Eqn. 12 simply
by elaborating the definitions, except that Prop. 9 appears as p  A  {b} ∈ τ , but , 
commute in this case.
Composition is not only associative but also monotonic with respect to the inclusion
ordering:
Proposition 29 (Monotonicity). If σ ⊆ σ′ then for any τ, υ, σ; τ ⊆ σ′; τ and υ;σ ⊆
υ;σ′.
The proof is immediate, since all operations involved are monotonic.
3.1.2 Identity
The second challenge is the formulation of an appropriate notion of identity strategy
for any arena. A candidate for identity κA : A0 ⇒ A1 is a strategy which immediately
replicates O-moves from A0 to A1 and vice versa, while preserving the pointer structures
– a so-called copy-cat strategy.
Definition 30 (Copy-cat). For any arena A we defined κA as
κˆA(q1a〈b〉) = q0b〈c〉
κˆA
(
p ·mia〈b〉 ·mjc〈d〉 · p′ · njd〈e〉
)
= nib〈f〉
where i 6= j ∈ {0, 1}.
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Graphically, the strategy can be represented informally as:
A A⇒
p
m
m
p'
n
n
A A⇒
p
m
m
p'
n
n
A A⇒
q
q
where copies of the same arena (A), initial question (q) or move (m,n) are indicated by
using the same variable.
A copy-cat strategy has ‘the same behaviour’ in both components:
Proposition 31. κA  A0 = κA  A1, up to a relabeling of moves.
Proposition 32. κA : A0 ⇒ A1 is a strategy.
However, κA is, perhaps surprisingly, not a unit for composition. Consider for example
A = unit and the strategy ρ : unit′′ ⇒ unit′ = {q′q′′a′a′′}. This strategy, whereby the
argument acknowledges termination after the body of the function is akin to a process-
forking call. The interaction of ρ;κ is shown below:
ρ:unit'' unit'⇒
q''
q'
a'
a''
κ:unit' unit⇒
q'
q
a
a'
The synchronisation in the shared arena and the ordering of moves in κunit impose no
particular order between the moves highlighted in the diagram (a, a′′), because of the
inherent nondeterminism of strategy composition. Therefore the play qq′′a′′a is in the
composition but absent from the original strategy ρ.
However, even though κA is not in general an identity for composition, it is idempotent,
i.e. it is an identity when composed with itself.
Proposition 33. The κA strategy is idempotent, that is for any arena A we have that
κA = κA;κA.
The proof is similar to that of Prop. 36.
Identifying an idempotent morphism means that we can now construct a proper cat-
egory using the so-called Karoubi envelope construction [Balmer and Schlichting, 2001].
Proposition 34. There exists a category of games in which objects are arenas A, iden-
tities at A are copy-cats κA and morphisms σ
† : A → B are saturated strategies
σ† = κA;σ;κB, where σ : A⇒ B is a strategy.
We call strategies σ† saturated because through composition with the copy-cat strate-
gies κ new behaviours are added. We will discuss this further when we talk about
definability (Sec. 4).
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3.1.3 Cartesian closed structure
To be able to model at least call-by-name lambda calculus the category above needs to
be Cartesian closed. And, indeed,
Proposition 35 (CCC). The category of games and saturated strategies is Cartesian
closed:
Terminal object is the arena I with no moves MI = ∅
The product of two arenas A1, A0 is the arena A1×A0 with projections pii : A1×A0 →
A′i, pii = κAi .
The exponential of two arenas A,B is the arena A⇒ B with
Evaluation morphism evA,B : (A0 ⇒ B0)×A1 → B1 with evA,B = ε†A,B where
εA,B(pm) = κˆA(pm) if m ∈ Ai
εA,B(pm) = κˆB(pm) if m ∈ Bi.
Transpose of any strategy σ : A×B → C is the strategy λσ : A→ (B ⇒ C) where
λ is a re-tagging of moves.
Proof. Terminal object: The only strategy ! : A → I contains the empty play since no
move in A is enabled.
Product: For every object B and pair of morphisms σ†i : B → Ai the product of the
two morphisms 〈σ†1, σ†0〉 = σ†1 ∪ σ†0. The fact that σ†i = 〈σ†1, σ†0〉;pii is immediate
because pii is essentially a (saturated) copy-cat which preserves σi and removes
σ1−i as none its moves are enabled.
Exponential: Evaluation is a combination of copy-cat strategies, on the A and B com-
ponents, respectively. The re-tagging defining λ is induced by the two isomorphic
ways in which the coproduct can associate. We leave the details as an exercise to
the reader.
3.2 Interpreting PCF
Prop. 35 along with Prop. 29 show that the category of saturated games is a model for
call-by-name lambda calculus with recursion. For the sake of simplicity we will leave
recursion aside and concentrate on the recursion-free language. The interpretation is the
standard one.
Let θ stand for the types of PCF. Let β be the base-types of the language (naturals,
booleans, unit, etc.) and let θ → θ be the only type-forming construct. The constants of
the language are the base-type constants together with base-type operations (arithmetic
and logic) and if-then-else. The other term formers are lambda-abstraction (λx.t) and
application (t t′). Let us write fv(t) for the free variables of a term t, defined as usual.
We use typing judgments of the form Γ ` t : θ, with Γ = x0 : θ0, . . . , xn : θn a set
of variable type assignments, fv(t) ⊆ dom(Γ). The judgment is read as “if variables xi
have types θi as given by Γ, then t has type θ.” The judgments are checked using the
following rules, expressed in natural deduction style:
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Γ, x : θ ` x : θ
Γ ` t′ : θ → θ′ Γ ` t : θ
Γ ` t′ t : θ′
x : θ,Γ ` t′ : θ′
Γ ` λx.t′ : θ → θ′
The interpretation function is written as J−K. Types are interpreted as arenas:
JboolK = Bool , etc. Jθ → θ′K = JθK⇒ Jθ′K.
Variable type assignments are interpreted as products:
J∅K = I, Jx : θ,ΓK = JθK× JΓK.
Terms Γ ` t : θ are interpreted as strategies on arena JΓK ⇒ JθK, inductively on the
(unique) derivation of the type judgment. The interpretation of the constants as strate-
gies was already given in the preceding sections. Variables, abstraction and application
are interpreted canonically using the categorical recipe:
Jx : θ,Γ ` x : θK = pi0 : JθK× JΓK→ JθKJΓ ` t′ t : θ′K = 〈JΓ ` t′ : θ → θ′K, JΓ ` t : θK〉; evJθK,Jθ′KJΓ ` λx.t′ : θ → θ′K = λJx : θ,Γ ` t′ : θ′K.
4 Definability
The saturated unrestricted model described here contains many behaviours which are
not syntactically definable in PCF. A simple example would be the non-deterministic
coin-flip strategy (σflip = strat{q · true, q · false}). In this section we will determine
a syntactic extension for PCF which restores definability. One may think of it as an
‘axiomatisation’ of the game-semantic model.
The saturation of strategies might be worrying since it involves a loss of control over
the order in which certain moves occur. Can we still have languages with sequencing or
synchronisation? The property below gives a positive answer.
Proposition 36 (Synchronisation). Let σ = strat{p ·ma〈b〉 ·nc〈d〉 · p′} : A⇒ B. Then,
p ·nc〈d〉 ·ma〈b〉 ·p′ ∈ σ† if and only if m ∈ PA⇒B or n ∈ OA⇒B. This also holds if a = c.
Proof. We need to consider all combinations for m and n to be O or P moves in A⇒ B,
and also whether they occur in A or in B. Because κ always copy-cats O moves to P
moves, and because in this case the P move occurs after the O move ultimately it does
not matter whether κA or κB does the copying, so for this argument it does not matter
whether m,n occur in A or B. Let us assume they occur in B
1. m ∈ OB ⊆ OA⇒B and n ∈ PB ⊆ PA⇒B. When composing σ with κB the polarities
of the moves in arena B ⇒ B′ are reversed, m ∈ PB⇒B′ , n ∈ OB⇒B′ . As usual,
we use B,B′ to distinguish the two occurrences of arena B in the composite arena
B ⇒ B′. This means that m is necessarily the copy-image of a B′ move occurring
earlier and n will be copied into a B′ move occurring later. Following the hiding
of the arena B the order of the moves m and n must necessarily stay the same.
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2. m ∈ OB ⊆ OA⇒B and n ∈ OB ⊆ PA⇒B. When composing σ with κB the polarities
of the moves in arena B ⇒ B′ are reversed, m ∈ PB⇒B′ , n ∈ PB⇒B′ . This means
that m is necessarily the copy-image of a B′ move occurring earlier and so is n.
Both these moves are O-moves in arena B ⇒ B′, and they may occur in any order
since κB accepts both orders. So after hiding the arena B in composition both
orders of m, n may be present in the composite strategy.
3. All other cases are similar to the previous case (2).
This Proposition gives in fact a rational reconstruction of the permutative saturation
condition used in asynchronous game semantics used by Laird [2005], Ghica and Mu-
rawski [2008] and more broadly in semantics of asynchronous communication [Udding,
1986]. The reason that we can permute all sequences of moves m · n in which m does
not justify n, unless m is an O-move and n a P -move is, intuitively, that P should
always be able to synchronise on O. This is reflected, mathematically, by the fact that
the saturated copy-cat κ will always copy O-moves into P -moves. The Proposition is
also useful because it will allow us to follow quite closely the definability procedure used
by Ghica and Murawski [2008].
It is important to emphasise at this stage that the simple game model we use here
takes an ‘angelic’ perspective on termination. We mentioned earlier the σflip : Bool
non-deterministic strategy. Let us consider a ‘non-deterministic projection’ strategy
σpi : Unit ×Unit ′ → Unit ′′, σpi = strat{q′′ ·q ·a·a′′, q′′ ·q′ ·a′ ·a′′}, along with the ‘diverging ’
unit strategy σΩ = {q} : Unit and the non-diverging strategy at the same type σnop =
strat{q · a} : Unit . It follows that 〈σΩ, σnop〉;σpi = σnop. In words, the non-deterministic
choice between a responsive and a non-responsive strategy will always be the responsive
strategy, hence the ‘angelic’ moniker. More precise models can include separately the
non-responsive plays, called divergences, similar to the trace models of Brookes et al.
[1984], as adapted to game semantics by Harmer and McCusker [1999].
Another important feature of a game model is whether it is extensional, like that
of Abramsky and McCusker [1996] or intensional, like that of Hyland and Ong [2000].
Two strategies σ1, σ2 : I → A are said to be equivalent σ1 ≡ σ2 if for all test strategies
τ : A→ Unit , σ1; τ = σ2; τ , i.e. σ1; τ = σ2; τ = σΩ or σ1; τ = σ2; τ = σnop.
Proposition 37. Two strategies σ1, σ2 : I → A are equivalent σ1 ≡ σ2 if and only if
their saturations are equal σ†1 = σ
†
2.
Proof. Equal strategies are equivalent, obviously. If two strategies are not equal then
there is a play p in their symmetric difference. Composition with strat{q·p·a} : A→ Unit
will yield σΩ for the strategy not containing p in its saturation, and σnop for the other
one.
This makes the model extensional.
Note that unlike IA or concurrent IA (ICA) [Ghica and Murawski, 2008] saturated
strategies are not characterised by their ‘set of complete plays’, i.e. those plays in
which the initial question is answer. This is because strategies may contain plays such
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as q · a · q′ · a′ in which moves happen after the initial move was answered. Unlike
intensionality, which makes the model harder to use directly, the fact that strategies are
not characterised by complete plays is not problematic from a technical point of view.
We are now ready to address the question of definability: what syntax do we need so
that any strategy, or rather its saturated version, is the denotation of some term. We
will follow the definability procedure of ICA, since the two models are similar enough.
The ingredients are:
State. ICA has local variables, which are used to record and test the order of execution
of moves by associating each move either with writing to the state, or reading from
the state.
Semaphores. ICA also has local split binary semaphores to achieve synchronisation
between sub-plays, which can be seen as ‘threads’. The type of semaphores is
isomorphic to Unit1 ×Unit2 and have strategy σsem : (Sem ⇒ Unit)⇒ Unit ′,
σsem = strat{q′q(q1a1q2a2)∗aa′}, strictly alternating between the two components
of the semaphore type. Intuitively, one represents a ‘grab’ action, and the other a
‘release’.
Concurrency. ICA has a static parallelism strategy σpar : Unit ′ ⇒ Unit ′′ ⇒ Unit , σpar =
strat{qq′q′′a′a′′a}. It interleaves its arguments in any order but it only terminates
when both arguments terminate. This gives a ‘fork/join’ structure to all strategies,
in the sense that only unanswered questions may justify, and they may only be
answered when all the questions they justify have been themselves answered. This
is the construct we drop, and we replace it with a simpler, dynamic concurrency
strategy σrun : Unit
′ ⇒ Unit which allow its argument to finish before or after the
initial question is answered. In other words, σrun = strat{qq′aa′}.
With this rather minor change, the definability procedure for ICA can be replicated,
giving us a complete syntax for the model. The only possibly significant distinction
between the two models is in the fact that ICA strategies are characterised by complete
plays, which means that a play can be safely removed from a strategy if the initial
question is not answered. This could have a potential impact on definability because
we could, for example, allow several P -moves to occur and, subsequently, if we decide
the play is not proceeding in a desired play we can simply stop playing in it. Such an
artifice would not work in this model. However, the definability argument for ICA does
not make use of it.
For instance, the strategy for catch in Sec. 2.2.4 can be defined in this model, but
not in the ICA model because in the case the exception is raised it breaks the fork/join
discipline by providing the answer to the initial question before pending questions have
been answered. However, a word of caution. Operationally, the definability argument
and therefore the reconstruction of catch creates a large number of concurrent threads,
killing off those plays that evolve in an undesirable direction by introducing divergences,
which are subsequently hidden by the angelic notion of observation. This reconstruction
of the strategy is artificial, of little practical importance.
26
5 Conclusion
This presentation is meant primarily as a didactic exercise, presenting a game model
where the plays are governed by no combinatorial restrictions such as bracketing, alter-
nation, innocence, etc. The structure we preserve is the proper justification of plays,
which we take it to have essentially a causal rationale. We also preserve certain closure
conditions of strategies which also have causal or temporal motivations, while adding a
new one via the Karoubi envelope construction: permutative asynchronous saturation.
Behind this construction lies a technical reason, the fact that the ‘intuitive’ copy-cat
strategy does not do the job of being a unit for composition with arbitrary strategies.
However, saturation is consistent with similar closure conditions tracing back to the
early literature on asynchronous concurrency. Of course, saturation could have been
stipulated as a required closure property of strategies, as Ghica and Murawski [2008]
do. The choice to present it as an ‘add-on’ property is also didactically motivated. The
direct intuition behind saturation is, arguably, not as compelling as that behind, say,
prefix-closure or equivariance, so there could be a risk of baffling the newcomer to game
semantics. But there is also some deliberate methodological candor in showing how the
game-semantic sausage is made. Game semantics is sometimes fiddly. Its power is de-
rived from its ability to model the sometimes messy reality of programming languages.
Saturation is an example of a condition that can be reconstructed by backtracking from
mathematical considerations.
Methodologically, this semantics harkens back to the early days of semantic program-
ming languages when the denotational approach was deemed sufficient. In time, opera-
tional semantics became the dominant specification paradigm, with denotational models
seen more like characterisations of observational equivalence, rather than prima facie
specifications. And, indeed, some of the more abstract denotational models, such as
functor-category models of state [O’Hearn et al., 1999], are far removed from the me-
chanics of evaluation. In contrast, game models, especially when strategies are presented
via a next-move function, are close enough to evaluation to allow for quantitative mod-
eling [Ghica, 2005] or semantics-directed compilation [Ghica, 2007]. In fact operational
semantics and game semantics are eminently compatible, since the latter can be used to
give a compositional formulation to the former via so-called ‘system-level game seman-
tics’ [Ghica and Tzevelekos, 2012].
Finally, Abramsky’s idea of a semantic cube is compelling and inspirational beyond
definability, and beyond game semantics. In semantics of programming languages the
idea of a taxonomy of behaviours is usually automatically set in the context of types. But
types are largely related to the input-output (extensional) shape of computation, whereas
the features that form the dimensions of the Abramsky cube concern the intensional
shape of computation, and it cuts across the type discipline. Indeed, all languages we
have considered in this essay, extensions of PCF, satisfy the simply-typed discipline.
This deeper semantic taxonomy which we associate with the Abramsky Cube has direct
relevance on equational reasoning, as pointed out for examble by Dreyer et al. [2012].
More recent work by Ghica et al. [2019], which presents a model of computation based
on hyper-graphs, shows how these metaphorical shapes of computation can be realised
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as actual shapes of graphs arising in the process of computation. These all suggest that
the ideas behind Abramsky’s Cube are likely to exert a lasting influence on the study of
programming languages.
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