S1. PROTEIN STRUCTURES AND SIMULATION DETAILS
A. PGK PGK (Fig. 1 in the main text) consists of N-and C-terminal domains of nearly equal mass connected by a small α-helix, which, together with roughly the last 25 residues in the C-terminal tail, is sandwiched between the two domains [1] . PGK catalyzes a reaction step in the glycolysis pathway, in which a phosphate group is transferred from 1,3-bisphosphoglycerate (3,1BPG) to adenosine-diphosphate (ADP) to produce adenosine triphosphate (ATP). 3,1BPG and ADP bind to the N-and C-terminal domains, respectively. The inter-domain motion that brings 3,1BPG and ADP close to each other facilitates the transfer of the phosphate group. Therefore, the relative motion between the Nand C-terminal domains is considered to be particularly important for the function of the protein [1, 2] . The molecular mass is about 45 kD.
All-atom MD simulations were performed on four different observation timescales (simulation lengths), i.e. t = 100 ps, 10 ns, 500 ns and 17 μs. For the 100 ps, 10 ns and 500 ns timescales, five independent production runs were performed from different initial configurations and atom velocity distributions with at least 500 ns equilibration time. For the 100 ps and 10 ns simulations coordinates of the system were saved every 1 fs and 100 fs, respectively. For the 500 ns simulations the system was saved every 10 ps. Finally, one 17 μs MD trajectory was generated after 13 μs equilibration from which the coordinates were saved every 150 ps.
All simulations were carried out starting from the same crystal structure of yeast (Saccharomyces cerevisiae) PGK (PDB ID 3PGK). All sub-microsecond PGK simulations were carried using GROMACS 4.5.6 [3] with the CHARMM27 force field for protein with the CMAP correction [4, 5] on a local computing cluster. The 17 μs simulation was carried out on the ANTON supercomputer [6] using the CHARMM36 force field [7] for this enzyme.
For the GROMACS simulations of PGK, the system was solvated in a cubic water box (edge length ∼ 10 nm) with periodic boundary conditions (PBC) leading to a total system size of about ∼ 91, 000 atoms. For the ANTON simulation, a rectangular water box with dimensions of 9.5 × 8.8 × 11.5 nm 3 was used, leading to ∼ 92, 000 atoms in total. All simulations were carried out using TIP3P [8] water model in the NVT ensemble using a 2 respectively. All simulations were equilibrated for at least 0.5 μs.
C. ePepN
The E. Coli. aminopeptidase N (ePepN, PDB ID 2HPO) is a zinc-dependent metalloenzyme. Its primary function is protein degradation by cleavage into smaller peptides at certain cleavage sites [15] . ePepN is a relatively large single-chain enzyme consisting of four distinct structural domains with a primary sequence length of 870 residues (see Fig. S2 ).
The molecular mass of ePepN is ∼ 101 kD, roughly twice that of PGK. Domain IV has the largest size and makes up roughly half of the total protein. Domains I and II are roughly equal in size, contributing about 20% each to the total protein mass, while domain III is the smallest with ∼ 10% of the total protein mass. It has been proposed that the activity of this enzyme is related to open and closed states, involving coordinated movements of the domains [15] . Here, we use this protein as a model system for studying the inter-domain dynamics of large, multi-domain proteins.
We carried out 5 independent 10 ns simulations (with different initial atomic coordinates and velocities) and a single 800 ns simulation of ePepN solvated in a cubic water box (12.4 nm edge length) using TIP3P water [8] with 0.1 M ion concentration (Na and Cl). The full system contains slightly over 180,000 atoms. All simulations were carried out on the Hopper super-computer at the National Energy Research Scientific Computing Center (NERSC) using the MD software GROMACS (version 4.6.7) [3] with the CHARMM36 force field [7] at 298 K in NVT ensemble (constant particle number, volume and temperature). The Nosé-Hoover [9] thermostat was used to control the temperature. The non-bonded Coulombic electrostatic interactions were cut off at 1.2 nm. PME method [10, 11] was used to treat electrostatic interactions beyond the cut-off. The VdW interactions were treated using a simple cutoff of 1.2 nm. All systems were equilibrated for at least 0.2μs prior data collection.
We evaluated the dynamics of the inter-domain COM distance trajectory of four different domain pairs; domains I-II, II-III, II-IV and the distance between domain IV to the COM of the rest atoms of the protein, consisting of domains I, II and III.
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S2. TIME AVERAGED MEAN-SQUARE DISPLACEMENT (TA-MSD) AND NORMALIZED AUTOCORRELATION FUNCTION (ACF)
The time averaged mean square displacement, TA-MSD, δ 2 (Δ; t) of the domain distance trajectory R(t) is given by
where Δ is the lag-time and t is the total observation time of the dynamical process.
Due to the lack of self-averaging in subdiffusive processes (unlike the normal Brownian diffusion) [16] , when examining the dynamical behavior of subdiffusive systems, one often considers �δ 2 (Δ; t)�, the TA-MSD additionally averaged over N different TA-MSDs δ 2 i (Δ; t) obtained from independent MD trajectories of the same system, i.e.
The normalized autocorrelation function C(Δ; t) of inter-domain distance trajectory R(t)
is given by
where
with δR(t) = R(t) − �R�. Analogously to the TA-MSDs, ACFs obtained from different independent MD trajectories with the same length t can be averaged as
For systems where only a single trajectory is available, Eqs. S1 and S3 are used to calculated for TA-MSD and ACF, respectively. Otherwise Eqs. S2 and S5 are used for systems where multiple independent trajectories were generated.
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S3. NON-ERGODIC PROTEIN INTER-DOMAIN MOTION DYNAMICS AND THE NOISY CONTINUOUS TIME RANDOM WALK MODEL
Pioneering single molecule experiments have provided direct insight into the intrinsic protein structural dynamics at room temperature in aqueous solution, indicating that, even on timescales as long as 10 2 s, single protein structural dynamics still remains highly subdiffusive and non-Markovian [17, 18] . However, the results from these experiments did not yield a clear answer as to whether single protein internal dynamics is ergodic, since relaxation functions derived from both ergodic (e.g., the generalized Langevin equation) and non-ergodic models (e.g., the fractional Fokker-Planck equation) fit the experimental data equally well [17, 18] . Power laws can be fitted to assess the dynamics over limited timescale ranges. On very short timescales, i.e. below, pico-seconds, the TA-MSD scales as t γ with γ ∼ 1.5, indicating (sub-)ballistic dynamics. For t > ps, the slope of the MSD decreases significantly and transitions from super-diffusive to sub-diffusive dynamics, with the power law exponent decreasing to ∼ 0.1 at t ≥ μs (see Fig, 2 (a) in the main paper and Fig. S15 ). The timeaveraged quantities calculated from each individual trajectory show a significant scattering from each other (Fig. S15 ). However, due to the limited number of the trajectories available, we cannot reliably determine the quantities such as the distribution of the ergodicity breaking parameter [16] , defined as ξ = δ 2 (Δ)/ δ 2 (Δ) , from this scatter.
The ballistic region of the TA-MSD on sub-ps timescales stems from the fact that these timescales are too short for inter-atomic frictional forces in MD simulations to take significant effect, and therefore the atomic motions on this timescale behave as friction-free.
The transition into the overdamped limit occurs quickly for timescales larger than a few ps. Although the system is subjected to overall confinement, arising from the well-defined average protein structure, convergence of the TA-MSD to a time-independent value was not observed here, including in the longest simulation of 17 μs. Further supporting evidence 6 for non-equilibrium dynamics comes from the form of the ACF that clearly deviates from a power-law for large lag-times and from the aging behavior of the ACF, which clearly exhibits observation time dependence, as discussed in the main paper.
The above characteristics are consistent with a confined subdiffusive continuous time random walk (CTRW) [16, 19] [16] . Furthermore, the p-variation test [20] , recently introduced to distinguish between ergodic and non-ergodic subdiffusive dynamics yielded results that are consistent with an ergodic model, as indicated by a linear increase of the quadratic partial sum V (2) n (t) with the increasing trajectory run time (see Figs. S12(a) and (b)). However, as shown below, this apparent ergodic-like behavior results from the noise superposed on the CTRW, which itself is a non-ergodic, non-equilibrium process [21] .
In the noisy CTRW model introduced in Ref. [21] , noise is superimposed on subdiffusive CTRW motion. The introduction of the noise in this model is motivated by the fact that, in real systems, when a diffusing particle in a complex environment is captured in a trap, it does not simply remain still but performs local thermal motion. The generic subdiffusive CTRW accounts for the motion of the particle moving from one trap to another, while the thermal fluctuations within traps are modeled as, for example, a Uhlenbeck-Ornstein process of fixed amplitude [21] . The noisy CTRW concept describes protein structural motion, which can be considered as a fictitious particle diffusing on rugged, hierarchical energy landscape with many relatively deep wells [22] . Since, in the model, the subdiffusive CTRW from trap to trap and the thermal fluctuations within the traps are independent processes, the total TA-MSD and ACF are additive. Therefore, we can construct an ACF of the form
where C(Δ; t) ctrw is an aging relaxation function with explicit t-dependence resulting from the subdiffusive CTRW, and C(Δ) noise represents the average relaxation function within the traps. A reasonable choice for C(Δ; t) ctrw is the aging ACF in the form of an incomplete beta-function derived from the fractional Fokker-Planck equation [23] , i.e.,
with Γ(x) is the gamma function and 1−α < 1 is the power-law exponent of the subdiffusive TA-MSD. In a complex environment such as on a protein energy landscape, the fictitious particle can be trapped in deep wells for extended period of time, eventually leading to subdiffusive CTRW. However, even within each trap, the surface of the landscape is not smooth but may contain many smaller wells of various depth. Therefore, a simple Brownian motion confined in a harmonic potential (Uhlenbeck-Ornstein process) with a single exponential relaxation function can not be assumed to be sufficient to address this complexity. Instead, we use a Kohlraush-Williams-Watts (KWW) relaxation function (a stretched exponential), to describe C(Δ) noise , which can be considered as the average over an ensemble of single exponentials. In this case, the ACF for the full protein domain motion has the form
In Eq. S9, α can be determined from the fit of the subdiffusive part of the TA-MSD, i.e. Both the N-and C-terminal domains of PGK have a Rossmann-fold tertiary structural motif, containing six parallel β-strands forming the central core of each domain surrounded by four parallel α-helices connected by loops [24] . We selected nearby residues on the same β-strands in the core regions of the domains, on the surrounding α−helices closer to the protein surface and on the loops that are directly exposed to the solvent, and calculated distance fluctuations between residues on both the same and different secondary structural motifs and both within each and between the domains. The selection yields in total 480
individual autocorrelation functions (due multiple independent trajectories for the same t, 
S5. POWER SPECTRAL DENSITY OF THE PGK INTER-DOMAIN MOTION
The data in 
where f is the frequency andR(f ) is the Fourier transform of R(t). The results are shown in Fig. 2(d) .
For timescales beyond ps, or f 10 12 Hz, all power spectra obtained from simulations on different timescales can be well described by a power law spectrum S(f ) ∼ 1/f . In proteins, 1/f -noise spectra have been reported in MD simulations for the gorge gating motion of acetylcholinesterase [25, 26] and in the fluctuations of the current conductance in ion-channel proteins in patch-clamp experiments [27, 28] . For these systems it was suggested that the 1/f spectrum is due to complex dynamics in the structural fluctuations related to the gated conductance behavior of the proteins [27, 28] . It has also been proposed [29] that 1/f -noise behavior in protein conformational dynamics and reaction kinetics may be related to self-organized criticality (SOC) [30, 31] , in which the self-similar, fractal dynamics indicated by the 1/f power spectra is the result of a self-organized critical state. This 10 "critical state" in the context of SOC is not to be confused with the critical state in the theory of phase transitions, but rather represents an attractor of a non-linear dynamical system, towards which the system naturally evolves, and is insensitive to the adjustments of system parameters, such as temperature, pressure, etc. [30, 31] . In contrast, in the case of a phase transition, system parameters need to be carefully adjusted in order for the system to be able to reach the critical state.
S6. FRACTAL ORGANIZATION OF CONFORMATIONAL SUBSTATES ON THE ENERGY LANDSCAPE
Protein motions can be pictured as the diffusion of a random walker among local minima (conformational substates) on the energy landscape, and the features of this landscape determine the protein dynamics [32] . Therefore, it is important to characterize the topology and geometry of the energy landscape. By definition [32] , an energy landscape is a highdimensional (3N , where N is the total number of atoms) construct, typically displayed as a projection onto a few reduced reaction coordinates. However, such a radical reduction of the dimensionality can significantly overlook topological characteristics of the true landscape,
i.e., given a defined reaction coordinate, such as the centers of mass distance between the domains R, there are many different possible pathways that can be taken by the protein to achieve the same changes in R. Different pathways can lead to very different dynamics depending on the length of the pathway over the landscape and free energies of, and barriers between, the individual conformational substates encountered.
Here, instead of predefining reduced reaction coordinates, we coarse grained the landscape by considering only a set of distinct conformational substates and then projecting the coarse grained version of the landscape on to a complex network, or a graph, based on the transitions between different conformational substates. To form a network, the protein configurations sampled during a simulation trajectory are sorted into discrete clusters based on structural similarity. Similar configurations are located close to each other on the energy landscape and therefore a structural cluster is in a metastable local energy well.
We started by grouping the PGK protein structural snapshots sampled during a simulation trajectory into discrete clusters based on structural similarity using a root mean square deviation (RMSD) between the protein heavy atom coordinates as a cut-off. The cluster 11 analysis was carried out by sampling a sufficiently large set of protein snapshots from the trajectory, equidistant in time. This analysis was performed on the 500 ns and 17 μs MD trajectories. 25000 snapshots, equivalent to a sampling rate of ∼ 0.05 ps −1 , were used for the 500 ns trajectories, and for the 17 μs trajectory, 37995 snapshots were used for the analysis, equivalent to a sampling rate of ∼ 0.002 ps −1 . These snapshots were sorted into clusters using an algorithm introduced in Ref. [33] .
Since the energy landscape is a function of protein atomic coordinates [32] , we assume that similar protein structures are located close to each other on the energy landscape and therefore, a structural cluster is a local minimum. These clusters form the vertices, or the nodes, of the network. Whenever, during the simulation, the protein transitions between clusters, an edge is added between these two vertices. Thus, a single trajectory can be mapped to such a graph or network, which we thus refer to as the Conformational Cluster Transition Network (CCTN). This network is a "road map" of the portion of the energy landscape sampled during the MD simulation. Networks similar to CCTN have been often used to describe the structural dynamics of complex systems, e.g., Refs. [34] [35] [36] . Examples of such networks are shown in Fig. 3 in the main paper (and high-resolution version of Fig.   3 is shown in Figs. S9 and S10).
The network analysis presented is a standard technique for examining non-equilibrium dynamics on energy landscapes. The network as employed here is not ensemble averaged, and nor is it for a single protein averaged over infinite time, but rather is a representation of the dynamics of a single protein molecule over a specific time period. In this case, only some of the possible transitions will take place, stochastically sampled. The network thus obtained from any two identical molecules over the same time period will never be identical. However, which specific transitions are sampled is not of interest in the present context; rather we are examining overall characteristics of the time-dependent single-molecule network connectivity, and this has been revealed here as self-similar and fractal at sufficiently long timescales. This self-similarity is the main result from the network analysis, revealing a fundamental physical property of the energy landscapes of single proteins and unifying the way we can think of functional internal dynamics on vastly different timescales. Fig. S11(a) shows that the degree distribution P (d), i.e. the probability density function of finding a vertex connected directly with d neighbors, can be well fitted by a log-normal
for all networks formed with t = 500 ns and 17 μs, where the fit parameters μ and σ are the mean and standard deviation, respectively. The numerical values of μ and σ from different data sets, obtained by fitting the data points with Eq. S4, are listed in the figure legend of Fig. S11(a) . The data indicate that the degree distributions of the networks constructed from four independent 500 ns and one 17 μs MD trajectory fully overlap within the statistical errors. Although calculated over an observation time difference of ∼ 1.5 orders of magnitude, the topologies of the networks formed after 500 ns and 17 μs are practically the same. A lognormal degree distribution is characteristic of random multiplicative processes [37] , indicating that the probability P (n) of finding a vertex with n neighbors can be written as the product
, where p i is the probability of vertex i being a direct neighbor of the vertex under consideration and the p i are independent of each other [37] .
Fractal geometrical scaling behavior implies a power-law relationship between the average "mass" �M f � of a network (in this case the vertices are considered as points of mass) and its
f , where the exponent d f is the fractal dimension. For a network or a graph, the scaling behavior can be derived using a "box covering" algorithm [38] , in which the network is covered using "boxes" of the dimension l b , such that the distances, l between all vertices within a "box" are smaller than the box length, i.e. l < l b . In the context of graphs, the "geometrical" distance between two vertices is defined as the pathway with the smallest number of edges connecting them [38] . If the network has a fractal geometry, the average "mass", �M b �, covered by a box with a geometrical dimension l b , should follow the power-law scaling as
where N v is the number of the vertices in the graph, N b are the number of boxes that are required to cover the graph and d f is the fractal dimension. Therefore the fractal dimension can obtained from N b as a function of the box length [38] :
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All networks obtained from both observation timescales (e.g. , Fig 3) show the same fractal scaling behavior; up to distances of ∼ 7 edges (≈ 0.85 on the log-scale), the networks exhibit the same fractal scaling with a fractal dimension of roughly 2.4. Similar values have been observed in other biological networks; for example, the protein interaction networks for E. coli and humans have both been found to have a fractal dimension of about 2.3 [38] .
However, for longer distances, > 7 edges, the fractal scaling abruptly decreases to about 1.1. This sudden change arises because at short distances vertices tend to cluster into hubs around highly populated nodes, forming highly inter-connected sub-graphs, whereas the hubs themselves, separated by larger distances, are less densely connected. Examples for such hubs are the dense local networks formed around clusters 1 and 2 in Fig. S11(a) (or Fig. S8 for better resolution). Consequently, the transition point seen in the fractal scaling behavior in Fig. S11(d) corresponds to the typical diameter of a hub. Such a hub can be seen as a larger well on the energy landscape containing many smaller wells, i.e. the cluster within the hubs, reflecting a hierarchical structural order of the energy landscape [22] .
S7. FILTERING THE NOISE FROM THE NOISY CTRW
As demonstrated in Ref. [21] , noise of sufficiently high amplitude superimposed on a generic subdiffusive CTRW can have significant impact on the overall dynamics of the trajectory and mask signature properties of the underlying subdiffusive CTRW. This can, for example, render the p-variation test inconclusive. Therefore, it would be beneficial if the noise could be separated from the CTRW. Here, we use the network based model to filter out the noise from the trajectory through coarse-graining.
In the CCTN, at any given time during the simulation the protein is in one of the "states" In the original MD trajectory, quadratic partial sum V (2)(t) n as a function of running time displays a nearly linear increase, which would be consistent with an an ergodic subdiffusive process [20] . However, as the degree of coarse-graining increases, V (2)(t) n deviates increasingly from a straight line, becoming a more discontinuous, step-wise monotonically increasing function, which is characteristic of a nonergodic subdiffusive CTRW [20] . fractional Fokker-Planck equation [23] . Thus, with the increasing degree of CG, equivalent to stronger noise filtering, the trajectories exhibit more non-ergodic behavior, confirming the noisy CTRW interpretation of the mechanism of diffusion over the energy landscape.
S8. VELOCITY AUTOCORRELATION FUNCTIONS OF THE INTER-DOMAIN MOTION
We have calculated the velocity autocorrelation functions (VACFs) for the relative velocity (i.e. displacement at a fixed time step δt) of the inter-domain centers-of-mass for PGK.
The results are shown in Fig. S13 . Interestingly, for observation timescales beyond 100 ps, the VACF exhibits anti-persistence i.e., adopts a negative value before recovering slowly back to 0. This anti-persistence becomes progressively more pronounced with increasing observation time, consistent with the rising flanks of the confining potential increasingly affecting the diffusion with increasing observation time, whereas on short timescales the effect is negligible. Due to the anti-persistence effect caused by the confining potential [39] , the characteristics of the VACF from a non-ergodic CTRW are altered, and therefore, the VACF cannot provide additional information on the nature of the subdiffusive element of the dynamics.
S9. FORCE FIELD COMPARISON
Two different force fields were used in the simulations: CHARMM27 and CHARMM36.
The differences between these are very small, confined to slight changes in equilibrium geometries of the backbone and side-chain torsional potentials [7] . As the present paper deals with dynamical properties, which depend on the derivatives of the potential energy and its spatial correlations, fine-tuning of equilibrium geometry parameters is unlikely to affect the results. Nevertheless, we have now performed test simulations, assessing the dynamics of ubiquitin in aqueous solution by conducting 5 independent 100 ns long MD trajectories with each force field under the same conditions. Fig. S14 shows, as expected, that there is no statistically significant difference in the results, confirming that, for the present purposes, the force field difference has a negligible effect. 
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