Recently, many multi-atlas patch-based segmentation methods have been proposed and successfully implemented in various medical image applications. However, a precise segmentation of brain subcortical structures in a magnetic resonance image is still difficult since (1) brain MRI typically suffers low tissue contrast; and (2) image patterns around the boundary of a structure are similar such that similaritybased and reconstruction-based label fusion methods achieve inaccurate results. To overcome the above issues, we propose a novel discriminative dictionary learning method, which can simultaneously learn classspecific dictionaries and a shared dictionary from a set of brain atlases. In particular, we enforce a lowrank constraint on each class-specific dictionary, i.e. claim that its spanning subspace should have low-rank property. For the shared dictionary, a regularization term is used to minimize the between-class scatter of corresponding shared coefficients so that they can learn shared image patterns. The optimization algorithms are developed to solve the problems in the learning step. Under the multi-atlas patch-based segmentation framework, the whole learned dictionary then can be used for labeling the target image. The proposed lowrank discriminative dictionary and shared dictionary learning method has been evaluated on IBSR, LPBA40, and SATA MICCAI 2013 dataset for subcortical segmentation. The influence of different parameters was studied and the performance of the proposed method was also compared with the non-local patch-based segmentation, the sparse representation classifier based segmentation, the discriminative dictionary learning segmentation, and several deep learning methods. Experimental results establish the advantages of our method over these state-of-the-art methods.
structures [15] . Multi-modality and multi-level contextual information are integrated into the proposed deep learning framework. An auto-context version is also proposed by integrating low-level image appearance features with high-level ones. Nie et al. introduced a 3-D FCN network for multimodal isointense infant brain image segmentation. A transformation module and a fusion module are proposed to better integrate information from coarse and dense feature maps [16] . The proposed method achieves better segmentation accuracy as well as faster speed. Although the above methods achieve accurate segmentation results, they often need a large volume of the training set and heavy computational complexity to tune parameters.
In the past decade, multi-atlas-based segmentation methods have attracted great attention for their higher performance than other state-of-the-art algorithms [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] . In multiatlas-based segmentation methods, several atlas images, i.e. expert-labeled images, are first spatially mapped to the target image separately via image registration, and atlas labels are propagated to the target image space using the deformation field produced by registration. Then the final segmentation result is achieved by applying label fusion techniques that warp the transferred labels.
The accuracy of multi-atlas-based methods closely depends on the correct anatomical structures mapping between the target image and all the atlases. One major drawback of these approaches is that pairwise nonlinear registration may fail to keep some important details that describe local anatomical features. Second, sample voxels in one atlas are usually assigned the same weight during label fusion. So it does not take into consideration that the contributions of different sample voxels are relevant to their local features. To avoid these problems, inspired by nonlocal means method [29] , non-local patch-based (NLPB) segmentation has been proposed [22] , [23] . In this method, instead of implementing nonlinear registration, target image and atlases are coarsely aligned using linear registration methods. For a target voxel, label fusion is performed in a predefined searching volume and weights are derived from image patch similarity measurements, which relax the oneto-one mapping constraint between target voxels and atlas voxels.
Along with NLPB, the sparse representation classifier (SRC) technique has been used for label estimation [21] , [26] , [27] . While labeling the target voxel, atlases image patches are first extracted from the searching volume to form a patch library, then label fusion weights are computed by sparse coding. Finally, the labels of the atlas patches and the sparse representation coefficients will be used to estimate the label of the voxel to be segmented. Literature [30] shows that compared to image similarities over image patches, sparse coding is a better estimator. Similarly, [26] introduced a multi-scale image patch that can represent different scales of local anatomical structure features. The proposed multi-scale feature representation has more discriminative power than conventional image patches.
Liu et al. proposed a brain subcortical segmentation method based on atlas registration and linearized kernel sparse representative classifier [31] .
The performance of a specific and compact dictionary learned from the local image patch library is better than using all the patches as the dictionary [25] . One can learn classspecific sub-dictionaries to represent different anatomical structures, and the class with the least reconstruction error is assigned to the target voxel. Some classification-oriented dictionary learning methods have been proposed to increase the classification ability of learned dictionaries [32] [33] [34] [35] . Discriminative K-SVD (D-KSVD) [34] and Label_Consistent K-SVD (LC-KSVD) [32] learn both reconstructive and discriminative dictionaries by introducing a classification error term and a discriminative sparse error term, which encourages incoherence of between-class dictionary atoms; Tong et al. proposed a hippocampus segmentation approach based on discriminative dictionary learning [25] . In the proposed method, atlas patch libraries are used for learning discriminative dictionaries and corresponding classifiers offline. Given a novel image, the learned dictionaries and classifiers are used to estimate the label online. Fisher discriminative dictionary learning (FDDL) [33] , [35] exploited discriminative information in the sparse representation coefficients by adding a fisher discrimination term.
The success of the above discriminative dictionary learning methods based on the assumption that class-specific features are lying under different non-overlapping subspaces and discovering class-specific features but neglect shared features. However, when segmenting brain MRI, at the boundary of anatomical structures, patches extracted from different structures often share some similar image patterns. So the learned sub-dictionaries not only can represent classspecific features which have the discriminative ability but also be a part of common pattern representation which only has reconstruction ability but no contribution to classification. In other words, shared features are hidden in the subdictionaries, which will diminish the classification ability. Moreover, in the case of anatomical structure segmentation, the class-specific patterns of different deep gray matter are linearly correlated and lie in a low dimensional manifold. Therefore, the class-specific sub-dictionaries should have low-rank property too. Inspired by the previous work on learning shared features and discriminative dictionaries [33] , [35] [36] [37] [38] , we proposed a low-rank discriminative dictionary and shared dictionary learning (LRD 2 SDL) method. Different from the conventional discriminative dictionary learning model like FDDL [33] , [35] , low-rank constraints are introduced to impose the low-rank property over learned specific sub-dictionaries, and a shared dictionary is learned simultaneously to extract the shared features around structure boundary, which can enhance the discriminative ability of the specific sub-dictionaries and preserve the reconstruction ability of the whole dictionary.
The basic idea of the proposed method can also be seen in Fig. 1 . In this figure, two subspaces spanned by two class features are visualized by the light red region and light yellow region. The orange region is the intersection of these two subspaces. The red triangles and yellow circles represent the specific features with low-rank property, and the orange square represents the features shared between these two subspaces. We can see that the specific features with low-rank property and the shared features can represent the corresponding subspaces well. Meanwhile, the low-rank specific features are discriminative, which can be used for classification.
The main contributions of this paper are: 1) A low-rank discriminative dictionary learning model is proposed and integrated into the multi-atlas patch-based segmentation framework to address the segmentation difficulties caused by the inhomogeneous intensity around structure boundary. 2) The optimization algorithms are developed for the proposed dictionary model. First, for updating specific sub-dictionaries with low-rank constraints, the Alternating Direction Method of Multipliers (ADMM) [39] and the singular value thresholding [40] algorithm are used. Second, the shared dictionary is updated by using block-coordinate descent [41] . Third, the sparse coefficients are updated efficiently by using the Least Angle Regression (LARS) [42] algorithm and the Fast Iterative Shrinkage-thresholding Algorithm (FISTA) [43] . 3) The proposed method was evaluated on brain subcortical segmentation on three publicly available datasets, including IBSR, SATA MICCAI 2013 challenge dataset, and LONI-LPBA40 [44] . The performance of several existing state-of-the-art methods has been compared and the influence of different parameters was studied. The results of the different datasets showed the accuracy of our method.
The rest of this paper is organized as follows. In section II, background knowledge is given and some related works are described. Section III presents the proposed dictionary learning model and corresponding optimization algorithm for updating dictionaries and sparse coefficients. The proposed method was evaluated on three publicly available datasets, and compared with several existing state-of-art methods in Section IV. Section V concludes the paper.
II. RELATED WORKS A. NON-LOCAL PATCH-BASED SEGMENTATION
Let t be a voxel from the target image to be segmented and p t be the patch surrounding voxel t, namely, the central voxel of p t is t, and they share the same label l t . Denote by N (t) the searching neighborhood of voxel t, all template patches in N (t) are extracted to form a patch library. The basic idea of the patch-based label fusion method is that patches that have similar appearance should belong to the same structure [23] , so l t can then be computed as weighted voting of similar patch labels within N (t), i.e.
where w(p i , p t ) measures the similarity between the target patch p t and an atlas patch p i . A well-known similarity measure is defined as:
where h is the decay parameter controlling the smoothness of the similarity function.
B. SPARSE REPRESENTATION CLASSIFIER
Patches from the same anatomical structure often lie in a low-dimensional subspace. Therefore the target patch can be reconstructed by a sparse linear combination of atlas patches from the same structure. Based on the sparse coding theory, the target patch belongs to the structure which has minimal reconstruction error. Let the whole local patch library P = [P 1 , · · · , P C ] ∈ R d×M , which consists of M patches from C structures. P i ∈ R d×n i contains n i patches from structure i, and C i=1 n i = M . d is the dimension of the extracted patches. Using all patches in the patch library as an over-completed dictionary, we first achieve the sparse coefficient vector x t by solving the following l 1 -minimization problem:
where λ 1 controls the sparsity degree. Then the segmentation scheme can be defined as:
where x i t is the represent coefficient over the local structure library P i .
C. DICTIONARY LEARNING
Learning specific dictionaries from the patch library can further improve the performance of sparse patch-based label VOLUME 7, 2019 fusion [25] . Using all patches as a dictionary suffers from several drawbacks. (1) A big dictionary can increase computation cost while processing sparse coding. (2) This predefined dictionary may not well represent the target patch because the shape and the volume of anatomical structures vary from one atlas to the other. Moreover, MR images are sensitive to acquisition condition, the use of different protocols as well as intra-and inter-scanner variations may cause uncertain and noisy information [45] . (3) The discriminative information of different anatomical structures may not have been fully exploited. Ideally, the sparse coefficient of the target patch should only have non-zero values over the same structure patch library.
We can learn a reconstructive dictionary from the patch library by solving the following problem:
where D i is the learned dictionary of the i-th structure dictionary. X i is the sparse representation coefficient of the input i-th structure library over D i . Using the learned dictionary instead of all patch library, the classification scheme is the same as sparse patch-based label fusion (4).
In (5), the objective function includes the reconstruction error term and the sparsity constraint term without considering the discriminative power of the learned dictionaries, which is not suitable for our classification task.
III. THE PROPOSED METHODS
In the above dictionary learning segmentation scheme, sub-dictionaries of each class are learned, which have more reconstruction power but less classification ability. To extract discriminative class-specific features of local anatomical structures and shared features, we propose a novel method to learn a low-rank constraint discriminative dictionary and a shared dictionary.
A. OVERVIEW OF THE METHOD
Let the whole dictionary denoted byD
First, the whole learned dictionary should have generative property, namely all the class-specific sub-dictionaries and the shared dictionary should be able to well reconstruct the patches from all anatomical structures. So we minimize P−DX −D 0 X 0 2 F . On the other hand, class-specific features of different structures should be well represented by corresponding sub-dictionaries. So we require the minimization
F . Furthermore, the sub-dictionaries from different classes should not represent P i well, namely, C j =i D j X j i 2 F should be minimized. Concretely, we defined the discriminative fidelity term R(D,X ) as:
Because of the low-rank property of the subspaces spanned by the class-specific features, the learned sub-dictionaries should have low-rank property too. Besides, compact and pure sub-dictionaries have more discrimination between each other and perform well in a noisy condition [38] . When imposing a constraint on a matrix's rank, we usually use nuclear norm instead of rank function [46] . So the lowrank constraint term η C i=1 D i * is added to the proposed objective function.
We also add a coefficient regularization term that could enhance the representative contribution of the shared dictionary. Since D 0 is expected to represent the shared features of different structures, the between-class scatter of the shared coefficient X 0 should be minimized, which can be achieved by minimizing X 0 − M 0 2 F as in [36] , where M 0 is the mean vector of the shared coefficient matrix X 0 . This implies that the representation of D 0 to different structure patches P i , i.e. D 0 X 0 i , should be similar. Considering the discriminative fidelity term, the coefficient regularization term, and the low-rank constraint term altogether, the final proposed objective function that we will minimize is defined as:
where η is a penalty parameter. Fig. 2 shows the ideal structure of the learned low-rank discriminative sub-dictionaries, the shared dictionary, and the sparse coefficients.
B. OPTIMIZATION OF PROPOSED METHODS
We divided the objective function (7) into four sub-problems, then the whole objective function can be solved by minimizing the sub-problems iteratively until convergence.
1) UPDATING SUB-DICTIONARY D i
Given X , X 0 and D, we update sub-dictionary D i class-byclass. When updating D i , the others are fixed, then problem (7) is reduced to:
The ADMM [39] method is used to solve the above problem.
We first introduce an auxiliary variable J and a new constraint D i = J , so we can rewrite (8) as the following equivalent problem:
Then minimize the corresponding augmented Lagrangian function:
where Z and µ > 0 are the Lagrange multipliers and the penalty parameter separately.
To solve problem (10), we can alternately update D i , J , Z . First, fix the others and reduce the irrelevant variables, J can be updated by solving:
The above objective function can be converted to the following function:
which can be solved by singular value thresholding algorithm (SVT) [40] :
where D is the singular value shrinkage operator. Fix the others and update D i by
which can be solved by block-coordinate descent [41] .
Algorithm 1 Solving Problem (8) by ADMM [39] Require: P, D 0 ,X , initial D i , parameter η. 1: Initialize: J = D, Z = 0, µ = 10 −6 , µ max = 10 6 , ρ = 1.1. 2: while not converged do 3: fix the others and update J by J = D ηµ (D i + Z µ ). 4: fix the others and update D i by
. 5: update the multipliers and parameter µ Z = Z + µ(D i − J ). 6: update the parameter µ by µ = min(ρµ, µ max ). 7: check the convergence conditions: D i − J ∞ < ε or maximum number of iterations has been reached. 8 When D and X , X 0 are fixed, by omitting the irrelevant variables, the optimization problem (7) is reduced to:
DefineP = [P − DX , P 1 − D 1 X 1 1 , · · · , P C − D C X C C ], X 0 = [X 0 , X 0 ], we can convert the above problem as:
which can then be solved efficiently by block-coordinate descent [41] too.
Algorithm 2 Proposed Method Framework
Require: training patches P, initial D, D 0 , X , X 0 , and parameters λ 1 , λ 2 , η. 1: while not converged do 2: fix the others and update X by solving (18) using LARS [42] . 3: fix the others and update X 0 by solving (19) using FISTA [43] . 4: fix the others and update sub-dictionary D i one by one by solving (8) using Algorithm 1.
5:
fix the others and update D 0 by solving (16) using block-coordinate descent [41] . 6: check the convergence conditions or maximum number of iterations has been reached. 7 : end while Ensure: D, D 0 , M 0 VOLUME 7, 2019
3) UPDATING SPARSE COEFFICIENT X When D, D 0 and X 0 are fixed, X will be found by solving:
We define:P
Then (17) can be rewritten as:
which can be solved efficiently by LARS [42] algorithm.
4) UPDATING SHARED COEFFICIENT X 0
When D, D 0 and X are fixed, X 0 will be found by solving:
Problem (19) has the form of X 0 = arg min h(X 0 ) + λ 1 X 0 1 , where h(X 0 ) = 1 2 RD ,X (X 0 ) + λ 2 2 X 0 − M 0 . h(X 0 ) is a convex function and continuously differentiable with Lipschitz continuous gradient. So (19) can be sovled by FISTA [43] , where the gradient of h(X 0 ) can be computed as [36] :
The proof of (20) can be found in [36] . The overall algorithm of LRD 2 SDL is given in Algorithm 2.
C. SEGMENTATION SCHEME
Once the dictionary learning progress is completed, D, D 0 , and the mean vector of the shared coefficient X 0 , i.e. M 0 are used to estimate the label of the target voxel t. It is expected that the surrounding patch p t contains class-specified feature components and shared feature components, which can be represented by a sparse linear combination of class-specified dictionary and shared dictionary. Besides, the shared feature component should be similar between different structures. First, the sparse coefficient of p t on totalD, namelyx t , can be computed by solving the following function:
where x 0 t is the represent coefficient of the shared feature component of p t . With the constraint term x 0 t − M 0 2 2 , x 0 t is encouraged to be close to M 0 , which means that the extracted shared features should be consistent. Then we can make use of the reconstruction error to label the target voxel t. For the reason that D 0 X 0 has no contribution to the classification, finally, the label of the target voxel t is determined by:
Ideally, if the target voxel comes from j-th structure, D j along with D 0 should have the smallest reconstruction error.
IV. EXPERIMENTS AND RESULTS

A. DATASETS AND PREPROCESSING
The proposed method is evaluated on three well-known publicly available brain MRI datasets: IBSR, LPBA40 [44] , The proposed method is compared with three state-of-theart multi-atlas patch-based segmentation methods, including NLPB [22] , SRC [21] , and the discriminative dictionary learning segmentation (DDLS) [25] . In each experiment, FLIRT in FSL package is used to perform linearly registrations between atlas images and the image to be segmented. The configuration of the registration process is 12 degrees of freedom, default parameters. Then pairwise histogram matching is performed between the target image and atlas images using 3DSlicer [47] .
We focus on the extraction of subcortical structures from brain MR images. For LPBA40, three subcortical structures are labeled, including putamen, caudate and hippocampus. 20 randomly selected subjects are used as training samples and the remaining 20 subjects as testing samples. As for IBSR and MICCAI 2013 dataset, six subcortical structures are delineated: thalamus, putamen, pallidum, caudate, hippocampus and amygdala. In IBSR, each subject is separately selected as the target image and the remaining subjects are regarded as the atlases. Fig. 3 shows an example of six to-besegmented subcortical structures in IBSR.
The union of all manual segmentation results in the atlases is used as the initial mask around the structure to be segmented, i.e. ROI, as suggested in [22] . To save computation, we first perform NLPB on the to-be-segmented image. The patch-based label fusion can be formulated as a probabilistic model [24] , and the weighted voting result can be viewed as a probabilistic label map. In NLPB, the labels of target voxels are determined by (1) . The confidence of a labeling result is high when the probability value is close to 1 or 0. Similarly, the labeling result is uncertain when the probability value is close to 0.5. Here the voting result of voxels with a probability value of more than 0.7 was taken as foreground and less than 0.3 was taken as background [48] . Then the dictionary learning focused on the rest voxels in the ROI. Fig. 4 shows the overall process of the above strategy. As we expected, the voxels around structure boundaries have a low degree of confidence, and the voxels in the center of structures have high confidence. It is obvious that the reduced ROI is much smaller than the original ROI. Moreover, instead of training dictionaries for every target voxel, a sampling strategy is performed to further reduce the computation burden as described in [25] . In this strategy, dictionaries are trained for every 3 voxels, and 6 nearest neighbor dictionaries are used for labeling target voxels, which can balance the training speed and accuracy. The final label values are estimated by thresholding the average label value by 0.5.
Dice similarity ratio between the manual label and the automatic segmentation is used to assess the segmentation accuracy, which measures the overlapping ratio between two ROIs O 1 and O 2 as follow:
where |.| denotes the volume of the ROI. Moreover, the segmentation accuracy is also evaluated by the modified Hausdorff distance (MHD) [49] . The MHD can be defined as:
where
with a lower value representing a more accurate result.
B. VISUALIZATION OF LEARNED BASES
To demonstrate the effectiveness of the proposed method, we create a toy example in Fig. 5 . In this experiment, the proposed dictionary learning model is used to learn classspecific dictionaries from samples of 3 classes. We further study the importance of two important regularization terms: the low-rank constraint term and the shared coefficient FIGURE 6. Effect of shared dictionary size on segmentation accuracy (IBSR datasets). The proposed method is implemented by using a patch size of 7 × 7 × 7 voxels and a search volume of 7 × 7 × 7 voxels. regularization term. Because parameter η is attached to the low-rank constraint term, we set η to 0, i.e. no low-rank constraint. Parameter λ 2 is used to control the degree of the consistency of shared coefficients, so we set λ 2 to 0, i.e. no shared coefficient regularization term. The online dictionary learning (ODL) model [41] is also used for comparison. Samples of each class are generated by the linear combinations of the corresponding class-specific bases and the shared bases which are shown in Fig. 5(a) . Each basic base has the dimension of 20 pixel ×20 pixel. Fig. 5(b) is the visualization of 3 class samples. Fig. 5(c) shows an example of learned bases using ODL. We observe that shared features are hidden in the learned class-specific bases. As shown in Fig. 5(d) , without lowrank constraint, the learned class-specific dictionaries are not pure enough, and shared features still appear in classspecific dictionaries. From Fig. 5 (e) we can see that the proposed model can still learn class-specific bases from training samples when there is no shared coefficient regularization term. However, the learned shared bases absorbed some classspecific features which may affect the classification accuracy. Compared with ODL bases (Fig. 5(c) ), LRD 2 SDL bases with η = 0 ( Fig. 5(d) ), and LRD 2 SDL bases with λ 2 = 0 ( Fig. 5(c) ), the proposed LRD 2 SDL ( Fig. 5(f) ) learned nearly perfect class-specific bases and shared bases.
C. INFLUENCE OF THE SHARED DICTIONARY SIZES
The size of the shared dictionary is an important parameter in the proposed method. We perform an experiment using different numbers of shared dictionary bases on IBSR dataset. In this experiment, putamen, caudate, and hippocampus are segmented. The overall dictionary size is set to 256 as suggested in [25] . The number of shared bases varies from 10 to 70. The dice results are presented in Fig. 6 . We observe that the best segmentation results for all three subcortical structures were obtained with k 0 around 40 and 50. As expected, when k 0 is too small, the shared dictionary failed to learn shared features completely, some of them still hid in class-specific dictionaries. When k 0 is too big, the shared dictionary tended to absorb class-specific features, and diminish the classification ability.
D. PERFORMANCE WITH VARIED PARAMETERS
In the following, we study the performance of the proposed method with different values of λ 1 , λ 2 , and η while other parameters are fixed using SATA MICCAI 2013 dataset. Three subcortical structures are labeled, including putamen, caudate, and hippocampus. The overall dictionary size is set to 256. During this experiment, two parameters are set to 0.001, then the other varies from 0.0005 to 0.1. Fig. 7 presents the experiment results. As we can see, the performance is more robust to different values of λ 2 and η than λ 1 . We observe that for all three structures, best segmentation result when λ 1 = 0.001. For putamen, the proposed method achieves the best segmentation results when λ = 0.001, λ 2 = 0.01, η = 0.001. For caudate, the highest Dice ration achieved when λ 1 = 0.001, λ 2 = 0.001, η = 0.01. As for hippocampus, the best parameters are λ 1 = 0.001, λ 2 = 0.001, η = 0.05.
E. OVERALL SEGMENTATION ACCURACY
We evaluate the proposed method with three state-of-the-art multi-atlas patch-based methods, including NLPB, SRC, and DDLS. For NLPB, a patch size of 5 × 5 × 5 is selected. For SRC, a patch size of 7×7×7 and 100 patches are selected for representation and classification, λ is set to 0.001 to solve (4) . For DDLS and the proposed LRD 2 SDL, the patch size is set the same as SRC. For a fair comparison, the searching volume size is set to 7 × 7 × 7 for all methods, which is both efficient and accurate. As reported in the literature [25] , the larger the size of dictionaries is, the more accurate segmentation result is. The overall dictionary size is set to 256 as suggested in [25] . This was to ensure that the performance gain yielded by the proposed method is not simply due to the increased number of dictionary atoms. We often try the numbers of shared dictionary size in {40, 50, 60}. We observed that patches are often well reconstructed with values of the spares constraint parameters around 0.001. For a fair comparison, the sparse constraint parameter of SRC, DDLS and the proposed method was set to 0.001 when labeling all structures of all datasets. For the value of shared coefficient regularization parameter λ 2 and the low-rank constraint parameter η, as we mentioned before, the proposed method is insensitive to λ 2 and η. So the same parameter setting was used in a particular dataset for labeling all structures. For IBSR, λ 2 = 0.05, η = 0.01; for LPBA40, λ 2 = 0.01, η = 0.01; for MICCAI 2013, λ 2 = 0.025, η = 0.05.
The segmentation results of each subcortical structure in three datasets are shown in Table. 1, 2, 3. As we can see, the proposed LRD 2 SDL method outperforms NLPB, SRC, and DDLS on all three datasets. Fig. 8 provides a visual comparison of some segmentation results. Each row presents the segmentation results of a slice of one subcortical structure. Fig. 8(a) shows the ground truth. Fig. 8(b)-(d) present the labeled volumes by NLPB, SRC, and DDLS. Fig. 8(e) shows the LRD 2 SDL segmentation results. It is obvious that at the boundary of the subcortical structure, the proposed method achieves the best segmentation results. 
V. DISCUSSION AND CONCLUSION
In this work, we proposed a novel discriminative dictionary learning approach and integrate it into the multi-atlas patchbased segmentation framework for labeling brain subcortical structures. The class-specific sub-dictionaries and the shared dictionaries are learned simultaneously, which can be used to extract discriminative features and shared features from local patch libraries. Furthermore, the low-rank constraints are imposed on sub-dictionaries, and the shared coefficient regularization term is introduced to learn consistent shared coefficients. An optimization algorithm is proposed to minimize the objective function of the proposed dictionary learning model. The sub-dictionaries are updated by using ADMM and SVT algorithm, and the shared dictionary is updated by using block-coordinate descent method. When updating the sparse coefficient, the objective function can be solved by LARS and FISTA. The procedures are iteratively implemented until convergence. After the training progress, the whole learned dictionaries can be used for estimating the labels of corresponding target patches. First of all, the shared features which mostly have reconstruction ability are excluded from the target patch. Then the class-specific sub-dictionaries are used to estimate the remain.
The evaluation of the proposed method for brain subcortical segmentation was applied to three publicly available datasets, including IBSR, LONI LPBA40, and SATA MIC-CAI 2013 challenge dataset. To reduce the computation time of the dictionary learning process, we first perform NLPB on the to-be-segmented image. Then the proposed dictionary learning method focuses on the voxels with the probability results on more than 0.3 and less than 0.7. We also use a sampling strategy to learn dictionaries as described in [25] .
In Section IV-B, we performed a simulation experiment to discuss the effectiveness of the proposed method. We show that with the shared coefficient regularization term and the low-rank constraint term, the proposed method can learn shared feature bases from class-specific subspaces and improve the discriminative ability of class-specific subdictionaries. In Section IV-C and IV-D, we performed an experiment to study the influence of several parameters. We show that the proposed method is robust to the shared coefficient regularization parameter λ 2 and the low-rank constraint parameter η. In Section IV-E, the proposed method was evaluated and compared with three state-of-the-art multiatlas patch-based methods. The results demonstrate that our proposed LRD 2 SDL method outperforms other methods such as NLPB, SRC, and DDLS. The experiment results in Section IV-F also show the proposed method is comparable with sophisticated deep learning methods. Our method has the potential for applications in other segmentation tasks.
