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We develop a numerical model that reproduces the thermal equilibrium and the
spin transfer mechanisms in magnetic nanomaterials. We analyze the coherent
two-particle spin exchange interaction and the electron-electron collisions. Our
study is based on a quantum atomistic approach and the particle dynamics is
performed by using a Monte Carlo technique. The coherent quantum evolution of
the atoms is interrupted by instantaneous collisions with itinerant electrons. The
collision processes are associated to the quantum collapse of the local atomic wave
function. We show that particle-particle interactions beyond the molecular field
approximation can be included in this framework.
Our model is able to reproduce the thermal equilibrium and strongly out-of-
equilibrium phenomena such as the ultrafast dynamics of the magnetization in
nanomatrials.
1 Introduction
The study of the magnetism dynamics in a nanostructure is a rapidly developing area of
research. The technological interest relies on the applications to magnetic data storage and
sensing devices. The conventional way to record informations in a magnetic memory is to
modify the local magnetization of a magnetic material [1]. Understanding the spin dynamics
in magnetic materials is an issue of crucial importance for progress in information processing
and recording technology. The use of a laser field has been proved to lead to a considerable
speed up of the digital information recording. The elementary mechanisms that lead to the
modification of the magnetic order triggered by laser pulses are at the center of an intense
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debate [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12].
The physical properties of a magnetic system arise from the microscopic configuration of
the angular momentum and the spin of the atoms. It is generally challenging to develop a
framework capable of reproducing two important aspects of the nano-material physics: the
coherent quantum mechanical evolution of the system and the loss of quantum coherence due
to collisions. Usually, the coherent quantum evolution of atoms and electrons is described at
the single particle level by reversible Hamiltonian dynamics. Collisions are a complex many-
particle effect and are usually approximated by classical mechanics or by a framework where
quantum mechanics plays a minor role. As an example, in the Boltzmann kinetic theory the
quantum mechanics is limited to the calculation of scattering parameters such as the effective
cross sections. Concerning the study of a nanometric systems, it seems natural to rely on a
full ab initio many-body description, which is able in principle to describe at the same time
the collisional and the purely coherent quantum mechanical evolution of electrons and atoms.
However, due to the inherent extensive numerical effort, in many cases the application of ab
initio approaches is limited to periodic structures or to small particle systems like molecules
[13].
Such difficulties have encouraged the development of heuristic approaches. Coarse-grained
methods and discrete mesoscopic models are adopted to assess the properties of materials at
atomistic or continuum level. The so called atomistic models provide a simple and powerful
framework capable to reproduce the microscopic spin dynamics of complex systems [14, 15].
Atomistic models are based on the classical description of the atomic spin provided by the
phenomenological Landau-Lifshitz-Gilbert (LLG) equation. They have been used to repro-
duce the ultrafast evolution of the total magnetization in systems excited by laser pulses
and the angular momentum transfer in alloys containing metals and rare earth elements [16].
Such models suffer of a serious theoretical limitation that reduces considerably their area of
application. Atomistic models for magnetic materials are based on the classical spin theory.
Electron spin is intrinsically a quantum mechanical phenomena, the classical description being
valid only in the limit of large spin.
In the present contribution, we propose an atomistic-like approach based on the quantum
mechanical framework. A cluster of atoms or, more generally, a nanomaterial is described
by a network of quantum spin particles interacting via exchange interaction. We treat also
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the interaction of such particles with a gas of itinerant electrons. The main concern of our
approach is to develop a Monte Carlo (MC) stochastic method able to reproduce the twofold
aspect of the mesoscopic dynamics, the coherent and the collisional one. We observe that
both the quantum and the classical collisional dynamics can be modeled by time-continuous
stochastic processes. The central point of our approach is to assume that every collision
among bounded atomic electrons and itinerant ones causes the Heisenberg collapse of the
atomic particle wave function. In fact, the Heisenberg quantum measurement process is
expected to take place every time a quantum system interacts with a classical apparatus
or with an external system containing many degree of freedom. It this regards, we treat the
delocalized electrons as a classical bath interacting with the open quantum system constituted
by the net of interacting atoms.
Our model is based on the following scheme. We consider a set of localized particles each
of one is described by a particle wave function ψi that evolves according to the reversible
Hamiltonian dynamics obtained by a local model of the atom-atom interaction. The coherent
evolution is interrupted by instantaneous collision events. We assume that the atomic wave
function collapses in a well defined state according to the quantum measurement paradigm.
According to our model of collision, we simulate the modification of the atomic state and
we estimate the post-collision wave function. The collision times and the modification of the
particle state induced by the collisions, are evaluated by generating random of numbers that,
in the spirit of the MC technique, reproduce the collision processes.
In Ref. [17] this model has been applied to reproduce the ultrafast magnetization dynamics
in a CoxTb1−x alloy . We considered the evolution of the spin and of the orbital angular
momentum of a large number of representative atoms of the alloy. The simulations showed
that our atomistic model is able to treat the spin-orbit interaction, the atomic magnetic
anisotropy and the interaction of atoms with phonons mediated by itinerant electrons. Here,
we consider a simplified model where only the atomic spin and exchange interaction are
included. Our main concern is to provide a comprehensible description of the simulation
details.
We illustrate our method by calculating the value of the mean magnetization of a ferro-
magnet at the equilibrium and the out-of-equilibrium magnetization dynamics.
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2 Local atom-atom interaction: coherent evolution
We divide the particle dynamics in two parts, collisional and coherent dynamics. The coherent
one comprises two phenomenas, i) the short range atom-atom interaction treated at the
molecular field level and ii) the two-body exchange interaction. In this section we discuss the
point i) and we postpone the discussion concerning the point ii) to Sec. 4.
According to the Heisenberg theory, a ferromagnet can be view as an array of interacting
spins. The interaction length is usually very short (contact interaction) and the spin-spin
interaction is limited to few neighbors of the atom. We study a nanosystem containing N
atoms. Each atom is described by the wave function ψi ∈ H i where i = 1, . . . , N , H i is the
atomic Hilbert spin space with dimension 2Si + 1 and Si is the total spin of the atom. The
evolution of the atomic wave function is given by the following Schro¨dinger equation
i~
∂ψi
∂t
=

gµB
~
B0 −
1
~2
∑
〈j∈ NAi〉
γijS
j

 · Siψi . (1)
The first term in the right-hand side takes into account the Zeeman interaction due to an
external magnetic field B0, µB is the Bohr magneton and g the Lande´ g-factor. S
i denotes
the spin matrix of the atom at the position Ri. The spin operator obeys to the commutation
rule
[Sri ,S
s
j] = i~ δr,sεijk S
r
k with i, j, k = x, y, z , (2)
where ε denotes the antisymmetric Ricci tensor and δ the Kronecker delta. The low index
refers to the component of the spin operator along the coordinate axes. For a one-half spin
particle, S = 12 and S =
~
2σ, where σ is the vector having Pauli matrices as its components.
The second term in the right-hand side of Eq. (1) describes the spin-spin exchange interac-
tion between two neighbor atoms. The strength of the exchange interaction is given by the
exchange matrix γij and the symbol NAi indicates that the sum is taken over the neighbors
of the i−th atom. The vector Si denotes the atomic spin. Si is the expectation value of the
operator Si
S
i ≡ 〈ψi|Si|ψi〉 , (3)
where we have used the bracket Dirac notation. Equation (1) is very popular and reproduces
with good approximation the local atomic energy structure in nanosystems and molecules.
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Concerning the application to magnetic nanosystems, the local interaction described by Eq.
(1) has been applied to reproduce the spin dynamics in quantum and classical models [14,
18, 19]. Equation (1) can be easily extended to include other phenomenas as for example the
spin-orbit interaction, the presence of the lattice potential, the anisotropy field and of the
orbital quenching effect [17].
3 Collision between localized and itinerant electrons
In this section we describe how we include in our model the collisions between the electrons
localized around the atomic sites and the itinerant electrons. The itinerant electrons are
treated as a gas and are described by a quasi-equilibrium density function.
It is convenient to describe the collision between atoms and itinerant electrons by using the
density matrix formalism [4, 20]. We take particular care to maintain the coherence between
the density matrix approach and the single particle description of the atomic wave function
adopted in the previous section. We denote by nm the diagonal components of the single
particle atomic density matrix. This quantities represent the probability that the m−th state
is occupied. In this section, we assume that the atomic spin is quantized along the z−axes.
If we assume that the density matrix is diagonal, the local spin magnetization orthogonal to
the z−axes is zero (collinear case). We have
Sz = 〈ψ|Sz|ψ〉 =
∑
m
m|ψm|
2 =
∑
m
mnm . (4)
On order to simplify the notation, in this section we suppress the index related to the atomic
position in the lattice. The evolution equation for the occupation probability is
dnm
dt
∣∣∣∣
l−i
=Wm+ nm+1 +W
m
− nm−1 −W
m
0 nm ≡
∑
m′
Qm,m′nm′ . (5)
We have defined
Wm+ =T w
m
− e
β∆
2
Wm− =T w
m
+ e
−β∆
2
Wm0 =T
(
wm− e
−β∆
2 + wm+ e
β∆
2
)
,
where wm± =
γ2
~
(S(S + 1)−m(m∓ 1)), S is the total atomic spin, γ is the exchange in-
teraction strength, β = 1
kBT
where T is the temperature of itinerant electrons and kB the
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Boltzmann’s constant. The symbol ∆ = εm+1−εm+µ↓−µ↑ expresses the energy balance dur-
ing the collision process, εm indicates the energy of the local atomic Hamiltonian for the state
m obtained by diagonalizing Eq. (1), µ↓ and µ↑ are the quasi-equilibrium chemical potential
for, respectively, the spin down and spin up itinerant electrons [20]. We have defined
T =2pie−β
∆
2
∫ ∞
min(0,E↓−E↑−εm+εm+1)
ρ(E + E↑ + εm − εm+1)ρ(E + E↑)
1
1 + eβ(E+E↑−µ↓+εm−εm+1)
1
1 + e−β(E+E↑−µ↑)
dE ,
where ρ is the density the delocalized states. Equation (5) is obtained under the hypothesis
that the electron gas is in a quasi-equilibrium condition and a single isotropic band is con-
sidered. The details of the calculations are given in Appendix A. Equation (5) can be easily
extended to include two or more electron bands. Direct consequence of the balance equation
is Wm0 =W
m+1
− +W
m−1
+ . This ensures that the evolution equation describes a Markov chain
and Eq. (5) a Kolmogorov equation. From a physical point of view, Eq. (5) is obtained
by assuming that the electron momentum and spin after the collision are uncorrelated with
respected to their values before the collision. The choice of the out-coming momentums and
spins is constrained only by the conservation of the total angular momentum and energy.
Equation (5) can be solved by applying two different techniques: the deterministic approach
or the MC approach [22, 23]. In the deterministic case Eq. (5) is solved directly and the
evolution of the density nm is obtained by applying some numerical discretization scheme
[24, 25]. To our purposes, the MC procedure is particularly suited. Compared to the deter-
ministic solvers, the MC method provides some additional flexibility which results to be very
useful in order to treat at the same time the collisions itinerant-localized electrons and the
coherent evolution of the atomic states. In the MC framework, the time continuous density
n(t) is substituted by a stochastic continuous-time process. The evolution of n(t) is obtained
by sampling the paths of the family of random variables (Xt)t∈R+ . The probability density
of the continuous-time stochastic process is directly related to n(t). The link between the
process (Xt)t∈R+ and the occupation probability n(t) is given by the following result: we show
that E(Xt), the expectation of (Xt)t∈R+ , is equal to the atomic magnetization obtained by
solving the deterministic Eq. (5). It is convenient to write the solution of Eq. (5) in terms of
the propagator P (t)
nm(t) = Pm,m′(t)nm′(0) . (6)
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The evolution equation for P is
dP
dt
= QP , (7)
where infinitesimal generator Q is defined in Eq. (5) and the initial condition is Pn,m(0) =
δn,m. We interpret the propagator P as the transition semigroup of the continuous-time
Markov process (Xt)t∈R+ . The family of random variables (Xt)t∈R+ is a Poisson process
assuming the discrete values {−S,−S + 1, . . . , S}. We associate (Xt)t∈R+ to the evolution
equation (5), by imposing that the probability that (Xt)t∈R+ moves from the value m
′ to the
value m after a time delay s is [21]
P
(
Xt+s = m|Xt = m
′
)
= Pm,m′(s) . (8)
Since from Eq. (5), dnmdt depends only by nm±1, (Xt)t∈R+ jumps through consecutive values
of the spin. We denote by (Tn)n≥1 the increasing family of jump times of (Xt)t∈R+
T1 =inf {t > 0|Xt 6= X0}
Tn+1 =inf {t > Tn|Xt 6= XTn} .
Let
τn =Tn+1 − Tn
denote the time between two consecutive jumps. By construction, the probability distribution
P associated to the jump times Tn is solution of Eq. (7) which is of Kolmogorov-Markov type.
As a consequence, a well known property of the Markov process guarantees that the sequence
(τn)n≥1 is made of independent random variables exponentially distributed. We have
P
(
τn > t|XTn−1 = m
)
= e−W
m
0 t . (9)
The total collision frequency Wm0 governs the exponential decay of the probability. We verify
the compatibility between the continuous description of the evolution probability provided
by Eq. (5) and the statistic approach based on the stochastic process (Xt)t∈R+ . We assume
that at the time t0 only the state m
′ is populated
nm(t0) = δm,m′ .
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Coherently, we require the initial condition Xt0 = m
′. We have
E
(
Xt = m|Xt0 = m
′
)
=
∑
m
mP
(
Xt = m|Xt0 = m
′
)
=
∑
m
mPm,m′(t− t0)
where we have used Eq. (8). From Eq. (6) and Eq. (4) we have
Sz(t) =
∑
m
mnm(t) =
∑
m
mPm,m′(t− t0) .
We obtain that expectation of (Xt)t∈R+ is equal to the quantum mechanical expectation value
of the atomic spin obtained by Eq. (5)
E
(
Xt0+t = m|Xt = m
′
)
= Sz(t) .
From Eq. (5) and Eq. (9) we obtain the collision frequencies
τ−1l−i(m) ≡W
m
0 = T
(
wm− e
−β∆
2 + wm+ e
β∆
2
)
=
γ2
~
T
[(
S(S + 1)−m2
) (
eβ
∆
2 + e−β
∆
2
)
+m
(
eβ
∆
2 − e−β
∆
2
)]
.
For the sake of clarity, we write explicitly the infinitesimal generator defined in Eq. (5)
Q = T


W S0 W
S
− 0 0 0 0 . . .
...
. . . Wm+1+ W
m+1
0 W
m+1
− 0 0 . . .
. . . 0 Wm+ W
m
0 W
m
− 0 . . .
. . . 0 0 Wm−1+ W
m−1
0 W
m−1
− . . .


.
We define
P(m,↑)→(m+1,↓) ≡ lim
h↓0
P (Xt+h = m+ 1|Xt = m and Xt+h −Xt 6= 0)
P(m,↓)→(m−1,↑) ≡ lim
h↓0
P (Xt+h = m− 1|Xt = m and Xt+h −Xt 6= 0) ,
which represent the probabilities to have a transition from the initial state m to one of the
two possible states m± 1, assuming that the collision takes place at the time t. We have
P(m,↑)→(m+1,↓) =
Wm+1−
Wm+1− +W
m−1
+
=
1
1 +
wm−1−
wm+1+
eβ∆
=
1
1 +
1+ m
S(S+1)−m2
1− m
S(S+1)−m2
eβ∆
;m 6= S (10)
P(m,↓)→(m−1,↑) =
1
1 +
1− m
S(S+1)−m2
1+ m
S(S+1)−m2
e−β∆
;m 6= −S (11)
P(−S,↑)→(−S+1,↓) =P(S,↓)→(S−1,↑) = 1 . (12)
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4 Two-body interaction: first order approximation
In the previous sections we have introduced the relevant dynamic equations for the atom-atom
spin interaction at the molecular field level (Sec. 2) and for the scattering among localized and
itinerant electrons (Sec. 3). There are important physical processes that are not included in
the previous cases. In particular, we are interested to improve the description of the exchange
interaction and spin transfer by including some effects beyond the molecular field approxi-
mation. The spin exchange mechanism is a two-particle process. The Hilbert space is the
tensorial product of all the single particle electron spin spaces and the relevant mathematical
description has been developed in the framework of the many body theory of dynamical sys-
tems. A complete many body treatment of the problem lead to a mathematical formulation
which is usually beyond to the numerical possibilities. Different methods have been developed
in order to simplify the problem. Typically, the many body solution is projected on the single
particle atomic state space. In this way, the atom ensemble is described by a relatively small
Hilbert space. The standard way to achieve this decoupling is the application of the Fermi
Golden Rule (FGR). The FGR provides the first order probability to have a transition from
a initially occupied state to another available state after a time which is typically large com-
pared to the interaction time. The relevant expansion parameter is the interaction strength.
This procedure is particularly suited if the final states form a continuous, as for example the
energy band structure in a solid. In fact, the FGR is at the basis of the derivation of Eq.
(5). A second point is important for our discussion, we remind that the application of the
FGR assumes implicitly that the typical collision time is short. From a mathematical point
of view, the scattering probability is calculated by neglecting the time scale during which the
collision takes place. It is assumed that the initial state is populated at the time −∞ and the
final state is observed at the time +∞. In this limit, the time-energy uncertainly disappears
and we recover the conservation of the energy during the collision expressed in the form of a
Dirac delta function. In order to make the description consistent, it is thus necessary to have
a population of particles distributed on a continuous of states, over which the delta function
can be calculated. In the same time, the application of the FGR ensures that the final process
be Markovian. In fact, having taken the limit from −∞ to +∞ for the collision time interval,
all the memory effects are expected to disappear.
In this section, we modify the standard FGR procedure in order to describe the direct
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atom-atom interaction beyond the molecular field approximation. The standard perturbation
approach does not apply straightforwardly and some modifications to the standard FGR pro-
cedure are necessary. The reason is that the atomic spin states are usually a small number of
discrete states and cannot be approximated by a continuous. Coherently with the phenom-
enas that we have investigated so far, the final result will be interpreted in the probabilistic
way, treated as an additional stochastic process and simulated by the MC approach.
We derive the transition probability for the two-particle system in the presence of exchange
interaction at the first order on the perturbation expansion. We consider two atoms in
interaction and assume that the atoms are described by the following single particle wave
functions, respectively ψ a© and ψ b©. We fix the notation. We define by χ a©m and χ
b©
j , respectively
the basis elements for the system a© and b©. In Dirac notation
|ψ a©(t)〉 =
N a©∑
m=1
|χ a©m〉ψ
a©
m(t) .
The two-particle wave function is defined by Ψ = ψ a©⊗ψ b© and componentwise Ψmj = ψ
a©
mψ
b©
j .
The basis elements for the two-particle system are
∣∣∣χ a©m, χ b©j 〉 a©⊗ b©. To compact notations it is
convenient to introduce a collective index r = {m, j} and
|Ψ(t)〉 =
N a©⊗ b©∑
r=1
|χr〉
a©⊗ b©Ψr(t) .
We denote by Hl−l the two-particle Hamiltonian that describes the interaction. The many-
body quantum dynamics is usually extremely hard to solve and the complexity increases
exponentially with the number of particles. We limit ourselves to consider the first order
transition induced by Hl−l in the two-particle case. The exchange Hamiltonian is defined as
follows
Hl−lm1,j1;m2,j2 = γJ
a©
m1,j1
· J b©m2,j2 , (13)
where the dot denotes the scalar product, J the spin matrices and γ the exchange coupling
constant. Our results can be easily extended to more general two-particle interactions. Fixing
the z−axis as quantization axis, Eq. (13) becomes
Hl−lm1,j1;m2,j2 =γ δj1,m1δj2,m2m1m2 +
γ
2
(
[J a©− ]m1,j1 [J
b©
+ ]m2,j2 + [J
a©
+ ]m1,j1 [J
b©
− ]m2,j2
)
,
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where S denotes the total atomic spin and we have defined the operators J+ = Jx + iJy and
J− = Jx − iJy
[J±]j,j′ = δj,j′±1
√
S(S + 1)− jj′ .
For t = 0 we assume that only one component of the two-particle wave function is populated.
|Ψ(t0)〉 = |χr0〉
a©⊗ b© .
First order perturbation theory gives
|Ψr(t)|
2 =
4
|Er − Er0 |
2
∣∣∣Hl−lr0,r∣∣∣2 sin2
(
(Er − Er0)t
2~
)2
≃
∣∣Hl−lr0,r∣∣2
~2
t2 , (14)
where
Hl−lr0,r =
〈
χr0
∣∣∣Hl−l∣∣∣χr〉 a©⊗ b© .
This result can be expressed by the density matrix point-of-view. The two-particle density
matrix is
ρ a©⊗ b© =
∑
r,s
|χs〉 〈χr|
a©⊗ b© ρr,s(t) ,
and ρ a©⊗ b©(t0) = |χr0〉 〈χr0 |
a©⊗ b©. Equation (14) gives the first order diagonal transitions
nr(t) ≡ ρr,r(t) ≃
∣∣Hl−lr0,r∣∣2
~2
t2 .
Up to the first order in time, this result can be conveniently descried in term of a Markov
process if we rescale the time t = t2 and
nr
(
t
)
≡ nr
(√
t
)
=
∣∣Hl−lr0,s∣∣2
~2
t .
Up to the first order in the time variable t and with initial conditions nam = δm,m1 , n
b
m = δm,m2 ,
the evolution equations for the densities are (analogous for the state b)
dnam1
dt
=−
1
~2
(∣∣∣Hl−lm1,m1+1;m2,m2−1∣∣∣2 + ∣∣∣Hl−lm1,m1−1;m2,m2+1∣∣∣2
)
nam1 (15)
dnam1+1
dt
=
1
~2
∣∣∣Hl−lm1,m1+1;m2,m2−1∣∣∣2 nam1 (16)
dnam1−1
dt
=
1
~2
∣∣∣Hl−lm1,m1−1;m2,m2+1∣∣∣2 nam1 . (17)
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Equations (15)-(17) are a Kolmogorov system. Me apply the same procedure described in
Sec. 3 and we obtain an approximate solution of the system in terms of a continuous-time
stochastic process. For each initial value of the spin of the atoms a and b, denoted respectively
by m and m′ we have two transitions (m,m′)→ (m± 1,m′ ∓ 1). The collision times related
to such transitions are (we remind that we are using the scaled time variable t = t2)
1
τ l−l(m,m′)
=
1
~2
(∣∣∣Hl−lm,m+1;m′,m′−1∣∣∣2 + ∣∣∣Hl−lm,m−1;m′,m′+1∣∣∣2
)
=
γ2
2~2
[(
Sa(Sa + 1)−m2
) (
Sb(Sb + 1)−m′
2
)
−mm′
]
.
We have used
∣∣∣Hl−lm,m±1;m′,m′∓1∣∣∣2 =γ24 (Sa(Sa + 1)−m(m± 1))
(
Sb(Sb + 1)−m′(m′ ∓ 1)
)
.
We indicate by τk = T k+1 − T k the time spend in the i−th state between two consecutive
collisions. Due to Eqs. (15)-(17), the sequence (τ i)i≥1 is made of independent random
variables having the same exponential distribution. Each collision is described in the original
time variable t by the collision times Tk, and τk = Tk+1 − Tk. We have
P
(
τk > t
2|XaTk = m,X
b
Tk
= m′
)
= P
(
τk > t|XaT k = m,X
a
T k
= m′
)
= e
− t
2
τl−l . (18)
We have denoted by (Xat )t∈R+ and (X
b
t )t∈R+ the time-continuous stochastic processes asso-
ciated respectively to the state a and b. We are also interested to the probability that one
collision is produced in the interval n∆t < t < (n + 1)∆t, where ∆t denotes the time step
related to the variable t.
P
(
τk > (n+ 1)∆t
∣∣τk > n∆t and XaTk = m,XbTk = m′)
=P
(
τk > (n+ 1)
2∆2t
∣∣τk > n2∆2t and XaTk = m,XbT k = m′
)
=
P
(
τk > (n+ 1)
2∆2t
∣∣XaT k = m,XbT k = m′
)
P
(
τk > n2∆
2
t
∣∣XaT k = m,XbT k = m′
) = e− (n+1)2∆2t−n2∆2tτl−l = e−∆2tτ˜ ,
where we have defined τ˜ =
τ l−l
2n+1 . Finally, the probability transitions are
lim
h↓0
P(Xat+h = m± 1|X
a
t = m , X
b
t = m
′ and Xt+h −Xt 6= 0) =
τ l−l
~2
∣∣∣Hl−lm,m±1;m′,m′∓1∣∣∣2 .
(19)
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The case of spin 1/2 particle is particularly relevant. In this case the spin-spin Hamiltonian
takes the form
Hl−l =
γ
2
(σ+ ⊗ σ− + σ− ⊗ σ+) ,
where σ+ = σx + iσy, σ− = σx − iσy and σi, i = x, y, z denote the Pauli matrices. In the
two-particle basis states |↑, ↑〉, |↑, ↓〉, |↓, ↑〉, |↓, ↓〉, the Hamiltonian becomes
Hl−l =
γ
2


0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0


.
The collision time is for the transitions |↑, ↓〉 → |↓, ↑〉 and |↓, ↑〉 → |↑, ↓〉 is
1
τ l−l
=
γ2
4~2
,
and the transition probabilities
P(↑,↓)→(↓,↑) =P(↓,↑)→(↑,↓) = 1 .
5 Implementation of the Monte Carlo procedure
In order to clarify the application of our MC model, we describe into details how we solve the
dynamics of magnetism in a solid. We have classified the atom interactions in two groups:
the coherent and the collisional ones. The coherent dynamics describes the atomic spin-spin
interaction at the molecular field level. The collisional dynamics describes the interaction
between atoms and delocalized electrons (interaction type l − i) and the atomic spin-spin
interaction beyond the molecular field approximation (interaction type l − l). We simulate
the coherent dynamics by solving N coupled Schro¨dinger equations. The coherent dynamics is
interrupted by instantaneous scattering events estimated by random numbers. Once a collision
takes place, we project the wave function of the atom affected by the collision on the basis
states and we select a single state according to the rules of the collapse of the wave function
in quantum mechanics. We simulate the collision by generating random numbers. We select
the post-collisional state according to the transition probabilities of all the accessible final
states. After this, we close the loop by restarting the calculation of the coherent dynamics.
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We illustrate this procedure by adding few technical points. At the time t0, for each atomic
position Ri we extract two random numbers xl−i and xl−l associated respectively to the
atom-itinerant electrons and atom-atom scattering. The random variables are in the interval
[0, 1] with uniform probability. As discussed before, the collisional times for the l− i and l− l
processes are given by, respectively τl−i and τ l−l. We estimate that the atom at the position
Ri will experience a collision at the time t
∗ = t0+min(tl−i, tl−l), where tl−l =
√
−τ l−l ln(xl−l)
and tl−i = −τl−i ln(xl−i). During the interval [t0, t
∗) we solve Eq. (1) numerically and we
calculate ψ(t∗). The initial state for the collision is obtained by the discrete random variable x
which is in the set {−S, . . . , S} with probability |ψm(t
∗)|2. In the case tl−i < tl−l, the collision
is of type l− i. In this case we have two possible transitions, respectively (m, ↑)→ (m+1, ↓)
and (m, ↓)→ (m− 1, ↑) with probabilities given by Eqs. (10)-(12).
In the case the dominant collision is of type l − l, we evaluate the spin of the neighbor
atom with which the spin exchange process is done. We proceed the same way as we have
done for the i−th atom. If we denote by m′ the spin of the neighbor atom, we have two
possible transitions (m,m′)→ (m±1,m′∓1) with probabilities given by Eq. (19). We select
one of these two possibility by generating a random number and we update the spins states
of both the atoms.
6 Numerical results
We illustrate our approach by calculating the static magnetization of a homogeneous sample
constituted by a single specie of atoms arranged in a cubit lattice. We perform our calculations
for Cobalt (fcc). Each atom is represented by a single wave function ψi(t) ∈ C2S+1 where the
total atomic spin S = 1.
The main contribution to the magnetic order comes from the Heisenberg exchange in-
teraction. For the sake of simplicity, we cutoff the exchange interaction up to the first six
neighbors of each atom. Concerning the exchange constant we take γ = 35.7 meV which has
been obtained by ab initio calculations in Ref. [26]. We do not include an external magnetic
field. Due to the axial symmetry of the interactions, the atomic spins are collinear and the
local Hamiltonian is diagonal. The eigenvalues of the atomic Hamiltonian at the position Ri
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Figure 1: Static magnetization of Co. Blue continuous curve: Quantum MC model. Red
dashed curve: Classical LLG model.
are
εim = −m
γ
~2
∑
〈j∈ NNi〉
Sjz m = −S, . . . , S.
In figure 1 (continuous blue curve) we depict the magnetization curve of Cobalt as a function
of the temperature. Each stationary state is obtained by solving the time dependent system
for a time interval sufficiently long. The number of atoms used in the simulations is around
7 × 105. Our estimation of the Curie temperature TC agrees with the experimental value
TC ≃ 1300 K. In order to appreciate the advantage of using a quantum model, in the same
figure, we compare our results with the magnetization curve obtained by solving the classical
LLG equation as described in Ref. [14] (dashed red curve) with the same parameters.
The magnetization dynamics is reproduced in figure 2. The simulations are preformed as
follows. As initial state we take the equilibrium state obtained by fixing the temperature of
the system. We excite the system by rising instantaneously the temperature of the electron
gas [27, 28, 29, 30]. This simulate the excitation of the system by an intense and short
laser pulse. Typically, the laser pulses used for the study of the ultrafast magnetization
dynamics in nanostructures have a width smaller than 100 fs. The main effect of such an
excitation is to create a quasi-equilibrium population of hot electrons in the delocalized bands
[31, 12]. The electrons located around the atoms are less affected by the excitation. In the
left panel of figure 2 we depict the evolution of the magnetization of the sample after the
excitation. In our simulation we have chosen as temperatures before and after excitation,
15
0 0.05 0.1 0.15 0.2 0.25
time (ps)
0.7
0.75
0.8
0.85
0.9
0.95
0 0.05 0.1 0.15 0.2 0.25
time (ps)
0.15
0.2
0.25
0.3
0.35
Figure 2: Dynamics of the magnetization. Left panel: Mean magnetization of the sample.
Right panel: Spin dependent chemical potentials, µ↑ (red curve) and µ↓ (blue curve).
respectively 800 K and 1150 K. Our results agree with the experiments and reproduce the
ultrafast demagnetization effect which has been observed in various nanometric systems [1, 12,
7, 16, 32, 33, 34]. In the right panel we depict the evolution of the spin dependent chemical
potential of the delocalized electrons µ↑ (red curve) and µ↓ (blue curve). As expected, at
the equilibrium, the spin up and spin down chemical potentials coincide (see Eq. (25)).
Our results show that the demagnetization dynamics is characterized by out-of-equilibrium
distribution of itinerant electrons.
7 Conclusions
We have presented a dynamical model that describes various types of atomic interactions
inside a magnetic nanomaterial. Our model is based on the assumption that the atoms form
a net of interacting localized quantum particles that exchange energy and spin with gases of
itinerant electrons. We divide the dynamics in two parts: coherent evolution and collisions.
The coherent evolution is treated at the quantum level, the evolution of the atom wave func-
tion is evaluated by solving a set of nonlinear Schro¨dinger equations. The coherent dynamics
of the atoms is interrupted by instantaneous collisions with itinerant electrons. We associate
each collision event to the quantum collapse of the local atomic wave function. We reproduce
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the collision processes by a MC approach. In this contribution we have presented into details
the algorithm used for the simulations. In particular, we have focused our discussion on the
interplay and on the compatibility between the stochastic and the deterministic description
of the particle dynamics. An innovative aspect of our research concerns the use of stochastic
models to describe the coherent two-particle interaction beyond the local main field approxi-
mation. By reducing significantly the computational effort required by the simulations, this
procedure can be very useful to develop realistic models of systems containing many particles.
Our model is potentially able to include many aspects of the microscopic atomic dynamics
such as the distinction between spin and orbital angular momentum, the spin-orbit effect, the
magnetic anisotropy, the orbital quenching due to the lattice potential. In Ref. [17] we have
compared our simulations with the experiments presented in Ref. [12], where the ultrafast
magnetization dynamics of CoxTb1−x has been investigated.
Our stochastic-quantum model seems very promising for future applications. In fact,
our approach is able to reproduce two important aspects of the physics of open quantum
systems containing many particles: the equilibrium configuration and the dynamics induced
by external perturbations.
A Collision between localized and itinerant electrons
The evolution equation for the localized spin particles in contact with a bath of itinerant
electrons is given by
dnm
dt
∣∣∣∣
l−i
=nm+1T
m+1,m
↓,↑ + nm−1T
m−1,m
↑,↓ − nm
(
T m,m+1↑,↓ + T
m,m−1
↓,↑
)
, (20)
where
T m
′,m
σ′,σ =2pi
∫
Wm′σ′→mσ(k
′,k) [1− fσ(k)]fσ′(k
′)δ(Eσ(k)− Eσ′(k
′) + εm − εm′)
dk′
(2pi)3
dk
(2pi)3
.
We denote by fσ(k) the electron distribution function and by k the electron wavenumber.
The collision kernel is
Wm′σ′→mσ(k
′,k) =wm± δm,m′±1δσ,σ′∓1 ,
with wm± =
γ2
~
(S(S + 1)−m(m∓ 1)), S is the total spin and γ is the exchange interaction
strength. We assume isotropy of the bands. We write the energy of the spin up and spin
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down bands as
Eσ(k) = Eσ + E(|k|) ,
where Eσ is the band edge. We assume that f is described by a quasi-equilibrium Fermi-Dirac
distribution
fσ(k) =
(
1 + eβ(Eσ(k)−µσ)
)−1
, (21)
where µσ is the spin dependent chemical potential, β =
1
kBT
, kB is the Boltzmann’s constant
and T is the gas temperature. With this assumption, we obtain
T m
′,m
σ′,σ =


Cm+1,m↓,↑ if m
′ = m+ 1, σ′ =↓, σ =↑
Cm−1,m↑,↓ if m
′ = m− 1, σ′ =↑, σ′ =↓
0 otherwise
where
Cm
′,m
σ′,σ =2piw
m
m−m′
∫ ∞
0
ρ(E′ + Eσ′)ρ(E + Eσ)
1
1 + eβ(E
′+E
σ′−µσ′)
eβ(E+Eσ−µσ)
1 + eβ(E+Eσ−µσ)
δ(E + Eσ − E
′ − Eσ′ + εm − εm′) dE
′ dE .
Here, ρ is the density of states and εm the energy of the m−th localized spin state. After few
manipulations and using wm+1+ = w
m
− we obtain
T m,m+1↑,↓ = T
m+1,m
↓,↑ e
β(−εm+1+εm−µ↓+µ↑)
T m−1,m↑,↓ = T
m,m−1
↓,↑ e
β(−εm+εm−1−µ↓+µ↑) .
The evolution equation becomes
dnm
dt
∣∣∣∣
l−i
=nm+1T
m+1,m
↓,↑ + nm−1T
m,m−1
↓,↑ e
β(−εm+εm−1−µ↓+µ↑)
− nm
(
T m+1,m↓,↑ e
β(−εm+1+εm−µ↓+µ↑) + T m,m−1↓,↑
)
. (22)
In many cases the energy of the localized states is linear, εm = C +mB for some coefficients
C and B. In this case, the coefficients appearing in Eq. (22) can be expressed by a single
integral
T↓,↑ =2pi
∫ ∞
min(0,E↓−E↑−εm+εm+1)
ρ(E + E↑ + εm − εm+1)ρ(E + E↑)
1
1 + eβ(E+E↑−µ↓+εm−εm+1)
1
1 + e−β(E+E↑−µ↑)
dE .
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We obtain
dnm
dt
∣∣∣∣
l−i
=T↓,↑
[
nm+1w
m
− + nm−1w
m
+ e
β(−εm+εm−1−µ↓+µ↑) − nm
(
wm− e
β(−εm+1+εm−µ↓+µ↑) + wm+
)]
,
where we have used
T m+1,m↓,↑ =w
m
−T↓,↑
T m,m−1↓,↑ =w
m−1
− T↓,↑ .
It is convenient to write the equation in a more symmetric form
dnm
dt
∣∣∣∣
l−i
=T
[
eβ
∆
2 nm+1w
m
− + nm−1w
m
+ e
−β∆
2 − nm
(
wm− e
−β∆
2 + wm+ e
β∆
2
)]
, (23)
where we have used −εm+1+εm = −εm+εm−1 and we have defined ∆ = εm+1−εm+µ↓−µ↑
and T = e−β
∆
2 T↓,↑. Equation (23) admits the following stationary equilibrium distribution
nm =
e−βεm∑
m e
−βεm
(24)
µ↓ =µ↑ . (25)
For completeness we describe evolution equation for the itinerant charges.
dfs(k)
dt
=
∑
j,m,m′
nmWm′j→ms
∫
fj(k
′) (1− fs(k)) δ(Eσ(k) −Eσ′(k
′) + εm − εm′)
dk′
(2pi)3
−fs(k)
∑
j,m,m′
nm′Wms→m′j
∫ (
1− fj(k
′)
)
δ(Eσ(k)− Eσ′(k
′) + εm − εm′)
dk′
(2pi)3
.
For our purposes, it is not necessary to solve this equation. In our model we assume that
the electrons are in a quasi-equilibrium state, defined by Eq. (21) where the time dependent
parameters are the electron temperature T and the spin dependent quasi-Fermi level µσ. All
the informations that we need in order to evaluate the evolution of T and µσ can be obtained
from our MC scheme by consistency arguments. Every time that the spin of one atom is
modified by a collision with an itinerant spin, due to the conservation of the total spin and
energy, the same amount of spin and energy, with opposite sign, is modified in the electron
gas. With this consideration, we can estimate the modification of the energy and the number
of spin flips which occur during a time interval ∆t.
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