Back-propagation network (BPN) has the advantage of simulating a nonlinear system that is difficult to describe by a physical model. This study introduces a back-propagation network methodology to estimate the accelerated life reliability. The environmental stresses and failure times are chosen as the input variables. An optimum prediction system is acquired by adjusting the number of neurons in the hidden layer and the output layer of neural networks. For a numerical example, the developed BPN architecture is applied to real accelerated life testing data of the STN-LCD modules which are distributed as a Weibull distribution. By the research result, we can have the conclusion that the BPN methodology is practical to make the reliability inference with the advantages of self-learning ability even without mathematics models.
Introduction
It is a quite important issue for manufacturer to choose an appropriate reliability evaluation method for getting a good balance between the consumer's needs, the cost, quality and time in a competing environment. Usually, the reliability of products is evaluated by the accelerated life testing (ALT) to analyze and then extrapolate it to normal operating conditions. This inference is often complicated by the presence of multiple failure modes and variations in manufacturing that may create a heterogeneous component population, or incomplete data. This makes the standard physics-statisticsbased models such as Arrhenius model, Eyring model, and General Log-Linear model inadequate [2, 4] .
In this study, the back-propagation network methodology is adopted to estimate the accelerated reliability by integrating multiple stress-type accelerated life data and neural networks. Backpropagation network has the advantage of simulating a nonlinear system that is difficult to describe by a physical model.
Conventional Physics -Statistics Based Models
Elsayed (1996) classifies the reliability inference procedures (or models) into three types: statistics based models, physics-statistics based models, and physics-experimental based models. The physics-statistics based models are needed to describe the failure rate relationships. For the accelerated life testing involving multiple accelerating stresses, the General Log-Linear model (GLL) is a suitable model. GLL model describes the life characteristic as a function of a vector of n stresses. Mathematically the GLL model is given by, ω ω η (1) where ω 0 andω l are model parameters, S is a vector of n stresses.
The reliability for the GLL relationship and the Weibull distribution is given by the next.
( ) (2) where β is the shape parameter and η is the scale parameter of Webull distribution. The shape parameter, β, is assumed to be constant across the different stress levels.
Methodology Development
The analysis of failure time data with applied stresses under accelerated conditions often involves complex and not well-known failure time distributions. A good ALT estimation methodology therefore needs to be flexible in order to deal with such natural complexity and robust to unknown failure time distributions. Artificial Neural Networks is an important member of the Artificial Intelligence and it is famous for its learning ability. Especially, the Back-propagation Neural Network has been applied to many different areas. If we can obtain the reliability data form the former experiments and train the network. It will be a great help to establish an estimation system to help the reliability estimation.
Back-Propagation Networks. The most widely used neural network is the Back Propagation algorithm. This is due to its relatively simplicity, together with its universal approximation capacity [6, 9, 11] . The BPN is applied to this research with one hidden layer, as shown in Fig 1. Design of Neural Network. Before applying the back-propagation, there are several things needed to define as follows:
1. The training function: MATLAB's Levenberg-Marquardt 2. The input variables: environmental stresses (temperature, humidity, voltage), and failure time. 3. The output values: reliability 4. The number of hidden layers = 1. 5. The number of hidden neurons = 1, 2, 3, or 4. 6. The criterion that terminates the algorithm ( Learning epochs = 10,000) 7. The non-linearity function: the sigmoid function Moreover, we adjust the number of neurons in the hidden layer and the output layer of neural networks and utilize the variant network structures and algorithms to analyze and modify the results. Therefore, an optimum prediction system is acquired.
Measurements of neural network training. Since the gradient descent procedure employed by the Back-propagation training algorithm attempting to minimize the MSE (mean square error), a common method for measuring the performance of a back-propagation network has been calculated the MSE over the entire set of training data and/or validation data. Thus, a lower MSE would indicate a better performing model. The definition of MSE is (3) where n j represents the number of data under the stress j, i is the failure order, R( ) represents the actual reliability, and R ( ) represents the estimated reliability. 
Numerical Example
As a numerical example, the developed BPN architecture is applied to the real accelerated life data of the STN-LCD modules which are distributed as a Weibull distribution with a common β parameter of 3.732, as shown in Fig. 2 .
There are five stress levels, as shown in Table 1 . The global set of experimental data is divided into two randomly selected groups: the training data set, corresponding to 2/3 of the data, and the validation data set, corresponding to the rest 1/3 of the data. Therefore, the generalization capacity of the network could be checked after the training phase.
Neural Network ToolBox of Matlab7 is used to train and test BPN. Input for the network was a list of 4 variables, the environmental stresses (temperature, humidity, voltage) and failure time. The output value is the estimated reliability. Levenberg-Marquardt is chosen as training function, and Sigmoid Function is selected as the BPN transfer function. We set hidden layer as one layer the number of hidden neurons is set as 1, 2, 3, and 4 respectivelyand the training cycles is 10000 Cycles. We performed 10 times iterations per BPN architecture pattern during training and testing to measure the neural network training.
In the training and testing stage, a lower MSE would indicate a better performing model. As shown in Table 2 , in the training comparisons of different hidden neurons, the result indicated that 4 neurons structure is preferred.
In this example, through combinations of different number of hidden neurons, we can make a conclusion that the MSE of training is the lowest (0.001544) in the situation of 4 hidden neurons. The MSE of testing is also the lowest (0.001734) in the situation of 4 hidden neurons.
Summary
We presented a simple and quick method to evaluate the accelerated reliability for STN-LCD modules through the use of artificial neural networks in this study. The use of BPN models for predicting reliability is better than conventional regressions. This is probably due to the non-linearity of the relationships between variables. If we can obtain the reliability data form the former experiments and train the network. It will be a great help to establish a pre-estimation system to help the reliability estimation under different environmental stresses.
