Motivated by problems in Community Detection, we introduce a new class of sparse spatial random graphs. These graphs can be seen as 'planted-partition' versions of the classical random connection graphs studied in Stochastic Geometry. Roughly speaking, we consider an infinite random graph with the vertex set identified by the natural numbers N. Each node has two labels, a R d valued location label and a {−1, +1} valued community label. We model the location labels to form the support of a homogeneous Poisson Point Process (PPP) of intensity λ on R d and the community labels are i.i.d. and uniformly distributed in {−1, +1}. Conditional on the node labels, edges are drawn independently at random so that on average, a node has more edges to other nodes of the same community than the opposite community. The central question on this model is that of community detection which asks how well can one partition the nodes into representative communities, given a single realization of the location labels and the edges drawn by assuming a partition. We establish a phase-transition for this problem in the sparse graph regime. We show that if the intensity λ is sufficiently small, then there exists no algorithm that beats a random guess for the partition. Conversely, we give an algorithm that efficiently performs community detection, when the intensity λ is sufficiently high. The key techniques employed in this paper are closely related to those used to study continuum percolation.
I. INTRODUCTION
Community Detection, also known as the graph clustering problem, is the task of grouping together nodes of a graph into representative clusters. This problem has several incarnations that have proven to be useful in various applications ( [12] ) such as social sciences ( [15] , [26] ), image segmentation [31] , recommendation systems ( [17] , [28] ), web-page sorting [16] , and biology ( [30] , [6] ), to name a few. The present paper pertains to the above class of problem with the additional structure coming from the fact that each node has a location label. The Euclidean random graph model we propose to study community detection is a 'multi-type' version of the random connection model introduced by Penrose [27] . Our graph which is denoted by G n has a random Poisson number N n of nodes with mean λn. In our setting, n is a parameter that will tend to infinity while λ > 0 is a fixed constant which we denote as the intensity parameter. Conditional on N n , each node i ∈ [1, N n ] has two labels, a location label X i ∈ B n := − n 1/d 2 , n 1/d 2 and a community label Z i ∈ {−1, +1}, both distributed uniformly over their respective domains and independent of everything else. In other words, conditional on N n , all node labels are independent. Note that in any volume of unit Lebesgue measure in the set B n , the average number of nodes having location label in that set is λ, thereby justifying calling it as the intensity parameter. Conditional on the node labels, two nodes at locations x, y ∈ B n and community labels Z x , Z y ∈ {−1, +1} are connected by an edge in G n independently of other edges with probability f in (||x − y||) if Z x = Z y or with probability f out (||x−y||) if Z x = Z y , where ||·|| denotes the Euclidean norm. We assume 1 ≥ f in (r) ≥ f out (r) ≥ 0 for all r ≥ 0. Therefore the graph is expected to have more edges within communities than across. Furthermore, we consider the sparse graph regime where x∈R d f out (||x||) ≤ x∈R d f in (||x||)dx < ∞. Hence in this sparse regime, the average degree of any node in G n is bounded above by (λ/2) x∈R d (f in (||x||) + f out (||x||))dx < ∞ uniformly in n. Moreover, in this sparse regime, the boundary effects due to the finite window B n will not matter for large n.
The Community Detection (CD) problem in this context refers to when and how one can estimate the partition of the nodes of G n into communities better than at random, from an observation of the graph and the spatial location labels that generated the graph. Although this requirement on estimation is very weak, we see through our results that this is indeed the best one can hope for in the sparse graph setting considered here. For simplicity, we also assume that the algorithm has knowledge of the connection functions f in (·), f out (·). The estimation of the connection functions from data in our spatial setup is an interesting research question which we leave for future work.
A. Motivations for a Spatial Model
Our main motivation for introducing this model is an attempt at bridging two facets of the community detection literature. The most widely studied model for Community Detection is the Stochastic Block Model (SBM) introduced by Holland .et .al [15] , which is a multi-type Erdős-Rényi graph. In the simplest case, the two community symmetric SBM corresponds to a random graph with n nodes, with each node equipped with an i.i.d. uniform community label in {−1, +1}.
Conditionally on the labels, pairs of nodes are connected by an edge independently of other pairs with two different probabilities depending on whether the end points are in the same or different communities. This random graph is also studied widely in Mathematics as the inhomogenous random graph. It is now well understood that the sparse SBM is 'locally tree-like', i.e. the total number of short cycles in the graph is small. However, it has been empirically observed that social networks are 'sparse' and 'transitive'. Sparsity in social networks can be understood through the 'Dunbar's number' [10] , which concludes that an average human being can have only about 500 'social relationships' (online and offline) at any point of time. This is a fundamental cognitive limitation of human beings and not that of access or resources, thereby justifying models where average node degree is independent of the population size. In addition, social networks are transitive in the sense that any two agents sharing a mutual common neighbor tend to have an edge among them as well, i.e., the graph has many triangles. These observations make the sparse SBM non realistic and have led to the development of Latent Space Models ( [13] , [14] ) in the social sciences literature. These are sparse spatial graphs in which the agents of the social network are assumed to be embedded in an abstract social space that is modeled as a finite dimensional Euclidean space and conditional on the embedding, edges of the graph are drawn independently at random as a non-increasing function of the distance between two nodes. Thanks to the properties of Euclidean geometry, these models are transitive and sparse, and have a better fit to data than any SBM ( [13] ).
Thus, one can view our model as the simplest planted-partition version of the Latent Space model, where the nodes are distributed uniformly in a large compact set B n and conditional on the locations, edges are drawn depending on Euclidean distance through two connection functions f in .(·) and f out (·). This is indeed the simplest model and one can imagine more complex extensions wherein the location labels on nodes are known either noisily or completely unknown. However, the case with exact knowledge of spatial labels considered in this paper itself presents a first mathematical challenge and we believe its understanding can shed light into analysis of more sophisticated models with noisy or missing location labels.
B. Central Technical Challenges
The main specialty in studying our model arises from the fact that the graph structure is not 'locally tree-like'. As the edges are drawn based on Euclidean geometry, it naturally forces our graph to be 'locally dense' even though it is globally sparse. The sparse SBM is locally 'tree-like' and has very few short cycles [25] . This comes from the fact that the connection probability in a sparse SBM scales as c/n for some c > 0. The connection function in our model does not scale with n. This fundamental difference in structure requires us to use different tools to attack the problem than those considered for the sparse SBM. In particular, we use ideas from continuum percolation theory to exploit the locally dense but globally sparse nature of the graph to propose a novel clustering algorithm. We give a lower bound by establishing a reduction to a problem we call 'Information Flow from Infinity'. This question as posed in the continuum is new to the best of our knowledge, although it bears similarities to reconstruction problems studied on trees ( [22] , [11] ).
The other specialty of our setting is the presence of location labels which are known exactly to the algorithm. This provide some form of 'side-information' which any estimator must exploit. We do this in a two step idea. First, we identify the nodes that are 'nearby' to a given node in Euclidean distance. Subsequently we classify every node just based on the induced graph among its spatial neighbors. As our graph is locally dense, this scheme works very well, even though we look only at a very small portion of the graph to classify a node.
C. Related Work
Community Detection on sparse graphs has mostly been studied on the SBM as the random graph model. The study of SBM has a long history in the different literatures : statistical physics (see [9] and references therein), mathematics (for ex. [3] , [25] ) and computer science (for ex. [19] , [7] , [24] ). We refer the reader to the comprehensive survey [1] for a complete mathematical and algorithmic treatment of the Community Detection problem on the SBM. The survey of [21] gives a complete treatment of the SBM from a statistical physics view point. In recent years, there have been considerable efforts to establish exact phase-transitions for Community Detection in the sparse SBM ( [25] , [23] , [18] , [5] and [2] ). These results for the SBM motivate the investigation of phase-transitions for Community Detection and distinguishability in our model. Most of the results on the sparse SBM rely on the locally tree-like property of the random graph in some way or the other ([1] has a nice account of the methods) and are hence not directly applicable in our setting. The key ideas for all our results come from different problems studied in Stochastic Geometry ( [27] ) and Percolation Theory [4] .
D. Organization of the paper
We give a formal description of the model and the problem statement in Section II. We then present our main theorem statements in Section III. We describe our GBG Algorithm in Section IV where we first give the idea and then the details of the algorithm. Due to space constraints, we do not provide proofs and refer the reader to the full version [29] of this paper.
II. MATHEMATICAL FRAMEWORK AND PROBLEM STATEMENT
We describe the mathematical framework based on stationary point processes and state the problem of Community Detection. We just set a common shorthand notation to be used throughout the paper. For an arbitrary t ∈ R + , the term o t (1) denotes a bounded function t → a t from R + to R + such that lim t→∞ a t = 0.
A. The Planted Partition Random Connection Model
For technical simplicity, we first define an infinite spatial random graph G and consider the Community Detection problem on appropriate finite sub-graphs G n . We suppose there exists an abstract probability space (Ω, F, P) on which we will construct our infinite random graph G which is parametrized by λ ∈ R + , d ≥ 2 and two functions f in (·), f out (·) : R + → [0, 1] such that for all r ≥ 0 we have f in (r) ≥ f out (r). The nodes of G are indexed using N and each node has two labels, one denoting its location in R d , and another being a community label taking values in {−1, +1}. We first sample the location and community labels of G by a marked pointprocess, where atoms of the point process represent the location labels of nodes and marks of the point-process represent community labels on nodes. Conditionally on the locations and the community labels, the edges of G will be drawn independently at random between pairs of nodes. Formally, we let φ :
The interpretation is that node i ∈ N of G has the random variable X i ∈ R d for location label. We further mark each atom i ∈ N of φ with random variables
The interpretation of φ and its marks is that every node i ∈ N of G has a location label given by X i ∈ R d and a community label given by Z i ∈ {−1, +1}. This community label is moreover i.i.d. and independent of everything else. We will use the marks {U ij } j∈N\{i} to sample the graph neighbors of a node i as follows. An edge between two nodes i and j,
In other words, conditionally on the node labels, an edge is present between node i and j independent of other pairs of edges with prob-
From Campbell's theorem, the average number of neighbors any node has from its own community is (λ/2) x∈R d f in (||x||)dx and (λ/2) x∈R d f out (||x||)dx in the opposite community. Hence, if x∈R d f in (||x||)dx < ∞, almost-surely, all nodes have finite degree and we call this regime sparse. In the rest of this paper, we will assume that x∈R d f in (||x||)dx < ∞, i.e. the graph is sparse unless we state otherwise.
The random graph G can be viewed as a 'plantedpartition' version of the classical random-connection model ( [20] ). Given λ ∈ R + , g(·) : R + → [0, 1] and d ≥ 1, the classical random-connection model H λ,g(·),d , is a random graph whose vertex set forms a homogeneous PPP of intensity λ on R d . Conditionally on the locations, edges in H λ,g(·),d are placed independently of each other where two points at locations x and y of R d are connected by an edge in H λ,g(·),d with probability g(||x − y||).
B. The Community Detection Problem
To state the Community Detection problem, we will consider some finite restrictions of the infinite random graph G. Denote by B n :
, the cube of area n in R d . Let φ n be the restriction of φ to B n and G n be the restriction of G to the nodes that are located in B n . Denote by N n the number of nodes of the graph G n . From properties of the PPP, the random variable N n is Poisson with mean λn. Moreover, conditionally on N n , these nodes are placed uniformly and independently in B n . Recall that since the atoms of φ are numbered in increasing l ∞ distance, N n = inf{i ∈ N : X i / ∈ B n }, i.e. the first N n atoms of φ lie in B n . Notice that the description given here and in the introduction are identical in distribution and hence we decide to use the same notation as the problem definition is only distributional as seen in Definition 2 below. Before describing the problem, we need the definition of 'overlap' between two sequences. Definition 1. For any a, b ∈ {−1, 1} t , t ∈ N, the overlap between a and b is defined as
i.e. the absolute value of the normalized scalar product.
, which are a deterministic function of the observed data G n and φ n , such that there exists γ > 0 satisfying,
where O n is the overlap between {τ
. Note that we assume that the algorithm has access to the parameters f in (·), f out (·) and λ although this assumption may not always hold in practice. As mentioned, the estimation of model parameters from data itself will form an interesting technical question which we leave for future work. We take an absolute value in the definition of overlap since the distribution of G is symmetric in the community labels. In particular, if we flipped all community labels of G, we would observe a graph which is equal in distribution to G. Thus, any algorithm can produce the clustering only up-to a global sign flip, which we capture by considering the absolute value. We take finite restrictions B n since the overlap is not well defined if N n = ∞. A natural question then is that of 'boundary-effects', i.e. the nodes near the boundary of B n will have different neighbor statistics compared to those far away from the boundary. However since G n is sparse, except for a o n (1) fraction of nodes, all nodes in G n will have the same degree as in the infinite graph G, i.e. the boundary effects are negligible.
A key new feature of our Definition 2 comes from our assumption that the algorithm has knowledge of all location labels on the nodes and it only needs to estimate the missing community labels. Our definition of detection which sometimes is also referred to as weak-recovery in the literature, deems an algorithm successful at community detection if it can correctly classify a fraction larger than half of the nodes. Observe that achieving γ = 0 (which amounts to correctly classifying exactly half the nodes) in the definition is trivial: this is obtained by associating a +1 to all nodes; by the Strong-Law of Large numbers, we will achieve an overlap of 0. There are other notions of recovery of interest such as strong recovery or exact-recovery which asks whether one can achieve γ = 1 − for all > 0 or γ = 1 respectively. However, if the graph G is sparse, we show (in Corollary III-A), that achieving γ = 1 − for all > 0 is not possible. Thus, the interesting question in the sparse regime is to consider when and how one can achieve any γ > 0.
The following elementary monotonicity property is evident from the definition of the problem and sets the stage for stating our main results. The proof follows from elementary monotonicity and thinning properties of the PPP. We skip the proof due to lack of space and can be found in the full version [29] . This proposition is not that strong since it does not rule out the fact that λ c is either 0 or infinity. Moreover, this proposition does not tell us anything about the existence of polynomial time algorithms, just about the existence or non-existence of any (polynomial or exponential time) algorithms. The first non-trivial result would be to establish that 0 < λ c < ∞, i.e. the phase transition is strictly non-trivial and then to show that for possibly a larger constant, the problem is solvable efficiently, which we establish in Section III.
Notation -Palm Probability
Before stating the results, we will need an important definition. We define the Palm Probability measure P 0 of a point process in this subsection for future reference. Roughly stated, the Palm measure is the distribution of a marked point process φ 'seen from a typical atom'. We refer the reader to [8] for the general theory of Palm measures. However thanks to Slivnyak's theorem [8] , we have a simple interpretation of P 0 which is what we will use. The measure P 0 is obtained by first sampling φ and G from P and placing an additional node indexed 0 at the origin of R d and equipping it with an independent community label and edges. The label of this node at the origin will be denoted by Z 0 ∈ {−1, +1} which is uniform and independent of anything else. Conditionally on Z 0 , φ and the labels {Z i } i∈N , we place an edge between node i ∈ N and this extra node at the origin with probability f in (||X i ||)1 Z i =Z 0 + f out (||X i ||)1 Z i =−Z 0 independently of the edges between j = i ∈ N and the origin.
III. MAIN RESULTS
In this section, we state the main results of this paper. We refer the reader to [29] for proofs.
A. Lower Bound for Community Detection
To state the main lower bound result in Theorem 4 below, we set some notation. For the random connection model graph H λ,g(·),d , denote by C H λ,g(·),d (0) the set of nodes of H λ,g(·),d that are in the same connected component as that of the node at the origin under the measure P 0 . Denote by θ(H λ,g(·),d ) := P 0 [|C H λ,g(·),d (0)| = ∞] the percolation probability of the random graph H λ,g(·),d , i.e. the probability (under Palm) that the connected component of the origin has infinite cardinality. This theorem states that if the two functions f in (·) and f out (·) are not 'sufficiently far-apart', then no algorithm to detect the partition of nodes can beat a random guess. As a corollary, this says that Community Detection is impossible for d = 1.
Proof. This is based on the classical fact that for all g(·) : R + → R + such that x∈R g(||x||)dx < ∞, θ(H λ,g(·),1 ) = 0.
The following corollary gives a quantitative estimate of the percolation probability for higher dimensions in terms of the problem parameters.
Proof. From classical results on percolation [20] , by comparison with a branching process, we see that
Recall that if the graph G is sparse (finite average degree), then x∈R d f in (||x||)dx < ∞ which implies from Corollary 6 that λ c is strictly positive in the sparse regime.
B. Algorithm for Community Detection
Our main result in the positive direction is the GBG algorithm described in Section IV. Its performance guarantee is presented here.
Theorem 7. If f in (·) and f out (·) are such that {r ∈ R + : f in (r) = f out (r)} has positive Lebesgue measure and d ≥ 2, then there exists a λ upper < ∞ depending on f in (·), f out (·) and d, such that for all λ ≥ λ upper , the GBG algorithm solves the Community Detection problem. Moreover, GBG, when run on data (G n , φ n ), has time complexity order n 2 and storage complexity order n.
This gives a complete non-trivial phase-transition for the sparse graph case where we have 0 < λ c < ∞. This implies the existence of different phases. Moreover, we have quantitative bounds λ lower ≤ λ c ≤ λ upper for the critical value where the phase-transition occurs.
C. Tightness of the Phase-Transition
The following proposition shows that our bounds for the phase-transition are tight for certain specific families of connection functions. Hence, in view of Theorem 4, for f in (r) = 1 r≤R 1 and f out (r) = 1 r≤R 2 for some R 1 ≥ R 2 , then if λ is such that θ(H λ,f in (·)−f out (·),d ) = 0, no algorithm (exponential or polynomial) time can solve Community Detection, while if λ is such that θ(H λ,f in (·)−f out (·),d ) > 0, then a linear time algorithm exists to solve Community Detection. This gives a sharp phase-transition for this particular set of parameters where the problem shifts from being unsolvable even with unbounded computation to being efficiently solvable. However, we believe identifying an exact phase transition in general is difficult as a much simpler problem of identifying a phase-transition for percolation itself is unknown in the Random Connection Graphs.
D. Identifiability of the Planted Partition
The key result we show is that the planted partition random connection model on R d is always mutually singular with respect to any random connection model without communities. Let M G (R d ) denote the Polish space of all simple spatial graphs whose vertex set forms a locally finite set of R d . Thus, our random graph G or the random connection model H λ,g(·),d can also be viewed through the induced measure on the space M G (R d ). This theorem bears on the distinguishability problem which is a hypothesis testing question where one needs to predict whether the data (graph along with spatial locations) is drawn from G or H λ, f in (·)+f out (·) 2 ,d with a success probability exceeding a half when the prior distribution is uniform over the two models. Theorem 9 implies that this hypothesis testing problem can be solved with probability of success 1 − o n (1) for all parameter values, i.e. there is no phase-transition. As a consequence, in certain regimes (λ < λ c for d ≥ 2 and λ > 0 for d = 1), we can be very sure by observing the data that a partition exists, but cannot identify it better than at random.
IV. ALGORITHM FOR PERFORMING COMMUNITY DETECTION

A. Key Idea -Dense Local Interactions
As already mentioned, the main and simple idea in this algorithm is that the graph G n is 'locally-dense' even though it is globally sparse. Our graph has a lot of triangles due to Euclidean geometry. This simple observation enables us to propose simple pairwise estimators as described in Algorithm 1 which exploits the fact that two nodes 'nearby' in space have a lot of common neighbors (order λ). For concreteness, consider the case when f in (r) = a1 r≤R and f out (r) = b1 r≤R for some R > 0 and 0 ≤ b < a ≤ 1. This means that points at Euclidean distance of R or lesser are connected by an edge in G with probability either a or b depending on whether the two points have the same community label or not. Moreover, from elementary calculations, the number of common graph neighbors for any two nodes of G at a distance αR away, for some α < 2, is a Poisson random variable with mean either λc(α)R d (a 2 + b 2 )/2 or λc(α)R d ab (for some constant c(α) that comes from geometric arguments) depending on whether the two nodes have the same or different community labels. Thus, using a simple strategy consisting of counting the number of common neighbors and thresholding gives a probability of mis-classifying any 'nearby' pair of nodes to be exponentially small in λ. We implement this simple idea in sub-routine 1 below. Now, to produce the global partition, one needs care to aggregate the pairwise estimates into a global partition. Since some pair-wise estimates are bound to be in error, we must identify them and avoid using those erroneous pair-wise estimates. We achieve this by classifying regions of space B n as 'good' or 'bad' and then by considering the pair-wise estimates only in the 'good' regions. We prove that if λ is sufficiently large, then the 'good' regions will have sufficiently large volume and hence will succeed in detecting the communities better than at random.
B. Notations and Definitions
In this section, we specify the needed notation for describing our algorithm. Since f in (·) and f out (·) satisfy the hypothesis of Theorem 7, there exists 0 ≤r < R < ∞ such that f in (r) > f out (r) for all r ∈ [r, R]. We partition the entire infinite domain R d into good and bad regions. However this is just for simplicity and in practice, it suffices to do the partition for the region B n . We first tessellate the space R d into cubes of side-length R 4d 1/d where R is as above. We identify the tessellation with the index set Z d , i.e., the cell indexed z is a cube of side-length R 4d 1/d centered at the point zR 4d 1/d ∈ R d . The subset of R d that corresponds to cell z is denoted by Q z . Hence the cell indexed 0 is the cube of side-length for community detection in this model. Moreover, in certain special cases, we were able to exactly characterize the point where the phase-transition occurs. The key property we use for establishing our results lie in the fact that the spatial random graph is 'locally-dense' which is starkly different from the sparse Erdős-Rényi graph. We leveraged this difference to propose an algorithm for community detection by borrowing further ideas from dependent site percolation processes. However, this is just a first step towards studying community detection on spatial random graphs. There are many natural problems that arise. From a modeling perspective, an important question is that of how to model the uncertainty or missing location labels. The other important question is to derive algorithms that do not require knowledge of the problem parameters (like the connections f in (·) and f out (·)) and infer them directly from data.
