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Coherent spaces spanned by a finite number of coherent states, are introduced. Their coherence
properties are studied, using the Dirac contour representation. It is shown that the corresponding
projectors resolve the identity, and that they transform into projectors of the same type, under
displacement transformations, and also under time evolution. The set of these spaces, with the
logical OR and AND operations is a distributive lattice, and with the logical XOR and AND
operations is a Boolean ring (Stone’s formalism). Applications of this Boolean ring into classical
CNOT gates with n-ary variables, and also quantum CNOT gates with coherent states, are discussed.
I. INTRODUCTION
Coherent states have been studied for a long time[1–3]. They are non-orthogonal states with well known
properties, and they have been used extensively in the general area of quantum optics and quantum information.
We consider n-dimensional spaces, spanned by n coherent states (a finite number of coherent states are
linearly independent). We show that these spaces have coherence properties, analogous to those of coherent
states: Firstly, there is a resolution of the identity in terms of the projectors to all these spaces (also some
smaller sets of coherent spaces, are total sets). Secondly, they have a closure property, where under both
displacement transformations and time evolution, these projectors are transformed into other projectors of the
same type. Thirdly, they obey some relations which can be viewed as extensions of the fact that coherent states
are eigenstates of the annihilation operator.
We prove these properties using the Dirac contour representation[4–8]. This represents a ket state with its
Bargmann function, and the corresponding bra state with another function that has poles in the complex plane.
The scalar product is then given by a contour integral. In this language, a coherent space is described by a
finite set of poles in the complex plane (the number of poles is equal to the dimension of the space).
The set of all finite sets of complex numbers (which in our context are poles describing coherent spaces) with
union (logical OR) and intersection (logical AND), is a distributive lattice. Following Stone [9–11] we describe
this lattice as Boolean ring, with the symmetric difference (logical XOR) as addition, and the intersection
(logical AND) as multiplication. The properties of this Boolean ring are discussed, and provide the theoretical
foundation for both classical gates and quantum gates. Especially, if we go from binary variables to n-ary
variables, certain statements which are trivial in the case of binary variables, become complex in the case of
n-ary variables, and the Boolean ring structure is used in their proof.
These results are transferred isomorphically to coherent spaces. The set of these spaces, with disjunction
(logical OR) and conjunction (logical AND) form a distributive lattice, which is a sublattice of the Birkhoff-von
Neumann lattice of subspaces (which is not distributive). We describe this lattice as a Boolean ring, and show
that it is isomorphic to the Boolean ring of finite sets of complex numbers (poles).
We use the Boolean ring structure for the study of CNOT gates (with n-ary variables), and also quantum
CNOT gates. Most of the work on quantum gates[12–16] uses orthogonal states. Quantum gates with ‘almost
orthogonal’ coherent states (i.e., coherent states which are far from each other) have been studied in [17, 18].
Here we study quantum gates with coherent states, taking into account the non-orthogonal nature of coherent
states. Technically this is done with a tensor g and its inverse G, which describe the overlap between coherent
states, and which appear in the calculations.
In section II we discuss briefly coherent states and the Bargmann representation, in order to define the
2notation. In section III we present the Dirac contour representation, and give some technical details which are
needed later. In section IV we introduce the coherent spaces and the corresponding projectors. In section V we
present the coherence properties of the coherent projectors (resolution of the identity; closure under displacement
transformations and under time evolution; relations analogous to the ‘eigenstate property’ of coherent states).
In section VI we study coherent projectors in the Dirac contour representation, and discuss technical details of
calculations in the non-orthogonal basis of coherent states, using the tensor g and its inverse G.
In section VII consider the set of all finite sets of complex numbers, as a distributive lattice and a Boolean
ring. This uses the general formalism of Stone [9–11], in our own context. We also use this formalism to
study reversible classical gates, and in particular CNOT gates. In section VIII we transfer isomorphically this
formalism to the coherent subspaces, and use it to study quantum CNOT gates with coherent states. We
conclude in section IX with a discussion of our results.
II. PRELIMINARIES
A. Coherent states
Let h be the harmonic oscillator Hilbert space. We denote with O, its zero-dimensional subspace that
contains only the zero vector (which does not represent a quantum state). We also denote with lower case hi
general subspaces of h, and with upper case Hi its coherent subspaces, which are introduced later. a, a
† are the
annihilation and creation operators, and
x = 2−1/2(a+ a†); p = 2−1/2i(a† − a) (1)
are the position and momentum operators. D(A) are the displacement operators
D(A) = exp(Aa† −A∗a); A ∈ C. (2)
Coherent states[1–3] are defined as
|A〉 = D(A)|0〉 = exp
(
−|A|
2
2
) ∞∑
N=0
AN√
N !
|N〉; a|A〉 = A|A〉 (3)
where |N〉 are number eigenstates.
Let H(A) be the one-dimensional space that contains the coherent states |A〉, and Π(A) the corresponding
projector:
Π(A) = |A〉〈A|. (4)
We will use the notation
Π⊥(A) = 1− Π(A). (5)
The Π⊥(A) are not trace class operators. It is easily seen that
D(z)Π(A)[D(z)]† = Π(A+ z); D(z)Π⊥(A)[D(z)]† = Π⊥(A+ z). (6)
An important property of coherent states is the resolution of the identity∫
C
d2A
π
Π(A) = 1. (7)
Another property (closure under time evolution) is that under time evolution with the Hamiltonian a†a, a
coherent state evolves into other coherent states:
exp(ita†a)Π(A) exp(−ita†a) = Π[A exp(it)]. (8)
3B. The Bargmann representation
We consider the quantum state
|s〉 =
∞∑
N=0
sN |N〉;
∞∑
N=0
|sN |2 = 1 (9)
and use the notation
〈s| =
∞∑
N=0
s∗N 〈N |; 〈s∗| =
∞∑
N=0
sN 〈N |; |s∗〉 =
∞∑
N=0
s∗N |N〉. (10)
In the Bargmann representation[19–21], the state |s〉 is represented with the analytic function
|s〉 → s(z) = exp
(
1
2
|z|2
)
〈z∗|s〉 =
∞∑
N=0
sNz
N
√
N !
. (11)
The scalar product is given by
〈g|s〉 =
∫
d2z
π
[g(z)]∗s(z) exp(−|z|2). (12)
As an example, we consider the coherent state |A〉 for which the Bargmann function is
|A〉 → f(z) = exp
(
Az − 1
2
|A|2
)
. (13)
We next review briefly results about the growth[22–24] of Bargmann functions, and the density of their zeros.
They are needed in section IVD.
Definition II.1. The growth of an analytic function s(z) is described with the order ρ and type σ, given by
ρ = lim sup
R→∞
ln lnM(R)
lnR
; σ = lim sup
R→∞
lnM(R)
Rρ
. (14)
Here M(R) is the maximum value of |s(z)| on the circle |z| = R. A function s(z) with growth (ρ, σ) grows at
large distances R from the center, as |s(z)| ≈ exp(σRρ).
A growth (ρ1, σ1) is smaller than the growth (ρ2, σ2), if ρ1 < ρ2 (in which case we do not compare σ1, σ2) or
if ρ1 = ρ2 and σ1 < σ2 (lexicographic order). We denote this as (ρ1, σ1) ≺ (ρ2, σ2).
As an example, we consider the coherent state |A〉 for which the Bargmann function has growth (1, |A|).
Definition II.2. Consider a sequence of complex numbers A1, A2, ... such that
0 < |A1| ≤ |A2| ≤ ....; lim
N→∞
|AN | =∞ (15)
Let n(R) be the number of terms of this sequence within the circle |A| < R. The density of this sequence is
described with the numbers
η = lim sup
R→∞
lnn(R)
lnR
; δ = lim
R→∞
n(R)
Rη
(16)
The number of terms of this sequence in a large circle with radius R is n(R) ≈ δRη.
4We say that the density (η, δ) of a sequence is greater than (η1, δ1) if η > η1 and also if η = η1 and δ > δ1
(lexicographic order).
There are theorems that relate the growth of analytic functions with the density of their zeros. Using these
ideas in the context of Bargmann functions, we arrive at the following proposition, which we present without
proof (e.g., [25, 26] and references therein)
Proposition II.3.
(1) The growth of Bargmann functions is less than (2, 1
2
).
(2) The density of zeros of Bargmann functions is smaller than (2, 1).
III. DIRAC’S CONTOUR REPRESENTATION
In the Dirac contour representation [4–8] the ket states are represented by a different function than the bra
states. The ket state |s〉 in Eq.(9) and the corresponding bra state 〈s| in Eq.(10), are represented by the
functions:
|s〉 → sk(z) =
∞∑
N=0
sNz
N
√
N !
; 〈s| → sb(z) =
∞∑
N=0
s∗N
√
N !
zN+1
. (17)
The indices k, b in the notation indicate ‘ket functions’ and ‘bra functions’, correspondingly. It is seen that ket
states are represented in exactly the same way as in the Bargmann representation. sk(z) is an analytic function,
while sb(z) has singularities which play a crucial role in the formalism.
The scalar product is given by
〈f |s〉 =
∮
C
dz
2πi
fb(z)sk(z) =
∞∑
N=0
f∗NsN . (18)
Here C is a simple anticlockwise contour enclosing the singularities of fb(z).
The functions sk(z) and sb(z) are related through the transforms∮
C
dz
2πi
sb(z) exp(ζ
∗z) = [sk(ζ)]
∗; sb(z) =
1
z
∫ ∞
0
dt exp(−t)
[
sk
(
t
z∗
)]∗
. (19)
As an example, we consider the coherent state |A〉. In this case
|A〉 → sk(z) = exp
(
Az − 1
2
|A|2
)
〈A| → sb(z) =
exp(− 1
2
|A|2)
z −A∗ ; |z| > |A| (20)
Here the sum for sb(z) converges to the above result, only for |z| > |A|. We define the annulus of a contour C,
to be the region rmin ≤ |z| ≤ rmax where rmin (rmax) is the minimum (maximum) value of |z| on the contour.
Then convergence requires that the annulus of C should enclose the pole. More generally, the convergence
requirements in the formalism are restrictions on the contour.
An operator
Θ =
∑
ΘMN |M〉〈N | (21)
5is represented by the function
Θ(z1, z2) =
∑
ΘMN
√
N !
M !
zM1
zN+12
, (22)
and it acts on ket states as
Θ|s〉 →
∮
C
dζ
2πi
Θ(z, ζ)sk(ζ) =
∑
ΘMNsN |M〉, (23)
and on bra states as
〈s|Θ →
∮
C
dζ
2πi
sb(ζ)Θ(ζ, z) =
∑
ΘMNs
∗
M |N〉. (24)
Its trace is given by
TrΘ =
∮
C1
dz1
2πi
∮
C2
dz2
2πi
Θ(z1, z2)
z2 − z1 =
∑
ΘNN ; |z1| > |z2|. (25)
Here convergence requires that |z1| > |z2|, which means that the annulus of C2 should be entirely inside the
annulus of C1.
Products of two operators are given by
Θ1Θ2 →
∮
C
dζ
2πi
Θ1(z1, ζ)Θ2(ζ, z2). (26)
If Θ is a projector then Θ2 = Θ and∮
C
dζ
2πi
Θ(z1, ζ)Θ(ζ, z2) = Θ(z1, z2). (27)
As examples we consider the operators:
1 → Θ(z1, z2) = 1
z2 − z1 ; |z2| > |z1|
Π(A) → Θ(z1, z2) =
exp
(
Az1 − |A|2
)
z2 −A∗ ; |z2| > |A|
|A1〉〈A2| → Θ(z1, z2) =
exp
(
A1z1 − 12 |A1|2 − 12 |A2|2
)
z2 −A∗2
; |z2| > |A2|. (28)
There are many technical details related to this formalism, some of which are discussed in [7, 8]. The region
of convergence in the sum of Eq.(17) for the bra functions, needs to be studied on an individual basis. In this
paper we are interested in finite superpositions of coherent states, in which case the bra functions have a finite
number of poles.
If fb(z) and gb(z) are two bra functions with finite sets of poles S1 and S2, then the set of poles of the
superposition λfb(z) + µgb(z) is S1 ∪ S2, or a subset of S1 ∪ S2 if there are cancellations (e.g., if both fb(z) and
gb(z) have the same term α/(z − A∗), then fb(z) − gb(z) does not have a pole at A∗). Analogous result holds
for a superposition of a finite number of bra functions, but it does not hold for a superposition of an infinite
number of bra functions. For example, the number state |N〉 is represented by the bra function 1/zN+1 and has
a pole at zero. Any finite superposition of number states has a pole at zero, but the coherent state |A〉, which
is an infinite superposition of number states, has a pole at A∗.
6IV. COHERENT SUBSPACES
A. The Birkhoff-von Neumann lattice Λ(h)
We consider the set Λ(h) of closed subspaces of h. For any two elements h1, h2 we define the disjunction
(logical ‘OR’) operation h1 ∨ h2, which is the closed subspace that contains all superpositions of vectors in the
subspaces h1, h2:
h1 ∨ h2 = span[h1 ∪ h2]. (29)
The overline indicates closure. The quantum ‘OR’ is different from the classical ‘OR’ (which is the union in set
theory). The quantum ‘OR’ is more than the union of two spaces, because it involves all superpositions. The
coherent spaces and coherent projectors below, are based on the quantum ‘OR’.
The conjuction (logical ‘AND’) operation is
h1 ∧ h2 = h1 ∩ h2. (30)
The relevant partial order is ‘subspace’, and we use the notation h1 ≺ h2 to indicate that h1 is a subspace of
h2. The negation (logical ‘NOT’) of h1 is its orthocomplement h
⊥
1 (i.e., an orthogonal space to h1 such that
h1 ∨ h⊥1 = h). The set Λ(h) with these operations is the Birkhoff-von Neumann lattice of closed subspaces of h,
that describes the logic of quantum mechanics[27–29].
B. Coherent subspaces
We use coherent states to introduce ‘coherent subspaces’ of h, and a ‘coherent lattice’ Lcoh. We consider the
following two-dimensional space H(A1, A2) = H(A1)∨H(A2), that contains the superpositions of the coherent
states α1|A1〉+ α2|A2〉. In the Bargmann language it contains the functions
f(z) = λ1 exp(A1z) + λ2 exp(A2z). (31)
Inductively, we generalize this to a finite number of coherent states.
Proposition IV.1. Any finite number of coherent states, are linearly independent.
Proof. We consider the coherent states |A1〉, ..., |Ai〉 and show that
λ1|A1〉+ ...+ λi|Ai〉 = 0 → λ1 = ... = λi = 0. (32)
This can written as
∞∑
N=0
µN |N〉 = 0; µN =
i∑
j=1
λj exp
(
−1
2
|Aj |2
)
ANj√
N !
. (33)
From this follows that µN = 0, for all N . We need to satisfy an infinite number of equations with a finite
number of unknowns, and the only solution is λ1 = ... = λi = 0.
Definition IV.2. Let S = {A1, ..., Ai} be a finite set of complex numbers, and S∗ = {A∗1, ..., A∗n}.
7(1) The coherent subspace of h specified by S, is
H(S) = H(A1, ..., Ai) = H(A1) ∨ ... ∨H(Ai), (34)
and contains all the superpositions α1|A1〉+...+αi|Ai〉. The space H(S) is i-dimensional, and the coherent
states |A1〉, ..., |Ai〉 form a non-orthogonal basis in it. For S = ∅, the H(∅) = O (this is different from the
one-dimensional space H(0) that contains the vacuum). We denote as Π(S) = Π(A1, ..., Ai) the projector
to the space H(S) = H(A1, ..., Ai), and as
Π⊥(A1, ..., Ai) = 1−Π(A1, ..., Ai). (35)
(2) In the Bargmann language, the coherent subspace specified by S, contains the ‘coherent Bargmann func-
tions’
f(z) = λ1 exp(A1z) + ...+ λi exp(Aiz). (36)
The growth of these functions is less or equal to ρ = 1 and σ = max(|A1|, ...|Ai|).
(3) In Dirac’s contour representation language, the coherent subspace specified by S, contains the ‘coherent
ket’ functions of Eq.(36), and the ‘coherent bra’ functions
fb(z) =
λ1
z −A∗1
+ ...+
λi
z −A∗i
(37)
The set of poles of the coherent bra functions is S∗ or a subset of S∗ (if some of the λk are zero).
We consider two states in H(S):
|u〉 =
i∑
j=1
uj|Aj〉; |v〉 =
i∑
j=1
vj |Aj〉. (38)
Their overlap is given by
〈u|v〉 =
∑
j,k
u∗jvkgjk(S) (39)
where g(S) is the i× i Hermitian matrix of rank i, with elements
gjk(S) = 〈Aj |Ak〉 = exp
(
A∗jAk −
1
2
|Aj |2 − 1
2
|Ak|2
)
. (40)
Its diagonal elements are gjj(S) = 1. The normalization condition for the vector |u〉 is∑
j,k
u∗jukgjk(S) = 1. (41)
It is seen that g(S) is a positive-definite matrix. Let γj(S), ej(S), Ej(S) be its eigenvalues, eigenvectors and
eigenprojectors:
g(S)ej(S) = γj(S)ej(S); Ej(S) = ej(S)[ej(S)]
†; γj(S) > 0. (42)
8Then
g(S) =
∑
j
γj(S)Ej(S); Ej(S)Ek(S) = Ej(S)δjk;
∑
j
Ej(S) = Π(S). (43)
For later use we also define its inverse matrix G(S):
G(S) = [g(S)]−1 =
∑
j
1
γj(S)
Ej(S). (44)
The inverse of the matrix g exists because a finite number of coherent states are linearly independent (both
matrices g and G are of rank i).
We note that in the limit mink,j(|Aj −Ak|)→∞ the off-diagonal elements of the matrix g become zero and
g → 1.
The set of poles of the bra functions in Dirac’s contour representation, links the algebraic structure of finite
sets of complex numbers (studied in section VII), to the coherent subspaces. The term coherent subspaces refers
to the properties of the corresponding projectors Π(S) = Π(A1, ..., Ai), which are discussed in section V.
Remark IV.3. An arbitrary finite-dimensional subspace of h, is not in general a coherent subspace. For example,
the one dimensional subspace that contains the vector K[|A1〉+ |A2〉] (where K is a normalization constant), is
not a coherent subspace. There is no coherent state |A3〉 equal to K[|A1〉+ |A2〉] (because the |A1〉, |A2〉, |A3〉
are linearly independent). Only some finite-dimensional subspaces of h are coherent subspaces, and they are
labeled with finite sets of complex numbers.
For later use we give the following example.
Example IV.4. In the case S = {A1, A2}, the corresponding g-matrix is
g(A1, A2) =
(
1 µeiθ
µe−iθ 1
)
; µ = exp
(
−1
2
|A1 −A2|2
)
θ =
i
2
(A∗2A1 −A∗1A2) (45)
The inverse of g(A1, A2) is:
G(A1, A2) = [g(A1, A2)]
−1 =
1
1− µ2
(
1 −µeiθ
−µe−iθ 1
)
. (46)
The eigenvalues of the g matrix are γ1 = 1 + µ and γ2 = 1− µ and the corresponding eigenvectors are
e1(A1, A2) =
1√
2
(
eiθ
1
)
; e2(A1, A2) =
1√
2
(−eiθ
1
)
(47)
We also introduce the corresponding projectors
E1(A1, A2) =
1
2
(
1 eiθ
e−iθ 1
)
; E2(A1, A2) =
1
2
(
1 −eiθ
−e−iθ 1
)
(48)
C. Coherent projectors
We consider the projector Π(A1, A2) to the space H(A1, A2) and we prove that for A1 6= A2
Π(A1, A2) = τ2 [Π(A1) + Π1(A2)−Π(A1)Π(A2)−Π(A2)Π(A1)]
= τ2
[
Π⊥(A2)Π(A1) + Π
⊥(A1)Π(A2)
]
, (49)
9where
τ2 = {Tr[Π⊥(A1)Π(A2)]}−1 = 1
1− µ2 . (50)
µ has been given in Eq.(45). We prove this using the Gram-Schmidt orthogonalization algorithm. We take the
component of |A2〉 which is perpendicular to |A1〉, normalize it into the vector |u2〉 with length equal to one,
and then add Π(A1) and |u2〉 〈u2|:
Π(A1, A2) = Π(A1) + |u2〉 〈u2|; |u2〉 = √τ2Π⊥(A1)|A2〉. (51)
This can be written in a compact way, as
Π(A1, A2) = ̟(A1) +̟(A2|A1)
̟(A1) = Π(A1); ̟(A2|A1) = |u2〉 〈u2| = Π
⊥(A1)Π(A2)Π
⊥(A1)
Tr[Π⊥(A1)Π(A2)]
(52)
The ̟(A2|A1) is a projector (to a one-dimensional space) orthogonal to Π(A1), and it is equal to Π(A1, A2)−
Π(A1). We insert Π
⊥(A) = 1−Π(A) into Eq.(52), and we get Eq.(49).
The Π(A1, A2) can also be written in terms of the matrix G(A1, A2) in Eq.(46), as
Π(A1, A2) =
∑
j,k
Gjk(A1, A2)|Aj〉〈Ak|; j, k = 1, 2. (53)
If ρ is a density matrix, the Q(A) = Tr[ρΠ(A)] is the probability that a measurement with the projector
Π(A) will give ‘yes’. But since the Π(A) are not orthogonal projectors to each other, the Q(A) as a distribution
(known as the Husimi Q-function), is not a real probability distribution. It is a quasi-probability distribution
of a quantum particle being at the point A in phase space, and it has the property∫
d2A
π
Q(A) = 1. (54)
In a similar way the Q(A1, A2) = Tr[ρΠ(A1, A2)] is the probability that a measurement with the projector
Π(A1, A2) will give ‘yes’. Here also the Π(A1, A2) are not orthogonal projectors to each other, and the Q(A1, A2)
(which is a generalization of the Husimi Q-function), is not a real probability distribution. It is a quasi-
probability distribution of a quantum particle being at the point A1 ‘OR’ A2 in phase space. This is the
quantum ‘OR’ in the Birkhoff-von Neumann lattice that involves superpositions, and it is different from the
classical ‘OR’ in Boolean algebras. The spaceH(A1, A2) contains superpositions of coherent states (‘Schro¨dinger
cats’) and the discussion on Schro¨dinger cats elucidates the difference between the quantum and classical ‘OR’.
In Eq.(80) below it is shown that the Q(A1, A2) obeys a relation analogous to Eq.(54).
Inductively, we generalize the above formalism to a finite number of coherent states. Using the Gram-Schmidt
orthogonalization algorithm, we express the projector Π(A1, ..., Ai) to the space H(A1, ..., Ai), as
Π(A1, ..., Ai) = Π(A1, ..., Ai−1) + |ui〉 〈ui|; Aj 6= Ak
|ui〉 = √τiΠ⊥(A1, ..., Ai−1)|Ai〉
τi = {Tr[Π⊥(A1, ..., Ai−1)Π(Ai)]}−1. (55)
The linear independence of the coherent states that we proved above, ensures that the Tr[Π⊥(A1, ..., Ai−1)Π(Ai)]
is different from zero. We rewrite this as
Π(A1, ..., Ai) = Π(A1, ..., Ai−1) +̟(Ai|A1, ..., Ai−1)
̟(Ai|A1, ..., Ai−1) = |ui〉〈ui| = Π
⊥(A1, ..., Ai−1)Π(Ai)Π
⊥(A1, ..., Ai−1)
Tr[Π⊥(A1, ..., Ai−1)Π(Ai)]
; Aj 6= Ak
Tr[Π(A1, ..., Ai)] = i; Tr[̟(Ai|A1, ..., Ai−1)] = 1. (56)
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We call the Π(A1, ..., Ai), ̟(Ai|A1, ..., Ai−1) coherent projectors, because they have properties analogous to
coherent states, as discussed in section V.
The ̟(A1), ̟(A2|A1), ..., ̟(An|A1, ..., An−1) are projectors orthogonal to each other, and
̟(An|A1, ..., An−1) 6= Π(An). From Eq.(56), it follows that
Π(A1, ..., An) = ̟(A1) +̟(A2|A1) + ...+̟(An|A1, ..., An−1). (57)
Let
S1 = {A1, ..., Aj}; S2 = {B1, ..., Bi}; S1 ∩ S2 = ∅. (58)
From Eq.(57), it follows that
Π(S1 ∪ S2) = Π(S1) +̟(S2|S1); Π(S1)̟(S2|S1) = 0
̟(S2|S1) = ̟(B1|S1) +̟(B2|S1 ∪ {B1}) + ...+̟(Bi|S1 ∪ {B1, ..., Bi−1}). (59)
The Q(A1, ..., Ai) = Tr[ρΠ(A1, ..., Ai)] is the probability that a measurement with the projector Π(A1, ..., Ai)
will give ‘yes’. The generalized Husimi Q-function Q(A1, ..., Ai) is a quasi-probability distribution of a quantum
particle being at the point A1 ‘OR’ A2 ‘OR’ A3, etc (the quantum ‘OR’ that involves superpositions). An
integral analogous to Eq.(54) is given in Eq.(80) below.
D. Total sets of coherent subspaces
Definition IV.5. A set of subspaces {hi} is called total, if there is no state in h, which is orthogonal to all hi.
Lemma IV.6. A state |s〉 is orthogonal to the coherent subspace H(A1, ..., Ai) (i.e., Π(A1, ..., Ai)|s〉 = 0), if
and only if the A∗1, ..., A
∗
i are zeros of its Bargmann function s(z) (i.e., s(A
∗
j ) = 0 for j = 1, ..., i).
Proof. From Eq.(11), it follows that a state |s〉 is orthogonal to the coherent state |ζ〉, if and only if ζ∗ is a zero
of its Bargmann function s(z). If |s〉 is orthogonal to the coherent subspace H(A1, ..., Ai), then it is orthogonal
to the coherent states |Aj〉 and therefore it has the A∗j as zeros.
Proposition IV.7.
(1) A set of coherent subspaces which is uncountably infinite, is a total set.
(2) Let {H(Si)} be a countably infinite set of coherent subspaces with Si = {Ai1, ..., Aiki}. We use a lexico-
graphic order and relabel the Aij as An.
• If the sequence An converges to some point A, the {H(Si)} is a total set of coherent subspaces.
• If the sequence |An| diverges, and it has density greater than (2, 1) then the {H(Si)} is a total set of
coherent subspaces.
Proof.
(1) The zeros of analytic functions are isolated. Therefore the total number of zeros of an analytic function
is at most countably infinite. According to lemma IV.6, a state which is orthogonal to all subspaces
in an uncountably infinite set of coherent subspaces, would have an uncountably infinite set of zeros.
Consequently, a set of coherent subspaces which is uncountably infinite, is a total set.
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(2) According to lemma IV.6, a state which is orthogonal to all subspaces {H(Si)}, will have the A∗N as zeros.
The zeros of analytic functions are isolated, and they can not converge to some point A. Also in the case
that the |An| diverges, proposition II.3 shows that its density should be smaller than (2, 1). Therefore in
both cases, the {H(Si)} is a total set of coherent subspaces.
For some total sets of coherent subspaces, we might be able to find a resolution of the identity in terms of
the corresponding projectors. An example of this is given below.
V. PROPERTIES OF COHERENT PROJECTORS
In this section we show that the coherent projectors Π(A1, ..., An) have properties similar to those of Π(A),
i.e., to coherent states.
The following proposition is a resolution of the identity.
Proposition V.1.
(1) The following resolution of the identity holds in terms of the projectors Π(A,A + d2, ..., A+ dn) (of rank
n), with fixed d2, ..., dn: ∫
C
d2A
nπ
Π(A,A + d2, ..., A+ dn) = 1 (60)
(2) The following resolution of the identity holds in terms of the projectors ̟(A|A+d1, ..., A+dn−1) (of rank
1), with fixed d1, ..., dn−1: ∫
C
d2A
π
̟(A|A + d1, ..., A+ dn−1) = 1 (61)
Proof.
(1) According to Eq.(38) in ref.[21], for any trace class operator Θ:∫
C
d2z
π
D(z)Θ[D(z)]† = 1TrΘ. (62)
We use this relation with Θ = Π(0, d2, ..., dn) (in which case TrΘ = n), and we get Eq.(60).
(2) We use Eq.(62) with ̟(A|A+ d1, ..., A+ dn−1) (in which case TrΘ = 1), and we get Eq.(61).
The following proposition proves a closure property, under displacement transformations and time evolution.
Proposition V.2.
(1) Under displacement transformations the Π(A1, ..., An), ̟(An|A1, ..., An−1), are transformed into projec-
tors of the same type:
D(z)Π(A1, ..., An)[D(z)]
† = Π(A1 + z, ..., An + z)
D(z)̟(An|A1, ..., An−1)[D(z)]† = ̟(An + z|A+ z, ..., An−1 + z). (63)
This is analogous to Eq.(6) for coherent states.
12
(2) Under time evolution with the Hamiltonian a†a, the Π(A1, ..., An), ̟(An|A1, ..., An−1), are transformed
into projectors of the same type:
exp(ita†a)Π(A1, ..., An) exp(−ita†a) = Π[A1 exp(it), ..., An exp(it)]
exp(ita†a)̟(An|A1, ..., An−1) exp(−ita†a) = ̟[An exp(it)|A1 exp(it), ..., An−1 exp(it)]. (64)
This is analogous to Eq.(8) for coherent states.
Proof.
(1) For ̟(An|A1, ..., An−1), we prove the statement inductively using Eq.(56) and the property of coherent
states in Eq.(6). Then Eq.(57) proves the statement for Π(A1, ..., An).
(2) The proof here is similar to the one for the first case.
Coherent states are eigenstates of a, which we can express as aℓΠ(A1) = A
ℓ
1Π(A1). Weaker statements than
this that involve the ̟(An+1|A1, ..., An)aℓ̟(An+1|A1, ..., An) and also the trace of aℓΠ(A1, ..., An) are made
below.
Proposition V.3. For ℓ = 1, 2, ...
(1)
Π⊥(A1, ..., Ai)a
ℓΠ(A1, ..., Ai) = 0. (65)
(2)
̟(An+1|A1, ..., An)aℓ̟(An+1|A1, ..., An) = Aℓn+1̟(An+1|A1, ..., An). (66)
(3)
Tr[aℓ̟(An|A1, ..., An−1)] = Aℓn; Tr[aℓΠ(A1, ..., An)] =
n∑
i=1
Aℓi . (67)
Proof.
(1) We prove this inductively. It is easily seen that it is true for i = 1. We assume that it is true for i = n,
i.e., that
Π⊥(A1, ..., An)a
ℓΠ(A1, ..., An) = 0 (68)
and we will prove that it is true for i = n+ 1.
From Eq.(56) follows that
Π⊥(A1, ..., An+1) = Π
⊥(A1, ..., An)−̟(An+1|A1, ..., An). (69)
Therefore we need to prove that
−̟(An+1|A1, ..., An)aℓΠ(A1, ..., An) + Π⊥(A1, ..., An)aℓ̟(An+1|A1, ..., An)
−̟(An+1|A1, ..., An)aℓ̟(An+1|A1, ..., An) = 0. (70)
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Firstly we point out that Eq.(68) leads to
̟(An+1|A1, ..., An)aℓΠ(A1, ..., Ai)
= τn+1Π
⊥(A1, ..., An)Π(An+1)Π
⊥(A1, ..., An)a
ℓΠ(A1, ..., Ai) = 0 (71)
where τn+1 has been given in Eq.(55). Also Eq.(68) leads to
Π⊥(A1, ..., An)a
ℓΠ⊥(A1, ..., An) = Π
⊥(A1, ..., An)a
ℓ (72)
which we use to prove that
Π⊥(A1, ..., An)a
ℓ̟(An+1|A1, ..., An) = τn+1Π⊥(A1, ..., An)aℓΠ⊥(A1, ..., An)Π(An+1)Π⊥(A1, ..., An)
= τn+1Π
⊥(A1, ..., An)a
ℓΠ(An+1)Π
⊥(A1, ..., An) = A
ℓ
n+1̟(An+1|A1, ..., An) (73)
We also use Eq.(72) to prove that
̟(An+1|A1, ..., An)aℓ̟(An+1|A1, ..., An)
= τ2n+1Π
⊥(A1, ..., An)Π(An+1)Π
⊥(A1, ..., An)a
ℓΠ⊥(A1, ..., An)Π(An+1)Π
⊥(A1, ..., An)
= τ2n+1Π
⊥(A1, ..., An)Π(An+1)Π
⊥(A1, ..., An)a
ℓΠ(An+1)Π
⊥(A1, ..., An)
= Aℓn+1̟(An+1|A1, ..., An). (74)
From Eqs(71),(73),(74), follows Eq.(70). This proves Eq.(65), and it also proves Eqs(74),(72) (which are
used below).
(2) This has been proved in Eq.(74).
(3) Using Eq.(72) we get
Tr[aℓ̟(An|A1, ..., An−1)] = τnTr[aℓΠ⊥(A1, ..., An−1)Π(An)Π⊥(A1, ..., An−1)]
= τnTr[Π
⊥(A1, ..., An−1)a
ℓΠ⊥(A1, ..., An−1)Π(An)]
= τnTr[Π
⊥(A1, ..., An−1)a
ℓΠ(An)] = A
ℓ
nTr[̟(An|A1, ..., An−1)] = Aℓn (75)
Then we use this result and Eq.(57) to prove the second of Eqs(67).
We next use Eq.(67) and calculate the quantities
Tr[xΠ(A1, ..., An)] =
√
2ℜ
(∑
Ai
)
Tr[pΠ(A1, ..., An)] =
√
2ℑ
(∑
Ai
)
(76)
They are generalizations of similar results for coherent states. We also use Eq.(49) to get
Tr[a†aΠ(A1, A2)] = |A1|2 + |A2|2 + s(|A1 −A2|) (77)
where
s(|A|) = |A|
2
exp(|A|2)− 1 =
1
1 + |A|
2
2!
+ |A|
4
3!
+ ...
; 0 < s(|A|) < 1 (78)
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In the limit |A| → 0 we get s(|A|) = 1, and in the limit |A| → ∞ we get s(|A|) = 0.
If ρ0 is a density matrix, we use the projectors Π(A1, ..., An) to define generalized Q-functions as
Q(A1, ..., An) = Tr[Π(A1, ..., An)ρ0]. (79)
Using Eq.(60) we prove that ∫
C
d2A
nπ
Q(A,A+ d2, ..., A+ dn) = 1. (80)
In the case of the harmonic oscillator Hamiltonian a†a, the density matrix evolves in time as
ρ(t) = exp(ita†a)ρ0 exp(−ita†a) (81)
and the corresponding Q-function, as a function of time is (Eq.(64))
Tr[Π(A1, ..., An) exp(ita
†a)ρ0 exp(−ita†a)] = Q[A1 exp(−it), ..., An exp(−it)]. (82)
Also if we act with the displacement operators on both side of the density matrix, we get the density matrix
D(z)ρ0[D(z)]
†, and the corresponding Q-function, as a function is (Eq.(63))
Tr[Π(A1, ..., An)D(z)ρ0D
†(z)] = Q(A1 − z, ..., An − z). (83)
VI. COHERENT PROJECTORS IN THE DIRAC CONTOUR REPRESENTATION
The following proposition is useful in practical calculations that involve coherent projectors.
Proposition VI.1. If S = {A1, ..., Ai}, the Π(S) is represented in the Dirac contour representation by the
function:
Π(A1, ..., Ai) → Θ(z1, z2) =
∑
j,k
Gjk(S)
exp
(
Ajz1 − 12 |Aj |2 − 12 |Ak|2
)
z2 −A∗k
k, j = 1, ..., i; |z2| > max(|A1|, ..., |Ai|). (84)
Here G(S) is the inverse of the matrix g(S), given in Eq.(44). The set of poles of Θ(z1, z2) with respect to the
variable z2 is S
∗, and the number i of poles, is equal to the rank of Π(S).
Proof. We first prove inductively that
Π(A1, ..., Aj) →
j∑
k=1
fk(z1)
z2 −A∗k
. (85)
Here the fk(z1) depend on A1, ..., Aj , but for simplicity we do not show this in the notation.
We have seen in Eq.(28) that the Π(A1) is represented by such a function. We assume that this is true for
j = i− 1 and we will prove that it is true for j = i.
From Eq.(85) with j = i− 1 (and Eq.(28) for the operator 1), it follows that
Π⊥(A1, ..., Ai−1) → 1
z2 − z1 −
i−1∑
k=1
fk(z1)
z2 −A∗k
. (86)
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Using Eq.(56) in conjuction with Eq.(26) we get
̟(Ai|A1, ..., Ai−1) = τiΠ⊥(A1, ..., Ai−1)Π(Ai)Π⊥(A1, ..., Ai−1)
→ τi
∮
C
dz2
2πi
∮
C
dz3
2πi
(
1
z2 − z1 −
i−1∑
k=1
fk(z1)
z2 −A∗k
)
exp
(
Aiz2 − |Ai|2
)
z3 −A∗i
(
1
z4 − z3 −
i−1∑
k=1
fk(z3)
z4 −A∗k
)
(87)
Although there are many terms in these contour integrals, it is straightforward to see that the result is of the
form fk(z1)/(z4 − A∗k) with k = 1, ..., i − 1 and also with k = i (this last term does not appear in Eq.(86)).
Adding these terms to Eq.(85) with j = i− 1, proves that Eq.(85) also holds for j = i.
In order to prove Eq.(84), we use the fact that
Π(A1, ..., Ai)|Aj〉 = |Aj〉; j = 1, ..., i. (88)
Using Eq.(23) we write this as∑
k
∮
C
dz2
2πi
fk(z1)
z2 −A∗k
exp(Ajz2 − 1
2
|Aj |2) = exp(Ajz1 − 1
2
|Aj |2). (89)
From this follows that
i∑
k=1
fk(z1) exp
(
1
2
|Ak|2
)
gkj(S) = exp
(
Ajz1 − 1
2
|Aj |2
)
. (90)
This is a system of i equations with i unknowns, which gives
fk(z1) =
i∑
j=1
exp
(
Ajz1 − 1
2
|Aj |2 − 1
2
|Ak|2
)
Gjk(S). (91)
Corollary VI.2. Let S1 = {A1, ..., Aj} and S2 = {B1, ..., Bi} (in general S1 ∩ S2 6= ∅). Also let
Π(S1) →
j∑
r,s=1
Grs(S1)
exp
(
Arz1 − 12 |Ar|2 − 12 |As|2
)
z2 −A∗s
;
Π(S2) →
i∑
ℓ,m=1
Gℓm(S2)
exp
(
Bℓz1 − 12 |Bℓ|2 − 12 |Bm|2
)
z2 −B∗m
(92)
be coherent projectors. The trace of the product of these coherent projectors, is given by
Tr[Π(S1)Π(S2)] =
∑
r,s,ℓ,m
Grs(S1)Gℓm(S2) exp
(
ArB
∗
m +A
∗
sBℓ −
1
2
|Ar|2 − 1
2
|As|2 − 1
2
|Bℓ|2 − 1
2
|Bm|2
)
. (93)
We next consider operators of the type described in Eq.(84), but we replace the Gjk(S) with arbitrary
coefficients. We show that they ‘live’ entirely within the space H(A1, ..., Ai), in the sense of the following
proposition:
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Proposition VI.3. Let Θ be operators which in the Dirac contour representation are represented by the func-
tions
Θ(z1, z2) =
∑
j,k
λjk
exp
(
Ajz1 − 12 |Aj |2 − 12 |Ak|2
)
z2 −A∗k
; j, k = 1, ..., i. (94)
where λjk are arbitrary complex numbers. Then
Π(A1, ..., Ai)ΘΠ(A1, ..., Ai) = Θ. (95)
We denote the set of these operators as A(A1, ..., Ai) (or A(S) with S = {A1, ..., Ai}).
Proof. These operators are
Θ(z1, z2) ↔ Θ =
∑
λjk|Aj〉〈Ak|. (96)
Therefore Θ obeys Eq.(95). An alternative proof that uses the Dirac contour representation of these operators
and Eq.(39), can also be given.
Remark VI.4. More general operators
Θ(z1, z2) =
∑
j,k
λjk
fk(z1)
z2 −A∗k
; j, k = 1, ..., i, (97)
do not belong in general to A(A1, ..., Ai), and do not obey Eq.(95). We exemplify this with functions with one
pole
Θ = |N〉〈A| ↔ exp(−
1
2
|A|2)√
N !
zN1
z2 −A. (98)
In this case Π(A)ΘΠ(A) is not equal to Θ.
A. The non-orthogonal basis of coherent states in H(S)
Let S = {A1, ..., Ai}. The coherent states |A1〉, ..., |Ai〉 are a non-orthogonal basis in the i-dimensional space
H(S), and the gjk(S) (Gjk(S)) are the metric (inverse of the metric) associated with this basis. An arbitrary
state |s〉 is H(S), can be expanded uniquely in this basis as
|s〉 =
∑
j
sj |Aj〉; sj =
∑
k
Gjk(S)〈Ak|s〉. (99)
Eq.(84) can be rewritten as
Π(S) =
∑
j,k
Gjk(S)|Aj〉〈Ak|. (100)
In the following we represent quantum states with their components in the non-orthogonal basis of coherent
states, and operators with their matrix elements in this basis. This means that operations between them will
involve the matrices g,G and the following lemma summarizes the main relations that we need later.
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Lemma VI.5. Let Θ, Φ be operators in A(S) (i.e., Π(S)ΘΠ(S) = Θ, and similarly for Φ). Also let
Θkℓ = 〈Ak|Θ|Aℓ〉; Φkℓ = 〈Ak|Φ|Aℓ〉
(101)
Then:
(1) Θ is related to Θkℓ, as follows:
Θ =
∑
j,k,m,n
Gkm(S)ΘmnGnℓ(S)|Ak〉〈Aℓ| (102)
(2) In the non-orthogonal basis of coherent states, the vector |t〉 = Θ|s〉 (where |s〉 is given in Eq.(99), is
represented by its components
tj =
∑
k,ℓ
Gjk(S)Θkℓsℓ. (103)
(3) The product ΘΦ is represented with its matrix elements as:
(ΘΦ)kℓ =
∑
m,n
ΘkmGmn(S)Φnℓ, (104)
and the commutator as
[Θ,Φ]kℓ =
∑
m,n
ΘkmGmn(S)Φnℓ −
∑
m,n
ΦkmGmn(S)Θnℓ. (105)
(4) If Θ is a unitary matrix, the unitarity relation ΘΘ† = 1, is expressed as∑
m,n
ΘkmGmn(S)(Θ
†)nℓ = gkℓ(S). (106)
(5) The projector Π(S), which can be viewed as the unit operator acting only on H(S), has elements
[Π(S)]kℓ = 〈Ak|Π(S)|Al〉 = gkℓ(S). (107)
Proof. The proof of all these relations is based on Eq.(100).
This formalism is in the spirit of the Berezin[30] covariant and contravariant symbols. We can introduce dual
quantities as
Θ =
∑
j,k
Θ˜jk|Aj〉〈Ak|. (108)
The Θ˜jk are related to Θjk as
Θkℓ =
∑
m,n
gkm(S)Θ˜mngnℓ(S); Θ˜kℓ =
∑
m,n
Gkm(S)ΘmnGnℓ(S), (109)
but we will not use them. A notation with upper and lower indices (and the rule that we only contract a lower
index with an upper index, and we do not contract two lower indices or two upper indices) would ‘hide’ the
g,G matrices, but we do not use it here.
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VII. THE BOOLEAN RING OF FINITE SETS AND CLASSICAL GATES
In this section we consider finite sets of complex numbers, which in our context are finite sets of poles, and are
related to coherent subspaces. Following Stone [9–11], we study their structure from a lattice theory point of
view, and from a ring theory point of view. Later in section VIII, all these results are transfered isomorphically
to the coherent subspaces.
We show that the set of finite sets of complex numbers, is a distributive lattice L. We then prove that L
can be described as particular type of ring, known as a Boolean ring. In the case of distributive lattices which
are Boolean algebras, the corresponding Boolean rings have identity. But in our case the distributive lattice
L is not a Boolean algebra, and the Boolean ring does not have identity. For this reason, we use the weaker
definition of a ring, which does not require the existence of identity. However we also consider sublattices of L,
which are Boolean algebras and they do have identity.
The formalism provides the theoretical foundation for the study of classical gates and also quantum gates
with coherent states.
A. The distributive lattice L
We consider the set L of all finite subsets of C (the empty set ∅ is an element of L). For S1, S2 ∈ L, we
define the subset, the union and the intersection as the partial order ≺, disjunction ∨, and conjunction ∧,
correspondingly:
S1 ≺ S2 ↔ S1 ⊂ S2; S1 ∨ S2 = S1 ∪ S2; S1 ∧ S2 = S1 ∩ S2 (110)
The symbols ⊂ and ≺, include equality. These operations are performed only a finite number of times. Then
L is closed under these operations, and it is a distributive lattice. L has 0 (least element) which is the empty
set ∅. L does not have 1 (greatest element), and we can not define complements (the C \ S does not belong to
L). We can define the relative complement of a set S in an interval ∅ ⊂ S ⊂ R, with respect to R, which is the
S = R \ S. Clearly L is not a Boolean algebra.
We have seen in definition IV.2 that the coherent bra functions have poles in a finite set R ⊂ C or a subset
of R. This motivates the study of all subsets of R, and leads to the concept of a principal ideal in L, which is
the powerset (set of subsets) of R:
I(R) = {S ∈ L | S ⊂ R} (111)
The cardinality of I(R) is 2|R|. I(R) is a Boolean algebra with the set R as 1. The complement of an element
S is S = R \ S.
B. L as a Boolean ring
In the set L of finite sets S of complex numbers, we define multiplication as intersection, and addition as
symmetric difference:
S1 + S2 = (S1 \ S2) ∪ (S2 \ S1)
S1 · S2 = S1 ∩ S2 (112)
The S1 · S2 = S1 ∩ S2 is the logical AND operation, the S1 ∪ S2 is the logical OR operation, and the S1 + S2
is the logical XOR (excluded OR) operation. In this section we have replaced the S1 ∪S2 (logical OR) with the
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S1 + S2 (logical XOR). The merit of doing this, is that we get a Boolean ring, with the properties given below.
The S1 ∪ S2 can be expressed in terms of addition and multiplication, as
S1 ∪ S2 = S1 + S2 + (S1 · S2). (113)
Only finite sums and finite products are considered and then L is closed under multiplication and addition.
Both addition and multiplication are commutative and associative. Also distributivity holds:
S1 · (S2 + S3) = (S1 · S2) + (S1 · S3) (114)
The ∅ plays the role of additive zero. The additive inverse of a set is the set itself (S1 = −S1) and therefore
S2 − S1 = S2 + S1 = S1 − S2 = −S1 − S2. (115)
From Eq.(113) it follows that
S1 + S2 = (S1 ∪ S2)− (S1 · S2) = (S1 ∪ S2) + (S1 · S2). (116)
It is easily seen that
S1 + ∅ = S1; S1 + S1 = ∅; S1 · S1 = S1. (117)
The easiest way to prove these properties is using Venn diagrams. The multiplication is idempotent. Therefore
L is a commutative ring with the extra property of idempotent multiplication. The following relation also holds:
(S1 · S2) · (S1 + S2) = ∅. (118)
Therefore all the elements of this ring, are divisors of zero. Also
S1 ≺ S2 → S1 · S0 ≺ S2 · S0. (119)
But S1 ≺ S2 does not imply S1 + S0 ≺ S2 + S0.
A ring which has idempotent multiplication is commutative, and it is called Boolean ring [9, 11]. Boolean
rings with an identity are Boolean algebras. In our case L does not have an identity, and it is not a Boolean
algebra.
It is easily seen that the ideals I(R) defined in Eq.(111) within lattice theory, are also ideals within ring theory
(with the addition and multiplication of their elements defined above). In fact they are Boolean rings with the
set R as identity, i.e., they are Boolean algebras. The complement of an element S ∈ I(R), is S = S+R = R\S.
C. Reversible classical gates and the CNOT gate
A classical gate is a function M that maps an input (A1, ..., An) to an output (B1, ..., Bm):
M(A1, ..., An) = (B1, ..., Bm) (120)
In most of the literature the input and output variables Ai, Bj , are binary. The case where they take d values
has also been studied, but to a lesser extent (e.g, [31] in a classical context, and [32, 33] in a quantum context).
In our case the inputs and outputs Ai, Bj are finite subsets of C which are elements of a principal ideal I(R).
Therefore a gate is a function M from [I(R)]n to [I(R)]m (where [I(R)]n is the Cartesian product of n of
these sets). If R has cardinality |R| = 1, then the inputs and outputs are binary variables (the ∅, R which can
be represented with 0, 1). For |R| ≥ 2, the inputs and outputs take one of d = 2|R| values, and they can be
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represented with 0, ..., 2|R|−1. This leads to generalizations of the classical gates with binary variables, to gates
with 2|R|-ary variables.
Examples of gates are the OR, AND, XOR (from [I(R)]2 to I(R)), and the NOT (from I(R) to I(R)):
MOR(S1, S2) = S1 + S2 + S1 · S2 = S1 ∨ S2; S1, S2 ∈ I(R)
MAND(S1, S2) = S1 · S2 = S1 ∧ S2
MXOR(S1, S2) = S1 + S2
MNOT(S1) = R + S1 = S1 = R \ S1. (121)
The sets are labels for the ‘real’ inputs and outputs, which for classical gates are electric currents with various
values. As a ‘non-binary example’, we consider the OR, AND, XOR gates with R = {A1, A2} and for convenience
use the notation:
∅ → 0; {A1} → 1; {A2} → 2; {A1, A2} → 3 (122)
The outputs of these gates are shown in table I.
In a reversible classical gate, there is a bijective map between the set of all inputs and the set of all outputs.
In other words, to every output corresponds exactly one input. The OR, AND, XOR, are not reversible gates,
but the NOT is a reversible gate. We are interested in reversible classical gates, because unitary quantum
transformations are reversible, and in this sense reversible classical gates are linked to quantum gates. As an
example, we study the classical CNOT (controlled NOT) gate [12–15], with binary and more generally 2|R|-ary
variables, using the language of Boolean rings, discussed earlier.
The CNOT gate is a bijective function from [I(R)]2 to itself:
M(S1, S2) = (S1, S1 + S2) (123)
S1 is the ‘control input’ and S2 is the ‘target input’. We note that:
• If the control input is S1 = ∅, the target input remains unchanged:
M(∅, S2) = (S1, S2) (124)
• If the control input is S1 = R (the identity in I(R)), the target changes from S2 to its complement
S2 = R + S2 = R \ S2:
M(R,S2) = (R,S2). (125)
• If S1 ⊂ S2, the target changes from S2 to its subset S2 \ S1.
• If S2 ⊂ S1, the target changes from S2 to S1 \ S2.
For R = {A1} (i.e., |R| = 1) this is the CNOT gate, with binary variables. Using the notation
∅ → 0; {A1} → 1 (126)
we give the 4 possible inputs, and the corresponding outputs in table II. As a ‘non-binary example’, we consider
the case where R = {A1, A2}. In this case we have 16 possible inputs, and the corresponding outputs are shown
in table III (using the notation in Eq.(122)).
The following proposition is based heavily on the formalism of Boolean rings. In this sense it translates the
structure of Boolean rings into the language of classical CNOT gates. It will also be expressed later, in the
language of quantum CNOT gates.
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Proposition VII.1. For a fixed control input S1 ∈ I(R), the map from the target input to the target output
MjT (S2) = S1 + S2; j = 1, ..., 2|R| (127)
is a bijective map from I(R) to itself. Also MjT ◦MjT = 1.
Proof. I(R) is a Boolean ring, and therefore it is an Abelian group with respect to addition. Using this we prove
that MjT is a bijective map from I(R) to itself. For example if MjT (S1) = MjT (S′1), the group properties
prove that S1 = S
′
1.
The property S1 + S1 = 0, implies that MjT ◦MjT = 1.
Tables II, III provide examples of this proposition.
VIII. THE BOOLEAN RING OF COHERENT SPACES AND QUANTUM GATES
A. The distributive lattice Lcoh ≃ L
Lcoh is defined to be the set of coherent subspaces H(S), with S a finite subset of C. The H(∅) = O is an
element of Lcoh. Let S1, S2 be finite subsets of C. The set Lcoh, with the disjunction H(S1)∨H(S2) (Eq.(29)),
conjunction H(S1)∧H(S2) (Eq.(30)), and subspace partial order H(S1) ≺ H(S2), is a distributive lattice which
we call ‘coherent lattice’. Only a finite number of disjunctions and conjunctions are considered, so that Lcoh is
closed under these operations.
For coherent subspaces, we can prove that
H(S1) ∨H(S2) = H(S1 ∪ S2); H(S1) ∧H(S2) = H(S1 ∩ S2). (128)
The proof that H(S1)∧H(S2) = H(S1)∩H(S2) is equal to H(S1∩S2) is based on the fact that a finite number
of coherent states, is linearly independent.
The O is the zero in this lattice. There is no 1 in this lattice (the full Hilbert space h does not belong to Lcoh).
The negation operation is not defined in this lattice, and the orthocomplements of coherent projectors are not
included in Lcoh. Comparison of Eqs.(110),(128) shows that the lattice Lcoh is isomorphic to the distributive
lattice L.
In analogy with Eq.(111), the principal ideal of all coherent subspaces of the coherent space H(R) is:
Icoh(R) = {H(S) ∈ Lcoh | S ⊂ R}. (129)
The quantum OR in terms of measurements: We perform a measurement with the projector Π(Si) (i = 1, 2)
on a density matrix ρ. If the outcome is ‘yes’, then the system collapses in the state
ρ′ =
Π(Si)ρΠ(Si)
Tr[ρΠ(Si)]
. (130)
A subsequent measurement on this with the projector Π(S1∪S2) (which detects if the system is inH(S1)∨H(S2))
will give ‘yes’ with probability 1.
The quantum AND in terms of measurements: We perform a measurement with the projector Π(S1 ∩ S2)
on a density matrix ρ. If the outcome is ‘yes’, then the system collapses in the state
ρ′ =
Π(S1 ∩ S2)ρΠ(S1 ∩ S2)
Tr[ρΠ(S1 ∩ S2)] . (131)
A subsequent measurement on this with any of the projector Π(Si) will give ‘yes’ with probability 1.
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B. Lcoh as a Boolean ring
In Lcoh we define addition and multiplication as:
H(S1) +H(S2) = H(S1 + S2); H(S1) ·H(S2) = H(S1 · S2) = H(S1) ∧H(S2). (132)
The H(S1) +H(S2) is the logical XOR operation. Only finite sums and finite products, are considered.
It is easily seen that
H(S1 + S2) = H(S1 \ S2) ∨H(S2 \ S1). (133)
We note that
H(S1 \ S2) ∧H(S2 \ S1) = O, (134)
and in this sense, a vector which belongs entirely in H(S1 \ S2) does not belong in H(S2 \ S1), and vice versa.
However, the H(S1 + S2) contains the vectors in the spaces H(S1 \ S2), H(S2 \ S1), and their superpositions.
In this sense, quantum XOR is different from classical XOR.
Lcoh with these operations is a commutative ring (without identity) and with idempotent multiplication:
H(S1) ·H(S1) = H(S1). (135)
Therefore it is a Boolean ring, isomorphic to L. Properties analogous to those in Eq.(113)-(118) hold here also,
and for convenience we summarize them:
H(S1) ∨H(S2) = H(S1) +H(S2) + [H(S1) ·H(S2)]
H(S1) · [H(S2) +H(S3)] = [H(S1) ·H(S2)] + [H(S1) ·H(S3)]
H(S1) +O = H(S1)
H(S1) +H(S1) = O; H(S1) = −H(S1)
H(S1) ·H(S2) ·H(S1 + S2) = O. (136)
The ideals given in Eq.(129) from a lattice theory point of view, are also ideals from a ring theory point of view.
In analogy to Eq.(119)
H(S1) ≺ H(S2) → H(S1) ·H(S0) ≺ H(S2) ·H(S0). (137)
But H(S1) ≺ H(S2) does not imply H(S1) +H(S0) ≺ H(S2) +H(S0).
The quantum XOR in terms of measurements: We perform a measurement with the projector Π(S1 \ S2)
on a density matrix ρ. If the outcome is ‘yes’, then the system collapses in the state
ρ′ =
Π(S1 \ S2)ρΠ(S1 \ S2)
Tr[ρΠ(S1 \ S2)] . (138)
A subsequent measurement on this with the projector Π(S1 + S2) (which detects if the system is in H(S1 \ S2)
or in H(S2 \ S1)) will give ‘yes’ with probability 1.
C. Quantum CNOT gates with input in the coherent space HA(A1, A2)⊗HB(B1, B2)
In a controlled quantum gate [12–16], we have the unitary transformations:
|e〉 ⊗ |t〉 → |e〉 ⊗ (UT |t〉); |e〉 ∈ h1; |t〉 ∈ h2. (139)
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Here |e〉 is the quantum state in the control input, and |t〉 is the quantum state in the target input. The control
output is the same quantum state as in the control input. The gate performs the unitary transformation UT
(the index T indicates ‘target’) on the target output. Depending on the control input, the UT is 1, or another
unitary operator.
Here we consider the quantum version of the CNOT gate in table II. There are two possible inputs in the
control and in the target, and therefore the required coherent space is HA(A1, A2)⊗HB(B1, B2). An arbitrary
vector in the non-orthogonal ‘coherent basis’ in this space, is(
α1
α2
)
⊗
(
β1
β2
)
→ [α1|A1〉+ α2|A2〉]⊗ [β1|B1〉+ β2|B2〉] (140)
The scalar product of such vectors will involve the g(A1, A2)⊗g(B1, B2) as in Eq.(39), and it gives the expected
results for overlaps of coherent states.
The CNOT gate performs the following unitary transformation (it is a sum of tensor products of 2×2 ‘control
matrices’ with 2× 2 ‘target matrices’ )
U = γ1AE1(A1, A2)⊗ U1T + γ2AE2(A1, A2)⊗ U2T
U1T = V (0); U2T = V (π); V (φ) = γ1BE1(B1, B2) + exp(iφ)γ2BE2(B1, B2) (141)
where γjA, Ej(A1, A2) and γjB , Ej(B1, B2) are the eigenvalues and eigenprojectors of g(A1, A2), g(B1, B2), cor-
respondingly (see example IV.4).We note that
U1T = g(B1, B2); U2T = g(B1, B2)− 2γ2BE2(B1, B2); [U1T ,U2T ] = 0. (142)
We first show that U is a unitary operator, by proving that
U [G(A1, A2)⊗G(B1, B2)]U † = g(A1, A2)⊗ g(B1, B2). (143)
This is the unitarity relation in Eq.(106) in the non-orthogonal basis of coherent states, extended for a tensor
product. We first show that
U [G(A1, A2)⊗G(B1, B2)] = E1(A1, A2)⊗ 1+ E2(A1, A2)⊗ [E1(B1, B2)− E2(B1, B2)], (144)
and then multiplication with U † gives the result in Eq.(143).
We also show that UjT are unitary transformations, by showing that they satisfy the unitarity relation
(Eq.(106)):
UjTG(B1, B2)(UjT )† = g(B1, B2). (145)
We consider two cases of linearly independent control inputs:
• If the control input is in the state e1(A1, A2) in Eq.(47), then
U [e1(A1, A2)⊗ T ] = e1(A1, A2)⊗ T ; T =
(
t1
t2
)
→ t1|B1〉+ t2|B2〉. (146)
We use here Eq.(103) (which involves the G(A1, A2) ⊗ G(B1, B2)). We also use the fact that U1T =
g(B1, B2), to show that U1T T = T . In this case the target output is the same as the target input. This is
the analogue of (0, 0)→ (0, 0) and (0, 1)→ (0, 1) in the classical CNOT gates (table II). But in addition
to that, here we have superpositions, i.e., the T is any vector in the two-dimensional space HB(B1, B2).
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• If the control input is in the state e2(A1, A2) (Eq.(47)), then
U [e2(A1, A2)⊗ T ] = e2(A1, A2)⊗ (U2TT ) (147)
In this case the target input T is transformed to U2T T at the output.
We next consider the states
Tp = 1√
2
[e1(B1, B2) + e2(B1, B2)]; Tm = 1√
2
[e1(B1, B2)− e2(B1, B2)]. (148)
The quantum CNOT gate gives
[e1(A1, A2), Tp] → [e1(A1, A2), Tp]; [e1(A1, A2), Tm] → [e1(A1, A2), Tm]
[e2(A1, A2), Tp] → [e2(A1, A2), Tm]; [e2(A1, A2), Tm] → [e2(A1, A2), Tp] (149)
This is the quantum analogue of table II in the classical CNOT gates. Therefore we have here a quantum
analogue of the mapMjT in proposition VII.1 for the classical case, which satisfies the conditionMjT ◦MjT = 1.
But in the quantum case we can also have superpositions (both in the target input and in the control input),
and for this reason we present the following more general statement, as the quantum analogue of proposition
VII.1 .
Proposition VIII.1. For a fixed control input ej(A1, A2), the map from the target input to the target output
MjT : T → UjT T (150)
is a bijective map from HB(B1, B2) to itself. Also MjT ◦MjT = 1.
Proof. We have shown in Eq.(145) that the transformations UjT are unitary, and therefore MjT is a bijective
map from HB(B1, B2) to itself. We can also show that (UjT )2 = 1 (the square is calculated using Eq.(104)).
Therefore MjT ◦MjT = 1.
In the case A1 = −A2 →∞ and B1 = −B2 →∞ the coherent states are almost orthogonal and
g(A1, A2) ≈ g(B1, B2) ≈ 1; γ1A ≈ γ2A ≈ γ1B ≈ γ2B ≈ 1 (151)
and Eq.(153) reduces to
U ≈ E1(A1, A2)⊗ 1+ E2(A1, A2)⊗ U2T (152)
This is the form found in the literature (usually in another basis).
D. Quantum CNOT gates with input in the coherent space HA(SA)⊗HB(SB)
Here we consider the quantum version of the CNOT gate in table III. There are four possible inputs in
the control and in the target, and therefore the required coherent space is HA(SA) ⊗ HB(SB), where SA =
{A1, A2, A3, A4} and SB = {B1, B2, B3, B4}. The CNOT gate performs the following transformation on input
states (it is a sum of tensor products of 4× 4 ‘control matrices’ with 4× 4 ‘target matrices’):
U = γ1AE1(SA)⊗ U1T + γ2AE2(SA)⊗ U2T
+ γ3AE3(SA)⊗ U3T + γ4AE4(SA)⊗ U4T (153)
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where
U1T = V (0, 0, 0); U2T = V (π, 0, 0); U3T = V (0, π, 0); U4T = V (0, 0, π)
V (φ2, φ3, φ4) = γ1BE1(SB) + exp(iφ2)γ2BE2(SB)
+ exp(iφ3)γ3BE3(SB) + exp(iφ4)γ4BE4(SB), (154)
U is a unitary operator. It obeys the unitarity relation (Eq.(106)):
U [G(SA)⊗G(SB)]U † = g(SA)⊗ g(SB). (155)
UjT is also a unitary operator:
UjTG(SB)U†jT = g(SB). (156)
We note that
U1T = g(SB); U2T = g(SB)− 2γ2BE2(SB)
U3T = g(B1, B2)− 2γ3BE3(SB); U4T = g(B1, B2)− 2γ4BE4(SB) (157)
If the control input is in the eigenstate ej(SA), given in Eq.(42), then
U [ej(SA)⊗ T ] = ej(SA)⊗ [UjT T ] (158)
In this case the target input T is transformed to UjT T at the output. It is seen that for any of the control
inputs ej(SA), the target input T is transformed with the unitary operator UjT , into UjT T . This is a bijective
map from H(SB) to itself, and a proposition analogous to VIII.1, holds here also.
IX. DISCUSSION
We have discussed the following three interrelated topics:
• Coherent spaces: They are subspaces of the Hilbert space, spanned by a finite number of coherent
states. Each coherent space is described uniquely by a finite set of complex numbers. Using the language
of the Dirac contour representation, we have shown that the corresponding projectors, have the following
properties:
– There is a resolution of the identity in terms of all them (Eq.(60)). Also some smaller sets of coherent
spaces are total sets, as discussed in section IVD.
– Under both displacement transformations and time evolution, they are transformed into other pro-
jectors of the same type (proposition V.2).
– They obey the relations in proposition V.3, which are extensions of the fact that coherent states are
eigenstates of the annihilation operator.
• The Boolean ring of finite sets of complex numbers: The set L of all finite sets of complex
numbers with the logical OR and AND operations, is a distributive lattice. It is also a Boolean ring,
with the operations XOR, AND, and it has the properties discussed in section VII B. The Boolean ring
provides the theoretical foundation for a study of classical and quantum gates, with binary and more
generally 2n-ary inputs and outputs. Applications to CNOT gates, have been discussed in section VII C.
The general Boolean ring formalism, is translated into the language of classical CNOT gates, through
proposition VII.1.
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• The Boolean ring of coherent spaces: The set Lcoh of all coherent spaces with the logical OR and
AND operations, is a distributive lattice isomorphic to L. It is also a Boolean ring, with the operations
XOR and AND. Application to the quantum CNOT gate with coherent states, has been discussed in
sections VIII C, VIII D. The non-orthogonal nature of the coherent states, is taken into account with the
matrices g,G. The general Boolean ring formalism, is translated into the language of quantum CNOT
gates, through proposition VIII.1.
The work generalizes the concept of coherence, and provides the theoretical foundation for quantum gates with
coherent states.
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TABLE I: Outputs of the classical OR, AND, XOR gates with R = {A1, A2} and the notation in Eq.(122).
in (0, 0) (1, 0) (2, 0) (3, 0) (0, 1) (1, 1) (2, 1) (3, 1) (0, 2) (1, 2) (2, 2) (3, 2) (0, 3) (1, 3) (2, 3) (3, 3)
OR 0 1 2 3 1 1 3 3 2 3 2 3 3 3 3 3
AND 0 0 0 0 0 1 0 1 0 0 2 2 0 1 2 3
XOR 0 1 2 3 1 0 3 2 2 3 0 1 3 2 1 0
TABLE II: The (control, target) at the input and output of the classical CNOT gate with R = {A1} and the notation
in Eq.(126).
in (0, 0) (0, 1) (1, 0) (1, 1)
out (0, 0) (0, 1) (1, 1) (1, 0)
TABLE III: The (control, target) at the input and output of the classical CNOT gate with R = {A1, A2} and the
notation in Eq.(122).
in (0, 0) (0, 1) (0, 2) (0, 3) (1, 0) (1, 1) (1, 2) (1, 3) (2, 0) (2, 1) (2, 2) (2, 3) (3, 0) (3, 1) (3, 2) (3, 3)
out (0, 0) (0, 1) (0, 2) (0, 3) (1, 1) (1, 0) (1, 3) (1, 2) (2, 2) (2, 3) (2, 0) (2, 1) (3, 3) (3, 2) (3, 1) (3, 0)
