Causal analysis in program evaluation has largely focused on the assessment of policy effectiveness. That is, researchers typically study whether a program has a causal effect on the outcome of interest. However, it is often of scientific and practical importance to also explain why such a causal relationship arises. In this paper, we introduce causal mediation analysis, a statistical framework for analyzing causal mechanisms that has become increasingly popular in social and medical sciences in recent years. The framework enables us to show exactly what assumptions are sufficient for identifying causal mediation effects for the mechanisms of interest, derive a general algorithm for estimating such mechanism-specific effects, and formulate a sensitivity analysis for the violation of those identification assumptions. We also extend the framework to analyze causal mechanisms in the presence of treatment noncompliance, a common problem in randomized evaluation studies. The methods are illustrated via applications to two intervention studies on school class sizes and job training workshops.
Introduction
In program evaluation, researchers often use randomized interventions to analyze the causal relationships between policies and social outcomes. The typical goal in evaluation studies is to assess the effectiveness of a given policy. Although the assessment of effectiveness is certainly of primary importance in many substantive contexts, an exclusive focus on the question of whether and how much has often invited criticisms from scholars both within and outside of the policy community (e.g., Skrabanek, 1994; Heckman and Smith, 1995; Brady and Collier, 2004; Deaton, 2010a,b) . Rather, it is often of both scientific and practical interest to explain why policy works. Answering such questions will not only enhance the understanding of causal mechanisms behind the policy, but may also enable policymakers to prescribe better policy alternatives.
In this paper, we introduce causal mediation analysis, a statistical framework for the analysis of causal mechanisms that is becoming increasingly popular in many disciplines of social and medical sciences, including epidemiology, psychology, and political science (Greenland and Robins, 1994; Jo, 2008; Imai et al., 2011a) . Under this framework, a causal mechanism is defined as a process where a causal variable of interest, i.e., treatment, influences an outcome through an intermediate variable, which is referred to as a mediator. The goal in such analysis is to decompose the total treatment effect on the outcome into the indirect and direct effects that do and do not go through the mediator, respectively. Unlike other fields, statistical analysis of causal mechanisms has not been widespread in economics and public policy, with a few recent exceptions (Flores and Flores-Lagunes, 2009; Simonsen and Skipper, 2006) . Indeed, a recent review article highlights how understanding mechanisms in policy analyses plays a "crucial and underappreciated role" (Ludwig et al., 2011, p.20) .
The framework of causal mediation analysis provides important advantages over the traditional framework based on structural equation models (e.g., Shadish et al., 2001; MacKinnon, 2008) . In particular, causal mediation analysis uses the potential outcomes framework for causal inference (Neyman, 1923; Rubin, 1973) to define the indirect and direct effects and understand the identification conditions for those effects without making use of specific distributional or functional form assumptions. This stands in contrast to traditional parametric approaches which tend to obscure the assumptions needed to make causal claims with statistical estimates.
The primary goal of the current paper is to provide an outline of recent theoretical advances on this topic and discuss their implications to the analysis of mechanisms behind social and policy interventions with empirical illustrations. Below, we discuss three important aspects of investigating causal mechanisms in the context of program evaluation. First, we outline the assumptions that are sufficient for the nonparametric identification of a causal mechanism. We show that commonly used statistical methods rely upon untestable assumptions and can be inappropriate even under those assumptions. We then discuss how this formal framework can be used to derive a general algorithm for the estimation of causal mediation effects, which lets researchers adopt a variety of alternative statistical models to the standard linear regression framework. The algorithm helps policy analysts by allowing the use of a range of statistical estimators unavailable in previous approaches to mediation (Imai et al., 2010a) .
Second, we discuss the use of sensitivity analyses for probing the extent to which substantive conclusions depend on untestable assumptions (e.g., Rosenbaum, 2002b) . Rather than hiding behind assumptions, policy analysts can report how strongly their conclusions rely on them. Third, we engage with an issue that has been understudied in the methodological literature on causal mechanisms but is of central importance in policy analyses: noncompliance with assigned treatment status.
We extend the standard framework of causal mediation analysis to show that both the intentionto-treat (ITT) effect of the treatment assignment and the average treatment effect on the treated units (ATT) can be decomposed into the direct and indirect effects under the assumptions similar to those commonly made in the instrumental variables literature (Angrist et al., 1996) . We illustrate these methods by applying them to two randomized intervention studies on school class sizes and job training workshops.
The rest of the paper proceeds as follows. In Section 2 we describe the two empirical applications that we will analyze. Section 3 lays out our statistical approach to causal mediation analysis and Section 4 illustrates the approach with an empirical example. Section 5 extends our approach to the setting where there is treatment noncompliance and Section 6 gives an empirical example for this situation. Section 7 concludes.
We first introduce the two empirical examples we use as illustrations to motivate the concepts. In the first application, we use data from the Project STAR randomized trial. Project STAR was a randomized experiment that tested the effect of smaller class sizes on test scores for elementary school students. The experiment started for the 1985-86 incoming kindergarten cohort in 79 Tennessee public schools. Incoming students were randomly assigned to either a small class (13-17 students), a regular-size class (22-25 students), or a regular size class with a teacher's aide. Teachers were randomly assigned to class types. Students that were randomized to a small class in kindergarten remained in the small class until the end of the third grade. New students who entered the schools in later years were added to the experiment and randomly assigned to a class type. The primary outcome of interest was students' ability, measured through test scores on reading and mathematics at the end of each year. A number of analyses have been conducted with the data from Project STAR (e.g. Achilles, 1999; Finn and Achilles, 1990; Folger and Breda, 1989; Krueger and Whitmore, 2001; Krueger, 1999; Word et al., 1990) , with wide agreement that smaller classes increased test scores. These analyses also found that the addition of a teacher's aide in regular sized classes did not appear to have any effect on test scores.
Here, we confine our analysis to test scores collected after the completion of the first grade in order to minimize complications due to noncompliance with the treatment assignment, the issue we will take up in the second application. 1 While left unexplored in previous analyses, we posit a possible causal mechanism, where gains in ability in later years are a function of both the small class treatment but also from gains in ability in past years. We posit that the small class treatment had both a direct effect on first grade ability, but also an indirect effect by improving ability in kindergarten. As we note later, identification of indirect effects critically depends on the quality of pretreatment data. The Project STAR data set does contain a number of pretreatment measures including student race, student SES as measured by whether or not the student qualified for the free lunch program, total experience of the teacher, the highest degree obtained by the teacher, the teacher race, the school's urban, rural or suburban status, and the type of teaching certificate issued to the teacher. One key limitation of the Project STAR data, however, is that students were not given tests prior to entering a small class, which will be critical to the plausibility of the identification assumptions for a causal mechanism.
In the second application, we use data from the Job Search Intervention Study (JOBS II) (Vinokur et al., 1995; Vinokur and Schul, 1997) . JOBS II was a randomized job training intervention for unemployed workers. The program was designed with two goals in mind: to increase reemployment for those that are unemployed and improve the job seeker's mental health. In the program a pre-screening questionnaire was given to 1,801 unemployed workers, after which treatment and control groups were randomly assigned. Job-skills workshops were provided to the treatment group which covered job-search skills as well as techniques for coping with difficulties in finding a job.
Individuals in the control group were given a booklet that gave them tips on finding a job. Two key outcome variables were measured: the Hopkins Symptom Checklist which measures depressive symptoms (continuous), and an indicator for whether employment had been obtained (binary).
Besides being interested in the overall effects of job-skills workshops on employment and mental health outcomes, the study analysts also hypothesized that workshop attendance would lead to increases in employment and mental health by improving confidence in job search ability (Vinokur et al., 1995; Vinokur and Schul, 1997) . Thus for the JOBS II data, the key mediating variable is a continuous measure of job-search self-efficacy. In addition to the outcome and mediator, data were collected on baseline covariates prior to the administration of the treatment. These baseline covariates include education, marital status, age, sex, income, race, previous occupation, and economic hardship. The pretreatment level of depression is also measured with the Hopkins Symptom Checklist.
Like in many policy interventions, noncompliance with assigned treatment status was a common feature of the JOBS II study. Unlike in Project STAR, 39% of those assigned to the intervention failed to participate in the job training seminars, while those assigned to the control group were not given access to the treatment. Because the workers in the treatment group selected themselves into either participation or non-participation in job-skills workshops, identification of causal relationships often requires additional assumptions in the presence of noncompliance. In fact, as we highlight in Section 5, such noncompliance creates additional complications for the identification of causal mechanisms.
Framework for Causal Mechanism Research in Policy Analysis
Following prior work (e.g., Robins and Greenland, 1992; Pearl, 2001; Glynn, 2008; Imai et al., 2010e) , we use the potential outcomes framework (e.g., Holland, 1986) to define causal mediation effects. We discuss the key result of Imai et al. (2010e) that establishes when the product of coefficient method (MacKinnon et al., 2002) and related techniques produce valid estimates of causal mediation effects.
Without reference to specific statistical models, the potential outcomes framework clarifies what assumptions are necessary for valid calculation of causal mediation effects. From this, there is a clear connection between the modern statistical framework of causal inference and the traditional linear structural equations modeling (LSEM) approach frequently used in the social sciences. This framework also enables the formal analysis of a situation that is of specific interest to policy analysts, treatment noncompliance, the issue we take up in Section 5.
Potential Outcomes and Causal Effects
The causal effect of a policy intervention can be defined as the difference between one potential outcome that would be realized if the subject participated in the intervention, and the other potential outcome that would be realized if the subject did not participate. Formally, let T i be a treatment indicator, which takes on the value of 1 when unit i receives the treatment and 0 otherwise. We here focus on binary treatment for simplicity, but the methods, here, can be extended easily to non-binary treatment (see Imai et al., 2010b) . We then use Y i (t) to denote the potential outcome that would result when unit i is under the treatment status t. 2 Although there are two potential outcomes for each subject, only the one that corresponds to his or her actual treatment status is observed. Thus, if we use Y i to denote the observed outcome, we have Y i = Y i (T i ) for each i. For example, in Project STAR, T i = 1 if student i is assigned to a small class and T i = 0 if the student is assigned to a regular sized class. Here, Y i (1) represents the ability of student i after the first grade (measured by her test score) if she is in a small class and Y i (0) is the potential ability for the same student in a regular sized class.
We define the causal effect of T i as difference in the two potential outcomes,
Of course, this quantity cannot be identified because only either Y i (1) or Y i (0) is observable. Thus, researchers often focus on the identification and estimation of the average causal effect, which is
where the expectation is taken with respect to the random sampling of units from a target population. In a randomized experiment like Project Star, T i is statistically independent of (Y i (1), Y i (0)) because the probability of receiving the treatment is identical for every observation; formally, we write (Y i (1), Y i (0)) ⊥ ⊥ T i . When this is true, the average causal effect can be identified as the observed difference in mean outcomes between the treatment and control groups,
Therefore, in randomized experiments, the difference-in-means estimator is unbiased for the average causal effect.
Causal Mediation Effects
The potential outcomes framework we introduced above can be extended to define and analyze causal mediation effects. Let M i (t) denote the potential mediator, the value of the mediator that would be realized under the treatment status t. In Project STAR, M i (t) represents student i's ability at the end of kindergarten (measured by her test score at that time) that would be observed if she had been in a small class (t = 1) or a regular sized class (t = 0). As before, only the potential mediator that corresponds to the actual treatment for student i can be observed, so that the observed mediator is written as M i = M i (T i ). Next, we use Y i (t, m) to represent the potential outcome that would result if the treatment and mediating variables equaled t and m for i, respectively. For example, in Project STAR, Y i (1, 50) represents the first grade test score for student i that would be observed if she had been in a small class and her ability at the end of kindergarten equaled the test score of 50. Again, we only observe one of the (possibly infinitely many) potential outcomes, and the observed outcome
Using this notation, we define causal mediation effects for each unit i as follows,
for t = 0, 1. In this definition, the causal mediation effect represents the indirect effects of the treatment on the outcome through the mediating variable (Pearl, 2001; Robins, 2003 
can never be observed for any unit. In Project STAR, Y i (1, M i (1)) represents first grade test scores for a student with kindergarten test scores after participating in smaller classes, and Y i (1, M i (0)) represents first grade tests scores for a student that participated in smaller classes but had kindergarten test scores as if they had been in a regular sized class.
Similarly, we can define the direct effects of the treatment for each unit as
for t = 0, 1. In Project STAR, for example, this is the direct effect of smaller class size on first grade tests scores while holding the mediator, kindergarten test scores, at the level that would be realized if student i had been in a smaller class. 3
The total effect of the treatment, τ i , can be decomposed into the indirect and direct effects in
where we simply average over the two treatment levels. In addition, if direct and causal mediation effects do not vary as functions of treatment status (i.e., δ i = δ i (1) = δ i (0) and ζ i = ζ i (1) = ζ i (0), the assumption often called the no-interaction assumption), then the total effect is the simple sum of the mediation and direct effects, i.e., τ i = δ i + ζ i . The total effect is equivalent to the unit-level causal effect of T i as defined in the previous section.
The causal mediation effect, direct effect and total effect are defined at the unit level, which means that they are not directly identifiable without unrealistic assumptions. The reason is that they are defined with respect to multiple potential outcomes for the same individual and only one of those potential outcomes is observed in reality. We thus focus on the population averages of those effects. First, the average causal mediation effects (ACME) can be defined as,
for t = 0, 1. In Project STAR, this quantity represents the portion of the average effect of small class size on students' first grade ability that is transmitted by the change in their ability at the end of kindergarten induced by the class size treatment. Similarly, we can define the average direct effect (ADE) and average total effect
Note, again, that the average total effect is equivalent to the average causal effect discussed in the previous section.
Nonparametric Identification under Sequential Ignorability
We now turn to the question of identification. In general, a causal quantity is said to be identified under a certain set of assumptions if it can be consistently estimated from observed data. If the set of assumptions for identification does not involve any distributional or functional form assumptions, it is said that the identification is achieved nonparametrically. Since causal quantities are always defined with respect to counterfactuals, it is of central concern for causal research to ask what assumptions have to be made in order for the causal quantity of interest to be nonparametrically identified. Only after nonparametric identifiability of a causal parameter is established is it meaningful to consider the questions of statistical inference for the parameter (Manski, 1995 (Manski, , 2007 .
As we discussed in Section 3.1, only the randomization of the treatment is required for the nonparametric identification of the average (total) causal effect,τ (as well as the SUTVA; see footnote 2).
The ACME and ADE, however, require additional assumptions for identification. Let X i ∈ X be a vector of the observed pre-treatment confounders for unit i where X denotes the support of the distribution of X i . Given these observed pretreatment confounders, Imai et al. (2010e) show that the ACME and ADE can be nonparametrically identified under the following condition.
Assumption 1 (Sequential Ignorability (Imai et al., 2010e )) The following two statements of conditional independence are assumed to hold,
for t = 0, 1, and all x ∈ X and m ∈ M.
In the program evaluation literature, Flores and Flores-Lagunes (2009) derive a similar identification assumption in the context of an analysis of the Job Corps, but impose an additional functional form assumption. They also ignore the problem of treatment noncompliance, which we discuss in Section 5.
Flores and Flores-Lagunes (2010) also examine mechanisms but do so using a partial identification approach.
Assumption 1 is called sequential ignorability because two ignorability assumptions are sequentially made (Imai et al., 2011a) . First, given the observed pretreatment confounders, the treatment assignment is assumed to be ignorable, i.e., statistically independent of potential outcomes and potential mediators. This part of Assumption 1 is guaranteed to be satisfied in a randomized experiment like Project STAR, since the treatment assignment is explicitly randomized by the researchers.
The second part of Assumption 1 implies that given the observed treatment and pretreatment confounders, the observed mediator is assumed to be ignorable, i.e., independent of potential outcomes.
The second part of Assumption 1 requires particular attention. Unlike the first part, the second part may not be satisfied even in an ideal randomized experiment, since randomization of the treatment assignment does not imply ignorability of the mediator. For example, in Project STAR, the ignorability of the mediator would imply that the ability at the end of kindergarten could be regarded as "as if" randomized among the students who have the same treatment status (small class or regular sized class) and the same pretreatment characteristics.
The second stage of sequential ignorability is a strong assumption. First, it cannot be directly tested from the observed data and hence is nonrefutable (Manski, 2007) . Moreover, there can always be unobserved variables confounding the relationship between the mediator and the outcome even if treatment status and the observed covariates are controlled for. Furthermore, the conditioning set of covariates must be pretreatment variables. Indeed, without an additional assumption, we cannot condition on the post-treatment confounders even if such variables are observed by researchers (e.g., Avin et al., 2005) . The implication is that it is difficult to know for certain whether or not the ignorability of the mediator holds even after researchers collect as many pre-treatment confounders as possible. This gives causal mediation analysis the character of observational studies, where the ignorability of treatment assignment must always be assumed "on faith" to some extent.
In Project STAR, the first ignorability assumption is satisfied since students were randomly assigned to the small class and regular sized class conditions when they entered kindergarten. The second ignorability assumption is far less certain. To satisfy this assumption, we must control for all pretreatment covariates that may confound the relationship between kindergarten test scores and first grade test scores. As we noted in Section 2, we do have a number of pretreatment covariates but we do not have any measures of pretreatment test scores. As such, we are clearly missing a key pretreatment covariate. Thus, in Section 3.5, we outline a sensitivity analyses to quantify how robust the empirical findings based on the sequential ignorability assumption are to the violation of that assumption. When having to make nonrefutable assumptions, sensitivity analyses are particularly valuable because they allow the researcher to examine the consequences of violations of the assumption.
Importantly, randomizing both the treatment and mediator will not satisfy Assumption 1. Hence the "causal chain" approach, where in one experiment the treatment is randomized to identify its effect on the mediator and in a second experiment the mediator is randomized to identify its effect on the outcome (Spencer et al., 2005) , does not identify the ACME or ADE. Unfortunately, even though the treatment and mediator are each guaranteed to be exogenous in these two experiments, simply combining the two is not sufficient for identification. For further discussion and proofs of these points, see Imai et al. ( , 2011a .
Estimation of Causal Mediation Effects
We now turn to the subject of estimation. First, we outline how LSEM may be used to estimate effects is causal mechanisms. We then review a more general method of estimation that allows for nonlinear models.
Relationship to Identification Within the Structural Equation Framework
Here, we briefly demonstrate how mediation analysis using traditional LSEM is encompassed by the potential outcomes framework. For illustration, consider the following set of linear equations,
After fitting each linear equation via least squares, the product of coefficients method usesβ 2γ as an estimated mediation effect (MacKinnon et al., 2002) . Imai et al. (2010e) prove that the estimate based on the product of coefficients method can be interpreted as a consistent estimate of the causal mediation effect only under the following conditions:
(1) Assumption 1 is satisfied, (2)δ(1) =δ(0), i.e., the effect of the mediator on the outcome does not interact with the treatment status, and (3) the conditional expectations of the potential mediator and outcome are indeed linear as specified in equations (5) and (6) (see also Jo, 2008) . Next we discuss a general estimation framework for causal mechanisms that moves beyond LSEMs.
A General Method of Estimation
While we can use LSEMs to estimate causal mediation effects, the linearity assumptions required with LSEMs are often inappropriate. For example, in the JOBS II data, while earnings was one outcome examined in the study, another outcome of interest is the employment status, which is a binary variable. Imai et al. (2010b) show that the nonparametric identification result leads to a general algorithm for computing the ACME and the ADE that can accommodate any statistical model so long as sequential ignorability holds. Here, we briefly describe the two-step algorithm, 5
which is implemented in the R package, mediation.
First, analysts posit regression models for the mediator and outcome of interest. Corresponding to the sequential ignorability assumption, the mediator should include as predictors the treatment and any relevant pretreatment covariates. Similarly, the outcome should be modeled as a function of the mediator, the treatment, and the pretreatment covariates. Because the algorithm is derived on the basis of the nonparametric identification result, the validity of the algorithm is guaranteed regardless of specific forms of the mediator and outcome models. For example, the models can be nonlinear (e.g., logit, probit, poisson, etc.) or even nonparametric or semiparametric (e.g. generalized additive models). Based on the mediator model, we then generate two sets of predictions for the mediator, one under the treatment and the other under the control conditions. In Project STAR, for example, we would generate predicted levels of kindergarten test scores for those students in small classes and those in regular sized classes.
Next, we use the outcome model to impute potential outcomes. Suppose that we are interested in estimating the ACME under the treatment, i.e.,δ(1). First, the outcome for each observation is predicted under the treatment using the value of the mediator predicted in the treatment condition for the same observation. Second, the outcome is predicted under the treatment condition, but now using the mediator value that was predicted under the control condition for that observation. The ACME is then computed by averaging the differences between the predicted outcome under the two values of the mediator across observations in the data. For the Project STAR data, this would correspond to the average difference in first grade test scores across levels of treatment status, while changing the level of kindergarten test scores to the level predicted from the opposite treatment status. Finally, uncertainty estimates can be obtained via simulation-based procedures, such as the bootstrap.
Sensitivity Analysis
The identification results and estimation procedures we discussed above are only valid under the sequential ignorability assumption. Unfortunately, observed data in an experiment like Project Star cannot be used to test whether the assumption is satisfied. Even when researchers have theoretical reasons to believe that they have appropriately controlled for confounding variables, such arguments will rarely be dispositive. An alternative approach to address the concern about unobserved con-founding is to examine how sensitive their results are to the existence of such confounders. As we describe next, a formal sensitivity analysis can be done to quantify how results would change as the sequential ignorability assumption was relaxed. Results that become statistically insignificant, or even change signs, with small violations of the assumption are considered to be sensitive. Imai et al. (2010b,e) develop procedures for conducting such sensitivity analyses under the linear and non-linear structural equations models such as equations (5) and (6). Their analysis is based on the idea that the degree of violation of equation (4), i.e., the second part of the sequential ignorability assumption, can be represented by the correlation coefficient between the two error terms, i2 and i3 . This is because an omitted pretreatment covariate that confounds the mediatoroutcome relationship will be a component of both error terms, resulting in nonzero correlation between i2 and i3 . Formally, let ρ represent this correlation: When ρ = 0, the two error terms do not contain any common component, implying that equation (4) is satisfied. Conversely, if ρ = 0, existence of unobserved confounding is implied and therefore the sequential ignorability assumption is violated. Thus, varying ρ between −1 and 1 and inspecting how the ACME and ADE change enable us to analyze sensitivity against unobserved mediator-outcome confounding. 6 For example,
in Project STAR, we may not have controlled for confounders that affect both kindergarten and first grade student abilities. Of particular concern here is the ability of students prior to the assignment to small and regular sized classes, as discussed in Section 2. A sensitivity analysis would calculate the ρ at which the ACME or ADE is zero (or their confidence intervals contain zero).
The above approach uses error correlation as a means of quantifying the severity of unobserved mediator-outcome confounding. An alternative, more direct approach is to quantify the importance of unobserved confounding through a decomposition of variance. That is, letR 2 M andR 2 Y denote the proportions of the variances of M i and Y i , respectively, that are explained by the common unobserved confounders in the two regression models. These coefficients of determination can then be naturally interpreted as parameters representing the importance of unobserved confounding for the mediator and outcome. Imai et al. (2010e) show that this approach can be interpreted as an alternative representation of their error correlation approach. This implies that, as before, we can analyze the sensitivity of ACME and ADE estimates against unobserved mediator-outcome confounding by varyingR 2 M andR 2 Y and reestimating the implied ACME and ADE under the assumed level of unobserved confounding. Again, a result that is strong would be one where the omitted confounder would need to explain a large amount of variation in either the mediator or outcome in order for the substantive results to change. Although mathematically equivalent to the error correlation approach, the variance decomposition approach has the advantage of allowing the mediator and outcome to be separately analyzed.
Sensitivity analysis is not without its limitations. These limitations range from conceptual to more practical ones. Conceptually, the above sensitivity analysis itself presupposes certain causal relationships. First, the causal ordering between the treatment, mediator, outcome and observed covariates assumed by the analyst must be correct in the first place. Second, the treatment is assumed to be ignorable conditional on the pretreatment covariates (equation 3). These conditions, however, can often be made plausible by careful research design (e.g. randomizing the treatment and defining and measuring the mediator and outcome in accordance with the assumed ordering), whereas the mediator-outcome confounding (equation 4) is more difficult to be controlled by the researcher.
Third, the above sensitivity analysis can only be used for pretreatment mediator-outcome confounding and does not address posttreatment confounding. For example, if the omitted confounder is itself influenced by the treatment, and then influences the mediator and outcome, this type of sensitivity analysis is no longer appropriate. Alternative procedures have recently been developed to address such situations (e.g. Albert and Nelson, 2011). 7 There are two more practical limitations. First, there is no accepted threshold for which a particular result can be dichotomously judged to be unacceptable, as is the case with similar forms 7 A related issue is the choice of conditioning sets. When the treatment is not randomized, and researchers must appeal to the use of control variables to establish the ignorability of the treatment, there arises the issue of what pretreatment covariates to include in the mediator and outcome models. The recent exchange between Pearl (2014) and Imai et al. (2014) reveals that substantial ambiguity is likely to remain in practice with respect to the choice of conditioning sets, which suggests another important dimension for sensitivity analysis (see Imai et al., 2014 , for some initial ideas). We, however, emphasize that such considerations are not relevant if the treatment is randomized.
of sensitivity analyses in general. We echo the common recommendation (Rosenbaum, 2002a, p.325) that the degree of sensitivity be assessed via cross-study comparisons. It is important to note that such comparisons can only be practiced if sensitivity analyses are routinely conducted and reported in empirical research. Second, the existing sensitivity analysis methods for unobserved mediatoroutcome confounding are highly model-specific, in that a different procedure has to be derived for each particular combination of mediator and outcome models. While the existing procedures do cover the most commonly used parametric models, future research could derive methods for other types of models.
Instrumental Variables and Mediation Effects
In program evaluation, researchers often rely on instrumental variables (IV) and related statistical methods to analyze causal relationships. Such techniques are typically used when the causal variable of interest, e.g. actual reception of a policy intervention, cannot be plausibly regarded as ignorable.
Since the identification of the ACME and ADE requires ignorability assumptions, it is unsurprising that IVs can play valuable roles in the analysis of causal mechanisms.
Indeed, there are at least three distinct ways in which researchers can use what might be broadly called IV techniques to analyze causal mechainsms. The three approaches can best be differentiated by focusing on what variable performs the role analogous to the "instrument" in the standard IV framework. The first, most traditional approach treats the treatment itself (T i in the above notation)
as the instrumental variable and apply a standard IV estimation method for the ACME. This approach originates in Holland (1988) and has recently been futher explored by several researchers (Albert, 2008; Jo, 2008; Sobel, 2008) . This approach relies on the rather strong assumption that the direct effect is zero. In the jargon of IV methods, this assumption implies that the treatment satisfies the exclusion restrictions with respect to the mediator and outcome, i.e., the treatment can only affect the outcome through its effect on the mediator. Under this assumption and the ignorability of the treatment (i.e. equation 3, the first stage of sequential ignorability), the standard IV methods can be used to obtain valid estimates of the causal mediation effects. The primary advantage of this approach is that it is no longer necessary to assume the absence of unobserved mediator-outcome confounding (equation 4). The obvious drawback, however, is that it assumes the existence of alternative causal mechanisms other than the mediator of interest, a priori. For example, in the context of Project STAR, this approach will be invalid unless the effect of small class sizes on first grade ability is entirely mediated through kindergarten ability. This approach is often invoked under the rubric of principal stratification (Page, 2012) , but has been criticized due to the reliance on the exclusion restriction (VanderWeele, 2012).
The second approach, proposed by , uses an IV in order to cope with the possible existence of unobserved confounding between the mediator and outcome (i.e. violation of equation 4). This approach presupposes the situation where researchers can partially manipulate the mediating variable by random encouragement. It can then be shown that, if the encouragement is applied to a randomly selected subset of the sample, and the encouragement satisfies the standard set of IV assumptions (exclusion restrictions and monotonicity), then the ACME and ADE can be nonparametrically bounded for a meaningful subgroup of the population defined by their compliance to the encouragement. Since such direct manipulation of mediating variables is relatively uncommon (though certainly not impossible) in program evaluation, we omit further details and refer interested readers to the aforementioned article.
A third approach developed by Yamamoto (2013) uses the IV framework for causal mediation analysis in yet another way . Unlike the above two methods, this approach is designed to address the nonignorability of the treatment variable (i.e. violation of equation 3) due to treatment noncompliance, a common problem in randomized evaluation studies. Indeed, as mentioned in Section 2, the JOBS II study involved a substantial number of participants who were assigned to the job training workshops but did not comply with their assigned treatment. Thus, the identification results and estimation methods discussed thus far cannot be applied to the JOBS II example. Given the prevalence of treatment noncompliance in program evaluation, we discuss this approach in detail in Sections 5 and 6.
Mediation Effects in Project STAR
To illustrate the preceding discussion, we present a mediation analysis for the hypothesized causal mechanism in the Project STAR study. We focus on how interpretation in a mediation analysis differs from an analysis of average treatment effects. As discussed in Section 2, we hypothesize that the causal effect of smaller class sizes on students' ability in the first grade partially comes through their increased ability in kindergarten. The goal of our mediation analysis here is to estimate the portion of the average total effect of the class size treatment on first grade test scores that can be attributed the causal mechanism represented by kindergarten test scores.
As shown in Section 3.3, sequential ignorability (Assumption 1) must hold for the ACME and ADE to be identified. In Project STAR, the first stage of this assumption (equation 3) is satisfied because the class size was randomized and there was no issue of treatment noncompliance. However, the second stage of sequential ignorability (equation 4) is not guaranteed by the study design alone.
This implies that the models for the mediator and outcome variables must be specified with a sufficient set of pretreatment covariates for the resulting estimates of the ACME and ADE to be believable. Here, we use linear regression models for both the mediator and outcome, with the following set of pretreatment covariates: student race, student SES as measured by whether or not the student qualified for the free lunch program, total experience of the teacher, the highest degree obtained by the teacher, the teacher race, the school's urban, rural or suburban status, and the type of teaching certificate issued to the teacher. The outcome model also includes the interaction term between the treatment and the mediator variable so that the ACME and ADE will be allowed to differ depending on the baseline treatment condition. Table 1 shows the estimated ACME, ADE and average total effect obtained via the general algorithm explained in Section 3.4.2. The average total effect (bottom row), which is equivalent to the usual average treatment effect, is estimated to be slightly over 21 points, with the 95% confidence interval ranging between 14 and 27 points. This estimate strongly suggests that smaller class sizes increased first grade test scores by a significant margin, both statistically and substantively. In an analysis of the causal mechanism, however, the primary goal is to decompose this effect into direct and indirect effects. To reiterate, the indirect effect (ACME) is the portion of the average total effect that is transmitted through higher kindergarten ability, and the direct effect (ADE) is the remaining portion of the overall class size effect.
Here, we find that a substantial portion of the average total effect is through higher ability in kindergarten. That is, the ACME for the kindergarten test scores (top two rows) is estimated to 20.6 [14.3, 26.9] Note: N = 3638. Outcome is first grade student ability and mediator is kindergarten ability, both measured by test scores. Test cores are a composite of reading and math scores. In square brackets are 95% bootstrap percentile confidence intervals. Models for the outcome and mediator are both linear regression models and specified with a number of covariates including measures of the outcome measured prior to treatment. In the left panel, the correlation between the error terms in the mediator and outcome regression models (ρ) is plotted against the true ACME. The estimated ACME (assuming sequential ignorability) is the dashed line and 95% confidence intervals represented by the shaded regions. The right panel plots the true ACME as a function of the proportion of the total mediator variance (horizontal axis) and the total outcome variance (vertical axis) explained by an unobserved confounder. In this graph the mediator and outcome variables are assumed to be affected in the same directions by the confounder.
be approximately 11 points for both the treatment and control baseline conditions, with the 95% confidence intervals ranging from about 7 to 15 points. This implies that the kindergarten ability accounts for about 54% of the total effect. While we could conduct a formal test of whether the ACME differed across baseline treatment levels, the nearly identical mediation effects make such an analysis unnecessary. On the other hand, the estimated ADE of smaller classes, which represents all other possible mechanisms, is an increase of about 9.5 points, with the 95% confidence interval of 4.5 to 14.4 points. Overall, the analysis suggests that smaller class sizes increases test scores and some of that increase is from better academic performance in kindergarten.
The analysis thus far rests on the strong assumption that there is not a common unobserved confounder that affects both kindergarten and first grade tests scores. As discussed above, identification of the ACME and ADE requires this ignorability assumption, which is not guaranteed to hold even in a randomized intervention like Project STAR. Indeed, it is not unreasonable to think this assumption may have been violated in the Project STAR study. As we noted, the data do not contain any direct measure of ability from before the small class intervention. Moreover, while there is a crude indicator for socio-economic status, it is not hard to imagine an unobserved confounder such as cognitive ability that affects both kindergarten and first grade test scores. Therefore, a sensitivity analysis is necessary in order to understand whether our conclusion is highly contingent on the assumption of no unobserved mediator-outcome confounding.
We now apply the sensitivity analysis discussed in Section 3.5. Given that we find no evidence of treatment-mediator interaction from the results in Table 1 , we focus on the analysis of one of ACME (δ(1)). The results forδ(0) are not reported but nearly identical. First, we conduct the analysis with respect to the correlation between the error terms in the mediator and outcome models, i.e. the ρ parameter. That is, how large does ρ have to be for the true ACME to be zero? The result is shown in the left panel of Figure 1 . We find that, for this outcome, the estimated ACME equals zero when ρ equals 0.62. 8 Our analysis indicates that for the true ACME to be equal to or less than zero, there must be an unobserved confounder that affects both kindergarten and first grade test scores and makes the correlation between the two error terms greater than 0.62. This is a rather large ρ value as compared to other applications (Imai et al., 2010f,c, 2011b .
We can also express the degree of sensitivity in terms of theR 2 parameters, i.e., how much of the observed variation in the mediator and outcome variables are each explained by a hypothesized omitted confounder. In the right panel of Figure 1 , the true ACME is plotted as contour lines against the two sensitivity parameters. On the horizontal axis isR 2 M , the proportion of the variance in the mediator, and on the vertical axis isR 2 Y , the proportion of the variance for the outcome, that are each explained by the unobserved confounder. In this example, we let the unobserved confounder affect the mediator and outcome in the same direction, though analysts can just as easily explore the alternative case. The dark line in the plot represents the combination of the values ofR 2 M and R 2 Y for which the ACME would be zero. Note that, as is evident in the figure, these two sensitivity parameters are each bounded above by one minus the overall R 2 of the observed models, which represents the proportion of the variance that is not yet explained by the observed predictors in each model. Here, we find that the true ACME changes sign if the product of these proportions are greater than 0.17 and the confounder affects both kindergarten and first grade test scores in the same direction.
In this section, we demonstrated the use of the recommended estimation and sensitivity analysis methods using the Project STAR data. In the rest of the paper, we study how treatment noncompliance alters causal mediation analysis, and demonstrate how the potential outcomes framework sharpens our understanding of mediation in this setting with an application to the JOBS II study.
Causal Mediation Analysis with Noncompliance
Many randomized evaluations suffer from treatment noncompliance. That is, subjects may not follow their assigned treatment status. For example, in the JOBS II study, 39% of the workers who were assigned to the treatment group did not actually participate in the job-skills workshops.
Noncompliant subjects presents a substantial challenge to randomized studies because those who actually take the treatment are no longer a randomly selected group of subjects; the compliers and non-compliers may systematically differ in their unobserved characteristics. A naïve comparison of average employment outcomes between the actual participants in the workshops and those who did not participate will therefore lead to a biased estimate of the average causal effect of the treatment.
In the presence of treatment noncompliance, the methods in Section 3 are no longer valid because the actual treatment status is no longer ignorable. That is, equation (3) in Assumption 1 is violated.
Hence, it is crucial to understand the basis under which causal mechanisms can be studied when there is noncompliance, which often occurs in policy interventions. Given the interest in studying mechanisms when noncompliance exists, it is important that we know exactly what assumptions are necessary and what quantities can be estimated from the data. We now expand our notational framework to analyze the problem of treatment noncompliance in the context of causal mediation analysis.
Let Z i denote the binary treatment assignment variable, which equals 1 if worker i is assigned to (but does not necessarily take) the treatment and 0 otherwise. Then, let T i (z) represent the binary potential treatment for each assigned treatment z ∈ {0, 1}, where the value of 1 indicates that worker i would actually take the treatment when assigned to the treatment (z = 1) or control (z = 0) condition, and the value of 0 indicates otherwise. The observed treatment status can then be written as T i = T i (Z i ). Likewise, let M i (z, t) and Y i (z, t, m) denote the potential mediator and outcome variables defined for each values of z, t and m, respectively. The observed values of these potential variables can be written as
We now make two assumptions about the relationships among the causal variables. These assumptions are commonly made in the analysis of randomized experiments with treatment noncompliance (e.g. Angrist et al., 1996) . First, we assume that the treatment assignment can only affect the mediator and outcome through its effect on the actual treatment. This assumption is called the exclusion restrictions and can be stated formally in our setting as follows,
Assumption 2 (Exclusion Restrictions)
In the context of the JOBS II study, the exclusion restrictions amount to assuming that assignment to the treatment conditions itself has no effect on the subjects' self-efficacy or employment other than its effect through workshop participation. Under Assumption 2, the potential mediators and outcomes can be written more simply as M i (t) and Y i (t, m), respectively.
Second, we assume that no worker assigned to the control group can actually take the treatment.
This assumption can be formally written as follows, Assumption 3 (One-sided Noncompliance)
T i (0) = 0 for all i = 1, ..., N.
As discussed above, no subject had access to workshops unless they were assigned to the treatment condition in the JOBS II study. That is, treatment noncompliance was one-sided in the JOBS II study. Assumption 3 is therefore guaranteed to be satisfied in our JOBS II dataset.
What causal quantities might we be interested in, when treatment noncompliance exists and our substantive goal is to analyze the causal mechanism represented by the mediator? The quantities we examined earlier in the paper, the ACME and ADE, are difficult to identify without strong assumptions because the observed actual treatment is unlikely to be ignorable. We instead focus on two alternative sets of mechanism-related causal quantities. First, the mediated and unmediated intention-to-treat (ITT) effects are defined as Second, we consider the average causal mediation effect on the treated (ACMET) and average natural direct effect on the treated (ANDET) defined respectively as,
for t ∈ {0, 1}. These quantities are equivalent to the ACME (δ(t)) and ADE (ζ(t)) defined in Section 3.2, respectively, except that the expectations here are taken conditional on T i = 1. That is, the ACMET and ANDET are the average indirect and direct effects of the (actual) treatment on the outcome with respect to the mediator among those who are actually treated. In the JOBS II study, these effects correspond to the effects of participation in the job-skills workshops on employment probability mediated and unmediated through self-efficacy among the workers who actually participated in the workshops. Again, the sum of these two effects is equal to the total average treatment effect on the treated, i.e., the overall average effect of the actual treatment on the outcome among the actually treated workers. Now, we consider the nonparametric identification of the above mediation effects in the presence of one-sided treatment noncompliance under the following assumption:
Assumption 4 (Local Sequential Ignorability among the Treated)
for all z, t, t ∈ {0, 1} and m ∈ M.
Assumption 4 is similar to Assumption 1 but differs from the latter in several important respects.
First, equation (11) is satisfied if the treatment assignment Z i , instead of the actual treatment, is either randomized or can be regarded as if randomized conditional on pre-treatment covariates X i .
Since the assignment to job-skills workshops was randomly made in the JOBS II study, equation (11) is guaranteed to hold in our JOBS II dataset. Second, equation (12) is a weaker assumption than equation (4) because it assumes the independence of the potential outcomes and the observed mediator only among the treated workers. In the JOBS II study, equation (12) will be satisfied if the observed levels of self-efficacy among the actual participants of the job-skills workshops can be regarded as close to random after controlling for the observed pre-treatment covariates that may systematically affect both self-efficacy and employment.
Using the more general result of Yamamoto (2013) , it is straightforward to show that the mediated and unmediated ITT effects, ACMET and ANDET are all nonparametrically identified under Assumptions 2, 3 and 4. 9 The expressions for the identified effects can be obtained as special cases of the results by Yamamoto (2013) . For example, the ACMET for the treatment baseline condition is given by,
where p(m | ·) represents the conditional density of the (continuous) mediator. Note that this expression differs from the intuitively appealing estimator analogous to the usual Wald estimator for the local average treatment effect (Angrist et al., 1996) . That is, one might be tempted to first estimate the mediated ITT effects by simply "ignoring" the actual treatment and applying the estimation procedure in Section 3.4.2 to the assigned treatment, mediator and outcome, and then dividing the resulting quantity by the estimated compliance probability to obtain an estimate of ACMET. Unfortunately, this naïve approach leads to a biased estimate even under Assumptions 2, 3 and 4. The reason is that the actual treatment plays the role of a posttreatment mediator-outcome confounder, which renders the mediated ITT effects unidentified without additional assumptions about how T i (1) and T i (0) are jointly distributed (see Yamamoto, 2013 , for more detailed discussion).
The identified quantities such as equation (13) can be consistently estimated based on the plugin principle and numerical integration. First, one must estimate the conditional expectation of the observed outcome given the mediator, actual treatment, assigned treatment and pre-treatment
, the conditional density of the observed mediator given the actual treatment, assigned treatment and covariates (p(m | T i , Z i , X i )), and the conditional probability of the actual treatment given the assigned treatment and covariates (Pr(T i = 1 | Z i , X i )), typically by positing a regression model for each of those three quantities. Then, the point estimates of the mediation effects can be calculated by substituting the estimated models to the identified expressions such as equation (13), solving the numerical integral with respect to m at each observed value of
x, and averaging the results over the observed distribution of X i . Finally, uncertainty estimates can be obtained via the bootstrap. The R package mediation provides an implementation of these procedures and is freely available for public use (Imai et al., 2010d) .
Mediation Effect in the JOBS II Study
Now we apply the method in Section 5 to the JOBS II dataset for illustration. As we discussed in Section 2, the study's analysts were interested in how much of the causal effects of participation in job-skills workshops on depressive symptoms and employment were due to participants' increased confidence in their ability to search for a job. Here, we focus on the ACMET and ANDET of the workshop attendance on the depression and employment outcomes with respect to the self-efficacy mediator, which respectively represent the portions of the total average effect of the workshop attendance among the actual participants in the workshops that can and cannot be attributed to their increased sense of self-efficacy. We estimate these causal effects of interest based on a series of regression models which include a large set of pre-treatment covariates (participants' sex, age, occupation, marital status, race, educational attainment, pre-intervention income, and preintervention level of depressive symptoms) to make Assumption 4 more plausible. The sample for our analysis (N = 1050) includes all observations for which all key variables were measured without missingness. Results are reported in Table 2 .
We begin with a discussion of the results for the depression outcome (left column . This suggest that the workshop attendance slightly but significantly decreased the depressive symptoms among the actual participants by increasing the participants' sense of self-efficacy in job-search process.
The ANDET (ζ(1) andζ(0), middle two rows), on the other hand, is even smaller in magnitude (−.009 and −.019) and statistically insignificant ([−.128, .117 ] and [−.140, .107]), implying that the treatment effect mostly goes through the self-efficacy mechanism among the workshop participants.
Turning to the employment outcome (right column), we use logistic regression to model this variable because it takes on binary values (employed or unemployed). As in the case where treatment compliance is perfect (Sections 3 and 4), the estimation method used here can accommodate a large variety of outcome and mediator models. Here, we observe that the treatment increased the probability of obtaining a job among the actual workshop participants by 10.4 percentage points, with the 95% confidence interval of [.018, .186 ]. The estimates of the ACMET and ANDET, however, implies that this statistically significant increase in the employment probability cannot be attributed to the self-efficacy mechanism. The ACMET is very close to zero for both the treatment and control baselines, while the ANDET is estimated to be almost as large as the total effect on the treated for both baseline conditions, with the 95% confidence intervals not overlapping with zero.
Concluding Remarks on Causal Mediation Analysis
In program evaluation, analysts tend to focus solely on the study of policy effectiveness. There is good reason for this since, with randomization, we can estimate average treatment effects under relatively weak assumptions. Policymakers may, however, demand deeper explanations for why interventions matter. Analysts may be able to use causal mechanisms to provide such explanations.
Here, we have outlined the assumptions and methods needed for going beyond average treatment effects to the estimation of causal mechanisms. Researchers often attempt to estimate causal mechanisms without fully understanding the assumptions needed. Awareness of the key assumptions, however, can help improve study design, especially in terms of collecting a full set of possible pretreatment covariates that might confound the indirect effect. The sensitivity analysis discussed in this paper allows researchers to formally evaluate the robustness of their conclusions to the potential violations of those assumptions. Strong assumptions such as sequential ignorability deserve great care and require a combination of innovative statistical methods and research designs. We also engaged with the issue of treatment noncompliance, a problem that may be of particular importance in policy analysis. We showed that alternative assumptions are necessary to estimate the role of a mechanism, and that a naive approach is erroneous.
We conclude by noting that recent work has explored how analysts can use creative experimental designs to shed light on causal mechanisms. The two examples in this paper both involved a single randomization of the treatment. The problem with the single experiment design, however, is that we cannot be sure that the observed mediator is ignorable conditional on the treatment and pretreatment covariates. propose several different experimental designs and derive their identification power under a minimal set of assumptions. These alternative designs can often provide informative bounds on mediation effects under assumptions that may be more plausible than those required with a single experiment. As such, policy analysts have a number of tools, both statistical and design-based, available when they are interested in moving beyond the study of policy effectiveness.
