Recently the authors have presented the d-transformation which has proved to be very efficient in accelerating the convergence of a large class of infinite series. In this work the d-transformation is modified in a way that suits power series. An economical method for computing the rational approximations arising from the modified transformation is developed. Some properties of these approximants, similar to those of the Pade approximants, are derh:ed. In the course of development a class of power series to which these rational approximations can be applied efficiently is characterized. A numerical example, showing the strong convergence properties of the approximations is appended and a comparison with the corresponding Pade approximants is given.
Introduction
RECENTLY the authors have developed some non-linear methods for accelerating the convergence of infinite integrals and series, namely the D-transformation for integrals and the d-transformation for series, see Levin & Sidi (1981) . The convergence analysis of these methods has been taken up in a series of papers by Sidi (1979a Sidi ( , 1979b Sidi ( , 1980 . The numerical examples given in Levin & Sidi (1981) , and those given in Levin (1973) and in Smith & Ford (1979) for a special case, namely the T-transformation, indicate that these methods are very powerful and, in many cases, more efficient than Shanks' (1955) e-transformations. For a comparison of Levin's T-transformation and Shanks' transformations (or their equivalent e-algorithm of Wynn, 1956) and also the 8 algorithm of Brezinski (1971) , see Smith & Ford (1979) .
As is shown in Shanks (1955) , the application of the e-transformation to a power series gives the Pade table of that series. Similarly, in Levin & Sidi (1981) , it is mentioned that the application of the d-transformation to a power series gives rise to rational approximations to the power series too. The observation that the d transformation is, in many cases, more efficient than the e-transformation leads us to expect that the rational approximations obtained from the d-transformation are better than the Pad6 approximants. In this work we modify the definition of the d-transformation as given in Levin & Sidi (1981) , in a way that suits power series; the new definition, unlike the original one, enables us to give a very economical method of computing the rational approximations. In the course of development, a class of power series, for which these approximations are appropriate, is characterized. We derive some properties of these approximations, similar to those for Pade approximants. Finally, we give a numerical . example showing the strong convergence properties of them and comparison with the Pade approximants.
Modification of the d-Transfonnation and Application to Power Series
We shall start by reviewing the main results of Levin & Sidi (1981) which bear relevance to the present work. The notation used is that of Sidi (1979) and is slightly different from that used in Levin & Sidi (1981) .
Definition 2.1 A function IX(X) is said to belong to the set A()), if, as x -7 ex), it has a Poincare-type asymptotic expansion of the form 
The proof of this theorem can be found in Levin & Sidi (1981) . A detailed proof for the case m = 1 has been given in Sidi (1979a is achieved only by one of the integers (ik+s-s+1) . Consequently, Pm-1 = i m . In particular, for m = 1 we have Po = i l (see Sidi, 1979a) . Furthermore, without loss of generality, the inequality in (2.7) can be replaced by an equality, by remark 2.1.
The definition of the d-transformation given in Levin & Sidi (1981) is based on the result in (2.6). For power series, however, it is more convenient to express (2.6) in a different manner and use this new form of (2.6) to modify the d-transformation.
Corollary. Equation (2.6) can be re-expressed in the form 
we can express the second sum on the right-hand side of (2.6) in the form
(2.11 )
k=O k=O
Upon interchanging the summations on k and j in this last equality we obtain O"';j ",; m-l. Substituting (2.14) in (2.12) and (2.12) in (2.6), (2.8) follows. (2.9) follows by using (2.7) in (2.13).
• We now define a modification of the d-transformation which is based on the above corollary and hence is different from and yet completely analogous to the d-transformation given in Levin & Sidi (1981 If the equations in (2.17) are solved directly to obtain d~m,j)(z), then this would mean a grcat loss of computational efficiency since for each z these equations have to be solved again. This is e.(i.actly the deficiency that the original definition of the d transformation suffers from and, in general, it cannot be overcome. However, the equations in (2.1 7), for the modified d-transformation, can be re-expressed in a form that enables one to overcome the deficiency above, and this is done below.
Multiplying both sides of (2.17) by ZJ+N-R we can re-express it in the form
This time the unknowns are d~m·j)(z) and the e~.i and, except for the column corresponding to ~m·j)(z), all the other columns in the matrix of equations (2.19) are independent of z. Now using Cramer's rule, d~m·j)(z) can be expressed as the quotient of two determinants in the form det P (2.20) detQ
Here P is the matrix whose (s + 1)th column is the (N + 1)-dimensional vector where 15; is the cofactor of i in the first row of the matrix Q. Proof Expand det P and det Q with respect to their first rows given in (2.23) and (2.24), respectively. By using the fact that the cofactors of the first rows of P and Q are identical, (2,25) now follows. Clearly the denominator has degree ~N. Since the degree of Ak is k -1, it is easily seen that the numerator of dhm,j)(Z) is of degree ~j +N -2. This completes the prooL • As can be seen from (2.25), once the b i , which are independent of z, have been computed, the approximation d~m,j) is known for all z with very little additional effort. From (2.25) we also see that the 15; can be multiplied by a non-zero constant without changing d~m,j), Now the 15; satisfy the system of linear equations Ub = 0, where U = (uo, UI. UN) is the N x (N + 1) matrix whose columns Us are given by 
A Characterization Result for a Class of Infinite Series to which the d-Trans formation can be Applied
Let us recall that the derivation of d~m.J) in the previous section has been based on Theorem 2.1 and/or its corollary. The most important condition in Theorem 2.1 is (2.2), which has been formulated in the form of a linear homogeneous difference equation in the f,., with the coefficients Pk(X) of this equation being in A(i,), kk ::s; k, i k integers. For the case of power series, i.e. fr arz r -1 , his desirable to have a set of conditions on the a r (rather than f,.) that will guarantee that all the conditions in Theorem 2.1 and hence (2.6) hold. It turns out that such a set of sufficient conditions can be formulated and it characterizes a large class of power series to which Theorem 2.1 applies and consequently for which the approximations d~m·j)(z) are appropriate. This is done in lemma 3.1 below. where Pk(X, z) are rational functions in z given by 
Some Pade-like Properties of d~m·j)(z)
We now turn to the derivation of some properties of the approximations d~m·j)(z) which are similar to those of the Pade approximant;'. We recall that the (plq) Pad6 approximant Rpjz) to is the rational function
as z -t 0, where K = p +q+ 1. As such Rp.q(z) can be determined from U lo a 2 , .•. , a K • We now show that ~m·j)(z) have a similar property. We start with the following general result. 
The result stated in this corollary can be sharpened under certain circumstances, which have been observed to be valid in many cases of interest, and in Theorem 3.3 we actually show that, like the Pade approximants, the d~m,j)(z) too have Maclaurin series expansions that agree with through all the terms that go into their construction, provided DN # 0. T(z) to is the closeness to zero of the 6; provided we take As = 1. In Theorem 3.3 we provide bounds on the 6; for some cases of interest, which, to a certain extent, suggest that 6; -+ 0 as nk -+ 00,0:;;:; k :;;:; m 1. THEOREM 3. 
Let us consider again the rational functions T(z)
with c(s)1(x) 0 for all s. Since the functions Ck(X) belong to A(O) and are infinitely differentiable for j ~ x ~ 00, so are the ct'(x).
Let us map the interval j :S x ~00 to °~ ¢ ~ 1 by the transformation ¢ = j/x and let be the best polynomial approximation of degree p to c\Z)(J/¢) on °: S ¢ ~ 1. Since c<:)
are infinitely differentiable for j ~ x ~00, c~s'(J/¢) are infinitely differentiable for o~ ¢ ~ 1. Therefore, Let v~;t be the matrix obtained from P by replacing its first row by the row vector
for 0 ~ q ~ nb since ~k, for 0 ~ q :S n k , has two identical rows, one of them being the first row. Therefore
Finally, subtracting (3.17) from (3.16) we obtain
Taking absolute values on both sides of (3.18) and usmg (3.15), (3.12) now follows.
• The Pade-like properties of d~m·j)(z) are similar to those of the rational approximations presented by Brezinski (1979) . In both these classes of approximations one is making use of some extra assumption about the given formal power series; in Brezinski's approximations the poles, or some of them, are predetermined, while in the d~:,,·j) approximations we assume that the coefficients of the power series satisfy a certain type of recursion relation. An example by Brezinski (1979) shows that the Pade approximants are not always optimal and better rational approximations can be obtained by a proper choice of the poles. As reported to us by the referee, numerical tests show that for the example from Brezinski's paper, z 1 log (1 + the d~m.j) approximations perform even better than Brezinski's approximations. We are grateful to the referee for carrying out this example.
Practical Implementation of d~m·j)(z) and Numerical Examples
Let be a series with a non-zero radius of convergence. In Theorem 2.1 we gave a set of sufficient conditions on the sequence {f,. The most important condition in this set seems to be (2.2). We note that in order to apply the d-transformation to The numerical results given in Levin & Sidi (1981) and the general convergence theory given in Sidi (1979b) suggest that the sequence of approximations d~m-j)(z) with j = 1 and n (v, ..., v) , v = 0, L 2, ... , have the best convergence properties. We denote these approximations by d~m.I). As for the Pade approximants it is well known that the sequence of diagonal approximants R k • k(Z) has the best convergence properties. Therefore, any comparison between the two methods has to be made between those d~m. I )(z) and R k • k(Z) which are obtained from approximately the same number of terms of the series i.e. for m{v+2) ~ 2k+ 1.
In Table 1 we give the approximations d~3.1)(Z) and R lo . JO (:) to the function F(z) given in (4.1) with IX = 1 and f3 ~. at several points in the complex z-plane. Note that both approximants are obtained from the first 21 terms of the Maclaurin series of
F(x).
One of the important applications of rational approximations is to approximate the ±i location of the singular points of the functions being approximated, It turns out that some of the poles of the rational approximations d~m,j)(z) and R k , k(Z), as v -> 00 and k -> 00, tend to the singular points of the function being approximated. Table 2 gives poles of the approximations d~3, 1)(Z) and RIO. 10(Z) for F(z).
Similar testing was done for several other values of Ct. and fJ and the conclusions are in general as above. Only for integer fJ the poles of the Pade approximants approximate the locations of the poles of F(z) better than those of the d~m·j)(z) approximations.
We also computed the first few By [see (3.11)] both for RIO, IO(Z) U(z)jV(z) and 
