Abstract. A real Lie algebra with a compatible Hilbert space structure (in the sense that the scalar product is invariant) is called a Hilbert-Lie algebra. Such Lie algebras are natural infinitedimensional analogues of the compact Lie algebras; in particular, any infinite-dimensional simple Hilbert-Lie algebra k is of one of the four classical types A J , B J , C J or D J for some infinite set J. Imitating the construction of affine Kac-Moody algebras, one can then consider affinisations of k, that is, double extensions of (twisted) loop algebras over k. Such an affinisation g of k possesses a root space decomposition with respect to some Cartan subalgebra h, whose corresponding root system yields one of the seven locally affine root systems (LARS) of type A
Introduction
Let G be a Lie group with Lie algebra g, and let α : R → Aut(G) : t → α t define a continuous Raction on G. A prominent class of unitary representations which will be studied in this paper is provided by the subset G hw of irreducible unitary "highest weight representations" of G. In [MN15b] , an explicit description of the positive energy representations in G hw was obtained for some prototypical example of a Hilbert-Lie group G (that is, such that the Lie algebra of G is a Hilbert-Lie algebra), when α is given by conjugation with diagonal operators. In this paper, we push this study further by considering double extensions of Hilbert loop groups, that is, double extensions of loop groups over a HilbertLie group. Since the positive energy condition is expressed in terms of the derived representation dπ : g⋊RD → u(H), we will formulate our results at the level of the corresponding Lie algebras, namely, for double extensions of Hilbert loop algebras. For the construction of highest weight representations of double extensions of Hilbert loop groups, we refer to [Nee14b] .
We now present in more detail the main result of this paper. For a more thorough account of the concepts presented below, we refer to [MN15a, Sections 2 and 3] and the references therein.
A Hilbert-Lie algebra is a real Lie algebra k admitting a real Hilbert space structure with invariant scalar product, that is, such that [x, y], z = x, [y, z] for all x, y, z ∈ k. Hilbert-Lie algebras generalise the classical matrix algebras to infinite rank. In particular, any simple infinite-dimensional Hilbert-Lie algebra k possesses a root space decomposition with respect to some maximal abelian subalgebra t (a Cartan subalgebra), whose corresponding root system ∆ = ∆(k, t) ⊆ it * is a so-called locally finite root system, of one of the types A J , B J , C J or D J for some infinite set J (see [NS01] and [LN04] ).
Let ϕ ∈ Aut(k) be an automorphism of the simple Hilbert-Lie algebra k of finite order N , and let t 0 be a maximal abelian subalgebra of k ϕ := {x ∈ k | ϕ(x) = x}. Then k also possesses a root space decomposition k C = (t 0 ) C ⊕ α∈∆ϕ k α C with respect to t 0 , with corresponding root system ∆ ϕ = ∆(k, t 0 ). The (ϕ-twisted) Hilbert loop algebra over k is the Lie algebra
We equip its complexification L ϕ (k) The set ( ∆ ϕ ) c := {(0, α, n) ∈ ∆ ϕ | α = 0} ⊆ {0} × ∆ ϕ × Z of compact roots is then a so-called locally affine root system (LARS). These LARS were classified in [Yos10] , and those of infinite rank fall into 7 distinct families of isomorphism classes, parametrised by the types X can similarly be realised as the root system of some unslanted and ψ Y -twisted affinisation of a suitable Hilbert-Lie algebra k, for some automorphism ψ Y of order 2 whose description can be found in [Nee14b, §2.2] (see also [MN15a, Section 6]). We call the three automorphisms ψ Y , as well as the 7 affinisations of a Hilbert-Lie algebra described above standard.
* , which we write as λ = (λ c , λ 0 , λ d ) where
Assume that λ c = 0 and that λ is integral, in the sense that λ only takes integer values on the corootš α, α ∈ ∆ ϕ (see §2.1 below). Then g admits an irreducible integrable highest weight representation
with highest weight λ, whose set of weights is given by 
The representation ρ λ,χ is thus of positive energy if and only if
We first characterise the positive energy highest weight representations of g when g is standard. In this case, there is an orthonormal basis {e j | j ∈ J} of it 0 such that the linearly independent system {ǫ j | j ∈ J} ⊆ it * 0 defined by ǫ j , e k = δ jk contains the root system ∆ ϕ in its Z-span (see §2.1 below). Write a character χ :
where 
(2) χ = χ min + χ sum for some minimal energy character χ min , satisfying inf χ min W.λ − λ = 0, and some summable character χ sum .
In addition, we give an explicit description of the set of characters χ of minimal energy (see Section 6). An alternative description of this set is given in [HN12, Theorem 3.5]. Note that the assumption λ c χ d > 0 in Theorem A is only necessary to avoid degenerate cases, which are dealt with in §3.1. The proof of Theorem A relies on the earlier work [MN15b] , which provides a similar characterisation of the positive energy condition for highest weight representations of Hilbert-Lie algebras.
To characterise the positive energy highest weight representations of g = L ν ϕ (k) arbitrary, we use the main results of [MN15a] , which allows to reduce the problem to the "standard" case.
Corollary B. The statement of Theorem A holds for arbitrary affinisations
A more precise statement of Corollary B is given in Theorem 7.1 below: the key point here is that the explicit form of the isomorphism from g to one of the (slanted) standard affinisations of k provided by [MN15a, Theorem A] also allows for an explicit description of the minimal energy sets in this more general setting.
Preliminaries
Notation. In this paper, we denote by N = {1, 2, . . . } the set of positive natural numbers.
J , in which case ∆ 0 is a root subsystem of ∆ of type B J . The assignment ǫ j → e j , j ∈ J, induces an R-linear map ♯ : (V fin ) * → V : µ → µ ♯ (which is the identity if one identifies (V fin ) * with R J ). For any α ∈ ∆, we leť
denote the coroot of α. We will also view α as a linear functional on V (and not just on V fin ) by setting
Finally, denoting by κ : V fin × V → R the bilinear form defined by
we can extend the map ♯ : (V fin ) * → V to an R-linear map
characterised by the property that
The coroot of (α, n) ∈ ∆ is given by
Remark 2.1. As announced in the introduction, we will use the main results of [MN15a] to characterise the positive energy highest weight representations of arbitrary affinisations of simple Hilbert-Lie algebras. We wish to attract the attention of the reader to the fact that the choices of parametrisation of these affinisations that we made in the present paper slightly differ from the choices made in [MN15a] , and this in two respects (these choices being better suited for each of the papers). We now explain these differences in more detail and relate the notation introduced so far to the context of affinisations of simple Hilbert-Lie algebras. Consider, as in [MN15a, §3.1], a simple Hilbert-Lie algebra k, an automorphism ϕ ∈ Aut(k) of finite order N ϕ , and a maximal abelian subalgebra t 0 of k ϕ . For N ∈ N, we denote by
the ϕ-twisted loop algebra over k, whose elements are periodic smooth functions of period 2πN ϕ /N . In the present paper, we made the choice N = N ϕ , that is, we consider 2π-periodic functions. This is the first difference with [MN15a] , where the choice N = 1 is made. However, these two choices yield isomorphic objects: explicit isomorphisms were provided in [MN15a, Remark 4.3]. Let now N ∈ {1, N ϕ }, and let
* with respect to the Cartan subalgebra The second difference is purely notational, and concerns the identification of the Cartan subalgebra t e 0 of g (or rather, of it e 0 ⊆ g C ) with the space of triples R × it 0 × R: the description of ∆ inside span Z {ǫ j | j ∈ J} × Z (which is the same in both papers) yields identifications
where V
fin denotes the Hilbert space completion of V fin and V 
Hence the reparametrisation provided by [MN15a, Remark 4 .3] of (α, n) as a root of g Nϕ yields that
in accordance with our identification of V ⋆ with the dual of V fin .
2.2. The Weyl group of ∆. Let S J denote the set of bijections of J, which we view as a subgroup of GL(V ) with w ∈ S J acting as w(e j ) := e w(j) . The support of a permutation w ∈ S J with fixed-point set I ⊆ J is the set J \ I. We denote by S (J) ⊆ S J the subgroup of permutations of S J with finite support, and we view it as a subgroup of either GL(V ) or GL(V fin ). We also let {±1} J ⊆ R J act linearly on V = R J by componentwise left multiplication: σ(e j ) = σ j e j for σ = (σ j ) j∈J ∈ {±1}
J . The support of an element σ = (σ j ) j∈J ∈ {±1} J is the set {j ∈ J | σ j = −1}.
We denote by {±1} (J) (resp. {±1}
2 ) the set of elements of {±1} J with finite (resp. finite and even) support, and we again view {±1} (J) and {±1}
as subgroups of either GL(V ) or GL(V fin ). We recall from [MN15b, §2.2] that for X ∈ {A, B, C, D, BC}, the Weyl group W(X J ) of type X J admits the following description:
. We denote by W = W(∆ 0 ) the Weyl group corresponding to ∆ 0 , viewed as a subgroup of either
. Similarly, we denote by W = W(X) the Weyl group corresponding to ∆, where
J is the type of ∆, and we view W as a subgroup of either GL( V ) or GL( V fin ).
The group W is generated by the set of reflections r (α,n) | (α, n) ∈ ∆, α = 0 , where
We view W as a subgroup of W, using the identification
For each x ∈ V fin , we define the linear automorphism
Then τ x1 τ x2 = τ x1+x2 for all x 1 , x 2 ∈ V fin . Moreover, r (α,0) r (α,n) = τ nα for all α ∈ ∆ and n ∈ Z. Since for any α ∈ ∆ there exists some β ∈ ∆ 0 such that r (α,0) = r (β,0) (as can be seen from a quick inspection of the locally affine root systems), we thus get a semi-direct decomposition
where T is the additive subgroup of V fin generated by nα 
Thus any element w ∈ W can be uniquely written as a product w = τ x σw for some x ∈ T , some σ ∈ {±1} (J) and some w ∈ S (J) . For x = j∈J n j e j ∈ T , we call the subset {j ∈ J | n j = 0} of J the support of x. Remark 2.2. The Weyl group W may also be viewed, as in the introduction, as a subgroup of GL( V ⋆ ) using the bijection ♯ : V ⋆ → V , or in other words, by requiring that
2.3. The positive energy condition. In the sequel, we fix some
and we write
Definition 2.3. We say that the triple (J, λ, χ) satisfies the positive energy condition (PEC) for W if the set λ( W.χ − χ) is bounded from below. We moreover say that (J, λ, χ) is of minimal energy for
Note that w.χ − χ ∈ V fin for any w ∈ W, so that λ( w.χ − χ) is defined. Indeed, writing w = τ x w for some x ∈ T and w ∈ W, we have (2.4)
Remark 2.4. Any character χ : Z[ ∆] → R can be identified with an element of V by requiring that
With this identification, and since the Weyl group W preserves the bilinear form κ (see [MN15a, §3.6]), we deduce for all w ∈ W that
In particular, the conditions inf χ W.λ − λ > −∞ and inf χ W.λ − λ = 0 are respectively equivalent to the conditions inf λ W.χ − χ > −∞ and inf λ W.χ − χ = 0. Thus the notions of positive energy and minimal energy introduced in Definition 2.3 indeed coincide with the corresponding notions from the introduction.
Let w ∈ W. Write w = τ x σw −1 for some x = j∈J n j e j ∈ T , some σ = (σ j ) j∈J ∈ {±1} (J) and some w ∈ S (J) (see §2.2). It then follows from (2.4) that (2.5)
2.4. PEC for locally finite root systems. The concept of PEC for a triple (J, λ, χ) extends the concept of PEC for the triple (J,
A complete characterisation of such triples (with some suitable finiteness assumption on λ 0 ), analoguous to the one we give in this paper, was provided in [MN15b] . We now briefly review this characterisation, as it will be the starting point of our study of the PEC for triples (J, λ, χ): if (J, λ, χ) satisfies the PEC for W, then (J, λ 0 , χ 0 ) satisfies the PEC for W.
Let λ, χ be as in §2.3. We first recall some notation and terminology from [MN15b, Section 3]. Define the functions
as well as the sets J n := Λ −1 (n) for each n ∈ R. For r ∈ R, we also set
Definition 2.5. We call λ 0 finite if the subset Λ(J) of R is finite.
is said to be summable if
Definition 2.7. Let I ⊆ J. We call r ∈ R an accumulation point for I if either r is an accumulation point for
Definition 2.8 ([MN15b, Definition 5.2])
. For a set J and a tuple λ 0 = (λ j ) j∈J ∈ R J , we define the following cones in R J :
We also define the vector subspace ℓ
We next recall the characterisation of triples (J, λ 0 , χ 0 ) of minimal energy. 
of Weyl groups imply that
Finally, we recall the characterisation of triples (J, λ 0 , χ 0 ) of positive energy. 
Reduction steps
For the rest of this paper, λ = (λ c , λ
In order to characterise the PEC for (J, λ, χ), we will need to make some finiteness assumption on λ.
Definition 3.1. We call λ Z-discrete if λ c = 0 and if the set of cosets λj λc + Z | j ∈ J is finite. A more illuminating formulation of this Z-discreteness assumption will be given in §3.3 below (see Remark 3.10). Note that the case λ c = 0 can be easily dealt with (see §3.1 below). On the other hand, if we want λ to correspond to some highest weight of an integrable highest weight module as in Theorem A, then we need λ to be integral with respect to ∆, in the sense that λ((α, n) ∨ ) ∈ Z for all (α, n) ∈ ∆. The following lemma then shows that, for representation theoretic purposes, we may safely assume λ to be Z-discrete.
Lemma 3.2. Assume that λ c = 0 and that λ is integral with respect to ∆. Then λ is Z-discrete.
Proof. Let i, j ∈ J with i = j, and for each n ∈ Z, set γ n :
Fixing some i 0 ∈ J, we deduce that
Hence the set of cosets λj λc + Z j ∈ J is finite, so that λ is Z-discrete, as desired. We begin our study of the PEC for the triple (J, λ, χ) by some reduction steps. Proof. This readily follows from (2.5) in Section 2.3. 
Proof. Assume that (J, λ, χ) satisfies the PEC for W, and set σ = w = 1 in (2.5). Then
n j e j ∈ T must be bounded from below. This is easily seen to imply (1) or (2), depending on the type of W.
The converse is an easy consequence of (2.5). 
J ) and χ 0 is constant.
J ) and χ 0 = 0.
The converse is an easy consequence of (2.5).
3.2. The case λ c χ d = 0. In view of §3.1, we may now assume that λ c χ d = 0. We begin with two simple observations. Lemma 3.6. Assume that (J, λ, χ) satisfies the PEC for W and that
Proof. Fix some i, j ∈ J with i = j, and for each n ∈ N, consider the element x n = 2n(e i − e j ) ∈ T . Setting σ = w = 1 and x = x n in (2.5), the PEC then implies that
must be bounded from below, yielding the claim. (1) (J, λ, χ) satisfies the PEC for W.
Proof. This readily follows from (2.5).
Thus, in order to investigate the PEC for (J, λ, χ), we may safely make the following normalisation. Given w ∈ W, which we write as w = τ x σw −1 for some x = j∈J n j e j ∈ T , some w ∈ S (J) and some σ = (σ j ) j∈J ∈ {±1} (J) , we can now rewrite (2.5) as
3.3. Translation invariance. We introduce the following notation. Given x ∈ R, we set 
We also set λ m := (1, λ 0 − m, 0) and χ m := (0, χ 0 + m, 1).
J , we moreover assume that m j ∈ 2Z for all j ∈ J. Then inf λ W.χ − χ = inf λ m W.χ m − χ m . In particular, the following are equivalent:
(1) (J, λ, χ) satisfies the PEC for W.
(2) (J, λ m , χ m ) satisfies the PEC for W.
Proof. Given σ ∈ {±1}
(J) and w ∈ S (J) such that σw −1 ∈ W, we will prove that
yielding the claim. Let σ = (σ j ) j∈J ∈ {±1} (J) and w ∈ S (J) be as above, and let x = j∈J n j e j ∈ T . Set
One easily checks that x ′ ∈ T . Moreover, (3.1) implies that
We deduce that inf (2) Since D(J) is bounded, the minimal and maximal accumulation points r min and r max of J indeed exist. Moreover, since Λ(J) is finite, there exist some m, n ∈ R such that r max is an accumulation point for J m and r min is an accumulation point for J n . In particular, m, n ∈ Λ(J), so that
For short, we set r m := r max and r n := r min . Fix some ǫ > 0, and choose some (disjoint) infinite countable subsets
For each k ∈ N, let w k ∈ S (J) be the product of the transpositions τ s , s = 1, . . . , k, exchanging i s and j s . We also set
We deduce from (3.1) that for each k ∈ N,
Since k ∈ N was arbitrary, the PEC for W(A Since 1 + m − n > 0 by assumption, we deduce that r m − r n ≤ 1, yielding (2).
(3) Finally, assume that r max − r min = 1. We prove that j∈J+ (d j − r max ) < ∞, the proof for J − being similar. If J + is finite, there is nothing to prove. Assume now that J + is infinite. Let I + = {i 1 , i 2 , . . . } be an arbitrary infinite countable subset of J + , so that
Let ǫ > 0 be such that |λ i − λ j | < 1 − ǫ for all i, j ∈ J, and choose some infinite countable subset
Defining the elements x k , w k for k ∈ N as above, we deduce from the equality r max − r min = 1 that
Since k ∈ N was arbitrary, we deduce that
J ).χ − χ for any infinite countable subset I + of J + , yielding the corresponding assertion for I + replaced by J + . This concludes the proof of (3).
For a tuple ν = (ν j ) j∈J ∈ R J , we set ), so that |d j | > 1/2 for all j ∈ I. Let σ = (σ j ) j∈J ∈ {±1} (J) with support in I be such that mσ j d j ≤ 0 for all j ∈ I. Then, for all i ∈ I,
Consider also the element x = j∈I n j e j ∈ T (C (1)
We then deduce from (3.1) that
Note that |d j | + | d j | ≥ 1 for all j ∈ I, and hence |d j | + | d j | − 2|m| > 2ǫ for all j ∈ I. Since moreover
we deduce that
Since the finite subset I of J ), so that |d j | > 1 for all j ∈ I. Defining σ and x as above, we again get that
Since the finite subset I of J >1 m (resp. J
<−1 m
) was arbitrary, the PEC for W(C ) is summable, proving (2).
(3) We now prove that (J, −|λ 0 |, | χ 0 |) satisfies the PEC for W(A J ). Let w ∈ S (J) , and let I be a finite subset of J containing the support of w. Let σ = (σ j ) j∈J ∈ {±1}
(J) with support in I be such that λ j σ j d w(j) ≤ 0 for all j ∈ I. Consider also the element x = j∈I n j e j ∈ T (C (1)
] for all j ∈ I. As before, we deduce from (3.1) that
and hence
As w ∈ S (J) = W(A J ) was arbitrary, this proves that (J, −|λ 0 |, | χ 0 |) satisfies the PEC for W(A J ), yielding (3).
(4) Finally, let I be an arbitrary finite subset of J + , and consider the element σ = (σ j ) j∈J ∈ {±1}
(J)
for any finite subset I ⊆ J + , proving (4). This concludes the proof of the proposition.
Minimal energy sets
We first characterise the triples (J, λ, χ) of minimal energy for W, where as before λ = (1, λ 0 , 0) and χ = (0, χ 0 , 1) for some tuples λ 0 , χ 0 ∈ R J . Although, for the purpose of proving Theorem A, we will only need to describe such triples for the types A
(1) J and C
(1) J , we also provide, for the sake of completeness, explicit descriptions for the other types.
Definition 5.1. For a tuple λ 0 = (λ j ) j∈J ∈ R J with λ 0 = λ 0 , we define the following convex subsets of R J . We set
where 1 ∈ R J is the constant function 1. We also let C min (λ 0 , C
J ) denote the set of (d j ) j∈J ∈ R J satisfying the following four conditions:
The following lemma, which contains some observations that will be used in the sequel, is an easy exercise.
Lemma 5.2. Let a, b, x ∈ R.
(
Proposition 5.3. Assume that λ 0 = λ 0 . Then the following are equivalent:
Proof. J ), it follows from Proposition 2.9 that χ 0 ∈ C min (λ 0 , B J ), so that (C3) is satisfied. To check (C1), let j ∈ J be such that |λ j | < 1/2 and assume for a contradiction that |d j | > 1/2. Fix some ǫ > 0 such that |λ j | < 1/2 − ǫ. It then follows from (4.1) that
for some suitable σ ∈ {±1}
(J) and x ∈ T (C (1) J ) with support in I := {j}, contradicting (1). Similarly, to check (C2), let j ∈ J be such that |λ j | = 1/2 and assume for a contradiction that |d j | > 1. It then follows from (4.2) that
for some suitable σ ∈ {±1} (J) and x ∈ T (C (1) J ) with support in I := {j}, again contradicting (1). Finally, to check (C4), let i, j ∈ J with i = j and let w ∈ S (J) be the transposition exchanging i and j. It then follows from (4.3) that
for some suitable σ ∈ {±1} (J) and x ∈ T (C 
(J) and some x = j∈J n j e j ∈ T (C (1) J ). Let I be some finite subset of J containing the supports of x, σ and w. It follows from (3.1) that
On the other hand, the rearrangement inequality (see [MN15b, Lemma 2.2]) and (C4) imply that
Let now j ∈ I. If |λ j | < 1/2, then |d j | ≤ 1/2 by (C1). On the other hand, if |λ j | = 1/2, then |d j | ≤ 1 by (C2). Hence either |d j | ≤ 1/2, in which case d j − d j = 0, or else 1/2 < |d j | ≤ 1 and |λ j | = 1/2, in which case
Since w ∈ W(C (1) J ) was arbitrary, this concludes the proof of the proposition.
To describe the triples (J, λ, χ) of minimal energy for W(A (1)
J ), we could proceed as in the proof of Proposition 5.3. However, it will be easier to start from the description provided by [HN12] , which we now recall.
By [HN12, Theorem 3.5(i)], the set W.λ − λ is contained in the cone −C λ , where
This shows that cone{ W.λ − λ} = −C λ . In particular, the triple (J, λ, χ) is of minimal energy for W if and only if
Proposition 5.4. Assume that λ 0 = λ 0 . Then the following are equivalent:
J ) and let ∆ be the corresponding root system of type A
J . Note that the coroot of (0, ǫ j − ǫ k , n) ∈ ∆ is given by (−n, e j − e k , 0). By (5.1), the first statement of the proposition is thus equivalent to the condition
2 for all j ∈ J by assumption, condition (5.2) is empty for n ≥ 1. For n = 0, we get (5.3)
Similarly, for n ≤ −1, we get
In turn, the conditions (5.3) and (5.4) are satisfied if and only if χ 0 ∈ C min (λ 0 , A
J ), as desired.
We now describe the minimal energy sets for the other types.
J }, we denote by C min (λ 0 , X) the set of tuples χ 0 ∈ R J such that inf λ W(X).χ − χ = 0, where λ = (1, λ 0 , 0) and χ = (0, χ 0 , 1). Note that, in view of Propositions 5.3 and 5.4, this definition is coherent with the corresponding notation for X ∈ {A
(1)
J ) if and only if χ 0 ∈ C min (λ 0 , D J ) and the following conditions hold:
The condition (5.1) for the roots of the form γ = (0, ±(ǫ j + ǫ k ), n) with j = k can be rewritten as
J ) is characterised by the conditions (5.2) and (5.5). For n = 0, the conditions (5.2) and (5.5) amount to
2 for all j ∈ J by assumption, the condition (5.5) is empty for n ≥ 1, and equivalent to (D2) and (D3) for n ≤ −1. Finally, the condition (5.2) for n = 0 amounts to (D1). This concludes the proof of the lemma.
For an explicit description of the set C min (λ 0 , D J ), we refer to [MN15b, Remark 5.9].
Lemma 5.7. Assume that
J ) if and only if one of the following holds:
Proof. The condition (5.1) for the roots of the form γ = (0, ±ǫ j , n) is equivalent to (5.6) ± λ j > n =⇒ ±d j ≤ −n for all j ∈ J and n ∈ Z,
J ) is characterised by the conditions (5.2), (5.5) and (5.6). For n = 0, these three conditions amount to χ 0 ∈ C min (λ 0 , B J ). As we saw in the proof of Lemma 5.6, the conditions (5.2) and (5.5) for n = 0 are equivalent to the conditions (D1)-(D3). Finally, since − 1 2 ≤ λ j < 1 2 for all j ∈ J by assumption, the condition (5.6) is empty for n ≥ 1, and, for n ≤ −1, it is equivalent to (5.7) |d j | ≤ 1 for all j ∈ J.
Assume first that there is some i ∈ J such that λ i = − 1 2 . Then for any j ∈ J the conditions (D1)-(D3) imply that −1 ≤ d j ± d i ≤ 1 and hence that −2 ≤ 2d j ≤ 2, so that (5.7) holds. Thus, in that case,
J ) if and only if (2) holds. Assume next that
Conversely, if (1) holds, then it is easy to check that χ 0 ∈ C min (λ 0 , B J ) and that the conditions (D1)-(D3) and (5.7) hold, as desired.
J ).
Proof. This readily follows from the fact that W(BC 
. Then for any x = j∈J n j e j ∈ Q, any w ∈ S (J) and any σ = (σ j ) j∈J ∈ {±1}
(J) , we get from (3.1) that
yielding the claim.
Using Lemmas 3.6, 3.7 and 3.9, we can now restate the results of this section for general λ = (λ c , λ
one of the seven standard types from §2.1, we set
be one of the seven standard types from §2.1. Then for any χ = (χ c , χ
, the following assertions are equivalent:
Characterisation of the PEC for λ Z-discrete
We are now in a position to prove an analogue of Theorem 2.10 for triples (J, λ, χ). Proof. Set W = W(X), and assume that (J, λ, χ) satisfies the PEC for W. Since (1) (J, λ, χ) satisfies the PEC for W(A
J ) + ℓ 1 (J), then (J, λ, χ) satisfies the PEC for W(A 
. Indeed, this follows from the fact that for all i, j ∈ J:
J ). This concludes the proof of the theorem. Theorem 6.3. Assume that λ is Z-discrete and that λ 0 = λ 0 . Then the following are equivalent: 
In other words, we may assume that
hence that (C4) is satisfied. We next claim that the tuple (χ
belongs to ℓ 1 (J). Indeed, this follows from Proposition 4.2(1) and the fact that for d j > 1/2, one has
2 ), while for d j < −1/2, one has 
if |λ j | = 1/2 and d j < −1, 0 otherwise belongs to ℓ 1 (J). Indeed, this follows from Proposition 4.2(2) and the fact that for d j > 1, one has
Since moreover
′ also still satisfies (C1), we may thus assume, up to replacing χ 0 by χ 0 − (χ 0 ) ′ , that χ 0 satisfies (C1), (C2) and (C4). Finally, it follows from Proposition 4.2(4) and the fact that Λ(J) is finite that
where
belongs to ℓ 1 (J). Again, as
′ also still satisfies (C1) and (C2), we may then assume, up to replacing χ 0 by χ 0 − (χ 0 ) ′ , that χ 0 satisfies (C1), (C2), (C3) and (C4), and hence that
J ). This concludes the proof of the theorem.
Proposition 6.4. Let X be one of the types B
J , and BC Proof. From §2.2, we deduce the following inclusions:
It is thus sufficient to prove that the PEC for W(D Let w ∈ W(C (1) J ), which we write as w = τ x σw −1 for some x = j∈J n j e j ∈ Q, some w ∈ S (J) and some σ = (σ j ) j∈J ∈ {±1} (J) . Let I ⊆ J be the reunion of the supports of x, w and σ. Pick any i 0 ∈ J \ I, and let σ i0 denote the element of {±1} (J) with support {i 0 }. Then one may choose
Proof of Theorem A. Since λ is Z-discrete by Lemma 3.2, this follows from Theorem 6.6.
Positive energy representations of double extensions of Hilbert loop algebras
We conclude this paper with a more precise statement of Corollary B. As announced in the introduction, Corollary B can be deduced from Theorem A by using the main results of [MN15a] . However, as noted in Remark 2.1, the definition of loop algebras in this paper and in the paper [MN15a] slightly differ, and we now do the extra work required to pass from one convention to the other.
Let k be a simple Hilbert-Lie algebra and ϕ ∈ Aut(k) be an automorphism of k of finite order N ϕ . For N ∈ N we set, as in Remark 2.1,
The convention in the present paper is thus to take N = N ϕ , while the convention in [MN15a] is to take N = 1. Let t 0 be a maximal abelian subalgebra of k ϕ , and for a weight ν ∈ it * 0 , consider as in the introduction the double extension The following theorem summarises the above discussion.
Theorem 7.1. Let g = L ν ϕ,Nϕ (k) be an arbitrary affinisation of a simple Hilbert-Lie algebra k. Let t 0 be a Cartan subalgebra of k ϕ such there is some µ ∈ it * 0 and some standard (or trivial) automorphism ψ ∈ Aut(k) for which (7.1) and (7.2) hold. Let X = X Proof. The equivalence of (1), (2) and (3), as well as the last statement of the theorem readily follow from the above discussion. The equivalence of (3) and (4) follows from Theorem 6.6 and (7.4). Note that [ is finite because Q is rational and {µ j | j ∈ J} is a finite subset of Q (in fact, µ j is of the form µ j = −n j /N for some N ∈ {N ϕ , 2N ϕ } and some n j ∈ {0, 1, . . . , N − 1}, see [MN15a, Section 6] ). This yields the claim.
