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Multivariate Variational Inequalities and
the Central Limit Theorem
V. Papathanasiou
University of Athens, Athens, Greece
Multivariate variational inequalities are obtained in terms of the w-functions and
the trace of a Fisher-type information matrix. In consequence of these inequalities,
the multivariate central limit theorem arises in the sense of the total variation.
 1996 Academic Press, Inc.
1. INTRODUCTION
Cacoullos, Papathanasiou and Utev (henceforth C-P-U) (1994) obtained
upper bounds for the total variation distance between an arbitrary probability
measure F and the standard normal one, via the w-function. Specifically,
they proved that
\(F, 8)2(E |w(X)&1|+|1&Var[X]| ), (1.1)
where \(F, 8) is the total variation distance defined as
\(F, 8)=sup
A
|F(A)&8(A)|, (1.2)
where the supremum is taken over the class of Borel sets A.
The w-function of a r.v. X with density f supported on an interval, mean
+ and variance _2 is defined in the support of X by the relation
_2w(x) f (x)=|
X
&
(+&t) f (t) dt. (1.3)
The w-function characterizes the corresponding density f. In particular,
X is normal iff w#1. C-P-U (1993) proved that if Var[w(X)]<, then
Var[wn(Sn)]  0, (1.4)
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where Sn=(X1+X2+ } } } +Xn)- n is the standardized sum of i.i.d. r.v.’s
with mean 0 and variance 1 (wn is the w-function of Sn). Moreover, C-P-U
(1993) showed that the equality in the obvious inequality Var[w(X)]0
characterizes the normal distribution. The stability of this characterization
was also proved and hence, relation (1.4) leads to the weak convergence of
Sn to the standard normal r.v. Since Var[Sn]=E[wn(Sn)]=1, relation
(1.1) can be written as
\(FSn , 8)2E |wn(Sn)&1|2 - Var[wn(Sn)], (1.5)
which, combined with (1.4), gives the convergence of Sn to the standard
normal r.v. in the sense of the total variation (of course, this is equivalent
to the L1 convergence of the densities).
Cacoullos and Papathanasiou (C-P) (1992) established the multivariate
w-function as follows. Let X=(X1 , X2 , ..., Xp) be a p-dimensional con-
tinuously distributed random vector with density f (x) defined on a set
B/Rp (B has interval components). Let also D(X)=7>0 be the dispersion
matrix of X. Consider the linear functions
qi (x)= :
p
j=1
_*ijxj , i=1, 2, ..., p, (1.6)
where 7*=(_*ij)=7&1, that is, in matrix form, q=7*x. Then,
wi (x) f (x)=|
xi
&
(+i&qi (u, t, v)) f (u, t, v) dt, (1.7)
where u=(x1 , ..., xi&1), v=(xi+1, ..., xp), +i=E[qi (X)], provided that
wi (x) f (x) tends to zero monotonically as x approaches any boundary
point of B along the coordinate axes. Note that, as in the univariate case,
E[wi (X)]=1 and, of course, Var[wi (X)]0. Specifically, Var[wi (X)]=0
for i=1, 2, ..., p iff X is normal. They also proved that if Var[wi (X)]<,
then
Var[win(Sn)]  0 as n  , i=1, ..., p, (1.8)
where Sn is the standardized sum of the i.i.d. random vectors X1 , X2 , ..., Xn
with common density f and wn=(w1n , ..., w
p
n ) is the w-function associated
with Sn . The multivariate central limit theorem was proved in C-P (1992)
by showing the following theorem.
If Xn is a sequence of random vectors satisfying Var[win(Xn)]  0 as
n  , i=1, ..., p, then for arbitrary constant vector c=(c1 , ..., cp),
Var[wn(c } X tn)]  0 as n  , (1.9)
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where wn is the (univariate) w-function associated with Xn=c } X tn (t here
denotes the transpose).
The above theorem, combined with (1.8) and the earliest stability result
of C-P-U (1993), leads to the weak convergence of Sn to the standard
normal random vector. Note that (1.1) and (1.9) imply the convergence (in
total variation) of Xn to the standard normal, so that the same (weak
convergence) result follows immediately from (1.8) and (1.9) (see
Billingsley, 1968, Theorem 7.7).
In the present paper, multivariate variational inequalities are obtained in
terms of the w-function, so that the multivariate central limit theorem, in
the sense of the total variation distance, is an immediate result of (1.8). The
present approach provides the alternative to the multivariate version of
Stein’s method, established by Gotze (1991; see also Stein, 1987).
In Section 3, variational inequalities in terms of a Fisher-type information
matrix are given and, as a consequence, it will be shown that the assumptions
of Mayer-Wolf (1990, Theorem 3.1) lead directly to the strengthened multi-
variate central limit theorem (convergence in total variation).
2. TOTAL VARIATION DISTANCE FROM
THE STANDARD NORMAL VECTOR
For our purposes, we consider a continuous random vector X with
density f supported by intervals as in the introduction. Without loss of
generality, suppose that the components X1 , ..., Xp of X are uncorrelated
with dispersion matrix D(X)=I (the p_p identity matrix) and zero mean
vector. For any bounded function h(x) (not necessarily continuous) define
the functions
li (x)=
1
.(i)(xi) |
x i
&
(E.(h | v i)&E.(h | t, vi)) .(i)(t) dt, i=1, ..., p, (2.1)
where vi=(xi+1 , ..., xp) and . is the multivariate normal density with
independent standard normal components .(i) . Then we have the following
Lemma 2.1. The functions li (x) and lii(x)=(xi) l
i (x) are bounded
above in absolute value by (b&:) - ?2 and 2(b&:), respectively, where
:=ess inf (h)>& and b=ess sup (h)<.
Proof. Observe that |E.(h | v i)&E.(h | t, vi)|(b&:) for almost all
(t, vi) # R_R p&i and all i=1, ..., p. Therefore, since li (x)  0 as xi  +
we conclude that
|li (x)|(b&:) min[8(i)(xi), 1&8(i)(xi)].(i)(xi), (2.2)
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where 8(i) is the standard normal d.f. The last estimate is uniformly bounded
by (b&:) - ?2 (c.f. C-P-U (1994) and references therein).
On the other hand, since
l ii(x)=xi l
i (x)+(E.(h | vi)&E.(h | vi&1)), (2.3)
and from the fact that both terms on the RHS of (2.3) are bounded in
absolute value by b&:, we conclude the desired result.
Lemma 2.2. Under the above conditions we have
E.[h]&h(x)= :
p
i=1
(lii(x)&xi l
i (x)). (2.4)
Proof. The proof is immediate from (2.3) and the observation that
E.[h]&h(x)= :
p
i=1
(E.[h | vi]&E.[h | vi&1]).
Lemma 2.3.
E.[h]&E[h(X)]= :
p
i=1
E[l ii(X)(1&w
i (X))].
Proof. From the identity obtained by C-P (1992), namely,
Cov[qi (X), g(X)]=E[wi (X) gi (X)], i=1, ..., p, (2.5)
where g is an arbitrary absolutely continuous function such that E |wigi |<
and the fact that qi (x)=xi (see (1.6)), we obtain the desired result, taking
expectations with respect to f in (2.4) and using (2.5).
We can now state the main result of this section stated as follows.
Theorem 2.1. Under the above conditions imposed on f, the total variation
distance between F (the d.f. of X) and 8 (the multivariate standard normal
d.f.) is bounded by
\(F, 8)2 :
p
i=1
E |wi (X)&1|, (2.6)
where \(F, 8)=supA |F(A)&8(A)| and the supremum is taken over the
class of Borel subsets of R p.
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Proof. Let A be an arbitrary Borel set and consider the function h(x)=
IA(x). Obviously 0h(x)1 for all x in R p and applying Lemma 2.3 and
Lemma 2.1 we have
|F(A)&8(A)|=|E[h(X)]&E.[h]|
= } :
p
i=1
E[l ii(X)(w
i (X)&1)]}
 :
p
i=1
E |l ii(X)(w
i (X)&1)|
2 :
p
i=1
E |wi (X)&1|
and the proof is complete.
With the help of the above theorem, we have the following
Theorem 2.2. Suppose X1 , X2 , ..., Xn are i.i.d. random vectors satisfying
the above conditions with zero mean vector and covariance matrix I. If in
addition, the variance of the i th component of the w-function of X1 exists for
all i=1, 2, ..., p, then
\(F Sn , 8)  0 as n  ,
where Sn=(X1+X2+ } } } +Xn)- n.
Proof. This is an immediate consequence of (1.8) and Theorem 2.1.
It should be noted that the conditions of Theorem 2.2 imply the classical
conditions due to Prohorov (1952, see also Sirazhdinov and Mamatov,
1962), since the existence of Var[wi (X)] guarantees the existence of the
fourth moment of X. However, the applications of (2.6) go further, since
the results are easily extended to the non-identically distributed case and,
moreover, the total variation distance can be estimated by using very
simply arguments; this, however, will be the object of a separate paper.
3. VARIATIONAL INEQUALITIES VIA THE TRACE OF A
FISHER-TYPE INFORMATION MATRIX
Papadatos and Papathanasiou (1995) proved that, under certain
appropriate conditions, the total variation distance between a standardized
univariate probability measure f and the standard normal . is bounded by
\(F, 8)- ?2 - J(X). (3.1)
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Here,
J(X )=E _f $(X)f (X) &
.$(X)
.(X) &
2
is the standardized Fisher information of X, according to Barron (1986).
They also used (3.1) to simplify Baron’s result concerning convergence to
the normal law through entropy.
Mayer-Wolf (1990) obtained a relation similar to (3.1) and the general
result for a random vector X, namely
I(: } Xt): } I(X) } :t (3.2)
(see also Papathanasiou, 1993), where I(X) is the Fisher information
matrix and : # R p with |:|=1. By using the assumption that the Fisher
information matrix converges to the reciprocal of the dispersion matrix and
in view of (3.1) and (3.2), he showed the weak convergence of the sequence
of the random vectors to the multivariate normal. The L1 convergence was
also obtained, under the same assumptions, by using somewhat complicated
arguments (see Theorem 2.1, p. 842).
In the present section, a direct multivariate variational inequality (similar
to (3.1)) is obtained. So, a significant simplification of Mayer-Wolf’s result
is given, without using the classical characterization that X is normal iff
c } Xt is normal for arbitrary c # R p.
Let now X=(X1 , ..., Xp) be a continuous random vector with density f
such that its logarithm has continuous partial derivatives
 ln f
xi
,
2 ln f
xi xj
, i, j=1, 2, ..., p.
Let also f be defined on the set E which is a finite union of open connected
sets in R p and f (x)  0 monotonically as x approaches a boundary point
of E along the coordinate axes. Furthermore, if the Fisher information
matrix
I(X)=\Ef _ ln fxi
 ln f
xj &+ , i, j=1, 2, ..., p,
is non-singular, then Papathanasiou (1993) showed the identity
E[(&{ ln f (X)) g(X)]=E[{g(X)]. (3.3)
By using (2.4) and (3.3) we can prove the following
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Theorem 3.1. Under the above conditions,
\(F, 8)- ?2 :
p
i=1
E } fi (X)f (X) &
.i (X)
.(X) } , (3.4)
where fi (x)=f (x)xi , .i (x)=.(x)xi= &xi .(x).
Proof. Taking expectations in (2.4) (with respect to f ) we have
E.[h]&E[h(X)]= :
p
i=1
E[l ii (X)]& :
p
i=1
E[Xili (X)]. (3.5)
Taking h=IA in (3.5) as in Theorem 2.1 and by virtue of (3.3) we have
|F(A)&8(A)|= } :
p
i=1
E \ fi (X)f (X) li (X)+& :
p
i=1
E \.i (X).(X) li (X)+}
 :
p
i=1
E } l i (X) \fi (X)f (X) &
.i (X)
.(X) +}
- ?2 :
p
i=1
E } fi (X)f (X) &
.i (X)
.(X) }
by Lemma 2.1, and the proof is complete.
By using the CauchySchwarz inequality one can easily establish the
following
Corollary 3.1. Under the conditions of Theorem 3.1 we have
\(F, 8)- ?2 :
p
i=1
E _fi (X)f (X) &
.i (X)
.(X) &
2
. (3.6)
Consider the p_p matrix
J(X)=Ef _\{ ln f.+
t
\{ ln f.+& . (3.7)
Corollary 3.1 shows that if the trace of J(Xn) tends to zero, then the
sequence X1 , X2 , ..., Xn converges (in total variation) to the multivariate
normal random ector. Therefore, the assertion of Mayer-Wolf (1990) that
Xn converges to the normal random vector under the same assumption is
an immediate implication of the above corollary.
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Note that relation (3.6) implies the weaker bound
\2(F, 8)p(?2) Ef _\{ ln f.+\{ ln
f
.+
t
&=p(?2) Tr(J(X)), (3.8)
so that the trace of J provides an estimate for the distance \(F, 8).
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