Abstract. We develop a thorough analytical study of the O(1/N ) correction to the spectrum of regular random graphs with N → ∞ nodes. The finite size fluctuations of the resolvent are given in terms of a weighted series over the contributions coming from loops of all possible lengths, from which we obtain the isolated eigenvalue as well as an analytical expression for the O(1/N ) correction to the continuous part of the spectrum. The comparison between this analytical formula and direct diagonalization results exhibits an excellent agreement, confirming the correctness of our expression.
Introduction
Spectral graph theory has established itself as a fundamental tool to study problems in various disciplines [1] . On the side of physics, the understanding of stationary and dynamical properties of models defined on random graphs depends crucially on the spectral analysis of the adjacency and the Laplacian matrix of the corresponding graph. The average distribution of eigenvalues constitutes a primary object of interest, due to its wide range of applications. Some notable examples include the study of the vibrational spectra of amorphous solids [2] , the electronic properties of quantum systems [3] and spherical spin models [4] .
A central role in spectral graph theory is played by sparse random regular graphs (RRGs), since they constitute a benchmark for analyzing the spectral features of more complex graph structures. Random regular graphs are constructed by drawing, from an uniform probability space, simple undirected graphs where all vertices have the same degree. Sparse RRGs become locally tree-like when the total number of nodes N grows to infinite, such that only long loops of length O(ln N) are present. Thanks to the absence of degree fluctuations and to the local tree-like structure, many spectral properties of RRGs can be analytically studied using non-rigorous [5, 6] as well as rigorous mathematical approaches (see [7] and references therein). In this context, the most prominent example is the average eigenvalue distribution of the adjacency matrix, which converges, for N → ∞, to a simple analytical expression known as the KestenMcKay (KM) law [8, 9] .
Much less is known about the finite size fluctuations of the spectra of sparse random graphs. The existence of short loops on graphs with a finite size and the impact of these topological fluctuations on the spectral properties is an interesting problem on its own right. In addition, sparse random graph models usually lead, due to its local tree-like topology, to a mean-field description of models defined on finite-dimensional lattices and, in a certain sense, the construction of a perturbative expansion in powers of O(1/N) for random graph models constitutes an indirect route to study the intricate role of loops on their finite-dimensional counterparts. In fact, analogous ideas have been put forward in the context of Anderson localization and statistical mechanics of spin systems [10, 11, 12, 13] , where the behaviour of models defined on finite-dimensional lattices is studied perturbatively around the mean-field saddle-point corresponding to sparse random graph models.
Here we implement these ideas to study the O(1/N) correction to the average eigenvalue distribution of the adjacency matrix of RRGs, which are simple enough to render a full analytical study possible. We show that the O(1/N) correction to the resolvent of the adjacency matrix is given by a sum over loops comprising all length scales, each loop contributing with a term proportional to the difference of its effective resolvent with respect to the resolvent of an infinite closed chain. Within the replica approach for random matrices [14, 15] , this result is derived from an integration of the O(1/ √ N ) fluctuations of a functional order-parameter around its saddle-point solution, following analogous steps as those developed recently to the study of finite size corrections of models with quenched disorder [16, 17] . We show how the divergent loop series can be summed, leading to a compact analytical expression for the O(1/N) correction to the KM law. The correctness of this analytical formula is confirmed by its very good agreement with numerical diagonalization results. To our knowledge, a closely related problem has been considered so far only in some recent works [18, 19, 20] , where it is shown rigorously that the fluctuations of the linear eigenvalue functional of RRGs converge to a random variable defined in terms of a sum over cyclically non-backtracking walks of all possible lengths.
The rest of the paper is organized as follows. In the next section we define the ensemble of RRGs. In section 3 we explain how to recast the problem in terms of a saddle-point integral using the replica method, and how one can integrate the fluctuations around the saddle-point solution. In section 4 the loop series for the O(1/N) correction to the eigenvalue distribution is obtained in replica symmetry, while its final analytical expression, together with a comparison with direct diagonalization results, is presented in section 5. In the last section we present some final remarks. The appendix shows more details on how to derive the saddle-point integral with the replica method.
The ensemble of random regular graphs
Let us consider the adjacency matrix A of an undirected random graph containing N nodes or vertices, without self-loops and multiple edges between adjacent nodes [1] . The N × N symmetric random matrix A specifies the topology of the graph and it is constructed by setting A ij = 1 if there is an edge between nodes i and j, and A ij = 0 otherwise. Defining the eigenvalues of A as λ 1 , . . . , λ N , the average spectral density reads
with . . . denoting the ensemble average over the distribution of A. We study an ensemble of random c-regular graphs, where each node is connected to c ≥ 3 neighbours and the adjacency matrix is drawn from the distribution
The product i<j runs over all distinct pairs of nodes and A N is the normalization factor. In this model, the probability that two nodes are connected by an edge is c/N, and the Kronecker delta ensures that all vertices are adjacent to c neighbours. The averaged resolvent associated to A can be defined as
where the matrix G(z) is given by G(z) = (z − A) −1 and z = λ − iη contains the regularizer η > 0. The resolvent R (N ) (z) is an analytic function in the lower half sector of the complex plane, except at the points or segments of the real axis corresponding to the eigenvalues of A, at which R (N ) (z) exhibits simple poles. The average distribution of eigenvalues is extracted from the limiting procedure
By introducing the generating function
In this way, we formulate the problem of computing ρ (N ) (λ) in the language of statistical mechanics of disordered systems. According to eqs. (4) (5) (6) , in order to calculate ρ (N ) (λ) and its finite size fluctuations, one needs to study the average energy density of a system with real valued "spins" φ 1 , . . . , φ N placed on the vertices of a random regular graph and interacting through ferromagnetic couplings.
With the purpose of computing the average of the "free-energy" ln Z N (z) over the random graph topology, we invoke the replica method [14, 15, 21, 22] 
The idea consists in calculating the average . . . of integer powers of the generating function and, once the limit N → ∞ is performed, the number of replicas is analytically continued to n → 0. In this setting, the computation of [Z N (z)] n is written in terms of an integral over an order-parameter functional which can be solved, in the limit N → ∞, by means of the saddle-point method, leading to the KM distribution. As we will discuss in the next section, the O(1/N) correction to lim N →∞ ρ (N ) (λ) arises from the fluctuations of the order-parameter around the saddle-point solution.
The saddle-point integral and the fluctuations around the stationary solution
The average of the replicated generating function is given by
with φ = (φ 1 , . . . , φ n ) denoting a vector in the n-dimensional replica space. The average over the distribution p({A i<j }) is calculated using integral representations for the Kronecker deltas in eq. (2). After expanding the integrand exponent in eq. (8) up to order O(N 0 ), site decoupling is achieved through the introduction of appropriate order-parameters, which leads to the compact expression
The object Ψ(φ) is the functional order-parameter and U can be seen as a matrix in the configuration space of the replica vectors, with elements U(φ, ψ) = exp (iφ.ψ). The functional integration measure can be intuitively written as DΨ = {φ} N/2π dΨ(φ), where the product runs over all possible values of the vector φ. The action
where the coefficients are given by
Finite size corrections to the spectrum of regular random graphs
In the above expressions we have defined
The details involved in the derivation of eqs. (9) (10) (11) (12) (13) (14) are discussed in Appendix A.
In the limit N → ∞, the integral in eq. (9) is dominated by the stationary solution Ψ s (φ) fulfilling
from which follows the saddle-point equation
In order to extract the O(1/N) correction to the distribution of eigenvalues we need to consider the effect of finite size fluctuations in Ψ s (φ). The full action S (N ) [Ψ] can be formally expanded around Ψ s (φ) as follows
Assuming that the deviations from Ψ s (φ) are of O(1/ √ N ) and retaining terms up to order O(1/N) in the above expansion, we substitute eq. (17) in eq. (9) and integrate over the Gaussian fluctuations to obtain
where we have introduced the matrices
and
By substituting eq. (18) in eq. (7) and noting that the following identity holds
the first two terms of the series in eq. (18) cancel exactly with S 1 [Ψ s ] and we arrive at the following expression for R (N ) (z)
where
This formula should be compared to similar formulae in [16, 17] . Substituting eq. (22) in eq. (4), we obtain the leading term ρ 0 (λ) and the O(1/N) correction ρ 1 (λ) to the eigenvalue distribution:
In the next section we show how the limit n → 0 is taken by assuming a particular form for the saddle-point solution Ψ s (φ).
The distribution of eigenvalues in the replica symmetric theory
The structure of eq. (16) suggests that we seek for a saddle-point solution invariant under orthogonal transformations. Indeed, it has been established that the replica symmetric (RS) saddle-point, which preserves both rotational and permutation symmetry in the replica space, yields exact results for the eigenvalue distribution of several sparse random graph models [15, 21, 22, 23, 24, 25, 26] . In particular, the correct analytical expression for lim N →∞ ρ (N ) (λ) in the case of regular random graphs is recovered by the RS solution.
We thus assume that Ψ s (φ) is an uncountable superposition of Gaussians [21, 22] 
where Q(g) is the normalized distribution of the complex variance g with Im g > 0, such that the above integral is convergent. The order-parameter Ψ s (φ) is not normalized for arbitrary n (for details, see the appendix A), which requires the factor F (n). Plugging eq. (26) into eq. (16) and integrating over φ, one can determine
and, in addition, the self-consistent equations for the distributions Q(g) and W (g)
Equations (28) and (29) can be also derived trough the more intuitive cavity method, where a clear physical interpretation emerges [27] . The function W (g) is the distribution of {G ii (z)} i=1,...,N , while Q(g) is the distribution of the diagonal elements of G(z) on the cavity graph, namely, a graph where a randomly chosen vertex and all its edges are removed. It is straightforward to check that Q(g) = δ (g − g c ) and
solve, respectively, eqs. (28) and (29), with g c denoting one of the roots of the quadratic equation
The fact that Q(g) and W (g) are delta peak distributions simply reflects the absence of fluctuations on the degrees and on the edges of the graph. One needs to be careful in choosing the root of eq. (30) depending on the value of z. The natural choice for g c is the following
where |λ b | = 2 √ c − 1. Equation (31) ensures that the leading term of the resolvent R 0 (z) is an analytic function of z = λ − iη. Besides that, this choice for g c reproduces the correct physical behaviour R 0 (z) = 1/z for |z| → ∞, since g c → 0 in this case ‡. This decay of R 0 (z) implies in the normalization dλ ρ 0 (λ) = 1, as can be noted from the Stieltjes transform of ρ (N ) (λ). Inserting the RS ansatz for Ψ s (φ) in eq. (11) and taking the limit n → 0, an analytical expression for R 0 (z) is derived through eq. (23). For η → 0 + , R 0 (z) has a nonzero imaginary part only if |λ| < |λ b |, from which the KM law follows using eq. (4)
For the calculation of R 1 (z) one needs to obtain the RS form of r s (φ). This is achieved by substituting eq. (26) in eq. (14) and expanding the result up to order O(n)
which allows us to perform the limit n → 0 in eq. (24) and derive the expression:
The object Z (c) L (g c ) , defined analogously to eq. (5), is the generating function associated to the L × L tridiagonal matrix H, whose elements are given by ln g c is the resolvent of a 1D closed chain of infinite length [28] . As a consequence, the O(1/N) fluctuations due to all loops of a certain length L modify R (N ) (z) by a term proportional on average to the difference between the resolvent of an infinite loop and the resolvent of a finite loop of length L. The weight
is the average number of loops of length L in a regular random graph of degree c [29, 30] . A result analogous to eq. (34) has been derived in the study of the O(1/N) corrections to the free-energy of disordered spin systems defined on sparse random graphs [16] .
The Gaussian integral in Z (c) L (g c ) is evaluated using the eigenvalues of the matrix H, given by a n = g c (c − 2) + 2 cos (2πn/L), n = 0, . . . , L − 1, which allows us to compute in eq. (34) the derivative with respect to z
From now on, the calculation depends, according to eq. (31), whether |z| < |λ b | or |z| ≥ |λ b |, from which the following expression for ∂gc ∂z is obtained
This leads to the simplified form of R 1 (z)
where we have defined
with
and sign(0) ≡ 1. In the limit L → ∞, G L (z) becomes simply an integral of the periodic function F z (x), which is solved using standard contour integration methods. The result reads
It follows that the individual terms of the loop series in eq. (38) are composed of the exponential growing factor (c − 1) L multiplied by a function that is going to zero for L → ∞. The key point consists in understanding how fast this function vanishes as a function of L. We will see in the next section that one can extract the explicit dependence of the summands with respect to L by borrowing techniques used to compute the discretization error in the trapezoidal method of numerical integration.
The loop series and the final expression for ρ 1 (λ)
The problem of studying how G L (z) approaches its asymptotic form lim L→∞ G L (z) is equivalent to evaluate the error of replacing the sum in eq. (39) by the integral of eq. (41). This is analogous to compute the discretization error in some numerical integration methods, where several techniques are available [31] . Here we extract the dependence of G L (z) with respect to L via a Fourier analysis, following steps typically employed to compute the discretization error in the trapezoidal rule of numerical integration [31, 32, 33] .
Let us expand F z (x) in a Fourier series
and assume that this series converges at the points x n (n = 0, . . . , L − 1) defined in eq. (39). Plugging the above expansion into G L (z) and noting that lim L→∞ G L (z) = πa 0 , we obtain an exact equation for the deviation of G L (z) with respect to its L → ∞ limit
The asymptotic behaviour of G L (z) is governed by the convergence rate of the Fourier series for F z (x), in full analogy with the error formula for the trapezoidal quadrature [32, 33] . One can thus expect that eq. (43) presents a decay faster than any polynomial in 1/L, since F z (x) is an infinitely differentiable periodic function. In order to make further progress, eq. (43) is substituted in eq. (38) and the above integral over F z (x) is transformed in a contour integral along the unit circle in the complex plane, traversed once in the counterclockwise direction
The rest of the analysis amounts to study, in the integrand of eq. (44), the behaviour of the poles, i.e., the roots of the quadratic equation 
This allows us to solve the contour integral in eq. (44) through the residue theorem and derive the following expression
where the prefactor C(z) is given by
The O(1/N) correction R 1 (z) to the resolvent is an analytic function of z with singularities located possibly only on the real axis. In the regime |z| → ∞, we have that g c = O(1/z) and C(z) = O(1/z), such that the loop series in eq. (47) also converges to zero for large z. It follows that R 1 (z) vanishes faster than 1/z, which implies that dλ ρ 1 (λ) = 0, as can be checked using the Stieltjes transform of ρ (N ) (λ). This is consistent with the normalization of both the full eigenvalue distribution ρ (N ) (λ) and its leading term ρ 0 (λ). In the sequel we study, separately in the sectors |z| ≥ |λ b | and |z| < |λ b |, the behaviour of R 1 (z) as η → 0 + .
|λ| ≥ |λ b |: the isolated eigenvalue
The idea now consists in setting z = λ and then making an analytical continuation from λ → ∞, where R 1 (λ) is convergent, to smaller values of λ. In the regime |λ| ≥ |λ b |, the quantity g c reads
One can check that, for λ > c, g c fulfills 0 < g c < 1/(c − 1) and the loop series in eq. (47) is convergent. For λ = c, we have that g c = 1/(c − 1), and the loop series in eq. (47) becomes divergent. This singular behaviour is consistent with the existence of an isolated eigenvalue, located at λ = c, outside of the support (−|λ b |, |λ b |) of the continuous part of the spectrum. Indeed, for this simple model of RRGs, this isolated eigenvalue can be computed directly from the eigenvalue equation and it corresponds to the uniform eigenvector. § We notice en passant that the matrix elements of the Green function at two points separated by a distance r > 0 are given by A (g c ) r , with an appropriate value of the constant A. Therefore, the quantity g c , namely the diagonal part of the Green function on the cavity graph, is a key quantity of the model: it controls both the large distance decay of the Green function in the limit N → ∞ and the 1/N corrections to the resolvent.
For |λ b | < λ < c, we have that 1/(c − 1) < g c < 1/ √ c − 1 and the loop series is divergent. However, we can rewrite this series as follows
The second term on the right hand side is a convergent series, while we can assign a finite value for the summation of the first term using the standard expression for the geometric series [34] , leading to a finite result for R 1 (λ) in the range |λ b | < λ < c. Finally, we have that g c = 1/ √ c − 1 for λ = |λ b | and a second singularity arises, which corresponds to the edge of the continuous band.
For a given point λ in the regime λ < −|λ b |, g c is given by minus its value at |λ|. Thus the qualitative behaviour of R 1 (λ) for λ < −|λ b | is completely analogous to the case λ > |λ b |, with the exception that R 1 (λ) is finite for λ = −c, since the first term on the right hand side of eq. (50) is an alternating divergent series that can be summed using the summation formula for the geometric series [34] . Consequently, R 1 (λ) remains finite in the whole sector λ < −|λ b |, exhibiting a singularity only at λ = −|λ b |.
|λ| < |λ b |: the continuous band of eigenvalues
Inserting the above form of g c in eq. (48), one can show that Re C(λ) = 0. Thus, by taking the imaginary part of eq. (47), the following expression is derived for the O(1/N) correction ρ 1 (λ) to the continuous part of the eigenvalue distribution
The last step consists in handling the loop series in eq. (52), which is irremediably divergent since |g c | = 1/ √ c − 1. However, we can rewrite this series according to
and, despite the fact that the first two terms on the right hand side are divergent, they can be summed using the summation formula for the geometric series [34] . The series containing g 3L c is clearly convergent and, in this way, we arrive at the final expression for ρ 1 (λ)
,
where the factor K(g c ) accounts for the absence of the terms with L = 1 and L = 2 in eq (54):
Equation (55) constitutes the central result of this work: it provides the analytical expression for the O(1/N) correction to the KM distribution for |λ| < |λ b |.
There is one important point as far as the behaviour near ±|λ b | is concerned. In the limit λ → ±|λ b |, we have that C(λ) diverges as O (|λ b | ∓ λ) −1/2 , while the real part of the loop series in eq. (55) converges to a negative finite value. This latter property has been checked numerically. Thus ρ 1 (λ) is a distribution with integrable singularities at λ = ±|λ b |. There is also a contribution proportional to δ(λ ± |λ b |) because the resolvent has poles at these points. The details of the behaviour at the band edges will not be investigated here.
In figure 1 we compare eq. (55) with direct diagonalization results of the adjacency matrix of regular random graphs with N = 500, generated according to the algorithm presented in reference [35] . The agreement between theoretical and numerical results is excellent. For finite N, the regular graph becomes sensibly non-bipartite due to the presence of loops, which is reflected in the breaking of the symmetry λ → −λ in ρ 1 (λ). 
After rescaling the adjacency matrix elements as
, one can show that, in the regime 1 ≪ c ≪ N, the dominant contribution to ρ 1 (λ) is given by ρ 1 (λ) = cγ(λ), where the coefficient γ(λ) reads
The numerical diagonalization results converge for large c to eq. (57), as illustrated in the inset of figure 1. Although the leading term ρ 0 (λ) converges to the Wigner semicircle law for c ≫ 1, this is not the case for the O(1/N) fluctuations, as can be seen by comparing eq. (57) with the corresponding results in references [36, 37] .
Final remarks
The average eigenvalue distribution of a regular random graph with N vertices converges, The ideas presented here can be possibly extended to more general random graph models including disordered edges and fluctuating connectivities, which opens the possibility to analyse, for instance, finite size fluctuations in the Anderson model on the Bethe lattice [3] . Despite the non-critical behaviour of the average density of states along the localization transition, the study of finite size corrections in such mean-field models may provide some valuable insights on the influence of loops in the electronic properties of finite dimensional models. Besides that, the study of finite size corrections to the density of states can be considered as a warm up to the more complicated task of considering relevant quantities to the localization transition, such as the inverse participation ratio.
On the methodological side, a derivation of eq. (34) through the cavity method would be a meaningful exercise, since the latter approach, being conceptually simpler, usually provides additional physical insights, which are obscured by the replica calculation. Work along some of these lines is underway, following the lines of [16, 17] .
Finally, it would be also interesting to examine the universality status of the level correlation function in the case of sparse random graph models [38] , using the ideas presented in this paper.
The purpose of this appendix is to discuss the main steps involved in the derivation of eq. (9) . The average over the topological disorder in eq. (8) is calculated using integral representations for the Kronecker deltas in the distribution p({A i<j }), leading to
where u(φ, ψ) = exp (iφ.ψ) and H z (φ) is defined by eq. (13). Since we are interested in the O(1/N) correction to the average spectrum, we need to determine the exponent of the above integrand up to O(N 0 ). After performing an expansion in powers of 1/N, the sites are decoupled via the introduction, by means of the Fourier integral representation of the Dirac delta, of the functional order-parameters 
