Introduction
Following ( [1] , [4] ), for / G C [0, 1] , the iterative (Micchelli) combination of Bernstein polynomials B n is defined by where Β£ is the rth iterate (super position) of the operator B n and W(n, x,v) = ELO (fc)
3^1 -x) n~h ¿(v -£), S(t) being the Dirac-delta
Throughout this paper we assume that 0 < a\ < c¡2 < 03 < 63 < 62 < b\ < 1. The object of the paper is to prove the following theorem. 
Consequently, μη^τη^{ χ ) defined by (2.1) is a polynomial in χ of degree < ra. 
where 0 < ξ < 1. For 0 < a < 2, we define k; a', b') as the class of all
for some constant M > 0.
Defining 
Hence it is enough to show that there exists a constant such that
To estimate I\, by a Taylor expansion of (/ -g), we have
i=ο *· where £ lies between u and x. Then, by Lemmas 1,3, Schwarz inequality and Lemma 2, it is easily seen that
Similarly, the Taylor expansion where η lies between u and x, implies (2.5) h <M 4 \\g^k +^\ \c [al , bl] .
From (2.3)-(2.5), the required result follows.
= Ii + h, say.
Since supp(/ -g) C \a' ,b'\, it is easily seen that Using Theorem 2, we obtain
Thus, , k\ a', b' ) iff fM G Liz (a, Ar; a', 6').
Proof. If / € C%(a,k;a',b'),
then it is easy to see that /^ € Liz(a,A;;a',ò'). Conversely, let /^ € Liz (a, k\ a', b' ). In the case of ρ odd, we define go G G^ by 
and is the rth symmetric difference operator. In the case of ρ even, we define go G in a similar manner, the only difference being that we replace f(x-\/2) in (2.6) by f(x)· For both these cases, it is easily seen that From these estimates it is clear that Kp{tf k+2 ,f) < M^a k . Hence / G Cq (α, k; α', δ') which completes the proof.
Proof of inverse theorem
It is enough to show the implications (ii)=>(iv) and (i)=>(ii), the equivalence of (ii) and (iii) being well known [5] . First, let us assume (ii). Let a2 < a' < a" < a3 where m" is an arbitrary integer greater than [|(2&+p)]. Hence (3.2) follows, due to the arbitrariness of m", and, by (3.1), (3.2), we have (iv).
To prove the implication (i)=^(ii), writing τ = ak, we first consider the case 0 < τ < 1. Let g G Co°[a",ò"] be such that g(x) = 1 on [02,^2] where αχ < a' < a" < a 2 
By Theorem 3, we get To prove (i)=>-(ii) for the general case 0 < τ < 2k it is sufficient to assume it for τ G (ρ' -I,ρ') and prove it for r G \p',p' + 1), p' -1,2,.. .,2k -1.
Let αί,όι,αί; and be such that αχ < a^ < < a2 < b2 < b% < < b\. Also, let g € Cq 0^, b%) be such that g(x) = 1 on [0,2^2] . Now, assuming that τ 6 \p',p' + 1) and (i) holds, in view of the assumption (i)=^(ii) for r G (ρ' -1 ,p') and the equivalence of (ii) and (iii), we state that f( p +p -1 ) exists and belongs to Lip(l -<5; aj", for any δ > 0. Then, 
Then, by Theorem 3,
Since f( p exists and belongs to Lip(l -δ; α*, òj) for any δ > 0, by a Taylor expansion of / and Theorem 2, we get This completes the proof of Theorem 1.
