Abstract: Appearance models play an important role in visual tracking. Effective modeling of the appearance of tracked objects is still a challenging problem because of object appearance changes caused by factors, such as partial occlusion, illumination variation and deformation, etc. In this paper, we propose a tracking method based on the patch descriptor and the structural local sparse representation. In our method, the object is firstly divided into multiple non-overlapped patches, and the patch sparse coefficients are obtained by structural local sparse representation. Secondly, each patch is further decomposed into several sub-patches. The patch descriptors are defined as the proportion of sub-patches, of which the reconstruction error is less than the given threshold. Finally, the appearance of an object is modeled by the patch descriptors and the patch sparse coefficients. Furthermore, in order to adapt to appearance changes of an object and alleviate the model drift, an outlier-aware template update scheme is introduced. Experimental results on a large benchmark dataset demonstrate the effectiveness of the proposed method.
Introduction
Visual tracking is a hot topic in the field of computer vision and has a wide range of applications, such as vision-based control [1] , unmanned aerial vehicles [2] , intelligent transportation [3] , etc. Although some significant progress has been made in recent years, it still remains a challenging problem due to numerous appearance changes caused by factors, such as illumination changes, occlusion, scale variations, shape deformation, etc. Therefore, developing an effective appearance model is the key factor for robust tracking. Specifically, according to the used appearance model, current visual tracking methods can be roughly categorized into two classes: discriminative tracking and generative tracking.
In the generative tracking methods, the tracking problem is formulated as a search for regions most similar to the target model, and the information of the target is only used. Ross et al. [4] developed an online subspace learning model to account for appearance variation. In [5] , a tracking algorithm based on a visual tracking decomposition scheme was proposed, and the observational model is decomposed into multiple basic observational models to cover a wide range of pose and illumination variation. Motivated by sparse representation in face recognition [6] , Mei and Ling [7, 8] formulated tracking as a sparse approximation problem. This method employs holistic representation schemes and hence does not perform well when target objects are heavily occluded. In [9] , a tracking method based on the structural local sparse appearance model was proposed. This model exploits both partial information and spatial information, and handles occlusion by pooling across the local patches. In contrast to just use the target templates and the trivial templates to sparsely represent the target in [7, 8] , Guo et al. [10] proposed to represent the target object by a sparse set of target templates together with a sparse set of target weight maps. These weight maps contain the reliable structures of the target object. Lan et al. [11] proposed a multiple-sparse-representation-based tracker which learns the common and feature-specific patterns among multiple sparse representations for appearance modeling. In [12] , Zhang et al. proposed a unified multi-feature tracking framework based on joint compressive sensing. Their framework can accept features extracted from identical spectral or different spectral images, and provide the flexibility to arbitrarily add or remove features.
On the contrary, the discriminative methods treat tracking as a binary classification problem, aiming to find a decision boundary that can best separate the target from the background. Unlike generative methods, the information of both the target and its background is used simultaneously. Avidan [13] used Adaboost to combine an ensemble of weak classifiers to form a strong classifier to do tracking. In [14] , Grabner et al. proposed a semi-supervised online boosting algorithm to handle the drifting problem. Babenko et al. [15] proposed an online multiple instance learning (MIL) tracker, where samples are considered within positive and negative bags. Hare et al. [16] introduced a kernelized structured output support vector machine (Struck) for object tracking, which avoids the intermediate step to convert the estimated object position into a set of labeled training examples. Recently, the correlation filter (CF) based discriminative tracking methods have attracted a great deal of attention in tracking community. MOSSE [17] first introduced the CF to visual tracking. Subsequently, Heriques et al. exploited the circulant property of the kernel matrix [18] , which was further improved using multi-channel HOG features [19] . Danelljan et al. [20] integrated adaptive scale estimations with the CF learning. The work of [21] performed complementary tracking that is robust to deformation and illumination variation. Inspired by the success of deep convolutional neural networks (CNNs) in object recognition and detection, several CF based trackers have been proposed to exploit CNN features [22] [23] [24] .
In this paper, we pay attention to devising an effective appearance model and alleviating the model drift. Based on structural local sparse representation in [9] , we design the patch descriptor to reflect the degree, to which each patch is contaminated with noise caused by appearance changes. Then, we model the appearance of an object by the combination of the patch descriptor and the patch sparse coefficients. Finally, we carry out tracking within the particle filter framework. Furthermore, we design an outlier ratio to describe the outlier degree of a target object. When the outlier ratio is larger than the threshold, we stop updating the template to alleviate the model drift.
The rest of this paper is organized as follows. Section 2 reviews the related work. In Section 3, we first describe target region division, then introduce structural local sparse representation, and finally detail the design of patch descriptor. In Section 4, we present our tracking method within the particle filter framework. Section 5 gives the template update scheme. Experimental results and comparisons are shown in Section 6. This paper concludes with Section 7.
Related Work
Visual tracking is one of the most challenging problems in computer vision. In order to give the context of our work, we briefly review the works most related to ours: patch-based tracking methods and strategies for alleviating model drift. For more detailed information on visual tracking, readers may refer to [25, 26] and the references therein.
Patch-Based Tracking Methods
Instead of learning a holistic appearance model, many patch-based tracking methods have been developed, in which the target is modeled as a small number of rectangular blocks. If the target is partially occluded and deformed, its remaining visible patches can still represent the target and provide reliable cues for tracking. In [27] , Adam et al. divided the target into multiple image patches to handle partial occlusion, and the integral image is used for feature extraction. Kwon and Lee [28] Algorithms 2018, 11, 126 3 of 18 presented a local patch-based appearance model to address tracking of a target whose geometric appearance is drastically changing over time. An adaptive structural local sparse appearance model was proposed in [9] , which handles occlusion by pooling across the local patches. Zhang et al. [29] matched local patches from multiple frames jointly by considering their low-rank and sparse structure information, which can effectively handle patch appearance variations due to occlusion or noise. In order to effectively handle deformation and occlusion, Cai et al. [30] designed a dynamic graph based tracker. They oversegment the target into several parts and then model the interactions between neighboring parts. Both the appearances of local parts and their relations are incorporated into a dynamic undirected graph. In [31] , a patch-based tracking method with cascaded regression was proposed, which exploits the spatial constraints between patches by implicitly learning the shape and deformation parameters of the object in an online fashion. Sun et al. [32] proposed a fragment-based tracking method with consideration of both temporal continuity and discontinuity information, which exploits both foreground and background information to detect the possible occlusion. With the kernelized CFs, Li et al. [33] proposed a patch-based tracking method to handle challenging situations, where they employ the reliable patch particles to represent the visual target. A similar method can be found in [34] .
Motivated by the aforementioned patch-based tracking methods, our approach also adopts a patch-based strategy to deal with challenging situations. However, different from existing methods, we design the patch descriptor to reflect the degree, to which each patch is contaminated with noise caused by appearance changes. The final tracked result is jointly determined by the patch descriptor and patch sparse coefficients.
Strategies for Alleviating Model Drift
The problem of corrupted or ambiguous samples is usually encountered in visual tracking, which deteriorates the representation power of tracking model, resulting in model drift. In order to handle this problem, various methods have been proposed. The work of [7, 8] explicitly models the outliers in the corrupted target's samples using trivial templates. In [15] , online multiple instance learning was exploited to handle the label ambiguities caused by misaligned samples. Kalal et al. [35] developed a P-N learning method to estimate the tracker's errors and correct them within a Tracking-Learning-Detection (TLD) framework. In [9] , an update scheme based on the combination of sparse representation and incremental subspace learning was adopted to prevent model degradation. Zhang et al. [36] adopted multiple experts to address the model drift problem, which correct the past mistakes of online learning by allowing the tracker to evolve backward. The long-term correlation tracker (LCT) [37] alleviates model drift by modeling the temporal context correlation and the target appearance, using two regression models based on CFs. The tracking method in [38] adaptively learns the reliability of each training sample and downweighs the impact of corrupted ones. In [39] , Shi et al. proposed a tracking algorithm based on Complementary Learner [21] . In order to reduce the risk of model drift, they construct a refiner model based on an online support vector machine (SVM) detector to update an incorrect prediction to a reliable position in case of low reliability of the current tracking result.
In this paper, in order to effectively reduce model drift caused by noisy updates, we design an outlier ratio to describe the outlier degree of a target object. When the outlier ratio is larger than the threshold, we stop updating the template.
Patch Descriptor and Structural Local Sparse Representation

Target Region Division
In this work, we normalized the target region into 36 × 36 pixels by applying affine transformation and extracting non-overlapped 12 × 12 local patches within the target region with 12 pixels as a step 
Structural Local Sparse Representation
Given a set of target templates = { , , … , }, we divided each template in T into N non-overlapped local patches with a spatial layout (Figure 1a) , and used these local patches as the dictionary to encode the local patches inside the candidate regions, i.e., = { , , … , ( × ) } ∈ ℝ ×( × ) , where n is the number of target templates, d is the dimension of each patch vector, and N is the number of local patches sampled within one target region. Each column in D is obtained by ℓ normalization on the vectorized local image patches. For a target candidate, we divided it into N patches and turned them into vectors in the same way, which is denoted by = { , , … , } ∈ ℝ × . With the sparsity assumption, the local patches within the target candidate region can be sparsely represented as a linear combination of the dictionary D by solving the following ℓ -regularized least squares problem:
where is the regularized parameter, ∈ ℝ ( × )× is the sparse coefficients of the i th local image patch, and ≥ 0 means all the elements of are nonnegative. To represent local patch i at a certain position of the candidate, the sparse coefficients of the i th patch are divided into n segments, i.e., = [ ( ) , ( ) 
where is the sparse coefficient of the i th local patch and C is a normalization term. Since one candidate target contains N local patches, all the vectors can form a square matrix V, = [ , , … , ]. The local appearance variation of a patch can be best described by the blocks at the same positions of the template. Therefore, we used the alignment-pooling method [9] and took the diagonal elements of the square matrix V as the final sparse coefficients of the local patches, i.e., = diag( ), where = { , , … , } is the sparse coefficient vector of all the local patches, i.e., means the sparse coefficient of the j th local patch.
Patch Descriptor
Although the patch-based local sparse representation with the alignment-pooling process in [9] can capture both partial information and spatial information, it does not consider the different status among these patches, and this may influence the tracking performance when the appearance of patches of the target varies inconsistently. To address this issue, we assigned patch descriptors for different patches according to reconstruction errors of sub-patches using sparse representation.
The detailed analysis of target region division was given in Section 3. 
Structural Local Sparse Representation
Given a set of target templates T = {T 1 , T 2 , . . . , T n }, we divided each template in T into N non-overlapped local patches with a spatial layout (Figure 1a ), and used these local patches as the dictionary to encode the local patches inside the candidate regions, i.e.,
, where n is the number of target templates, d is the dimension of each patch vector, and N is the number of local patches sampled within one target region. Each column in D is obtained by 2 normalization on the vectorized local image patches. For a target candidate, we divided it into N patches and turned them into vectors in the same way, which is denoted by Y = {y 1 , y 2 , . . . , y N } ∈ R d×N . With the sparsity assumption, the local patches within the target candidate region can be sparsely represented as a linear combination of the dictionary D by solving the following 1 -regularized least squares problem: min
where λ is the regularized parameter, b i ∈ R (n×N)×1 is the sparse coefficients of the i th local image patch, and b i ≥ 0 means all the elements of b i are nonnegative. To represent local patch i at a certain position of the candidate, the sparse coefficients of the i th patch are divided into n segments, i.e., b
], according to the target templates, where b
weighed these coefficients to obtain ν i for the i th patch:
where ν i is the sparse coefficient of the i th local patch and C is a normalization term. Since one candidate target contains N local patches, all the vectors can form a square matrix
The local appearance variation of a patch can be best described by the blocks at the same positions of the template. Therefore, we used the alignment-pooling method [9] and took the diagonal elements of the square matrix V as the final sparse coefficients of the local patches, i.e., f = diag(V), where f = { f 1 , f 2 , . . . , f N } is the sparse coefficient vector of all the local patches, i.e., f j means the sparse coefficient of the j th local patch.
Patch Descriptor
The detailed analysis of target region division was given in Section 3.1. The dictionary base of each patch, obtained by clustering all the sub-patches in the patch at the same positions of the template, is P = [p 1 , p 2 , . . . ., p K ] ∈ R z×K , where z is the feature dimension of each dictionary, and K is the number of dictionaries. Let S = [s 1 , s 2 , . . . , s L ] denote the vectorized sub-patches of each patch of a target candidate, where s i ∈ R z×1 is the i th sub-patch, and L is the number of sub-patch. For each patch, when sparse coefficients of sub-patches in different patch were calculated, we used different dictionary base respectively, and its calculation formula was written as following:
where x i ∈ R K×1 is the sparse coefficient of i th sub-patch in each patch, and γ is the regularized parameter. The reconstruction error of all the sub-patches in each patch can be calculated by the formula,
, where ε i is the reconstruction error of the i th sub-patch in each patch. Let δ i denote a factor of noise of the corresponding i th sub-patch. It is defined by
, where ε 0 is a threshold (ε 0 = 0.04 in our work). Each element of the patch descriptor
was defined as follows:
where ρ j is the j th patch descriptor representing the degree of noise pollution of the patch, and L is the number of sub-patch. The smaller the value of ρ j is, the more serious the patch will be corrupted.
Object Tracking
The basic flow of the proposed tracking algorithm is illustrated in Figure 2 .
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where is the j th patch descriptor representing the degree of noise pollution of the patch, and L is the number of sub-patch. The smaller the value of is, the more serious the patch will be corrupted.
The basic flow of the proposed tracking algorithm is illustrated in Figure 2 . Our tracking method was carried out within the filter framework. At any time t, all target observations up to time t can be denoted by = { , , … , }, and the state of a tracked object can be represented by . The optimal state of the tracked object can be computed by the maximum a posteriori estimation, ̂ = arg max ( | ), where is the i th sample of the state z . The posterior probability was computed by the Bayesian theorem recursively: Our tracking method was carried out within the filter framework. At any time t, all target observations up to time t can be denoted by R t = {r 1 , r 2 , . . . , r t }, and the state of a tracked object can be represented by z t . The optimal state of the tracked object can be computed by the maximum a posteriori estimation,ẑ t = argmax
, where z i t is the i th sample of the state z t . The posterior probability was computed by the Bayesian theorem recursively:
where p(z t |z t−1 ) is the motion model between two consecutive states and p(r t |z t ) is the observation model. We modeled the motion of the object between two consecutive frames by affine transform. The state transition was formulated by random walk, i.e., p(z t |z t−1 ) = N (z t : z t−1 , Σ), where z t = {α t , β t , µ t , υ t } denotes the x, y translations, scale and aspect ratio at time t, respectively.
υ is a diagonal covariance matrix, of which elements are the variances of the affine parameters.
The observation model p(r t |z t ) estimates the likelihood of observing r t at a state z t . It plays an important role in object tracking, because it can reflect the variations of target appearance. In our algorithm, the observation model was defined by:
where the right side of the equation denotes the similarity between the candidate and the target based on the pooled feature f and patch descriptor ae. The candidate with the highest likelihood value is regarded as the tracking result.
Update Scheme
Object appearance often changes during tracking. We updated the target templates and dictionaries to adapt to the appearance changes every five frames. In [9] , the sparse representation and subspace learning are used to update template:
where r denotes the observation vector, U is the matrix composed of eigenvectors, q is the coefficient of eigenvectors, and e indicates the pixels in r that are corrupted or occluded. Assuming the error caused by occlusion and noise is arbitrary and sparse, Equation (7) can be solved by:
where
T and λ is the regularization parameter. The reconstructed image Uq is then used for updating the template to be replaced. In many tracking methods, the earlier tracking results are more accurate and should be stored longer than the newly tracking results in the template stack. In order to balance between the old and new templates, we introduced a cumulative probability sequence 0, 1/ 2 n−1 − 1 , 3/ 2 n−1 − 1 , . . . , 1 and its each element means the update probability from the first template to the n th template. We generated a random number according to the uniform distribution on the unit interval [0, 1] to choose a section in the sequence that the random number lies in and then determined which template should be replaced.
To further alleviate the problem of noise to be updated into the target templates, we introduced the outlier ratio η to describe the outlier degree of a target object, which is denoted as:
We set two thresholds tr1 and tr2 to control the update of the template. If η < tr1, we updated the templates with this sample. If η > tr2, it meant that a significant part of the target object was corrupted, and we discarded this sample without update. If tr1 ≤ η ≤ tr2, it indicated that the target was partially corrupted. We then replaced the corrupted patches by its corresponding parts of the average observation µ, and used this recovered sample for update. In order to recover the sample from corruptions, we constructed the sparse reconstruction error map of sub-patches and obtained the patch descriptor ρ. Then, the mask map
Hence, the recovered sample was modeled as:
where denotes elementwise multiplication, r is the partially corruption sample, and r new represents the recovered sample. The template update method is summarized in Algorithm 1. After the target templates update, we updated the dictionary D and the dictionary base P of each patch accordingly.
Algorithm 1. Method for template update.
Input: Observation vector r, eigenvectors U, average observation µ, outlier ratio η, thresholds tr1 and tr2, template set T, the current frame f (f > n) 1: if mod(f,5) = 0 and η ≤ tr2 then 2: Generate a sequence of number in ascending order and normalize them into [0, 1] as the probability for template update; 3: Generate a random number between 0 and 1 which is for the selection of which template to be discarded; 4: if η < tr1 5:
Solve Equation (8) and obtain q and e; 6: Addr = Uq to the end of the template set T; 7: else if tr1 ≤ η ≤ tr2 8:
Solve Equation (10) and obtain the recovered sample r new ; 9:
Solve Equation (8) and obtain q and e; 10:
Addr new = Uq to the end of the template set T; 11: end if 12: end if Output: New template set T The values of two thresholds tr1 and tr2 were determined experimentally. An illustration of the variation of the outlier ratio η is shown in Figure 3 . We could see that the values of η were smaller than 0.1 in the absence of occlusion (e.g., #15, #166, #265, #422, #600), which meant that the object was normal. When the object was heavily occluded, the values of η were larger than 0.35 (e.g., #189, #554, # 651, #833), which indicated serious outlier. Therefore, we set the threshold tr1 = 0.1, and tr2 = 0.35. #108  #166  #189  #265   #297  #378  #422  #554  #600  #651  #750  #833   #15  #50  #23 Algorithms 2018, 11, x FOR PEER REVIEW 8 of 17
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Figure 3. An illustration of the variation of the outlier ratio on the FaceOcc1 sequence. In the bottom plot, the blue curve reflects the variation of the outlier ratio on each frame, and the two horizontal red dashed lines are the predefined thresholds (set to 0.1 and 0.35 in our approach). We also mark the key frames and their indices with red points in the plot, which are correspondingly shown at the top of the plot.
Experiments
Experiment Settings
The proposed tracker was implemented in MATLAB R2017a on a PC with Intel i5-7400 CPU (3.0 GHz) and 16 GB memory. We evaluated the tracking performance on the OTB-2013 benchmark dataset [26] that contains 51 challenging sequences.
The parameters of our tracker for all test sequences were fixed to demonstrate its robustness and stability. The target region division was shown in Section 3.1. The number of target templates n was set to 10. We manually labeled the location of the target in the first frame for each sequence and set K = 40, λ = 0.01 and γ = 0.01. The number of particles was 600 and the variance matrix of affine parameters was set as Σ = diag (4, 4, 0.01, 0.005). For the template update, ten eigenvectors were used to carry out the incremental subspace learning method every five frames.
To evaluate the performance of the trackers, we adopted three widely used metrics [26] : (i) the center location error (CLE), which computes the average Euclidean distance between the center locations of the tracked targets and the ground truth positions of all the frames; (ii) distance precision, which is calculated as the percentage of tracking frames, where the estimated locations are within a given threshold distance; (iii) the success rate, which is calculated as the percentage of tracking frames where the bounding box overlap rate surpasses a given threshold. The overlap rate is defined by PASCAL VOC criteria [40] , score =
, where ROI is the tracking bounding box and ROI is the ground truth bounding box. ∩ and ∪ stand for the intersection and union of two regions in pixels, respectively.
Overall Performance
We compared the proposed tracker with nine other trackers, including VTD [5] , L1APG [7] , ASLA [9] , CSK [18] , Frag [27] , TLD [35] , STC [41] , DLT [42] , CT [43] . Among them, the ASLA, VTD and Frag are patch-based tracking methods. The CSK and STC are based on CFs. The DLT is based on deep neural networks. The CT is based on the compressive sensing theory. We used the results proposed by the OTB-2013 benchmark or available source codes to reproduce the results. The Figure 3 . An illustration of the variation of the outlier ratio η on the FaceOcc1 sequence. In the bottom plot, the blue curve reflects the variation of the outlier ratio on each frame, and the two horizontal red dashed lines are the predefined thresholds (set to 0.1 and 0.35 in our approach). We also mark the key frames and their indices with red points in the plot, which are correspondingly shown at the top of the plot.
Experiments
Experiment Settings
, where ROI T is the tracking bounding box and ROI G is the ground truth bounding box. ∩ and ∪ stand for the intersection and union of two regions in pixels, respectively.
Overall Performance
We compared the proposed tracker with nine other trackers, including VTD [5] , L1APG [7] , ASLA [9] , CSK [18] , Frag [27] , TLD [35] , STC [41] , DLT [42] , CT [43] . Among them, the ASLA, VTD and Frag are patch-based tracking methods. The CSK and STC are based on CFs. The DLT is based on deep neural networks. The CT is based on the compressive sensing theory. We used the results proposed by the OTB-2013 benchmark or available source codes to reproduce the results. The precision and success plots in terms of one-pass evaluation (OPE) [26] are provided in Figure 4 . In the precision plots, we used the distance precision at a threshold of 20 pixels for ranking, while in the success plots, we used the area under curve (AUC) for ranking. As shown in Figure 4 , the precision and success scores of our tracker were 0.580 and 0.463, which were ranked the second and first places, respectively. Compared with the baseline ASLA, our tracker achieved an improvement (4.8% in the precision rate and 2.9% in the success rate). The improvement in performance as compared to the ASLA can be attributed to two aspects: (i) we modeled the appearance of the object by the combination of the patch descriptor and the patch sparse coefficients, which made the tracker more robust to changes of target appearance, because the uses of patch descriptors allowed us to adjust the contribution of each patch in the observation model according to appearance changes; (ii) we designed an outlier-aware template update scheme to alleviate the model drift caused by outlier samples. The VTD and Frag are also the patch-based trackers. Our tracker outperformed the VTD by 4.7% and the Frag by 11.3% in the success plot, respectively. Compared to the CSK and STC, the proposed tracker showed higher precision and success scores. For the deep learning-based tracker, our tracker outperformed the DLT by 4.8% on the success score.
Attribute-Based Analysis
In this subsection, to further evaluate the performance of our tracker under different challenges, we conducted an attribute-based evaluation on the OTB-2013 benchmark dataset. The dataset video sequences were annotated with 11 attributes including occlusion, illumination variation, scale variation, fast motion, motion blur, deformation, background clutters, out-of-view, out-of-plane rotation, in-plane rotation and low resolution. We reported the precision plots and success plots of different trackers on these 11 attributes in Figures 5 and 6 , respectively.
In the precision plots, as shown in Figure 5 , our tracker outperformed the baseline ASLA on 9 of 11 attributes. Specially, in the "occlusion", "motion blur" and "scale variation" attributes, our tracker achieved 9.6%, 8.2% and 7.5% better performance than the ASLA, respectively. Moreover, in terms of success plots, as shown in Figure 6 , our tracker also improved the baseline ASLA on 8 attributes. In addition, in the attributes of "deformation", "occlusion", "out-of-plane rotation", "scale variation" and "low resolution" attributes, our tracker had the best performance among all the evaluation trackers in terms of the success score. As shown in Figure 4 , the precision and success scores of our tracker were 0.580 and 0.463, which were ranked the second and first places, respectively. Compared with the baseline ASLA, our tracker achieved an improvement (4.8% in the precision rate and 2.9% in the success rate). The improvement in performance as compared to the ASLA can be attributed to two aspects: (i) we modeled the appearance of the object by the combination of the patch descriptor and the patch sparse coefficients, which made the tracker more robust to changes of target appearance, because the uses of patch descriptors allowed us to adjust the contribution of each patch in the observation model according to appearance changes; (ii) we designed an outlier-aware template update scheme to alleviate the model drift caused by outlier samples. The VTD and Frag are also the patch-based trackers. Our tracker outperformed the VTD by 4.7% and the Frag by 11.3% in the success plot, respectively. Compared to the CSK and STC, the proposed tracker showed higher precision and success scores. For the deep learning-based tracker, our tracker outperformed the DLT by 4.8% on the success score.
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Evaluation of Template Update Strategy
We further evaluated the proposed outlier-aware template update strategy with comparison to the original template update strategy used in the ASLA [9] . Experimental results on the OTB-2013 benchmark dataset are presented in Figure 7 . The "Ours_Outlier-aware_Update_Strategy" denotes our tracker using the proposed outlier-aware template update strategy, and the "Our_ASLA_Update_Strategy" denotes our tracker using the template update strategy proposed in ASLA. Our baseline tracker was the ASLA. 
We further evaluated the proposed outlier-aware template update strategy with comparison to the original template update strategy used in the ASLA [9] . Experimental results on the OTB-2013 benchmark dataset are presented in Figure 7 . The "Ours_Outlier-aware_Update_Strategy" denotes our tracker using the proposed outlier-aware template update strategy, and the "Our_ASLA_Update_Strategy" denotes our tracker using the template update strategy proposed in ASLA. Our baseline tracker was the ASLA.
We further evaluated the proposed outlier-aware template update strategy with comparison to the original template update strategy used in the ASLA [9] . Experimental results on the OTB-2013 benchmark dataset are presented in Figure 7 . The "Ours_Outlier-aware_Update_Strategy" denotes our tracker using the proposed outlier-aware template update strategy, and the "Our_ASLA_Update_Strategy" denotes our tracker using the template update strategy proposed in ASLA. Our baseline tracker was the ASLA. As shown in Figure 7 , the proposed outlier-aware template update strategy improved the tracking performance compared to the template update strategy proposed in the ASLA. That was attributed to the added outlier detect module, which alleviated the problem where outlier samples are inadvertently included by the straightforward template update method in the ASLA.
Typical Results Analysis
We provided more detailed analysis on 12 representative sequences selected from the OTB-2013 benchmark dataset. Tables 1 and 2 report the comparison results of our tracker and 9 other trackers in terms of the average center location error and average overlap rate. More accurate trackers had lower center location errors and higher overlap rates. Through the results of the tables, we can see that our tracking method obtained smaller center location errors and higher overlap rates on these challenging sequences. Figures 8-11 show some screenshots of the tracking results, marked by different colorful bounding boxes. For these sequences, several principal factors that have effects on the appearance of an object were considered. Some other factors were also included in the discussion.
Occlusion: The sequences FaceOcc1, Football and Walking2 were chosen to demonstrate the effect of partial occlusion. In the FaceOcc1 sequence, all trackers except the STC and ASLA could track the object properly, and the ASLA lost the object when the face occlusion happened, as shown in Figure 8a . The Football sequence (Figure 8b ) contained occlusion and background clutters. When the tracked object came into the dense group of players (e.g., #120 and #192), the DLT lost the object. For the surveillance video Walking2 (Figure 8c ), the walking woman was occluded by a man over a long time. The Frag, VTD, TLD and CT lost the object when occlusion occurred (e.g., #269 and #385). The STC and CSK did not scale well when the scale of object changed. Only the L1APG, DLT and our method could accurately track the object till the end. Deformation: Figure 9 presents some sampled results in three sequences where objects underwent deformations. In the Crossing sequence (Figure 9a ), the walking person moved from a shadow area to a bright one. Nonrigid deformation and drastic illumination variation were the main challenges. The VTD, Frag, TLD, L1APG and STC lost the object in the tracking process (e.g., #55 and #95). For the David3 sequence (Figure 9b ), occlusion was introduced by tree (e.g., #88) and object appearance changed drastically when the man turned around (e.g., #161). Only the Frag, STC and our tracker successfully located the correct object throughout the sequence. The object in the Skating1 sequence (Figure 9c ) suffered from frequent non-rigid appearance changes and illumination variations. The Frag, CT and L1APG lost the object around frame 61, but the VTD and Figure 9 presents some sampled results in three sequences where objects underwent deformations. In the Crossing sequence (Figure 9a ), the walking person moved from a shadow area to a bright one. Nonrigid deformation and drastic illumination variation were the main challenges. The VTD, Frag, TLD, L1APG and STC lost the object in the tracking process (e.g., #55 and #95). For the David3 sequence (Figure 9b ), occlusion was introduced by tree (e.g., #88) and object appearance changed drastically when the man turned around (e.g., #161). Only the Frag, STC and our tracker successfully located the correct object throughout the sequence. The object in the Skating1 sequence (Figure 9c ) suffered from frequent non-rigid appearance changes and illumination variations. The Frag, CT and L1APG lost the object around frame 61, but the VTD and our tracker could survive to the end. Deformation: Figure 9 presents some sampled results in three sequences where objects underwent deformations. In the Crossing sequence (Figure 9a ), the walking person moved from a shadow area to a bright one. Nonrigid deformation and drastic illumination variation were the main challenges. The VTD, Frag, TLD, L1APG and STC lost the object in the tracking process (e.g., #55 and #95). For the David3 sequence (Figure 9b ), occlusion was introduced by tree (e.g., #88) and object appearance changed drastically when the man turned around (e.g., #161). Only the Frag, STC and our tracker successfully located the correct object throughout the sequence. The object in the Skating1 sequence (Figure 9c ) suffered from frequent non-rigid appearance changes and illumination variations. The Frag, CT and L1APG lost the object around frame 61, but the VTD and our tracker could survive to the end. Scale variation: Figure 10 shows screenshots of three videos in which the objects underwent scale variations. For the CarScale sequence (Figure 10a ), we can see that the TLD, VTD, L1APG, CSK and STC failed to locate the car when it moved closer to the camera. In the Freeman3 sequence (Figure 10b ), the scale of the man changed largely. Only the DLT, ASLA and our tracker could reliably track the object at the most frames. Figure 10c shows the tracking results in the Singer1 sequence, where significant scale and illumination variation were noticed. The Frag and L1APG could not adapt to the scale variation and finally failed to track the object at different time instances (e.g., #88 and #135), and the CT and CSK obtained wrong size of the object (e.g., #236 and # 351). Scale variation: Figure 10 shows screenshots of three videos in which the objects underwent scale variations. For the CarScale sequence (Figure 10a ), we can see that the TLD, VTD, L1APG, CSK and STC failed to locate the car when it moved closer to the camera. In the Freeman3 sequence (Figure 10b ), the scale of the man changed largely. Only the DLT, ASLA and our tracker could reliably track the object at the most frames. Figure 10c shows the tracking results in the Singer1 sequence, where significant scale and illumination variation were noticed. The Frag and L1APG could not adapt to the scale variation and finally failed to track the object at different time instances (e.g., #88 and #135), and the CT and CSK obtained wrong size of the object (e.g., #236 and # 351).
Deformation:
scale variations. For the CarScale sequence (Figure 10a) , we can see that the TLD, VTD, L1APG, CSK and STC failed to locate the car when it moved closer to the camera. In the Freeman3 sequence (Figure 10b) , the scale of the man changed largely. Only the DLT, ASLA and our tracker could reliably track the object at the most frames. Figure 10c shows the tracking results in the Singer1 sequence, where significant scale and illumination variation were noticed. The Frag and L1APG could not adapt to the scale variation and finally failed to track the object at different time instances (e.g., #88 and #135), and the CT and CSK obtained wrong size of the object (e.g., #236 and # 351). 
Rotation:
In the David sequence (Figure 11a ), the person changed the orientation of his face over time, and the varying illumination also made the tracking harder. The Frag and DLT failed to locate the object (e.g., #62 and #189). For the Dudek sequence (Figure 11b ), the pose of the man varied slightly. The Frag lose the object (e.g., # 946 and #1030). The Freeman4 sequence (Figure 11c ) included rotation and occlusion. It was difficult to handle both of these two challenges. Only our tracker could track the object well. 
Conclusions
In this paper, we presented a tracking method utilizing the patch descriptor and the structural local sparse representation. The novelty of the paper is to design the patch descriptors defined as the proportion of sub-patches, of which the reconstruction error was less than the given threshold, which would distinguish each patch of the target candidate and reflect the degree of corruption or occlusion of the target. In order to effectively reduce model drift caused by noisy updates, we 
In this paper, we presented a tracking method utilizing the patch descriptor and the structural local sparse representation. The novelty of the paper is to design the patch descriptors defined as the proportion of sub-patches, of which the reconstruction error was less than the given threshold, which would distinguish each patch of the target candidate and reflect the degree of corruption or occlusion of the target. In order to effectively reduce model drift caused by noisy updates, we designed an outlier ratio to describe the outlier degree of a target object. When the outlier ratio was larger than the threshold, we stopped updating the template. Both the quantitative and qualitative evaluations on the OTB-2013 benchmark dataset have been done to verify the effectiveness of the proposed algorithm.
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