Abstract. This paper extends the familiar sequences of random measures obtained on [0, 1] via b-adic independent cascades by allowing the random weights invoked in the cascades to take real, or complex values. This yields sequences of random functions. The asymptotic behavior of these sequences is investigated. We obtain a sufficient condition for the almost sure convergence of these signed cascades to non-trivial statistically self-similar limit. Under suitable assumptions, the limit function can be represented almost surely as a monofractal function in multifractal time. When the sufficient condition for convergence does not hold, in most of the cases we show that either the limit is 0 or the sequence diverges almost surely. In the later case, under some condition we prove a functional central limit theorem, which claims that there is a natural normalization making the sequence convergent in law to a standard Brownian motion in multifractal time.
Introduction
The models of energy dissipation in intermittent turbulence introduced in [39, 40] provide fundamental examples of multiplicative processes and multifractal measures, whose study have led to numerous mathematical developments in probability and geometric measure theories [31, 21, 27, 28, 24, 30, 20, 25, 42, 22, 1, 4, 5, 36, 43, 23, 35, 37, 13] . One of these models consists in the 1-dimensional dyadic canonical cascades constructed on the interval [0, 1] as follows. The dyadic closed subintervals of [0, 1] are naturally encoded by the nodes of the binary tree T = n≥0 {0, 1} n , with the convention that {0, 1} 0 contains the root of T denoted ∅. We associate to each element w of T a non-negative random weight W (w); these weights are chosen independent and identically distributed with a random variable W such that E(W ) = 1/2. A sequence of random continuous piecewise linear functions (F n ) n≥1 is then obtained as follows: F n (0) = 0; F n is linear over every dyadic interval I of the n th generation; if I is encoded by the node w 1 w 2 · · · w n , i.e. I = [ n k=1 w k 2 −k , 2 −n + n k=1 w k 2 −k ], the increment of F n over I is the product W (w 1 )W (w 1 w 2 ) · · · W (w 1 w 2 · · · w n ). The derivatives in the distributions sense of the functions F n form the measure-valued martingale considered in [39, 40] . These objects are special examples of "T -martingales", a general model of positive measure-valued multiplicative martingales developed in [27, 28] , which makes rigorous the construction and results of the seminal work [38] on log-normal multiplicative chaos. In the case where T = [0, 1], in order to construct new families of multifractal functions, it is particularly relevant to allow these martingales to take values in C \ R + . In the companion paper [9] , we exhibit a class of such [0, 1]-martingales in which we can prove a general uniform convergence theorem to a non-trivial random function. As a consequence, we construct the natural extensions to random functions of now familiar statistically self-similar measures, namely canonical b-adic cascades [39, 40] , compound Poisson cascades [10, 7] , and infinitely divisible cascades [3, 19] . These processes complete the family of continuous multifractal processes possessing statistical self-similarity properties, such as fractional Brownian motions in multifractal time [41, 3, 44, 19] , random walks built by integrating self-similar [0, 1]-martingales with respect to the Brownian motion [3, 19] , or radom wavelet series whose coefficients are built from a multifractal measure [2, 11] .
In this paper, we deepen the study of the complex extension of canonical badic cascades and obtain further results concerning their asymptotic behavior. In particular, we improve the convergence result obtained in [9] , and we go beyond the results obtained in [10] in the special case where W is real-valued and constant in absolute value: In this case, either F n converges almost surely uniformly, as n tends to ∞, to a monofractal process sharing some fractal properties with a fractional Brownian motion of exponent H ∈ (1/2, 1), or F n is not bounded and the following new functional central limit theorem holds: F n / E(F n (1) 2 ) converges in law, as n tends to ∞, to the restriction to [0, 1] of the standard Brownian motion.
We obtain a sufficient condition for the uniform convergence of F n , almost surely and in L p norm (p > 1), to a non-trivial limit (Theorem 2.1). When this sufficient condition does not hold, in most of the cases we show that either the uniform limit of F n is 0, or F n diverges almost surely in C([0, 1]), the space of complex-valued continuous functions over [0, 1] (Theorems 2.3 and 2.4). Moreover, in the later case, if the functions F n are real valued, under some additional assumptions we establish a functional central limit theorem which extends in a non-trivial way the result obtained in [10] : F n / E(F n (1) 2 ) converges in law, as n tends to ∞, to the standard Brownian motion B in multifractal time B • F , where F is independent of B and F is the limit of a positive canonical b-adic cascade (Theorem 2.5). To our best knowledge, this is the first non-trivial central limit theorem with this kind of limit process. Under comparable assumptions, if F n converges to a non trivial limit F , (F n − F )/ E((F n − F )(1) 2 ) converges in law, as n tends to ∞, to the same Brownian motion in multifractal time as above (Theorem 2.6), and the function F can itself be almost surely represented as a monofractal function B in multifractal time B • F , where F is the limit of a positive canonical b-adic cascade (Theorem 2.2).
In fact, our results hold for the complex extension of a more general model of multiplicative cascades (F n ) n≥1 constructed in [39, 40] , namely the b-adic independent cascades, which in general are not [0, 1]-martingales.
The paper is organized as follows. The b-adic independent cascades are constructed in Section 2.1. The convergence result and representation of the limit as a monofractal function in multifractal time are given in Section 2.2, while results on degeneracy and divergence, as well as central limit theorems are given in Section 2.3. Section 2.4 provides a statement on the multifractal nature of the limit whenever it exists (proof and extensions are given in [8] ), as well as the connection of the statistically self-similar processes constructed in this paper with random variables and processes stable under random weighted mean. Sections 3 and 4 are dedicated to the proofs.
We end this section with some definitions.
Definitions. Given an integer b ≥ 2, for every n ≥ 0 we define Σ n = {0, . . . , b−1} n (by convention Σ 0 contains the empty word denoted ∅), Σ * = n≥0 Σ n and Σ = {0, . . . , b − 1}
N+ . The word obtained by concatenation of u and v in Σ * is denoted u · v and sometimes uv.
For every n ≥ 0, the length of an element of Σ n is by definition equal to n and we denote it by |w|.
If n ≥ 1, and w = w 1 · · · w n ∈ Σ n then for every 1 ≤ k ≤ n, the word w 1 . . . w k is denoted w|k, and if k = 0 then w|0 stands for ∅. Also, if t ∈ Σ and n ≥ 1, t|n denotes the word t 1 · · · t n and t|0 the empty word.
For w ∈ Σ * , we define
If f ∈ C([0, 1]) and I is a subinterval of [0, 1], we denote by ∆f (I) the increment of f over I. Also, we denote by f ∞ the norm sup t∈[0,1] |f (t)|.
We denote by (Ω, B, P) the probability space on which the random variables considered in this paper are defined. We write U ≡ V to express that the random variable U and V have the same probability distribution. The probability distribution of a random variable V is denoted by L(V ).
2. Construction of b-adic independent cascades and main results 2.1. Construction. Let W = (W 0 , . . . , W b−1 ) be a complex vector whose components are integrable and satisfy E( b−1 i=0 W i ) = 1. Then let (W (w)) w∈Σ * be a sequence of independent copies of W and consider the sequence of random functions
where we have identified each non b-adic number u ∈ [0, 1] with the infinite word u 1 · · · u n · · · ∈ Σ encoding its b-adic expansion. A special case playing an important role in the sequel is the conservative one, i.e. when b−1 i=0 W i = 1 almost surely. Remarkable functions obtained as limit of such deterministic sequences F n are the self-affine functions considered for instance in [32, 14, 46] (these functions are called self-affine because their graphs are self-affine sets).
For 
, where S i (t) = (t + i)/b, the random objects W , F 0 , . . . , F b−1 are independent, and the F i are distributed like F and the equality holds almost surely.
Remark 2.1.
(1) The sufficient condition for the convergence in L p of complexvalued martingales like (F n (1)) n≥1 is known in the context of martingales in the branching random walk ( [16, 6] ); however, the sequence of functions (F n ) n≥1 is not considered in these papers. When W has non-negative components, it follows from [31] and [21] that this condition is necessary. (2) It is easily seen that F n vanishes, i.e. F n = 0, if and only if n k=1 W w k (w|k−1) = 0 for all w ∈ Σ n , and in this case, F k = 0 for all k > n. Thus, if we denote by V the event {∃ n ≥ 1 : F n = 0}, we have V = lim inf n→∞ {F n = 0}. If we consider b independent copies (F i,n ) n≥1 of (F n ) n≥1 converging respectively to F i almost surely, then for n ≥ 1 we can write
It is then not difficult to see that under the assumptions of Theorem 2.1, P(V ) and P(F = 0) are equal to the unique fixed point distinct from 1 of the convex polynomial
Consequently, since V ⊂ {F = 0}, these events differ from a set of null probability.
and simply denote
, we denote by F W (β) the non-decreasing function obtained in Theorem 2.1 as the almost sure uniform limit of
Under additional assumptions, we can prove that the function constructed in Theorem 2.1 can be written as a monofractal function in multifractal time. 
With probability 1, 
(2) When W is deterministic, Theorem 2.2 is well known (see for instance Section 4.7 in [41] ). In this case, it is also the simplest illustration of the general result obtained in [45] regarding the representation of multifractal functions as monofractal functions in multifractal time (see also [26] for another illustration of this concept). (3) Under the assumptions of Theorem 2.2, it seems possible to obtain the result by using the general approach developed in [45] . However, this necessitates to extend to the present context some of the sophisticated estimates developed for positive cascades in [13] . Thus, we will give a short and self-contained proof. (4) The assumptions of Theorem 2.2 imply the strong, and crucial property for the proof, that all the moments of the oscillation of F over [0, 1] are finite. When this property does not hold, the function F provides a natural candidate of multifractal statistically self-similar function, which cannot be written as a monofractal function in multifractal time.
Degeneracy, divergence and renormalization. Recall that
In order to simplify the next discussion, we assume that
In the previous section, we have dealt with the convergence of F n in the following case.
Suppose that (C) does not hold. We cannot have simultaneously p 0 ∈ (1, 2] and ϕ W (p 0 ) > 0. Also, ϕ W (2) ≤ 0, and if P(
The following results concern the asymptotic behavior of F n when (C) does not hold. Before stating it, we recall the discussion of Remark 2.1 (2).
Theorem 2.3. (Degeneracy and divergence) Suppose that (C) does not hold and ϕ
W (p) > −∞ for all p ≥ 0. (1) Suppose that p 0 ∈ (0, 1]. Then, for all α ≤ ϕ W (p 0 )/p 0 , b nα F n converges
almost surely uniformly to 0, and for all
We have ϕ W (p 0 ) ≤ 0, and the same conclusions as in (2) hold. Moreover, there is no sequence (r n ) n≥1 tending to 0 or ∞, as n → ∞, such that r n F n converges in law to a non-trivial limit in C([0, 1]).
(4) Suppose that p 0 ∈ (2, ∞) and P(
The probability distributions of the random functions r n F n form a tight sequence, and for (2) When p 0 = ∞ and P(
and it is easily seen that |W k | ≤ 1 almost surely for all 0 ≤ k ≤ b − 1 and
. We have no result except in the deterministic case for which it is easy to show that F n is unbounded.
(3) The results obtained in [21, 24] when W ≥ 0 show that in this case, when F n converges almost surely uniformly to 0, there does not exist a sequence (a n ) n≥1 such that F n /a n converge in law to a non-trivial process as n tend to ∞ (see the discussion in section VIII of [24] ). Theorem 2.5 shows that allowing the components of W to take values in R * − yields a completely different situation.
Parts (4) and (5) of Theorem 2.3 are restated and refined in Theorems 2.4 and 2.5. We now cease to assume that
Moreover, the probability distributions of the random continuous func-
b -valued and (Z n ) n≥1 converges in law, as n tends to ∞. Then, the weak limit of Z n is the Brownian motion in multifractal time Z = B • F W (2) , where B is a standard Brownian motion independent of F W (2) . Moreover, Z satisfies the statistical scaling invariance property:
, where S i (t) = (t + i)/b, the random objects W , Z 0 , . . . , Z b−1 are independent, and the Z i are distributed like Z.
Theorem 2.5. (Functional central limit theorem when F n is unbounded) Suppose that P(
Then, (Z n ) n≥1 converges in law, as n tends to ∞, to the Brownian motion in multifractal time Z described in Theorem 2.4(3) . Also, the probability distribution of Z (1) is determined by its moments.
Theorem 2.5 has the following natural counterpart when (F n ) n≥1 converges almost surely.
Theorem 2.6. (Functional central limit theorem when F n converges) Suppose that P(
in law, as n tends to ∞, to the Brownian motion in multifractal time described in Theorem 2.4(3). Moreover,
(2) In Theorem 2.5, if the components of W have the same constant modulus, then the limit process is the standard Brownian motion over [0, 1] . In particular, we recover the result obtained in [10] , where the components are i.i.d. (3) When the components of W are non-negative, independent, and identically distributed, the scalar central limit theorem deduced for (F n −F )(1)/ E((F n − F )(1) 2 ) from Theorem 2.5 is almost a restatement of the central limit theorem established in Corollary 4.3 in [43] .
2.4.
Multifractal nature and scaling invariance properties.
2.4.1. Multifractal nature. The multifractal analysis of the sample paths of the limit process F obtained in Theorem 2.1 is achieved in [8] . It consists in computing the Hausdorff dimensions of the iso-Hölder sets, i.e., the singularity spectrum
} is the pointwise Hölder exponent of F at t. Here we state a simplified version of the result obtained in [8] . 
2.4.2.
Link with processes stable under random weithted mean. The scaling properties of the stochastic processes obtained in Theorems 2.1 and 2.5 are reminiscent of the fact that the distribution of their increments between 0 and 1 is invariant under random weighted mean (using the terminology of [40] ), or equivalently that this distribution is a fixed point of a smoothing transformation (using the terminology of [21] ). Specifically, this increment Z satisfies a functional equation of the form
where Z ≡ Z i for all i, and the random variables
The square integrable solutions of (2.5) have been studied in [18] . Thanks to [18] , we can conclude that: 1) When p ≥ 2, the limit process 
Proofs of Theorems 2.1 and 2.2
We start with a remark. Our assumption on W implies that −1 ≤ ϕ W (0) < ϕ W (1) ≤ 0 < ϕ W (p). Since ϕ W is concave this implies that ϕ W (q) < q − 1 for all q ∈ (1, p] except if ϕ W (q) = q − 1 for all q. This can happen only if the components of W are positive and equal to 1/b almost surely. Then F n (t) = t for all n ≥ 1 and t ∈ [0, 1] and the result obviously holds. We exclude this case in the rest of this section.
For w ∈ Σ * , we denote by (F [w] n ) n≥1 the copy of (F n ) n≥1 constructed with the random vectors (W (w · u)) u∈Σ * :
For n > |w|, the increment ∆F n (I w ) of F n over I w takes the form
n−|w| (1), where
This implies in particular that for every n ≥ 1 we have
Moreover, Q(w) and F
[w]
n−|w| (1) are independent, and for each p ≥ 1, the families {F [w] n } n≥1 , w ∈ Σ p , are independent.
3.1. Proof of Theorem 2.1. (1, 2] , the fact that the martingale (F k (1)) k≥1 converges almost surely and in L p norm is a consequence of Theorem 1 in [16] , and the case p > 2 is a consequence of Theorem 1 in [6] (the positive case is treated in [31] and [21] ). Then, equation (3.1) implies the almost sure convergence of the b-adic increments of F n . Now we establish the almost sure uniform convergence of F n . When F n can be interpreted as a [0, 1]-martingale, that is when the components of W have positive expectations (see [9] ), the proof provides a simpler alternative to the general proof given in [9] .
Let q ∈ (1, p] such that ϕ W (q) > 0 and define M q = E(sup k≥1 |F k (1)| q ). By using (3.1) as well as the martingale property of (F k (1)) k≥1 and Doob's inequality we get
for some constant C q . Consequently, for γ > 0 and N ≥ 1 we have
where we used the fact that ϕ W (q) < q − 1. It follows that if γ < ϕ W (q)/q, we have
Due to the Borel-Cantelli lemma, we conclude that, with probability 1, where, ω(f, δ) stands for the modulus of continuity of f :
Since F n (0) = 0 almost surely for all n ≥ 1, it follows from (3.3), (3.4) and AscoliArzela's theorem that, with probability 1, the sequence of continuous functions (F n ) n≥1 is relatively compact, and all the limit of subsequences of F n are γ-Hölder continuous for all γ < max q∈(1,p] ϕ(q)/q. Moreover, by the self-similarity of the construction we know that F n converges almost surely on set of b-adic points. This yields the uniform convergence of F n and the Hölder regularity property of the limit F .
To see that (F n ) n≥1 converges in L p norm, it is enough to prove that the sequence
Due to (3.2) we have S n ≤ max 0≤i≤b−1 S n (i) + |W i |S n−1 (i) , so
Denote byp ≥ 2 the unique integer such thatp − 1 < p ≤p. By using the subadditivity of the mapping x ≥ 0 → x p/p we get
Now let us make some remarks: -The Hölder inequality yields for any pair of non-negative random variables (U, V ) and m ∈ [1,p − 1]
The previous remarks imply the existence of two constants A and B independent of i such that
Summing this inequality over i we find
Since b −ϕW (p) < 1 and (p − 1)/p < 1, there exists x 0 such that f (x) < x for any x > x 0 , which implies E(S p n ) ≤ max{x 0 , E(S p n−1 )}. This yields the conclusion. (2) This is a consequence of (3.2).
Proof of Theorem 2.2.
The facts that β ∈ (1, 2) when P(
as well as the propeties of W (β) are immediate. We first assume the following properties, which hold under the assumptions of Theorem 2.2.
Lemma 3.1. Let X and X β stand respectively for the oscillations of F W and F W (β) over [0, 1] . For all q ∈ R we have E(X q ) < ∞ and E(X q β ) < ∞. For every w ∈ Σ * , let X(w) and X β (w) stand respectively for the oscillations of F . We deduce from the Lemma 3.1 that, with probability 1, for every ε > 0, there exists n ε such that
This implies that
where Osc f (I) stands for the oscillation of the function f over I. Consequently,
, and Osc B (J w ) = Osc FW (I w ), so the previous inequality is equivalent to
Under our assumptions, it is also true that (see Theorem 2.1(1))
where α 0 = sup p>0 ϕ W (β) (p)/p > 0 (in fact the equality holds). Also, we have the following property (we postpone its proof to after that of Lemma 3.1).
Lemma 3.2. With probability 1, for all ε > 0, if n is large enough then
We can also choose the random integer n ε so that for all n ≥ n ε (3.6) holds as well as the property: |J w | ≤ b −nα0/2 for all w ∈ Σ n . Let t ∈ (0, 1) and 0 < r < min w∈ S n∈Σ nε+1 |J w |. Let w 2 ∈ Σ * such that |w 2 | > n ε , t ∈ J w2 ⊂ [t − r, t + r] and |J w2 | is maximal. Then let (w 1 , w 3 ) ∈ Σ 2 * such that min(|w 1 |, |w 3 |) > n ε , min(|J w1 |, |J w3 |) ≥ r, the intervals J wi , i ∈ {1, 2, 3} are adjacent, [t − r, t + r] ⊂ J w1 ∪ J w2 ∪ J w3 , and |J w1 | + |J w2 | + |J w3 | is minimal. This constraint imposes that |J w | ≤ rb ε|w| for w ∈ {w 1 , w 3 }. Otherwise, due to (3.6) we can replace J w by one of its suns in the covering of [t − r, t + r]. Also, we have 2r ≥ |J w2 | ≥ rb −ε|w2| . Otherwise, since t ∈ J w2 , due to (3.6) we can replace J w2 by its father, hence |J w2 | is not maximal.
Since
we have
Now, we specify ε < α 0 /4. We can deduce from the constraints on the length of the intevals J wi that b ε|wi| ≤ r −4ε/α0 . Consequently, there exists a constant C dependending on W only such that for r small enough,
Since this holds for all 0 < ε < α 0 /4, almost surely for all t ∈ (0, 1), we have in fact that, with probability 1, for all t ∈ (0, 1), lim r→0 + For the moments of negative orders, the case of X β , which is the increment between 0 and 1 of the increasing function F W (β) , is treated for instance in any of [42, 4, 34] . For X, we just remark that we have
Moreover, the event {X = 0} is measurable with respect to n≥1 σ(W (w) : |w| ≥ n) because the components of W do not vanish. Thus, this event have probability 0 or 1. Since the function F W is not almost surely equal to 0, X is positive with probability 1. We can then use the inequality (3.7) in the same way as in [25, 42, 4] when W is positive to prove that all the moments of negative order of X are finite as soon as the same property holds for the random variables |W i |.
Proof of Lemma 3.2.
Since |J w | = Q(w) β X β (w), due to (3.5) we only need to prove that for all ε > 0, with probability 1, for n large enough we have b −nε ≤ inf w∈Σn inf 0≤i≤b−1 |W i (w)|. But this is an immediate consequence of the fact that all the moments of negative order of the random variables |W i | are finite. 
We know from [31, 21] that this implies that lim n→∞ w∈Σn ∆F W (p 0 ) ,n (I w ) = 0 almost surely. Consequently, since
and 1/p 0 ≥ 1, we can conclude that F α,n converges almost surely uniformly to 0 for all α ≤ α 0 . Now let α > α 0 and set
is well defined and differs from 0 with positive probability by Theorem 2.1. Let us denote by µ the measure
. It follows from Theorem IVi) in [4] that, with probability 1, conditionally on V c , we have µ = 0 and
where I n (t) stands for the semi-open to the right b-adic interval of generation n containing t. Since ϕ ′ Vα (p) < 0, we conclude that F α,n is unbounded. (2) It is the same proof as in (1) . (3) The unboundedness result is proven as in (1) . The other result is an obvious consequence of the fact that we have ∆F n (I w ) = ∆F |w| (I w ) for all w ∈ Σ * and n ≥ |w|. (4) and (5) follow from Theorem 2.4(1) and (2) . Indeed, suppose that α > ϕ W (2)/2 and (b nα F n ) n≥1 is bounded with positive probability. Since the boundedness of this sequence is clearly an event which is measurable with respect to p≥1 σ(W (w), |w| ≥ p), it occurs with probability 1. In this case, X n = r n F n tends almost surely uniformly to 0, as n → ∞. This contradicts the fact that the L 2 norm of Z n (1) converges to a positive value σ and X n (1) is bounded in L p norm for p close to 2 + .
Proof of Theorem 2.4. (1) Let
n (1) for all n ≥ 1 and w ∈ Σ * . Also, when ϕ W (2) < 0 let ℓ be the unique solution of
Consequently, defining v n = E(|Y n | 2 ), for n ≥ 0 we have
and since 
and we have the same contradiction as in the previous discussion.
Consequently, we have
(2) We denote by σ n the equivalent of E(|F n (1)| 2 ) obtained in (1), i.e. σ n = σb −nϕW (2)/2 if ϕ W (2) < 0 and σ n = σ √ n if ϕ W (2) = 0, and we consider Z n = F n /σ n rather than F n / E(|F n (1)| 2 ). For w ∈ Σ * , we also denote
n . We leave the reader check the following simple properties for m, n ≥ 1 and w ∈ Σ m : If n > m then
To simplify the notations, we denote Z
[w]
This is formally the same (or almost the same when ϕ W (2) = 0) equality as
n (1), with the same properties of independence and equidistribution. Moreover, we have ϕ
p is obtained by induction on the integer part of p like for the proof of the boundedness in L p of (F n (1)) n≥1 when ϕ W (p) > 0 (see for instance [31, 21, 6] ).
We now study the tighness of the sequence (Z n ) n≥1 . By Theorem 7.3 of [17] , since Z n (0) = 0 almost surely for all n ≥ 1, it is enough to show that for each positive ε We fix p > 2 such that ϕ W (p)/p−ϕ W (2)/2 > 0 as well as γ > 0, and we estimate the L p norm of the b-adic increments of Z n by using (4.1) and (4.2). If n > m then
Consequently, for all m 0 ≥ 1 and n ≥ m 0
. Consequently, we have obtained that, for δ ∈ (0, 1), and m 0 such that
(3) The properties of W (2) are obvious. Suppose that (Z n ) n≥1 converges in distribution to a continuous process Z, as n → ∞. Then, the same holds for all the sequences (Z [w] n ) n≥1 , and by using (4.3) we see that the limit in distribution of the Z(1) must satisfy
Moreover, E(Z(1)) = 0 and E(Z 2 (1)) = 1. Consequently, it follows from Theorem 4(ii) in [18] that the characteristic function of Z(1) is E − t 2 F W (2) (1)/2 . It is clear that this is also the characteristic function of Z = B • F W (2) (1). Now, let us prove that for all p ≥ 1, the vector V p,n = (∆Z n (I w )) w∈Σp converges in distribution to (∆B • F W (2) (I w )) w∈Σp , as n → ∞. This will yield the conclusion.
Fix p ≥ 1 an integer. By definition of the processes Z n , for n > p, we have
with r p,n = 1 if ϕ W (2) < 0 and (n − p)/n otherwise, and
n−p (1) are independent, and independent of F p . Moreover, they converge in distribution to Z. Thus, if
where φ e Z is the characteristic function of Z. Consequently, there exists a family {f
W (2) (1)} w∈Σp of independent copies of F W (2) (1), this family being also independent of F p , such that
To see that the right hand side is the characteristic function of U p = (∆B • F W (2) (I w )) w∈Σp , let us first define Q (2) (w) as Q(w) is defined by replacing formally
Since ( Q(w)
2 ) w∈Σp = (Q (2) (w)) w∈Σp , we have the result.
4.3.
Proof of Theorem 2.5. The following proposition will be crutial. We postpone its proof to the end of the section. 
where γ β0,...,
We now prove that the random variables Z n = Z n (1), n ≥ 1, converge in distribution to Z.
For all positive integers q and n, let M This is a consequence of Theorem 4 (ii) in [18] as we said in proving Theorem 2.4(2). Since by construction E( Z) = 0 and E( Z 2 ) = 1, we can exploit (4.7) in the same way as (4.3) to get (4.5) .
For the sake of completeness, we give a direct argument for (4.7). If we consider the random functions F We have seen in the previous proof that the expectation of the right hand side is the characteristic function of Z. This yields (4.7). The previous computation shows that we can obtain Theorem 2.4(4) without using [18] .
4.4.
Proof of Theorem 2.6. At first we notice that under our assumptions we have ϕ W (2) > 0. Then, since we can write (F n − F )(1) = w∈Σn Q(w)(1 − F W (1)) are centered, independent, and independent of the Q(w), it is not difficult to see that E((F n − F ) (1) 2 ) = σ We deduce from (4.8) that
n−1 (1).
Then, the same arguments as in the proof of Theorem 2.3 (2) show that R n (1) is bounded in L p norm for p in a neighborhood of 2 + . Also, (4.8) and (4.9) can be used to prove the tightness of the sequence (L(R n )) n≥1 like (4.1) and (4.2) where used to prove the the tightness of (L(Z n )) n≥1 in the proof of Theorem 2.3 (2) . Now, let us prove that for all p ≥ 1, the vector V p,n = (∆R n (I w )) w∈Σp converges in distribution to (∆B • F W (2) (I w )) w∈Σp , as n → ∞. This will yield the conclusion. We adopt the same notations as in the proof of Theorem 2.3 (2) .
By definition of the processes R n , for every p ≥ 1 and n > p, we have V p,n = Q(w) · R [w] n−p (1) w∈Σp .
Consequently, due to the proof of Theorem 2.3(2), it only remains to prove that R p (1) converges in distribution to Z(1). To do this, we remark that it follows from the argument used to prove Proposition 4.1 and its Corollary 4.3 in [43] (which can be directly applied to R p (1) when W has non-negative i.i.d. components) that conditionally on F p , R p (1) converges in distribution to a centered normal law of standard deviation F W (2) (1). This implies that R p (1) converges in law to Z(1), as p → ∞ (see the expression of the characteristic function of Z(1) in the proof of Theorem 2.3(3)).
