In 1959, Batchelor predicted that passive scalars advected in fluids at finite Reynolds number with small diffusivity κ should display a |k| −1 power spectrum over a small-scale inertial range in a statistically stationary experiment. This prediction has been experimentally and numerically tested extensively in the physics and engineering literature and is a core prediction of passive scalar turbulence.
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Introduction
In physics, turbulence usually refers to the observed phenomena in dynamics of weakly-damped, infinitedimensional, nonlinear conservative systems in a "generic" setting. The most canonical example is the 3D Navier-Stokes equations in the high Reynolds number limit [68] , studied by Kolmogorov in his foundational 1941 works [88] [89] [90] . Since then, analogous dynamics have been studied in a wide range of physical systems: 2D Navier-Stokes [26] , passive scalars advected by fluids [123, 126] , compressible fluids [97] , magnetohydrodynamics [22] , nonlinear dispersive equations [106, 135] , and both fully kinetic and hybrid-kinetic models of plasmas (see e.g. [74] and the references therein).
A setting which captures a large proportion of phenomena in both nature and experiments is the statistically stationary case 1 , wherein fluctuations are injected at a fixed characteristic scale (the integral scale) and the experiment is run long enough to measure ensemble statistics in equilibrium. Many general settings can be reasonably approximated as statistically stationary, as done originally by Kolmogorov and in many studies since then; see [68, 106, 135] for discussions.
In all of the above examples, there are a few basic, common themes that are observed:
(a) Unique long-time statistics: Time averages are observed to converge to ensemble averages that do not depend on initial condition.
(b) Chaos: Experiments are observed to be chaotic in the sense of having a positive Lyapunov exponent, i.e. exponential divergence of nearby states in phase space.
(c) Anomalous dissipation: As the damping/dissipation vanishes, one or more ranges of length-scales form (called inertial range(s)) wherein conserved quantities undergo a constant scale-by-scale flux extending from the integral scale to dissipative scale(s), where the quantities are subsequently dissipated at a constant rate independent of the dissipative parameter(s).
(d) Universality in the inertial range: Over the inertial ranges, certain statistics are observed to be essentially universal, in the sense that they appear to be independent of the details of the experiment.
In much of the physics and engineering literature, these properties are usually, to varying degrees, taken for granted, though we are lacking a predictive theory from first principles (see e.g. [28, 68] ). Similarly, we are lacking satisfactory theories for the inertial-range statistics. Formal arguments often yield predictions that do not agree with experiments, for example, the famous Kolmogorov −5/3 spectrum of 3D NavierStokes (see e.g. [3, 68] and the references therein) and the Kolmogorov-Zakharov spectra of wave turbulence (see e.g. [134] and the references therein).
It has been known for some time that turbulence is deeply connected with the theory of dynamical systems; see [28] and the references therein. For systems subjected to deterministic forcing, one expects that the statistically stationary regime should be described by a unique, generically observable, invariant measure on which the dynamics are chaotic, also known as an SRB measure [57, 132] . Although there is by now a well-developed abstract theory of SRB measures (see e.g. [12, 96, 114] ), even for systems posed in infinite-dimensions (see e.g. [24, 25, 116] ), it is notoriously challenging to prove the existence and uniqueness of SRB measures in practice, even for very low-dimensional systems, and so this problem seems very far out of reach for now-see, e.g., the discussion in [112, 131] .
Nevertheless, varied progress has been made, for instance: in bounding dynamical complexity from above, in the sense of upper bounds on attractor dimension and closely related upper bounds on determining modes (see e.g. [36, 37, 40, 69, 84, 120] ); estimation of possible power spectra (see e.g. [38, 41, 111, 119] ); characterization of sufficient conditions for predictions relating to turbulence (see e.g. [34, 46, 52, 55, 107] ); and recent progress on wave turbulence [31, 32] . Another place where significant progress has been made is the work surrounding Onsager's conjecture [33, 35, 39, 47, 60, 80] .
In the presence of stochastic forcing, conditions for existence, uniqueness, and geometric ergodicity of stationary measures of the associated Markov process are now well-understood in many settings: see e.g. [66, 71, 75-77, 92, 94] . However, we are mostly lacking major progress on properties (b)-(d) for real physical systems. Some progress has been made: see [20, 21, 64] for conditional theorems and [67] for a study carrying out (a), (c), and (d) for a highly idealized shell model. For the remainder of this work, we will consider only stochastically-forced, statistically stationary turbulence.
Passive scalar turbulence
Let u t (x) be a velocity field evolving according to a fluid evolution equation in the d-dimensional periodic box T d = [0, 2π] d , e.g. Navier-Stokes. Passive scalar turbulence refers to the dynamics of a passive tracer g t undergoing advection-diffusion in the fluid described by (u t ) as the diffusivity κ > 0 is taken to zero. See e.g. [62, 108, 123, 126] for more discussions of the physical background. As discussed above, we consider the statistically stationary setting, where the fluid is stochastically forced and the scalar has a stochastic source. In d = 2 we will consider: ∂ t u t + u t · ∇u t + ∇p t − ν∆u t = QẆ t ∂ t g κ t + u t · ∇g Here, QW t is a white-in-time, sufficiently-regular-in-space, Gaussian process (see Section 2 for details), b ∈ C ∞ (T d ), and ξ t is an independent 1D Brownian motion. Our methods apply equally well when the random source is given by ∞ j=1 b j ξ j t for a sequence of smooth, L 2 orthogonal b j 's that decay sufficiently fast in j and independent Brownian motions ξ j t . For simplicity we will consider the case x ∈ T d ; see Section 1.4 for discussion. In the statistically stationary regime, Itô's formula implies an on-average constant dissipation of L 2 density: κE ∇g κ 2
See Proposition 1.1 for mathematical details. As κ → 0, physicists observe a number of different regimes, depending on the rate of growth or decay of the Schmidt number Sc := ν/κ. In particular, if ν, κ → 0 simultaneously, then the fluid itself is becoming turbulent. Essentially nothing has been established mathematically for the (very singular) turbulent limit ν → 0 for statistically stationary solutions (u t ) to the Navier-Stokes equations, and this appears to be out of reach of mathematical analysis for the time being. One setting where this kind of 'turbulent advection' in (1.1) has been studied is in the Kraichnan model, in which (u t ) is replaced by an idealized rough-in-space, white-in-time Gaussian velocity field, and the equation for (g t ) is interpreted as a Stratonovich stochastic transport equation. This model was introduced for this purpose in [91] and there is now a wide literature on this model in physics [43, 44, 123] and the references therein. Properties of stochastic transport with rough velocities have also been studied mathematically as well in the work on isotropic stochastic flows [14, 83, 100] and well-posedness by stochastic perturbation [63, 65, 104] . See also the recent preprint [53] for a deterministic work on turbulent advection by rough velocities.
In this paper, we are concerned with the so-called Batchelor regime: where ν is considered fixed and κ → 0. In his foundational paper [13] , Batchelor predicted that for systems of type (1.1) the ensemble statistics for a passive tracer in the inertial range exhibits a |k| −1 power spectrum:
whereĝ(k), k ∈ Z d denotes the Fourier transform of g. This prediction is now called Batchelor's law or the Batchelor spectrum. Batchelor made this prediction in the general case of Sc → ∞, which is is different from fixing ν = O(1) and sending κ → 0. In the former regime, for length-scales larger than the dissipative range of the Navier-Stokes equations, one expects hydrodynamic turbulence to dominate and the passive scalar is observed to follow Obukhov-Corrsin statistics [42, 109] ; see e.g. [4, 123] . See Figure 1 and the associated caption for a description of these two different regimes.
S lo p e ( -1 ) Figure 1 : The dotted curve denotes the predictions for the power spectrum
of the fluid and the solid curve denotes the predictions for the power spectrum of the passive scalar
viewed on a log-log plot. The Batchelor regime when κ ν is shown in the range between N SE D (the dissipative scale for Navier-Stokes) and κ 1/2 (the dissipative scale for Batchelor's regime), where it is theorized that Batchelor's |k| −1 law holds. Between I and N SE D one expects ObukhovCorrisin statistics, e.g., the |k| −5/3 law in dimension d = 3. No universality is expected at length-scales in the integral range above I . We emphasize that in the setting of the present manuscript, ν is fixed O(1) and κ 0. In this regime, the scale I is basically the same order as N SE D so that the Obukhov-Corrisin regime is negligible and indistinguishable from the integral range. Since Batchelor's predictions, engineers and physicists have been making measurements of the Batchelor spectrum in nature, e.g., temperature and salinity variations in the ocean (see e.g. [49, 73, 108] and the references therein), in laboratory experiments (see e.g. [2, 70, 85, 102, 127, 128] and the references therein), and in numerical studies (see e.g. [4, 27, 51, 78, 133] and the references therein). As discussed in e.g. [4, 51] it remains an open problem in physics to determine the settings in which the Batchelor spectrum is expected and to what degree of accuracy it holds. We will briefly discuss some theoretical studies in the physics literature in Section 1.3.
Main results
In all our results we will consider our domain to be the d-dimensional periodic box
The velocity field (u t ) will take values in the space H consisting mean zero divergence free velocity fields belongs to H σ = H σ (T d ; R d ), the Sobolev space of mappings from T d → R d with regularity σ > d 2 + 3; note that this implies velocities are always at least C 3 in space. The velocity process (u t ) will evolve in H according to one of the following stochastic PDEs depending on whether d = 2 or 3:
where u 0 = u ∈ H. Here, the viscosity ν > 0 is a fixed constant.
System 2 (3D hyper-viscous Navier-Stokes). When d = 3, (u t ) solves
where u 0 = u ∈ H. Here, the viscosity ν ≥ 0 and hyperviscosity ν > 0 are fixed constants.
In the above systems, W t is a cylindrical Wiener process on mean-zero, divergence free L 2 vector fields with respect to an associated canonical stochastic basis (Ω W , F W , (F W t ), P W ) and Q a positive HilbertSchmidt operator on mean-zero, divergence free L 2 vector fields satisfying suitable non-degeneracy and regularity assumptions. See Section 2.1 for full details. We couple systems 1 or 2 to the advection-diffusion equation
where ξ t is a Wiener process on another canonical probability space (Ω ξ , F ξ , (F ξ t ), P ξ ). We denote the product measure P = P W ×P ξ our main probability measure on the associated product space Ω = Ω W ×Ω ξ with standard product sigma-algebra F = F W ⊗ F ξ and filtration
3) has a P almost-sure, unique, F t -adapted weak solution for every initial (u, g) ∈ H × L 2 (see Proposition 2.1 below) and defines a Markov semigroup P κ t on bounded, measurable observables ϕ :
The Batchelor spectrum
Recall, a probability measure µ on H × L 2 is called stationary for the Markov semigroup P κ t if for all bounded, measurable ϕ : H × L 2 → R and all t > 0,
For observables ϕ : H × L 2 → R, we frequently write E µ ϕ(u, g) :=´ϕ dµ. We will also say a probability measure is stationary for a given process if it is stationary for the corresponding Markov semi-group.
Due to the infinite-dimensionality of H, uniqueness of stationary measures for (u t ) is in general a subtle question: on the domain T 2 this was first proved in [66] in the setting of completely nondegenerate noise, and has by now been established even for highly degenerate noise [75] . In comparison, the homogeneous part of the evolution equation for g κ t is linear, and so uniqueness of stationary measures for (u t , g κ t ) is relatively straightforward due to the contracting nature on L 2 . Proposition 1.1. Assume (u t ) admits a unique stationary probability measure µ on H. For all κ > 0, there exists a unique stationary measure µ κ for (u t , g κ t ) on H × L 2 . Moreover,
Uniqueness of µ κ is proved in Section 2.5, and has the following consequence by the Birkhoff ergodic theorem:
(1.5) Equation (1.4) follows from (1.5) and Itô's formula. The convergence of time averages to ensemble averages in (1.5) for typical initial data (u, g) confirms the statistically stationary setting described above: typical time-asymptotic behavior is captured by a unique stationary measure µ κ . Our main result is Batchelor's law on the cumulative power spectrum (see Remark 1.8). Let Π ≤N denote the L 2 projection to the Fourier basis functions with frequency |k| ≤ N (see Section 2.1). Theorem 1.2 (Batchelor's law on the cumulative power spectrum). There exists an N 0 (independent of κ) such that for all κ ∈ (0, 1) sufficiently small and p ∈ [1, ∞), the following holds with implicit constants 3 independent of κ and N :
. A careful reading of our proof provides a simple estimate on the constants in (1.6) in terms of b, specifically, ∀s > 0, the following holds with implicit constants independent of b:
When (ut) is forced with nondegenerate noise, as we do in this paper, it is possible to promote the convergence in (1.5) to all initial (u, g) ∈ H × L 2 when one considers bounded, uniformly continuous observables ϕ : H × L 2 → R. This follows from (1) the strong Feller property for the Markov semigroup associated to ut (see [66] ) and (2) a small variation of the proof of Proposition 1.1 given in Section 2.5. Details are omitted for brevity. 3 We denote f p,q,... h if there exists a constant C > 0 depending on p, q, ... but independent of the other parameters of interest such that f ≤ Ch and f ≈ h when f h and h f . For the entire paper, these implicit constants will never depend on κ, N or t.
and that it suffices to take
for any δ > 0 (the implicit constants in (1.8) will also depend on δ). The use of regularity is because mixing estimates require the source to have some positive regularity in order to get quantitative, κ-independent decay rates in negative Sobolev spaces. It is unclear if Batchelor's law as stated in Theorem 1.2 is still true if b has no more than L 2 regularity. If b takes values in any
then both implicit constants in (1.6) are proportional to χ and N 0 depends only on C. 
Proof. Note that by Minkowski's inequality, (denoting
, which is bounded 1 by (1.6).
Remark 1.5. Note that Theorem 1.2 (with s = 0) implies the logarithmic divergence in L 2 :
(1.10) Remark 1.6. The cumulative power spectrum estimate in (1.6) comes in two parts. the lower bound is easier to establish, and contains relatively little dynamical information: we show in Section 3.2 that it follows from the fact that Lipschitz velocity fields cannot mix a scalar faster than exponential (provided that one has suitable exponential moment estimates to control large deviations). The upper bound on the other hand is much more difficult. It make crucial use of the optimal, almost-sure uniform in κ mixing estimates obtained in our recent work [18] , which in turn depends heavily on the results and methods of our earlier works on mixing and Lagrangian chaos [17, 19] . Without these results, we would not be able to obtain an upper bound. See below in Section 1.3 for more discussion on this sequence of works.
Remark 1.7. The proof of the upper bound in (1.6) holds directly for all N < ∞. By itself, the estimates on the cumulative power spectrum in (1.6) are not precise enough to localize the dissipative range. Indeed, it is easy to check that (1.6) implies for all ζ > 0,
However, (1.4) provides the additional information needed to localize the dissipative scale to approximately κ −1/2 , as one should expect from parabolic regularity. Indeed,
The estimate (1.7) provides more precise high frequency moment control, albeit with a logarithmic deviation from (1.4). 
Yaglom's law
Yaglom's law was predicted in 1949 in [129] for all passive scalar turbulence regimes, which is a reformulation of the constant scale-by-scale L 2 flux characteristic of anomalous dissipation. Every turbulent system satisfies at least one analogue of this; for 3D Navier-Stokes it is the Kolmogorov 4/5 law (see [21, 68, 107] and the references therein). In [17] , we showed that Yaglom's law holds over some inertial range with an unspecified lower bound κ with κ → 0 as κ → 0. Theorem 1.2 allows us to refine this and show that this law essentially holds over the entire inertial range κ 1/2 . The proof is an easy application of the methods of [17, 21] and the a priori estimate (1.10) from Theorem 1.2 and so is omitted for brevity. 
.
Note that by 1.10, statistically stationary solutions are blowing up in L 2 , and so (1.11) is only possible with the assistance of a large amount of cancellations. Remark 1.10. For 3D Navier-Stokes, the Kolmogorov 4/5 law together with statistical self-similarity formally predicts the Kolmogorov −5/3 power spectrum (|k| 2 E |û(k)| 2 ≈ |k| −5/3 ). However, most experimental evidence indicates that the −5/3 power law scaling is not exact [3, 68, 86, 124] , and corrections are expected due to intermittency effects (see e.g. [105] for dissenting opinion). While passive scalar turbulence in the Batchelor regime is expected to display intermittency [78, 110, 113, 122] , we nevertheless do not see intermittency corrections to Batchelor's prediction on the power spectrum. Heuristically, one might guess this from Yaglom's law (1.11): the regularity of the velocity implies that (1.11) formally scales like the second order structure function E µ κ δ g 2 L 2 which formally scales as the power spectrum by the WienerKhinchin theorem. Hence, Yaglom's law suggests a certain rigidity to Batchelor-regime passive scalars that is not present in many other turbulent systems.
The vanishing diffusivity limit
A further property of general turbulent systems is that we expect to be able to pass to the vanishing diffusivity limit in the statistically stationary solution for (u t , g κ t ) and obtain statistically stationary weak solutions of the κ = 0 problem. One expects that these limiting statistics, supported on very low regularity spaces, capture the dissipation of conserved quantities at a constant rate, i.e., the scale-by-scale flux of conserved quantities is on average constant through all sufficiently small scales. The limit itself is sometimes called ideal turbulence [61] . See [67] for an example of a simplified shell model where such a program has been carried out successfully.
Batchelor's law in Theorem 1.2 provides a fundamental regularity estimate needed to complete this program in our setting. To our knowledge, this is the first time such a program has been carried out for a fundamental physical model. More specifically, Corollary 1.4 implies that for each s > 0 we have a uniform in κ bound in negative Sobolev spaces. Prokhorov's theorem then implies that {µ κ } κ∈(0,1) has at least one weak limit measure µ 0 as κ → 0, which lives on the intersection of these spaces
see Section 4.1 for details. By their very nature, the limiting measures are necessarily pathological and in fact assigns zero measure to H × L 1 and therefore the passive scalar g is almost-surely not even a locallyintegrable function (see Theorem 1.14 below). With this in mind, it is natural to study solutions (u t , g 0 t ) of the limiting κ = 0 system
For sufficiently regular velocity fields such as those in H, weak solutions to the transport equation are well-posed on H −s by duality with respect to H s for all s > 0. After extracting the limit µ 0 , we pass κ → 0 in the invariance relation for (u t , g κ t ) to show that any limit point of {µ κ } κ∈(0,1) is in fact a stationary measure for (u t , g 0 t ). This is summarized in the following theorem. Theorem 1.11 (Vanishing dissipation limit). There exists a subsequence {µ κn } and a limit measure µ 0 on H × H − such that for each s > 0, µ κn converges weakly to µ 0 as a measure on H × H −s . Moreover, any limit point µ 0 is a stationary measure for (u t , g 0 t ) and the limit satisfies Batchelor's law over an infinite inertial range: for N 0 as in Theorem 1.2 there holds
and moreover, there is non-vanishing L 2 flux:
(1.13) Remark 1.12. Note that the absence of the κ∆ dissipation in the transport equation makes the existence of non-trivial stationary solutions far from obvious. The Markov process (u t , g 0 t ) has bad regularity properties on H×H −s (it is not Feller) due to a lack of stability in the transport equation with respect to H perturbations of the velocity field, and so a Krylov-Bogoliubov argument using the uniform mixing bound do not apply. See Section 4.3 for more discussion. Remark 1.13. The non-vanishing flux (1.13) is analogous to Yaglom's law (1.11) for the κ = 0 equation, in that both results say something about the the constancy of the L 2 flux in the κ → 0 limit. However, as we show below in Theorem 1.14, µ 0 generic g are not even integrable on T d , and so we are unsure how to pass the κ → 0 the limit in Yaglom's law directly.
Irregularity of κ = 0 stationary statistics
As mentioned in Section 1.2.3, the limiting stationary statistics associated to µ 0 are very irregular. Indeed, the uniform bound (1.9) used to extract the limit µ 0 suggests that the measure is concentrated on a subspace of irregular distributions in H − , while the limiting version of Batchelor's law (1.12) implies that
(1.14)
so that µ 0 cannot give second moments to functions in L 2 . The primary reason for this irregularity is that, in the absence of a Laplacian, stationary solutions to the zero diffusivity equation
must "anomalously" dissipate the input from the noise through the advection term. Since the velocity field (u t ) is smooth we cannot rely on roughness of the velocity field to dissipate and must rely solely on the mixing properties of (u t ). Indeed, since the velocity field (u t ) is at least Lipschitz, one can see that the semi-group S 0 t (ω, u) conserves the L 1 norm and therefore one should expect that L 1 solutions to (1.15) cannot dissipate. This conservation L 1 for Lipschitz velocity fields follows from the DiPerna/Lions theory [50] for the transport equation. In this theory an important role is played by the commutator 
As a consequence of this type of analysis, we obtain the following theorem.
Theorem 1.14 (Limiting solutions are not L 1 ). Any limit measure µ 0 from Theorem 1.11 satisfies
It is important to note that contrary to (1.14), which only states that µ 0 can't have second moments on L 2 , Theorem (1.14) is much stronger in that it implies that µ 0 generic scalars g are "true" distributions in the sense that they do not take values in any space of integrable functions, regardless of moments.
Remark 1.16. In general, DiPerna/Lions theory predicts that the the semi-group S 0 t (ω, u) conserves the L p norm if the velocity field is in the Sobolev space
. Velocity fields (u t ) which are not Lipschitz, in general do not propagate L 1 and should not be considered as belonging to the "Batchelor Regime". See [103] for an example of a continuous W 1,p velocity field which does not propagate L 1 and also [53] for a related example. Theorem 1.14 is based on understanding the formal conservation law L 1 of the inviscid equation (1.15). However, another clear question is to determine how irregular g must be to have a non-vanishing L 2 flux as in (1.13), i.e. studying violation of the L 2 conservation law. This is analogous to the problem for weak solutions of the 3D Euler equations known as Onsager's conjecture which has received a significant amount of mathematical attention in recent years (see e.g. [47, 48, 80] and the review [33] ). In the context of the 3D Euler equations, Onsager's conjecture states that weak solutions can dissipate energy when not
. The easier direction, that weak solutions of 3D Euler conserve energy with sufficient regularity, was studied previously in [35, 39, 60] , which provided progressively sharper regularity. Specifically, in [35] it was shown that the Onsager-critical space (the space which divides dissipative from conservative) is the Besov space
3,∞ . In the spirit of [35] , we show below that the space L 2 t B 0 2,∞ is Onsager-type critical for the passive scalar turbulence problem, where B 0 2,∞ ⊆ H − is the Besov space of tempered distributions f ∈ H − such that
is projection onto the dyadic shell of frequencies between N and N/2 and N * = {0} ∪ N). Time-integrability will be connected to moments with respect to the stationary measure µ 0 since or statistically stationary processes, expectations of time averages are exactly equal to ensemble averages. Understanding when the L 2 flux vanishes reduces to essentially the same commutator as in the L 1 case above in (1.16):
Indeed, the projection Π ≤N is a particular type of mollifier where here N plays the role of −1 . We show that this commutator vanishes as N → ∞ in the subspace B 0 2,c ⊂ B 0 2,∞ of distributions such that
In order to quantify regularity in this space, we introduce generalized fractional derivative norms, akin to studying the modulus of continuity to generalize Hölder regularity.
(ii) M is (globally) Lipschitz continuous and
Given such an M , we define the generalized Besov norm
We show below in Lemma 5. 
Remark 1.19. Note that we are not able to show that µ 0 assigns zero mass to B 0 2,c as we could for L 1 , and instead can only show that moments with p > 2 cannot be finite. This obstruction is related to the fact that moments in µ 0 are related to time integrability of stationary solutions and the fact that the critical space is L 2 t B 0 2,∞ . It is unclear if it is possible for µ 0 to assign positive measure to H × B 0 2,c .
Using Theorems 1.18 and 1.14 we can deduce the following about the solutions studied in Theorem 1.2. In particular, we show that moments of solutions diverge in L 1 and B 0 2,c , analogous to (1.10).
Corollary 1.20. The unique stationary measure µ κ for the (u t , g t ) process on H × L 2 satisfies the following
for any B 0 2,c -suitable multiplier M .
A simple physical mechanism for Batchelor's Law
Analogous to the energy cascade in hydrodynamic turbulence, the mechanism responsible for the power law scaling in Batchelor's law is the transfer of scalar mass from low to high Fourier modes.
Recall that in the absence of diffusivity (κ = 0) and sources (b = 0), the solution g t to passive scalar advection is given by g t (x) = g 0 • (φ t ) −1 , where the Lagrangian flow φ t :
As physicists have understood for some time now [5, 6, 11, 28, 62] , this hints that exponential growth in |D x φ t | = |(D x φ t ) − | is responsible for shifting the scalar from low to high modes. We discuss such physical theories further below.
Hyperbolicity and scalar advection: case studies
An explicit example of the role played by hyperbolicity is given in Batchelor's original formal argument [13] for (1.2), which considered the effect of a local linear straining flow on a pure Fourier mode of passive scalar. A version of this is as follows: consider the Lagrangian flow φ t : R 2 → R 2 defined by
In the absence of diffusion or random sources, the initial scalar
The following example is in some ways closer to passive scalar advection on a bounded domain, and provides a simple heuristic for the exponent −1 in (1.2). Consider the following discrete-time model, where Lagrangian flow is replaced by iterations of Arnold's CAT 4 map f :
, and "mod 1" means that we take the fractional part of each coordinate individually. Note D x f = A; since A is symmetric with determinant 1, we see that f preserves volume (i.e., is incompressible), and that D x f = A has two distinct real eigenvalues λ > 1 > λ −1 > 0. This yields, for every x ∈ T 2 , a splitting of tangent space T x T 2 = E u x ⊕ E s x into a stable space E s x (eigenspace for λ −1 ) along which D x f contracts exponentially, and the unstable space E u x (eigenspace for λ) along which D x f expands 5 . Viewing f as a model of the time-1 map of Lagrangian flow, we see that all trajectories of f exhibit the shear-straining behavior from Batchelor's original argument. Passive scalar advection (ignoring diffusivity for now) can be modeled as follows: given an initial scalar g 0 : T → R, the time evolution g n → g n+1 for the scalar is
where ω i ∼ N (0, 1), i ≥ 1 are IID Gaussian random variables (playing the role of ξ t in (1.1)), and b(x) = sin(2πx 1 ) (playing the role of b in (1.1)). If g 0 = 0, the time-n scalar is given by
The eigenvalues of A − are again λ > 1 > λ −1 and |(A − ) nê 1 | ≈ λ n , signaling an exponential transfer of energy from large to small scales. Indeed, for all j ≥ 1, n 2 j+1 we have 19) where
This power spectrum corresponds precisely to (1.2), provided one sums over dyadic shells.
Lagrangian chaos and κ-uniform almost-sure exponential mixing
Exponential growth in time of D x φ t for typical x is associated with hyperbolicity for the Lagrangian flow due to the incompressibility. This is sometimes referred to as Lagrangian chaos, specifically, the positivity of the Lyapunov exponent
for 'typical' x ∈ T d . Before our work, Lagrangian chaos had been proved for stationary, white-in-time velocity fields in [15, 16] . In [17] , we proved that the Lagrangian flow associated to solutions (u t ) of the stochastically-forced 2D Navier-Stokes and 3D hyperviscous Navier-Stokes in the sense that there is a deterministic constant λ 1 > 0 such that (1.20) holds with lim-sup replaced with lim for all x and all initial fluid configurations, almost surely (see [17] for rigorous statements). We emphasize that the results of [17] rely crucially upon the stochastic framework: it is often very difficult to provide rigorous proofs of positivity of Lyapunov exponents, even for deceptively simple models such as the Chirikov standard map family [54, 72] (a discrete-time toy model of the Lagrangian flow [43] ). See [112, 131] for more discussions. In Navier-Stokes, one of the enemies is the formation of coherent vortices inside of which hyperbolicity is halted (see e.g. [10] ). The arguments in our paper [17] imply that with probability 1, vortices of this kind cannot permanently trap any particles. However, a positive Lyapunov exponent alone is not enough to obtain the kind of frequency cascade that led to Batchelor's law in the CAT map example above. To provide a proof of Batchelor's law here, we use a much stronger property: uniform-in-κ, almost-sure exponential mixing 6 . In [18] , we proved that if g κ t is mean zero and solves the initial value problem
then there exists a deterministic constant γ > 0 independent of κ and random constant D κ (depending on initial fluid configuration) such that the negative Sobolev norm
where D κ also has suitable moment bounds independent of κ (see Definition 2.9 and Theorem 2.12 for precise statements). See [125] for a discussion of using negative Sobolev norms to quantify mixing of scalar fields. To see why uniform-in-κ scalar mixing implies an exponential increase of frequency scale, note that
where Π ≤N denotes projection to Fourier modes of frequency ≤ N . From this, one can see that for times t log N γ , most of the scalar has been transferred from frequencies ≤ N to higher frequencies. As in the CAT map example, this exponentially fast transfer from low to high frequencies is exactly the mechanism which gives rise to Batchelor's law when u t is given by Navier-Stokes -one difficulty is of course dealing with potential unboundedness of the random constant D, which captures fluctuations in the mixing time. There is a large mathematical literature on scalar mixing in the mathematics literature; see e.g. [1, 29, 53, 59, 81, 98, 118, 130] and the references therein.
Our work [18] builds on our earlier work [19] that proved the corresponding statement for κ = 0; similarly, this latter work uses the Lagrangian chaos result of [17] as a lemma. Our works [18, 19] are based on analyzing two-point statistics of the Lagrangian flow and a key step is to upgrade the positivity of the Lyapunov exponent to positivity of the moment Lyapunov exponents for 0 < p 1.
This is deeply related to fluctuations of the finite-time Lagrangian Lyapunov exponents as t → ∞ (for the relation of moment Lyapunov exponents to large deviations in the convergence of Lyapunov exponents, see, e.g., [7] [8] [9] ). It had already been realized by physicists that fluctuations of Lagrangian Lyapunov exponents should play a key role in Batchelor's law (see discussions in [5, 6, 11] and the references therein) and so our works are in some ways a mathematically rigorous completion of some of these ideas.
Open problems in Batchelor-regime passive scalar turbulence
Theorems 1.2-1.20 provide a satisfactory foundation and starting point for a mathematical understanding of Batchelor-regime passive scalar turbulence. However, there are many remaining open questions, all of which are potentially accessible in the near future using a combination of stochastic PDEs, harmonic analysis, and random dynamical systems. Let us briefly outline these here.
• Intermittency Certainly the most important set of open questions regard intermittency. Following discussions in e.g. [34, 68] we can begin to study intermittency by looking at the flatness parameters
A non-intermittent field would satisfy
An example of such a field is white noise. At the opposite extreme is a maximally intermittent random field consisting of single Dirac delta function placed with uniform probability on T d , which satisfies F p (N ) ≈ p N p−1 . Passive scalar turbulence is expected to be intermittent [78, 110, 113, 122] . A major step in our understanding would be to provide an analytic derivation of powers ζ(p) such that F p (N ) ≈ N ζ(p) for N → ∞, κ → 0, if such powers exist. It is instructive to see that the CAT map (1.18) example is in fact not intermittent, in contrast to expectations regarding passive scalar turbulence. RDS toy systems extending (1.18), such as the CAT map replaced with the Chirikov standard map with noise 7 [23] , might be able to shed some further light on intermittency effects.
• How universal is "universal"? Another set of important problems is to study how widely applicable the Batchelor spectrum, and other tenants of the theory, such as uniqueness of stationary measures, Lagrangian chaos etc, to different and more realistic settings.
-Problems on T d with body forcing are far removed from any real physical applications. Extending existing theories to include boundaries (exterior or interior domains) and replacing body forces with boundary driving is probably the most physically important extension. Even relatively basic questions, such as uniqueness of stationary measures of the Navier-Stokes equations, are to our knowledge, quite challenging and still open for most questions of this type. See [121] for some progress in this direction. A related direction is to study spatially homogeneous solutions on R d .
-Even on T d with stochastic forcing, in the case of the Navier-Stokes equations, our results on Lagrangian chaos and scalar mixing [17] [18] [19] cannot handle C ∞ x forcing yet. It is natural to seek to extend this to C ∞ x forcing and further to include non-white-in-time forcing such as OU tower forcing (see Section 2.2 and [19] ) and the class of bounded forcing studied in [82, 92, 93] . Note that the hypoellipticity theory of Hairer and Mattingly [77] applies to the one-point Lagrangian flow (ẋ t = u t (x t )) generated by 2D Navier-Stokes with OU tower forcing (and so the (u t , Z t , x t ) Markov process has a unique stationary measure), however, our Lagrangian chaos results require strong Feller in order to use the infinite-dimensional Furstenberg criterion [17] .
• Sharper regularity estimates and structure function renormalization. Even just concerning basic questions related to Batchelor's law (1.6), there are still remaining questions.
-There are three basic levels of precision when discussing the power spectrum. After the cumulative spectrum, the next most difficult is the dyadic shell-by-shell estimate as in (1.19) . The next most difficult after that is the pointwise estimate
In fact, one can even try to search for an estimate of the type (see discussion in the physics literature e.g. [51] ), where of course we mean that the error is uniformly controlled in κ,
These estimates are definitely not equivalent, as seen from (1.19). Simple RDS systems such as hyperbolic toral automorphisms drawn from random distributions might be able to shed some light on the subtle differences between these spectral characterizations.
-It is an interesting and subtle question to determine if the limiting solutions we obtain in Theorem 1.2 are exactly in the Onsager critical space L 2 t B 0 2,∞ , or more to the point, whether the κ > 0 approximations are uniformly bounded in this space, that is,
This is almost the same as the shell-by-shell Batchelor spectrum as in (1.19), but the E and sup N ∈2 N are reversed.
-Batchelor's law should concern the second order structure function E µ κ ||δ g|| 2 L 2 . However, as the scalar does not even remain a locally integrable function as κ → 0, it is hard to make sense of exactly how the second order structure function will behave in and at the limit κ → 0; instead, this may require a suitable renormalization. Similarly, Yaglom's law on the L 2 flux (1.11) is hard to make sense of rigorously at the κ = 0 limit.
Preliminaries
Fluid models
Here,
In terms of this Fourier basis, we consider the white-in-time, spatially Sobolev stochastic forcing term
where W m t , m ∈ K are a family of independent standard one-dimensional Wiener processes with respect to the cannonical stochastic basis
The following decay and non-degeneracy assumption is made throughout this and our previous works [17] [18] [19] . The state space for our fluid velocity fields is
. Note that by our choice of α, we have σ > d 2 + 3, so H → C 3 . We will write the Navier-Stokes system as an abstract evolution equation on H by
where
The (u t ) process with initial data u is defined as the solution to (2.2) in the mild sense [45, 94] :
where the above identity holds P W almost surely for all t > 0. We have the following well-posedness theorem: 
, e.g., the truly hypoelliptic setting of [75] with d = 2 which only requires to force modes |m| ∞ ≤ 1. However, Assumption 1 is necessary for the Lagrangian chaos and scalar mixing results in [17] [18] [19] because our methods require, for now, strong Feller regularity of the semigroup t → u t . See Remark 2.6 in [17] and Remark 2.19 in [19] for more discussion.
Because we require Assumption 1, we are not aware of how to extend our results to fluid models solving the Navier-Stokes equations which are spatially C ∞ or differentiable in time. However, we are able to apply our results to a class of finite-dimensional fluid models for which solutions are C k t C ∞ x . This is the subject of the following short section. [79] allows us to impose much weaker conditions on the noise models we consider. Consequently, we can produce fluid models which have better spatial and time regularity.
Below, for QW t given by (2.1), we define
For the following finite dimensional stochastic fluids models we will make the the following less restrictive assumption to Assumption 1.
For K ⊂ K we define H K to be the linear span of the Fourier modes {e m } m∈K . One model we consider is the Stokes system on T d , d = 2, 3, prescribing the time evolution (u t ) on the state space
When K 0 is finite, (2.4) is a finite-dimensional SDE on H K 0 ∼ = R |K 0 | ; indeed, it is essentially a product of independent Ornstein-Uhlenbeck processes on R |K 0 | , and in particular an elliptic diffusion on R |K 0 | .
For N ≥ 1 we define H N ⊂ H to be the linear span of the e m with |m| ∞ ≤ N . Define Π ≤N : H → H N to be the orthogonal projection. Another model we consider for (u t ) is the Galerkin-Navier-Stokes system, defined for fixed u 0 ∈ H N by
where implicitly we assume that q m = 0 only if |m| ∞ ≤ N . As with the Stokes system, Galerkin-NavierStokes is an SDE on the finite-dimensional space H N ; under Assumption 2, equation (2.5) is known to satisfy the parabolic Hörmander condition [56, 115] , and so results in a hypoelliptic diffusion. Standard finite-dimensional stochastic analysis [95] applies to each of (2.4), (2.5), yielding velocity field processes (u t ) which are C 1 2 − in time and spatially C ∞ . In addition to these, our methods also apply to a class of models including those which vary C k in time for any fixed k ≥ 1. These models are effectively driven by the projection of a coupled system of Ornstein-Uhlenbeck processes. More precisely: fix 2 ≤ N ≤ M and let A : H M × H M be diagonalizable with strictly positive spectrum. Let
and let X : H N × H N → H N be a bilinear mapping with u · X(u, u) = 0 and X(e m , e m ) = 0 for all |m| ∞ ≤ N . We consider the following generalized Galerkin-Navier-Stokes system with OU tower noise, defined by
Here, the noise term applied to the (u t ) process is QZ t := |m|∞≤N q m Z m t e m (x), where t → Z m t ∈ R are the Fourier coefficients of Z t , i.e., Z t (x) = m Z m t e m (x). Note that (u t ) is not a Markov process, but (Z t ) alone and (u t , Z t ) are. The appropriate nondegeneracy assumption in this setting is as follows: Assumption 3. Assume that the coefficients {q m } satisfy Assumption 2, and additionally that the parabolic Hörmander condition holds for the (u t , Z t ) process on H N × H M . Theorem 2.4. All of the main results in Section 1.2 hold whenever (u t ) evolves according to (2.4) or (2.5) under Assumption 2, or (2.6) under Assumption 3.
Remark 2.5 (see Remark 1.10 in [19] ). Consider the following example of a system in the setting of (2.6). Fix n ≥ 1 and consider the model
where the coefficients u m t evolve according to
Up to re-indexing, this fits into the framework of (2.6) with X ≡ 0. The parabolic Hörmander condition for (u t , Z t ) is satisfied, and so Theorem 2.4 holds for (u t ) as above. Notably, solutions (u t ) to (2.7) are C n+1 -differentiable in time and smooth (indeed, analytic) in space. The authors hope this serves as an indication that although the methods in this paper rely strongly on the stochastic framework, they are not inherently restricted to the rough time regularity of white-in-time noise.
Going forward, we will assume (u t ) solves (2.2) with Assumption 1 for remainder of the paper. The application of these arguments to the finite dimensional models (2.4), (2.5) and (2.6) is straightforward and omitted for brevity.
Lyapunov functions and exponential estimates
The results in our previous series of papers [18, 19] require the use of the family of Lyapunov functions
where β ≥ 0, η > 0. Here, for velocity fields u we define
Below, we formulate a drift condition for the family V = V β,η , ensuring that trajectories of the (u t ) process frequently visit the sublevel sets of V . Define η * = ν/Q, where
Lemma 2.6 (Lemma 3.7 in [19] ). Let (u t ) be a solution to the stochastic Navier Stokes equations (2.2) with initial data u ∈ H. For all 0 ≤ γ < ν/8, r ∈ (0, 3), C 0 ≥ 0, and V (u) = V β,η where β ≥ 0 and 0 < e γT η < η * , there exist constants c = c(γ, r, C 0 , β, η) > 0, C = C(γ, r, C 0 , β, η) ≥ 1 such that the following estimate holds for any T > 0:
Remark 2.7. To connect (2.9) with more standard drift conditions given in, e.g., [101] : write P 1 for the Markov semi-group for the Navier-Stokes process (u t ) and apply Jensen's inequality to (2.9) to deduce that
In particular, we have the following drift condition:
Note that the contraction constant δ > 0 above can be made arbitrarily small. Iterating this bound, it is straightforward to show that ∀λ > 0, ∃K λ such that for all t > 0 there holds
We will also need the following basic stability estimate for solutions to the Navier-Stokes equations.
Lemma 2.8. For all u, u ∈ H and let (u t ) and (u t ) be the corresponding solutions with the same noisepath ω. Then ∀p ∈ [1, ∞), there exists a deterministic K > 0 such that following stability estimate holds for V (u) as in (2.8),
Proof. Define w t = u t − u t , ∂ t w t + B(u t , w t ) + B(w t , u t ) + Aw t = 0.
The proof proceeds as a variation of e.g. [Lemma 3.10; [19] ]. Analogous to the calculations therein we have for some C > 0 and some r ∈ (
and for some q, C > 0 (possibly a different C),
The result then follows from Lemma 2.6.
Uniform mixing and enhanced dissipation
In this section we will summarize the results of [17] [18] [19] which are used to prove Batchelor's law (Theorem 1.2) and the other results of this paper. Throughout, assume (u t ) solves (2.2) and that Assumption 1 holds. Consider the advection-diffusion equation with diffusivity 0 ≤ κ 1,
for fixed initialḡ 0 = g ∈ L 2 ,´g dx = 0. This defines the following (random) two-parameter semigroup of linear operators on
When starting from τ = 0 we will write S κ t (ω, u) = S κ t,0 (ω, u). Note that S κ 0 (ω, u) = I, the identity on L 2 . Note as well the following cocycle property: for any s, t > 0, we have
where, θ t : Ω W → Ω W is the standard time-shift on Wiener space defined for each ω ∈ Ω W by
This implies that we can write the two parameter semi-group S t,s (ω, u) as
(2.12)
Note that for any p ≥ 1, S κ t extends in a natural way to a defined mapping on L p , with range contained in L p . The same is true of Sobolev spaces H s , s > 0.
Several of the important results in this section involve random constants of the form D : Ω W × H → R ≥1 , the P-law of which are controlled in terms of V (u). Since random constants of this type appear many times in this paper, we introduce the following definition. Definition 2.9. Let D : Ω W × H → R ≥1 be measurable. We say that D has V bounded p-th moment if ∃β ≥ 0 such that ∀0 < η < η * , we have for V = V β,η (u)
The following Lemma is very important since it provides us some control on the fluctuations of the mixing time in terms of the Lyapunov function V (u).
Proof. Using, in sequence, the tower property of conditional expectation, the fact that u t is F W t measurable and the increment θ t ω is independent of F W t , and equations (2.13) and (2.10), we have:
The following Lemma is a useful corollary of (2.9).
Lemma 2.11. For all p ∈ [1, ∞), there exists a (deterministic) C 0 > 0 and a random constant D 0 :
Proof. We provide the proof when p = 1; other values of p require straightforward adjustments. Set V = V 0,η , where η ∈ (0, η * ) is arbitrary. To start, note that by Lemma 2.6 and Chebyshev's inequality, ∃c = c(η) > 0 such that
for n ≥ N (ω, u).
To bound when n < N (ω, u), we find
and note that by Cauchy-Schwarz,
With these preparations in place, we now state the main results of [17] [18] [19] .
Theorem 2.12 (Theorem 1.2 in [18] ). There exists κ 0 > 0 for which the following holds for all κ ∈ [0, κ 0 ]. Let (u t ) solve (2.2) for an arbitrary initial condition u 0 = u ∈ H. For all s > 0, p ≥ 1, there exists a deterministic γ = γ(s, p) > 0 (depending only on s, p and the parameters Q, ν etc) and a random constant D κ (ω, u) : Ω × H → [1, ∞) (also depending on p, s, as well as κ) such that for all g ∈ H s ,
The random constant D κ has V -bounded p-th moment with implicit constant independent of κ.
Theorem 2.12 is proved in [19] for κ = 0 and [18] for κ ∈ [0, κ 0 ]. Both papers rely heavily on Lagrangian chaos as proved in [17] . From Theorem 2.12, it is relatively straightforward to prove the following enhanced dissipation result. Theorem 2.13 (Theorem 1.3 in [18] ). Let κ 0 > 0 and γ = γ(1, p) be as in Theorem 2.12, where p ≥ 2 is arbitrary. Let (u t ) solve (2.2) for an arbitrary initial condition u 0 = u ∈ H. Then, there is a random constant
Theorem 2.14 (Theorem 1.5 in [18] ). In the setting of Theorem 2.12, let
Then, there exists a κ 0 > 0 a sufficiently small universal constant such that for all κ ∈ (0, κ 0 ], one has τ * (ω, u, g) ≥ δ(g, u, ω)| log κ| with probability 1 , where δ(g, u, ω) ∈ (0, 1) is a κ-independent random constant with the property that there exists a β ≥ 1 such that for all p ≥ 1 and η > 0 with V (u) = V β,η (u) we have
Unique stationary measure for
We provide here an argument proving uniqueness of the stationary measure for the passive scalar process
The following argument is quite general, and applies in a variety of cases outside the scope of the main results; see Remark 2.16 below.
Proposition 2.15. For any κ > 0, the Markov process (u t , g κ t ) admits a unique stationary measure µ κ on H × L 2 .
Proof. It suffices to show that any two ergodic stationary measures µ κ 1 , µ κ 2 for (u t , g κ t ) coincide. By standard ergodic theory for random dynamical systems [87] and the ergodic decomposition theorem (see, e.g., [58] ), uniqueness of ergodic stationary measures for (u t , g κ t ) implies uniqueness of stationary measures. Assume now that µ κ i are two ergodic stationary measures, i = 1, 2. To prove µ κ 1 = µ κ 2 , it suffices to show that for each bounded, globally Lipschitz ψ : H×L 2 → R, we have that´ψ dµ κ 1 =´ψ dµ κ 2 . Without loss of generality, we can assume ψ Lip = 1.
By ergodicity of µ κ i and the Birkhoff ergodic theorem, we have the following for i = 1, 2: there is a set
with probability 1. Next, observe that µ κ i projects to the unique stationary measure µ for the (u t ) process (Proposition 2.2). It follows from Fubini's theorem that for i = 1, 2, we have µ(G i ) = 1, where G i is the projection ofĜ i to H, i.e.,
i.e., g t − h t solves (2.11). Theorem 2.13 implies
With these preparations in place, fix u ∈ G 1 ∩ G 2 and g, h ∈ L 2 such that (u, g) ∈Ĝ 1 , (u, h) ∈Ĝ 2 . With δ > 0 as above, let N 0 = N 0 (δ). We have
Each summand on the RHS is ≤ δ, and so the whole limit is ≤ δ. Since δ > 0 was arbitrary, this completes the proof.
Remark 2.16. The proof given above has two main ingredients: (1) uniqueness for the stationary measure µ on H, and (2) L 2 dissipation estimates for S κ t (ω, u) for κ > 0. Item (1) is known to hold for 2D NavierStokes under very weak nondegeneracy condition on the noise [75] , while item (2) holds for a wide variety of fluid models by standard estimates. Thus, the proof given above is applicable at a much higher level of generality than that of Assumption 1, including the setting of 2D Navier-Stokes with "truly hypoelliptic" forcing as in [75] .
Proof of Batchelor's law
In this section we prove the main result of this paper, Theorem 1.2. To summarize the main approach, observe that by uniqueness of the stationary measure µ κ for (1.1) (Proposition 2.15), the Birkhoff ergodic theorem implies
On the other hand, the mild formulation for (1.1) reads as
Using the fact that
results in the identity
after taking an L 2 norm in T d , then an expectation, and finally the Itô isometry. By Theorem 2.13, the first such term vanishes exponentially fast in L 2 as t → ∞, and so it is the second term that dominates the long-time behavior of E g κ t 2
While the above is stated for p = 1, the case p > 1 is handled similarly using the Burkholder-Davis-Gundy inequality.
The upper bound for (1.6) in the inertial range is carried out in Section 3.1, and the lower bound in Section 3.2. The dissipative-range upper bound is done in Section 3.3.
Upper bound in the inertial range
In this section we prove the direction of (1.6), that is, Lemma 3.1. Under the conditions of Theorem 1.2, there holds for all p ∈ [1, ∞) and for all 2 ≤ N < ∞,
We begin with the following lemma.
. By (2.12) and Theorem 2.12 followed by Lemma 2.10,
The proof then follows by sending t → ∞.
We are now ready to complete the proof of Lemma 3.1.
Proof of Lemma 3.1. First observe that, for all (u, g) ∈ H × L 2 there holds by (3.1)
From the initial data term, by Theorem 2.13, ∃λ (depending on p) such that for a suitable V as in (2.8),
By Burkholder-Davis-Gundy [e.g. Theorem 5.2.4 [45] ] followed by Minkowski's inequality,
Hence, Lemma 3.2 implies
Note that by standard moment estimates (see e.g. [94] ), for all p, κ > 0, E µ κ ||g|| p L 2 < ∞. Hence, by the Birkhoff ergodic theorem, for µ κ -a.e. (u, g) ∈ H × L 2 we have
This completes the proof of Lemma 3.1.
Lower bound in the inertial range
In this section we prove the direction of (1.6). 
We begin with the following, which follows from an H 1 energy estimate and Lemma 2.11.
Lemma 3.4. There holds (with C 0 and D 0 as in Lemma 2.11)
The next lemma provides the lower bound on the stochastic integral contribution.
Lemma 3.5. There exists an N 0 ≥ 2 chosen sufficiently large (depending on b and the fluid parameters only) such that for all κ ∈ (0, κ 0 ] the following limit holds for all
Proof. Fix u ∈ H and let γ ∈ (0, 1) to be chosen later. Write for t ≥ γ log N and N ≥ 2,
The first term is controlled by the H 1 norm growth bound in Lemma 3.4
By Lemma 2.10
and hence, choosing γ < λ −1 , we have lim sup
for some constant C 0 universal independent of γ, κ, t, u. This completes the second term in (3.4) . For the first term in (3.4) , we use the stopping time defined in Theorem 2.14 with initial data b:
where (analogously to Theorem 2.14) τ * (ω, u) is defined by
Theorem 2.14 then implies that ∃ C 1 > 0 (independent of t, r, κ, u) and δ(ω, u) : Ω × H → R >0 with Eδ −1 (·, u) ≤ C 1 V (u) such that τ * ≥ δ| log κ|. Using Chebyshev's inequality and an argument similar to that used to prove Lemma 2.10
Therefore, for K λ C 1 γ < 1/8 and N > N 0 := 8C 0 .
lim inf
Proof of Lemma 3.3: By Jensen's inequality,
and so in the following argument it suffices to consider the p = 1 case. For arbitrary initial data g ∈ L 2 , we have by (3.2) that
log N by Lemma 3.5 for N 0 < N < κ −1/2 . By the Birkhoff ergodic theorem (as in Lemma 3.1 above),
This completes the proof of Lemma 3.3.
Upper bound in the dissipative range
First, we derive the upper bound on the L 2 norm stated in (1.7). If we were not also interested in higher moments we could use the following simple observation using the L 2 balance (1.4) and the upper bound in Batchelor's law (3.3)
The following argument provides also estimates on moments p > 2.
Lemma 3.6. Under the conditions of Theorem 1.2, there holds for all p ∈ [1, ∞), for all κ ∈ (0, κ 0 ]
Proof. The proof proceeds similar to Lemma 3.3 with the enhanced dissipation estimate (Theorem 2.13) in place of the uniform mixing estimate (Theorem 2.12). As in Lemma 3.3, by Burkholder-Davis-Gundy and Minkowski's inequality,
By Theorem 2.13, ∃λ > 0 and D κ (ω, u) with V -bounded 2p-th moments we have for any
By Lemma 2.10, we therefore have
Finally, by the Birkhoff ergodic theorem, for µ κ a.e.
Finally we turn to the proof of (1.7) for q > 0, which is a relatively straightforward consequence of parabolic regularity and the L 2 a priori estimate in Lemma 3.6. First we prove the following quantitative H s regularization estimate. Below we use the Fourier multiplier notation: for m : C d → R measurable, we define the operator
We first deduce a pathwise a priori estimate assuming g is sufficiently smooth. To this end, by Plancherel's identity we have for t ∈ [0, 1],
For I 1 , by γ log(1 + x) ≤ x 2 + C(γ),
By incompressibility and Plancherel's identity
On the support of the I 2;HL (here HL stands for "high-low"), we use that |k| + | | |k − |, together with Cauchy-Schwarz, Young's inequality, H r → L 1 for r > d 2 , to deduce that for any r ∈ (
On the support of the I 2;LH , we use the mean value theorem and |k| | | to deduce
Therefore, by Cauchy-Schwarz, Young's inequality, and
By Grönwall's inequality, there is some C > 0 (independent of g, κ, u, t) such that the following holds,
Taking expectations and applying Lemma 2.6 completes the a priori estimate (3.7). For an arbitrary g ∈ L 2 , the desired result follows by density. Proof. By standard moment estimates (see e.g. [94] ),
2 − 1) and p < ∞. By stationarity,
By Lemma 3.7, ∃β ≥ 0 such that for ∀η > 0, V = V β,η , and all
Because b ∈ C ∞ , it follows from Burkholder-Davis-Gundy, Minkowski's inequality, and classical H s estimates for the transport equation (together with Lemma 2.10) that ∃β ≥ 0 such that ∀η > 0, there holds for suitable V = V β,η ,
Therefore by Lemmas 3.6, 3.7, and Hölder's inequality,
This completes the proof of (1.7).
Vanishing diffusivity limit
This section is devoted to the proof of Theorem 1.11 describing weak limits of the stationary measures µ κ for the passive scalar process (u t , g κ t ). In Section 4.1 we show that such weak limits exist in the weak topology of of measures on H × H −s and satisfy Batchelor's Law (1.12) over an infinite inertial range.
Once these are established, it remains to show that µ 0 is a stationary measure for the passive scalar process (u t , g 0 t ). As we check in Section 4.2, the latter can be extended to a Markov process defined by a random dynamical system on H × H −1 , the trajectories of which are weak solutions to the passive scalar advection equation at κ = 0. However, to check that weak limits µ 0 are stationary is a non-trivial task due to poor continuity properties of (u t , g 0 t ) in H −1 with respect perturbations of the initial data u ∈ H for the velocity field (u t ), and so stationarity of µ 0 requires careful justification-see Section 4.3 for more discussion. The proof is completed in Section 4.4.
Finally we complete this section with a proof of the L 2 non-vanishing flux relation (1.13).
4. Proof. Fix s, > 0 and define
In light of the compact embedding H −s/2 → H −s , K is a compact subset of H −s ; by (4.1) and Chebyshev's inequality, we have sup
It follows by Prokhorov's theorem that (µ κ ) κ>0 has a subsequence that converges weakly as a measure on H × H −s . Choosing s = s j = 2 −j we can extract a diagonal subsequence κ n and a limit measure µ 0 such that µ κn → µ 0 weakly as a measure on H × H −s j for every j > 0, hence on H × H −s for every s ∈ (0, 1].
It is now straightforward to verify the infinite-inertial range version of Batchelor's law as in (1.12) . With µ 0 = lim n µ κn fixed as above, observe that g → Π ≤N g L 2 varies continuously in H −s and by a straight forward truncation argument along with the fact that
for all N ≥ N 0 , using the fact that the inertial range N 0 ≤ N κ −1/2 grows to all of {N ≥ N 0 } as κ → 0.
The scalar process
In this section we study the properties of the passive scalar process (u t , g 0 t ) which solves the advection equation 2) in the absence of any diffusion term. Since the limiting measure µ 0 assigns full measure to H −1 , it is natural to consider t → g 0 t as a process in the negative Sobolev space H −1 , for which it will be necessary to show that weak solutions to (4.2) are well-posed for H −1 initial data.
To formulate this, recall that the solution operator S 0
solves (4.2) in the absence of the noise term bξ t , where φ t ω,u :
Lemma 4.2. The following holds (a) For each t > 0 operator S 0 t (ω, u) defined by (4.2) admits a unique extension to a bounded linear operator on H −1 satisfying (4.3) for all g ∈ L 2 , f ∈ H −1 and for all g ∈ H −1 , t → S t (ω, u)g is strongly continuous in H −1 .
(b) For initial data g ∈ H −1 the unique weak solution g 0 t to equation (4.2) is is given by
Proof. Part (b) follows from (a), which in turn follows from a density argument and the following estimate
where c > 0 and for each p ∈ [1, ∞) we can takeD(ω, u) : Ω × H → R ≥1 to have V -bounded p-th moment. To see this, fix f ∈ H 1 , g ∈ L 2 , and observe that by Grönwall's inequality and Lemma 2.11
where c > 0 and D 0 (ω, u) has V -bounded p-th moment. Using incompressibility of φ t ω,u , we obtain With the evolution t → g 0 t defined, let P 0 t denote its corresponding Markov semigroup:
for each bounded measurable φ : H×H −1 → R. We seek to show that if µ 0 is a weak limit of µ κn , κ n → 0, then µ 0 is stationary for (u t , g 0 t ); equivalently it suffices to show that for all globally Lipschitz, bounded φ :
By the weak convergence µ κn → µ 0 and stationarity of µ κn , it suffices to show that
where P κ t is the Markov semigroup on H × L 2 for the process (u t , g κ t ). To this end the strategy is to write ˆP
and show that each term vanishes as n → ∞. The first term is relatively straightforward to bound, having to do with the nearness of g κn The second term in (4.5) is more challenging. One would like to use weak convergence to justify passing the limit using weak convergence µ κn → µ 0 , but this will not work: to the best of our knowledge, the semigroup P 0 t for (u t , g 0 t ) does not send continuous functions on H × H −1 to continuous functions H × H −1 , namely P 0 t is not Feller on H × H −1 . When κ > 0 it is a straightforward consequence of parabolic regularity that the semigroup P κ t is Feller on H × L 2 . However, when κ = 0 this mechanism is not available and consequently P 0 t is not necessarily Feller on H × H −1 due to a lack of stability of the transport equation in H −1 under perturbations of the velocity field.
Instead, we will show the following restricted Feller property: namely P 0 t has the Feller property in H × H −1 when restricted to initial g in a bounded subset of L 2 . We state this property below for Lipschitz observables.
and V = V β,η for a sufficiently large universal β > 0 and all η > 0.
Proof. To prove this it suffices to consider two cases: (i) u = u and g = g and (ii) u = u , g = g.
Case (i) is straightforward since the difference between any two solutions g t and g t to (4.2) with different initial data and the same noise and same velocity field (u t ) immediately satisfy
For case (ii) let u t and u t be two solutions to (1) with initial data u and u respectively and g t and g t the solutions to (4.2) with velocity fields (u t ) and (u t ) respectively and the same initial data g ∈ H 1 . Then the differenceg t = g t − g t satisfies ∂ tgt + u t · ∇g t + (u t − u t ) · ∇g t = 0,g 0 = 0, and therefore can we written asg
It follows from (4.4) (choosingD to have a V -bounded 4th moment) that for 0 ≤ s < t ≤ 1
where in the last inequality we used that if f ∈ W 1,∞ and h ∈ H −1 then f h H −1 ≤ f W 1,∞ h H −1 , which can be seen by duality between H 1 and H −1 . Consequently we have
We use Hölder's inequality under the expectation E. The 4th moment ED(ω, u) 4 is bounded V (u) by construction, while by Lemma 2.8 we have
L 2 , we estimate as follows: by Itô's formula,
By taking E of both sides, the stochastic integral vanishes, hence E g s 2 L 2 = g 2 L 2 + 2χs. Putting this together, we conclude for suitable V (u)
Stationarity of µ 0 : completing the proof
It suffices to show that the right-hand side of (4.5) vanishes. The first term |´(P κn 1 φ − P 0 1 φ)dµ κn | in (4.5) will be estimated using the following.
Lemma 4.4. Let g κ t and g 0 t have the same initial data g ∈ L 2 , the same velocity field (u t ), and the same noise sample bξ t . Then, and therefore using the H −1 bound (4.4) on S 0 t−s (θ s ω, u s ) we find
whereD(ω, u) has V -bounded 1st moment. Taking an expectation w.r.t. ω and applying Lemma 2.6 completes the proof.
From here, to prove convergence´(P κn 1 φ−P 0 1 φ)dµ κn → 0, we have from Lemma 4.4 and the Lipschitz property of φ that
hence upon integrating in µ κ and using Cauchy-Schwarz,
by the energy balance relation κE µ κ g t 2 H 1 = χ (see (1.4) ). It remains to show that |´P 0 1 φ(dµ κn − dµ 0 )| → 0 in (4.5). As observed already, this does not follow immediately from weak convergence since P 0 1 φ need not be continuous. Instead, we will use the restricted Feller property from Lemma 4.3, which guarantees continuity of P 0 1 φ along g ∈ L 2 . To bridge the gap from L 2 to H −1 , we use the following mollification argument: for δ ∈ (0, 1) and g ∈ H −s , s ∈ (0, 1], define T δ g to be the mollification 8 of g, and define the regularized semigroup
Note that a straight-forward duality argument shows that
This, in turn gives rise to the following approximation property for (P 0 1 φ) δ .
) and for each globally Lipschitz φ : H × H −1 → R and g ∈ H −s , we have
where V = V β,η for any β > 0 and η > 0.
Proof. Note that Lemma 4.3 implies
. For g ∈ H −s , denote g δ 1 and g 1 solutions at time t = 1 of the transport equation (4.2) with the same velocity path (u t ) and noise bξ t but with different initial data T δ g and g respectively. We have
having used (4.4) and the V -boundedness of the 1st moment ofD.
To complete the proof: for δ > 0, we estimate ˆP
The first term on the right vanishes as n → ∞ since (P 1 φ) δ ∈ C b (H × H −1 ) by Lemma 4.2 and µ κn → µ 0 weakly. For the second term, Lemma 4.5 and Cauchy-Schwarz implŷ
which converges to 0 as δ → 0 uniformly in κ n by (4.1). This completes the proof of stationarity of µ 0 for P 0 t , the last item remaining from Theorem 1.11.
Non-vanishing flux
We conclude this section by proving the non-vanishing flux law (1.13). To do this, we remark that
and therefore applying Itô's formula gives
Taking expectation, integrating the initial data (u, g) with respect to the stationary measure µ 0 and using the stationarity of (u t , g 0 t ) with respect to µ 0 we readily obtain the flux balance
Using the divergence free property and integrating by parts in the L 2 inner product gives (1.13).
Irregularity of the limiting statistically stationary solutions
In the previous section, we produced a κ → 0 subsequential limit of µ κ which converges to a stationary measure µ 0 of the Markov semigroup associated with (u t , g 0 t ), where the scalar solves
Since there is no dissipation in the equation, the input from the noise must be "anomalously" dissipated by the mixing mechanism. As discussed in Section 1.2.4, this requires a degree of roughness of statistically stationary g 0 t . Specifically, in this section we prove (a) µ 0 -generic (u, g) ∈ H × H − = H × ∩ δ>0 H −δ are such that g is not locally integrable, hence are 'strictly' distributions (Theorem 1.14);
(b) the Besov space L 2 t B 0 2,∞ is "Onsager-type critical", in the sense that no statistically stationary solution g 0 t can have even a small amount of additional regularity (Theorem 1.18). Part (a) is carried out by applying a variant of the DiPerna-Lions theory of renormalized solutions for the transport equation, and is carried out in Section 5.1, while part (b) is carried out in Section 5.2.
µ
0 generic functions cannot be L Our proof is by contradiction, based on invariance of H × L 1 by solutions to (5.1).
Lemma 5.1. The set H × L 1 is almost surely invariant for (u t , g 0 t ): if u 0 ∈ H and g 0 0 ∈ L 1 , then g 0 t ∈ L 1 for all t > 0.
Proof. This follows from Lemma 4.2(b) by noting that due to smoothness of b, the stochastic convolution 
by the fact that φ t ω,u is volume preserving.
To continue, we will find it convenient to show that any L 1 valued solutions to (5.1) can be renormalized in the sense of DiPerna and Lions [50] , meaning that we show that β(g 0 t ) solves another transport-type equation for some suitably regular function β : R → R. In our setting the velocity field (u t ) is not rough, which allows for the transport part of the equation to be easily renormalized, but the presence of noise introduces Itô corrections and imposes higher regularity requirements on β(z). In what follows we define β(z) := 1 + |z| 2 . Above, we have used the fact (g 0 t ) δ is smooth and therefore β (g 0 t )u t ·∇(g 0 t ) δ = u t ·∇β((g 0 t ) δ ). Itô's formula for the unbounded function β(z) = 1 + |z| 2 is justified in this case because β (g 0 t ) δ δ 1 + g 0 t L 1 , hence for each t ∈ R + , P sup
Next, we note that since div u t = 0, it is standard that (see [50] ) |R δ (u t , g Since´|y · ∇η δ |dy =´|y · ∇η|dy, and g 0 t belongs to L 1 almost surely we conclude by the L 1 -continuity of spatial translations that for each t ∈ R + R δ (u t , g The proof will be complete if we can pass the δ → 0 limit in both sides of (5.5) almost-surely for each fixed t. Since we have (g 0 t ) δ → g 0 t in L 1 and almost everywhere on T d , as well as the convergence of the commutator (5.4) in L 1 and (b) δ → b in L 2 , we can use bounded convergence to pass the δ → 0 limits almost-surely in every term of (5.5) except for the stochastic integral. To deal with the stochastic integral, we note that by Itô's formula
dxds → 0 as δ → 0 by bounded convergence.
We are now ready to prove Theorem 1.14.
Proof of Theorem 1.14. In pursuit of a contradiction, we assume that µ 0 (H × L 1 ) > 0. By Lemma 5.1, H × L 1 is an invariant set for (u t , g 0 t ), and so the conditional measurê
is another stationary measure for (u t , g 0 t ) that assigns full measure to H × L 1 . We would like to conclude the proof by taking expectations of both sides of (5.2) using stationarity with respect toμ 0 . However, we are unable to justify this, since a priori we do not know whether or not β(g 0 t ) has finite moments. To get around this, we apply Itô's formula to φ ´β (g 0 t )dx , where φ(z) is a bounded C 2 function, to deduce Taking expectation and integrating the initial data with respect toμ 0 (crucially using thatμ 0 assigns full measure to L 1 ) , we find 
We see that M is piecewise linear with slope ≤ 1, and therefore satisfies conditions (i) and (ii) of Definition 1.17.
We introduce Littlewood-Paley decomposition for future use. Let ζ ∈ C ∞ 0 (R; R) be such that ζ(ξ) = 1 for |ξ| ≤ 1 and ζ(ξ) = 0 for |ξ| ≥ 3/2 and define ψ(ξ) = ζ(ξ/2) − ζ(ξ), supported in the range ξ ∈ (1, 3) . Note that due to the presence of the cutoffs (ζ N (k) − ζ N ( )) we see that one of |k| or | | must be larger or equal to 1 2 N for the corresponding term in the summation to be non-zero. The "high-low" term is treated by noting that on the support of the summation, |k| + | | |k − |, and therefore for any δ > 0,
