This paper deals with infinitesimal bendings of a surface S in a neighborhood of a point p ∈ S. More precisely, consider a surface S embedded in R 3 and given by parametric equation R(u, v) = (x(u, v), y(u, v), z(u, v) ) ∈ R 3 , (1.1) with (u, v) ∈ R 2 and p = R(0, 0) = 0. An infinitesimal bending of S is a deformation S t , with −δ < t < δ, given by an embedding R t (u, v) = R(u, v) + tU (u, v) , (1.2) such that the first fundamental forms of S t and S satisfy ds 2 t = ds 2 + O(t 2 ).
(1.
3)
The main question is whether a given surface S admits nontrivial infinitesimal bendings in a neighborhood of p. By nontrivial infinitesimal bendings we mean those bendings that are not induced by the rigid motions of the ambient space R 3 . The study of this question and related problems is very old and goes back at least to Darboux ([D] ). Local and global aspects of such problems, as well as the physical applications (elasticity of thin shells for example), have been studied in [A] , [BG] , [C] , [D] , [E1] , [E2] , [EU] , [K] , [P] , [S1] , [S2] , [S3] , [S] , [U1] , [U2] , [V] . Let K(u, v) be the gaussian curvature of S. When K(0) = 0, the infinitesimal bendings of S are well understood (see [D] or [V] ). The case K(0) = 0 leads to equations with singularities. In 1948, Efimov [E3] proved that the surface (u, v, u 9 + λu 7 v 2 + v 9 ), with λ ∈ R a transcendental number, is rigid under real analytic bendings. Later on, he proved that most real analytic surfaces are rigid under real analytic bendings.
For surfaces with K(0) = 0, the only case that is well understood is the case of rotation surfaces (u, v, (u 2 + v 2 ) m ) and their perturbations: surfaces of the form (u, v, (u 
with f (0) = 0 (see [U1] and [U2] ).
In this paper we consider surfaces S of the form R (u, v) = (u, v, F m (u, v) ) (1.4)
with F m (u, v) ≥ 0 a homogeneous function of order m. We assume that the surface is located on one side of its tangent plane at 0; that it has nonnegative gaussian curvature (K ≥ 0) ; and that the curvature is almost everywhere positive (the homogeneity of F implies that the set of points where K = 0 is a union of curves through 0). We prove (section 3) that the surface S admits nontrivial infinitesimal bendings. In section 5, we consider the case when S has positive curvature except at 0. In this case we give a complete description of the space of infinitesimal bendings. We approach the problem by studying the induced Hamiltonian systems and using eigenfunctions expansion. A method used recently by the author to study singular Cauchy-Riemann equations [M2] .
Equations for the bending field.
In this section, we recall the definitions and the systems of differential equations for the field of infinitesimal bending. Let S be a surface of class C l , with l > 2, in R 3 . We can choose coordinates (x, y, z) in R 3 so that 0 ∈ S, S is given near 0 by the graph of a function z = z(x, y), and S is tangent at 0 to the xy-plane. That is,
where D is the disc with center at 0 and radius , z ∈ C l (D ), z(0) = 0, and z x (0) = z y (0) = 0. An infinitesimal bending of S of class C l is a deformation S t given by
2) with −δ < t < δ (δ > 0) and U ∈ C l (D ; R 3 ), and such that the first fundamental forms satisfy
Note that since dR 4) then in order for (2.3) to hold, it is necessary that the field of infinitesimal bending U satisfies the equation
Hence, under an infinitesimal bending, the curves of S undergo only stretching. Also, if Σ t is an isometric deformation of S given by the position vector 6) where × denotes the vector product in R 3 , is an infinitesimal bending of S. These infinitesimal bendings are said to be trivial. A surface S is said to be rigid if its only infinitesimal bendings are the trivial ones.
be a field of infinitesimal bending of S, where ξ, η, and ζ are in C l (D ; R). In terms of these functions, equation (2.5) takes the form
The elimination of ξ and η in the system (2.8) leads to the second order pde for ζ (see [V] )
For every solution ζ of (2.9), the system (2.8) can be solved by quadrature for ξ and η to produce the field U . The system (2.8) can also be reduced to a first order 2 × 2 system as follows. Let
It follows at once from (2.8) that
The elimination of ζ leads to the system
A solution (f, g) of (2.12) corresponds to a solution (ξ, η, ζ) of (2.8). Thus finding a bending field U is equivalent to solving either of the equations (2.8), (2.9), or (2.12). Let K(x, y) be the Gaussian curvature of S. From now on we will assume that K(x, y) ≥ 0. Recall that
(2.13)
Without loss of generality, we assume that
Remark 2.1 Let
be the (complex) asymptotic direction of S and let
where f and g are given in (2.11). A direct calculation shows that the system (2.12) is equivalent to the equation
where L is the complex vector field [T] or [M1] ). For surfaces of nonnegative curvature, the study of infinitesimal bendings is therefore closely connected to solvability of complex vector fields.
Existence of infinitesimal bendings.
In this section we prove that the graph of a homogeneous function with a positive curvature almost everywhere has nontrivial infinitesimal bendings. More precisely, we have the following result. 
is a nontrivial infinitesimal bending of S. When l = ∞, then for every N ∈ Z + , the surface S admits a nontrivial bending field U ∈ C N (R 2 ; R 3 ).
The remainder of this section is devoted to the proof of the theorem. The idea is to solve system (2.12) using methods of Hamiltonian differential equations. We start by rewriting the system using polar coordinates x = r cos θ and y = r sin θ.
( 3.2)
The homogeneous function z takes the form
where P ∈ C l (R) is 2π-periodic and
The nonnegativity of the curvature is expressed in terms of the function P as
Furthermore, the above inequality is strict for almost every θ. To rewrite the system (2.12) in polar coordinates, we need the partial derivatives of z in terms of r and θ:
where f and g are given by (2.10). The system (2.12) is then equivalent to the system 1
where
(3.9) Equation (3.8) can be written as
(3.11)
Note that M = M (θ) is independent on the radius r. By using (3.11) and expressions (3.6), it is verified that the trace of M is
It will be more convenient to us to have a system in which the trace is 0. To achieve this situation, we make the change of variables where the new radius is
With respect to the coordinates (ρ, θ), the system (3.10) becomes
(3.14)
Now the matrix A has trace zero and is given by
We will seek solutions of (3.14) in the form
with λ ∈ R and X(θ) a 2π-periodic function of θ. A function V , in (3.16), solves (3.14) if and only if the function X satisfies the ode
We rewrite (3.17) in the form
with
The next proposition gives the spectrum of equation (3.18).
Proposition 3.1 There exists a sequence
has a nontrivial periodic solution if and only if λ = λ ± j for some j ∈ Z. Furthermore, the fundamental matrix of (3.21) λ + j is 2π-periodic if and only
Proof. It follows from the hypotheses (z(x, y) > 0 for (x, y) = 0, z ∈ C l , with l ≥ 3, and K(x, y) > 0 almost everywhere) that the eigenvalues h − and h + of H depend continuously on θ and they satisfy
( 3.22) and that h − (θ) > 0 for almost every θ. Hence,
This is a sufficient condition for equation (3.18) to have spectrum as in the proposition (see [YS] Chapter VIII page 762) [YS] page 761). Now we will construct a field of infinitesimal bending for the surface S.
be an eigenfunction of (3.18) corresponding to the eigenvalue λ ± j . The functions
solve the system (2.12). It follows from (3.4), (3.5), and expressions (3.6) that 27) where γ ± j ∈ C l−2 (R) is 2π-periodic. Then the functions ξ and η are 
is an infinitesimal bending of the surface S. It is clear that if λ ± j is large enough, then U j is in the class C l−2 . Furthermore, when l = ∞, the eigenfunctions ϕ 
Periodicity of the fundamental matrices.
In this section, we prove that the fundamental matrices of (3.21) λ are periodic for each λ in the spectrum. We first prove the result when P (θ) is a trigonometric polynomial.
Lemma 4.1 Let z be as in (3.3) with P (θ) a trigonometric polynomial satisfying (3.4) and (3.5) and let J and H be the matrices defined in (3.19). Let
be the spectrum of the equation
Proof. It follows from Floquet theory (see [YS] Chapter VIII page 617) that the fundamental matrix of (4.2) λ has the form
where F λ is a 2π periodic 2×2 matrix and K λ is a constant matrix satisfying
Note that since here H(θ) is real analytic, then the solutions of (4.2) λ are real analytic. The monodromy matrix of (4.2) λ is It follows that
where ∼ stands for similarity of matrices. To prove the lemma, we need to show that
To show the vanishing of K λ j , we will make use of the second order pde (2.9). We will show that the corresponding pde has two independent solutions. We rewrite (2.9) in polar coordinates (using z = r m P (θ)):
(4.9) Equation (4.9) has a solution ζ of the form
if and only if the 2π periodic function γ solves the Sturmian problem
We know, thanks to proposition 3.1 and relations (2.9) and (2.12) (see also(3.27)), that the spectrum of problem (4.11) consists of
To prove that (4.11) has two independent solutions, we extend it to the Riemann sphere C and consider it as a Fuchsian equation. We write the positive trigonometric polynomial P as 4.13) and extend it as a rational function R(w) on C as
Let f (w) be the holomorphic extension of the function γ(θ) considered a real analytic on the unit circle in C. Since 4.15) and similar relations hold between the derivatives of f and γ, then a calculation shows that γ(θ) solves (4.11) if and only if f (w) solves the differential equation
w 2 (4.17) We will prove that for each σ = σ ± j (given by (4.12)), the Fuchsian equation (4.16) σ ± j has two independent solutions that are holomorphic in a neighborhood of the unit circle. For this, we show that the monodromy matrix corresponding to the unit circle is the identity. We know that for σ = σ Note that such a choice of δ is possible since R(e iθ ) = P (θ) > 0 and f j , holomorphic near the circle, has isolated zeros. Since the coefficient A σ and B σ of (4.16) depend analytically on the parameter σ, then we can find a (multivalued) solution U σ (w), that depends analytically on σ, and such that U σ
16) σ has two independent solutions of the form 
are holomorphic functions in O δ . Since U σ is a linear combination of F 1 σ and F 
Starting with the solution F 1 σ (w) of (4.16) σ , we construct a second solution F 1 σ (w) by the method of variation of parameter. We find
w∈ N (C) ( 4 .24) 25) where Γ(1, w) is a curve in N (C) connecting 1 to w. Of course I 1 σ (w) could be multivalued and a holomorphic branch is well defined in any simply connected domain in N (C) containing 1. The new solutionF 
(4.26) It follows from (4.24) and (4.26) that
Hence,
is holomorphic in N (C). Thereforê
is a second (independent) holomorphic solution of (4.16) σ To prove the result when P is not real analytic, we will use a property of the rotation function for solutions of a system
where A is a 2 by 2 symmetric matrix with periodic coefficients. Let
be the solution of (4.31) such that y 1 (0, ν) = cos ν and y 2 (0, ν) = sin ν. Let ϑ(θ, ν) be a continuous branch of the argument of Y (θ, ν). The rotation function φ(ν) is defined by
An expression for the rotation function that does not involve ϑ can be obtained as follows.
Using the fact that the matrix A is symmetric, Y satisfies (4.31), and that for vectors u and v of R 2
we have that the rotation function satisfies The proof of the following lemma can be found in [YS] vol 2 page 662.
Lemma 4.2 The system (4.31) is unstable if and only if the extreme values m and M of the rotation function satisfy
We have the following proposition Proposition 4.1 Let z be as in (3.3) with P (θ) a 2π-periodic C l function satisfying (3.4) and (3.5) and let J and H be the matrices defined in (3.19) .
Then for every λ ± j ∈ Σ, the fundamental matrix of (4.37) λ ± j is 2π-periodic.
Proof. We use Fourier series to approximate H by trigonometric polynomials. Let
Then M m is real analytic and converges uniformly to H as m −→ ∞. Consider the corresponding system 
Structure of the space of infinitesimal bendings.
For surfaces given as the graph of z = r m P (θ) with P > 0 and with positive curvature everywhere except at 0, we give a complete description of the space of infinitesimal bendings. We use a Fourier method approach to establish our result.
Let S be the graph of the function z given in polar coordinates by
with P ∈ C l , 2π-periodic, and satisfying
Thus, S has positive curvature everywhere except at the flat point 0. Let J and H be the matrices given by (3.19). It follows from (5.2) that the eigenvalues h − (θ) and h + (θ) of H(θ) are positive for every θ. The spectrum of the equation
consists of the set Σ = {λ j : j ∈ Z} with lim j→±∞ λ j = ±∞ (Proposition 3.1). Furthermore for each j ∈ Z, the fundamental matrix of (5.3) λ j is 2π-periodic (Proposition 4.1). Let L 2 (S 1 ; R 2 ) be the space of square integrable functions from the circle
where f T denotes the transpose of f . The following proposition establishes the orthogonality of the eigenfunctions of (5.3) λ with respect to the inner product ( , ) H .
Proof. Suppose that λ k = 0. We have
For each j ∈ Z, let (φ j (θ), ψ j (θ)) be an orthonormal fundamental matrix of (5.3) λ j . That is φ j and ψ j are 2π-periodic solutions (of class
Proof. To prove the completeness of {φ j , ψ j } j∈Z , we need the asymptotic behavior of the eigenvalues λ j and of the fundamental matrix (φ j , ψ j ). It can be shown (see [YS] Chapter VIII page 776) that the λ j 's have the form 
(5.9) where we have set
and z xx , z xy , and z yy are given by (3.6).
To obtain the asymptotic behavior of the fundamental matrix, we use the fact that H(θ) is positive and symmetric to write it as
13) where k(θ + 2π) = k(θ) mod(2π) and 0 < h − ≤ h + are the eigenvalues of H. We can also assume that h − (0) = h + (0) = 1. Let
(5.13) It follows from (5.11) and from ΛJΛ T = J that if X solves (5.3), then Y solves the equation
(5.14)
Define functions b and ϑ and matrices R, B 1 and B 2 as follows
and
It can be proved (see [YS] Chapter VIII page 774 ) that as |λ| → ∞, the fundamental matrix Y λ of (5.14) satisfies
and let W λ (θ) be the real part of the matrix Y 0 λ (θ). A direct calculation shows that
which can be rewritten as
(5.21) The system of R 2 valued functions {E
. It follows from the standard theory of eigenfunction expansion (see [BR] page 337) that the following system of functions is also complete 23) where the λ j 's are the eigenvalues given asymptotically by (5.8). Consequently, the columns φ 0 j (θ) and
with det(M ) > 0 (see (5.21) ). This in turn implies, thanks to (5.17), that the columns of the matrices Y λ j form a complete system. Finally, the columns of the fundamental matrices X λ j are 25) where Λ is the orthogonal matrix given in (5.12), and they form a basis of L 2 (S 1 ; R 2 ). This completes the proof of the proposition
Consider the operator
where f is the derivative of f . We have then
If f differentiable, then it follows from (5.26) and (5,29) that
(provided that k < l − 2).Consequently, the coefficients a j and b j decay faster than |j| −k as |j| → ∞. This follows from the standard theory of Fourier series and the asymptotic behavior of λ j given in (5.8).
For each j ∈ Z, let
be independent solutions of (3.14), where ρ = rP 1/m . To V Therefore,
In order for V to be of class C k it is necessary that the coefficients A j and B j decay faster that j −k as |j| → ∞. This combined with the relationships (5.37) shows that the field U has the desired form (5.35). Moreover, it follows from (5.33) and U defined at 0 that A j = B j = 0 for λ j < m. This completes the proof of the theorem
