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Abstract
This PhD thesis is part of the MID-Tech project, a European project whose goal is to
developed mid-infrared technologies and applications to the market. The greatest
strength of the mid-infrared region is to host the absorption spectrum of many
molecules, this is the so-called fingerprint region. This makes this region of the
spectrum attractive for detections of those molecules and opens the door to many
applications such as medical, telecommunications, defense or countermeasure. The
current main issues of mid-infrared is the detection. Most of the detectors available
for the mid-infrared region have bad performance compared to their near-infrared
counterpart.
The cornerstone of the MID-Tech project is the up conversion technology, a non
linear optical effect that convert mid-infrared light into near-infrared radiation. The
potential of this technology is to benefit from the advantages of the mid-infrared
region, the fingerprint region, as well as the advantages of the near-infrared region
with its superior detectors. The goal is to ally the advantages of both regions with
the disadvantage of none.
In order to tackle the potential of this technology, it is necessary to have a wide
variety of wavelength sources available. This is where this PhD thesis comes into
play. The Quantum Cascade Laser has proven to be the best technology for the
mid-infrared due to its unique feature of engineering of its emission wavelength sim-
ply by changing its geometry. The goal of this PhD thesis is to analyse and design
new active regions for the mid-infrared region above 10 µm. To this effect, this
thesis focuses first on the understanding of the key processes occurring in the active
region of long wavelength quantum cascade lasers during chapter 2. This chapter
explains in details the typical simulations of active region and the simulations of
intensity-voltage curves and gain curves. Chapter 3 focuses on the design of quan-
tum cascade lasers. The main points are the understanding of the gain process in
an active region as well as the different types of active regions to achieve gain. Fi-
nally, a semi-automatic program allowing to design active regions is described and
its usefulness demonstrated. The next chapter, chapter 4 is here to treat the techno-
logical process of quantum cascade laser and to gather the experiences acquired over
the length of this PhD in the laboratory. Processing is a key element in quantum
cascade laser development and needs to be addressed carefully. Chapter 5 is the
key chapter in this thesis. In this chapter, several lasers are grown following one
of the design obtained thanks to the program described in chapter 3. Those design
are then carefully analysed and compared to understand better the mechanisms at
plays. Finally, those designs are compared with state of the art designs. The last
two chapters are more focus on improving the quantum cascade laser, once grown.
Chapter 6 demonstrates the resilience of quantum cascade laser to annealing and
even demonstrates improvement of performance for particular annealing tempera-
tures. Those enhanced performance are analysed as an effect of interface roughness
on the gain broadening. Finally, chapter 7 illustrates the concept of wavelength
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tuning of quantum cascade lasers by adding an external cavity with a wavelength
selective element (a reflection grating). This chapter focuses on the development of
a compact external cavity quantum cascade laser as well as its application for spec-
troscopy. It is worth highlighting that this particular laser was also a deliverable for
the project and was tailored following particular specifications.
Résumé
Cette thése de doctorat fait partie du projet MID-Tech, un projet européen qui a
pour but de développer des technologies dans l’infrarouge moyen et des applications
commerciales. La plus grande force de la région de l’infrarouge moyen est de contenir
les spectres d’absorption de nombreuses molécules, région communément nommée
” région des empreintes digitales”. Cette région du spectre électromagnétique est
attractive pour la détection de ces molécules et ouvre la porte à de nombreuses
applications: médicales, télecommunications, défense ou encore contre mesures. La
principale difficulté de la région de l’infrarouge moyen est la détection. La plupart
des détecteurs disponibles pour la région de l’infrarouge moyen ont de mauvaises
performances comparés à ceux du proche infrarouge.
La pierre angulaire de ce projet MID-Tech est la conversion ascendante de pho-
tons, un processus optique non linéaire qui permet de convertir une lumiére de
l’infrarouge moyen en une lumiére dans le proche infrarouge. Le potentiel de cette
technologie est de bénéficier des avantages de la région de l’infrarouge moyen qui
comporte la région des empreintes digitales, mais aussi de l’avantage de la région du
proche infrarouge avec ses meilleurs détecteurs. Le but est donc d’allier les avantages
des deux régions sans leur désavantage.
Pour profiter pleinement du potentiel de cette technologie, il est nécessaire d’avoir
à disposition une grande variété de longueur d’ondes. C’est là que cette thèse de
doctorat entre en jeu. Le laser à cascade quantique a prouvé être la meilleure
technologie pour l’infrarouge moyen grâce à son unique capacité à définir sa longueur
d’onde simplement en changeant la géométrie de sa structure. Le but de cette thèse
de doctorat est d’analyser et de concevoir des nouvelles géométries aussi appellées
”région active du LCQ” au delà des 10 µm. Dans ce but, cette thèse se concentre
d’abord à comprendre les processus clé qui se déroulent dans la région active des
LCQ à longues longueur d’onde au chapitre 2. Ce chapitre explique en détails
les simulations typiques des régions actives et la simulation de courbes courant-
potential et des courbes de gain. Le chapitre 3 se concentre sur la conception des
LCQ. Les points principaux sont la compréhension du processus de gain dans la
région active ainsi que les différents types de régions actives pour obtenir le gain.
Finalement, un programme semi-automatique permettant la conception de région
active est décrit et son utilité est démontré. Le prochain chapitre, chapitre 4 est
ici pour décrire le processus technologique de fabrication de LCQ et pour recueillir
l’expérience acquise au laboratoire durant le doctorat. Le processus téchnologique de
fabrication est un élément clé pour le développement de LCQ et il est important de le
traiter proprement. Le chapitre 5 est le chapitre clé de cette thèse. Dans ce chapitre,
plusieurs lasers sont fabriqués en suivant la recette de fabrication obtenu grâce au
chapitre 3. Ces recettes sont ensuite analysées avec soin et comparées pour mieux
comprendre les méchanismes en jeu. Finalement, ces recettes sont comparées à l’état
de l’art. Les deux derniers chapitres se concentrent plus sur l’amélioration de LCQs,
une fois conçus. Le chapitre 6 demontre la résilience des LCQs au processus de recuit
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et démontre également une amélioration des performances pour des températures
particulières de recuit. Cette amélioration des performances est analysée comme un
effet de la rugosité d’interface sur l’élargissement du gain. Finalement, le chapitre 7
illustre le concept de réglage de la longueur d’onde de LCQ en ajoutant une cavité
externe avec un élément de sélection de longueur d’onde (un réseau de diffraction).
Ce chapitre se concentre sur le developpement d’un LCQ à cavité externe compact
ainsi que sur son application à la spectroscopie. Il est important de préciser que
ce laser est un livrable pour le projet MID-Tech et qu’il a été conçu en suivant un
cahier des charges précis.
Resumen
Esta tesis de doctorado es parte del proyecto MID-Tech, un proyecto Europeo cuyos
objetivo principal es desarollar las tecnoloǵıas del infrarrojo medio y explorar sus
aplicaciones commerciales. La mayor fortaleza de la región del infrarrojo medio
es que contiene el espectro de absorćıon caracteŕıstico el cual es único parar cada
molécula, conocida como la región de ”huella dactilar”. Esta región del espectro
electromagnético es atractiva para la detecćıon e identificaćıon de estas moléculas,
abriendo la puerta a muchas aplicaciones: médicas, telecomunicaciones, defensa o de
nuevo contra medida. La dificuldad principal de la región del infrarrojo media es su
detección. La mayor parte de los detectores disponibles tienen bajos rendimientos en
comparaćıon a los del infrarrojo cercano. La piedra angular del proyecto MID-Tech
es la conversión ascendente de fotones. Un processo óptico no lineal que permite
convertir la luz del infrarrojo medio en luz del infrarrojo cercano. El potencial de
esta tecnoloǵıa es que se beneficia de las ventajas del infrarrojo medio que contiene
la región de huellas dactilares, pero tambien del infrarrojo cercano que permite
utilizar mejores detectores. El objetivo es combinar las ventajas de ambas regiones
excluyendo sus desventajas.
Para beneficiarse completamente del potencial de esta tecnoloǵıa, es necesario
tener disponible una amplia variedad de longitud de onda. Aqúı es donde esta tesis
de doctorado entra en juego. El láser de cascada cuántica (LCC) ha demonstrado
ser la mejor tecnoloǵıa para ser utilizada en el infrarrojo medio, gracias a su habil-
idad única de definir su longitud de onda, simplemente cambiando la geometŕıa de
su estructura. El objetivo de esta tesis de doctorado es analizar y diseñar nuevas
geometŕıas de la ”región activa del LCC” para emitir desde 10 µm. Para tener éxito,
esta tesis abarca la comprensión de los procesos claves que tienen lugar en la región
activa del LCC con longitud de onda larga en el caṕıtulo 2. Este caṕıtulo explica
en detalle las simulaciones t́ıpicas de las regiones activas y la simulación de curvas
corriente-potencial y las curvas de ganancia. El caṕıtulo 3 se enfoca en la concepción
del LCC. Los puntos principales a tener en cuenta en la fabricaćıon para obtener
laseres funcionales, son la comprensión del proceso de ganancia en la región activa
y los diferentes tipos de regiones activas para obtener dicha ganancia. Finalmente,
un programa semi-automática para diseñar la región activa es descrito y al mismo
tiempo su utilidad es demonstrada. El caṕıtulo siguiente, (caṕıtulo 4) comprende
la descripćıon del proceso tecnológico de fabricación de los LCC y incluye la expe-
riencia ganada en el laboratorio durante el doctorado. El proceso tecnológico de
fabricación es un elemento clave para el desarollo del LCC y es importante tratarlo
correctamente. El caṕıtulo 5 es el caṕıtulo clave de esta tesis. Este caṕıtulo muestra
varios LCC que fueron fabricados siguiendo los pasos de la metodoloǵıa explicada
en el caṕıtulo 3. Estas recetas han sido analizadas y comparadas con cuidado para
entender mejor los mecanismos en juego. Finalmente, estas recetas fueron compara-
das con el estado del arte de los LCC. Los dosúltimos caṕıtulos se enfocan más
en la mejora del LCC después de su diseño. El caṕıtulo 6 demuenstra la flexi-
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bilidad del LCC hacia el proceso de recocido y demuestra igualmente una mejora
de los rendimientos para temperaturas especiales de recocido. Esta mejora de los
rendimientos esta analizado como un efecto de aspereza de la interfaz sobre el am-
pliaicón de la ganancia. Finalmente, el caṕıtulo 7 ilustra el concepto de ajuste de
longitud de onda de los LCC con ayuda de una cavidad externa y un elemento de
selección de longitud de onda (red de difracción). Mas adelante, este caṕıtulo se
enfoca en el desarollo de un LCC con cavidad externa compacta y su aplicación en
la espectroscoṕıa. Es importante mencionar que el LCC diseñado y fabricado en esta
tesis esta un entregable del proyeto MID-Tech, por ende, fué construido siguiendo
las especificaciénes definidas en el proyecto.
Zussamenfassung
Diese Dissertation ist ein Teil des MID-Tech-Projekts, einem europäischen Projekt,
dessen Ziel es ist, Mid-Infrarot-Technologien und -Anwendungen für den Markt
zu entwickeln. Die größte Stärke der mittleren Infrarotregion ist das Absorption-
sspektrum vieler Moleküle aufzunehmen, den sogenannten Fingerabdruck-Bereich.
Dieser charakteristische Bereich des Spektrums ist attraktiv für den Nachweis dieser
Moleküle und öffnet die Tür zu vielen Anwendungen in Medizin, Telekommunika-
tion, oder militärischen Bereich. Das aktuelle Hauptproblem der Mid-Infrarot-
Technologie ist die Detektion. Die meisten der für den mittleren Infrarotbereich
verfügbaren Detektoren haben im Vergleich zu ihrem nahen Infrarot-Pendant eine
schlechtere Leistung. Der Grundstein des MID-Tech-Projekts ist die Up-Conversion-
Technologie, ein nichtlinearer optischer Effekt, der mittleres Infrarotlicht in Nahin-
frarotstrahlung umwandelt. Das Potenzial dieser Technologie besteht darin, die
Vorteile der mittleren Infrarotregion, der Fingerabdruckregion sowie die Vorteile
der nahen Infrarotregion mit ihren überlegenen Detektoren zu nutzen. Das Ziel ist
es, die Vorteile beider Regionen, ohne deren Nachteile, zu kombinieren. Um das
Potenzial dieser Technologie auszuschöpfen, ist es notwendig, über eine Vielzahl von
Wellenlängenquellen zu verfügen. An dieser Stelle kommt diese Doktorarbeit ins
Spiel. Der Quantenkaskadenlaser hat sich als die beste Technologie für das mit-
tlere Infrarot erwiesen, da sich seine Emissionswellenläge durch die Änderung seiner
Geometrie einstellen lässt.. Das Ziel dieser Dissertation ist eine neue aktive Regio-
nen für die Mid-Infrarot-Region über 10 µm zu analysieren und zu entwickeln. Zu
diesem Zweck konzentriert sich diese Arbeit in Kapitel 2 zunächst auf das Verständ-
nis der wichtigsten Prozesse, die in der aktiven Region der langen Wellenlänge des
Quantenkaskadenlasers auftreten. In diesem Kapitel werden die typischen Simula-
tionen des aktiven Bereichs und die Simulationen von Intensitäts-Spannungskurven
und Verstärkungskurven ausführlich erläutert. Das Kapitel 3 konzentriert sich auf
das Design von Quantenkaskadenlasern. Die Hauptpunkte sind das Verständnis des
Verstärkungsprozesses in einer aktiven Region sowie die verschiedenen Arten von ak-
tiven Regionen. Schließlich wird ein halbautomatisches Programm beschrieben, das
es ermöglicht, aktive Bereiche zu entwerfen und dessen Nützlichkeit wird dargelegt.
Das nächste Kapitel, Kapitel 4 behandelt den technologischen Prozess des Quan-
tenkaskadenlasers und beinhaltet die Erfahrungen, welche im Zeitraum dieser Dok-
torarbeit mit ihm im Labor gesammelt wurden. Ein Schlüsselelement ist die En-
twicklung und Verarbeitung des Quantenkaskadenlasers und muss sorgfältig behan-
delt werden. Kapitel 5 ist das Schlüsselkapitel dieser Arbeit. In diesem Kapitel
werden mehrere Laser nach unterschiedlichen Designs entwickelt, die mit Hilfe des
im Kapitel 3 beschriebenen Programms erhalten wurden. Diese Designs werden dann
sorgfältig analysiert und verglichen, um die grundlegenden Mechanismen besser zu
verstehen. Schließlich werden diese Entwürfe mit dem Stand der Technik verglichen.
Die letzten beiden Kapitel konzentrieren sich mehr auf die Verbesserung des einmal
gewachsenen Quantenkaskadenlasers. Kapitel 6 zeigt die Widerstandsfähigkeit des
vii
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Quantenkaskadenlasers beim Glühen und zeigt sogar eine Leistungssteigerung bei
bestimmten Glühtemperaturen. Diese Leistungssteigerungen werden als Einfluss der
Schnittstellenrauhigkeit auf die Verstärkungsverbreiterung angesehen. Schließlich
veranschaulicht das Kapitel 7 das Konzept der Wellenlängenabstimmung von Quan-
tenkaskadenlasern durch Hinzufügen eines externen Hohlraums mit einem wellenlän-
genselektiven Element (einem Reflexionsgitter). Dieses Kapitel konzentriert sich auf
die Entwicklung eines kompakten Quantenkaskadenlasers mit externem Resonator
sowie dessen Anwendung für die Spektroskopie. In dieser Arbeit konnte gezeigt
werden, dass ein Quantenkaskadenlaser mit seinen besonderen Spezifikationen und
Eigenschaften dargestellt werden kann.
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and ultimately my wife, Caterin, for her unconditional support and understanding







I cannot start this thesis without mentioning the range of interest in the electro-
magnetic spectrum for our laser. This spectrum can be expressed with several units:




[eV]), frequency ( c
λ
[Hz])
where h is the Planck constant. An example of equivalent is the following:
10 µm⇔ 1000 cm−1 ⇔ 124 meV⇔ 30 THz (1.1)
The electromagnetic spectrum is represented on figure 1.1, in the wavelength unit.
It is obvious that the values represented on figure 1.1 do not represent exact
numbers which should be taken literally, but are instead, a guideline of typical values
of wavelengths. Visible light extends from 400 nm to 700 nm, from violet to red, from
more energetic photons to less energetic photons. Above the visible range goes the
infrared region. This region can be defined very differently depending on the science
field involved (i.e. astrophysic). To keep it simple, in our field of III-V intersubband
semiconductor lasers, we shall consider first a near infrared region, above the visible,
and stopping typically where most common Quantum Cascade Laser (QCL) start
to emit. The region of emission of QCL is denoted as mid-infrared (MIR) region
which will be our region of concern for this thesis. I indicated the reststrahlen band
(highlighted in orange on figure 1.1, which is a forbidden emission band for QCL
based on III-V materials. The reason for this band will be addressed in chapter
3. Above the reststrahlen band lies the THz QCL range. QCL emission is possible
again in this wavelength range. We named it differently because QCL on this region
have different properties and characteristics than the one from the MIR section.
Figure 1.1: Electromagnetic spectrum.
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Above the THz region is the domain of radiofrequencies.
1.2 QCL from invention to state of the art
QCL has been theorised more than 20 years before its invention. The concept
of amplification of light was first thought by Kazarinov and Suri in two articles,
reference [1] and [2] in the early 1970, explaining the possibilities of electromagnetic
wave amplification through a superlattice. Semiconductor lasers such as diode laser
were demonstrated for the first time by two independent groups and published in
early 1962 [3] and [4]. The first QCL, however, was built for the first time in 1994
by Faist, Capasso, Sivco, Sirtori, Hutchinson and Cho [5]. The last author, Cho, is
the father of the Molecular Beam Epitaxy system. System used nowadays for most
QCL growth.
Thirty years separate the invention of the diode laser with the invention of the
QCL mainly because of the severely high growth requirement of the QCL active
region. Indeed, in some active region design, some layers have to be one monoatomic
layer thick, pushing the growth system to its limit. The first QCL had modest
(compared to now) characteristics: it was emitting at 4.26 µm, in pulsed mode, for
a maximal operating temperature of 90 K, but it was the very first observation and
from there, the progress went fast.
In 1994, the same year, Sirtori (in the same group as Faist) demonstrated THz
radiation through difference frequency generation [6], paving the way towards THz
QCL. We only had to wait one year for Sirtori to demonstrate the ability of tai-
loring the active region of QCL at different wavelengths with a new QCL emitting
between 8 and 9 µm [7]. He also took the opportunity to raise the maximal oper-
ating temperature up to 160 K. The same year, Sirtori also demonstrated the first
continuous wave (CW) QCL emitting at 8.15 µm [8]. In 1996, the first room temper-
ature, pulsed QCL was created, again by the same group [9]. Further improvements
or adds-on were also demonstrated in the following years, such as CW distributed
feedback QCL in 1998 [10] or buried heterostructure [11] to improve heat extraction,
an important stepping stone toward room temperature CW-QCL. It is also worth
mentioning strain compensated active region to reach lower emission wavelength [12]
or dual wavelength emission from a single active region [13]. In 2002, finally, combin-
ing the knowledge used in designing waveguide and improving the threshold current
sensitivity to temperature, the first continuous wave, room temperature QCL was
demonstrated by the group of Faist [14].
The race towards long wavelength QCL started as soon as the first QCL was
demonstrated. In 1998, Scamarcio reported a 11 µmQCL [15] and in 1999, Tredicucci
achieved 17 µm [16] and then 19 µm [17] in 2000. Colombelli from the group of
Gmachl got the record for a while at 24 µm in 2001 [18] which was let untouched
before being barely beaten by the group of Faist with 24.4 µm [19] in 2014. This
last article is also interesting for the fact that it explore the limitation in terms of
wavelength achievable using III-V materials.
However, such long wavelength were complicated to use, since they had very low
power and worked, for most, only at liquid Helium temperature. In 2002, a double
metal waveguide 19 µm QCL was demonstrated [20]. Using an InAs substrate, the
group of Baranov managed to achieve room temperature operation of a 20 µm QCL
[21] in 2015, record which is still held now. From then, many authors published their
own long wavelength QCL, usually improving on the precedent version. Razeghi
published a 11 µm QCL [22] working at 425K. The group of Faist published a room
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temperature QCL at 16 µm [23] which Razeghi reused with a different waveguide [24]
in 2017. Gmachl’s group reported one at 14 µm [25]. A japanese group published
also a 15 µm with high tolerance to temperature increase in 2010 [26]. In 2007,
the group of Capasso published a 19 µm QCL grown with MOCVD [27]. Using
GaAs/AlGaAs based QCL, a group in Wien demonstrated 15 µm and 23 µm [28].
The same group published also results of Al-free QCL [29].
From the application point of view, as early as 2001, free space communication
was already demonstrated over 70 m [30] and 350 m [31] using QCL. Nowadays,
Gbit transfer through free space has been demonstrated [32]. However, spectroscopic
applications are the most numerous of all, thanks to the molecular footprint region
of emission of QCL. Indeed, most of the molecules have absorption features in the
MIR region, precisely at the range of emission of QCL, which makes QCL a powerful
technology to study those molecules. Tunable QCL were developed to be able to scan
through those absorption lines, either External cavity QCL(EC-QCL) or Distributed
feedback QCL (DFB QCL). For example, detection of volatile organic compound
(VOC) [33] was done with an EC-QCL in pulsed mode. In combination with a
photoacoustic cell, an EC-QCL was demonstrated performing trace gas detection
[34]. The most common gas detected using either DFB QCL or EC QCL are methane
[35, 36, 37, 38, 39] (and its different istotope [40]), water vapour [35, 37], acetone
[41], carbon monoxide [42, 43], carbon dioxide [44], nitrous oxide [37, 45, 46, 47],
nitric oxide [37, 48, 49][50], nitrogen dioxide[48], ozone [51], ammonia [52, 53] and
SF6 [54]. But also more complex molecules such as alcohols [55, 56] or Dinitrogen
pentoxide of formula N2O5 [57], acethylene [46], sulfuryl fluoride[58] and dimethyl
sulfide [59].
QCL can also be used to assess the kinetic of chemical reaction [60, 61].
QCL has also been used for imaging applications, such as imaging of biopsy
tissues [62, 63] to help cancer diagnosis [62]. QCL is also used in cancer detec-
tion and classification on histology section [64]. Breast cancer histology section are
particularly looked after [65, 66, 67]. Spectroscopy of single cancer cell has been re-
cently demonstrated [68] opening more paths for QCL in the medical domain. More
generally, the importance of IR microscopy in histopathology is growing against
the traditional FTIR measurement[69]. In that regard QCL-based imaging is often
compared to FTIR as the technology develops further [70]. The main advantage of
QCL-based imaging system are the high power source used for better signal to noise
ration, a larger field of view as well as a faster frequency tuning speed. Companies
such as Daylight solutions are spearheaded the market by already providing QCL-
based products for imaging.
QCL applications also include defense applications. It was demonstrated to
detect explosives and industrial compounds using photoacoustic detection [71]. The
author of this article [72] uses an array of DBR-QCL for detecting explosives, while
this one [73] uses dual comb spectroscopy with two frequency comb QCLs. Chemical
warfare agent detection such as VX and mustard gas has also been demonstrated
using a portable laser array of QCLs [74]. Other application include also infrared
countermeasure currently under developpement [75].
The most recent, fast growing and exciting capability of QCL is without a doubt
frequency comb. Frequency comb QCL is all the rage nowadays for QCL spec-
troscopy, due to its inherent much faster spectral acquisition than traditional tech-
niques. First demonstrated by Hugi in the MIR range in 2012 [76], more work
followed in the MIR [77, 78] and in the THz range [79, 80]. Using two frequency
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combs created by two QCLs, the dual comb spectroscopy mentioned earlier is show-
ing great capability for spectroscopic application [81] and was for example used to
measure bromomethane and Freon [82]. On the biology field, bovine milk proteins
detection was also demonstrated with EC-QCL [83]. Glucose detection is also un-
der research with the help of QCL for the ultimate goal of performing non invasive
measurements [84], which could be seen as the killer application for QCL.
1.3 Basic principles of Quantum Cascade Laser
1.3.1 A Laser
The QCL is a unipolar semiconductor device, meaning that only one type of carrier
is used. In the case of QCL, only the conduction band of the materials is used,
hence only the electrons are used, not the holes. Researcher has been trying to use
the valence band of the materials and holes to make QCL as well, but so far the
results are just at the experimental state (see for example [85]). Even though the
QCL working principle will be more deeply analysed in this thesis, I want to briefly
introduce and explain the underlying principles in this section.
The QCL is a light emitting device and as its name implies: it is a laser, meaning it
will amplify light through stimulated emission. In order to obtain a laser one need
to fulfil specific requirements:
• Optical Resonator. An optical resonator is a cavity where a light field will
be oscillating at certain frequencies.
• Population inversion. Energetic levels are said to be populated when they
have electrons at those energies. Usually, lower energetic levels tend to be less
populated than higher energetic one. A population inversion occurs when the
higher level is more populated than the lower one.
If a population inversion inside an optical resonator, can be maintained then
lasing is achieved. Electrons in the upper level will naturally relax through spon-
taneous emission to the lower level emitting a photon. This photon, once in the
resonator will oscillate and create an identical photon (same energy, same direction
of emission) through stimulated emission inducing a second electron to go down to
the lower level. Those two photons will undergo the same process, producing four
photons, then eight etc. The quantum cascade laser is not different than that. In a
QCL, the facets of the chips act as optical resonator and the active region provides
the inverted population.
1.3.2 A complex structure...
The first reaction when encountering the picture of the conduction band offset of
the core active region of a QCL is that it is a complicated structure. A typical active
region is often represented like on figure 1.2.
More precisely, we are only representing one period of the active region. The
active region is usually made of tens or hundreds of those identical periods, one
after the other. The underlying structure in black is the conduction band offset
formed by the layers of III-V ternary alloy typically used for QCL active region.
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Figure 1.2: The conduction band offset of one period of a QCL active region
reproduced from [18]. The barriers are made of In0.52Al0.48As and the wells of
In0.53Ga0.47As. The conduction band offset of the materials is in black. Bold wave-
functions represent upper and lower levels. The applied electric field is 15 kV/cm.
The constant tilt visible is due to the applied electric field, used to align the levels.
This conduction band offset forms a series of quantum wells and quantum barriers
where energy levels are localised. Those energy levels are usually represented with
their associated wavefunctions Ψn (the square modulus is represented on figure 1.2)





Ψn(z) + V (z)Ψn(z) = EnΨn(z) (1.2)
where V is the conduction band offset seen on figure 1.2. m is the mass of the
electron and ~ is the reduced Planck constant. The solutions are the couples energy-
wavefunction En,Ψn which are represented by |Ψn|2 at energy En on figure 1.2.
...but versatile
While the overall structure of a QCL is complex, the core mechanism of it is actually
easier to explain. It is often said that the QCL is very versatile because its emission
wavelength can be engineered simply by design. The basic principle is represented
on figure 1.3.
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Figure 1.3: Two different quantum wells, created by InGaAs and InAlAs and two
different emitting wavelengths. E1 and E2 represent the energy of the upper and
lower level.
As seen on figure 1.3, by merely changing the thickness of the quantum well, the
localised energy levels (E1 and E2) inside the quantum well will get closer or further
away, thus providing a different energy separation. This energy separation will be
the energy of the emitted photon (λ1 or λ2). Since the energy and the wavelength
are linked by E2 −E1 = hcλ (h and c are the Planck constant and the speed of light
in vacuum), shorter difference of energy means emission of a photon with longer
wavelength, while a larger energy difference will translate into a shorter wavelength
phonon.
1.3.3 A gain medium
The active region of a QCL is the gain medium of the laser, this is where the material
will experience gain for particular wavelength. The gain is directly proportional to
the population difference between the upper and lower laser, therefore a positive gain
means an inversion of population while a negative gain simply represents absorption.
Practically, in order to provide the inverted population, or the gain, it is necessary
to use more than two levels. Typical inversion of population in QCL active region
requires 3, 4 energy levels or more. As an example, figure 1.4 shows a typical
inversion population in QCL.
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(a) Four levels population inversion scheme.
(b) Population inversion scheme in QCL
Figure 1.4: Mechanism of population inversion shown in (a) schematic way and (b)
In periods of a QCL active region. The population inversion occurs between the
upper (blue) and the lower (red) level in both cases.
By looking first at figure 1.4a, one can see that the injector level (I1) is the one
providing electrons to the upper level (U1), while the lower level (L1) is depopulated
through an even lower level (I2). I1, U1 and L1 represent the first period. The
level, I2, introduces a second period, identical to the first one. The upper level of
the second period U2 is also represented. The electrons are basically recycled from
one period to the next, since after arriving to the lower level (L1), they are readily
available for populating the upper level of the next period.
This coupled effect of both injection of the upper level and depopulation of the
lower level leads to the population inversion. Figure 1.4b represents the equivalent
of figure 1.4a but for a QCL. The conduction band is visible, as well as the energy
levels represented by their wavefunctions. The principle is the same. The only
difference is the depopulation scheme which introduces many intermediate levels (in
thin lines) between the lower level ( bold red) and the next injector (bold green).
Those intermediate levels are used to ensure an optimal and fast depopulation. The
electrons are cascading along the active region from identical periods to another one.
This shows the cascading effect responsible for the expression of ”quantum cascade”
in the QCL name.
1.4 Project MID-Tech
The MID-Tech project is one of the many projects in the HORIZON 2020 program,
the largest research and innovation program of the European Union. The target
of HORIZON 2020 is to export the ideas from the research world to the market.
As part of this program, the core of the MID-Tech project is to develop several
technologies in the MIR region (≈ 3 − 25 µm). The main technology feature is
a new detection system of MIR radiation through up-conversion of the MIR light
into near-infrared radiation. The key point here is that we have extremely efficient
detectors such as silicon based, InGaAs based or MCT (Mercury cadmium telluride)
based in the near-infrared (NIR) region, whereas in the MIR part of spectrum, the
detectors perform very poorly (typically, a hundred time less signal to noise ratio)
8 CHAPTER 1. INTRODUCTION
and they usually need to be cooled to achieve such performance.
The up-conversion mechanism uses the non-linearity of a crystal to mix the laser
radiation in the MIR that we want to detect of wavelength λIR and wavevector kIR
with a ”seed” laser of wavelength λs and wavevector ks. It results in the creation of
a third radiation in the NIR of wavelength λNIR and wavevector kNIR, provided the







kIR + ks = kNIR
(1.3)
where the two equations represent the conservation of energy and momentum of the
radiations respectively. As an example of energy conservation, a QCL emitting at
λIR = 13 µm, with the help of a λs = 1064 nm laser, can be upconverted using a
non-linear crystal into a λIR = 984 nm radiation, which can be detected efficiently
using a silicon detector.
Coupling upconversion based detection and MIR laser operating in the finger-
print region of molecules provide a powerful system able to measure extremely low
concentration of molecules (parts per billion range). Initially experimented in 2005
for QCL [86], more work has been pursued since then due to the availability of new
non-linear crystal such as AgGaS2 [87]. In particular, the university of DTU (Tech-
nical University of Denmark) has been successfully demonstrating upconversion for
several wavelength [88, 89, 90] and created a spin-off, NLIR, dedicated to bring those
research into the market.
For the MIR range, QCL is a technology of choice since these lasers are the most
widely used lasers emitting in the MIR region up to the THz region. OPO (Optical
Parametric Oscillator) is also an alternative to QCL with advantages and drawbacks.
Their wavelength ranges are still more limited than QCL, they are bulkier and
more expensive. However OPO can be operated from femtosecond pulsed mode to
continuous wave operation and offer in general more power than QCL. Therefore,
the question which one to choose is a matter of applications and needs.
Early Stage Researcher 10
Under the supervision of professor W.Ted Masselink, head of the FET group (Ele-
mentaranregungen und Transport in Festkörpern) in the department of physics at
the Humboldt University of Berlin, the Early Stage Researcher 10 project is to inves-
tigate new active region designs for QCL in the long wavelength range from 10 µm
to 25 µm. The literature describing QCL with a wavelength from 10 to 25 µm is
rather scarce, especially above 14 µm and most of their authors do not mention their
process for designing the active region. No real usage of QCL emitting above 16 µm
(not included THz QCL) has been reported or investigated so far.
The main task for this PhD thesis is to create tools for designing and simulat-
ing QCL active region, essential prerequisite for designing QCL. I will tackle the
simulations requirements and tools in chapter 2 before introducing the design of
active region in chapter 3. In the following chapter, chapter 4, I will discuss the
processing steps to create a QCL chip, while focusing on little-known or important
aspects of this processing. Chapter 5 will be the cornerstone of this thesis, where I
will be deeply analysing and comparing active regions of long-wavelength QCL. For
more applications and results, chapter 6 will demonstrate ways of improving QCL
performance through annealing. Finally, chapter 7 will demonstrate a way of tuning
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our QCL chip using an external cavity for spectroscopy applications. This chapter
will also focus on key elements in external cavity conception, such as anti reflection
coating.
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Chapter 2
QCL simulations
This chapter is focusing on QCL simulations and not on QCL design. We con-
sider having already an active region designed and that we are only interested in
the evaluation of its performance by the means of simulations. Such simulations
include, active region, electrons transport, gain behaviour for the active region and
waveguide. The common point of all those simulations except waveguide simulation
is that they rely on the knowledge of the active region wavefunctions and electron
distribution to be performed. In that sense, waveguide simulation is different since,
it does not rely on the band structure knowledge of the active region but only on its
optical characteristics. This chapter is dealing with the simulations linked with the
active region and the waveguide is kept for chapter 3 since this simulation is directly
linked with the design approach.
The traditional way to start describing active region simulations is with the
resolution of the Schrödinger equation for a given potential in order to establish
the energies of the subbands and the associated wavefunctions. While it seems
to be the most pertinent way of explaining it, it is in this case the less relevant,
and the reason why this calculation is differed is explained in section 2.2.2. It is
therefore considered that the structure has been simulated already and that the
energies and wavefunctions are known. To obtain the electrons distribution among
the subbands, it is necessary to understand the mechanisms that allows transfer
of electrons between subbands, also known as intersubband or intrasubband
scattering.
2.1 Subband Scattering
2.1.1 Intersubband and intrasubband scatterings
The QCL being an unipolar device, usually electrons, as mentioned in chapter 1, the
conduction bands is the band of interest. As mentioned, it is theoretically possible
to make a QCL using the valence band but the attempt are still at the early stages
so in this thesis only the conduction band is considered in the following. A system
composed of at least one quantum well (QW) and of at least two quantum barriers
(QBs) naturally gives rise to electronics subbands. Those subbands whose energies
are properly defined by the Schrödinger equation appears because of quantisation
principles, which does not allow electrons to take any value of energies. A QW
possess from zero to an infinity of those levels. In practical cases in a QCL structure,
a QCL gives rise to one or a few energy levels per QW.
Intersubband scattering is defined as every scattering mechanism which act upon
11
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the population densities of two different subbands that is not spontaneous nor stim-
ulated emission. Intrasubband scattering comprehends every scattering that act
from one subband on itself which does not alter its population density. Figure 2.1
represents the most common type of intersubband scattering encountered in QCL.
Figure 2.1: Intersubband scattering between two subbands belonging to the conduc-
tion band in the (energy,k-space) domain. The subbands, in blue, are represented as






the reduced Planck constant. kx and ky are the wavevectors in the x and y direction
respectively.
In the case of electron-electron scattering, both arrows represents one scattering
event and cannot be considered independentlw. The effect of the electron-electron
scattering represented is to transfer one electron from the top subband to the lower
one while at the same time another electron is sent higher in energy in the upper
subband. Interface roughness scattering has the particularity to be an elastic scat-
tering with no energy change for the electron while ELO phonon scattering is not
and involve the absorption or emission of a phonon. Figure 2.2 represents some typ-
ical intrasubband scattering events. Again interface roughness and electron-electron
scattering are present. Other elastic processes include impurities scattering and alloy
disorder, not represented on this figure but discussed in section 2.1.5 and 2.1.5.
Typically, intrasubband scatterings have a much faster transition rate than in-
tersubband scatterings [91]. Therefore it is commonly considered that the subband
will relax its population distribution through intrasubband scattering much faster
than intersubband scatterings. This is a good approximation that allow to consider
each subband in thermal equilibrium, with its population density defined by the
Fermi-Dirac statistics before even considering intersubband scatterings.
Figure 2.2: Typical intrasubband scattering between one subband in (energy,k-
space). Three electron-acoustic phonon process are shown, illustrating the relax-
ation process inside a subband for example. A single electron-electron scattering
process is illustrated here.
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2.1.2 Fermi golden rules and other hypothesis
The standard formula used in general to calculate intersubband and intrasubband
scattering rates is the so-called Fermi golden rule. This rule, originally derived by
Dirac [92] is extremely useful for the calculation of scattering rates. The formula is
quickly derived showing the main step for the reader to get an understanding about
its origin. A large part of this explanation is derived from Harrison’s work [93].
A scattering is considered as a perturbation in an otherwise stable, unperturbed
system. The system is characterised by its unperturbed Hamiltonian, H0. In our
case, it is the conduction band offset forming the QW and the QB. A scattering
caused by, for example, a ionised impurity can be seen as an extra hamiltonian in the
Schrödinger representing the perturbation H
′
. The total hamiltonian of the system
thus is H = H0 + H
′
. The solution of the unperturbed hamiltonian are known as
the wavefunctions φj (eigenvectors) associated with their energies Ej (eigenvalues).
To calculate a rate (per second or hertz) of transitions between two levels, the





where Etoti describes the total energy of the electrons, including the kinetic energy.
The time-dependent Schrödinger equation is simply written as:




Since the wavefunctions φj calculated through the unperturbed hamiltonian forms






with cj(t) being the weighting coefficient. It is important to point out that |cj(t)|2
describes the probability of finding the system in state φj. Since the sum of proba-
bility must equal to one, another relation is
∑
j |cj(t)|
2 = 1. By injecting equation
2.3 into 2.2 and knowing that φj are solutions of the unperturbed hamiltonian, in










From there, the probability of reaching a final state φf can be calculated by
multiplying 2.4 by its complex conjugate:∑
j
cj(t) 〈φf (t)|H





〈φf (t)|φj(t)〉 . (2.5)
Equation 2.5 is equivalent to the Schrödinger equation. So far, no hypothesis
has been made. However, one approximation is made at this point. Using the
orthonormality of the eigenstate 〈φf |φj〉 = δjf and considering the perturbation
hamiltonian as weak compared to the unperturbed one, only the j term in the left












14 CHAPTER 2. QCL SIMULATIONS
What is interesting is now to calculate |cf (t)|2 since it represents the probability
of electron occupancy of state f starting from state i. For this purpose, equation 2.6
is integrated and then the modulo square of it is taken, leading to :
|cf (t)|2 =








Here again, in equation 2.7 a second hypothesis was made. The transition rate
is considered small and therefore the final state is considered as empty before the
scattering event (which is never the case practically):





, appearing also in equation 2.7.
This equation oscillates with energy and with larger oscillation near energy 0 for
increasing time, in the same fashion as a delta distribution. This means that for





∣∣∣〈φf |H ′ |φj〉∣∣∣2tδ (Etotf − Etotj ) (2.8)
In equation 2.8, the probability linearly increases with time, which means that the







∣∣∣〈φf |H ′ |φj〉∣∣∣2δ (Etotf − Etotj ) . (2.9)
Equation 2.9 is commonly called Fermi’s golden rule for static perturbation. In
the case of sinusoidal perturbations such as the scattering of electrons with





∣∣∣〈φf |H ′ |φj〉∣∣∣2δ (Etotf − Etotj ± ~ω) . (2.10)
where the minus sign represents absorption and the plus sign represents emission of
a phonon.
These two equations 2.9 and 2.10 are the key point of all scattering calculations
that are performed. These equations are the essential building block to all scattering
rate based simulations in general and to our model in particular. See for example
[95] for a mid-infrared QCL simulation based on rate equation.
The particular case of 2D carriers
In the case of two-dimensional carriers, it is possible to simplify equation 2.9 into a
more useful form. The total energy of the state can be written as:




where ki is the wavevector of the state, Ei the energy at the bottom of the subband
and m∗ the effective mass of the electron.
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valid for kα real, where kα is a general final wavevector in the final state. It is







with kn being the roots of f. In our case for static perturbation f is f : k 7→
Ef − Ej + ~
2
2m∗









δ(kα − kf ). (2.14)




∣∣∣〈φf |H ′ |φj〉∣∣∣2δ(kf − kα) (2.15)
What is left is to integrate equation 2.15 over all possible final states kα and to






∣∣∣〈φf |H ′ |φj〉∣∣∣2dθ, (2.16)
valid for real values of kf .
A
2π
is the area occupied by each state. This expression
is much simpler since the delta function does not appear in the expression. Since
electrons localised in QWs are considered as 2D carriers, equation 2.16 is the one
used in the next paragraphs to calculate the scattering rate of electrons in QWs.
Averaging over electrons distribution
Now that the basic expression for the scattering rate has been derived, it is possible
to improve it by considering the population distribution in the initial and final
subband after scattering. The underlying reason is that the initial subband needs to
have an electron present and the final subband needs to have space to receive it for
the scattering to occur. This translate into the following average formula provided
you know Wij(ki) for any ki :
Wif =
∫
fd(ki)Wif (ki)(1− fd(kf )kidki∫
Wif (ki)kidki
, (2.17)
where fd is the Fermi-Dirac statistics fd(E) = (exp(
E−µ
kbT
) + 1)−1 and µ is the chem-
ical potential. This formula can be applied for any kind of scattering event without
restriction. It simply takes into account the distribution of electrons into the sub-
bands to obtain the average value of the scattering and does not depend on the type
of intersubband scattering. It will be particularly useful for phonons scattering.
2.1.3 Interface roughness scattering and its mysteries
First we will get an historical view of the derivation of the theory of Interface Rough-
ness Scattering (IFR) that is used today since there are many misconceptions about
it and the meaning of the formulas. Hopefully, this section will help to clear them
up. The first theory starts all the way back to the early seventies (1973) with Cheng
[96] who calculated the relaxation time of electrons in silicon inversion layer. He
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introduces the parameters ∆ and Λ for the height of the roughness and the lateral
spatial decay rate respectively (noted L in the original article) such that the height









Typical values of Λ are between 5 and 7 nm [97] while ∆ is usually one monoatomic
height. Later in 1974, Matsumoto did the same in MOS (Metal Oxide Semiconduc-
tor) inversion layer [98]. The same theory is still used today. Then this theory is
reused by Ando in 1977 [99] with his theoretical work on the interface Si/SiO2 as
well as a few years later in 1985 [100] with a theoretical work on interface roughness.
In 1987, Sakaki introduced a work focused on QW. This work was prolonged in 2001
[101] and 2003 [102] with Unuma who calculated intrasubband and intersubband
absorption in QW using the same theory. Unuma gave a more usable expression of
the interface roughness scattering for interfaces. This result is quickly derived be-
low, following Harrison [93] who generalised the calculation by considering a diffuse
interface.
An interface of height V0 is considered. The actual interface is smeared by
diffusion of atoms of the surrounding layers. The interface is therefore characterised
using a lower z = zL and higher z = zH value of the z-axis corresponding to the
limits of diffusion. The perturbating hamiltonian HIFR represents the variations in
potential seen by an electron in this region:
HIFR =
{
V (z −∆(r))− V (z) ≈ −∆(r)dV (z)
dz
, zL ≤ z ≤ zH
0, otherwise
(2.19)
the approximation done in equation 2.19 is only valid because of the narrow bump
∆z(r).

















Combining equations 2.20 and 2.18 consists in calculating the Fourier transform












with q = k2i + k
2
f − 2kikfcos(θ). Then, equation 2.16 and 2.22 are reused to obtain
the final intersubband scattering rate due to interface roughness scattering for
an electron in subband i with a wavevector ki going to a final subband f :
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where equation 2.23 is only valid for real values of kf .
A similar formula developped by Unuma [101] exists for intrasubband scat-
tering, expressing the linewidth broadening caused by two concurrent intrasubband
scatterings in two different subbands. This expression reads:












with q̃2 = 2k2i (1 − cos(θ)). The two differences with respect to the intersubband
case are the different prefactor and the different exchange wavevector. Before going
further, one can notice that intrasubband scattering is much stronger than intersub-
band scattering for standard values of effective mass, due to the smaller q exchanged
as seen on figure 2.3
Figure 2.3: Comparaison of intersubband and intrasubband transition for interface
roughness scattering.
Intrasubband scattering through interface roughness scattering is generally con-
sidered to be the main source of homogeneous broadening for the gain in QCLs
[103].













where all the interfaces are summed up. ckl represents the correlation between
interface k and l. If all the interfaces are uncorrelated, it simplifies in ckl = δkl,
and equation 2.25 becomes a single sum over the interfaces. An important point to
highlight is that Tsujino’s formula is only valid for qΛ 1, which explains why we








dθ ≈ π (2.26)
The validity of this assumption is verified next for different cases. Typical value of
Λ are in the order of 6 nm as mentioned earlier. For the assumption to be valid, it
requires q̃  1/Λ = 0.17 nm−1. In the case of intersubband scattering, this value is
obtained for electrons whose in plane energy is smaller than ~2q̃2/(2m) 0.5 meV.
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In the case of intersubband transitions, it will be valid only for resonant transition
such as injector-upper level transition. This approximation is therefore not valid
in most cases and should only be used for intrasubband scattering and resonant
transitions.
The formula established by Tsujino was then used by other authors such as
Kurghin [105] or Semtsiv [106] with little to no modification.
Finally, I want to highlight the fact that the broadening created by interface
roughness scattering is due to concurrent intrasubband scatterings in two levels,
inducing the energy broadening of the transition between those two levels. The IFR
intersubband transition rate exists but is much weaker as demonstrated because of
the large q.
2.1.4 Longitudinal Optical Phonon scattering
The main scattering mechanism in quantum cascade laser is undeniably the Lon-
gitudinal optical phonon (LO-phonon) scattering with electron. This scattering is
used to calculate lifetimes, therefore rate based equation simulation program relies
heavily on it. Because of this tremendous importance, it is necessary to calculate
as accurately as possible the scattering rates. A small inaccuracy in the calculation
can trigger a huge difference on the simulated characteristics of the QCL. On figure
2.4, the sketch of the phonon dispersion curves is represented showing the differ-
ent phonons branches: TO, LO, Transverse Acoustic (TA), Longitudinal Acoustic
(LA). Actual measurements of phonon dispersion curves as well as simulations can
be found on reference [107] for Gallium Arsenide (GaAs) and reference [108] for
silicon and germanium.
Figure 2.4: Sketch of the phonons branches (LO, TO, LA, TA) in GaAs along the
principal directions in k-space (X, Σ, Γ, Λ and L). Inspired by reference [107].
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Figure 2.4 emphasizes on the flatness of the LO branch around the Γ point.
This particularity is used later to simplify the calculation. Equation 2.10 is used
when calculating the scattering rate because the scattering event between electrons
and phonon is a sinusoidal perturbation. An extensive derivation is performed by
Harisson in his book [93]. The complete derivation is rather long and tedious,
therefore, this section focuses simply on obtaining the perturbating hamiltonian as
well as the final formula.
The occupation number of phonons is considered first. Since phonons are bosons,







Equation 2.27 represents the number of phonons of energy ~ω at temperature T.
In order to derive the interaction hamiltonian, the wave-like nature of longitudinal
optical phonons is considered. They have a frequency of oscillation ω as well as a
wavevector k. The oscillating potential created by the phonon can be represented
with:
φ(r) = c(k)e−ik.r, (2.28)
where r is the position. In order to express the proportional constant c, the phonon




where the phonon is assumed to be dispersionless around the Γ point. That is a
good approximation for LO-Phonon as mentioned earlier. Ω is the volume of the







where ε∞ and εs are respectively the high and low frequency permitivities.
Once the normalisation is done, it is therefore simple to calculate the interaction
















After obtaining the hamiltonian, what remains is to inject it into equation 2.16.
Since this step is purely mathematical without physical insight, the calculation can
be skipped up to the final scattering formula. The derivation is long and cumbersome
and is very well explained in Harisson’s book [93] for the interested reader. The final
transition rate between an electron in subband i of energy Ei with wavevector ki to
























where ∆ = Ef − Ei ∓ ~ω (upper sign of ∓ symbolises absorption and the lower
represents emission). Θ is the Heaviside function which is equal to 1 if its argument
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is positive and 0 otherwise. Kz is the z component of the phonon wavevector. Γ is
























This form factor is key to determine how strong will be the transition. It is similar
to the dipole matrix element, if not for the dephasing time. The rest of the formula
of the scattering rate is only dependent on the properties of the materials, energies
and wavevectors of the electrons.
Screening length
Following again the approach of Harrison, one can improve on the formula by intro-
ducing a screening length introduced for the first time by S.H Park [109]. The idea
behind it is to realise that many charges in semiconductors are present and oppose
the change in the electric field created by the electron-LO phonon interaction. To
simply implement this screening, one just need to replace every Kz in equation 2.32

















where the sum is performed on every subband j. λs has the dimension of a length.
It represents the length where the screening is applied around the electrons. Typical
computational values for λs range in a few nanometers. Based on experimenting
with simulations, the screening will reduce the calculated scattering rate up to a
factor of 2. It is an important consideraton as it allows more accurate simulations.
In the end, typical scattering times of electrons from the upper to the lower level in
a QW in on the order of the picosecond.
2.1.5 Other scattering mechanisms
Other scattering mechanisms take place inside a QCL active region. Even though
they have less impact on QCL performance that the two we mentioned previously
they are still present. We will introduce them briefly in this section.
Acoustic phonon scattering
Computing scattering of electrons by acoustic phonon is similar as computing the
scattering of electrons with longitudinal optical phonons. The only difference is
that the energy of an acoustic phonons depends linearly with its wavevector, as
shown on typical phonon dispersion curves (figure 2.4) while LO phonon energy are
typically assumed to be constant. Technically, exactly at the zone center the de-
generation should be lifted between LO and TO phonon since we cannot distinguish
a longitudinal wave from a transversal one for an infinite period of oscillation (so
k=0). Scattering of electrons by acoustic phonons in a quantum well leads to very
2.1. SUBBAND SCATTERING 21
long lifetime (several tens of ps) [110], which makes them negligeable compared to
LO-phonon scattering.
Impurities scattering
Impurities scattering is probably the most intuitive scattering event to understand
since they comes into mind as soon as a non perfect crystal is analysed. The im-
purity introduced into the crystal breaks its symmetry and introduces a scattering
potential. Using the perturbation approach of the Fermi’s golden rule, the scatter-
ing rate due to the impurity is deduced. For a single impurity charged positively





|r− r0|2 + (z − z0)2
, (2.36)
where r0 and z0 represent the position of the impurity. r and z are the spatial
positions of the electron.












where d(z0) describes the varying distribution of impurities in the QW, q = ki − kf





is the form factor for this scattering event.
Impurity scattering is only relevant for high doping level close to the intersubband
transition. However, they are not particularly relevant in state of the art mid-
infrared QCL.
Alloy disorder scattering
Alloy disorder scattering is caused by the loss of symmetry in the in-plane direction
of the layers. If the compound material used is a binary material like GaAs, typically
there is no alloy disorder since the lattice is basically always translationally invariant.
However if the compound is a ternary alloy such as In0.53Ga0.47As, then the electrons
travelling in the in-plane direction of a QW made of In0.53Ga0.47As do not always
see the same atom pattern due to random fluctuation in the ordering of the atoms.
This is alloy disorder, it creates an extra perturbation in a ”perfect” material that








where ∆V (R) = VAlAs(R)− VGaAs(R) is the difference between the potential of the
two pure materials (GaAs and InAs) that form the compound In0.53Ga0.47As. The
hamiltonian represents the difference between a virtual crystal, where the potential
at any point is expressed as the weighted sum of pure materials (in this case, GaAs
and InAs) and the real crystal that includes random positioning of the GaAs and
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InAs cells. From this Hamiltonian, it is possible to simply express the scattering rate
due to alloy disorder for an electron following Fermi’s golden rule. The scattering






|φf (z)|2x(z)(1− x(z))|φi(z)|2dz, (2.40)
where Ω is the volume of a pure cell (GaAs and InAs) and Vad is the average po-
tential difference between the two cells in the volume Ω. In equation 2.40, one can
see that the scattering rate will be maximal for x = 0.5, which is unfortunately
often the case for typical QCL compounds such as In0.53Ga0.47As, In0.52Al0.48As or
GaAs0.51Sb0.49. Alloy disorder scattering is however rarely mentioned as a relevant
scattering mechanism because of its very long scattering time [93].
Electron-electron scattering
Electron-electron scattering in QCL is a two-body problem, unlike every other scat-
tering mechanism encountered so far, where only one electron was interacting with
the crystal or with phonons. One might think that the Hamiltonian for this scat-
tering is similar to the one of impurity scattering and indeed it is. However, the
computation of the scattering rate is much more complicated because this time the
positions need to be integrated not only for one electron but for both. Moreover to
add on the complexity, the electron-electron scattering has various form depending
on the initial and final subband of both electrons. In figure 2.5 various situations
are represented:
Figure 2.5: Different type of electron-electron scattering encountered. The lower
subband is numeroted 1 and the upper subband, 2. (a) is the scattering mechanism
21→ 21 (b) is 21→ 12 and(c) is 22→ 21
The scattering is always represented by 4 numbers, for example ij → kl means
that during the scattering the electron initially in subband i will scatter up to
subband k and the other electron initially in subband j will scatter up to subband
l. Based on this, here are all the possible situations (the electrons are considered
indistinguishable): 22 → 11; 22 → 12; 22 → 22; 11 → 11; 11 → 12; 11 → 22;
12 → 12; 12 → 11; 12 → 22. The hamiltonian (equation 2.41) describing the
interaction between two electrons is the same as in the case of ionised impurities,
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where r and r
′
represent the position of the two electrons. Since the final expres-
sion of the scattering rate is only interesting to look at for computational purposes,
only the form of the matrix element is shown that gives a good idea of the compu-





























−iki.rxy is the electron wavefunction, ki its in-plane wavevector and
rxy the in-plane coordinate vector. A is the normalised area. Looking at equation
2.42, one can see the necessity to integrate over every spatial coordinate of both
electrons. Hence, a total of 6 integrales. If the space is divided in N points per
coordinate, its means N6 calculations must be performed. One strategy to ease
the calculation of the integral is presented in Harrison’s book [93] but even in that
case it remains still highly computationally intensive. However, it was shown by
Harrison again that electron-electron scattering can be effectively neglected for rate-
based equation as it is much less important than electron-LO-phonon scattering.
This scattering mechanism becomes more important in the case of THz laser that
operates usually with smaller transition energies than the LO-phonon energy and at
low temperature. See for example references [111], [112] and [113].
2.2 Towards a density matrix necessity
Since the scattering rates of electrons between subbands has been established, it
can be used in order to calculate the population density of every subband as a
function of the applied bias. As mentioned in the previous section, the main focus is
on electron-LO phonon scattering rates for the calculation of population densities.
Before that, the various ways of simulating electrons transport in QCL are shortly
mentioned with some references for interested readers:
• The scattering rate model is the most commonly used model because it
combines theoretical simplicity as well as low computational times. The strat-
egy is to make a bilan of electrons for each level, adding every electron that
scatters into it and removing every electron that scatters out. At equilib-
rium, those two contributions are equal. It is possible to write such bilan for
each subband and then to solve the system of equation to obtain the pop-
ulation of each subband. More information can be found in reference [114]
and in subsequent references. It has been used intensively by several authors
for mid-infrared QCL [115], [116],[117] and all the way to THz QCL [118]. It
always starts with the calculation of the population densities. From there, it
is possible to calculate all other quantities such as power, gain, intensity etc.
• The density matrix approach is used to fix an issue with the scattering
rate model, that is the non physical resonance in intensity observed when
wavefunctions are splitted at alignement [119]. This issue is covered in more
detail in section 2.2.1. Density matrix approach is also very popular for QCL
since it is more accurate than scattering rate model despite that it comes at
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the price of computational speed. This approach has been used extensively,
even before the birth of QCL by Kazarinov and Suri, as mentioned in the
chapter 1, for calculation of couplings in superlattices [1] [2]. From the role
of interface roughness scattering in linewidth broadening [105], to the bloch
gain simulation [120] up to the simulation of QCL active region with different
degrees of complexity [121], [122], [123], the matrix method has been used to
simulate QCL performance.
• Monte-Carlo simulation is used commonly to solve the Boltzmann trans-
port equation [124] that allows to follow the evolution of populations as a
function of time. Monte Carlo simulation has also been used to investigate
carrier relaxation into subbands for THz QCL [125] or for more general simu-
lations of performance [126]. Its main disadvantage is its long computational
time.
• Non-equilibrium Green’s function simulation is the apex of QCL sim-
ulation. It takes into account coherence term in its formulation like density
matrix based simulation but also the energy dependence of those term. It is
not so commonly seen because of its complexity and the prohibitively long
computational time. It was first introduced by Lee [127] to simulate intensity-
voltage curves and gain in QCL. Readers interested in this method should
follow the references in Lee’s article.
2.2.1 Coherent tunnelling
Anticrossing of wavefunctions
Before talking about coherent transport, it is necessary to understand the reason
why pure rate equation model is unsuccessful. The reason is due to wavefunctions
anticrossing. At certain resonant electric field, it is possible that two wavefunctions,
otherwise localised in their own period, become two ”dressed states”, extremely
similar in shape, and delocalised into two adjacent periods. This phenomenom is
represented in figure 2.6
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Figure 2.6: Anticrossing phenomenon illustrated between the blue and the red wave-
functions. Two periods of a QCL are represented to illustrate the delocalised be-
haviour of those wavefunctions. The injection barrier is visible in the middle of the
graph (just before the 80 nm mark) as the thickest barrier.
Anticrossing is bad in simulations for several reasons. The main one is that this
is not a physical representations of the actual wavefunctions. Anticrossed wave-
functions are localised in at least two periods. Therefore, using simple scattering
mechanisms creates a current flow between the two periods independent of the size
of the injection barrier, since an electron can scatter extremely easily between those
two wavefunctions. That is completely non-physical since the thickness of the bar-
rier should definitively impact the transfer of electrons. The other problem with
anticrossed wavefunctions is that even disregarding the current flows, the wavefunc-
tions are not correct anymore and any calculation involving them. Lifetimes, dipole
matrix element or gain calculation are flawed leading to wrong interpretation of re-
sults. Since usually the QCL are operating when a resonance is established between
two levels (injector and upper level), this matter has to be addressed.
The proper way of treating this issue is by introducing coherences between levels.
The coherence is roughly a measure of how much those levels interfere between each
other. The density matrix model include this coherence effect in the simplest way
by introducing tunnelling through barriers and coupling between states.
Dephasing time and Coupling energy
In order to understand the phenomenon of coherent tunnelling in QCL, it is useful
to focus on the simple case of transport in between two energy levels separated by
a QBs. A scheme of this situation is shown on figure 2.7.
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Figure 2.7: Scheme of coherent transport through injection barrier. 1 and 2 are
the two wavefunctions depicted. Wavefunction 1 represents an injector state and
wavefunctions 2 represents the upper level of a transition. Ω represents the coupling
energy and ∆ is the difference of energy between the wavefunctions
Kazarinov and Suri developped in 1971 the formula of coherent tunneling and
the parameters responsible in the tunneling current [1]. The main steps of the
demonstration are shown below before analysing the formula. This analysis is also
done by Faist in his book [128]
The potential shown in figure 2.7 is considered as well as the two levels Ψ1 and
Ψ2, calculated through the schrödinger equation. In the basis of those two levels,







where E1 and E2 are the energy levels of the wavefunctions and ~Ω represents the
coupling energy between the levels. It is worth highlighting the fact that without
coupling, equation 2.43 is simply the solution of the Schrödinger equation HΨ =
EΨ, with Ψ = (Ψ1,Ψ1)
T . The coupling energy is a quantity representing roughly
how much the wavefunctions are overlapping with each other with a given potential.
It can be calculated by considering the two wavefunctions (Ψ1 and Ψ2) calculated
independently through two hamiltonians sharing the same barrier (like in figure 2.7).
More details about the coupling energy calculation can be found in reference [129].
The coupling energy ~Ω is typically expressed in meV. A strong coupling energy will
be characterised by a few meV as shown in figure 2.8 that represents the coupling
energy between the two ground levels in a double quantum well configuration whose
width was varied.
2.2. TOWARDS A DENSITY MATRIX NECESSITY 27
Figure 2.8: Coupling energy between the two ground levels in a double quantum
well as a function of the width of the barrier separating the two quantum wells.
Then, the density matrix formalism is used. The density matrix, noted ρ =
1
2
|Ψ1 >< Ψ1|+ 12 |Ψ2 >< Ψ2| obeys the Liouville-Von Neumann equation (similar to








where the last term represents on the right hand side collision mechanism. From





where Z is the position operator. The final formula for the current density between











with τ1 and τ2 represent the lifetimes of the levels. τ‖ is the time representing the
loss of coherence due to collisions. ns is the electron density.
Equation 2.46 is really interesting for the understanding of the phenomenon of coher-
ent tunnelling. If we consider τ1  τ2 (often the case for the injector state compared




1 + ∆2τ 2‖ + 4Ω
2τ‖
(2.47)
It is worth noting that this expression is only valid for a positive detuning (∆ > 0).
Therefore, it is only valid if the subband on the left side is higher in energy than
the subband on the right side. If the right side subband was higher in energy than
the left side subband, it would be impossible for electrons at the bottom of the left
subband to tunnel. To get a more accurate picture of the tunnelling, the distribution
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of the electrons in the left subband needs to be taken into account. Then, a prorata
of electrons that can tunnel is calculated by multiplying equation 2.46 by:
d =
{





where ffd is the electron distribution (for example Fermi-Dirac distribution). Disre-
garding this factor, equation 2.46 is plotted for different values of ∆ and different
values of coupling in figure 2.9
Figure 2.9: Coherent tunnelling demonstration: current density from one quantum
well to another through a barrier as a function of the coupling energy. The tunnelling
current is plotted for several difference of energy between levels (∆). The closer in
energy the levels are, the higher the current.
One can notice that the maximum current is always obtained at resonance (∆ =
0), which was to be expected. A thicker barrier causes a lower coupling and a
thinner barrier results in more coupling, hence a larger Ω. In the case of a thin
barrier (Ω2τ‖τ2  1), the maximum current is simply J = ens2τ2 , which is independent
of Ω, hence independent of the barrier thickness, as seen in figure 2.9. However,
if the barrier is thick enough such that (Ω2τ‖τ2  1), the maximum current is
J = ensΩ
2τ‖, so very sensitive to barrier thickness. Again this phenomenon is
represented in figure 2.9 as a wider spread of current is visible for small coupling
energies. This behaviour has better physical meaning for the current density than
the one obtained with simple scattering rates equation.
This formula is also useful for designing purposes. On one hand, a larger barrier,
hence a small Ω, means a lower maximum current but a more selective injection,
since for ∆ = 0 the current is even further reduced. This selectivity in injection
can be looked for, whereas the decrease of current flow that decreases population
injection is usually not. On the other hand a too thin barrier lets through a lot
of current but lacks the selectivity to populate only the upper level. Therefore, a
trade-off has to be made for the barrier thickness. In the next section, this formula
is integrated in the simulation of our QCL.
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2.2.2 Anticrossing: Toward a new designing tool
In the previous subsection, it was shown that the limitation of scattering rates
equation modelling is because of anticrossing of wavefunctions at resonance. It was
also demonstrated how the coherent tunnelling formula calculated by Kazarinov
and Suri helps the understanding of the role of injection barrier in QCL designs. In
order to prevent anticrossing and introducing coherent tunnelling, it is possible to
follow an approach similar as the one demonstrated by Terrazi [123], where one can
consider, as a system, two QCL periods separated by an injection barrier. The two
periods are defined by two hamiltonians. Within a period, the transport is ensured
by incoherent scattering, whereas in between periods, the transport is defined by
coherent tunnelling using equation 2.7. A schematic of the model is represented
in figure 2.10. Three periods are represented for the sake of general understanding
of the simulation principle but only two periods are truly necessary for a complete
simulation, since the system is periodic.
Figure 2.10: Schematic representing the simulated QCL system. The three hamil-
tonians, H1, H2 and H3 are used to solve Schrödinger independently in each period.
One period correspond to one hamiltonian. The transport is defined by incoherent
scattering within periods, Electron-LO-phonon (ELO), IFR and electron-electron
scattering (e-e). Coherent tunnelling is used in between period, with parameters Ω,
∆ and τ‖.
From a mathematical point of view, the scattering rate equations model in its
steady state consists in making an electron bilan for each level of the system. All
the electrons scattering in this level are added and all the ones scattering out are
subtracted. In steady state, this sum should be 0. For a level i, in steady state, it










where τij represents scattering time from subband i to subband j. Considering a
total of N levels per period, we can write this equation for every level and obtain
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a system of N equations, forming an NxN matrix. In the end, resolving the model
consists in finding the eigenvector associated with the eigenvalue 0 for the following










































The non zero eigenvector P, such as HincP = 0 will be the population of the levels
in steady state.
The coherent matrices
This was so far the strategy employed for the scattering rate equations model. In
our new model, this incoherent matrix is reused, but another matrix is added, taking
into account the coherent tunnelling between two periods. For this purpose, it is
necessary to make a distinction between the upper, U, and lower, L, period. For
every level in U, the tunnelling current is calculated into every level in L and vice







where the ith subband belongs to the period U and jth belongs to period L. Equation
2.51 corresponds therefore to the tunnelling current from state i in period U, to state
j in period L. An attentive reader would notice the difference between equation 2.46
and 2.51. This difference comes from the fact that equation 2.46 is only strictly
valid in the case of a double quantum well with conservation of the total population
in between the two levels. If this requirement is lifted, the result is modified into
equation 2.51. The exact calculation can be found in reference [130] in page 158. In





i 6=1 JUL(1, i) JUL(2, 1) JUL(3, 1) · · · JUL(N, 1)
JUL(1, 2) −
∑






JUL(1, N) JUL(2, N) · · · JUL(N − 1, N) −
∑
i 6=N JUL(N, i)

(2.52)
The last matrix HLU is written in the same manner and eventually, another
system of equation is obtained. To solve it consist in finding the populations P such
as (Hinc + HLU + HUL)P = 0. This new method is not so much computationally
different than the standard scattering rate equation method.
One last remark is that it was not technically necessary to split the matrix H into
3 components (Hinc,HLU and HUL). It would have been possible to consider coherent
tunnelling as a scattering mechanism between periods and to include it in a form
of scattering time into Hinc, but by doing so, we loose some physical understanding
and open the door to misconceptions.
2.2. TOWARDS A DENSITY MATRIX NECESSITY 31
I-V curve simulation
Once properly set, it is possible to calculate scattering times, coherent tunnelling
and to determine the population for each level as a function of the applied field.
Then it is simple to calculate the current-voltage (I-V) characteristic by calculating













where Σi sums over the U period wavefunctions and Σj sum sums over the L period
wavefunctions. In order to demonstrate the superiority of this model over the simple
scattering rate equation model, I show on figure 2.11 two I-V curves representing the
simulation of one QCL (the same as in figure 2.10) done by scattering rate equation
2.11a and by our new model 2.11b.
(a) Incoherent transport
(b) incoherent and coherent transport
Figure 2.11: Comparaison of simulations on a QCL design. The visible peaks on
(a) are due to anticrossing of wavefunctions on two different periods that generates
an unphysical peak of current. On (b), our new model, those peaks do not appear
thanks to the coherent tunnelling process describing the current.
The visible peaks on equation 2.11a are due to non-physical anticrossings of the
upper level of the upper period with five levels of the depopulation scheme of the
lower period. The curve simulated with our new model does not display any of
those unwanted resonance because the wavefunctions are not allowed to extend to
the next period and to provoke those anticrossings.
Looking at the measured data of Sirtori [131] for the QCL simulated, one can see
that the agreement is excellent and that the physical phenomenon at play in the
transport of this QCL are correctly represented.
Further improvement possible for the QCL simulations involve determining the
electronic temperature by making a heat transfer bilan equation for every subband.
This thesis will not go in details into this calculation but more information can be
found here [93].
Gain simulation
Gain simulation is important for the design of QCL active region, since it determines
if the laser displays population inversion or not. Fortunately, once the populations
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of subbands are determined, it is straightforward to simulate the gain. Taking into
account the electronic distribution in subbands, one can calculate for which energy








(E12 − ~ω)2 + (2γ)2
(2.54)
where z12 is the dipole matrix element, E12 is the subband energy difference, ~ω is
the photon energy, γ is the broadening of the transition and f iik is the population of
subband i at wavevector k. The difference f2(k) − f1(k) represents the population
difference between two levels for different values of the wavevector. The transition
generated by the absorption or emission of a photon can also be diagonal involving
a phonon.
The difficulty in calculating the gain and even more to compare the gain with
measurements is due to uncertainty about the broadening γ. It was previously
shown that the broadening of QCL is due mainly to interface roughness scattering,
and more precisely to intrasubband scattering, which gives some starting point into
the calculation of γ. Figure 2.12 shows a simulated gain of a QCL.
The gain was simulated with our program using equation 2.54 for active region
of QCL 2039 (see chapter 5 for details of the structure). On figure 2.12, the gain is
represented as a function of energy 2.12b and of voltage 2.12a.
(a) Simulated peak gain vs applied voltage. (b) Simulated gain vs photon energy.
Figure 2.12: Gain simulations using formula equation 2.54.
On figure 2.12b, the gain peak, displaying a value of 8 cm−1, is established around
74 meV, that corresponds to the separation between upper and lower level of the
QCL design. The broadness of the gain is estimated with the factor γ. The evolution
of the gain with the voltage (figure 2.12a) follows the injection and depopulation
alignment scheme. The gain is maximum at resonance (28 kV/cm) and decreases
for further applied voltage.
Chapter 3
QCL design
3.1 Design of Quantum Cascade Laser for the LWIR
3.1.1 Introduction
QCL rely on intersubband transition to achieve their wavelength of emission. Such
subbands are created by the discretisation of energy levels in quantum wells. The
wavelength of emission λ is linked with the energy separation of the subbands ∆E
by the relation λ = hc
∆E
. Therefore, theoretically speaking it is possible to achieve
a wide range of emitting wavelength with only two materials, one for the wells and
the other one for the barriers.
In theory, the wavelength emission range is limited by two boundaries. The
first one which limits the lowest wavelength achievable is the conduction band offset
(CBO) of those two materials. For the system In0.53Ga0.47As/In0.52Al0.48As, lattice
matched to InP, the CBO is roughly 520 meV at 300K which correspond to a the-
oretical limit for the emitted wavelength of 2.4 µm. In reality it is not possible to
achieve such wavelength since the upper subband would have to be exactly at the
continuum level and the lower level would have to be at the exact bottom which
contradict Schrödinger eqaution and the quantisation of energies in QW.
Taking level quantisation into account, for the same system, the theoretical emis-
sion limit would be around 3.6 µm. However, this value is only valid for one QW.
Using different QWs for defining the upper and lower levels allow to break through
this limitation. By clever engineering Semtsiv and al. demonstrated 3.05 µm [132]
using strain compensated materials In0.73Ga0.27As/In0.55Al0.45As which constitute
the world record in this material system. The world record for the shortest wave-
length QCL is held by Baranov and al. 2.6 µm [133] using the material system InAs
/AlSb.
The second boundary for long wavelength emission is linked to transversal opti-
cal phonons (TO-phonons) and longitudinal optical phonons (LO-Phonons) of the
quantum well material. The closer the emission wavelength lies to the TO-phonon
energy, the greater is the optical loss of the system since photons emitted by a QCL
near TO-phonons energy are easily absorbed by the crystal which emits in return
TO-phonons, preventing any lasing action. Hence, the TO-phonons energy limits the
upper emitted wavelength. This phenomenon of absorption of light by the crystal
occurs for energies up to the one of the transversal optical phonons (LO-phonons).
Therefore between the energies of the LO-phonons and of the TO-phonons, no laser
radiation can be achieved for III-V materials. This band of forbidden energy is called
Reststrahlen band (a german word for ”residual ray”).
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For the system In0.53Ga0.47As/In0.52Al0.48As the typical energy of an LO phonon
is ELO = 34 meV which correspond to 36.4 µm. It is worth noting that the LO-
phonon for III-V compound is always associated with one energy since the dispersion
curve is relatively flat at the Γ point. The value of ELO depends on the material used
and therefore the reststrahlen band shifts in energy for different materials. Table









Table 3.1: Phonon energies of various III-V binary semiconductors [134]. All data
are taken at 4.2K except InSb and AlSb at 300K.
In reality, it is not possible to reach the upper wavelength limit because the
optical loss get dramatically high the closer the emission wavelength gets to the
reststrahlen band. The current world record for the highest wavelength of a QCL
emitting below the reststrahlen band is 24.4 µm [19]. For long-wavelength QCL , the
upper limit will therefore be the LO-phonon energy of the quantum well material.
Finally, If one goes below the energy of the TO-phonon, it becomes possible again to
experience radiative transition of electrons in QW without absorption by phonons
(since the energy of the light is less than the phonon), this is the THz regime for
QCL.
3.1.2 General consideration
The main goal of every QCL design is to achieve population inversion between
two subbands to obtain gain and the way of achieving it depends greatly on the
wavelength of interest. For short wavelength (5 to 9 µm) it is rather straightforward.
Most of the design used are based on 3 Quantum Well design (3QW), which is
reproduce in figure 3.1.
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Figure 3.1: Typical 3 Quantum well structure. The green arrow represents the
radiative transition. Extracted from reference [135].
The first quantum well defines the upper level of the laser, labelled as 3 while the
two other QWs create the lower level labelled as 2 and an even lower level labelled as
1. The difference in energy of level 1 and 2 is tailored to be equal to the energy of an
LO-phonon (~ω = 34 meV). The role of this last level is to effectively depopulate
the lower level of the laser by LO-phonon emission as to maintain a low population
in level 2. This structure is the so-called one-phonon resonance extraction. While
theoretically sound, this design was seldom used since an obvious improvement is











Figure 3.2: Four Quantum well structure exhibiting a two-phonons resonance. The
green arrow represents the radiative transition. Extracted from [136].
This design is basically an extension of the 3QW design presented before. The
levels 4 and 3 are respectively the upper and lower laser levels. Level 2 plays the
same role as level 1 in figure 3.1 for depopulation. Finally with one more QW and
Quantum Barrier (QB), the level 1 is created located one LO-phonon energy lower
than level 2 to provide an even better depopulation scheme.




Figure 3.3: Bound to continuum structure from A. Tredicucci. Extracted from [137].
The green arrow represents the radiative transition.
It is therefore possible to imagine a n-phonons resonance scheme to depopulate
the lower level with n being an integer. The limit of this thinking is to create a
continuum of levels in the lower state and to keep the top part of this continuum
as empty as possible to promote population inversion. It is possible to define a
continuum of levels if the energy separation between 2 levels is less or close to the
thermal energy kbT (i.e. at 300K, 26 meV). This was first demonstrated by A.
Tredicucci with the bound-to-continuum design. The ”bound” refers to the upper
level and the ”continuum” is the lower level in this case. Figure 3.3 represents the
first bound to continuum structure designed by A. Tredicucci. The upper level is
clearly identifiable whereas the lower level is made of this continuum of energy level
below. Another feature of this design is the broadening of the gain induced by the
multi radiative transitions between upper and lower levels which ultimately gives a
broad spectra. This feature is particularly interesting when designing tunable lasers
such as EC-QCL.
3.1.3 Design issues
The QCL at long wavelengths are more complicated to design than at shorter wave-
length because of the need to maintain population inversion even though the LO-
phonon resonance is getting closer and thus the active regions are exhibiting more
non-radiative transitions. The closer the energy difference between two energy levels
is to the LO-energy, the stronger will be the non-radiative scattering of an electron
from the upper level to the bottom lever. As a simple way to understand this effect,
the electron-LO-phonon scattering lifetime from the upper level to the lower level
was plotted on figure 3.4 as a function of the transition energy E2 − E1 in a simple
single QW structure.
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Figure 3.4: Simulated Electron-LO-phonon scattering lifetime between first excited
and lower level of a single quantum well made from an In0.53Ga0.47As/In0.52Al0.48As
system. The simulation was performed using the software described in chapter 2
It can be seen that the lifetime decreases for low transition energy. The lower
the lifetime, the more often an electron will undergo a non-radiative transition from
the upper to lower level and therefore the harder it will be to achieve population
inversion and lasing. For this purpose, the depopulation mechanism has to be very
efficient since the upper lifetime can drop to a few tenth of picoseconds. The bound
to continuum design is the most efficient in that sense.
While designing an active region at long wavelength it is necessary to produce
efficient depopulation of the lower level and efficient injection in the upper level.
Failure to address one of these issues will result in a non-working design. Below is
a list of the most important point to take into careful consideration when designing
an active region:
• Proper wavelength of emission. This point speaks for itself.
• Inversion of population. No lasing action can occur otherwise.
• Inversion of population at a low enough voltage and current density.
This point is crucial. Some designs are working on paper, however, they need so
much current through them before reaching band alignment that the material
will undergo electrical breakdown before achieving it. Achieving inversion of
population at low enough current is paramount.
• Excited levels far enough from upper state to promote efficient in-
jection. Levels above the upper state are commonly refer as excited states. If
excited levels are too close to your upper state, your injection efficiency might
be compromise since electrons will have another easy level to scatter to.
• Lower level leading to injector efficiently. Bad injection into the next
cascade decrease the efficiency of the depopulation scheme. This impose a
matching of periods (injector of period (n-1) aligned with upper level of period
n) at the same electric field as the field necessary for the alignment of the
depopulation scheme within a period.
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3.2 Designing tools
Few information are found on peer reviewed paper about the process of designing an
active region. Most of the time, either the active region design is taken from another
publication or no information about the designing process are included at all. One
paper by the group of Faist [138] mention a computer intensive way of designing an
active region based on genetic algorithm. In this algorithm, several generations of
design are evaluated on a figure of merit, the wall plug efficiency calculated through
a density matrix model. Those designs are competing against each other and the
best ones give rise to the next generation of design. This process is iterated as many
time as necessary to reach an optimum value for the figure of merit.
While this way of designing gives most likely one of the best design you can
achieve, it does not give much insight in the thought process and not much insight
in the physics behind it, even though some comparison can be made between different
generations. Moreover, this algorithm which design tens of thousands of active region
and calculate their performance is very computer intensive and requires more than
two thousand hours of CPU time on the ETH Cluster Brutus.
For the MID-Tech project, I was interested in having a more physical approach to the
problem. However, having a designing tool to perform simulations was important.
As seen in the design of Tredicucci (figure 3.3), the wells and the barriers responsible
for the creation of the lower levels are respectively getting smaller and larger. This
is called chirping the superlattice and is needed to achieve alignment of the levels
even with an applied field. This is when the Kronig-Penney model comes into play.
In order to find out the dimensions of those wells and barriers for the matching of
energies, the Kronig-Penney model is used.
3.2.1 Kronig-Penney Model
The Kronig-Penney model was first use to demonstrate the appearance of bands of
energy levels and forbidden bands of energy in infinite periodic superlattices. The
Kronig-Penney model express the relation between the energy E and the wavevector
k of an electron in an infinite periodic potential. It basically indicates for which
energies an electron is allowed to propagate through the structure and for which
energy it cannot propagate. For a periodic potential V of period d = a + b (where
a and b are respectively the width of a quantum well and a quantum barrier) such
that:
∀x ∈ R, V (x) = V (x+ d) (3.1)




+ V (x) (3.2)
where m and p = ~k are respectively the mass and the momentum of the electron.
m being equal to mw if the electron is located in the well (0 < x < a) and mb
if the electron is located in the barrier (a < x < a + b). Since the interest is to
have the electrons propagating through the potential, one consider E < V . The
eigenstates and eigenvalues of this equation are determined by choosing exponential
forms for the wavefunctions in the well, φwell, and in the barrier,φwell, (k1 and k2
being propagation wavevectors and A,B,C and, D being coefficients):
φwell(x) = Ae
k1x +Be−k1x (3.3)




Using continuity relationship at the interfaces for the wavefunctions and its deriva-






)sin(k1a)sinh(k2b) = cos(kd) (3.5)
Where χ = mwk2
mbk1









= V − E (3.6)
As one can see in equation 3.5, the right hand side (RHS) only takes value
between -1 and 1, therefore the left hand side (LHS) must be also within this range
of values, this gives constraints on the allowed values for the energy as can be seen
in figure 3.5.
Figure 3.5: Left hand side (LHS) of equation 3.5 is plotted versus energy (for a = 30
and b = 4) as well as two horizontal lines y1 = 1 and y2 = −1. Forbidden energy
bands (minigap) and allowed energy bands (miniband) are indicated. Note that the
material system used here is In0.53Ga0.47As/GaAs0.51Sb0.49 which has a CBO of 360
meV.
The allowed energy bands (miniband) are when the LHS curve lies in between
the two lines y1 = 1 and y2 = −1. When the LHS curve is above y1 or below
y2, the equation can no longer be fulfilled and this is the domain of the forbidden
energy bands (minigap). Figure 3.6 represents the band conduction as well as the
wavefunctions calculated by solving the hamiltonian of equation 3.2 obtained with
the same parameters as previously mentioned. The miniband and minigap energetic
positions match very well with the Kronig-Penney model even though an infinite
superlattice is not considered. This remark is important for the development of
the designing tool. It allows us to use the Kronig-Penney model to make reliable
predictions about minigaps and minibands for finite superlattices.
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Figure 3.6: Periodic conduction band of material structure
In0.53Ga0.47As/GaAs0.51Sb0.49 with calculated wavefunctions.
3.2.2 Different way of designing
Several options are available in order to design a QCL at long wavelength, based
on published designs [139]. In figure 3.7 is represented the typical representation in
mixed spatial and k-space of the different energy levels inside a QCL. τ2, τ32, τesc
and τesc2 are respectively the lower level lifetime, the scattering rate between level 3
and 2, the escape rate to the excited levels and the escape rate to the next injection
region. η2 and η3 are respectively the injection efficiency to the lower and the upper
levels.
Figure 3.7: Spatial and k-space representation of the injection, excited, upper and
lower level for a QCL structure.
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By looking at the gain expression on equation 3.7, it is possible to determine two
main ways of designing.
The first option is to focus on improving the injection efficiency from the injector
to the upper level as well as increasing the upper level lifetime. This option consists
in improving the term η3τ3. For such a design, a good coupling with the injector
(for better η3) as well as a diagonal transition (for larger τ3) can be implemented.
This type of design is similar to the 3QW design that was discussed already before.
The second option to design a QCL in the long wavelength range is to try to
decrease the last term in the gain expression: η2τ2. This type of design is the bound
to continuum design which allows a very fast depopulation of the lower level, hence
a low τ2. Lower lifetime levels of 0.1 picoseconds or even less can be achieved.
In order to increase the injection efficiency to the upper level, it is common to see
the chirped superlattice feature seen in figure 3.3 but this time used for the injection
levels before the active region. An example of a full active region with such injector
region is shown on figure 3.8.
Figure 3.8: Injector region and active region of a QCL emitting at 9µm [140]
In this figure, the injector is made of seven chirped quantum wells and barriers
whose goals is to lead the electron into the active region on the right, thus providing
a high injection efficiency. The active region is a typical 2-phonon resonance depop-
ulation scheme. Note that the upper level is well defined and in resonance with the
last energy level of the injection region.
3.3 Semi-automatic QCL design
In the light of the previous sections, a semi automatic designing tool based on
the Kronig-Penney model (KPM) in Matlab was developed. which allow me to
experiment several configuration for designing Active Region. The basic principle
consists of giving some input to the software such as: wavelength, length of the
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first QW, number of QWs in the active region and number of QWs in the injector
region. And as a result, the software give the lengths of the QWs and QBs for the
active region and the injector region. This software is however only a semi-automatic
designing tool since the user might want to adjust some inner parameters (indicated
in the documentation) to emphasize some ideas, such as the ones seen in section
3.2.2, and ultimately to produce different results.
3.3.1 Working principle
Since this program is only a semi-automatic one and that the user is free to modify
it, it is important to grasp the algorithm behind it, which is described below. This
program is based on the KPM. Prior to anything, the program will calculate two
look-up table (LUT). The first one contains the lowest minigap width, in energy
scale, calculated in a superlattice as a function of the lengths of the QW and QB.
The second look-up table contains the lower level energy value of the lowest minigap,
again as a function of the lengths of QW and QB. A representation of those two
look-up table can be found in figure 3.9a and 3.9b, as a function of the lengths of
the QWs and QBs.


































(a) First minigap width for the KPM





































Energy of the lower level (meV)
(b) Lower energy level of the minigap for the
KPM
Figure 3.9: The two look up table used in the semi automatic design software.
Those two LUTs are the basis of this program. The program determine sets
of {QB+QW} one after the other to form the active region. For example for the
nth iteration, when tasked to produce a certain minigap, the software will look up
the value of the minigap in the LUT and analyse which couples {QB+QW}n will
match this minigap and store this short list of couples {QB+QW}n. Then, by
using the second LUT which contain the lower level of the minigap, it will select a
single couple {QB+QW}n among the short list that will match in energy with the
previously calculated set of {QB+QW}n−1. This procedure also takes the applied
field shift in energy into account.
For the injector region, the calculation procedure is similar, the only difference
is the minigap width which is considered larger to put the excited levels higher in
energy to avoid disturbance in the injection mechanism.
An example of output of the program for an active region design is shown on
figure 3.10. The program received the following input: {wavelength 16µm, or 77
meV, 4 QWs, first quantum well width above 10 nm, electric field}
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Figure 3.10: Example of simulation obtained with the semi-automatic software.
Visible are the minigap separating the two first minibands.
The minibands and minigap are clearly identifiable. The minigap width is in
good agreement with the input. The upper and lower level are well defined.
The program seems to produce viable design, or at least part of it. However, only
after growing such design, processing it and ensuring it is in working condition that
it will be validated. This will be the object of chapter 5. As mentioned earlier, the
goal of this program is to be a designing tool which allows one to experiment several
design mechanisms. This program can be useful to understand design limitations.
For example, to answer questions such as: what is the effect of starting with a
thinner first quantum well ? how many quantum wells can I add in the injector
region for best results ? What is the effect of difference barrier materials ? Those 3
questions are investigated in the following section.
The main interest at this stage is in the energetic and spatial location of the
wavefunctions. A good parameter to evaluate the performance of the structure
would be the dipole matrix element (DME). First of all because it directly appears
in the gain expression, so it is relevant to QCL performance and secondly because its
calculation only involve the spatial distribution of the wavefunctions. The expression
of the DME, usually written Z, for two wavefunctions φ1 and φ2 is simply:
Z = 〈φ1| z |φ2〉 =
∫
φ1(z)zφ2(z)dz (3.8)
It is worth pointing out that this expression is well defined only if φ1 and φ2 are
eigenstates of the same Hamiltonian, therefore if they have been derived from the
same Schrödinger equation. Indeed, if one change z → z + z0 inside the integrand,
it becomes
Z ′ = 〈φ1| z + z0 |φ2〉 = 〈φ1| z |φ2〉+ z0 〈φ1| |φ2〉 = 〈φ1| z |φ2〉 = Z (3.9)
because 〈φ1| |φ2〉 = 0 since the eigenstates of the same Hamiltonian are orthog-
onal. If 〈φ1| |φ2〉 6= 0, the DME is not defined and calculating it is a nonsense. It is
important to keep in mind this particularity since in chapter 2 several Hamiltonians
were defined and some DME are defined and others are not.
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3.3.2 Sample studies
Number of QWs and width
We can first focus on the first two questions mentioned earlier: ”What is the effect
of using thinner or wider quantum wells ?” and ”how many quantum wells can I
add in the injector region for best results ?”. To answer those questions, a chirped
superlattice was designed with different number of QWs and measured the DME
between relevant levels. For a fixed wavelength (i.e. for a fixed minigap energy
width), the effect of the number of QWs in a chirped superlattice and their widths
on the DME can be seen on figure 3.11. The DME is calculated between the first
level above the minigap (upper level) and the top edge of the first miniband (lower
level) of a chirped superlattice (at 20 kV/cm). For example, looking at figure 3.10,
the DME is measured between the fifth and fourth lowest energy levels.
In this simple picture, more QWs gives higher DME (so higher gain) until a
certain point and then it decreases before reaching a plateau. More precisely, two
observations can be made, first of all, the wider the first QW is, the smaller is the
DME for the same amount of QW in the chirped superlattice and second, the wider
the first QW is, the less amount of QW is necessary to reach the maximum DME
achievable. The decrease of DME for higher number of QW is linked with the shift
of the centroid of the bottom and upper wavefunctions respectively to the left and
to the right part of the structure with increasing number of QWs, decreasing the
overlap of the wavefunctions, hence decreasing the DME.
Figure 3.11: Dipole matrix element as a function of the number of quantum well in
a chirped superlattice structure with fixed minigap width for several width of the
first quantum well
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(a) Chirped superlattice with thin QWs (b) Chirped superlattice with wide QWs
Figure 3.12: Difference in energy spacing between the highest energy level in the
first minigap at the edge of the period and the top of the conduction band at the
edge of the period (represented by a black arrow) for thin and wide QWs in chirped
superlattices.
It seems that choosing narrow QWs is the best solution to increase the DME.
Too narrow QWs width, however, will rise the energies of the levels (upper and lower
level) dangerously close to the conduction band as seen on figure 3.12a.
This effect should not be pursued since it will result in electrons travelling directly
from the injector (or upper) level up to the continuum, ultimately leading to a lower
injection efficiency. In the end it is a matter of trade off. The sweet spot seemingly
being around 6 nm for the first QW. In the case of a continuum-to-continuum type
of structure (with delocalised upper and lower levels), the maximum number of QW
is around five. Choosing more will only decrease your total dipole moment element.
It is worth pointing out that if your upper level is made from one QW in a diagonal
fashion, the total number of QW will not matter since the lower level should always
remain as close to the injector as possible as shown here [23].
Barrier material comparaison
Another interesting study is to compare different materials together. InGaAs,
lattice-matched to InP is a material of choice for QW but it has been shown that
InAlAs lattice-matched to InP used for QB have bad properties at long wavelength.
Indeed it was shown by the group of Faist [19] that the Aluminium content in
the quantum barrier is responsible for an absorption feature around 43 meV whose
absorption tail extend up to 50 meV and would prevent lasing (or make very chal-
lenging) operation at the corresponding wavelengths and above. Therefore some
group got interested in replacing Aluminium in the barriers by using antimonide
compound such as GaAsSb which can be made lattice-matched to InP. The advan-
tages of GaAsSb over InAlAs are several:
• Smaller effective mass: 0.045 for GaAsSb compared to 0.073 for InAlAs at




• Smaller conduction band offset (CBO) with InGaAs: 360 meV com-
pared to 520 meV for InAlAs. The smaller CBO means the wider the QB
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to achieve similar coupling performance [142] which translate into simpler re-
quirement for growth run. Moreover smaller CBO means also theoretically
smaller interface roughness (see 6)
• Less absorption:Finally as mentioned, using an aluminium free barrier will
result in the disappearance of the absorption feature around 50 meV which
could lead the way towards longer wavelength QCL.
Comparing different materials for barriers is not straightforward because you
cannot simply compare the DME of two different structures with the same barrier
width since the coupling of the adjacent QW will be different, therefore the wave-
functions as well. What would be more meaningful is to compare the difference
in DME for structures experiencing the same coupling through their barriers. It is
therefore necessary to introduce the barrier coupling.
The coupling of two QWs between one barrier basically explains how much two
QWs separated by one barrier will influence each other. If the barrier is extremely
large, the QWs will mainly behave like independent QWs and they will not disturb
their energy levels. On the other hand, if the barrier is extremely thin, the two QWs
will greatly interfere with each other and their energy levels will be shifted. The
coupling frequency (or energy) basically describes how strong this interference is.
We saw how our designing tool can help us to semi automatically create QCL.
Of course the confirmation of this designing tool is only possible by actually growing
the structure generated, processing them and characterising them. This part will be
left for the chapter 5, where will be comparing different QCL and analysing their
performance.
Before closing this chapter, it remains to discuss the design of the waveguides sur-
rounding the active region.
3.4 Waveguide Design
The active region of a quantum cascade laser is the heart of it. If the active region
design is bad, no matter what you might do later after growth to improve it, will
not make it a laser. The waveguide is the supporting body of the active region.
The role of the waveguide is to make the best out of the active region potential.
A bad waveguide could prevent lasing action even if the active region is working,
whereas a proper waveguide could bring out the full potential of the active region.
The waveguide comprise every process you do on the wafer except the growth of the
active region. A typical waveguide look like this (figure 3.13)
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Figure 3.13: Scanning electron microscope picture of the facet and top contact of a
QCL stripe. Visible on the facet are the active region (in between the black dotted
lines) and top cladding.
The vertical waveguide is usually formed by several layers but does not necessarily
contain all of them. The usual layers are the following:
• Bottom cladding: Usually made with InP if InP wafer. this layer is typically
not necessary but is often there to help epitaxial growth of subsequent layers.
If the wafer is too doped, this layer undoped could help to decrease loss.
• Bottom and top waveguide: As their name indicate, the goal of those layers
(usually made of one material of the active region) is to contain vertically the
light and help in shaping the beam profile. They are the closest layers to the
active region and therefore are usually undoped. Typical thickness for those
layers is 500 nm.
• Top cladding: The top InP cladding is present on dielectric waveguide and is
used as a buffer to prevent the light to reach the high loss metal contact layer
on top of it. Since this layer is not in immediate vicinity of the active region,
it is usually lightly doped to decrease a bit its refractive index and provide
better confinement. This layer is several micrometers thick.
• Metal layer: This layer is used for metal waveguide where one try to create
a plasmon at the interface between metal and semiconductor. A plasmon can
be thought of a 2D free electron gas oscillating on the interface. It produces
an electric field which, if properly engineered, is used to repel the light field
created by the laser and confine it better. The loss dependency of this type
of waveguide is typically advantageous for far infrared laser such as THz and
helps to obtain very high confinement factor at the expense of beam quality.
For detailed calculation, see [143].
The goal of the waveguide is to minimize its loss and to provide a proper beam
shape. The main loss encountered by light crossing the waveguide is the free carrier
absorption as well as phonon absorption. The case of plasmonic loss will also be
discussed.
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Refractive index modification
In the waveguide stack, to finely control the confinement of the light field, one can
tailor the refractive index of the materials used. The refractive index of a material
is controlled by its doping level and can be change dramatically by it. Figure 3.14
shows this effect.
Figure 3.14: Simulated refractive index change vs wavelength for different doping of
In0.53Ga0.47As.
One can see that it is possible to achieve a wide variety of refractive index starting
with one material. However, this has two main issues. The first one is that it is
difficult to control precisely the doping level during growth and that small variation
of doping level can result in huge difference in refractive index. The second issue,
which is also the most severe, is that doping a material will cause this material to
absorb light and provide loss which are describe in the next section.
3.4.1 Free carrier loss, phonon loss and plasmonic loss
Free carrier loss
The free carrier loss are unavoidable in QCL design and can vary greatly thus making
engineering of their loss, the crux of waveguide design. Using the Drude free electron






where ε0, nr and m
∗ are respectively the low frequency dielectric, the real refractive
index and the effective mass of the material. γ is the damping, ωp is the plasma
frequency of the material, Nd the doping level.
Examining equation 3.10, one can notice that to top it all, the free carrier loss
also increases rapidly with increasing wavelength α ∝ λ2 and doping. Worse, mea-
surements shows [144] that depending on your material, the loss can be α ∝ λp with
p being between 2 and 3, which is the reason why the doping has to be controlled
very precisely during the growth. Note than the sub quadratic dependance of the
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loss on the wavelength can also be understood from the point of view of equation
3.10 by realising that the damping γ is also a function of wavelength [134].
Phonon loss
The phonon loss are also unavoidable in QCL design. While the free carrier loss
is the most commonly mentioned, the phonon loss is only really annoying for far-
infrared QCL when trying to push the emission wavelength of QCL as far as possible.
Indeed, starting around 25 µm, the tail of the phonon absorption will start to appear
and bring the waveguide loss to intolerable level for QCL, up to an absorption peak
around the TO phonon frequency, preventing lasing action.





ω2TO − ω2 − iωγ
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(3.11)
where ωLO and ωTO are respectively the resonance frequency of longitudinal optical
and transverse optical phonons. γ is the damping factor.
The physical explanation is that when the frequency of the light nears the one
of the LO-phonons, they start to absorb the energy of the light and oscillate in
response. This is, so far, the hard limit of III-V compounds for making QCL above
24 µm.
On figure 3.15 the free carrier loss and phonon loss are summed up for different
doping level:
Figure 3.15: Simulated free carrier loss and phonon loss for different doping levels
as a function of emission wavelength in InGaAs. Simulated surface plasmon loss
(main loss mechanism for metal waveguide) for gold, chromium and palladium are
also added for comparison.
As one can see, those loss are detrimental to long wavelength QCL as they
increase rapidly and are easily above 1 cm−1 between 10 and 20 µm. Moreover they
are extremely sensitive to slight variation of doping above 1 × 1017 cm−3 (typical
doping value of the active region and cladding layers).
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Plasmonic loss
Plasmonic loss, as mentioned briefly earlier, occurs often at a metal-semiconductor
interface because they have opposite sign in the dielectric constant. It happens
generally in metal waveguide where a metal layer is directly above the active region.
It consists of an electron gas oscillating in the plane of the interface and repulsing
the light field. The loss mechanism is different that for free carrier absorption and







where km is the extinction coefficient of the metal. ns and nm are the semiconductor
and metal refractive index.
Equation 3.12 and figure 3.15 displays the behaviour of this loss. It decreases
with wavelength which favours long wavelength QCL, especially THz QCL. For
wavelength between 10 and 20 µm however, the plasmonic loss are comparable to
the free carrier loss and depending of the metal used can be slightly less or more. In
this type of situation, the type of waveguide one can use will depends on how well
one can control the growth or deposition parameters and the expected requirement
on the beam shape.
3.4.2 Waveguide simulation
Simulation is used to help designing the proper waveguide for the proper QCL. One
dimension Transfer matrix method to solve the electromagnetic waves equations is
one of them but if possible finite element modelling (FEM) helps to get a better
picture. Using the commercial software Comsol, figure 3.16 gives an example of
such simulations.
Figure 3.16: Simulation of beam profile of TM00 mode on QCL 2039.
The structure simulated is a 20-µm wide QCL ridge. It contain the two thin
waveguide layers sandwiching the active region as well the bottom and top cladding
sandwiching the whole stack. The TM00 is represented. In this structure, the con-
finement factor simulated 57%. It is also possible to simulate the waveguide loss,
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if one has access to refractive index variation with doping level. This picture gives
also a good example of the waveguide structure used in chapter 5.




After the growth of the active region and the waveguide by Molecular beam epitaxy
(MBE), the processing of the wafer into QCL chips is of paramount importance. If
the MBE growth defines most of the QCL chip’s characteristics, such as available
gain, population inversion, interface roughness etc., a good processing defines the
threshold current, slope efficiency, facet efficiency, beam quality, thermal manage-
ment, waveguide loss and ultimately wall plug efficiency of the QCL. It is of the
same importance as the growth and requires attention.
To get a glimpse of the influence of the processing steps, it is useful to view it
in terms of yield. When the wafer is freshly outside of the MBE chamber, probably
some defects are already present and some areas of the wafer are already wasted,
but one can assume for the sake of argumentation that the whole area of the wafer is
exempt of defects. In a perfect world every single processing step has a yield of one,
which means that there are potentially as many functioning stripes before and after
this step. In reality, every time the wafer is hold with tweezers, every etching, bath
or deposition has a yield attached to it and decreases the number of functioning
chips eventually.
QCL process has hundreds of sub steps, some of them are almost insignificant
(e.g. store back the wafer in its box) or of tremendous importance (e.g. etching
the trenches). Again for the sake of argument, let assume the process to create
QCL chips contains exactly 100 steps with a yield of 0.99 for every step. When
the full process of the wafer is finished, the number of functioning stripe will be
0.99100 = 37%. Almost 2/3 of the wafer is wasted. Bring the yield of every process
to 0.98 and it remains in fine a little bit more than 13% of all the potentially
functioning chips.
Realising that some steps such as spin coating of photoresists or metal evapora-
tion have intrinsically a much lower yield than one (due to edge beads and mechanical
holder, respectively) makes the yield worse. Even though some of the steps have ex-
actly a yield of one if the operator is careful enough, this just shows how meticulous
one ought to be every single time one is manipulating a wafer. It also shows that
paying attention to every details such as a grain of dust on the wafer or a bubble in
the photoresist is crucial.
A lot of unexpected results during characterisations can occur later, most of them
are not well understood and the reason probably lies somewhere between one of
those steps or because of defects during the growth. Usually, it is possible to achieve
a yield per quarter wafer around 80%, which means than 8 out of 10 stripes lase cor-
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rectly. One of the most important step is often the cleaving process. A bad cleaving
can alter the facet of the QCL and bring important disparities in optical power for
chips that are supposed to be identical. Since the whole characterisation relies on
the processing, it is worth dealing with it carefully. The goal of the following section
is to detail as accurately as possible the processing used in the laboratories for this
thesis with its pitfalls.
4.2 Processing steps
The processing of a QCL takes usually several days to complete and up to weeks if
problems are encountered. The main processing steps are represented on figure 4.1
to help the reader visualise them. Every etching or deposition step usually requires
a lithographic process with deposition of photoresists, UV exposition with a mask
and finally development of the photoresist. Those steps are not represented since
they are only tools needed to achieve a particular feature in the QCL chip.
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Figure 4.1: Processing steps of QCL fabrication. As follows:(a) initial wafer out of
the MBE chamber with the active region and top cladding grown. (b) after wet
etching of the trenches. (c) after SiO2 deposition (d) after window opening with dry
etching. (e) after chromium/gold evaporation (f) after galvanic gold deposition. (g)
the final state, after tin deposition as top and bottom contact.
On figure 4.1 the following steps are presented:
• (a) represents the wafer out of the MBE chamber. The active region and top
cladding grown by MBE are visible. The top cladding is part of the vertical
waveguide structure.
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• (b) consists in defining the stripe width through wet etching of the trenches.
More information about this can be found in section 4.3. It is important to
etch at least as deep as the active region. Etching too deep, however, will
shrink the actual stripe width.
• (c) represents the SiO2 deposition through sputtering. Usual thickness are on
the order of 1 µm. Further information in section 4.4
• (d) is the opening of the window. At this stage, a photolithographic step is
needed to protect the SiO2 on the trenches. Detailed description of this step
is given in section 4.5.
• (e) represents the beginning of the top contact process with the first thermal
evaporation of chromium and gold. More information in section 4.8.
• (f) shows the galvanic gold deposition to increase the overall top contact thick-
ness and ease further soldering. More information in section 4.8.
• (g) at the final stage, tin is galvanically deposited as bottom and top contact.
Note that, it is not always necessary to deposit it as top contacts as shown
section 4.9.
4.3 Wet etching
The first processing step is also the single most crucial one: to define the stripes.
The stripe width already plays a paramount role into the maximum power output
achievable as well as the beam shape. A too wide stripe promotes multi lobe emission
but grants more optical power. A too thin stripe most likely results in a single lobe
emission but at the cost of less optical power and more losses.
For spectroscopy application, single lobe emission is a mandatory requirement.
Past experiences in our labs showed that for a width of 30 µm and a wavelength of
11.6 µm, some stripes lase in multi lobe and others in single lobe. In order to improve
the yield of single lobe laser, it was therefore necessary to establish as accurately as
possible the best width to avoid this issue. Our lithography system is limited in the
resolution one can achieve, so that it would be impossible to establish an optimal
width down to one micrometer. However an optimal range can be inferred for the
width that gives rooms for this alignment.
Simulation were carried using Finite element modelling (FEM) with the com-
mercial software Comsol to determine the optimal width for a balance of power and
single lobe operation. The results of the performed FEM Comsol simulation can be
seen on figures 4.2a and 4.2b. A wet etching shape was used for the stripe geometry.
It can be seen that for 18 µm a double lobe is favoured, whereas for 14 µm the
simulation shows a single lobe operation. Following the result of this simulation,
it was decided to aim for a stripe with a width of 13 µm that ensure single lobe
operation.
Another problem arises at that stage. The wet etching process used does not
etch the waferhomogeneously. The stripes located near the edges of the wafer are
etched more rapidly than the center ones. Moreover, a difference can also be seen
between stripes located near straight and curved edges of the wafer. Even worse, the
same stripe has different widths along its length, being larger in the middle of the
length and thinner on the extremities of the stripes. In the end, our stripes displayed
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(a) Stripe width of 14 µm. (b) Stripe width of 18 µm.
Figure 4.2: Finite Element Modeling Comsol simulation of existing Transverse Mag-
netic mode (TM mode) into a QCL waveguide. The mode represented in each figure
is the one with highest gain: in (a) TM00, (b) TM10.
widths of 17 µm in the center, as shown in figure 4.3a, 13 µm on the straight edge
(see figure 4.3c) and 15 µm on the curved edge (see figure 4.3b). It was necessary
to stop the etching at this point since etching more would have compromised many
stripes near the straight edge.
Pictures 4.3a, 4.3c and 4.3b show the top view of the stripes as viewed from our
optical microscope. The width of the stripes were derived using those calibrated
pictures. Accuracy of the measurement is down to the micrometers.
4.4 Electrical Insulation
Electrical insulation is performed by sputtering SiO2 with RF magnetron sputtering.
For this process, uniformity of the deposition is the main concern, as for wet etching.
Our system allow uniform deposition on a rather small area of approximately 1 cm2.
The quarter wafer have an area five times larger, which makes it necessary to inter-
rupt the deposition in order to rotate the sample to obtain an homogeneous layer.
A too thin insulation might result in electrical shortage during contact deposition
in the next step and could ruin a large amount of stripes. SiO2 was sputtered on a
test sample beforehand which presented the same stripe dimensions as the real laser
to verify the homogeneity of the deposition across the quarter wafer. The result are
shown on figures 4.4a, 4.4b and 4.4c.
(a) Highly decentered
stripe (3cm).




Figure 4.4: Optical microscope pictures. Facet view of different stripes after SiO2
sputtering. The stripes are decentered with respect to the target material which is
located in direction of the top left corner.
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(a) Stripe near the center of the quarter
wafer.
(b) Stripe near the curved edge.
(c) Stripe near the straight edge.
Figure 4.3: Optical microscope top view of stripes after etching. The stripe is
sandwiched between the two wet-etched trenches. In brown, on top of the stripe,
the photoresist. InP is in yellow visible in the trenches. The green parts indicate
places where InP was etched below the photoresist without removing the photoresist.
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As can be seen on figure 4.4, the thickness of SiO2 is much greater on the left
trench which is more exposed to the SiO2 target. In the first case, the thickness ratio
of SiO2 deposited between exposed and non-exposed trench could be greater than
five. In order to overcome this limitation, it is necessary to interrupt the deposition
of SiO2 at some point and to rotate the wafer accordingly. By following this recipe,
a uniform deposition of SiO2 is achieved. Proper insulation is usually obtained by
depositing 1 µm of SiO2, which takes usually seven to eight hours. Extra precaution
can be taken by depositing up to 2 µm of SiO2.
4.5 Window opening
After insulating the surface of the stripes with SiO2, it is necessary to open a window
of bare semiconductor to evaporate the metal contact. The step of window opening
is probably the most challenging to achieve for narrow stripes with our set-up. In
order to obtain a uniform current distribution through the top contact and to reduce
the local current density, the window has to be as wide as possible. Indeed, with a
too narrow window, the current density can be locally extremely high and decrease
the lifetime of the chip or even worse, destroy it.
The width of the window is obviously limited by the width of the stripe (figure
4.1 (c)). It can be detrimental to get too close to this maximum limit as through
etching of the SiO2, the side-walls of the stripe could become uncovered. This
could potentially lead to shortage of the active region while depositing the top
contact. In this case, a window of 10 µm was chosen which should leave a few
micrometers of SiO2 on each side of the window. To open a window, it is necessary
to perform another lithography step, where a negative photoresist is used. This
photoresist acts as a mask during etching of the SiO2 on top of the active region. The
photoresist is spin coated on top of the wafer, before being exposed to UV light. The
photoresist exposed to UV light remains while the non-exposed parts are removed
with the developer. A facet view of the stripe is illustrated after development of the
photoresist on figure 4.5.
The alignment of the window with the stripe as seen on figure 4.5 is very chal-
lenging for several reasons:
1. The most obvious reason is physical resolution. With our set-up, aligning the
window mask on top of the wafer leads to uncertainty of several micrometers
as to the exact position of the mask, which is similar to the resolution needed
to be achieved.
2. The second reason is intrinsic to wet etching and width distribution along
the wafer. Aligning one stripe does not result in all the stripes being aligned
properly.
3. The third reason is edge beads of the photoresist. The negative photoresist
used is called AZ15nXT from Microchemicals which is viscous and thick. Even
though the stripes and the mask look properly aligned when viewed with the
microscope, one often has the unpleasant experience of noticing that the stripe
is still misaligned after development of the photoresist. It seems that the edge
beads on the side of the wafer prevent the mask to be perfectly parallel with
the wafer and results in shifting of the alignment. This problem can be reduced
by removing manually the edge beads with a Q-tip.
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Figure 4.5 is also interesting to look at also because it shows a recurring issue with
this photoresist. At the edges between the stripe and the trenches, some seemingly
unexposed photoresist got removed, resulting in those ”Mickey’s ears” visible at the
edges of the stripe. Those ”Mickey’s ears” could be dangerous for the etching of
SiO2 (next step), since the etched SiO2 could reveal the active region (visible on this
figure as a lighter shade of yellow band below the stripe) to the metal. Extra care
should be taken to avoid a shortage.
Figure 4.5: Optical microscope facet view of a QCL stripe after development of the
photoresist. The 1 µm of SiO2 is visible following the shape of the stripe. The
thickness of the removed photoresist is about 20 µm.
The result of the window alignment and development is presented on figures 4.6a
and 4.6b
(a) Top view of one stripe at one end of
the quarter wafer.
(b) Top view of one stripe at the other
end of the quarter wafer.
Figure 4.6: Top view of one stripe from the two ends of the quarter wafer after
photoresist development. The photoresist is covering everywhere except in the center
of the stripe.
The window is properly centered with the stripe on one side of the quarter wafer
(figure 4.6a) but unfortunately, the window is slightly shifted on the other side
(figure4.6b) of the stripe. However, the misalignment is still within the margin of
error (the photoresist can still be seen on the right edge of the stripe) and the active
region will not be shorted by the top contact deposition. This example shows the
tremendous precision needed to be achieved in order to obtain the best performance.
Fortunately, if the result is not satisfying after developing the photoresist, it is
possible to wash away all the photoresist in a stripper and start again this process.
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4.6 SiO2 etching
Once the photoresist mask is properly defining the window, it is time for etching
the SiO2. For SiO2 etching, we use dry etching as it is less aggressive than wet
etching with buffered HF and allows a better control of the SiO2 removal. At
the time of this writing, our SiO2 dry etching process was not optimised in the
sense that an etch rate of 100 nm per hour was achieved which is below literature
values (see for example [146]). SiO2 dry etching is done with a high pressure of 50
pascal (0.5 mbar) of tetrafluoromethane (CF4). Adding a small portion of oxygen
should boost the etching rate but also attack the photoresist faster. For the sake of
successfully processing this stripe, the dry etching of the SiO2 was performed with
tetrafluoromethane at 0.5 mbar.
The etching time takes approximatively ten hours and could be monitor in an
interesting way. Because the SiO2 is a thin film, light will interfere with its two
surfaces. Constructive and destructive interferences are formed for different colors
depending on the thickness. Therefore, by interrupting the etching every so and
then by monitoring the colors, it is possible to know the remaining thickness accu-
rately. Different etching times corresponding to different thicknesses corresponding
to different colors are represented on figure 4.7.
(a) 30 min of etching (b) 60 min of etching
(c) 90 min of etching (d) 120 min of etching
Figure 4.7: Top view of sputtered SiO2 on a stripe of a test sample after different
etching times in a plasma chamber with CF4. Different colors indicate different
thickness.(a), (b), (c) and (d) correspond roughly to 450; 400; 350 and 300 nm left
to etch. The circular black spot (probably a bubble) helps to indicate that the same
stripe was monitored.
After etching of the SiO2, the photoresist was removed using a stripper (NI555
from Microchemicals). Figure 4.8 shows a typical facet view after removal of the
photoresist. In this test sample, the window is not perfectly centered but relatively
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wide and the active region is still electrically insulated with a thick layer of SiO2
(around 1 µm).
Figure 4.8: Facet view of a QCL stripe after SiO2 reactive ion etching.
4.7 Extra electrical insulation
Unfortunately, it sometimes occurs that the SiO2 is partially removed or uncovered
at non-desirable locations during RIE, especially near the edges of the trenches.
Figure 4.9 shows such phenomenon. The SiO2 was removed partially along the edge
of the trench. It can be noticed through the interference fringes due to different
thickness of SiO2. These thinner layers of SiO2 could lead to an electrical shortage
while depositing the top metal contact.
In order to address the issue when it occurs, it is possible to use a positive
photoresist which present a negative undercut when developed as seen on figure
4.10a to protect the recently opened window and to evaporate more SiO2 on the rest
of the quarter wafer to cover those areas. Finally a lift-off process removes the SiO2
on top of the protective photoresist leaving the window untouched.
Figure 4.9: Top view of QCL stripe with interference fringes of SiO2 along the edge
of the bottom trench.
The photo lithography process leading to the negative undercut of the positive
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photoresist is shown on figure 4.10a. The peculiarity of this photoresist is to be less
etched at the surface that in its depth, giving this characteristic shape visible on
figure 4.10a. Here, the stripe is being protected by the photoresist and the exterior
edge (further away from the stripe) of the trenches is being open for SiO2 deposition.
The next step is to deposit SiO2 with electron beam evaporation at low temper-
ature (60◦C) to preserve the photoresist. Sputtering would not be recommended at
that stage for the deposition of SiO2 since the photoresist would not survive it. Pic-
ture after deposition is shown on figure 4.10b. The SiO2 is visible as a thin greenish
layer all over the semiconductor, except at the parts protected by the photoresist.
It only remains to wash away the photoresist to finish the process.
(a) Before SiO2 deposition. (b) After SiO2 deposition.
Figure 4.10: Facet view of the stripe after the photolithography process, before and
after SiO2 deposition. The greenish line following the edge of the surface on (b) is
the SiO2.
Finally, after the extra layer of SiO2, the interference fringes are almost gone on
the top view of the stripes (figure 4.11) since the SiO2 thickness is greater than 1 µm
everywhere.
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Figure 4.11: Interference fringes of sputtered SiO2 after dry etching covered by
e-beam deposited SiO2.
4.8 Top and bottom contact deposition
At this stage of the process, what is left to be done are the top and bottom contacts
of the chips. These contacts are used to provide electrical current through the
structure.
4.8.1 Top contact
The top contact is done in three different steps. First of all, 20 nm of chromium
are deposited by thermal evaporation to act as an adhesion layer for the subsequent
layer. Then, 200 nm of gold are deposited by the same process to form the top
contact. Since thermal evaporation is done at room temperature for the quarter
wafer, it is usual that the chromium and gold layer do not stick to the surface well.
To solve this issue, an annealing of one minute at 300◦C under inert atmosphere
(forming gas) is necessary.
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(a) Before annealing. (b) After annealing.
Figure 4.12: Photography obtained with scanning electron microscopy. Demonstra-
tion of annealing reflow on chromium/gold thermal evaporation. Figure (a) illus-
trates the necessity of annealing for better adhesion. Figure (b) shows the effect of
annealing and the improvement of the structure.
Annealing effect is shown on figure 4.12. In 4.12a, chromium and gold are rep-
resented after thermal evaporation, without any annealing. One can therefore see
that the metallic layers are not adhering well to the semiconductor surfaces and
that some voids are appearing in between. This provide a bad contacting and is
very likely to damage the chip due to high local current density. On the other side,
with proper annealing (figure 4.12b), one can see that the metallic layer is properly
sticking to the semiconductor surface providing satisfying contact.
A third deposition step is sometimes necessary if the chip is needed for particular
application such as integration in external cavity or mounting of the chip epi-down,
which will be the case here. In this case, a thicker gold contact is deposited using
galvanic deposition for thirty minutes. The gold thickness reaches around 10 µm
after this operation. However, in order to ease the cleaving of the chip at the end
of the whole process, before depositing galvanic gold, it is necessary to perform a
last photo-lithographic step to create cleaving section every two millimetres. The
results are displayed on figure 4.13a for the thermally evaporated chromium and gold
and on figure 4.13b for the galvanic gold deposited on top. One cleaving section is
visible on figure 4.13b as an interruption of the galvanic gold. This cleaving section
allows to cleave stripes whose length is a multiple of 2 mm (usually 2,4 or 6 mm).
The bubbles that are visible on figure 4.13b are due to the photoresist used for the
photolithographic step that was not removed at that point.
Finally, as a last process for the top contact, a few micrometers of tin can be
deposited if the chip is going to be use like that. The final section of this chapter
(4.9) highlights the fact that this last galvanic process should not be used for further
integration of the chip in external cavity for example.
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4.8.2 Bottom contact
The very last process realised on the wafer before cleaving it into chips is the bottom
contact which consist of galvanic tin deposited for one hour.
(a) Chromium and Gold thermally evapo-
rated. (b) Gold galvanically deposited.
Figure 4.13: Optical microscope pictures of the top contact.
The very final look of the stripe can be seen on figures 4.14a and 4.14b for a
closer view.
(a) Larger view (b) Close up
Figure 4.14: Optical microscope picture of the top view of the completed process on
the quarter wafer
4.9 Mounting and soldering
To improve heat extraction of our QCL, they are mounted with the top face fac-
ing down on the sub-mount, this mounting process is called: epi-down. For this
purpose, aluminium nitride (AlN) sub-mount are used that provide a room temper-
ature coefficient of thermal expansion similar to the one of InP (4.6 × 10−6 K−1)
and good thermal conductivity of 200 Wm−1K−1. The AlN sub-mount are covered
with a near eutectic mixture of gold and tin: 76 wt% of gold and 24 wt% of tin
(while the eutectic composition is 80 wt% gold /20 wt% of tin). This near eutectic
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mixture is supposed to achieve eutectic composition while soldering it on the chip
due to diffusion of tin and gold on the top contact. When heating up both the chip
and the sub-mount above the eutectic temperature of 280◦C, an excellent contact is
theoretically created.
Figure 4.15: Images of the chips once cleaved. The left chips has two stripes indi-
cated by the golden stripes visible. On the left, the chip is mounted epi-down on
a aluminium nitride submount. The bottom contact made of Tin is visible. Two
soldering wires are also visible for further connexion to laser driver.
An important point to be made is that in case of epi-down mouting, one should
not deposit the extra layer of tin as the final top contact layer. Indeed, once con-
tacted with our sub-mount, this extra layer would shift the gold/tin composition
away from the eutectic point in the tin rich part that creates voids at the soldering
junction [147]. Those voids, called Kirkendall voids, are created when the two met-
als in contact diffuse at different speed. They are also created when an off-eutectic
composition hits the liquidus line of the phase diagram of AuSn during cooling from
a higher temperature than the eutectic temperature. Therefore, the voids that are
usually present and usually shrink in size before disappearing during the cooling end
up freezing at the soldering junction between the chip and the sub-mount. Those
voids are of course not desirable for thermal conductivity as well as for mechanical
stability of the chip.
Finally, it remains to cleave the wafer in individual chips. This step is not as
simple as it sounds, since it is often the case that a bad cleaving will damage nearby
stripes. Worse, it can also makes cleaving marks along the facets that can bring out
bad facet reflectivity. Bad facets can deteriorate the power slope making it hard to
obtain reproducible results from one stripe to another. This step should be done
with the utmost concentration to minimize those effects.
In the end, the chips look like in figure 4.15. The left chip is composed of two
stripes, while the right one is mounted epi-down on an aluminium nitride submount
with copper wires soldered into it to provide electrical current.




Before doing any comparison between lasers, it is important to see what are the
typical measurements done on QCLs that serve as basis for comparison. In order
to characterise the QCL chip, it is necessary to cleave it in a define length. To
extract the maximum power for application in external cavity (see chapter 7), all
chips are cleaved 6-mm long. Characterisation of the chip include: power-intensity
measurement, intensity-voltage measurement, power temperature dependence, duty
cycle dependence, waveguide loss as well as temperature threshold current depen-
dence and beam profile. The following measurements were done on our QCL 2-1453
whose detailed growth characteristics can be found in chapter 6.
5.1.1 X-Ray rocking curve
The very first characterisation done on a QCL is just after the growth in the MBE
chamber. A rocking curve (θ− 2θ scan) of the active region grown is recorded using
an X-ray diffractometer. On figure 5.1, one see the result of such measurement.
Figure 5.1: θ − 2θ scan of grown wafer HU2-1507. Visible satellite peaks at -3000”
and 3000” represent 1st order superlattice.
This rocking curve is similar to the fingerprint of the active region. Each peaks
is linked with a particular structure inside the active region. For example, the most
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intense peaks are InP substrate peak, InP cladding peak and superlattice. Since the
active region is also a periodic structure, it displays a 0th order peak, superimposed
to the InP one (since the active region is lattice-matched). Any peak mismatch
translates into a lattice mismatch, hence to a composition mismatch. It is also
possible to see the first order peaks of the superlattice on the sides of the main
peaks.
To analyse and attribute each peaks to particular layer (or layers) inside a QCL
is not feasible by eye. One needs to use a simulation tool, where the the rocking
curve of the nominal grown structure is simulated with the software. Comparing the
simulated rocking curve with the measured one bring information about the active
region period width as well as layers composition.
It is necessary to do this measurement before anything else, to ensure that the
growth went as expected, and that the structure grown respect the nominal values,
otherwise there is no basis for analysis of further results.
5.1.2 Power Intensity Voltage measurement
The power-intensity (P-I) measurement is performed using a synchronous detection
set-up, where our laser pulsed at 10 kHz is modulated by a 30 Hz carrier signal syn-
chronised with our detector. This detection scheme is necessary, since the recorded
power is similar or even lower than the thermal background signal. The detection
system still remains sensitive to air fluctuation and should be set-up with care for
reproducible measurement.
On figure 5.2a and 5.2b, the average optical power and Intensity Voltage (IV) char-
acteristic were recorded as a function of temperature. The QCL chip was placed
inside a cryostat with its facet facing toward a cryostat window made of ZnSe. The
measurements were automatised but performed with the same equipment. At near
(a) Optical average power per facet (b) Current voltage characteristics.
Figure 5.2: Pulsed Power-Intensity (a) and Intensity-Voltage (b) measurement per-
formed at different temperature. The chip length is 6 mm with a width of 15 µm.
The pulse width is 150 ns and repetition rate of 10 kHz.
room temperature an optical power of 450 µW was recorded at 11.2 kA/cm2 for a
threshold current of 4 kA/cm2 whereas at 60 K the optical power was measured up
to 1.5 mW at 4 kA/cm2 with a threshold current of 0.8 kA/cm2.
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On figure 5.3, a measurement of average optical power emitting through one facet
is reported at different repetition rate (respectively different duty cycle). It seems
that the maximum average power is achieved for a duty cycle in between 0.33% and
0.5%. It is worth noting that the optimal duty cycle depends on the heat dissipation
capacity of the holder used for the measurement. With better heat dissipation comes
better maximum average power and higher optimal duty cycle. The absolute values
of optical power recorded for different duty cycles should not be strictly compared
to the one measured at 280 K, because a different holder for the chip was used in
both cases and therefore slight difference are noticeable (and most likely comes from
better contacting options with the cryostat).
Figure 5.3: Power intensity curves recorded for different duty cycles (d.c.) visible in
inset. The pulse width is always 100 ns.
5.1.3 Waveguide loss and characteristic temperature
Characteristic temperature
QCL have the reputation of being relatively insensitive to temperature fluctuation
compared to other semiconductor devices, such as diode laser for example. The rea-
son is that the population in its upper state subband is ensured mainly by phonon
scattering and will not change much over several hundreds of degrees [128]. With
the population unchanged, most of its characteristic are not too strongly affected.
In order to characterise the temperature dependence of the threshold current den-
sity, Jth, the characteristic temperature T0 is usually compare. This temperature is
calculated by measuring the threshold current density at different temperature and
using the expression Jth = J0e
T
T0 . The characteristic temperature T0 allows to com-
pare temperature stability of QCLs. The higher the T0, the less the laser’s threshold
current is sensitive to a change of temperature. In the example on figure 5.4 the
T0 is 135 K. This is a good value, taken into account that this stripe is relatively
narrow for its wavelength (15 µm wide for an emission at 13 µm), which makes it
more difficult to extract heat efficiently.
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Figure 5.4: Measurement of characteristic temperature.
Waveguide loss
The threshold current density is strongly dependent on the laser loss. The higher
the optical loss, the higher the threshold current. Measuring waveguide loss is not
an easy task to perform but can be estimated by calculating the threshold current
of several stripes with different lengths. This is the so-called ”1 over L” technique
[128]. Equations 5.1 and 5.2 representing the threshold current density as a function







Jth is the threshold current density, αw and αm are the waveguide and mirror
loses respectively, gc is the modal gain coefficient, ηinj is the injection efficiency. By




where R is the reflectivity of the facet (28% for InP) and L the length














Equation 5.2 shows that the threshold current is a linear function of the reciprocal
length of the chip. By measuring the threshold current density for several chip
lengths, one obtain a set of data point represented on figure 5.5. Then, by fitting the
data points with a linear function one can deduce the modal gain and the waveguide
loss. Figure 5.5 illustrates the result of this measurement:
A modal gain of gc = 8 cm
−1 and waveguide loss of αw = 37 cm
−1 are found
by using the fitted value of the slope and the intersection of the fit to the y axis.
As a side note, this relatively high value echoes to a publication from the group of
Gmachl [148]. It explains that for smaller ridges, the electric field perpendicular
to the epitaxial layers (selection rules) gets closer to the SiO2 insulation layer and
the metal contact layer. The mode coupling between the laser mode (TM) and the
surface plasmon polariton mode create an increase loss responsible for this relatively
high value.
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Figure 5.5: Threshold current density as a function of reciprocal length of the chip.
5.1.4 Beam profile
The processing of QCL is focused on achieving single lobe lasing for spectroscopy
applications. It is achieved by designing a narrow width, therefore, a compromise is
made between maximum power and threshold current for the sake of beam quality.
The beam profile of QCL is characterised using a chopped pyrometer of Ophir and
is typically recorded at different distance from the emitting facet. Figure 5.6a and
5.6b shows two beam profiles at different distances: 5 and 14 cm respectively. It is
worth pointing out that it is not possible to fully collimate both axis of the laser,
since the divergence angle is different whether one consider the perpendicular or
parallel axis to the epitaxial layers. In this case, a single lobed beam profile was
recorded as designed. The estimated beam size is 1.2 mm× 1.1 mm.
(a) Beam profile at 5 cm from the beam
profiler
(b) Beam profile at 14 cm from the beam
profiler
Figure 5.6: Beam profile of focused beam emitted from the facet. Lens characteris-
tics: f=4mm and NA=0.56. The horizontal axis is parallel to the growth direction
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5.1.5 Spectral Measurement
Spectral measurements are performed with FTIR after growth to visualise the emis-
sion spectrum. Examples of spectra are displayed on figure 5.7a and figure 5.7b.
Those spectra are typical emission spectra of QCLs. Several longitudinal modes
can be seen on each spectra. They are represented as peaks forming the overall
emission spectrum. Those modes may change with injected current as the band
alignment changes as well. Moreover, they demonstrate the inherent advantage of
QCL that is their resulting broadband gain which can be partially exploited with a
DFB structure and potentially fully exploited with in an external cavity.




















(a) Optical spectra of the 1st wafer. (b) Optical spectra of the 2nd wafer.
Figure 5.7: Optical spectra of two identically grown wafer
5.2 Long wavelength QCL comparison
5.2.1 A new active region
The goals of this chapter are to:
• Validate the designing program capability with characterisation of a grown,
home-made designed laser.
• Understanding of different design performances through simulations.
In order to address the previous points, it is necessary to start with the output of
the design program. With the help of the simulations performed and the tools devel-
oped so far on chapter 3, a new active region was designed for a QCL emitting around
16.1 µm based on a bound-to-continuum scheme. The active region is grown by gas
source MBE, period after period. Starting from the injection barrier, the thicknesses
of the layers of one period are the following: 36/36/5.8/59/6/57/8.4/56/10/54/12.8/
53/14.6/51/17.8/49/20/ 46/24/44/28/ 42/30/38 where the numbers in bold and
roman represent respectively the thickness in Angstroms of the In0.53Ga0.47As layers
and In0.52Al0.48As layers. The underlined layers are silicon doped for a sheet density
of n = 1.1× 1011 cm−2.
The conduction band and its associated wavefunctions for this design are repre-
sented on figure 5.8:
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Figure 5.8: Conduction band profile and associated wavefunctions of the laser men-
tioned in 5.2.2 for an electric field of 28 kV/cm. Profile generated using a home-made
program. The blue and red wavefunctions in bold are the upper and lower level re-
spectively.
The design is a standard bound-to-continuum design. The first QW defines the
upper level, while the remaining ten QWs are used to define the lower level as well
as the depopulation scheme. This design is similar in form to the one of Faist [23]
and will be compared to it in section 5.3. The main difference being that this one
was generated by the program created for this thesis and focus on a different lower
level positioning with respect to the upper level as well as a different depopulation
scheme.
5.2.2 1st QCL grown: 2039
On a 2-inches InP wafer, the design presented above was grown. In order to confine
the laser beam, a waveguide structure was grown surrounding the active region.
The waveguide structure was simulated following chapter 3. The complete grown
structure of the laser 2039 is shown in table 5.1:
For future reference and simplicity, this active region with this waveguide will
be called by its wafer name: 2039. As can be seen in table 5.1, a standard dielectric
waveguide was developed with the Comsol software and used to confine the laser
beam. This waveguide is comprised of a very low doped (2 × 1017) 1 µm thick InP
layer directly on top of the naked wafer in order to decrease the optical loss (since
the laser beam will eventually overlap this region). The waveguide is made of two
low-doped 560-nm layers of In0.53Ga0.47As sandwiching the 45-periods active region.
Due to the long wavelength of emission, it was necessary to consider a thick cladding
to decrease the overlap of the laser beam with the heavily doped contact layer and
the contact metal. The capping layers were grown in two parts. The first part
was a 6 µm silicon doped InP layer, and the outer layer (where the beam overlap is
weaker) was more heavily doped in order to increase the refractive index of said layer
and thus the confinement factor. In the end, this complete waveguide was simulated
using Comsol software which allowed us to determine a confinement factor Γ of 37%.
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QCL 2039
Layers
Material. Thk. [nm] TSi [
◦C] Doping [cm−3]
Substrate InP
Buffer layer InP:Si 1000 1080 1.8× 1016
Waveguide layer In0.53Ga0.47As:Si 560 1030 4× 1015
Active region (45 times) In0.53Ga0.47As 3400 1140 1.2× 1017
In0.52Al0.48As
Waveguide layer In0.53Ga0.47As:Si 560 1030 4× 1015
Capping layer (1) InP:Si 5000 1100 2.6× 1016
Capping layer (2) InP:Si 1000 1250 3.2× 1018
Contact layer InP:Si 100 1300 1.1× 1019
Table 5.1: Nominal layer composition of laser 2039. TSi is the temperature of the
silicon cell used for doping of the layers.
Measurement setup
To measure the performance of 2039, a 48 µm-wide stripes is defined in a quarter
wafer. The stripes are covered in photoresist for electrical insulation purpose. A
20 µm-top window is opened with the photoresist developer and finally galvanic
indium is deposited on the top opening for the top contact.
One stripe of the QCL 2039 (50 µm x 4.8 mm) was placed in a small cryostat,
and cooled at Liquid nitrogen (LN2) temperature. The open cryostat is visible on
figure 5.9a with the QCL chip visible on its copper mount. The temperature sensor
is also visible at the bottom of the opening. The cryostat is then closed with a ZnSe
window before facing the detector for measurement as shown on figure 5.9b. The
metallic clamp visible as well on figure 5.9b ensure that the cryostat will always be
sitting at the same position with respect to the detector to allow reproducibility of
the measurements. The collection efficiency of the detector is optimal given the bulk
of the cryostat. However, part of the emitted light is not collected, either due to the
high divergence angle of the QCL emission which prevents every emitted photons
to reach the detector or because the ZnSe window used absorbs roughly 20% of the
incident light at the wavelength of interest.
Power Intensity curve: 2039
The recorded power intensity (P-I) curve at liquid nitrogen temperature is shown
on figure 5.10
The peak power is 37 mW with a threshold current density of 4.5 kA/cm2. The
power intensity curve displays a constant slope until roll over with a dynamic range
of 4.5 kA/cm2. The power is modest but lasing action is present which is a success
in itself. To confirm this result, the spectrum of this laser must be recorded.
Spectra: 2039
The spectra were measured around the threshold current density and at higher
current densities. The main emission wavelength is near 16.5 µm which correspond
to an energy separation between upper and lower level of 75 meV compared to a
design value of 77 meV. A slight blue-shift of the emission wavelength is visible with
increasing current density. A second longitudinal mode is visible near 16.7 µm for
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(a) Open cryostat. The QCL chip on it
submount is visible facing the outside.
(b) Closed cryostat facing the Ophir de-
tector RM9-THz.
Figure 5.9: Photos of the measurement setup.
Figure 5.10: Power intensity curve measured at LN2 temperature. The power emit-
ted from one facet was recorded by a lock-in detector from Ophir (RM9-THz). The
electrical pulses (100 ns x 80 kHz, d.c.=0.8%) were generated with a pulse generator
from Quantiox and amplified by a pulse amplifier from Picolas.
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Figure 5.11: Spectra of QCL stripe 2039 recorded at LN2 temperature with an FTIR
for three different current densities.
increasing current density and another one at 17.1 µm. The origin of those extra
longitudinal modes are not simply understood but are much weaker than the main
one and contribute negligibly to the total measured power.
To gain more insight into the sample 2039 performance, its waveguide loss and
gain as well as the T0 value were measured.
Waveguide loss and threshold current: 2039
Figure 5.12: Waveguide loss and
modal gain measurement of wafer
2039 at LN2 temperature.
Figure 5.13: T0 measurement of wafer
2039.
The waveguide loss were measured at 5 cm−1 using the technique described in
section 5.1.3, while the modal gain was measured to be at 2 kA/cm−1. The threshold
current density measurement with temperature shows that the laser is working up
to 200 K displays a T0 value of 234 K (measured for laser temperatures between 80
and 200 K). This is a good value for such laser, compared to 161 K for the laser
used in the annealing experiment in chapter 6 and to 233 K measured by the group
of Faist [23].
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With this laser, the first of our two goal, which was to provide a working laser
designed through simulations is achieved. The emission wavelength at 16.5 µm near
the one designed for is also satisfying. The main shortcoming of this laser is its
maximum operating temperature of 200 K which drastically limits its usability as
well as its low power. Since the waveguide loss of 2039 are fairly low, especially
for this wavelength, it was figured out that in order to overcome this limitation,
the same design could be grown but with a greater number of periods to increase
both gain and confinement factor as well as to slightly increase the doping level to
increase the maximum power. The resulting is laser 2050.
5.2.3 Improvement trial. 2nd QCL grown : 2050
A comparison between the main characteristics of lasers 2039 and 2050 is shown on
table 5.2 for clarity purpose. The active region remains the same but the number
of periods goes from 45 for the 2039 to 70 for the 2050 and the doping level is also
increased from 1.2× 1011 to 2.1× 1011cm−2.
QCL
2039 2050
Design type 2039 2039
Number of periods 45 70
Doping level (cm−2) 1.2× 1011 2.1× 1011
TSi [
◦C] 1140 1160
Table 5.2: Summary of laser characteristics of laser 2039 and 2050. The proposed
optimisation is based on a greater number of periods (from 45 to 70) and higher
doping (1.2 to 2.1× 1011cm−2) for the 2050.
Spectra: 2050
After growing the laser 2050 following the properties shown on table 5.2, it was pro-
cessed in the exact same way as the 2039. The same measurements as for 2039 were
performed. The first measurement performed was to verify the emission wavelength.
The spectra of such laser is shown on figure 5.14.
The striking point is the redshift of the emission wavelength to 18 µm correspond-
ing to an energy separation between levels of 69 meV. Such shift was explained before
by Faist [149] and is due to the increased amount of dopant in the active region.
This increase of dopant effectively results in the creation of a band tail of impurities
in the lower side of the energies of the wavefunctions.
P-I Measurement: 2050
Even though the wavelength of 2050 was shifted with respect to 2039, it was inter-
esting to compare the performance of 2039 and 2050. The P-I comparison is visible
on figure 5.15
The P-I curve of QCL stripe 2050 displays a higher threshold current and a
smaller slope efficiency compared to the QCL stripe 2039. To analyse this be-
haviour, it is useful to remember the standard equations and parameters defining
80 CHAPTER 5. QCL COMPARISON
Figure 5.14: Comparison of spectra of QCL stripes 2039 and 2050 recorded at LN2
temperature with an FTIR. Emission peak of 2050 at 18 µm compared to 16.5 µm
of laser 2039.
Figure 5.15: Comparison of P-I curves of QCL stripes 2039 and 2050 recorded at
LN2 temperature. The characteristic lengths of the two stripes are indicated in the
inset. The pulse width and frequency were kept the same as previously (80 kHz x
100 ns).
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the threshold current density and the loss included in it. The threshold current
density is commonly defined as [128]
Jth =






where g is the gain, Γ is the confinement factor, αm,i and αw are respectively the
mirror loss of one facet and waveguide loss, ntherm2 is the thermally excited electrons
density from the injector to the lower level and τeff = τup(1 − τlowτup->low ) describes
the effective upper lifetime. τup and τlow represent the upper and lower lifetime and
τup->low, the transition lifetime from upper to lower level.
Waveguide loss include the free carrier absorption, and the scattering loss gen-
erated at the waveguide interface. Equation 6.2 evidences that higher loss translate
into higher threshold current density. It also establishes that higher confinement
factor or gain naturally translate into a decrease of the threshold current density.
This equation is very useful to understand many concept and will be referred to
several times.
Earlier in this thesis, as seen in equation 3.10, the free carrier absorption αc
is proportional to the doping level N. Therefore, a higher doping level leads to a
higher waveguide loss. Using equation 6.2, one can explain the jump in threshold
current density from 4.5 to 6.5 kA/cm−1. It is important to note that the increase
of wavelength also participates in the increased loss since the free carrier absorption
increases with the wavelength as αc ∝ λp [134] (with p being between 2 and 3).
In consequence, a higher wavelength means higher loss, hence, higher threshold
current. The dynamic range of the 2050 remained roughly the same (5 kA/cm−1)
compared to the previous value of 4.5 kA/cm−1 for the 2039. The slope efficiency
measured between 7 and 9 kA/cm−1 changed however, from 8.5 mW/kA for the
2039 to 2.2 mW/kA for the 2050. In order to explain this change in slope efficiency,
the waveguide loss is measured and shown on figure 5.16
Waveguide loss : 2050
Figure 5.16: Comparison of waveguide loss for QCL stripes 2039 and 2050 recorded
at LN2 temperature. gΓ is the modal gain and aw is the waveguide loss.
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The waveguide loss measurement data are shown on figure 5.16. On the one
hand, as expected from the combination of both increased wavelength and doping,
the waveguide loss sky-rocketed to more than 30 cm−1. On the other hand, more
positively, the gain increased up to 5 kA/cm−1 due to the higher confinement factor
and number of periods of 2050.
The change of slope efficiency between laser 2039 and 2050 is now easily explained











where Np is the number of period, h is the Planck constant, ν is the frequency and
e is the electron charge. Since the mirror loss, effective lifetime and lower lifetime













This ratio is relatively close to the one expected (8.5/2.2 ≈ 3.9), considering the
change in waveguide loss and number of periods. The small discrepancy might
come from a different upper lifetime in the 2050, originating from the change of
wavelength.
T0 measurement : 2050
Aside from the waveguide loss and gain, the T0 value of QCL 2050 was measured
and is shown to improve slightly compared to 2039 as seen on figure 5.17. However,
the maximum temperature of operation is still pinned around 200 K.
Figure 5.17: Comparison of T0 for QCL 2039 and 2050 recorded at LN2 temperature.
The linear fits agrees well with experiments.
Finally, the QCL 2050 turned out to show interesting characteristics. The
stronger doping gave rise to a wavelength red-shift, which was not looked after.
Nonetheless, the extra periods influenced positively, increasing both the confinement
factor and the gain. In order to benefit from those characteristics, a third laser was
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grown, sharing the favourable specifications of both the 2039 and the 2050: same
number of periods as the 2050 and same doping (for same wavelength) as the 2039.




Design type 2039 2039 2039
Number of periods 45 70 70
TSi [
◦C] 1140 1160 1140
Doping level (cm−2) 1.2× 1011 2.1× 1011 1.2× 1011
Table 5.3: Summary of characteristics of QCL 2039, 2050 and 2068. Bold blue values
indicate characteristics shared with 2068.
5.2.4 The best of both designs. 3rd QCL grown: 2068
P-I measurement: 2068
QCL 2068 was processed the same way as 2039 and 2050 to allow direct comparison.
The width of the stripe was again kept as close as possible to the 2039 and 2050.
The P-I curve of a 3.3 mm-long chip was recorded using the same setup as previously
mentioned. The resulting characteristics is shown on (figure 5.18).
Figure 5.18: Peak power as a function of intensity for laser 2068 recorded at LN2
temperature. The pulses were operated at 80 kHz with a width of 100 ns. The chip
dimension are 3.3 mm-long and 42 µm-wide.
The first observable feature of this laser is its low threshold value of 2.3 kA/cm−1
at LN2 temperature compared to 4.5 kA/cm
−1 for the 2039 with an even longer chip
length of 4.8 mm (5.10). The P-I curve shows an interesting feature being the
change of slope efficiency around 4.25 kA/cm−1. In order to understand the change
of threshold current, the waveguide loss were measured.
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Waveguide loss: 2068
A ”1 over L” (equation 5.2) measurement was performed, whose results are visible on
figure 5.19. It shows indeed a higher value for the modal gain. The lower threshold
current is attributed to a much higher modal gain, due to a higher confinement
and larger number of periods [150]. The higher waveguide loss measured is easily
explained due to the higher number of periods grown for this laser.
Figure 5.19: Waveguide loss and modal gain of QCL stripe 2068 measured at LN2
temperature using the ”1 over L” technique. The waveguide loss were measured at
11 cm−1 and the modal gain gΓ at 7 cm/kA
Spectra: 2068
In order to understand the change of slope efficiency, however, it is necessary to
examine the spectra of QCL 2068 at several current densities.
The explanation appears with figure 5.20. At threshold current density, the laser
displays a longitudinal mode at 562 cm−1 (17.8 µm). By increasing the current
density, several other longitudinal modes appear (all blue-shifted) at 569 cm−1 and
574 cm−1. The last mode at 574 cm−1 is the one which will dominate, up to J =
4.25 kA/cm2, seizing the gain for itself. However, by increasing again the current
density to J = 4.25 kA/cm2 = 1.7Jth and above, a stronger longitudinal mode
emitting at 599 cm−1 will take over. This change of dominant longitudinal mode
appears at the same current density as the change of slope in the PI curve, so
the explanation is that the power in the first slope comes mainly from the mode
at 574 cm−1 (17.4 µm), while the second, steeper slope comes from the mode at
599 cm−1 (16.9 µm).
At roll-over, for J = 5 kA/cm2 = 2.35Jth, other longitudinal modes sprout at
610 cm−1 and between 640 cm−1 and 650 cm−1 while the main mode at 599 cm−1
has its intensity decreased. Those extra modes do not exhibit as much power as the
main mode, thus the roll over. The main emission peak at 599 cm−1 is at the same
wavelength as the 2039, therefore all comparisons between lasers are valid.
Coming back to the P-I curve, in order to compare the slope efficiency between
2039 and 2068, one must therefore measure the slope efficiency above 4.25 kA/cm2.
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Figure 5.20: Spectra of QCL stripe 2068 recorded for various current densities at LN2
temperature. The spectra are represented with a vertical offset for better visibility.
In this case the slope is 10.7 mW/kA for 2068, higher than the 8.5 mW/kA for the
2039. By performing similar calculations as for the 2050, the ratio of slope efficiency













This ratio is in good agreement again with the measured value (10.7/8.5 ≈ 1.26).
The slight difference observed is understandable given the presence of parasitic lasing
modes with different slope efficiencies. Hence, this most likely blurred the precise
calculation of the slope efficiency for the mode of interest.
Room temperature operation : 2068
Finally, the main goal of this whole experiment was achieved since this laser was
able to operate at room temperature. A 4.2 mm-long chip displays only about 1
mW of peak power in our set-up configuration. This power is little but measurable
(fig. 5.21). The very low value of power measured below 3.8 kA/cm−1 on figure 5.21
should be interpreted with reservation since joule heating in the chip is present and
shadows the actual power measurement at those current values. Consequently, one
should not try to derive a threshold current value based on this data.
The maximum power measured at room temperature was particularly sufficient
enough to record spectra shown on figure 5.22 using the FTIR. The spectra consist
of mainly two peaks, one centered at 599 cm−1, like the one measured at LN2
temperature, and a broader one at 602 cm−1. These two peaks undergo a slight red
shift of a few cm−1 from 0◦C up to room temperature, thus the emission wavelength
is fairly stable with temperature change.
The performance of this laser outperform both QCL 2039 and 2050 since it is
able to operate at room temperature. Moreover, a T0 value was derived. It is worth
explaining that because joule heating tends to blur the lines when determining the
threshold current. To this end, it was decided to record the threshold current as
the injected current necessary to obtain 4 µW of average power instead of 2 µW as
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Figure 5.21: Peak power as a function of intensity for laser 2068 recorded at room
temperature. The pulses were operated at 80 kHz with a width of 100 ns. The chip
is 4.2 mm-long and 48 µm-wide.
Figure 5.22: Spectra of QCL stripe 2068 measured around room temperature. Exact
temperature are mentioned in inset. A slight red shift is visible from low to high
temperature.
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previously done. This technique allows to discriminate better between joule heating
power and actual lasing power while keeping the accuracy of the measurement.
The result shows that QCL 2068 displays a higher T0 of 353 K measured for laser
temperatures ranging between 80 and 300 K (fig. 5.23). This T0 value is relatively
high for a QCL compared to QCL 2039 or 2050.
Figure 5.23: T0 measurement of QCL stripe 2068. The slope gives a T0 of 353 K.
The linear fits agrees well with experiments.
The QCL 2068 definitively represents an improvement to the 2039 and 2050
since it works at room temperature and displays a better temperature insensitivity
for the threshold current. There is nevertheless room for improvement, mainly the
peak power which remains low or extremely low at room temperature. One of the
idea for improvement is shown at the end of the section 5.3.
5.3 Comparison with state of the art. 4th QCL
grown: 2072
5.3.1 2039 vs 2072
The performance of the previously grown laser are extremely satisfying, especially
the ones of QCL 2068. The results fulfilled the purpose to demonstrate that the
designing program was able to semi automatically create active regions that are
actually operating once grown. The second satisfying point is that, this design
managed to work even at room temperature providing a high enough number of
periods are grown.
In order to go even further, the state of the art design at these wavelengths
achieved by Michel Rocat from the group of Faist [23] was grown. The QCL grown
by the group of Faist, in their paper, was more precisely lasing at 15.5 µm. To
achieve a good comparison between the state of the art and the 2039, the first QW
width of the state of the art design was slightly modified, from 32 to 36 nm. The
first QW defines the upper level. It was modified in order to aim for an emis-
sion at 16.5 µm to match the emission wavelength of QCL 2039-2068. The active
region of such reference laser, the 2072 is: 33/36/5/65/6/66/7/63/8/58/10/46/
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12/44/14/44/17/42/20/41/22/40/25/38, where the numbers in bold and Roman
represent the thickness in Angstroms of the In0.53Ga0.47As layers and In0.52Al0.48As
layers respectively. The underlined layers are silicon doped for a sheet density of
n = 1.0× 1011 cm−1.
The active region is represented on figure 5.24:
(a) Conduction band profile and wave-
functions of the QCL designed by Michel
Rochat (Faist’s group) [23] (except for
the first QW) for an electric field of 21
kV/cm.
(b) Conduction band profile and wave-
functions of newly designed active region
at 28 kV/cm.
Figure 5.24: Comparison between the new design 2039 and the state of the art
design 2072. The blue and red bold wavefunctions are respectively the upper and
lower level.
The first difference with respect to the new design is the lower level localised
closer to the upper level in my design whereas the transition in Rochat’s laser is
more diagonal. The depopulation scheme for the lower level is also different. The
first miniband of Rochat’s design is narrower than in the new design. This broader
miniband could potentially leads to a better (lower) thermal population ntherm of
the lower level in the case of the new design as explained empirically by Faist in his





with ∆inj being the energy separation between the bottom and the top of the
first miniband, k, the Boltzmann’s constant, Tel, the electronic temperature and nj
the injector sheet density. A smaller ∆inj leads therefore to a lower ntherm.
In order to appreciate the difference of active region design, I regrouped in table
5.4 the simulated characteristics of the lasers to be compared.
The impact of the less diagonal laser transition in the case of the 2039 is clearly
visible in the τup->low value which is much smaller value than for the 2072. This, as
well, impacts τeff calculated at 0.21 ps for the 2072 and 0.19 ps for the 2039-2072.
τeff reflects roughly the ratio between threshold current density and the population
inversion. For this reason, a higher value means more population inversion for the
same current. Equation 5.4 also highlights that τeff affects the slope efficiency as well,
even if less strongly. However, the new structure allows for a higher dipole matrix
element, which translates into higher gain. It is therefore not simple to estimate
which one is the best design.
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Lasers
2039-2068 2072
τup (ps) 0.22 0.22
τlow (ps) 0.15 0.15
Dipole matrix element (nm) 3.2 2.9
τup->low (ps) 1.0 5.6
Table 5.4: Comparison of lifetimes and dipole matrix elements between design 2039
and 2072. τup and τlow are the upper and lower lifetime respectively. τup->low is the
scattering time from the upper to the lower level.
The active region of 2072 was grown in order to be compared to 2039, therefore
only 45 periods for the 2072 were grown. We summarised the main growth charac-
teristics of the wafer 2072 compared to the previous ones in the following table 5.5
for clarity. The silicon cell temperature was the same, the slight change in doping
density is due to minor change in the active region length.
Lasers
2039 2050 2068 2072
Design type 2039 2039 2039 2072
Number of periods 45 70 70 45
TSi [
◦C] 1140 1160 1140 1140
Doping level (cm−2) 1.2× 1011 2.1× 1011 1.2× 1011 1.0× 1011
Table 5.5: Summary of characteristics of QCL 2039, 2050 2068 and 2072
P-I Measurement: 2039 vs 2072
As usual, the wafer was processed in stripes the same way as 2039 with similar
width. It was cleaved into chips and one of them was set it in our cryostat to
perform measurements. The P-I curves of the 2072 as well as the 2039 are presented
on figure 5.25
The 2072 appears to have better performance with a lower threshold current
density as well as a higher maximal peak power. The lower threshold current density
particularly is striking and is most likely due to the longer τup->low. One can also
notice that the 2072 has a lower dynamic range, roughly 3 kA/cm2 compared to the
5 kA/cm2 of the 2039. This might be due to the positioning of the doping in the
active region, which is located closer to the lasing transition in the case of the 2039
than the 2072. The slightly lower doping sheet density for the 2072 might be the
reason of such a change in the dynamic range. The P-I curve of the 2072 displays, as
the 2068, two distinct slopes appearing at different threshold current density. Those
two slopes are investigated by measuring the spectra of the 2072 at different current
densities (figure 5.26)
Spectra : 2072
A similar spectral behaviour as the 2068 is noticeable on figure 5.26. At threshold
current, the chip is lasing at 608 cm−1, very similar to the emission wavelength of
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Figure 5.25: Comparison of peak power as a function of intensity for laser 2039 and
2072 recorded at LN2 temperature. The pulses were operated at 80 kHz with a
width of 100 ns. The chips dimensions are mentioned in inset.
Figure 5.26: Spectra of QCL stripe 2072 measured at LN2 temperature for several
threshold current indicated on the right side of the figure.
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the 2068. The P-I curve highlights the fact that the slope efficiency of both 2039 and
2072 are similar. Then at twice the threshold current, the main emission wavelength
of the 2072 shifts from 608 cm−1 to 648 cm−1 and at the same current density the
P-I curve displays a much higher slope efficiency (and therefore power). It shows
that even though the first QW of the active region of 2072 was engineered to operate
at the same wavelength as the 2039, this lasing mode is not stable for higher current.
Some longitudinal modes are also visible around 1113 cm−1 that cannot originate
from the same upper level. The gain is not homogeneously broadened from 605 cm−1
to 1113 cm−1, that would be impossible for such design. Most likely, the excited level
above the upper level (in purple on figure 5.24a) gets aligned with the injector state
at high enough current and gets populated enough to observe population inversion
between this level and the lower level, thus lasing.
Waveguide loss : 2072
The waveguide loss are measured to ensure that they are the same between 2039
and 2072. The QCL 2072 displays waveguide loss of 5 cm−1, just as the 2039 as
apparent on figure 5.27. This measurement also determines a gain almost twice as
high as for the 2039 that explains the overall better performance. In the end, it
seems that the higher dipole moment element for the 2039 did not play in its favour
as it contributed to a much lower τup->low which thus impact negatively the threshold
current.
Figure 5.27: Waveguide loss of QCL stripe 2072 measured at LN2 temperature.
T0 comparison: 2039 vs 2072
Finally, the maximum achievable temperature with laser 2072 is examined. Laser
2039 was only lasing up to 200 K. The evolution of the threshold current density for
both QCL 2072 and 2039 are visible on figure 5.28. Laser 2072 falls short of lasing
at room temperature, since it was not possible to measure a threshold current above
280 K. In this regard, laser 2068, using the same design as 2039 but with higher
number of periods was able to operate at room temperature. It can be deduced that
QCL 2072 would probably be lasing at room temperature as well if its number of
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periods were to increase. The measured T0 value is 318 K, higher than the 234 K of
the 2039 but slightly less than the 353 K of the 2068. This better T0 for 2072 reflects
the lower τup->low for the 2072 design as well as the higher energy difference between
the upper level and the first excited level which increases the injection efficiency to
the upper level.
Figure 5.28: T0 comparison between lasers 2039 and 2072. The 2039 displays a T0
of 234 K and the 2072 a T0 of 318 K. The linear fits agrees well with experiments.





This chapter cover the material of one of the article published during my PhD stud-
ies [151] whose goal was to determine the thermal budget of a grown long wavelength
quantum cascade laser based on the lattice-matched InGaAs/InAlAs system to InP.
Strain-compensated materials are used to reach the short-wavelength limit of radi-
ation emission around 3 µm while lattice-matched InGaAs/InAlAs system to InP
is the most common material system used for QCLs emitting up to the restrahlen
band. In order to improve the thermal conductance — and therefore performance
— of QCLs , etched laser stripes are regrown with electrically insulating InP to
allow simultaneous electrical insulation and thermal conductance [152, 153]. This
step can be carried out using either Molecular Beam Epitaxy (MBE) or Metalor-
ganic Chemical Vapor Deposition (MOCVD). It was demonstrated, however, that
the temperatures necessary for MOCVD are incompatible with strain-compensated
structures that have a low thermal budget [152]. In this chapter, the thermal budget
of lattice-matched QCL is determined to obtain information about the technologies
available for regrowth of InP.. Rapid Thermal annealing has been used in Quantum
Well Infrared Photodetectors (QWIP) to shift the wavelength. It shows a 100 cm−1
red-shift on an GaAs/AlGaAs structure for an annealing at 900◦C for 30 seconds
[154]. However, to the best of the knowledge of the author, a post-growth annealing
experiment on a lattice-matched InGaAs/InAlAs to InP Quantum Cascade Laser
with temperatures as mentioned in this paper has not yet been conducted.
6.2 Experiment
A quantum-cascade laser was grown by gas-source molecular beam epitaxy (GSMBE)
with all components lattice-matched to the InP substrate [25]. The gain region con-
sists of 70 periods of lattice-matched In0.53Ga0.47As/In0.52Al0.48As grown at 400
◦C
on a 2′′ InP:S wafer (2 × 1017 cm−3). Immediately below and above the gain re-
gion are waveguide layers, each being 360 nm of In0.53Ga0.47As. An upper cladding
layer of 2.5 µm InP:Si (3 × 1017 cm−3) was followed by 0.6 µm of lattice-matched
In0.53Ga0.47As : Si (1× 1019 cm−3) to act as a plasmon surface. Finally a contact of
0.1 µm of highly-doped In0.53Ga0.47As : Si (5 × 1019 cm−3) was grown. Except for
the gain region, the growth temperature was 480◦C. The wafer was then cleaved into
4 quarters. One of them acts as reference (480A) while the other three underwent
an annealing of 1 hour with a temperature ramp of 10◦C/min up to: 600◦C (600B),
650◦C (650C), and 700◦C (700D). Prior to annealing, both sides of the quarters were
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capped with about 100 nm of sputtered SiO2 that acts as protective layer to avoid
desorption of group V elements during the annealing. After annealing, those 4 quar-
ters were processed into laser stripes of 50 µm x 2.2 mm after removal of the SiO2
capping layers by a solution of buffered hydrofluoric acid (HF). We opened a 30 µm
window on top of the stripe with a negative photoresist which acts as an insulator
during the deposition of galvanic indium by electrodeposition. Lasers from differ-
ent locations on the quarters were characterized in terms of optical emission power
(L-I), threshold current density, and emission wavelength to ensure uniformity of
the results.For the L-I measurement the laser strips were driven with 100-ns current
pulses at 10 kHz repetition rates. Optical emission spectra for a current of 8.5 A
were recorded at room temperature using an Fourier Transform Infrared spectrom-
eter (FTIR) from Bruker (EQUINOX 55). The stripe widths were measured with
a scanning electron microscope, allowing an accurate determination of the thresh-
old current densities. The facets of the laser remained as cleaved throughout the
experiment.
6.3 Characterization
The peak L-I curves (figure 6.1) show reasonably good uniformity for each quar-
ter. The maximum optical power was recorded for lasers annealed at 600◦C with
a maximum peak optical power of 680 mW per facet. The optical power seems to
have benefited from the annealing up to 600◦C since almost a twofold increase is
recorded with respect to the reference quarter. For annealing temperatures higher
than 600◦C, however, the performance is lower than the reference level. The lowest
peak optical power is obtained with the 700◦C annealed ones with a decrease of
roughly 50% compared to the reference. The threshold currents (figure 6.2), on the
other hand, remain unchanged; the small variations observed can be explained by
slight variations of stripe width and length. Finally the emission wavelength is not
affected by the annealing with all spectra centered at 13 µm (Fig. 6.3).
6.4 Analysis
Prior to the experiment, a red shift of the emission wavelength was expected due to
material interdiffusion at the interfaces of the quantum wells during the anneal. In
the end, no noticeable change of the optical spectra was recorded invalidating the
interdiffusion phenomenon at the interfaces for the range of annealing temperatures
used in this paper. The increase of the slope efficiency at 600◦C was, however,
remarkable. A possible insight into the cause of this result can be found by looking













where P is the optical power, I the applied current, and ~ω the transition energy.
ηf, ηinj and ηt are the facet efficiency, injection efficiency, and transition efficiency.
Jth is the threshold current, αw and αm are the waveguide and mirror loses and gc
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Figure 6.1: Peak optical power per facet measured with a RL-3610 Laser Power
Meter at room temperature (293K) with a duty cycle of 0.1% for control quarter (a),
quarter annealed at 600◦C (b), quarter annealed at 650◦C (c) and quarter annealed
at 700◦C (d). In inset, for each graph, the relative positions of the measured stripes
on the quarter wafer are displayed.





























Figure 6.2: Threshold current densi-
ties measured at room temperature
for several stripes for each quarter
wafer.




















Figure 6.3: Optical spectra recorded
with an FTIR Equinox 55 equipped
with a DLaTGS detector at room
temperature for each quarter.
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is the modal gain coefficient given by,






where σ is the transition cross section and Γc is the confinement factor defined as the
spatial overlap of optical gain with the electromagnetic radiation inside the active
region of the laser. τeff is an effective value of the upper lifetime. z32 is the dipole
matrix element between the upper and lower levels and ε0 is the electric constant. c
is the speed of light in vacuum, γ is the broadening of the transition, and, finally, Lp
and neff are respectively the length and the effective refractive index of one period












which is a constant and doesn’t depend on annealing temperature since the spectra
are not shifted by annealing.
The expression of the transition efficiency is linked with the effective lifetime τeff





By combining equations 6.4 and 6.6 into 6.7 and 6.8, we have new expressions
















One way to explain the increase of slope efficiency while maintaining the same
threshold current density is through the effects of interface roughness scattering. In-
terface roughness scattering is characterized by two parameters, the step height ∆ of
the roughness and the correlation length Λ (parallel to the layers). The broadening
of the transition is directly proportional to Λ2 since it is linked with spatial fluctua-
tions of materials at the heterointerfaces. The injection efficiency, however, depends
on the intersubband scattering rate that varies as Λ2e−Λ
2q2 (q being the scatter-
ing wavevector). We consider that the annealing process increases Λ, e.g., converts
short-ranged fluctuations into longer-ranged fluctuations. Therefore an increase in
Λ due to annealing will increase the gain broadening, however, for typical value of
q linked with a leakage of electrons towards the excited levels or the lower level an
increase of Λ will lead to a increase of injection efficiency. Those two phenomenons
compensate each other 6.7 to give an overall similar threshold current density but
the increase in injection efficiency will result in an increase of slope efficiency (6.8).
This explanation may also apply to the results from the group led by Faist [155]
where they observed an increase in slope efficiency with a similar threshold current
for different growth temperature of a quantum cascade laser. Even though their
QCLs were strain-compensated, the physical behavior still holds.
6.5. CONCLUSION 97
Hence the increase of slope efficiency while the threshold current density remains
constant can be interpreted as a result of a smoother interface at least until 600 ◦C
for annealing. Finally, the decrease of peak optical power for the 650 ◦C and 700 ◦C
anneals can also be explained by this framework and is attributed to a deterioration
of the interface quality and an increase of interface roughness.
6.5 Conclusion
We demonstrate that a lattice-matched quantum-cascade laser grown by GSMBE
can withstand annealing temperatures of at least 700◦C. A twofold increase in optical
power for the 600◦C anneal and a degradation for higher temperatures are observed.
Useful information for post-growth processing steps are obtained for lattice-matched
lasers. The increase of performance for the 600◦C anneal combined with a scattering
model also give insight into the effect of post-growth processing steps on interface
roughness scattering. Finally this result stands in contrast with the observation that
strain-compensated structures cannot withstand annealing temperatures of 600◦C.
We conclude that the thermal budget of QCLs depends strongly on the level of strain
inside its layers.





The concept of external cavity quantum cascade laser has been carefully and exten-
sively treated before, particularly by Kischkat in his PhD thesis [156]. The aim of
this section is to provide a brief introduction to the EC-QCL working principle, in
order to grasp the basic principle behind it, without flooding the explanations with
equations. After, in section 7.2, this concept is applied to one of the laser grown.
Some of the information of this chapter has been published [53].
The EC-QCL is a two coupled cavity system as shown on figure 7.1
Figure 7.1: Scheme of EC-QCL setup. The Fabry-Perot (FP) and External Cavity
(EC) cavities are described as well as the beam path. The FP cavity is formed only
by the chip facets while the EC cavity is formed by the grating and the output facet
of the chip.
The smaller cavity, the Fabry-Perot is the one formed by the QCL chip alone.
This cavity is always present, as long as the reflectance of the facet facing the grating
is not zero, which is always the case. The goal of a EC-QCL setup is to destroy
as best as possible this cavity in order to promote the other cavity, the EC cavity,
where only grating selected wavelength are amplified. This is the purpose of the
anti-reflection coating that is describe in section 7.3.
A simple equation to describe the EC-QCL lasing condition principle is equation
7.1:
g(ν) = ac(ν) + aw (7.1)
99
100 CHAPTER 7. EC-QCL
At any wavenumber, ν, laser action occurs when the modal gain g is equal to the
loss of the system. It is important to note that the loss are not precisely describe in
this case. However they always include at least two components, the waveguide loss
aw and the cavity loss ac.
7.1.2 ... with loss and gain
The loss suffered by the system depends heavily on the cavity:
• In the case of a Fabry-Perot chip, the cavity loss are most commonly know as
the mirror loss am = − ln(R1R2)2L where R1 and R2 are the two reflectivities of the
facets and L is the length of the chip. The mirror loss has a small dependency
with the wavelength since the reflectivities depends on the refractive indexes
that changes with wavelength. However, in the range of wavelength of interest,
those changes are minors and can be overlooked. To simplify, the cavity loss
are considered independent of the wavelength of emission: ac(ν) = am. For
example for a 6-mm QCL chip with facet reflectivities of 28% (common value
for InP), the mirror loss are am = 2.1 cm
−1
• In the case of an external cavity with a grating for example, the loss is
highly dependent on the wavelength. Gratings obey the grating dispersion
law: nλ = dsin(θ) where d is the groove density, n the diffraction order, λ the
wavelength and θ the angle of the grating. For a grating, following the grat-
ing equation, particular wavelength are reflected much more efficiently than
others. This is the principle of the EC-QCL: to favour specific wavelength.
The EC loss are represented on figure 7.2 for different angle of rotation of the
grating. The loss expression in itself is more complicated than in the FP case












with q = 2dsin(θ)/λ (7.2)
equation 7.2 represents the loss coming from the external cavity with a grating. The
full derivation of this equation is found here [157].
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Figure 7.2: External cavity loss (grating with chip with AR coating) represented
as a function of wavenumber. The AR coating data used for this simulation is the
one measured one our QCL (see figure 7.3a). The grating loss are represented for
several angle (θ: 42.54◦, 40.54◦and 38.54◦) to demonstrate the tuning behaviour.
The gain is represented at two levels: gain 2 is below threshold gain and gain 1 is
gain at threshold. Represented on the figure as well in black is the Fabry-Perot loss
obtained without adding a grating.
The phenomenon of external cavity loss is represented on figure 7.2. As one can
see, without a grating, (so only with a chip with one facet AR coated), the loss have
roughly a constant behaviour. The deviation from the absolute constant comes from
the fact that the AR coated chip is only tailored for a small range of wavenumber.
An AR coating performing equally over the same wavelength range would translate
into a perfectly flat loss curve. With a grating, however, a dip occurs in the loss
curve and this dip is freely movable over the wavelength range simply by rotating
the grating. The crucial part of the grating action appears. The grating allows us
to engineer the loss of our system with respect to the wavelength. It permits us to
favour certain wavelength and not others.
On figure 7.2, the gain of the chip is also represented. The typical gain of a
homogeneously broadened QCL is represented by a Gaussian function. The gain
increases with the current and is represented in figure 7.2 for two different value.
The laser with the gain 1 is not lasing since its loss are higher than its gain for any
wavelength. However, the laser with gain 2 is lasing at 770 cm−1 since its gain curve
equals its loss. In this example, one can see that by rotating the grating it is possible
to reach other wavelength where the loss equals the gain. This set of wavelength is
called the tuning range. This is the range where the laser is able to emit. In this
example, it is roughly between 740 and 770 cm−1.
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7.2 EC-QCL setup
For spectroscopy applications, gas sensing, countermeasures, and hyperspectral imag-
ing, a variety of tunable QCLs have been realized, mainly in the range from 4 to 12
µm, in the configuration of external cavity quantum cascade laser (ECQCL)[158][159][160].
Some chemical compounds, however, have spectroscopically important absorption
peaks in the spectral region beyond 12 µm. This is the case for substances such as
PolyChlorinated Biphenyl congeners (PCB), which were widely used in the past as
a fire retardant but proved to be carcinogenic. The main challenge for integrating
a long-wavelength QCL into an external cavity is the deposition of an efficient anti-
reflection (AR) coating. Residual reflectance limits the power of the single external
cavity mode as well as the tuning range. It is also not straightforward to measure the
residual reflectance of the AR coating because, for well-designed AR coatings, the
AR-coated laser stripe behaves more like a superluminescent diode. In this chapter,
a new AR coating is demonstrated and characterised for the 10− 14µm part of the
spectrum, as well as its application for a long-wavelength tunable external-cavity
QCL.
The QCL structure used in this study was grown using gas-source molecular
beam epitaxy (GSMBE) lattice-matched to a low doped (1.1017 cm−3) InP sub-
strate following the active region design as in [25] and with the capping layers and
fabrication as described in [151]. The stripe width of 15 µm was defined by wet
etching. 1 µm of SiO2 is sputtered on top of the ridge as an insulation layer and
opened up a 10 µm window through the SiO2 with dry-etching. The top electrical
contacts are thermally evaporated Cr/Au (20/200 nm) followed by galvanic Au. The
back contacts are galvanically deposited Sn. The chip was cleaved into 6-mm long
stripes.
7.3 Anti-reflection coating
In order to prevent competing Fabry-Perot modes, it is necessary to apply an AR
coating onto the intracavity facet. Commercially available AR coatings, for example
on lenses or mirrors, although excellent, are mainly designed for wavelengths much
shorter than 12 µm. For our application, a custom AR coating that will allow us to
tune over the broadest part of our gain region is needed. Using the standard transfer
matrix method (TMM), an AR coating is designed based on two materials, YbF3
and ZnS, which both exhibit low losses at those long wavelengths. Our coating is a
simple two layers coating, so called V-type coating (the V representing the spectral
response of the coating). This coating was chosen since it shows optimal performance
around one specific wavelength and does not require to deposit too thick layers which
could lead to mechanical deterioration of the coating [161]
The Y2O3 layers act as adhesion promoters for the subsequent layer to prevent
any flaking or delaminating of the coating. The AR coating was deposited using
electron beam deposition on a semi-insulating double-sided polished InP substrate
used to measure the coating performance which is describe below. Our electron beam
deposition system was calibrated by measuring thickness of layers with ellipsometry
which ensure that uncertainties of the layers thickness are below 5%. Moreover,
the coating used has the advantage of having performances relatively insensitive to
small variations of thicknesses and of effective refractive index of the active region,
which was estimated to be around 3.1 at 13 µm.
Various techniques have been used to measure the reflectance of AR coatings
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Layer
AR coating
Material. Thk. [nm] n (at 13 µm) k (at 13 µm)
Substrate InP 3.0 6.10−4
adhesion layer Y2O3 10 2.43 0.35
1st layer of AR YbF3 878 1.27 8.10
−3
adhesion layer Y2O3 10 2.43 0.35
2nd layer of AR ZnS 602 2.17 2.10−3
Table 7.1: Anti Reflection coating composition and measured value of n and k for
material used. Dispersion around 13 µm is low for n-k value of all materials but was
nevertheless included for simulations.
that are on the facets of QCLs or laser diodes. These techniques include using
the threshold current shift after coating, the change in slope efficiency between
coated and non-coated facets [162], and fitting the power intensity characteristic
itself before and after the coating [156]. If one knows the waveguide loss, it is also
possible to evaluate the coating reflectance by cleaving the chip in several length and
measuring the threshold current density. Unfortunately, all those techniques have
more or less severe built-in inaccuracies [156] because they rely on measurements
of characteristics that are not properly defined for very low reflectance or with low
accuracy. Moreover, those techniques only measure the reflectance at the lasing
wavelength of the chip in Fabry-Perot mode and do not allow the measurement of
the reflectance along the gain region which is of tremendous importance for our
application. In this chapter, a different strategy is employed based on fitting the
transmission data to Eq. 7.3, which represents the transmission from transparent
media (1) to (3) through an absorbing medium (2). This technique has been used
in the past [163]; this investigation introduces ellipsometry data into the study to
be included with the FTIR transmission data for the sake of greater accuracy in the
derivation of the AR coating performance since it is no longer needed to infer the
reflectance of the uncoated substrate which is implied in [163].






where Tij and Rij represent the transmissivity and reflectivity in power at the inter-
face between medium i and j. The absorption coefficient of layer (2) is α and d its
thickness. In our case, (1) and (3) represent air and (2) is the InP substrate (coated
or not). The transmission of two double-sided polished InP substrates is measured,
one without any coating and one with an AR coating on one side using an FTIR. The
absorption coefficient α of the substrate is obtained using the extinction coefficient
data measured by ellipsometry (SENDIRA system, Sentech Instrument GmbH). By
combining the transmission measurements of the FTIR and the ellipsometry data,
the reflectance of the AR coating is extracted using equation 7.3. Since all our mea-
surements are wavelength dependent, the reflectance of the AR coating is obtained
as a function of wavelength as shown on figure 7.3b.
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(a) AR coating performance. (b) Zoom-in in the range of interest
Figure 7.3: The black curve correspond to the AR coating performance obtained
with YbF3 and ZnS on a test double sided polished InP substrate. It was calculated
using the extinction coefficient data measured by ellipsometry (SENTECH Instru-
ments GmbH) as well as transmission measurements obtained by Fourier Transform
Infrared Spectrometer (FTIR). The red curve correspond to the transmission of a
bare double side polished InP substrate (480 µm thick) used as test for AR coating
and thickness calibration. The Fabry-Perot oscillation due to the substrate thickness
are not visible because the resolution of the FTIR used for the measurement is lower
than their period.
By looking at the transmittance data of the uncoated InP substrate, some small
absorption dips around 12.4 and 12.8 µm (figure 7.3) can be observed. The absorp-
tion features are small in intensity and do not appear in the ellipsometry measure-
ment; the origin of those absorption features are not clear, they could be due to some
impurities absorption in the substrate or some Fabry-Perot oscillations between op-
tical components in the FTIR. The TMM simulation model is used to simulate our
data, but in order to take into account those absorption features, they are fitted by
adding their contributions to the extinction coefficient of the substrate measured by
ellipsometry. Our model is, thus, able to accurately reproduce our measured data.
It is worth noting that outside the wavelength range of those absorption features,
those absorption dips are not interfering in the calculation and would allow a direct
calculation without any fitting.
This measurement method, combining FTIR transmission data with absorption
measured through ellipsometry, is applicable for any range of wavelength. It was
used successfully in one of our previous article [164] and can also be used with a
substrate other than InP, for example Ge.
For further integration into external cavity, this AR coating is applied onto a
QCL facet and measured its threshold current density before and after coating. The















where Jth is the threshold current density, αm and αw are respectively the mirror
loss and the waveguide loss. L is the length of the chip, g is the gain, and Γ the
confinement factor of the active region. R1 and R2 represent the reflectance in power
of the two facets of the QCL chip. Equation 7.4 shows that a decrease of reflectivity
translate into an increase of threshold current since we are effectively worsening our
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laser resonator. Figure 7.4 shows typical power intensity curves before and after
coating. The shift in threshold current is clearly noticeable, from ≈ 5 kA/cm2 to
≈ 6.5 kA/cm2. It is theoretically possible to extract a value of reflectance of a
coated facet RAC using equation 7.4 and comparing the threshold current density
Jth,AR for a laser with one facet AR-coated and the threshold current density Jth,NC




2Lαw(1−X), where RNC is the reflectance of a non-coated facet and X the
ratio of the threshold current density X =
Jth,AR
Jth,NC
. However this expression depends
heavily on an accurate measurement of the threshold currents and of the waveguide
loss since they both appear in an exponential function. Moreover, for small values
of reflectance, superluminescent emission from the stripe prevents a very accurate
measure of the reflectance with this method. In the end, the reflectance of the coated
facet of the QCL chip is considered to be given by figure 7.3b since the waveguide
effective refractive index is very similar to the one of our InP substrate (3.1 and 3
respectively). Indeed our simulations shows that a small change of refractive index
of the substrate (being an InP wafer or a waveguide) will not be measurable due to
the 5% error in the e-beam deposition system.
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 Uncoated facet before coating
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Figure 7.4: Peak power intensity measurement on a 6-mm long stripe before and
after the AR coating at room temperature. The repetition rate was 0.4%
7.4 Integration in external cavity
After attenuating Fabry-Perot modes with the AR coating on one facet, the goal
of the external cavity is to provide a wavelength selective feedback in place of the
AR coated facet, allowing us to control the output wavelength of our QCL. A 100
grooves/mm reflective grating from Dynasil and a piezoelectric motor for rotating it
were used for this purpose forming an external cavity 4-cm long. The external cavity
was chosen to be in Littrow configuration to achieve maximum output power. The
light leaving the facet facing the grating is collimated with a lens before impinging
on the grating where only the filtered wavelengths will be reflected back into the
QCL chip. Figure 7.5 shows the aforementioned components of our compact external
cavity.
External cavity QCLs (EC-QCLs) are usually quite bulky because of the grating
and its rotation motor. For our setup, the design was made as compact as possible.
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The full laser unit is represented in Fig. 7.5. The compactness is achieved by mount-
ing the lens holder directly to the QCL mount and by using a small piezo-motor with
feedback loop from PI (model N-472). The pulse generator is from Quantiox whereas
the pulse amplifier is a model from Picolas (LDP-V 50-100 V3). To improve heat
extraction of our QCL, the chip is mounted epilayer-down. For this purpose, an AlN
sub-mount is used, which provides a room coefficient of thermal expansion similar
to that of InP (4.6 × 10−6 K−1) and good thermal conductivity of 150 Wm−1K−1
at room temperature. Our AlN sub-mount are covered with a near eutectic mix-
ture of Au and Sn: 76 wt% of gold and 24 wt% of tin When heating both the chip
and the sub-mount above the eutectic temperature of 280◦C, an excellent electrical
and thermal contact is achieved. The whole system is as compact as our electronic
circuitry allows (L = 14 cm×H = 11 cm×W = 11 cm) and weights around 1.5 kg.
Figure 7.5: Photography of our compact EC-QCL setup introducing its main com-
ponents. The external cavity length is 4 cm.
7.5 Characterization
7.5.1 Beam profile
The processing of our laser was oriented toward achieving single lobe lasing for
spectroscopy utilization; to this end, a narrow stripe width of 15 µm was used.
Because of this narrow width, compromise on maximum power and threshold current
for the sake of beam quality had to be made. Practically, it is not possible to have
the facet of the stripe as wide as it is high due to the extremely long MBE growth
time needed. It is therefore not possible to fully collimate both axis of the laser
with one aspherical lens because of inherent astigmatism of QCL emission. The
beam profile of our collimated laser was characterized used a chopped pyrometer
camera from Ophir and was recorded at 20 cm from the emitting facet. Figure 7.6
shows the beam profile after collimation through an aspherical lens. A single lobed
beam profile was recorded as designed. The estimated beam size at 20 cm from the
facet is 1.5 mm × 1.0 mm. Because of a small astigmatism, an elliptical shape is
produced as expected but with a relatively low eccentricity due to the small width
of the stripe. The large diverging angle of the beam from the facet results in a high
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numerical aperture (NA ≈ 0.8), resulting in a system that is extremely sensitive to
lens positioning and subject to stray light visible around the beam.
Figure 7.6: Beam profile at 20 cm from the beam profiler
Figure 7.7: Beam profile of collimated light emitted from the facet recorded at
20 cm recorded with a chopped pyrometer camera from Ophir. Collimating lens
characteristics: f=1.873 mm and NA=0.85. The horizontal axis is parallel to the
growth direction of the QCL.
7.5.2 Spectrum calibration
As outlined above, the tuning of the external cavity is perform by rotating a grat-
ing with a piezo-motor with encoder (N-472 from PI) whose repeatability is 0.2
micrometers which translate into a grating angle of 1.6” giving a theoretical accu-
racy of 0.014 cm−1. In order to calibrate the position of the motor with the actual
wavelength of emission of the QCL, the motor positions are translated into rotation
angles for the grating as a first step. Then, in order to precisely associate angles with
laser emission wavenumbers, a spectroscopy measurement is performed by scanning
through absorption lines of ammonia (NH3). Using the HITRAN database of am-
monia [165], and matching the absorption dips in power as seen in Fig. 7.8, which
is equivalent as doing a linear fitting, the motor positions are precisely associated
with emission wavelengths.
For this experiment, as shown in Fig. 7.9, the accuracy of the complete fitting
is below 0.5 cm−1. The laser was operated at 13 kA/cm2 and presents mode com-
petition between the external cavity modes (EC modes) since the spectral response
FWHM of the grating was estimated at 2.6 cm−1 which encompasses several EC
modes. Even though the EC-QCL is operated above the threshold current density
of the FP modes of the AR coated chip, we do not believe the FP modes inside the
QCL are impacting much the EC operation. Faist showed [166] than at the begin-
ning of the pulse, mode competition will appear between the FP modes and the EC
modes but that eventually (after 10ns), the EC modes will suppress the FP modes
because of its lower threshold gain. On the edges of the tuning range, however,
one can notice (figure 7.8) the parasitic FP modes steaming from the high current
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density used, as mentioned in the caption of the figure 7.8. It was not possible to
extract properly the linewidth of the laser using the FTIR spectral measurement
because of the too low resolution of our FTIR (1 cm−1), therefore the linewidth
was estimated at 0.7 cm−1 by comparing the absorption curve of NH3 measured
against simulations. It is worth pointing out that this value corresponds well to
typical linewidth values of pulsed EC-QCL laser. Indeed due to the temperature
increase in the QCL chip during the pulse as well as mode competition between EC
modes appearing during the pulse itself, it is very difficult to improve significantly
the linewidth. The most straightforward way to improve drastically the linewidth
would be by using a continuous wave laser. Finally, the purpose of this spectroscopy
measurement was to calibrate properly the EC-QCL and not to accurately describe
the absorption peak intensity.
Figure 7.8: Power spectra of EC-QCL measured through 2 cm of air and measured
through ammonia vapor. The ammonia absorption peaks were used for calibration
of the spectral axis. Also visible are several spectra recorded with a FTIR for
different grating positions which show the single wavelength emission feature. The
spectra emitting primarily below 770 cm−1 displays another feature at 802 cm−1
which is attributed to a parasitic Fabry-Perot mode appearing since the end of the
tuning range is almost reached. The same behaviour is visible for the pulse emitting
primarily above 815 cm−1, with a parasitic Fabry-Perot mode around 808 cm−1
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Figure 7.9: Power transmission peaks at room temperature normalized and com-
pared to the Voigt transmission profile of ammonia (NH3) (path length 2 cm) from
the HITRAN database.
7.6 Conclusion
A new AR coating was demonstrated and characterised for the 10 − 14µm part of
the spectrum, as well as its application for a long-wavelength tunable external-cavity
QCL. The design methodology and characterisation can also be applied for partially
reflective coating. The EC-QCL, emitting from 12.3 to 13.2 µm was integrated
into a compact design. Such a tuning range was only possible with an adequate
anti-reflection coating. For this purpose, a new type of AR coating was designed
as well as a new way of measuring its performance. The reflectance of the facet
was around 1% over the entire tuning range. Finally, a portion of the absorption
spectrum of ammonia vapor was recorded by tuning the laser, which demonstrates
the spectroscopic capacity of this EC-QCL.
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Conclusion
The measurements leading to this thesis worked as expected. One of my first re-
sult, the thermal annealing for QCL and the improvement of performance for one
particular annealing temperature was shown during a conference and resulted in a
peer-reviewed article. This result path the way to the second since I used a similar
chip to create, to the knowledge of the author, the longest wavelength range for a
mid infrared EC-QCL. Chapter 6 is a replica of the article I submitted with those
results. This work included several smaller work such as the compact design of the
whole system which was complex to achieve as well as a new positioning system for
the lenses. It was also necessary to provide a proper AR-coating for the laser since
commercial AR-coating are not available above 12 µm. Finally, there is no proper
chip without a proper processing of it and this work was very demanding.
My project goal was also to design new active region for long wavelength QCL, which
I did. It took me several steps. The first and not the least was to get the proper
designing tools. I created a MATLAB program which takes into account basics in-
put and derive a QCL design. Due to the extreme complexity of QCL active region,
this software remained semi automatic. In the sense that scientific understanding of
the active region and the algorithm are necessary in order to fully understand and
exploit the results of the simulations. This task is explained in chapter 3.
I also needed a program which can simulate QCL active region and simulate its per-
formance in order to make comparison, for this purpose I created another MATLAB
program which simulate the active region energy levels, its I-V characteristics and
gain. This was reviewed in the chapter simulation 2.
Finally, the confirmation of this work came from the chapter 5, where after growing
my own active region, I had the pleasure to see it actually working and performing
up to room temperature. I could also compare my own design to state of the art
design and pinpoint improvements.
For future work, I would mention, growing more self design active region and do-
ing comparison with state of the art results to understand the limiting factor and






The goal of this appendix is to explain the functioning of the ECQCL built during
this PhD for future use. The setup is composed of three different equipment. The
black box is the electronic box while the smaller blue box is the laser head (LH). The
last component is the portable computer used to control the laser. The electronic
box and the laser head are visible on figure 7.10.
The laser head was described in chapter 7. The electronic box is mainly composed
of power supplies for the laser head. It includes power supplies for pulse generator
as well as TEC cooler. It includes as well the motor controller called E-871 and
motor power supply. The electronic box has three switches on the front side and
one in the back side. The one in the back side is similar to the one on the back of a
desktop computer, it brings power to box. Each of the front switch is paired with a
green LED, indicating the state of the switch. LED on means the switch is active.
The three switches on the front side are described from left to right (while looking
at the front side) :
• The first switch is the motor switch. It powers the motor inside the laser head,
through the 9-pin D-sub plug. When switching on this switch, a typical sound
can be heard from the motor for one instant inside the laser head, it is normal.
• The second switch powers the TEC cooler if needed inside the laser head. It
is a 24 V output.
• The third and last switch powers the pulse generator and pulse and thus the
laser. By switching on this switch, the laser will be emitting, therefore safety
has to be ensured before switching on this switch. It is a 15 V output.
On top of those three switches, the front side has also USB port and BNC
connexion. The USB port is to be connected to the portable computer. This USB
connexion is the connexion between the labview program and the motor driver inside
the electronic box. The BNC cable is to be used to synchronise the laser emission
with an external synchronous detector. For example, the OPHIR detector RM9-THz
requires a 18 Hz synchronisation signal. This BNC port is here to transmit such
signal to the laser.
Labview program
The labview program is a prove of concept, simple working program for commanding
the motor. It can be improved if needed. In case one decide to modify the program it
is necessary to look at the manual of the motor controller (E-871). All documentation
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Figure 7.10: Electronic box with laser head.
can be found online on the PI website but is also provided on the desktop under
the folder ”ECQCL documents”. The labview program called can be found under
the ECQCL folder on the desktop of the portable computer. Once open, the main
window looks like in figure 7.11.
Launching the program
After connecting the electronic box to the computer through the USB port and
powering the motor through the first switch, the program can be launched using the
arrow located on top of ”connexion to E-871” message. A small window should
pop up asking to confirm the connexion. Once done, you are connected to the motor
driver. The left part of the window can be safely ignored since it has already been
setup. The right side of the window is the one interesting us.
Relative positioning of the motor
One important aspect of the piezomotor to understand is that it DOES NOT provide
absolute referencing of the position, but rather only relative position. Therefore
you can move the motor extremely precisely relatively to another position, but the
absolute position is not necessarily known. This problem can be circumvented by
always storing the absolute position of the motor in an external file. This is what
the file reference_position_motor.txt does. Inside this file is the position of the
motor in mm. 13 mm means that the motor is completely extended while 0 mm
means that the motor is completely retracted. In case a problem occurs and this
absolute position is lost, it is possible to reset the motor at the 0 mm mark by going
to the hard stop. More information about it can be found in the manual of the
E-871 motor controller. However, for the sake of the lifetime of the piezomotor, it is
not recommended to do this routinely. This is the reason why, the functionality is
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Figure 7.11: Main window of the labview program
not used to measure the absolute position of the piezomotor as a subroutine at the
start of the program.
Set and check motor position
When the program is active, the absolute position of the motor (in mm) is monitored
in the window ”indicator of position POS”. To move the motor, one simply need
to input the value in the window ”position value” and then press enter. For
example, to move the motor at 9 mm, one press ”9+ENTER” and the motor will
instantaneously moves.
Maximum speed of the motor
The bottom section called ”set and check motor rotation speed (max 400
Hz)” says it all. The maximum speed used to preserve the lifetime of the motor
(and your ears) available is 400 Hz. It is however possible to go up to 2000 Hz
for a few seconds only. If one intend to try this, please refer to the manual of the
motor controller before doing so (page 39 of piezomotor N-472 manual). Finally in
case of problem, an emergency STOP button is found below which stops the motor
immediately.
As mentioned previously, this program was created as a prof of concept. There-
fore it lacks functionality that I simply did not need but that one could need, such
as scanning functionalities. It can however be coded relatively easily using the sub
iv created by PI and using the manual as a reference.
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G. Höfler, J. Faist, Widely tunable single-mode quantum cascade laser source
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