Abstract. We consider the problem of executing conscious behavior i.e., of driving an agent's actions and of allowing it, at the same time, to run concurrent processes reflecting on these actions. Toward this end, we express a single agent's plans as reflexive dialogs in a multi-agent system defined by a virtual machine. We extend this machine's planning language by introducing two specific operators for reflexive dialogs i.e., conscious and caught for monitoring beliefs and actions, respectively. The possibility to use the same language both to drive a machine and to establish a reflexive communication within the machine itself stands as a key feature of our model.
Introduction
Intelligent behavior, presumably, is strongly related to the concept of consciousness. In order to achieve true machine intelligence, one ought therefore to address the issue of modeling and executing conscious behavior. In the absence of a commonly agreed meaning for this term, we use it here in a somehow restricted sense i.e., to refer to the goal of "driving an agent's actions and of allowing it, at the same time, to run concurrent processes reflecting on these actions". We shall therefore not attempt to model the truly reflexive concept of "conscious to be conscious", which would be required for instance to capture the concept of "consciousness of having beliefs".
When compared to classical AI problems, such as automatic planning and/or reasoning, the amount of research devoted so far to this subject is rather limited. Surprisingly, we could hardly find more than a few references pertaining to recent work done in this area [5] [8] [15] . Provided that consciousness essentially functions as a mirror, the lack of formal models for the intelligence itself suggests that models of conscious behavior could not have anything to reflect upon. Furthermore, as this reflection seems to rely on internal linguistic representations relating beliefs and mental attitudes [6] [7], the lack of adequate formal languages for this purpose indicates why conscious behavior cannot be easily reproduced.
Comprehensive agent models, if available, could however well replace disembodied intelligence theories as the basis for modeling conscious behavior. More precisely, we envision that any system capable of mechanizing an agent's behavior could be first extended to reflect its selection of actions i.e., to somehow notify the agent of its choices. The language used by the system itself to plan actions should then be extended to use in turn these internal notifications. For an agent to be conscious would then simply mean being able to recognize and acknowledge internal notifications at will. This overall process could be iterated to represent the concept of "conscious to be conscious", and so on. Consciousness, taken as a whole, could thus be considered as the resulting "closure relation". As already indicated, we shall however refrain ourselves from exploring this concept, and be content with a possible implementation of the first iteration only.
Our recent proposal, that introduces formal communication primitives within a multi-agent system [3] and defines a language for agent dialogs [4] , is an example of an agent model that can be used for this purpose. In this approach, consciousness will primarily function as a monitor of actions and beliefs (in the weak sense of the word and not in Hoare's strict sense) that allows for the triggering of new actions. As such, this concept of consciousness is truly reminiscent of previously introduced artifacts, such as demons 1 . Our basic idea that departs from these earlier attempts is as follows: in order to catch internal notifications, any conscious agent will engage in multiple ongoing conversations with itself. The way for an agent to engage in multiple conversations with other agents have already been discussed in [4] , and will be reviewed below. As a result, each communicating agent will be considered as a multithreaded entity interleaving concurrent conversations. The introduction of reflexive dialogs (in a non-traditional sense i.e., of having a dialog "with oneself" instead of "about itself") then simply requires an extension of their synchronization processes. From there, any agent's plan will be represented as a reflexive dialog.
This model, which will be thoroughly developed in this paper, definitively reflects a "static" capability i.e., that of being conscious of explicit beliefs and of actions performed in full awareness. Different approaches might be possible. As an example, Baars [1] develops a concept of consciousness very much akin to a form of discovery and learning i.e., the "dynamic" process of getting conscious of facts resulting from myriads of sensations. We shall further relate these two approaches in our conclusion.
Let us further point out here the differential aspects pertaining to the consciousness of beliefs, on one hand, and of actions, on the other. As an agent's beliefs are considered part of his local state, they can be represented by logical formulas that are stored in his memory. The consciousness of an agent's beliefs is therefore persistent i.e., can be solicited at any time. In contrast, any action that he chooses to perform either have an effect on the environment or lead to an updating of his local state, and usually has no direct trace in his memory (unless, of course, it gives rise to an ad hoc new belief, as will be shown at the end of this paper). As such the consciousness of an agent's actions is volatile i.e., must be caught "on the fly" when these actions occur. The differentiation just made will lead us to the definition of two distinct operators i.e., conscious and caught for monitoring beliefs and actions, respectively.
The rest of this paper is organized as follows: in section 2, we review previously published material in order to provide the reader with a basic understanding of our concept of agents dialog and its associated virtual machine. Section 3 shows how to represent any single agent's plans as a reflexive dialog. Section 4 proposes the language extension allowing for the agent to reflect on his actions. Finally section 5 introduces the virtual machine extensions needed to notify an agent of his actions.
