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Re´sume´ – Cet article pre´sente un mode`le hie´rarchique de la gestion de configuration d’architecture reconfigurable de´die´ aux
syste`mes multi-standards. A partir d’une e´tude au niveau algorithmique nous proposons de de´crire un mode`le fonctionnel de
gestion de configuration tenant compte des besoins applicatifs. L’analyse algorithmique porte sur une chaˆıne d’e´mission multi-
standards UMTS/FDD Uplink, GSM Uplink et 802.11g mode OFDM. Le but du mode`le pre´sente´ est de minimiser les ressources
mate´rielles a` reconfigurer a` chaque nouveau changement de contexte applicatif. Par le controˆle de la reconfiguration partielle
et dynamique de la chaˆıne, ce mode`le hie´rarchique est bien adapte´ a` la gestion des ressources he´te´roge`nes d’un syste`me en
correspondance avec les besoins d’adaptabilite´ de l’application multi-standards.
Abstract – This paper presents a functional model based on a hierarchical architecture template meeting with Software
Defined Radio System requirements (SDR System). The concepts and mechanisms required to design future reconfigurable
system architectures are addressed in the paper. The definition of the new features requested in such architectures is based on
a thorough multi-standards functional analysis of a transmitter (i.e. UMTS/FDD Uplink, GSM Uplink, and 802.11g OFDM
mode). In addition to a classical datapath for processing a configuration management path has been integrated. This model aims
at helping the design and management of a heterogeneous dynamically reconfigurable hardware architecture for SDR terminals.
1 Introduction
Les techniques radio logicielle introduitent par Mitola
[7] visent a` oﬀrir un acce`s a` un large choix de standards
de radiocommunications sur une architecture mate´rielle
unique. Une grande ﬂe´xibilite´ de l’architecture du syste`-
me radio logicielle est donc ne´cessaire aﬁn de re´pondre
a` la diversite´ des traitements a` exe´cuter. Cette ﬂe´xibilite´
est assure´e par l’utilisation d’ architectures reconﬁgurables
[1]. La diversite´ des traitements implique l’utilisation d’ar-
chitecture mate´rielles he´te´roge`nes [6] aﬁn que l’exe´cution
soit optimise´e. Diversite´ des traitements et he´te´roge´ne´ite´
de l’architecture induisent une grande varie´te´ de conﬁgu-
rations. Il est donc ne´cessaire de de´ﬁnir une architecture
de gestion et de controˆle de conﬁgurations adapte´e. Les
diﬀe´rents besoins en termes de gestion de conﬁguration
d’un terminal radio logicielle ont largement e´te´ justiﬁe´s
dans la litte´rature, comme par exemple par Gultchev et
al. dans [2]. De plus, suivant les besoins d’adaptabilite´
du terminal, les conﬁgurations sont de natures diﬀe´rentes,
comme le de´crit Kountoutis et al. dans [5]. Par exemple, la
reconﬁguration intervient lors d’un changement de stan-
dard, de mode, mais aussi en vue de la correction ou
l’ame´lioration des performances d’algorithmes. Ceci cor-
respond a` diﬀe´rents niveaux de granularite´. Le proble`me
se pose de ge´rer cette multi-granularite´ de contexte en
correspondance avec une gestion eﬃcace des ressources
mate´rielles dont la nature est he´te´roge`ne, par exemple bit-
level conﬁguration des FPGAs et word level conﬁguration
des DSPs. Notre mode`le hie´rarchique permet de faciliter
cette gestion de conﬁguration multi-granularite´ et ainsi
minimiser les ressources a` reconﬁgurer a` chaque change-
ment de contexte aﬁn d’assurer une reconﬁguration dyna-
mique.
Ce papier s’appuie sur des travaux ayant commence´s par
une e´tude algorithmique des traitements bande de base
eﬀectue´s dans les chaˆınes d’e´missions des 3 standards de
radiocommunications (UMTS, GSM,WLAN 802.11g). Ces
standards ont e´te´ choisi pour la grande diversite´ des trai-
tements oﬀerte. Les applications vise´es nous ont conduit a`
choisir une architecture oriente´e ﬂot de donne´es pre´sente´e
dans le paragraphe suivant. L’e´tude algorithmique est de´-
taille´e dans les parties 2 et 3, elle a mene´ a` la proposition
du mode`le hie´rarchique pre´sente´ dans la section 4.
1.1 L’approche Config-Data Path
Le domaine des architectures reconﬁgurables a de´ja` lar-
gement retenue l’approche ﬂot de donne´es pour les ap-
plications te´le´coms, R. Hartenstein dans [3] en liste les
principaux projets. Face a` la diversite´ des applications
en radio logicielle et les contraintes de surface, de ra-
pidite´ de calcul et de basse consommation, chaque type
de fonction ne´cessite une imple´mentation optimise´e appe-
lant des traitements spe´cialise´s. La reprogrammation de
ressources mate´rielles he´te´roge`nes doit donc eˆtre pris en
charge. Ces raisons nous ont conduit a` associer a` chaque
bloc de traitement, un gestionnaire de conﬁguration de´die´,
aﬁn de spe´cialiser la gestion de reconﬁguration. D’autres
approches de gestion de conﬁguration d’architecture orien-
te´e ﬂot de donne´e ont e´te´ propose´es notamment par Sri-
kanteswara et al. [9] dans un mode`le en couche. Dans cette
proposition, les donne´es de conﬁguration et les donne´es a`
traiter sont transmises par le meˆme chemin, elles sont donc
encapsule´es et augmente´es d’un en-teˆte les diﬀe´renciant.
Aﬁn d’e´viter ce surcouˆt de transmission d’un en-teˆte et
l’ajout d’un protocole nous proposons de se´parer les 2 ﬂux
de donne´es, qui ont de plus des de´bits diﬀe´rents. La ﬁgure
1 illustre ce mode`le base´ sur la se´paration de la voie de
traitement et de la voie de conﬁguration.
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Fig. 1 – Functional Modeling of the Conﬁguration-
Processing Datapath
Avantages de l’approche : La se´paration des 2 types
de ﬂux de donne´es permet de dissocier plus aise´ment la
partie controˆle et le traitement des donne´es. Chaque Conﬁ-
guration Manager Unit (CMU) est associe´ a` un bloc de
traitement PBU (Processing Block Unit). Les ressources
materielles des PBUs e´tant spe´ciﬁques a` un type de traite-
ment, chaque CMU est spe´cialise´ dans la gestion de ces res-
sources cela permet de simpliﬁer la conception de chaque
entite´ de gestion et d’optimiser leur utilisation. L’architec-
ture distribue´e en composants CMUs/PBUs, permet une
gestion eﬃcace de la reconﬁguration partielle. L’estima-
tion du temps de reconﬁguration de chaque PBU par les
CMUs et la transmission de ces informations de conﬁgu-
rations a` travers le chemin de conﬁguration permet de ga-
rantir le fonctionnement des reconﬁgurations dynamiques.
2 Cas de changement de contexte
L’adaptation d’un syste`me radio logicielle a` un envi-
ronnement applicatif multi-standards supporte´e par une
plate-forme d’exe´cution unique passe par l’utilisation de
composants reconﬁgurables. Bien qu’un changement d’ap-
plication ait un impact sur l’ensemble des couches proto-
coles de l’application de transmission, nous restreignons
le terme changement de contexte a` la couche physique.
Aﬁn d’optimiser l’adaptabilite´ du syste`me reconﬁgurable,
il faut diminuer le couˆt d’une demande de changement de
contexte, en minimisant les ressources a` reconﬁgurer. La
premie`re e´tape d’optimisation de la reconﬁguration passe
par une analyse au niveau algorithmique des diﬀe´rents
traitements communs entre les diﬀe´rentes applications.
A ce niveau, nous pouvons noter les travaux de R. Ho-
shyar et al. [4] proposant une me´thode pour re´aliser cette
analyse des applications multi-modes. Par ailleurs, sur la
de´ﬁnition et la proposition d’ope´rateurs communs eﬃcaces
et les e´tudes de parametrisation, nous nous reportons aux
travaux de J. Palicot et al. [8]. Lors d’une reconﬁgura-
tion optimise´e, seul les blocs de traitements spe´ciﬁques
au nouveau contexte par rapport au pre´ce´dent se verront
modiﬁe´s aﬁn d’e´viter un rechargement total du contexte
d’exe´cution. Aﬁn d’augmenter le taux de re´utilisation des
blocs de traitements (ou ope´rateurs communs) ceux-ci se-
ront parame´trables. Enﬁn, face a` la diversite´ de change-
ment de contexte, nous en avons de´ﬁnit diﬀe´rents types.
– Standard Switching : Un changement complet de
standard implique une refonte profonde de la chaˆıne
de transmission. Les chaˆınes de transmissions entre
les standards e´tant tre`s diﬀe´rentes, c’est le type de
changement de contexte qui demande les plus larges
reconﬁgurations. Il est a` noter qu’un standard swit-
ching concerne aussi les couches supe´rieures OSI.
– Mode Switching : Certains standards spe´ciﬁent plu-
sieurs modes de fonctionnement. Un mode switch est
donc un changement de contexte intra-standard alors
qu’un standard switch est un changement inter-stan-
dard. Dans la plupart des cas, le changement de mode
ne concerne donc pas les couches hautes. Les para-
me`tres du changement de mode pour la couche phy-
sique sont de´termine´s par la couche MAC. Par exemple
le standard 802.11g posse`de plusieurs mode de fonc-
tionnement DSSS, FHSS, OFDM.
– Service Switching : Un service switch sur la couche
physique reste un changement de contexte intra-stan-
dard contrairement a` un service switch au niveau
applicatif pouvant entraˆıner un standard switch. Ce
changement peut correspondre par exemple a` une de-
mande de changement de de´bit, la chaˆıne de traite-
ment est ge´ne´ralement peu modiﬁe´e. Ce changement
peut-eˆtre eﬀectue´ par parame´trage ou par reconﬁ-
guration d’une partie des fonctions. Par exemple en
mode OFDM du 802.11g, lors d’une demande d’aug-
mentation de de´bit de 6Mbit/s a` 54Mbit/s, la fonc-
tion de mapping change respectivement de BPSK a`
64-QAM.
– Performance enhancement, bug fixing : La pos-
sibilite´ de changer un motif de traitement en vue de
l’ame´lioration de ses performances ou dans le but de
corriger une erreur peut correspondre a` divers types
de situations. La possibilite´ de re´aliser ce type de pe-
tits changements ne´cessite la mise en place de re`gles
de de´veloppement des algorithmes par composants
de traitements rendant leurs reconﬁgurations possible
de manie`re inde´pendantes. Ceci ne´cessite en outre la
mise en place de me´canismes de controˆle aﬁn de limi-
ter la discontinuite´ de traitement occasionne´e.
L’analyse des diﬀe´rents besoins de changement de contexte,
eﬀectue´e ci-dessus, a mis en e´vidence qu’il existe diﬀe´rents
niveaux de granularite´ des changements de contextes. Il
est donc ne´cessaire de pouvoir ge´rer cette multi-granularite´
au niveau de la reconﬁguration de l’architecture syste`me
aﬁn d’en ame´liorer l’eﬃcacite´. Nous proposons dans la
section 4, une architecture de gestion de conﬁguration
hie´rarchique re´pondant eﬃcacement aux besoins de ges-
tion de la multi-granularite´ de conﬁguration lie´es aux ap-
plications multi-standards.
3 Classification fonctionnelle
Cette seconde e´tape d’analyse porte sur les fonctions
bande de base des 3 standards a` l’e´mission. L’e´tude algo-
rithmique nous a mene´ a` constituer des classes suivant les
caracte´ristiques et besoins mate´riels communs aux fonc-
tions. Chacune des 3 classes fonctionnelles pre´sente´es par
la suite, regroupe les fonctions sous forme ge´ne´rique. Par
exemple la fonction ge´ne´rique codage convolutionnel dont
les parame`tres sont le taux de codage et les polynoˆmes
ge´ne´rateurs sont pre´sente´s pour les 3 standards e´tudie´s
dans le tableau 1.
Tab. 1 – Parameters for the ’Convolutional coding’ Ge-
neric Function
Conv. Coding Coding Generator Polynomial
tri-standards Rate
GSM 1/2 G0 = D4 +D3 + 1
TCH/FH G1 = D
4 +D3 +D+ 1
TCH/HS 1/3 G4 = D6 +D5 +D3 +D2 + 1
G5 = D
6 +D4 +D+ 1
G6 = D
6 +D4 +D3 +D2 +D+ 1
UMTS 1/2 G0 = D8 +D6 +D5 +D4 + 1
BCH, PCH, RACH G1 = D
8 +D7 +D6 +D5 +D3 +D + 1
CPCH, DCH ... 1/3 G0 = D8 +D6 +D5 +D3 +D2 +D + 1
G1 = D
8 +D7 +D5 +D4 +D+ 1
G2 = D
8 +D7 +D6 +D3 + 1
802.11g 1/2 Ga = D6 +D4 +D3 +D+ 1
(OFDM Mode) Gb = D
6 +D5 + D4 +D3 + 1
Une fonction est compose´e de blocs de traitements pa-
rame´trables. Ces blocs permettent de re´aliser l’ensemble
des fonctions parame´tre´es des diﬀe´rents standards. L’inte´reˆt
de la classiﬁcation fonctionnelle est de grouper les fonc-
tions ne´cessitant des ressources de traitement similaires.
Les blocs de traitement parame´trables sont donc utili-
sables comme blocs ou motifs communs a` plusieurs fonc-
tions. Le groupement en classe fonctionnelle est propose´ en
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Fig. 2 – Functional Classiﬁcation and HW/SW Needs
correspondance avec les ressources mate´rielles ne´cessaires,
comme l’illustre sche´matiquement la ﬁgure 2. Ainsi, les
imple´mentations de motifs d’exe´cution logiciels/mate´riels
sont adapte´es aux capacite´s de traitements requises par
une classe de fonctions. Les 3 classes fonctionnelles sont
pre´sente´es en de´tail ci-dessous :
– Coding Class : Cette classe regroupe les fonctions
de codage canal, cyclic, convolutionnel turbo... . Elle
est caracte´rise´e par une grande varie´te´ de sche´mas de
codage, ce qui ne´cessite une architecture d’exe´cution
ﬂexible. Une imple´mentation logicielle est possible car
la capacite´ de traitement demande´e n’est pas e´leve´e
sauf dans le cas du 802.11g a` 54Mbps. En revanche,
l’exe´cution des architectures de type processeurs 16/32
bits est sous-optimise´e car les donne´es a` traiter sont
de type bit. Une imple´mentation faible consommation
sera base´e sur l’utilisation de blocs de traitements
mate´riel parame´trables.
– Data Handling Class : Cette classe regroupe les
fonctions de manipulation de packets de donne´es. Ces
fonctions de transfert des donne´es sont oriente´es con-
troˆle. Les donne´es sont de taille tre`s diﬀe´rentes en
entre´e et sortie, duˆ a` la nature des fonctions (concate´-
nation, segmentation, multiplexage, etc.) . Tre`s con-
sommatrices de me´moire elles ne´cessitent une grande
ﬂexibilite´ de traitement, oﬀerte par des architectures
de type processeurs. Aﬁn de re´duire la consomma-
tion de puissance, il est ne´cessaire de faire attention
a` la gestion d’alimentation des blocs me´moires utilise´s
suivant les fonctions.
– Modulation Class : Cette classe rassemble les fonc-
tions eﬀectue´es en bande de base juste avant la trans-
position en fre´quence. Les fonctions sont souvent re´a-
lise´es sur des donne´es sur-e´chantillonne´es demandant
de grandes capacite´s de calcul notamment les fonc-
tions de ﬁltrage. Certaines de ces fonctions tirent avan-
tages d’une imple´mentation sur des acce´le´rateursmate´-
riels.
4 Approche hie´rarchique de gestion
de configuration
Suite a` l’analyse au niveau algorithmique, nous propo-
sons ici de de´crire un mode`le fonctionnel de la gestion
de conﬁguration tenant compte des besoins de reconﬁ-
guration, de´duit de cette e´tude. De plus, la gestion de
conﬁguration doit eˆtre en meˆme temps adapte´e aux ca-
pacite´s de reconﬁgurabilite´ des composants. Le but est
de minimiser les ressources mate´rielles a` reconﬁgurer a`
chaque nouvelle demande de changement de contexte de
l’application. L’aspect hie´rarchique de cette architecture
de gestion de conﬁguration permet de ge´rer eﬃcacement
la multi-granularite´ de conﬁguration. Le gestionnaire de
niveau 1 a un roˆle de superviseur initiant une reconﬁgu-
ration sur la chaˆıne de traitement. Cette reconﬁguration
est alors prise en charge par les gestionnaires de niveaux
2 a` 3. Nous de´crivons plus en de´tails ci-dessous le roˆle de
chaque niveau hie´rarchique :
– Niveau hie´rarchique 1 : Le gestionnaire de conﬁgu-
ration (L1 CM) fonctionne au niveau standard. Cette
entite´ est en charge de se´lectionner les fonctions ge´-
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ne´riques aﬁn de constituer une chaˆıne dont l’ensemble
des blocs fonctionnels correspond a` un standard donne´.
A ce niveau, les fonctions sont vues comme des boˆıtes
noires assemble´es les unes par rapport aux autres et
dote´es d’un ensemble de parame`res de´ﬁnit suivant les
spe´ciﬁcations du standard choisi. Un changement de
standard sera donc ge´rer par ce niveau hie´rarchique.
– Niveau hie´rarchique 2 : Chaque fonction parame´-
tre´e par le L1 CM est prise en charge par une unite´ de
gestion de´die´e, appele´e Configuration Manager Unit
(L2 CMU). Une fonction est constitue´e d’un ou plu-
sieurs blocs de traitements. Le roˆle d’un L2 CMU
est de conﬁgurer cette fonction en se´lectionnant les
blocs de traitement en spe´ciﬁant aussi leurs intercon-
nexions.
– Niveau hie´rarchique 3 : Chaque sous-bloc est pa-
rame´tre´, suivant les crite`res de´ﬁnies par le L2 CMU,
puis instancie´ mate´riellement par un L3 CMU. Les
interfaces de communications associe´es au bloc de
traitement sont aussi conﬁgure´es par le L3 CMU. La
taˆche principale des L3 CMUs est donc de conﬁgurer
les ressources mate´rielles.
L’approche hie´rarchique de gestion de conﬁguration est
approprie´e pour ge´rer la multi-granularite´ de conﬁgura-
tion et ame´liore par une gestion distribue´e le controˆle de
la reconﬁguration partielle de la chaˆıne de traitement. Le
partitionnement des fonctions en sous-bloc de traitement
permet de garder une grande ﬂexibilite´ de conﬁguration.
La mise en oeuvre de cette ﬂexibilite´ est rendue eﬃcace
par la gestion hie´rarchique. Cette de´coupe hie´rarchique
corresponds aussi aux diﬀe´rents besoins de changement de
contexte identiﬁe´s dans le paragraphe 2. Suivant le type
de changement de contexte demande´ les diﬀe´rents niveaux
de gestions de conﬁgurations sont utilise´s. Le changement
de standard utilisera tout les ressources de conﬁguration
du L1 CM aux L3 CMUs. Lors d’un changement de ser-
vice ou` une seule fonction est change´e, seul le L2 CMU
associe´ est utilise´. Dans le cas d’une correction d’un pro-
gramme (bug ﬁxing) intervenant sur quelques motifs de
traitements seuls les L3 CMUs concerne´s par le change-
ment sont alors sollicite´s.
L’architecture d’exe´cution associe´e : L’architecture
d’exe´cution est he´te´roge`ne pour re´pondre aux besoins des
diﬀe´rentes classes de traitements pre´sente´es dans le para-
graphe 3. Le partitionnement d’une application en compo-
sants puis en sous-blocs (PBU) simpliﬁe la conﬁguration.
En eﬀet, un PBU est soit mate´riel soit logiciel, le fait d’as-
socier a` chaque bloc de traitement un L3 CMU permet de
spe´cialiser la gestion de conﬁguration de ce dernier aux
ressources qu’il controˆle.
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5 Conclusions et perspectives
La conception syste`me dans le contexte radio logicielle
implique de de´ﬁnir une architecture ouverte et ﬂexible pre-
nant en compte la possibilite´ d’adapter le syste`me aux
futures e´volutions des standards ou l’e´mergence de nou-
veaux. Nous pensons que notre approche est assez ge´ne´rique
pour re´pondre a` la diversite´ des standards. L’analyse fonc-
tionnelle re´alise´e a` l’e´mission et le mode`le hie´rarchique
propose´ peuvent eˆtre e´tendus coˆte´ re´ception. Le mode`le
de gestion hie´rarchique sera valide´ sur une plate-forme de
prototypage DSP/FPGA supportant les applications de
reconﬁguration d’un e´metteur multi-standards.
Re´fe´rences
[1] M. Cummings and S. Haruyama., “Fpga in software radio,” IEEE
Comms. Mag., pp. 108–112, 2 1999.
[2] S. Gultchev, K. Moessner, and R. Tafazoli, “Management and control
of reconfiguration procedures in software radio terminals,” in Proc.
2nd Workshop on Software Radios, Karlsruhe, Germany, March
2002, pp. 125–129.
[3] R. Hartenstein, “A decade of reconfigurable computing : a visionary
retrospective,” in Proc. Design, Automation, and Test in Europe,
Munich, Germany, 2001, pp. 642–649.
[4] R. Hoshyar, S. Gultchev, K. Seo, and R. Tafazolli, “Software recon-
figurability - algorithm level approach,” in Proc. 4th International
Conference on 3G Mobile Communication Technologies, London,
UK, June 2003.
[5] A. Kountouris and C. Moy, “Reconfiguration in software radio sys-
tems,” in Proc. 2nd Workshop on Software Radios, Karlsruhe, Ger-
many, March 2002, pp. 119–124.
[6] M. Mehta, N. Drew, and C. Niedermeier, “Reconfigurable terminals :
an overview of architectural solutions,” IEEE Comms. Mag., pp.
82–88, 8 2001.
[7] J. Mitola, “The software radio architecture,” IEEE Comms. Mag.,
vol. 33, pp. 26–38, 5 1995.
[8] J. Palicot and C. Roland, “Fft a basic function for a reconfigurable
receiver,” in Proc. 10th International Conference on Telecommu-
nications, Papeete, Tahiti, Febuary 2003, pp. 898–902.
[9] S. Srikanteswara, J. Reed, P. Athanas, and R. Boyle, “A soft ra-
dio architecture for reconfigurable platforms,” IEEE Comms. Mag.,
vol. 38, pp. 140–147, 2 2000.
