1. Introduction and summary. One of the old and basic problems of probability theory is the determination of limit distributions of sums of independent random variables. Very little seems to be known about the same analytic problem stated for the larger class of complex-valued measures rather than just for probabilities. The subject of this paper is the investigation of this more general case. It turns out that the possible limit measures are a substitute for idempotent measures on the real line.
Let M(R) denote the Banach algebra of all complex-valued regular finite measures defined on the Borel sets of the real line R, where multiplication is defined by convolution, and \\p\\ = sup 2 \p(Rd\, the supremum being taken over all finite collections of pairwise disjoint sets F¡ whose union is R. Let B(R) he the set of all Fourier transforms of measures in M(R), i.e. all functions of the form /»CO ß(t) = exp (itx) dp(x), p e M(R).
J -CO
Finally, let A(R) denote the set of Fourier transforms of absolutely continuous measures. For more details see Rudin [12] . P. Levy, B. W. Gnedenko, A. N. Kolmogorov and others (see [6] , [7] or [11] ) characterized all possible pointwise limits (1.1) lim (v(tlBn)y exp (itAn) = p(t), n-» co
where An e R, Bn>0, and v and p are probability measures. They found that p is necessarily stable, i.e. satisfies the following condition: For all a>0, A>0 there exist c>0 and y e R such that (1. 2) p(at)p(bt) = p(ct) exp (iyt) for all t e R.
The positive definite solutions of this equation are {¡it) = exp(iyt-c\t\"(l+iß(t/\t\)co(t,a))),
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[January where y is real, -l^ß^l, 0<o¡¿2, c^O, and a>(t, a) = tan (ira/2) for a^l and = (2/ir)log |í| for « = 1.
Little seems to be known about possible limits in (1.1) if v e B(R) is not necessarily a probability measure. The main difficulties in this case are that pointwise convergence of Fourier transforms does not automatically imply uniform convergence in every compact set, that the limit is not necessarily a Fourier transform even if it is continuous, and it is difficult to conclude how the corresponding measures behave.
H. Bergström [3] considered general convolution powers {vk*}, where vn e M(R) and {kn} is a sequence of positive integers. His investigation is based on what he calls F-absolute convergence which is very strong and implies, for instance, that supn ||v£»|| <oo. As we shall see later, this is not a feasible condition in our case. However, Bergström does not give an explicit form for possible limit measures.
D. I. Ljalina and Ju. P. Studnev [10] generalized the central limit theorem of probability theory to arbitrary measures in M(R) as follows: Given veM(R) with ¡x2d\v\<ao.
Furthermore, let v(0) = v(R) = l, v(0) = i$ xdv = 0, and v"(0) = -| x2 dv= -1. (Every measure v e M(R) with J x2 d\v\ < oo can be put in this form by simple transformations, provided \v(t)\ takes on its maximum at a finite point.) Then lim (0(tlVn)T = exp (-t2/2) = ß(t) n uniformly in \t\ua, a>0, from which it follows on putting v((-co, x)) = v(x) for any v e M(R) that lim f \vn(x\/n)-p(x)\2dx = 0 n J -oo where p is the Gaussian measure.
Our main results are as follows: Suppose p,ve M(R), where p is nondegenerate, sup¡ |v(t)\ ^l,AneR,Bn>0and 0 < liminf BJBn+1 ¿Urn sup BJBn+i < oo. Then (1.3) lim (í>(t¡Bn))n exp (itAn) = ß(t) for all / ^ 0 n if and only only if p is stable, i.e. satisfies (1.2) (Theorems 3.1 and 4.1). Moreover, this is the case if and only if fi has the form |ii(/) = exp(-c|/|a + z)Sf), t^ 0, = exp(-í/|í|a + z';8/)> t < 0, or fi(t) = exp (-c\t \ +ißt log \t\), t^O, 2. A generalization of a lemma of Khintchine. In the probability case, a lemma of Khintchine plays a crucial role for the proof that every limit measure is stable. This lemma can be generalized as follows :
Lemma 2.1. Let {/,} be a sequence of locally integrable functions on R. Let an e R, bn > 0, and let the bn's have at least one finite nonzero limit point. If there are two functions f(not vanishing a.e.) andf* such that for all c, de R and then lim f \fn(
where b is any finite nonzero limit point of{bn} and a is a suitably chosen limit point of{an}.
Proof. First take an=0 for all n. Then, for a subsequence {nk}, bnic^-b, 0<b<oo. All we need show is that for all c,deR
The first two terms tend to zero by assumption. That the third term tends to zero also can be proved in the same way as one shows that lim i"" \f(x+h)-f(x)\dx = 0 for all/in LX(R)
h-*-0 J -co (see e.g. [8, p. 199] ).
Now let the an's be arbitrary. By the first step, |/*(x)| = |/(éx)| a.e., where bnk -* b. We show now that lim* ank = a (finite) and f*(x)=f(bx) exp (iax) a.e.
Suppose first that {anJ has two finite limit points a and a*, and ank -> a, an-k -> a*. By the same technique used before, we get for k -> co and for all c, de R £\fnk(bnkx)-f(bx)\dx^O.
Since/is not equal to zero a.e., we have a=a*. There cannot be an infinite limit point of {ank} either. For, suppose an-k -> oo. Then
for every set A in which f(b ■ ) is bounded away from zero. This obviously is impossible, which completes the proof. We shall make use of this lemma in a still different form : 2) <p(t)r = <p(r1,ai) exp (iy(r)t) for all t e R.
The difficulties listed in §1 require a completely different proof from that in the probability case. We shall divide the proof into several lemmas, always assuming the conditions listed in Theorem 3.1. lim |/(í/2?")|" = IrfOI n uniformly in every interval (a, b), 0 < a < b < 00 or -00 < a < b< 0.
Proof. Lemma 2.2 tells us that {Brn/Bn} cannot have 1 as limit point if r#l. Otherwise |<p(í)l = l<p(í)|1'r would hold, which is impossible unless |<p|=0 or \tp\ = 1. This together with Lemma 3.2 enables us to show that the conditions of Lemma 3.3 are satisfied if the convergence is not uniform. This in turn would imply a discontinuous |<p|. This is an application of Lemma 3.4 above. Thus, every solution of (4.1) with a nonconstant modulus can be obtained as a uniform limit of (3.1), hence (3.2) is satisfied. This completes the proof. Our next goal is to solve equation (3.2) in C(R) and to single out those solutions which are actually Fourier transforms, i.e. in B(R). For the latter purpose, we need the following criterion : Lemma 4.1. Let <p be an absolutely continuous function, and let <p and y be in Lp(R)for somep, l<p^2.
Then <p = ß is in A(R) (i.e. p is absolutely continuous), and (putting l/p+llq=l) (i) ß(t)=exp (ißt) or p=0.
(ii) There is an a e R, a^O, aj= 1, such that fi(t) = exp(-c\t\a + ißt), t ä 0, = exp(-d\t\a + ißt), t < 0, (iii) (a = l) ß(t) = exp (-c\t\ +ißt log \t\), t ^ 0, = exp (-£/|f | +Í/3/ log |/|), t < 0. [5] , the first case implies ß = 0 or ß(t) = exp (itß). In the second case, ß must be one of the functions found in step (a) .
The functions (4.3) and the case Re(c) = 0 or Re(d)=0 for a>0 can be excluded by the following argument: If <p were in B(R) then <py= \<p\2 would also be. But |<p(f)|2-^£z (f-^co), \<p(t)\2->b (t-^-cc), with a^b. This is impossible for a Fourier transform.
It remains to prove that the functions listed in (ii) and (iii) are in B(R). For a > 0, Lemma 4.1 applies, and ß e A(R). Take now a<0 and consider without restriction of generality the case /3 = 0. Put </j(t) = l-ß(t). Again, Lemma 4.1 applies to \¡> provided <x< -\. It remains to consider -¿ga<0.
Write <ri='l'i+<t'2, where t/ix is even and t/>2 is odd. By Beurling's second criterion [4] , </>! e A(R). We have to show that there is an/2 e Li(R) such that
The integral M.x) = (l/2ir) Íexp(-z7x>/r2(í)<# exists for all x^0, since </<2-*-0 (|i| ->-oo), and tji2eLx(R). Integration by parts yields h(x) = 2irz/2(x) = íexp(-zíx)$¡(í)<#.
We have « e LX(R) since iji'2 e A(R), by Beurling's first criterion [4] . Exploiting the particular form of </>2, one can show that there is an x0>0 and a C>0 such that |/2(x)| è C|x|(a + 2)/(a-2) for |*| g x0.
This and the fact that x/2(x) e LX(R) imply f2 e LX(R), so that i/i*(?) sa exp (itx)f2(x) dx exists. Differentiation shows that 0f = <\>2, which completes the proof.
Remark 4.1. A measure p is said to be stable in the restricted sense, if for all a>0, b>0 there is a c>0 such that ß(at)ß(bt) = ß(ct) for all / e R. In the general case, we shall give a description of ¿&(p) in terms of Fourier transforms, consisting of conditions on the behavior at t=0 for a>0, and at t= ±oo for o£<0. Since obviouslŷ Since, by Lemma 3.4, (5.1) actually holds uniformly in every interval bounded away from zero and infinity, and since {BJBn} is dense, (i) and (ii) follow.
Relation (5.2) leads easily to (t"L2(t/Bn)-tL2(l/Bn))/Lx(llBn) -> Im (c)(t"-1) (t > 0) and
The proof would be completed if (5.2) were to hold uniformly in every interval bounded away from zero and infinity. This is indeed the case, as an argument similar to the one used in Lemma 3.4 shows.
Conversely, assume that (i) through (iv) are true. We have to show v e ¿tf(p). The Bn's are well defined since Lj(i)>0 in some interval around i=0, and saLx(s)->0 (s^ +0). An application of Lemma 6.1 shows that BJBn+x^l so that our fundamental condition on the 2?"'s is satisfied.
Consider the case t >0 and use the fact that nLx(l/Bn) = B%. Then
by (i) and (iii). For t < 0, we have to use (ii) and (iii) to see that
This completes the proof. The set s#r(p) can be characterized even more simply.
Theorem 5.2. Let p be a nondegenerate stable measure in the restricted sense (thus being of the form stated in Remark 4.1), and write P(0 = exp (-\t\«(Lx(t) + iL2(t))). Note that a measure v can belong to (at most) one domain of attraction stf(px), where px has a positive exponent a, and at the same time to (at most) one domain of attraction stf(p2), where p2 has a negative exponent a. An example is v(t) = exp (-|/|a) + exp (-1/1 -") for «>0. 6 . Convergence of the corresponding measures. If sup¡ \vn(t)\ ^c<co and limn vn(t)=p(t) for all t e R (for almost all t) then lim y(x) dvn(x) = Jf(x) dp(x) for all/in B(R) (A(R)). This in turn implies convergence of {vn} to p in the distribution sense, i.e. convergence for all / which are rapidly decreasing and infinitely differentiable. But we cannot hope for any stronger mode of convergence unless we impose norm-boundedness of {vn} which is unnatural in our case.
However, in the particular case of convolution powers considered here something can be said. The point is that pointwise convergence of the special sequence considered here automatically implies a much stronger form of convergence, as we shall see in Lemma 6.1.
In this section, we confine ourselves to restrictedly stable measures and sér. In other words, we omit the An's. (ii) lfa<0 then for any e>0 
