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Laburpena
Aro digital honentan datu kopuru handiena textu gordin formatuan aurkitzen da. Datu
horiekin lan egiteko Informazio Erauzketa (IE) bihurtzen da oinarri gaur egungo
aplikazioetan. Hizkuntzaren prozesaketa automatikoko ataza gehientxuenetan gertatu
den bezala ikasketa sakonak artearen egoera ezarri du, baita IEn ere. Jakina da teknika
hauek datu kopuru handiak behar dituztela errendimendu ona lortzeko. Badira hainbat
domeinu eta testuinguru, datu anotatu gutxikoak, zailtasunak dituztenak ikasketa
sakoneko tekniken aurrerapenak modu eraginkorrean erabiltzeko. Anotazio berriak egitea
garestia izaten da orokorrean, batez ere eredu berri hauek behar duten kopuruetara
iristeko. Lan honen helburu nagusia domeinu eta testuinguru hauentzako modu merke
batean ikasketa sakoneko sistemen errendimendua hobetzeko teknikak esploratzea da.
Zehatzago esanda, ezagutza-transferentzia eta datuen-gehikuntza automatikoa
paradigmetan ikertuko dugu helburua lortzeko. Azkenik, teknika hauek baliabide urrikoa
den medikuntzako domeinuko eHealth-KD 2020 ataza-partekatuan aplikatuko eta
ebalutako dira, uneko artearen egoera hobetzeko helburuarekin.
Abstract
In this digital age the greatest amount of data is found in raw text format. Information
Extraction (IE) to work with this data becomes the basis in today’s applications. As has
happened in most tasks of automatic language processing, deep learning has established
the state of the art in IE as well. It is well known that these techniques require a large
amount of data to achieve good performance. There are a number of domains and
contexts, with little annotated data, that have difficulties making effective the use of
advances in deep learning techniques. Making new annotations is generally expensive,
especially to reach the numbers needed for these new models. The main goal of this work
is to explore techniques to improve the performance of deep learning systems in a
cost-effective way for these domains and contexts. More specifically, we will investigate
transfer-learning and automatic data augmentation paradigms to achieve the goal.
Finally, these techniques will be applied and evaluated in the shared task eHealth-KD
2020 in the low-resource medical domain, with the goal of improving the state of the art.
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1 Sarrera
Informazioaren Erauzketa (IE) adimen artifizialaren zereginetako bat da, eta irakurmen
gaitasuna eman dio makinari. Gaur egun, makinak gai dira testua irakurtzeko edo ahoz-
ko hizkuntza entzuteko, prozesatzeko eta ulertzeko, informazio-elementu garrantzitsuenak
lortuz. IE aplikazio industrial berrien atzean dago, hala nola Google Knowledge Graph
(GKG), Googlek bere bilaketa-motorraren emaitzak hobetzeko erabiltzen duen teknolo-
gia. IE-k hizkuntza teknologiako hainbat aplikazioetan eragin zuzena du, adibidez, eza-
gutza baseen osatzea (knowledge base poppulation ingelesez) (Ji eta Grishman, 2011) eta
galde-erantzun sistemetan (question answering ingelesez) (Yu et al., 2017), besteak bes-
te. Berriki, informazio-erauzketako sistemak COVID-19ak eragindako pandemiaren kontra
lagungarri direla erakutsi da1. Azken hilabetetan sortu diren milaka artikuluetatik iker-
tzaileri lagungarri zaion informazioa modu egituratu eta zehatzean aurkezteko erabili dira.
Testu gordinetik abiatuta Wikipediako infobox baten sorkuntza (edo betetze) automa-
tikoaren ataza IEren adibide argi bat da, hau da, testu gordinetik informazioa erauztea eta
errepresentazio egituratu batean aurkeztea. Orokorrean, IEk entitateen, erlazioen eta
gertaeren erauzketa barneratzen ditu. Gertaeren kasuan IEk rol semantikoaren etiketa-
tzearekin (Semantic Rol Labeling ingelesez) antza handia dauka non gertaerak predikatuak
bihurtzen diren eta bete beharreko hutsuneak (slots ingelesez) argumentuak. Baina, IEk
helburu desberdina du, esaldi bateko informazioa guztiz ondo etiketatu beharrean (mi-
kro irakurketa), dokumentu edo dokumentu multzo bateko informazioa erauztea (makro
irakurketa) da. Hori dela eta IE ataza galde-erantzun atazekin parekatzen da kasu as-
kotan. Esan bezala, erlazio-erauzketa IE ataza orokorraren barne dagoen ataza bat da
eta bi entitate eta testuinguru bat emanda bi entitateek erakusten duten erlazioa, baldin
badago, erauzketari deritzo. Adibidez, “El asma es una enfermedad que afecta alas v́ıas
respiratorias.”esaldian (is-a, asma, enfermedad) erlazioa ikus dezakegu.
Lengoaia Naturalaren Prozesamenduaren (LNP) beste alorretan bezalaxe informazio-
erauzketako atazetan paradigma aldaketa sakona gertatu da azken urteetan. Eskuz sor-
tutako erregelatan oinarritzen ziren sistemak (Chiticariu et al., 2013) ezaugarrietan oi-
narritutako ikasketa automatikoko ereduez (Lafferty et al., 2001) ordezkatuak izan ziren
bezalaxe, gaur egun ikasketa sakoneko teknikak (deep learning ingelesez) baliatzen dituz-
ten ereduak dira erabilienak. Horiek dira LNP eta IEri lotutako hainbat atazetan artearen
egoera definitzen duten hurbilpenak (Akbik et al., 2019a; Devlin et al., 2019). Paradigma
berriak aurrerapen handiak eskaini dituen arren, badira hainbat domeinu eta testuinguru,
datu anotatu gutxikoak, zailtasunak dituztenak ikasketa sakoneko tekniken aurrerapenak
modu eraginkorrean erabiltzeko. Jakina da, adibidez, testu klinikoen LNPn ikasketa sa-
koneko metodoek domeinuaren berariazko erronkak arindu baditzakete (domeinuko tresna
eta datu-multzoen falta), erronka horiek ez dutela arreta handirik jaso ikerlarien artean
(Weegar et al., 2020). Motzean esanda, lan honen helburua datu anotatu gutxiko domei-
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Datuen gehikuntza automatikoko teknikak oso erabiliak izan dira ikasketa sakoneko
algoritmoekin batera. Teknika horiek batez ere konputagailu bidezko irudien prozesamen-
duan izan dute arrakasta. Irudien gaineko transformazioen bitartez (Shorten eta Khosh-
goftaar, 2019; Caron et al., 2020) entrenamendurako datu-multzoa handitzea ikasketa sa-
koneko ereduak entrenatzeko ohiko praktika bat da sistema trinko bat lortu nahi denean
eta datu gutxi daudenean. LNPn berriz ez da ataza erreza, hain zuzen ere esaldi edo
paragrafo batetik baliokide izan daitezkeen beste antzeko adibideak sortzeko Hizkuntza
Naturalaren Ulermenaren (HNU) gaitasuna beharrezkoa delako. Hori dela eta, erlazio-
erauzketan behintzat, existitzen diren datu-gehikuntza automatikoko teknikek adibide za-
ratatsuak sortzen dituzte eta ez dira beti eraginkorrak izaten. Urruneko-gainbegiraketa
(Mintz et al., 2009; Sainz et al., 2020) edo Matching the Blanks (Baldini Soares et al.,
2019) dira adibide aipagarrienak erlazio-erauzketari dagokionez. Zarata hori automatikoki
gutxitzeko estrategiak (Intxaurrondo et al., 2013) garatu diren arren oraindik hobetzeko
aldea badago.
Bestetik, ezagutza-transferentziako teknikak (Devlin et al., 2019) oso arrakastatsuak
izan dira LNPko hainbat atazetan. Bereziki ere datu anotatu gutxiko domeinu berezitue-
tan erakutsi dute eraginkortasuna. Lan honen beste helburuetako bat transferentzia eta
datuen gehikuntza tekniken azterketa egitea da, domeinu konkretuan erlazio-erauzketako
emaitzak hobetzeko asmoz. Zehatzago esanda, MTB datu-gehikuntzarako teknika zerotik
berrinplementatuko da eta MLM ezagutza-transferentziako teknika aplikatuko da existitzen
diren inplementazioekin.
Egindako esperimentazioa hiru fase nagusietan banatzen da: domeinu orokorreko erlazio-
erauzketarako artearen egoerako sistemaren inplementazioa, garatutako sistema domeinu
zehatz batera egokitzea eta datu-gehikuntza eta ezagutza-transferentzien tekniken bitar-
tez sistema hobetzen saiatzea. Lehenengo fasean hainbat sistema aztertu dira, beraien
artean AGGCN (Guo et al., 2019a), TRE (Alt et al., 2019) eta BERTEM (Baldini Soa-
res et al., 2019), eta horietatik BERTEMren berrinplementazio bat egin da. Azterketaren
ondorioz ikusi da Transformer eta ezagutza-transferentzian oinarritutako sistemek emai-
tza hobeagoak lortzen dituztela sistema konplexuagoek baino. Bigarren faserako, garatu
dugun BERTEM sistema gaztelaniazko medikuntza domeinura egokitu dugu eHealth-KD
20202 ataza-partekatuan ebaluatu ahal izateko. Garatu ditugun sistemaren hiru bertsioek
beste partaideen sistemak gainditu dituzte erlazio-erauzketara bideratua dagoen atazean.
Beraz ondoriozta dezakegu bai BERTEMek baita XLMEMek ere jarraitzen duten entitate-
marken estrategia egokia dela erlazioen errepresentazio on bat lortzeko. Bestetik, MTB
datu-gehikuntzarako estrategiak sistemaren errendimendu orokorra hobetu ez arren doita-
sun hobea lortzeko balio izan digu estaldura pixkat galduz. Azkeneko fasean dagoeneko
geneuzkan emaitzak hobetu ditugu gure sistemaren elementu garrantzitsuena hobetuz, hau
da, sistemaren hizkuntza-eredua hobetuz. Horretarako aurrentrenatuta dauden hizkuntza-
eredu eleanitzen artean esplorazio sakonago bat garatu dugu baita medikuntza domeinuko
testuen bitartez gure MLM hizkuntza-eredua entrenatu ere. Lortutako emaitzekin hiru
ondorio nagusi lortu ditugu: batetik hizkuntza-eredu batek entrenamendu orduan ikusita-
2www.knowledge-learning.github.io/ehealthkd-2020/
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ko testu kopurua garrantzitsuagoa dela hizkuntza-ereduaren tamaina bera baino, bestetik,
hizkuntza-eredu handiek orokortasun ahalmen handiagoa erakusten dutela entrenamen-
du, garapen eta testeko emaitzen artean desberdintasuna gutxituz. Azkenik eHealth-KD
2020ko testuek medikuntzaren domeinukoak izan arren ez dute hizkuntza teknikoa era-
biltzen, eta beraz, mota horietako testuak erabiltzea hizkuntza-eredua birdoitzeko fabore
baino kalte gehiago egiten dute. Hain zuzen ere, MTB bezala MLM birdoiketak sistemaren
doitasuna igo du, seguraski medikuntzako terminologia hobeto dagoelako errepresentatu-
ta, baina estaldura jaitsi du, seguruenik eHealth-KDen agertzen diren terminologia arrunta
okerrago dagoelako errepresentatuta.
Dokumentu honek lan honetan egindako garapena, esperimentuak eta emaitzak ja-
sotzen ditu. Horrela dago antolatua: lehendabizi sarrera bat aurkezten da lan honen
helburuekin batera. Gero, erlazio-erauzketa eta ezagutza-transferentziari buruzko artea-
ren egoera deskribatzen da 2. atalean. Hurrengo atalak ingurune esperimentala azaltzen
du, hau da, ataza, erabilitako datu-multzoak eta ebaluazio-neurriak. 4. atalean domeinu
orokorreko erlazio-erauzketako artearen egoerako sistemak deskribatu eta aztertu egiten
dira, baita egindako berrinplementazioaren azalpenak eman ere. Ondoren, medikuntza
domeinura egokitzeko pausuak azaltzen dira 5. atalean egindako esperimentuakin batera.
Azkenik 6. atalean sistemaren emaitzak azaltzen dira eta 7. atalean berriz ondorioak eta
etorkizuneko lana.
1.1 Helburuak
Laburbilduz, proiektu honek hiru helburu nagusi izango ditu: alde batetik artearen egoe-
rako erlazio-erauzketako sistema baten inplementazioa; bestetik, garatutako sistema do-
meinu zehatz batera egokitzea; eta azkenik, sistema hobetzen saiatzea datu-gehikuntza
eta ezagutza-transferentzia tekniken bitartez. Hiru helburu hauekin lortu nahi duguna
domeinu zehatzeko artearen egoera hobetzea da.
Artearen egoerako erlazio-erauzketako sistema baten inplementazioa. Lehenda-
biziko helburua erlazio-erauzketako sistema baten inplementazioa da. Garatutako sistema
artearen egoera definitzen duten sistemen parean egon beharko du. Horretarako, TACRED
(Zhang et al., 2017) erlazio-erauzketarako datu-multzo estandarra erabiliko dugu ebalua-
keta egiteko. Gure sistema garatu aurretik dagoeneko existitzen diren sistemen azterketa
sakon bat egingo da, eta behar izanez gero baten bat berrinplementatu ere.
Garatutako sistema domeinu zehatz batera egokitzea. Proiektu honen helburu ga-
rrantzitsuena datu gutxiko domeinuen gaineko erlazio-erauzketa hobetzea da. Helburuaren
erdiespena neurtzeko eHealth-KD 2020 (Piad-Morffis et al., 2020) ataza partekatuan par-
te hartu dugu. Ataza partekatuak gaztelaniazko medikuntza domeinuko testuen gaineko
erlazio-erauzketa planteatzen du, zeinetan datu-multzo oso txikia dugun ereduak entrena-
tzeko.
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Sistema hobetzea datu-gehikuntza eta ezagutza-transferentzien tekniken bitar-
tez. Azkenik, sistema hobetzeko helburuarekin datu-gehikuntzako Matching the Blanks
eta ezagutza-transferentziako Masking Language Modeling teknikak aztertu eta inplemen-
tatu ditugu. Teknika horiek aplikatzeko beharrezkoak diren corpus eta datu-multzoak
erauzi eta prozesatuko dira LNPko hainbat tresnak erabiliz.
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2 Artearen egoera
Lan honetan ezagutza-transferentzia eta datu-gehikuntza teknikak erlazio-erauzketa ata-
zan eduki duten eragina aztertu nahi dugu, batez ere baliabide urriko inguruneetan lor
ditzaketen hobekuntzak. Hori dela eta, atal honetan LNP ezagutza-transferentziaren eta
erlazio-erauzketaren artearen egoera errepasatuko dugu.
2.1 Erlazio-erauzketa
Erlazio-erauzketa ez da ataza berri bat (Chinchor, 1998) baina beste atazetan bezala ikas-
keta sakonak bultzada handi bat eman du, hori dela eta azken urteetako lanetan zentratuko
gara. Hasiera batean neurona sare konboluzional (CNN, Convolutional Neural Networks
ingelesez) (Zeng et al., 2015) eta LSTM (Long Short Term Memory ingelesezko siglen ara-
bera) (Zhang et al., 2017) neurona sareak erabili izan dira esaldiko erlazio errepresentazioa
lortzeko. Geroago, atentzio-mekanismoek (Yu et al., 2019) emaitzak hobetzea lortu zuten.
Kanpoko ezagutza, adibidez informazio sintaktikoa, barneratzeko saiakeran agertu ziren
grafoen gaineko neurona sare konboluzionalak (GCN, Graph Convolutional Network inge-
lesez) (Kipf eta Welling, 2017) baita atentzio bidez zuzendutako grafoen gaineko neurona
sare konboluzionalak (AGGCN, Attention Guided Graph Convolutional Network ingelesez)
(Guo et al., 2019a) ere. Berriki ezagutza-transferentziak (transfer-learning ingelesez) era-
kutsi du aukera arrakastatsua izatea (ia) etiketaturiko daturik ez daukaten domeinu eta
hizkuntzetan (Devlin et al., 2019; Baldini Soares et al., 2019). Transformerretan oinarri-
tutako sekuentzia ereduek (Vaswani et al., 2017) erlazio-erauzketa bezalako informazio-
erauzketa ataza askotan artearen egoera hobetu dute (Baldini Soares et al., 2019; Peters
et al., 2019; Joshi et al., 2019). Badaude lan batzuk kanpoko ezagutza, adibidez ezagutza-
baseetatik aterata, Transformers ereduetan barneratzen saiatu direnak (Peters et al., 2019).
Hala eta guztiz ere, entitate-marketan oinarritutako hurbilpen sinpleagoak (ikusi detaile
gehiago 4. atalean) antzeko errendimendu konpetitiboa erakusten dute inplementazio az-
karrago batekin Baldini Soares et al. (2019). Modu berean, hizkuntza-eredu eleanitzek
(Lample eta Conneau, 2019; Conneau et al., 2019) hizkuntza batean ikasitakoa beste hiz-
kuntzetara hedatzeko gaitasuna erakutsi dute. Helburuko hizkuntzan anotaturiko datu
oso gutxi dauzkaten erlazio-erauzketako atazentzat etorkizun handiko eredu mota dirudite
hizkuntza-eredu eleanitz horiek.
Erlazio-erauzketara zuzendutako datu-gehikuntza Informazio-erauzketan hainbat
teknika proposatu dira datuak automatikoki sortzeko. Horien artean esanguratsuenak
urruneko gainbegiratzean (distant-supervision ingelesez) (Mintz et al., 2009; Sainz et al.,
2020) oinarritzen direnak dira, non ezagutza-baseetako erlazioak anotazio gabeko testua-
rekin lerrokatzen dira zenbait heuristikotan oinarrituta automatikoki entrenamendurako
datu (zaratatsuak) bilduz. Berrikiago, Baldini Soares et al. (2019) erlazio-etiketarik behar
ez duen datu-gehikuntza proposatzen du eredua domeinura doitzeko. Bestalde, itzulpen
automatikoan oinarritutako lanek iradokitu dute entrenamendu datu-multzoa hainbat hiz-
kuntzetara itzuliz onuragarria izan daitekeela LNPko hainbat atazetan emaitzak hobetzeko
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(Artetxe et al., 2020). Oraindik ere informazio-erauzketako atazetan ikusteko dago itzul-
pengintzan oinarritutako teknikak onuragarriak diren.
2.2 Ezagutza-transferentzia
Duela urte batzuk LNParen ikasketa sakoneko teknikek jasan zuten lehendabiziko bultza-
da gertatu zen hitz-bektoreen (Mikolov et al., 2013) agerpenarekin. Hitz-bektore horiek
izan ziren ezagutza-transferentziaren bitartez LNParen alorreko ia ataza guztietan artearen
egoera hobetu zuten baliabidea. Geroztik, hitz-bektoreen errepresentazioak ikasteko tek-
nika gehiago (Pennington et al., 2014; Grave et al., 2018) agertu dira, baita karaktereetan
oinarrituta (Akbik et al., 2018) ere, azken hauek gaur egun ere artearen egoerako emaitzak
lortzen dituzte izendun entitateen erauzketa (Named Entity Recognition, NER ingelesez)
atazetan (Akbik et al., 2019b; López-Ubeda et al., 2020). Bektore horiek oso onuragarriak
izan arren ez dira gai beraiek baitan testuinguruko informazioa jasotzeko, horren ondorioz
laister agertu ziren lehendabiziko hizkuntza-ereduen aurrentrenatuen ideia (Howard eta
Ruder, 2018; Peters et al., 2018).
LNParen ikasketa sakoneko teknikek jasan duten bigarren bultzada esanguratsua Trans-
formerrekin (Vaswani et al., 2017) eta hauetan oinarritutako hizkuntza-eredu aurrentre-
natuekin (Radford et al., 2018; Devlin et al., 2019; Conneau et al., 2019) gertatu zen.
Hizkuntza-eredu aurrentrenatuak baino lehen ikasketa sakoneko ereduak zerotik entrena-
tzea ohikoena zen, gaur egun berriz ia ataza guztietan hizkuntza-eredu aurrentrenatu hauek
atazara birdoitzea da jarraitzen den estrategia. Hain zuzen ere, anotatutako datu gutxiko
egoeratan aurrentrenamenduan ikasitako ezagutza atazara transferitzeak emaitzak eta ere-
duaren orokortze ahalmena hobetzen ditu (Hendrycks et al., 2020). Oraindik ere estrategia
hau jarraitzen ez dituzten atazak badaude, bereziki datu asko dauzkatenak, adibidez itzul-
pen neuronal automatikoa baina soilik datu kopuru handiko hizkuntzen artean (Tiedemann
eta Thottingal, 2020).
Teorikoki oraindik oso ondo ulertu ez arren badaude hizkuntza-eredu hauek zer ikasten
duten aztertzen saiatu diren lanak (Tenney et al., 2019; Clark et al., 2019). Enpirikoki
ere ez dago argi hizkuntza-eredu hauek jaso dezaketen ezagutzaren muga, honen adibide
few-shot edota zero-shot atazak ebazteko abilezia erakutsi duten GPT-2 (Radford et al.,
2019) eta berrikiago GPT-3 (Brown et al., 2020) hizkuntza-ereduak dira.
Hizkuntza-ereduen ezagutza muga non dagoen aztertzeko helburuarekin eredu hauen
entrenamendurako testu kopurua eta ereduaren parametro kopurua esponentzialki ha-
zi dira 600 × 109 parametroetara (Lepikhin et al., 2020) helduz. Hala ere, ezagutza-
transferentziaren ondorioz hizkuntzen arteko (Lample eta Conneau, 2019; Conneau et al.,
2019) edo atazen arteko (Yin et al., 2019) zero-shot edo few-shot egiteko abilezia ez da
hizkuntza-eredu handietara mugatzen.
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3 Ingurune esperimentala
Atal honetan lan honen ingurune esperimentala definituko dugu. Lehendabizi erlazio-
erauzketa atazara sarrera motz bat egingo dugu. Gero, lan honetan zehar erabili ditugun
datu-multzoak deskribatuko ditugu eta azkenik inplementatutako sistemak ebaluatzeko
erabili ditugun neurriak azalduko ditugu.
3.1 Erlazio-erauzketa ataza
Bi entitate eta testuinguru bat emanda, testuinguru horretan bi entitateak lotzen dituen
erlazioa-mota iragartzean datza erlazio-erauzketa. Iragarri beharreko erlazioak mota des-
berdinetakoak izan daitezke. Mota horiek sintaxiarekin zerikusi handia duten erlazio se-
mantikoetatik hasi eta ezagutza base batean agertzen diren kontzeptuen arteko erlazioe-
tara zabaltzen dira. 1. irudian ikus daiteke adibide bat bi motatako erlazio semantikoak
erakusten dituena. Sintaxiarekin edo RSErekin (rol semantikoaren etiketatzea) zerikusi
handiagoa duten erlazioak, subject eta target kasuak batetik, eta kontzeptuen arteko
erlazio ontologikoak, is-a kasua bestetik.
Irudia 1: Mota desberdinetako erlazio semantikoak jasotzen dituen adibide bat. eHealth-
KD 2020 ataza-partekatuaren webgunetik aterata.
Sarrera atalean aipatu dugun bezala informazio-erauzketa orokorrean makro ikuspegi
bat dauka. Hau da, dokumentu multzo batean informazio zehatz (entitate, erlazio edo
gertaera) bat behin baino gehiagotan agertu arren, behin bakarrik erauztearekin balio du.
Baina, helburua hori izan arren gaur egungo ataza askok mikro ikuspegi baten bitartez
ebaluatzen dira, hau da, esaldi edo dokumentu batetik anotatuta dagoen zenbateko infor-
mazioa erauzten den, errepikatuak barne. Bestetik, erlazioak esaldi berdineko edo esaldi
desberdinetako (inter-sentence edo intra-sentence ingelesez) bi entitateen artean izan dai-
tezke. Lan honetan erabiliko ditugun datu-multzoak esaldi mailako erlazio-erauzketara,
hau da, esaldi berdinean dauden entitateen arteko erlazio-erauzketara daude bideratuta
eta mikro ikuspegi baten bitartez ebaluatzen dira.
3.2 Datu-multzoak
Lan honetan bi ataza garrantzitsu burutu dira, alde batetik TACRED (Zhang et al., 2017)
web eta berrien gaineko erlazio-erauzketarako datu-multzoa, eta, bestetik, eHealth-KD
2020 (Piad-Morffis et al., 2020) medikuntza alorreko entitateen identifikaziorako eta erlazio-
erauzketarako datu-multzoa. Azken honek bi azpi-atazaz osatuta egon arren, erlazio-
erauzketan soilik zentratu gara.
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Irudia 2: TACRED datu-multzoko erlazio-distribuzioa. Irudia TACRED datu-multzoaren
webgune ofizialetik aterata.
3.2.1 TACRED
TACRED(Zhang et al., 2017) erlazio-erauzketarako tamaina handiko ingelesezko datu-
multzo bat da. Corpusa osatzen duten 106.264 adibideek urtero TAC ezagutza-base osaketa
(TAC KBP) (Ji et al., 2015b; Ji eta Nothman, 2016; Ji et al., 2017) erronkan erabiltzen
diren corpusetatik daude aterata. Atazak, 41 erlazio-mota definitzen ditu (ikusi 2. irudia)
TAC KBP erronkek bezala, baita no relation erlazioa ere, azken honek bi entitateen artean
erlaziorik ez dagoela adierazteko erabiltzen da. Hasiera bateko eta gaur egungo TAC KBP
erronkek erlazio-multzo desberdina erabiltzen dutenez, TACRED datu-multzoko corpus
zaharrek erlazio berrien anotazioekin aberastuak izan dira.
TACRED datu-multzoa bere tamaina eta domeinuarengatik erlazio-erauzketarako datu-
multzo estandar bezala dago kontsideratuta. Hori dela eta, artearen egoerako erlazio-
erauzketarako sistemak datu-multzo honetan probatu ohi dira. Lan honetan, inplementa-
tutako sistema artearen egoerarekin konparatzeko erabiliko dugu datu-multzo hau.
Datu-multzoa hiru azpimultzotan dago banatuta: entrenamendu multzoa (TAC KBP
2009–2012 (Li et al., 2011; Ellis et al., 2012) corpuseko 68,124 adibide), garapen multzoa
(TAC KBP 2013 (Ellis et al., 2013) corpuseko 22,631 adibide) eta testeko multzoa (TAC
KBP 2014 (Ji et al., 2015a) corpuseko 15,509 adibide). Aipatutako adibideek hurrengo
informazioarekin daude etiketatuta: erlazioko bi entitateen esaldiko kokalekua, entitateen
mota3 eta erlazio-mota.
3. irudian TACRED datu-multzoko hiru adibide erakusten dira. Lehendabizikoa per-
3Stanford NER sistemak erabiltzen dituen etiketa finak.
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Irudia 3: TACRED datu-multzoko erlazioen hiru adibide. Irudia TACRED datu-
multzoaren webgune ofizialetik aterata.
tsona eta hiri baten arteko pertsona:hiltze hiria erlazioa erakusten du. Bigarrenak
pertsona eta erakunde baten arteko erakunde:erakunde sortzaile erlazioa erakusten du.
Azkenik pertsona bat erreferentziatzen duen erakusle eta erakunde baten artean erlaziorik
ez dagoen adibide bat erakusten du hirugarrenak.
3.2.2 eHealth-KD 2020
Medikuntza domienuko testuen gaineko informazio-erauzketa sustatzen du eHealthKD ata-
za partekatuak. Hirugarren urtea da txapelketa ospatzen dela eta, aurreko edizioetan
bezala, izendun entitateen erauzketa eta erlazio-erauzketa dira ataza partekatu honen hel-
buru. Ataza burutzeko Medline4 webgunetik lortutako medikuntzari buruzko gaztelerazko
testuak erabili dira. Testuak medikuntzaren domeinukoak izan arren, erauzi beharreko
entitate eta erlazio motak nahiko orokorrak dira.
Entitateen artean hurrengo sailkapena bereizten da:
• Kontzeptu (Concept): Termino, kontzeptu edo ideia garrantzitsua esaldiko eza-
gutza domeinuan. Adibidez: asma, enfermedad, vias respiratorias.
• Ekintza (Action): Beste entitateen eraldaketa edo prozesua identifikatzen du. Adi-
bidez: afecta, exposicion, (provoca) daños.
4MedlinePlus (Internet). Bethesda (MD): National Library of Medicine (US). Available from: https:
//medlineplus.gov/.
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• Predikatua (Predicate): Testuko beste elementu batzuen iragazketa edo funtzioa
adierazten du. Adibidez: mayores predikatua personas entitatea iragazten du 60
años argumentua kontutan hartuz.
• Erreferentzia (Reference): Beste entitate bati erreferentzia egiten dion elementua.
Adibidez: esta.
4. irudian ikus daitezke aipatutako entitate moten adibideak testuinguruan, baita beraien
arteko erlazioak ere. Zehaztu beharreko hamahiru erlazioak lau multzo nagusitan banatzen
dira:
• Erlazio orokorrak (General relations): Informazio orokorra jasotzen duten erla-
zio semantikoak. Erlazio hauetan edozein motatako entitateak hartu dezakete parte.
– is-a: Erlazio honek bi entitateen arteko hiperonimia erlazioa adierazten du.
Adibidez: (asma, is-a, enfermedad).
– same-as: Bi entitateak semantikoki berdinak direla adierazten du. Adibidez:
“... entre las vértebras o huesos de la columna.”(vértebras, same-as, huesos de
la columna).
– has-property: Bigarren entitatea lehenengoaren ezaugarri bat dela adierazten
du. Adibidez: “La histoplasmosis es a menudo leve y sin śıntomas.”(histoplasmosis,
has-property, leve).
– part-of: Erlazio honek bi entitateen arteko meronimia erlazioa adierazten du.
Adibidez: “La fenilalanina se encuentra en casi todos los alimentos.”(fenilalanina,
part-of, todos).
– causes: Lehendabiziko entitatea bigarrenaren agerpena edo existentzia eragiten
duela adierazten du erlazio honek. Adibidez: (exposición, causes, daños).
– entails: Lehendabiziko entitatetik bigarrenaren agerpena edo existentzia on-
doriozta daitekeela adierazten du erlazio honek. Adibidez: “Los médicos usan
pruebas que examinan el ano para diagnosticarlo.”(examinan, entails, diag-
nosticarlo).
• Testuinguru erlazioak (Contextual relations): Erlazio hauek esaldiko entita-
teen testuingurua adierazteko erabiltzen dira.
– in-time: Esaldiko elementu bat denbora-tarte jakin batean gertatzen, agertzen
edo existitzen dela adierazteko erabiltzen da. Adibidez: (exposición, in-time,
verano).
– in-place: Esaldiko elementu bat leku edo posizio jakin batean gertatzen, ager-
tzen edo existitzen dela adierazteko erabiltzen da. Adibidez: “Se han producido
brotes del chikungunya en África”(brotes, in-place, Africa).
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Irudia 4: eHealth-KD 2020 datu-multzoko erlazioen hiru adibide. Irudia eHealth-KD 2020
datu-multzoaren webgune ofizialetik aterata.
– in-context: Esaldi bateko elementu baten modu edo egoera jakin batean ager-
tzen dela adierazteko erabiltzen da. Adibidez: (exposición, in-context, pro-
longada).
• Ekintza-rolak (Action roles): Ekintza batekiko elementuen rola adierazteko era-
biltzen dira.
– subject: Ekintza eragiten duen elementua. Adibidez: (asma, subject, afecta).
– target: Ekintza jasaten duen elementua. Adibidez: (afecta, target, vias res-
piratorias).
• Predikatu-rolak (Predicate roles): Predikatu batekiko elementuen rola adieraz-
teko erabiltzen dira.
– domain: Predikatua aplikatzen zaion entitate nagusia zein den adierazten du.
Adibidez: (mayores, domain, personas)
– arg: Predikatuari buruz informazio gehigarria ematen duten entitateen eta pre-
dikatuaren arteko erlazioa adierazten du. Adibidez: (mayores, arg, 60 años).
Erlazioen definizioari eta adibideei begira erlazio orokorren multzoa ezagutza-base ba-
tean egon daitezkeen erlazioak biltzen ditu, eta beraz testuinguruaren menpekotasun txi-
kiagoa erakusten dute. Beste guztiak berriz, sintaxi mailako ezagutzatik gertuago daude,
eta beraz, testuinguruarekiko menpeagoak dira.
Erlazio-erauzketa ataza Esan bezala, eHealth-KD 2020 bi azpiataza barneratzen ditu:
entitate-erauzketa eta erlazio-erauzketa. Bi atazak batera edo jarraian betetzeko daude
pentsatuta. Hori dela eta, lehendabizikoan egindako akatsak bigarrenera hedatzea ekiditea
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ezinezkoa izaten da. Beraz, zaila izaten da sistemak bat bi atazetan batera ebaluatzea,
horregatik ataza-partekatuak 4 azpiataza aurkezten ditu:
• Ataza nagusia (Main Task): Txapelketako ataza nagusia, bertan bi azpiatazak
jarraian edo batera egiten dira.
• A azpiataza (Subtask A): Entitate-erauzketara soilik zuzendutako azpiataza.
• B azpiataza (Subtask B): Erlazio-erauzketara soilik zuzendutako azpiataza.
• Domeinu aldaketa azpiataza (Alternative Domain Evaluation): Ataza na-
gusian bezala, bi azpiatazak jarraian egiten dira, baina kasu honetan beste domeinu
bateko testuak erabiliz. Ataza hau ezagutza-transferentzia ebaluatzeko dago pentsa-
tuta.
Lan honetan B azpiatazan bakarrik jardungo dugu. eHealth-KD 2020 ataza-partekatuaren
datu-multzoa 3 azpimultzotan zatitzen da: entrenamendurako azpimultzoa, garapenerako
azpimultzoa eta testerako azpimultzoa. Bai entrenamenduko baita garapeneko azpimul-
tzoak berdinak dira azpiataz guztientzat. Hurrenez hurren 800 eta 199 adibidez daude
osatuta. Testeko azpimultzoa berriz 100 adibide jasotzen ditu. Azkenik, ensemble deitu-
riko beste azpimultzo bat dago, azken honek beste 3000 adibide automatikoki etiketatuta
jasotzen ditu, beste urteetako sistemak erabiliz. Ensemble azpimultzoa entrenamendurako
datu-gehikuntza gisa erabiltzeko dago pentsatuta.
3.3 Ebaluaketa neurriak
Erlazio-erauzketan beste sailkapen ataza askotan bezala hiru dira erabiltzen diren ebalua-
keta neurri nagusiak: doitasuna, estaldura eta F1-neurria. Sailkapen bitar baten aurrean
neurri hauek kalkulatzeko klase positiboa izaten da kontutan, sailkapena bitarra ez denean
berriz neurri hauen batezbesteko desberdinak erabiltzen dira.
Doitasuna Neurri honek sailkatzaileak klase positibo bezala iragarritakoen artean zenbat
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F1-Neurria Azkenik, neurri honek doitasuna eta estalduraren arteko bataz-beste har-
monikoa da.
F1 = 2× (Doitasuna× Estaldura)
(Doitasuna+ Estaldura)
(3)
Erlazio-erauzketan orokorrean klase anitzeko sailkapen bat izaten da, non erlazio be-
zainbeste klase positibo dauden eta erlazio negatibo bat5 dagoen. Kasu hauetan mikro
batezbestekoa erabili ohi da. Batezbestekoa kalkulatzeko demagun P erlazio positiboen





5Erlazio negatiboa bi elementuen artean erlaziorik ez dagoela adierazten du.
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4 Erlazio-erauzketa domeinu orokorrean
Atal honetan garatutako sistemaren inplementazioari buruz arituko gara. Lehenik eta
behin artearen egoerako sistemen azterketa bat aurkeztuko dugu. Gero, beharrezkoak izan
diren berinplementazioei buruz hitz egingo dugu. Azkenik, hautatutako sistemen arteko
TACRED datu-multzoaren gainean egindako konparaketa erakutsiko dugu.
4.1 Sistemen deskribapena
Azterketa garatzeko Erlazio-Erauzketako artearen egoera hartu dugu kontutan. Zehatza-
go, TACRED datu-multzoaren gainean emaitza hoberenak lortzen dituzten sistemak. 2.
atalean aipatu dugun bezala, sistema hauek bi motatan bereiz daitezke: atazari zuzendu-
tako arkitekturadun sistemak edo arkitektura orokorreko sistemak. Atazari zuzendutako
arkitekturadun sistemen artean AGGCN6 (Guo et al., 2019a) aukeratu dugu. Arkitektura
orokorra duten sistemen artean berriz TRE7 (Alt et al., 2019) eta BERTEM (Baldini Soares
et al., 2019) aukeratu ditugu.
4.1.1 AGGCN
Atentzio bidez zuzendutako grafoen gaineko sare konboluzionalak aurkezten dituzte Guo
et al. (2019a). Sare hauek dependentzi zuhaitzetan eta autoatentzioan (self-attention in-
gelesez) oinarritzen dira erlazio-erauzketarako egokiak diren hitzen errepresentazioak lor-
tzeko. Horretarako, Grafoen gaineko Sare Konboluzionalak (GCN, Graph Convolutional
Networks ingelesez) eta Atentzio bidez zuzendutako Grafoen gaineko Sare Konboluzionalak
(AGGCN, Attention Guided Graph Convolutional Networks ingelesez) geruzak konbinatzen
dituzte.
Grafoen gaineko Sare Konboluzionalak (GCN) Lehen aldiz erpin sailkapen erdi-
gainbegiratuan (Kipf eta Welling, 2017) agertu ziren. Hasieran zuzendugabeko grafoetara
mugatuta egon arren, ez zen denbora asko pasa Marcheggiani eta Titov (2017) grafo zuzen-
duen gainean erabili zuten arte. Azken hauek, dependentzi-zuhaitzen gaineko informazioa












non, A dependentzi-zuhaitza errepresentatuko duen auzokidetasun-matrizea, h
(l−1)
j aurreko
uneko hitzaren errepresentazioa, W ∈ Rd×d pisu-matrizea, b ∈ Rd alboratze-bektorea, d
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Irudia 5: AGGCN bloke bat osatzen duten geruzen deskribapena erakusten du irudiak.
Irudian atentzio bidez zuzendutako geruza (Atention Guided Layer ingelesez), konexio
dentsodun geruza (Densely Connected Layer ingelesez) eta konbinaketa linearreko geruza
(Linear Combination Layer ingelesez) agertzen dira. Irudia Guo et al. (2019a) autoreen
artikulutik aterata.
AGGCN geruza Atentzio bidez zuzendutako grafoen gaineko konboluzio geruza bat
hainbat elementuz dago osatuta 5. irudiak erakusten duen bezala. Lehendabizi, atentzio-
mekanismoan oinarritutako auzokidetasun-matrizeak kalkulatuko dira 5. ekuazioa jarrai-
tuz (5. irudiaren ezker-behealdean dago adibide bat). Behin N auzokide-matrizeak edu-
kita, N konexio dentsodun geruza paralelo aplikatzen dira (irudiaren ezker-goikaldean),
azkenik, konbinaketa linearreko geruzaren bitartez bat egiteko (irudiaren eskubialdean).
Guo et al. (2019a)ek proposatutako eredua sortzeko AGGCN M bloke konkatenatu egiten
dira.
Atentzio bidez zuzendutako geruza Ohiko GCNak ez bezala, atentzio-mekanismoetan
oinarritutako auzokidetasun-matrizeak erabiltzen dituzte AGGCN geruzetan. 5. irudiaren
ezker-beheko aldean ikus daiteke adibide bat. Hain zuzen ere, A auzokidetasun-matrizea
erabili beharrean, atentzio-mekanismo baten bitartez kalkulatutako Ã erabiltzen dute.
Zehazki, AGGCNek (Guo et al., 2019a) buru-anitzeko atentzioa (Vaswani et al., 2017)
erabiltzen dute. Beraz,
Ã(t) = softmax(
h(l−1)WQt × (h(l−1)WKt )T√
d
) (5)
non, WQt ∈ Rd×d eta WKt ∈ Rd×d t. buruko kontsulta eta gako proiekzio matrizeak diren.
Modu honetan N auzokide-matrize sortzen dituzte.
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Konexio dentsodun geruza Guo et al. (2019b)-ren ideia jarraituta, azpigeruzen arteko
konexio dentsuak barneratzen dituzte. Konexio hauek uneko egoera ezkutua baino aurreko
egoera ezkutu guztien informazioa uneko geruzan edukitzean datza. Beste modu batera
esanda, l. geruzaren sarrera bezala g(l) izango da, non g(l) = [x;h(1); ...;h(l−1)] aurreko
egoera ezkutuen konkatenazio bat izango den. Praktikan, konexio dentsodun geruza hauek
L azpigeruza dituzte, ikusi 5. irudiko goi-ezkerreko adibidea. Azpigeruza bakoitzaren
tamaina dazpi = d/L izango da, non d egoera ezkutuaren tamaina den. Konexio dentsodun
geruza hauen irteera L azpigeruza guztien irteeren konkatenazioa izango da, eta, beraz, d













non, A auzokide-matrizea Ã(t) atentzio-mekanismoan oinarritutako auzokide-matrizearengatik
ordezkatzen den eta h(l−1) egoera ezkutua g(l) egoeren konkatenazioarengatik ordezkatzen
den.
Konbinaketa linearreko geruza Lehen esan bezala, buru-anitzeko atentzioa erabiltzen
dute N auzokide-matrize sortzeko. Beraz, N konexio dentsodun geruzen irteera konbinatu
ahal izateko hauen konbinaketa linear bat proposatzen dute:
hkonb = Wkonbhkonkat + bkonb (7)
non, hkonkat konexio dentsodun geruzen irteeren konkatenazioa den, hau da, hkonkat =
[h(1); ...;h(N)]. Wkonb ∈ R(d×N)×d pisu-matriza eta bkonb ∈ Rd alboratze bektora diren.
4.1.2 TRE
Gaur egun arrakasta handiko aurrentrenamendu-birdoitze (pretraining-finetuning ingele-
sez) estrategia jarraitzen dute Alt et al. (2019)-ek. Proposatzen duten eredua 6. irudian
agertzen da. TRE Transformer-deskodetzaile (Liu et al., 2018) arkitektura jarraitzen du,
Transformer (Vaswani et al., 2017) originalaren aldaera bat dekodetzaile zatia bakarrik
erabiltzen duena. Oinarrizko egitura horri, erlazio-erauzketara egokitzeko bi hobekuntza
proposatzen dituzte: alde batetik, erlazio sailkapenerako geruza bat, eta, bestetik, entita-
teei buruzko errepresentazio egokia lortzeko sarrera errepresentazio berri bat.
Aurrentrenatutako eredua Esan bezala, TRE aurrentrenamendu-birdoitze estrategia
jarraitzen du. Zehatzago, OpenAI taldeak aurkeztutako GPT (Radford et al., 2018) au-
rrentrenatutako hizkuntza-ereduan oinarritzen da. Hizkuntza-eredu honek hurrengo token
iragarketa (Next Token Prediction ingelesez) ataza jarraituz entrenatua izan da. Ataza,




logP (ci|ci−k, ..., ci−1) (8)
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Irudia 6: TRE arkitektura. GPT ereduaren aldaera bat erlazio-erauzketara zuzendutako
geruza eta sarrera errepresentazio berri batekin.
non, ci uneko tokena adierazten duen eta k leiho luzeera. Helburu-funtzio horrek eraku-
tsi izan ditu ezagutza-transferentzia ahalmen handiak, batez ere testu-sorkuntza atazetan
(Radford et al., 2019; Brown et al., 2020).
Erlazio-erauzketara egokitzea Erlazio-erauzketa sailkapen ataza bat bezala plantea-
tzen da, baina GPT aurrentrenatutako hizkuntza-eredua testu-sorkuntzara dago bidera-
tuta. Hori dela eta, aipatutako arkitekturan aldaketa batzuk proposatzen dituzte Alt
et al. (2019) autoreek. Lehendabizi, sarrera-errepresentazio berri bat aurkezten dute, non,
sarrera-sekuentziaren hasieran erlazioan parte hartzen duten entitateak aipatzen diren.
Modu honetan, hizkuntza-ereduak esaldia irakurtzera doanean helburu entitateak zeintzuk
diren badakizki. Bestetik, sailkapen geruza bat gehitzen diote oinarrizko arkitekturari, ge-
ruza hori hurrengo itxura du:
P (r|e1, e2, x) = softmax(W rhLm + br) (9)
non, r iragarri beharreko erlazioa den, e1 eta e2 erlazioan parte hartzen duten entitateak
diren, x testuinguruko token-sekuentzia den, W r sailkapen geruzako pisu matrizea den,
br sailkapen geruzako alborapen bektorea den eta hLm azkeneko geruzako azkeneko toke-







rijlogP (rij|ei1, ei2, xi) (10)
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Irudia 7: BERTEM arkitektura. BERT (edo beste aurrentrenatutako hizkuntza-eredu bat)
aldaera bat non EM (Entitate Markak) gehitzen diren erlazioan parte hartzen duten enti-
tateen limiteak adierazteko.
L(D) = (1− λ)L1(D) + λL2(D) (11)
non, aurrentrenamendurako erabili den L1 eta galera-funtzio berria L2 konbinatzen duten
λ koefiziente bat erabiliz.
4.1.3 BERTEM
Aurreko metodoaren antzera, BERTEM-ek ere aurrentrenamendu-birdoitze estrategia ja-
rraitzen du, baina TREk ez bezala, Baldini Soares et al. (2019) autoreek aurrentrenatuta-
ko hizkuntza-eredu eta sarrera-errepresentazio berriak proposatzen dituzte. Kasu honetan,
proposatutako arkitektura ez dago hizkuntza-eredu zehatz baten menpe.
Sarrera-errepresentazioari dagokionez, lau token berri gehitzen dira: [E1S], [E1E], [E2S]
eta [E2E]. Token horiek, hau da, Entitate Markak, esaldi batean erlazioan parte hartzen
duten entitateen mugak zehazteko erabiltzen dira (ikusi 7. irudia). Formalki, r = (x, e1, e2)
erlazio adibidea da non x = [x0, x1, ..., xn] esaldi bateko token sekuentzia den eta e1 eta
e2 erlazioko bi entitateak diren. Lehendabizi, x token sekuentzia eraldatzen da EM-k
barneratuz:
x̃ = [x0, ..., [E1S], e1, [E1E], ..., [E2S], e2, [E2E], ..., xn]
ondoren, h = Transformer(x̃) testuinguru-mailako hitzen errepresentazioak lortzen
dira hizkuntza-eredua erabiliz. Jarraian, fθ erlazio-errepresentazioa kalkulatzen da:
fθ(h) = σ(Wre[hE1S;hE2S] + bre) (12)
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non, [hE1S;hE2S] erlazioko bi entitateen errepresentazioen konkatenazioa den, Wre ∈ R2d×d
geruza linearreko pisu matrizea eta bre ∈ Rd alborapen bektorea diren. Azkenik, aurreko
ereduan bezala sailkapen geruza bat (ikusi 9. ekuazioa) gehitzen zaio ereduari.
4.2 Sistemen inplementazioa
Irudia 8: Erlazio-erauzketarako EM barneratzearen estrategia jarraitzen duen geruzaren
konputazio grafoa.
Gaur egun ohiko praktika bat da publikatutako artikuluekin batera erabilitako kodea
ere publikatzea. Hori da kasua bai AGGCN baita TRE sistementzat, baina ez BERTEM-
entzat. Beraz, azterketa egin ahal izateko BERTEM berinplementatzea izan da lan honen
lehendabiziko helburuetako bat. Inplementaziorako PyTorch8 erabili dugu diferentziazio
automatikorako ingurune bezala. Inplementatu beharreko eredua bi zatitan banatzen da:
kodetzailea edo hizkuntza-eredua eta erlazio-erauzketarako geruza. Kodetzailearen kasuan
8PyTorch web orria: https://pytorch.org/
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HuggingFace taldearen Transformers (Wolf et al., 2019) liburutegia erabili dugu. Libu-
rutegi honek Transformer arkitekturan oinarritutako ereduen inplementazioak eta jada-
nik entrenaturiko ereduak eskaintzen ditu. Erlazio-erauzketarako burukoaren kasuan guk
berinplementatu dugu Baldini Soares et al. (2019) autoreen gidak jarraituz. Geruzaren
konputazio grafoa 8. irudian ikus dezakegu.
4.3 Ereduen arteko konparaketa
Aurreko atalean aurkeztu diren hiru sistemak konparatzea da atal honen helburua. Ho-
rretarako TACRED datu-multzoa erabili da, erlazio-erauzketarako datu-multzo estandarra
kontsideratua dagoena. Sistemak konparatzeko hauen inplementazioak erabili dira artiku-
luetan erakutsitako emaitzekin batera.
Doitasuna Estaldura F1
AGGCN (Guo et al., 2019a) 73.1 64.2 68.2
TRE (Alt et al., 2019) 70.1 65.0 67.4
‡BERTEM 64.0 71.0 67.0
BERTEM (Baldini Soares et al., 2019) - - 70.1
Taula 1: TACRED datu-multzoaren gaineko emaitzak. Guk berinplementatutako sistema
‡ batekin dago irudikatuta.
Lortu ditugun emaitzak 1. taulan daude irudikatuta. Bai AGGCNek baita TREk lor-
tzen dituzten emaitzak beraien artikuluetan aipatutakoak dira. BERTEMren kasuan des-
berdintasun nabari bat dago gure inplementazio eta artikuluan erreportaturiko emaitzen
artean. Desberdintasun hori eredua ikasteko garaian erabili diren hiperparametroengatik
izan daiteke. Baldini Soares et al. (2019) erabilitako parametroak gure ingurune mugatuan
ezin izan ditugu erabili, memoria arazoengatik. Bestalde, sistema honen beste inplementa-
zio batek9 gure emaitzen antzeko balioak lortzen ditu (65.0eko eta 67.0ko F1 bert-base eta
bert-large erabiliz). Beraz, azterketarako guk lorturiko emaitzak hartuko ditugu bakarrik
kontutan.
Hiru sistemek emaitza oso antzekoak lortzen dituzte, beraien artean AGGCNk lortuta-
koak hoberenak izanik. Egitura orokorreko bi sistemek F1 neurria soilik kontuan hartuta
emaitza berdinak lortzen dituzte. Hori horrela izanda, BERTEM eta TRE ereduen artean
BERTEMekin gelditzea erabaki dugu eskaintzen duen hizkuntza-eredu malgutasunarenga-
tik. Bestetik, AGGCN eta BERTEM ereduen artean bigarrena aukeratzea erabaki dugu,
arrazoi nagusia informazio sintaktikoaren beharra izan da. Gure helburua aukeratutako
sistema domeinu zehatz batean aplikatzea izanda, eta informazio sintaktikoa eskura ez iza-
tea arazo bat izan daiteke. Bi sistemen arteko diferentzia txikia dela kontutan hartuta,
informazio sintaktiko zaratatsuak ekarri dezakeen errendimendu jaitsiera handiegia izan
daiteke. Eta beraz, BERTEM aukera egokiena dela pentsatzen dugu.
9https://github.com/zhpmatrix/BERTem
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5 Medikuntza domeinuko erlazio-erauzketa
Aurreko atalean dagoeneko deskribatu dugu inplementatu dugun sistema. Sistema hori in-
geleserako eta domeinu orokorrerako testuentzat artearen egoerako errendimendua lortzen
duela ziurtatu dugu. Gure erronka orain domeinu eta hizkuntza berri batera egokitzea da,
hain zuzen ere gaztelerazko medikuntza domeinuko testuetara doitzea. Horretarako 3.2.2
atalean aipatutako eHealth-KD 2020 ataza-partekatuan parte hartu dugu.
Ohiko ikasketa-sakoneko edo ikasketa-automatikoko algoritmoek ez bezala, gure sistema
aurreikasitako eredu batean oinarritzen da. Azken eredu hau baldintzatuko du gure sistema
osoaren hizkuntza eta oinarrizko ezagutza. Hori dela eta, domeinu eta hizkuntz berri batera
egokitu nahi badugu, zati hori izango da egokitu beharko duguna.
Irudia 9: LNPrako ezagutza-transferentziaren taxonomia (Ruder, 2019)
Gaur egun arrakasta handia daukan ezagutza-transferentzia estrategia erabiliko dugu
domeinura egokitzeko. Egoera eta transferentzia moten arabera ezagutza-transferentzia
mota bat edo beste aplikatzen da (ikusi 9. irudia). Gure kasuan anotatutako datu-
multzoa helburuko domeinuko testuak erabiltzen ditu. Beraz, jarraituko dugun es-
trategia ezagutza-transferentzia sekuentziala izango da. Baina ez gara besterik gabe
bukaerako atazara birdoitzera mugatu, hurrengo ataletan azalduko ditugun MLM eta MTB
doikuntzak sekuentzialki aplikatzen saiatu gara ahalik eta azken atazara zuzendutako eza-
gutza handiena izan dadin.
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5.1 Hizkuntzara egokitzea
Lehendabiziko eta oinarrizko pausua gure sistema gaztelerara egokitzea da. Hori lortzeko,
beste hizkuntzen artean, gaztelerarekin entrenatua izan diren bi hizkuntza-eredu aukeratu
ditugu: XLM (Lample eta Conneau, 2019) eta XLM-RoBeRTa (Conneau et al., 2019)
(XLMR, motzean). Bi ereduek Transformer arkitekturan daude oinarrituta eta hizkuntza
anitzeko hizkuntza-eredu maskaratuak (Masked Language Models ingelesez) dira. Beraien
arteko desberdintasun nagusienak erabilitako datu, hizkuntza eta parametro kopuruak dira,
baina entrenatzeko estrategia eta oinarrizko arkitektura berdinak dira.
Hizkuntza-eredua XLM-17 XLMR-base XLMR-large
Hizkuntza kopurua 17 100 100
Tokenizazioa BPE SPM SPM
Hiztegi tamaina 200k 250k 250k
Transformer bloke kopurua 16 12 24
Atentzio-buruko kopurua 16 12 16
Egoera-ezkutuko tamaina 1280 768 1024
Parametro kopurua 570M 280M 560M
Gaztelerazko testu kopurua - 53.3 GiB 53.3 GiB
Guztira testu kopurua - 2.5TB 2.5TB
Aurrentrenamendu estrategia MLM MLM MLM
Taula 2: Aztertutako hizkuntza-ereduen informazio orokorra.
2. taulan ikus dezakegu XLM, XLMR-base eta XLMR-large ereduen arteko konparake-
ta bat. Eredu bat deskribatzen duten eremuak 3 multzo handitan bana daitezke: tokeniza-
zioarekin erlazionatuta dauden eremuak, hau da, hizkuntza kopurua, tokenizazio mota eta
hiztegi tamaina; ereduaren arkitekturarekin erlazionatuta dauden eremuak, hau da, trans-
former bloke kopurua, atentzio-buruko kopurua, egora-ezkutuko tamaina eta parametro
kopurua; eta azkenik, aurre-entrenamenduarekin erlazionatuta dauden eremuak, hau da,
testu kopurua eta estrategia. Multzo horiek kontutan izanik, XLMR-base eta XLMR-large
ereduen artean arkitekturan tamainan soilik desberdintzen dira, izenek adierazten duten
bezala large bertsioa handiago da. XLM eta XLMR ereduen artean berriz aldaketa nahiko
daude, baina orokorrean, XLMek hizkuntza gutxiago onartzen ditu tamainan handiagoa
izan arren.
5.2 Domeinura egokitzea
Bigarren pausua hizkuntza-eredua domeinura egokitzea da. Horretarako, ezagutza-transferentzian
eta datu-gehikuntzan oinarritutako estrategiak sekuentzialki (ikusi 9. irudia) aplikatzea
erabaki dugu. Gaztelerazko hizkuntza-eredua domeinura egokitzeko ideiarekin estrategia
hauek domeinuko testuekin batera aplikatuko ditugu. Hori dela eta, domeinuko corpusak
ere erauzi behar izan ditugu. Atal honetan erauzitako corpusak eta aplikatutako estrate-
giak azalduko ditugu.
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5.2.1 Medikuntzako corpusen erauzketa
Domeinura egokitzeko medikuntzari lotutako bi corpus erabili ditugu. Batetik Medlineko
Laburpenak deitu dugun corpusa eta bestetik Medikuntzako Corpus Bilduma deitu dugun
bigarren corpus bat.
• Medline Laburpenak (MA) Corpus hau medikuntzako artikulu zientifikoen la-
burpenak ingelesez eta gazteleraz jasotzen dituen corpus paralelo bat da. 17.254
laburpen jasotzen ditu (8627 hizkuntza bakoitzeko) eta guztira 3.5M tokenez dago
osatuta garbitu eta esaldi errepikatuak kendu ondoren. Corpus honen abantaila na-
gusiena UMLS10 (Unified Medical Language System) entitateekin anotatuta dagoela
da, honek ahalbidetuko digu geroago aipatuko dugun Matching The Blanks (MTB)
doikuntza egiteko. Corpus honen adibide bat erakusten du 10. adibidea.
Se observó la [religiosidad C0687003] aislada [no C1298908] presenta un factor protec-
tor [eficaz C1704419], pero presenta un [papel C0030351] importante en el desarrollo
de resiliencia ante la [enfermedad C0012634] y una [fuente C0449416] [constructora
C0403065] de red de [apoyo C0344211] al [anciano C0001792].
Irudia 10: MA corpuseko adibide bat UMLS erreferentziekin anotatuta.
• Medikuntzako Corpus Bilduma (MCB) Corpus hau hainbat iturrietatik jaso-
tako anotatugabeko testuz dago osatuta. Corpus honen bilketaren arrazoiak bi dira:
medikuntzaren domeinuko gaztelerazko corpus handiago bat biltzea eta artikulu zien-
tifikoetako hizkuntza teknikoaz gain hizkuntza errazago bat erabiltzen duten testuen
bilketa dira. Corpusa osatzen dituzten testu iturriak hiru dira: Medline Laburpenak
corpusa, Medical Web Crawl11 eta MedlinePlus Health Topics12. Jasotako testuak
ingelesez eta gazteleraz daude, azken honen testu kopuruari lehentasuna emanda.
Garbitu eta adibide errepikatuak kendu ondoren 7.4M tokenez osatutako testu hu-
tsezko corpusa bildu dugu. MCB corpusak anotaziorik ez dituenez MTB doikuntza-
rako ez digu balio baina bai orain azalduko dugun MLM doikuntzarako. 11. irudiak
MCB corpuseko 3 adibide erakusten ditu.
Ademas, la calidad de vida muestra una mayor relacion con la adaptacion a la
enfermedad que con sus sintomas.
After cancer treatment, many survivors want to find ways to reduce the chances
of their cancer coming back.
Dormir sobre el lado izquierdo también mejora el flujo de sangre entre el corazón,
el feto, el útero y los riñones e igualmente quita la presión sobre el h́ıgado.
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Irudia 12: MLM doikuntzan oinarritutako hizkuntza-eredu baten funtzionamendua. Era-
bilitako adibidea guk medikuntza domeinura birdoitutako XLMRbase baten irteera da.
5.2.2 MLM doikuntza
Hizkuntza-eredu maskaratuak (MLM, Masked Language Model ingelesez), modu autogain-
begiratu batez maskaren bidez ezkutatutako hitzak berreskuratuz entrenatu diren hiz-
kuntza ereduak dira. Lehen aldiz BERT (Devlin et al., 2019) baina baita ere XLM eta
XLM-RoBeRTa erabiltzen dute aurrentrenamendu estrategia berdina. Ataza horren bi-
tartez, hitz batzuk ezkutatuta dituen esaldi bat emanda hasierako esaldia berreskuratzen
ikasi behar du ereduak (ikusi 12. irudia). Formalki, esaldia errepresentatzen duen token
sekuentzia x = [t0, t1, ..., tn] batean p probabilitate baten bitartez t tokenak [mask] tokene-
kin ordezkatzen dira. Ondoren, x̂ = f(x) hasierako esaldia estimatzen da f funtzio baten
bitartez, hizkuntza-eredua alegia. Azkenik L(x, x̂) entropia gurutzatu galera kalkulatzen
da.





xij log x̂ij (13)
Domeinura egokitzeko, dagoeneko MLM bitartez ikasi duten XLM eta XLM-RoBeRTa,
estrategia bera jarraituta domeinuko testuak erabiliz ereduak birdoitzea da ideia. Modu
honetan, domeinuko terminologia hobeto errepresentatuta egotea espero dugu.
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5.2.3 MTB doikuntza
Matching The Blanks (MTB) Baldini Soares et al. (2019)-ek lehenbiziz proposatutako
entrenamendurako erdi-gainbegiratutako estrategia bat da. Estrategia honek bi entita-
teen arteko erlazio-errepresentazioa ikasteko aukera aurkezten du eskuzko anotaziorik gabe.
Urruneko-gainbegiraketak (Mintz et al., 2009) ezagutza-base batez baliatzen da bi entita-
teen arteko erlazioa esleitzeko. Etiketak modu zaratatsuan esleitzeari ekiditeko saiakeran,
MTB erdi-gainbegiraketak konparaketa bidezko ikasketa (contrastive learning ingelesez)
proposatzen du, hain zuzen ere, ausazko entitate pareak erabiltzen dira beraien arteko
erlazioa zehaztu gabe.
Edozein bi esaldi emanik, ezkutatutako entitate pareak berdinak badira, erlazio bera
adierazten dutela onartuko dugu. Aldiz, pare desberdinak ezkutatzen badira, erlazio des-
berdin bat erakusten dutela esango dugu. Ataza sailkapen bitar bat bezala planteatu dugu
eta atazaren intuizioa honakoa da: semantikoki antzekoak diren esaldiak modu antzekoan
irudikatuko dira eta ikasitako parametroak erabilgarri izango dira erlazio erauzketako ata-
zan. Sistemak erlazioa iragarri beharrean entitate pareak iragartzen ez ikasteko [blank]
token bereziengatik ordezkatzen dira esaldiko entitateak probabilitate baten bitartez. Adi-
bidez, 13. irudian MTB datu-multzo baten hiru sarrera ikus daitezke, (1) eta (2) sarrerek
entitate-pare berdina partekatzen dute, beraz, adibide positibo bat sortuko lukete. Aldiz,
(3) entitate bakar bat besterik ez du partekatzen beste bi sarrerekin, beraz, (1) eta (3) edo
(2) eta (3) sarrera-pareek adibide negatiboak sortuko lituzkete.
(1) Se observó actividad de CK en [blank] con dengue con presencia de
[blank] como vómito, hematemesis y dolor abdominal.
(2) Al parecer, existen mecanismos comunes a ambas patoloǵıas que pueden
influir en la exacerbación de los [blank] del asma en [blank] con obesidad.
(3) El [blank] promedio para el inicio de ENT fue de 30 (23,5) horas, y el
88,7% de los [blank] alcanzaron el objetivo nutricional en 48 horas.
Irudia 13: MTB datu-multzoaren hiru sarrera. Lehendabiziko bi adibideak entitate pare
berdina partekatzen dute: paciente eta sintomas. Hirugarrenak berriz paciente eta tiempo
entitate parea dauka, eta beraz, besteekin soilik entitate bakarra partekatzen du: pacientes
Formalki, r1 = f(x, e11, e12) eta r2 = f(y, e21, e22) erlazio errepresentazioak emanda,
non x eta y esaldi bakoitzaren token sekuentzia diren, eij i. esaldiko j. entitatea den eta
δe11e21 =
{
1 baldin e11 = e21
0 bestela
δ Kronecker delta izanda, aurrentrenamendu estrategia honekin ikasteko optimizatu beha-
rreko galera funtzioa hurrengo entropia-gurutzatua da:
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δe11e21δe12e22 log σ(ri1 · r>i2) + (1− δe11e21δe12e22) log(1− σ(ri1 · r>i2)) (14)
5.3 Esperimentuen garapena
Lan honetan sistema eta teknika asko esploratu ditugu. Esploratutako aukerak 14. irudian
ikus daitezke. Aukera hauek aurreko atalean aipatu ditugun estrategiekin daude osatuta.
Ezkerretik eskubira, bai atazarekiko menpekotasuna, baita behar den gainbegiraketa mai-
la handitzen dira. Azterketa guzti horiek denbora tartea handiak behar izan dituzte bai
inplementaziorako baita exekuziorako ere. Hori dela eta, garapena bi fase nagusitan bana-
tu dugu proiektuko epemugetan oinarrituta. Epemuga garrantzitsuena eHealth-KD 2020
ataza partekatuarena izan da, horren arabera bi fase definitu ditugu: oinarrizko sistemaren
garapena eta sistemaren hobekuntza.
Irudia 14: Domeinu eta ataza zehatz batera doitzeko proposatutako aukerak. Hiru maila
desberdintzen dira, ezkerretik eskubira bukaerako atazara dagoen menpekotasuna handi-
tzen da.
Oinarrizko sistemaren garapena Fase honetan gure oinarri-lerroa izango den siste-
ma garatu dugu. Horretarako, hiperparametro bilaketa mugatzeko helburuarekin erabiliko
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dugun aurrentrenatutako hizkuntza-eredua XLM izatea erabaki dugu. Zehazki XLM fami-
liako 17 hizkuntzadun hizkuntza-eredua, Lample eta Conneau (2019) autoreek erreportatu-
tako emaitzen arabera gaztelaniarekin hobeto funtzionatzen duelako aukeratu dugu eredua.
Erabiliko dugun eredua finkatuta daukagula hurrengo esperimentuak gauzatu ditugu:
1. eHealth-KD 2020 atazeko garapen partizioaren gainean birdoitze hiper-
parametro bilaketa gauzatu: Gure lehendabiziko pausua XLM eredua erabiliz
garapen datu-multzora hobekien doitzen den hiperparametro multzoa aurkitzea izan
da. Eginkizun honen arrazoia oinarri-lerro egoki bat lortzea da. Pausu honen ondo-
rioz 14. irudiko XLMEM sistema garatu dugu.
2. MTB doikuntza inplementatzea: Bigarren pausurako MTB doikuntza ikusi dugu
interesgarri. Pausu honetan MTB bitartez sistema doitzeko kodea garatu eta MA
corpusa lortu dugu. Baita ere, MTB doiketaren hiperparametro probak egin ditugu,
eta XLM+MTB sistema entrenatu dugu.
3. MTBra doitutako eredua atazara birdoitzea: Fase honen azkeneko eginkizuna
aurreko pausoan lortutako MTB eredua azken atazara doitzea da. Horretarako, lehen
pausua errepikatu dugu baina orain XLM+MTB erabilita XLM ordez. Ondorioz
XLMEM+MTB sistema entrenatu dugu.
Sistemaren hobekuntza Bigarren fase honetan orain arte garatu dugun sistema ho-
betzea da helburua. Horretarako, oinarrizko hizkuntza-eredua gure helburu domeinura
ekarrez gero emaitzak hobetuko direla hipotesiaren gainean egin dugu lan. Beraz hipotesia
betetzen den edo ez ikusteko hurrengo atazak definitu ditugu:
1. Hizkuntza-eredu berrien esplorazioa: Pauso honetan XLMez aparte beste hizkuntza-
eredu eleanitzak probatu ditugu, horien artean XLMR (Conneau et al., 2019) familia-
koak. Hizkuntza-ereduekin batera hiperparametro bilaketa sakonago bat ere garatu
dugu. Pausu honetan XLMRbase-EM eta XLMRlarge-EM sistemak entrenatu ditugu.
2. MLM doikuntza inplementatzea: Pausu honetan bi izan dira egin ditugun eginki-
zunak, alde batetik MCB corpusa biltzea eta bestetik aipatutako corpusa eta aurreko
pausuko hizkuntza-eredu onena erabiliz domeinuko hizkuntza-eredu batzuk entrena-
tzea hiperparametro desberdinekin. MLM doiketa egiteko ez dugu kode berririk
inplementatu behar izan, horren ordez Transformers (Wolf et al., 2019) liburutegiak
eskaintzen duen script-a13 erabili dugu. Horren ondorioz medikuntza domeinuko
XLMRbase+MLM sistema lortu dugu.
3. MLMra doitutako eredua atazara birdoitzea: Pausu honetan aurreko pausuan
lortutako hizkuntza-eredua atazera doitu dugu. Lehenengo pausuan bezala hiper-
parametro bilaketa bat egin da ere. 14. irudian agertzen den XLMRbase-EM+MLM
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4. MLM eta MTB konbinatzea: Pausu hau orain arte egin diren hobekuntza guztiak
aplikatzean datza. Emaitzen atalean (6. atala) ikusiko dugun bezala, pauso honi
ekidin diogu aurreko pausuetan lortutako emaitzengatik.
5.4 Hiperparametroak
Hiperparametroen doiketa egoki bat egitea garrantzi handikoa da. Gaur egungo eredu
handiekin errendimendua asko aldatzen da hiperparametroen balioen arabera, ez hori ba-
karrik, batzutan ezer ez ikastera ere eramaten du parametro konbinaketa oker batek. Hori
dela eta, hiperparametro-bilaketa kontu handiz egin beharreko prozesu bat da, gaur egun
bereziki denbora asko hartzen duelako.
Orokorrean hauek izan dira esploratu ditugun hiperparametroak:
• Ikasketa tasa: parametro optimizazio momentuan erroreak zenbaterainoko eragina
edukiko duen adierazten duen pisua. Probatu ditugun balioak 10−6 eta 10−3 tarteko
balioak izan dira, sistemen portaeraren arabera hauek aldatuz.
• Batch tamaina: urrats bakoitzean erabiliko diren adibide kopurua. Erabili diren
balioak GPUak duen memoria eta ereduaren tamainaren araberakoak izan dira.
• FP16: Doitasun erdiko koma mugikorra erabiltzea kalkulua azkartzeko.
• Gradiente-pilatze kopurua: parametroak optimizatzeko urrats kopurua. Batch
tamaina oso handia izan ezin denean, batch handiago batek ekar dezakeen onurak lor-
tzeko erabiltzen den teknika bat da. 64ko edo 128ko batch tamainen onurak lortzeko
konbinazioak probatu ditugu.
• Epoka kopurua: datu-multzoa ikasketa prozesuan errepikatuko den kopurua. He-
men beti 100 erabili dugu eta gelditze goiztiarraren arabera ikasketa bukatu.
• Dropout probabilitatea: dropout-a aplikatzeko probabilitatea. Beti 0.2 balioa
erabili dugu.
• Erregularizazio indarra: L2 erregularizazio pisua. Parametro honetan 0.1 eta 0.01
balioak probatu ditugu.
• Optimizatzailea: ereduko parametroak eguneratzeko erabiliko den algoritmoa. Lan
honetan lau algoritmo aztertu ditugu: gradiente jaitsiera estokastikoa (SGD), mo-
mentudun gradiente jaitsiera estokastikoa (Qian, 1999) (SGD+Momentum), Adam
(Kingma eta Ba, 2014) eta AdamW (Loshchilov eta Hutter, 2017).
• Antolatzaile linearra erabiltzea: linearki ikasketa tasa txikitzen duen antolatzai-
lea erabiltzea edo ez.
• Berotze urrats kopurua: zenbatetan berreskuratuko den hasierako ikasketa tasa.
Aukera hau antolatzaile linearra erabiltzen bada aztertu dugu soilik. Antolatzaile
linearra erabili dugunean 0 eta 3 aukerak probatu ditugu.
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Hiperparametroa BERT(TACRED) XLM-17 XLMR-base XLMR-large
Ikasketa-tasa 3× 10−4 3× 10−4 1× 10−5 1× 10−3
Batch tamaina 16 8 64 16
FP16 X X X
Gradiente-pilatze kopurua 4 8 1 8
Epoka (maximo) kopurua 100 100 100 100
Dropout 0.2 0.2 0.2 0.2
Erregularizazio indarra 0.01 0.01 0.01 0.01
Optimizatzailea SGD SGD Adam SGD
Antolatzaile linearra erabili X
Berotze urrats kopurua 0
gelditze goiztiarra erabili X X X X
Patzientzia 3 3 3 3
Errore atalasea 0 0 0 0
Taula 3: Hiperparametro bilaketaren ondorioz lortutako konbinazio onenak. BERT eredua
TACRED datu-multzoan erabili da, besteak berriz eHealth-KD 2020 atazan.
• gelditze goiztiarra14 erabili: ikasketa momentuan errorea jaisteari uzten dionean
gelditzea edo ez. Beti erabili dugu.
• Pazientzia: gelditze goiztiarra aplikatzeko errorea jaitsi ez duten beharrezko urrats
kopurua. Hiru epoka erabili ditugu beti.
• Errore atalasea: errorea ez dela jaitsi adierazteko atalasea. Datu-multzoaren ara-
bera balio desberdinak probatu ditugu.
Erabili ditugun hiperparametroak (ikusi 3. taula) orokorrean ereduen artean oso an-
tzekoak dira. Hauek bilatzeko estandar diren hiperparametro batzuetatik abiatu gara eta
ereduaren arabera konbinazio hobeak bilatu ditugu, gehienetan ereduaren tamainan oina-
rrituz. Enpirikoki ikusi dugu geroz eta eredua handiagoa izan orduan eta batch (batch
tamaina bider gradiente-pilatze kopurua) eta ikasketa-tasa handiagoek errendimendu ho-
bea lortzen dutela. Baita ere, Adam optimizatzailea antolatzaile linear batekin erabiltzea
SGD optimizatzailea baino emaitza hobeagoak, eta azkarrago, ematen dituela ikasi dugu.
Hala ere, Adam optimizatzailea erabiltzeko GPU memoria askoz handiago bat behar de-
nez eredu txikiekin probatu ahal izan dugu bakarrik. Azkenik, FP16 entrenamendurako
erabiltzea edo ez emaitzetan ez da ia nabaritzen eta ikasketako prozesua gutxi gora-behera
bi bider azkartzen du.
14Early Stoppping ingelesez
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6 Emaitzak
Atal honetan gure helburu izan den eHealth-KD 2020 atazan lortutako emaitzak aurkez-
tuko ditugu. Emaitzak, esperimentuen garapena bezala, bi zatitan banatuko ditugu: alde
batetik ataza-partekatuan lortu genituen emaitzak aurkeztuko ditugu, eta ondoren aurreko
atalean deskribatutako hobekuntzekin lortutako emaitzak erakutsiko ditugu.
6.1 eHealth-KD 2020 ataza-partekatua
Lehen aipatu dugun bezala, ataza honetan ez da soilik erlazio-erauzketa ebaluatzen. Hori
dela eta, IXA-NER-RE (Andrés et al., 2020) taldearen partaide bezala aurkeztu ginen. Ba-
koitza bere aldetik izendun entitateen erauzketa (NER) eta erlazio-erauzketa (RE) sistemak
garatu genituen eta gero atazara batera aurkeztu ginen. Lan honetan erlazio-erauzketako
atazean (B azpiataza) lortutako emaitzak aztertuko ditugu.
Entrenamendua Garapena Testa
Eredua Doitasuna Estaldura F1 Doitasuna Estaldura F1 Doitasuna Estaldura F1
Vicomtech - - - - - - 0.672 0.515 0.583
UH-MAJA-KD - - - - - - 0.629 0.571 0.599
XLMEM 0.861 0.849 0.855 0.708 0.642 0.674 0.690 0.625 0.656
XLMEM* 0.767 0.795 0.781 0.707 0.672 0.689 0.649 0.619 0.633
XLMEM*+MTB 0.788 0.709 0.746 0.755 0.616 0.678 0.707 0.584 0.640
Taula 4: eHealth-KD 2020 atazeko erlazio-erauzketa azpiatazan lortutako emaitzak. Alde
batetik azpiatazako test datu-multzoko beste bi talde onenen emaitzak: Vicomtech eta
UH-MAJA-KD. Eta bestetik entrenamendurako, garapenerako eta test datu-multzotan
lortutako gure hiru sistemen emaitzak.
Beste partaideen sistemak Gure sistemen eta beste partaideen sistemen arteko kon-
paraketa on bat egiteko hauek proposatutako sistemak ezagutzea beharrezkoa da. Horrega-
tik modu labur batean aurkeztuko ditugu. Alde batetik, Vicomtech (Garćıa-Pablos et al.,
2020) taldeak izendun entitateen erauzketa eta erlazio-erauzketa batera egiten ikasten duen
sistema bat proposatzen dute (ikusi 15. irudia). Sistema horrek BERT erabiltzen du oina-
rri gisa. BERT gainean sailkapen geruza bat erabiltzen dute NER ataza burutzeko. Gero,
BERTek emandako token errepresentazioak eta NER geruzako errepresentazioak konbi-
natzen dira, eta hainbat auto-atentzio (self-attention ingelesez) geruza ondoren RE ataza
egiten dute hainbat sailkapen geruza erabiliz. Bestetik, UH-MAJA-KD (Rodŕıguez Pérez
et al., 2020) taldeak informazio sintaktikoaz baliatzen da bere proposamenean (ikusi 16.
irudia). Hain zuzen ere, karaktere mailako sare konboluzional baten bitartez lortutako
hitz-bektoreak, BERT hitz-bektoreak eta informazio sintaktikoa kodetzen duten bektoreak
erabiltzen dituzte CRFdun BiLSTM bat elikatzeko. Bertatik lortutako errepresentazioa
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Irudia 15: Vicomtech taldeak proposatutako sistema. Irudia beraien artikulutik dago
aterata.
erlazioan parte hartzen duten entitateen dependentzi zuhaitza kodetzen duten errepresen-
tazioekin konkatenatzen dute. Azkenik, sailkapen geruza bat gehitzen diote sailkapena
egiteko. Ikus daitekeen bezala gure sistema, hau da hizkuntza-eredu bati sailkapen buruko
bat gehitzea, baino arkitektura konplexuagoak planteatzen dituzte.
Bai gure hiru sistemen emaitzak, baita atazeko beste talde onenen emaitzak aurkezten
ditugu 4. taulan. Taulak entrenamenduko, garapeneko eta test datu-multzotan lortutako
micro doitasuna, estaldura eta F1 neurria aurkezten ditu. Hala ere, txapelketan testeko
emaitzak besterik ez dituztenez partekatu, taulan beste taldeen testeko emaitzak agertzen
dira soilik. Emaitzei erreparatuz, guk garatutako hiru sistemek beste partaideen sistemek
baino emaitza hobeagoak lortzen dituzte, hain zuzen ere, F1 neurrian gutxienez 3,4ko tartea
lortzen dute. Emaitza hauen ondorioz pentsa dezakegu oso konplexuak diren arkitekturak
ez dutela zertan sinpleagoak diren arkitekturak baino hobeagoak izan beharrik.
Gure sistemen emaitzetan soilik erreparatuz bi dira ikus daitezkeen gako argienak
garapen datu-multzoan: entrenamendurako automatikoki anotatutako datu gehigarriak
(XLMEM*-ren eta XLMEM*+MTB-ren kasua) erregularizazio gisa balio izan dute eta MTB
aurrenentramendua sistemaren doitasuna igotzen du estaldura galduz. Test datu-multzoari
erreparatuta portaera desberdina erakusten dute sistemek, MTB entrenamenduaren ondo-
rioz lortutako doitasun igoera mantentzen den arren garapenean izan den sistema onena
testean okerrena bihurtu da eta alderantziz. Portaera aldaketa hau ulertzeko eta sakonago
zer gertatzen den ikusteko doitasun-estaldura kurbak erakusten ditugu 18. irudian. Ber-
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Irudia 16: UH-MAJA-KD taldeak proposatutako sistema. Irudia beraien artikulutik dago
aterata.
Irudia 17: Garapen eta testeko datu-
multzoen erlazio distribuzioa.
Irudia 18: Sistema desberdinen portaera aztertzen
duten doitasun/estaldura kurbak.
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Entrenamendua Garapena Testa
Eredua Doitasuna Estaldura F1 Doitasuna Estaldura F1 Doitasuna Estaldura F1
XLMEM 0.861 0.849 0.855 0.708 0.642 0.674 0.690 0.625 0.656
XLMEM* 0.767 0.795 0.781 0.707 0.672 0.689 0.649 0.619 0.633
XLMEM*+MTB 0.788 0.709 0.746 0.755 0.616 0.678 0.707 0.584 0.640
XLMRlarge-EM* 0.809 0.743 0.775 0.741 0.685 0.712 0.699 0.640 0.668
XLMRbase-EM* 0.817 0.764 0.789 0.756 0.645 0.696 0.698 0.601 0.646
XLMRbase-EM*+MLM 0.851 0.739 0.791 0.757 0.583 0.658 0.693 0.538 0.606
Taula 5: Egin diren hobekuntzen eta esplorazioen emaitzen taula. Berriz ere * adierazten
du entrenamendurako datu-multzo zaratatsu gehigarria erabili dela.
tan sistemen eta erlazio moten arabera multzokatuta erakusten ditugu doitasun-estaldura
kurbak. Ikus daiteke nola erlazio mota desberdinen arabera sistema batek hobeto egiten
duela besteak baino, pentsa dezakegu beraz automatikoki anotatutako datuak erlazio mota
zehatz batzuei hobeto egiten diela besteei baino. Hala ere, horrek ez du guztiz azaltzen
bi datu-multzoen arteko desberdintasuna, horretarako eta aurreko ideian oinarrituz, bi
datu-multzoen erlazio mota distribuzioa erakusten dugu 17. irudian. Nabaria da bi datu-
multzoen distribuzioen arteko aldea badagoela, eta ondorioz, datu-multzo batean espero
ditugun emaitzak ezin direla guztiz bestean itxaron. Aipatu beharra dago ere, test datu-
multzoak soilik 100 esaldiz osatuta dagoela, eta beraz, aldaketa txiki batek emaitzetan
aldaketa nabarmena suposa dezakeela.
6.2 Sistemaren hobekuntza
Aurreko emaitzak hobetzeko helburuarekin fase honetan hizkuntza-eredu hobeago bat lor-
tzen saiatu gara. Horretarako eta 5.3. atalean azaldu dugun bezala hasiera batean da-
goeneko entrenatutako eredu gehiago esploratu ditugu. Esplorazio hori XLM eta XLMR
familiako ereduetara mugatzea erabaki dugu, preseski aurreko fasean baino hiperparametro
esplorazio sakonago bat ere egin nahi genuelako.
Lortutako sistema bakoitzeko emaitza onenak erakusten ditu 5. taula. Lehendabiziko
konparaketa interesgarria XLMRlarge eta XLMRbase artean dago, hain zuzen ere lehenda-
bizikoak bigarrenari F1eko 1.6 puntu garapenean eta 2.2 puntu testean besterik ez dizkio
ateratzen parametro kopurua bikoiztu arren. Hala ere, ez da konparaketa zuzen bat, izan
ere XLMRlarge SGD optimizatzailea erabilita dago doituta eta XLMRbase berriz AdamW
erabiliz, Adam optimizatzailearen aldaera bat. Honen arrazoi nagusia Adam motako op-
timizatzaileek behar duten memoria extra izan da, eta beraz, XLMRlarge-ekin erabili ezin
izan dugun arren XLMRbase-ek garapeneko F1ean 7ko hobekuntza lortu du besterik gabe
SGD optimizatzailea AdamW-rengatik aldatuz. Gure hipotesia da XLMRlarge AdamW-
rekin doituz hobekuntza bat ere lortuko lukeela, txikiagoa izan arren, baina ezin izan dugu
frogatu.
Gure esperimentazio plangintzan zegoen beste hobekuntza MLM birdoiketa da. Bir-
doiketa hau egiteko berriz XLMRbase eredura egon gara mugatuta memoria arrazoiengatik.
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Irudia 19: XLMRbase eredua MLM birdoiketan zehar izan dituen galera kurbak.
Hobekuntza honen emaitza jasotzen du XLMRbase-EM*+MLM eredua 5. taulan. Ikusi de-
zakegu orokorrean MLM birdoiketaren ondorioz errendimendua nahiko jaisten dela, zehazki
orain arte lortutako sistemarik okerrena bihurtuta. Ez hori bakarrik, ikus dezakegu nola
MTB birdoikuntza bezala honek ere doitasuna igotzeko joera erakusten duela. Portaera
honen ondorioz sortu zaigun hipotesietako bat da eHealth-KD 2020 atazeko testuek ez
dutela medikuntzako terminologia espezializatua bakarrik erabiltzen baizik eta domeinuko
orokorreko hizkuntzatik gertuago dagoela. Hipotesia baieztatzeko 19. irudian erakusten
dugu MLM birdoiketan ereduak lortu duen galera kurba, bai entrenamendu corpusean
(MCB) bai garapeneko corpusean (eHealth-KD 2020 entrenamendurako testuak). Alde
batetik irudian ikus daiteke nola hasieratik garapeneko testuetan egindako errorea entre-
namendukoan baino txikiagoa mantentzen dela, honek pentsarazten digu gure hipotesia
zuzena dela. Bestetik, entrenamenduko kurbarekin batera garapeneko kurba ere jaisten
joan dela, eta beraz, domeinuko terminologia nolabait ikasten dabilela ematen du. Hala
ere gero erlazio-erauzketa atazara eramaterakoan ezer ikasi baino gauzak ahaztu dituela
dirudi.
6.3 Errore analisia
Azkenik, gure sistema onenak, XLMRlarge, egindako erroreak aztertuko ditugu. Horreta-
rako 20. irudian agertzen diren bi konfusio matrizeetan oinarrituko gara, hauek lerroka
normalizatu ditugu diagonalean estaldura erakus dezaten. Ezkerrean garapenekoa eta es-
kuinean testekoa ikus dezakegu antza handia daukatela. Bi matrizeek erakusten duten
konfusio nabarmenena no-relation eta klase positiboen artean dago. Hain zuzen ere,
klase positiboekin batera klase negatiboa ere kontutan hartzen badugu sistemak %93.5-
eko asmatze-tasa lortzen du. Horren arrazoi nagusia klase negatiboa eta positiboen arteko
desoreka da, adibidez, garapeneko datu-multzoko %85.6 klase negatiboko adibideak dira.
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Irudia 20: XLMRlarge sistemaren garapen eta testeko datu-multzoen gaineko konfusio ma-
trizeak.
Klase positiboen arteko konfusioa aztertzen badugu ikus dezakegu garapeneko datu-
multzoan sistemak nahiko ondo egiten duela. Aipatzeagatik, in-place eta part-of edo
is-a eta part-of erlazioen artean dago konfusiorik handiena. Testeko datu-multzoan
berriz nahasmena nabariagoa da, seguruenik adibide kopuru txikiagoa eta erlazio moten
banaketa deberdina delako. Bertan ikus dezakegu adibidez, causes eta entails, in-place
eta target edo subject eta target nahasmena handiagoa dela, beste batzuen artean. Bu-
katzeko, aipatzeko dago diagonalean lortutako balioak, hau da, klase bakoitzeko estaldura
zuzenki proportzionala dela entrenamendu datu-multzoko erlazio-distribuzioarekiko.
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7 Ondorioak eta etorkizuneko lana
Proiektu honetan planteatutako helburuak bete dira, alde batetik artearen egoerako erlazio-
erauzketa orokorreko sistema bat berinplementatu egin da. Gero, garatutako sistema hori
domeinu zehatz batera egokitzea lortu dugu eHealth-KD 2020 ataza partekatuan emaitza
onak lortuz. Azkenik, datu-gehikuntza eta ezagutza-transferentziko teknikak aztertu dira
sistemaren errendimendua hobetzeko asmoz. Hurrengo azpiataletan deskribatzen dugu be-
tetako helburuen ondorioz lortutako ondorio nagusiak eta ekarpenak, baita etorkizunerako
planteatutako jarraipen lerro batzuk.
7.1 Ondorio nagusiak
Lortutako emaitzei erreparatuta hauek dira lortu ditugun ondorio nagusiak:
1. Bai TACRED datu-multzoan baita eHealth-KD 2020 datu-multzoa ere entitate mar-
ketan oinarritutako sistemek emaitzak onenak lortzen dituzte, beraz erlazioen erre-
presentazioa lortzeko estrategia egokia dela ondorioztatzen dugu.
2. Geroz eta testu gehiago erabili aurrentrenamenduan (eta denbora luzez) bukaera-
ko atazeko emaitzak hobeagoak dira. Hori dela eta XLMR-ek lortutako emaitzak
XLM originala baino hobeagoak dira, baita XLMRbase, XLM originalaren parametro
kopuru erdia edukita, garapeneko datu-multzoan ere.
3. MLM edo MTB birdoiketa helburuko testuak baino hizkuntza teknikoagoa duten
testuekin egitea onura baino kalte egin dezake, hain zuzen ere doitasuna igo arren,
estaldura dezente jaisten dutelako, batez ere MLM egitean. Tamaina txikiko corpora
erabiltzea ere ez du lagundu.
4. Erlazio orokorren multzoko erlazioak, is-a izan ezik, testuinguruarekiko menpea-
goak diren erlazioak baino zailagoak dira iragartzeko. Honen arrazoiak erlazioen
maiztasuna edo erlazio horiek iragartzeko beharrezko ezagutza izan daitezke.
7.2 Ekarpenak
Lan honekin batera hiru izan dira egindako ekarpen nagusiak. Lehendabizikoa artearen
egoerako erlazio-erauzketarekin du zerikusia, hain zuzen ere, BERTEM sistemaren ber-
inplementazio bat izan da. Sistema hau Baldini Soares et al. (2019)-ek proposatuta oraindik
ez du inplementazio ofizialik, hori izan da lan honetan sistema ber-inplementatzeko arrazoi
nagusia. Guk egindako sistemaren emaitzak eta beraiek erreportatutako emaitzak bat
etorri ez arren nahiko gertu daudela ikusi dugu, eta seguruenik hardware egokia edukiz
gero berdintsuagoak izatea lortuko genuke.
Bigarrena ezagutza-transferentziarekin eta datu-gehikuntzarekin du zerikusia. Zeha-
tzago hizkuntzen arteko ezagutza-transferentzia eta domeinu zehatzetara doitzeko tekni-
ketan egin dugun analisia izan da. Lan honetan momentuko artearen egoerako hizkuntza-
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eredu eleanitzen azterketa bat egin dugu. MLM birdoiketaren bitartez domeinu orokorre-
ko hizkuntza-eredu bat domeinu zehatz batera doitu dugu. Eredu horren emaitzak onak
izan ez diren arren interesgarriak izan dira. Eta, azkenik MTB aurrentrenamendu erdi-
gainbegiratua aplikatu dugu domeinu zehatz batean, sistemen doitasuna hobetuz.
Azkenik, egindako lan guztiaren ondorioz lortutako medikuntza domeinuko erlazio-
erauzle sistema bera da egindako ekarpen nagusia. Ataza partekatuaren irabazle izan
den sistema eta eduki dituen hobekuntza guztiak. Sistemaren kodea GitHub-en15 egongo
da publikoki eta entrenatutako ereduak eskaera pean.
7.3 Etorkizuneko lana
Proiektu honetan egindako lana emaitza onak eman dituela esan daiteke, hain zuzen ere
eHealth-KD 2020 ataza-partekatuaren erlazio-erauzketako azpiatazaren irabazle izan den
sistema garatua izan delako. Baina hori egia izan arren, oraindik badaude aipatutako
puntu asko ikerketa sakonago bat behar dutenak. Horien artean hauek dira gure iritziz
etorkizunean ikerketzeko interesagarri izan daitezkeen jarraipen lerro batzuk:
1. Datu-multzo kopurua handitzea
Garatutako sistemak emaitza onak eman ditu eHealth-KD datu-multzoan, baina, au-
rretik aipatu dugun bezala datu-multzo hori nahiko txikia da. Normalean, sistema
berri bat garatzean ohikoa da datu-multzo bat baino gehiagotan ebaluatzea, benetan
beste sistemak baino hobeagoa den ziurtatzeko. Baita ere, sistemaren sendotasuna
ebaluatu ahal izateko komeni da beste datu-multzo batzuetan probatzea. Horretara-
ko hasiera batean beste urteetako eHealth-KD txapelketen datu-multzoak erabiltzea
pentsatu dugu.
2. Hizkuntza-eredu elebakarren azterketa
Lan honetan zuzenean eredu eleanitzekin egin dugu lan, elebakarrak diren eredu ho-
riek kontutan hartu gabe. Egin daitekeen azterketa interesgarri bat da beste hizkun-
tzetatik transferitutako ezagutza benetan baliagarria den edo ez ikustea. Intuizioak
esaten digu helburu hizkuntza horretan soilik entrenatua izan den hizkuntza-eredu
batek hizkuntza-eredu eleanitz bat baino hobeto egin behar lukeela baldin eta datu
kopuru handitan entrenatu bada. Adibidez, aurten aurkeztutako BERTEUS (Age-
rri et al., 2020) euskarazko MLM hizkuntza-eredua mBERT (Devlin et al., 2019)
hizkuntza-eredu eleanitza baino emaitza hobeagoak lortzen ditu hainbat atazatan.
Proiektu honetan gaztelerazko hizkuntza-eredu elebakarrik ez erabiltzearen arrazoi
nagusia proiektuaren hasieran hauek oraindik publikatuta ez egotea izan da. Baina
orain dela gutxi BETO (Cañete et al., 2020) aurkeztu dute eta interesagarria izan
daiteke gure sisteman probak egitea.
3. Sistemaren eleaniztasuna ebaluatzea
15www.github.com/osainz59/XLREMed
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Eredu eleanitzak erabiltzen hari garen arren gazteleran besterik ez gaude ebalua-
tzen. Beste hizkuntza bateko testu bat emanda ze errendimendu emango lukeen
aztertzea oso ataza interesgarria izan daiteke. Ideia honen atzean badira proiektu
garrantzitsuak, BETTER (Better Extraction from Text Towards Enhanced Retrie-
val, IARPA-BAA-18-05) adibidez, non ingelesezko datuetatik bakarrik ikasita beste
hizkuntzetara gertaera-erauzketako ezagutza transferitzea du helburu. Baina eba-
luaketa posible izateko pare bat hizkuntzatan anotatutako lagin txiki bat anotatzea
beharrezkoa da, hori dela eta proiektu honen helburuetatik kanpo gelditu da.
4. Datu gehikuntzarako tekniken azterketa eta hobekuntza
Lan honetan datu gehikuntzarako teknikak aplikatu diren arren ez dute emaitzetan
eragin on handirik izan. MLM birdoiketaren kasuan batez ere onura baino kalte
gehiago egin duelako. Hala eta guztiz ere jasotako emaitza hauek hausnarketa eta
konklusio interesgarri batzuetara eraman gaituzte. Horietako bat erabilitako corpu-
sekin du zerikusia, datu gehikuntzarako erabili ditugun corpusak nahiko txikiak izan
baidira, batez ere MTB birdoiketa egiteko erabili dugun MA corpusa. Egin beharreko
lan bat MCB corpusa handitzea eta modu automatiko batez entitateak anotatzea da,
gero MTB birdoiketa corpus horren gainean egin ahal izateko. Bestetik MTBek bes-
te kontraste bidezko ikasketa (Contrastive Learning ingelesez) metodo askok bezala
bere arazoak ditu, horregatik Caron et al. (2020) autoreek aurkeztutako konparaketa
bidezko multzokapena (Contrastive Clustering ingelesez) MTBrekin batera aplika-
tzea izan daiteke beste ikerketa lerro bat. Azkenik, beste metodo tradizionalagoak
probatzea ere aukera dago, urruneko gainbegiraketa adibidez.
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mez,  L ukasz Kaiser, eta Illia Polosukhin. Attention is all you need. In I. Gu-
yon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, eta
R. Garnett, editors, Advances in Neural Information Processing Systems 30, pages
5998–6008. Curran Associates, Inc., 2017. URL http://papers.nips.cc/paper/
7181-attention-is-all-you-need.pdf.
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