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ABSTRACT
This work deals with the brain tumor detection and segmentation in multisequence
MR images with particular focus on high- and low-grade gliomas. Three methods are
propose for this purpose. The first method deals with the presence detection of brain
tumor structures in axial and coronal slices. This method is based on multi-resolution
symmetry analysis and it was tested for T1, T2, T1C and FLAIR images. The second
method deals with extraction of the whole brain tumor region, including tumor core and
edema, in FLAIR and T2 images and is suitable to extract the whole brain tumor region
from both 2D and 3D. It also uses the symmetry analysis approach which is followed by
automatic determination of the intensity threshold from the most asymmetric parts.
The third method is based on local structure prediction and it is able to segment the
whole tumor region as well as tumor core and active tumor. This method takes the
advantage of a fact that most medical images feature a high similarity in intensities
of nearby pixels and a strong correlation of intensity profiles across different image
modalities. One way of dealing with – and even exploiting – this correlation is the use of
local image patches. In the same way, there is a high correlation between nearby labels
in image annotation, a feature that has been used in the “local structure prediction” of
local label patches. Convolutional neural network is chosen as a learning algorithm, as
it is known to be suited for dealing with correlation between features.
All three methods were evaluated on a public data set of 254 multisequence MR volumes
being able to reach comparable results to state-of-the-art methods in much shorter
computing time (order of seconds running on CPU) providing means, for example, to do
online updates when aiming at an interactive segmentation.
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ABSTRAKT
Tato práce se zabývá detekcí a segmentací mozkového nádoru v multisekvenčních MR
obrazech se zaměřením na gliomy vysokého a nízkého stupně malignity. Jsou zde
pro tento účel navrženy tři metody. První metoda se zabývá detekcí prezence částí
mozkového nádoru v axiálních a koronárních řezech. Jedná se o algoritmus založený na
analýze symetrie při různých rozlišeních obrazu, který byl otestován na T1, T2, T1C a
FLAIR obrazech. Druhá metoda se zabývá extrakcí oblasti celého mozkového nádoru,
zahrnující oblast jádra tumoru a edému, ve FLAIR a T2 obrazech. Metoda je schopna ex-
trahovat mozkový nádor z 2D i 3D obrazů. Je zde opět využita analýza symetrie, která je
následována automatickým stanovením intenzitního prahu z nejvíce asymetrických částí.
Třetí metoda je založena na predikci lokální struktury a je schopna segmentovat celou
oblast nádoru, jeho jádro i jeho aktivní část. Metoda využívá faktu, že většina lékařských
obrazů vykazuje vysokou podobnost intenzit sousedních pixelů a silnou korelaci mezi
intenzitami v různých obrazových modalitách. Jedním ze způsobů, jak s touto korelací
pracovat a používat ji, je využití lokálních obrazových polí. Podobná korelace existuje
také mezi sousedními pixely v anotaci obrazu. Tento příznak byl využit v predikci lokální
struktury při lokální anotaci polí. Jako klasifikační algoritmus je v této metodě použita
konvoluční neuronová síť vzhledem k její známe schopnosti zacházet s korelací mezi
příznaky.
Všechny tři metody byly otestovány na veřejné databázi 254 multisekvenčních MR
obrazech a byla dosáhnuta přesnost srovnatelná s nejmodernějšími metodami v mno-
hem kratším výpočetním čase (v řádu sekund při použitý CPU), což poskytuje možnost
manuálních úprav při interaktivní segmetaci.
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1 INTRODUCTION
Based on statistics of the Central Brain Tumor Registry of the United States (CB-
TRUS), brain tumor is one of the leading causes of cancer-related deaths in the
United States. It is the second leading cause of cancer-related deaths in children
under age 20 as well as in males ages 20-39, leukemia is the first for both. Every
year, an estimated number of new brain tumor diagnosis in the United States is
about 70,000 in adults including malignant (24,000) and non-malignant (45,000),
with an estimated number of deaths 14,000 attributed to malignant brain tumors,
and 4,300 new diagnosis in children, where more than half of these are in children
younger than 15. The prevalence rate for all primary brain and CNS tumors is 221.8
(61.9 for malignant and 177.3 for non-malignant) per 100,000 people. The average
annual mortality rate in the US was 69,789 attributed to primary malignant brain
and CNS tumors between 2007 and 2011. The five-year survival after malignant
brain tumor diagnosis decreases with age with e.g. 58.5% for adults between 20 and
44 and 31.1% for adults between 45 and 54. These statistics include only primary
brain tumors, those that begin and tent to stay in the brain.
The most common primary brain tumor is meningioma with 34%, however
glioma, a broad term including tumors arising from the gluey or supportive tis-
sue of the brain (30% of all brain tumors), represents 80% of malignant tumors
making it the most common primary brain tumor causing death. The most com-
mon and aggressive glioma is glioblastoma multiform (GBM) representing 54% of
all gliomas. This type of tumor is accompanied by rapid infiltrative growth and very
poor prognosis with one year average survival time after diagnosis [116]. The sur-
vival time is affected by extensive treatment such as chemo- and radiotherapy and
surgical resection. This work is particularly focused on the automatic processing of
volumes with the most common malignant tumor - glioma - in low and high grades.
In common clinical routines, the evaluation of acquired images is currently per-
formed manually based on quantitative criteria or measures such as the largest
visible diameter in axial slice [32]. Therefore, highly accurate methods being able to
automatically analyze scans of brain tumor would have an enormous potential for di-
agnosis and therapy planning. However, it was shown by Menze et al. [80] that even
manual annotation performed by expert raters showed significant variations in areas
where intensity gradients between tumorous structures and surrounding tissues are
smooth or obscured by bias field artifacts or the partial volume effect. Moreover,
brain tumor lesions are only defined by relative intensity changes to healthy tissues,
and their shape, size and location are individual for each patient, which makes the
use of common pattern recognition algorithms impossible.
Due to the increasing number of patients, the number of acquired data increase,
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too. Therefore, there is an increasing necessity of algorithms that are able to process
the data automatically, which is the main motivation for this work.
MR sequences
Magnetic Resonance Imaging (MRI) is commonly used for brain tumor analysis and
exploration. A variety of MR sequences exists, where each of them is suitable for
different imaging purpose. Nowadays, it is a common practice in automatic analysis
to use a combination of several MR sequences to achieve more valuable and accurate
results. In this work, three different MR sequences, namely T1-weighted image, T2-
weighted image, and FLAIR image, are used and they will be characterized shortly
as described in [4].
T1-weighted image. In MRI, T1 refers to the time that protons within a tissue
need to return to the initial magnetization state, which is given by the static mag-
netic field. Simple T1-weighted images (shortly T1 images) provide better anatomi-
cal details than T2-weighted images but they usually do not bring interesting infor-
mation when brain tumor is investigated. However, they are used in a combination
with contrast agent fluid, which is injected into patient’s vascular system. The con-
trast agent highlights the blood flow in T1-weighted images. This cause the tumor
active part, as well as vessels, to appear hyper-intense and easily distinguishable
from surrounding tissues. The presence of the active tumor is often used during
the tumor malignancy investigation. Such images are called “contrast enhanced
T1-weighted images” and in this work the abbreviation T1C will be used.
T2-weighted image. T2 refers to the time that protons perturbed into coherent
oscillation by radiofrequency pulse require to lose this coherence. T2-weighted im-
ages (shortly T2 images) are, compared to T1 images, more sensitive to the content
of water and, therefore, to the pathology, which, as well as cerebrospinal fluid (CSF),
appears hyper-intense here.
FLAIR image. Fluid-attenuated inversion recovery (FLAIR) is a sequence that
is able to suppress fluids and it is used to suppress CSF in brain imaging. This effect
enables to distinguish lesions, which remains hyper-intense as in T2 images, from
CSF which becomes hypo-intense here. For that reason, it is commonly used in the
brain tumor imaging.
A comparison between T1, T1C, T2 and FLAIR images with tumor present is
depicted in Fig. 1.1. Note the hyper-intense active tumor in T1C image, hyper
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Fig. 1.1: From left to right: T1, T1C, T2 and FLAIR images of the same slice.
intense tumor and edema in T2 and FLAIR images, and hypo-intense CSF in FLAIR
image.
Structure of the thesis
This dissertation is organized as follows. Chapter 2 reviews the existing related
state-of-the-art works based on different approaches and describes their advantages
and disadvantages. In Chapter 3, the state-of-the-art methods of local structure
prediction are described. Chapter 4 describes the goals of the work and the expected
contribution to the scientific world. In Chapter 5, three proposed methodologies for
brain tumor detection and segmentation are presented. This chapter also includes
a brief description of pre-processing of MR images. The results of the proposed
frameworks as well as the experimental setup, discussion and comparison with state-
of-the-art works are described in Chapter 6. Finally, the conclusion is given in
Chapter 7, where the possible future work is described too.
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2 RELATED WORK - BRAIN TUMOR SEG-
MENTATION
The aim of this chapter is to review algorithms developed for segmentation of brain
tumors and surrounding tissues. The automated brain tumor segmentation is still a
challenging task. One of the reason is tumor’s unpredictable properties such as size,
shape and location unless the tumor development in time is investigated and images
from previous scanning are available. Considering only the independent scanning,
all of the mentioned properties are unknown. Thus common pattern recognition
techniques relying on such properties and widely used for object detection and ex-
traction in both medical and real world images cannot be employed. However, other
knowledge such as structure of the healthy human brain or tumor manifestation
in particular MR sequences can be used. This is, on the other hand, the advan-
tage compared to image object detection, e.g. human or car, where the color and
the background scene vary. There have been an increasing interest in developing
such algorithms and, particularly, the automatic brain tumor segmentation task has
recently attracted many computer vision research teams.
Due to variety of brain tumor types and their manifestation in MR images, most
state-of-the-art methods focus on most common tumor types, i.e. glioblastoma, or
they require specific training database to deal with a specific tumor type. Only few
researchers, e.g. Islam et al. [51], tried to train a developed algorithm on one tumor
type and test it on another. However, the results were not satisfying.
Since different brain tumor segmentation methods rely on different image infor-
mation, the following division will be used in this chapter: threshold-based meth-
ods, which rely on the intensity difference between a brain tumor and surrounding
tissues, region-based methods, which search for connected regions of voxels with
similar properties, contour-based methods searching for edges between a brain tu-
mor and surrounding tissues, classification or clustering methods, which make use of
voxel-wise intensity and texture features, and atlas-based methods using the prior
knowledge about the healthy brain. However, the division is not always clear be-
cause proposed methods often have the same nature and combine more of these
approaches. In recent years, most state-of-the-art techniques have been based on
classification and atlas guidance.
Another possibility is to divide brain tumor segmentation methods according
their requirements of a human interaction. Two groups can be defined: semi-
automatic and fully-automatic. The former requires an expert interaction such
as seed point selection or approximate initial boundary delineation. The latter is
a group of fully automatic works without any human action. However, the former
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division, i.e. according to the image information used by particular methods, will
be used throughout this chapter.
2.1 Threshold-based methods
Since image intensity is the simplest property that is shared by voxels of an image
region, the natural way to perform the segmentation is to set a threshold that
separates a given object from other regions with voxels of different intensity. This
may be reached either by single- or multi-thresholding techniques. The former may
be used in case that the object intensities are clearly distinguishable and either
higher or lower than background intensities, e.g. enhancing part of brain tumor
core in T1C. The latter is used if intensities of a given object lie between intensities
of other image objects, e.g. gray matter in T2 image. Similar effect can be reached
by a cascade of single thresholds.
The thresholding assigns to every voxel a discrete value from the range [0, 𝑡]
where 𝑡 denotes the number of thresholds. The main problem of threshold-based
methods is that no relationships between voxels are considered. Therefore many
voxels of other objects can be extracted, mainly in case of low signal-to-noise ratio.
Image inhomogeneity across the scene making part of an object brighter or darker
causes failing of such techniques too.
Such technique was used by Gibbs et al. [44] as an unsupervised segmentation
technique of enhancing tumor part in T1C images, where it was applied to manually
selected regions of interest as the first step of the segmentation process followed by
the region growing algorithm described in the next section. However, the method
does not take into account the presence of healthy hyper-intense regions in such
images. Stadlbauer et al. [115] used the average intensity plus three times the
standard deviation to delineate the pathological tissue from T2 images.
Another variety of image thresholding technique is based on local image proper-
ties, where the threshold value is determined adaptively according to the intensity
distribution in particular image region. This is useful in cases where it cannot be
estimated from the whole image or it has to be adapted for different parts of the
image separately, e.g. due to the image inhomogeneity. Such technique was used by
Shantni et al. [109] for brain tissue segmentation.
Generally, threshold-based techniques behave well if contrast between the object
and background is high, which is not the case of brain MR images. Moreover, the
threshold estimation is usually hard and requires a user interaction. However, they
can be used as a first step of the segmentation process.
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2.2 Region-based methods
Region-based methods are such algorithms that search for connected regions of vox-
els with homogeneous properties based on a predefined similarity criterion. The
most famous algorithms from this group are region growing and watershed, basic
image segmentation techniques, and as it will be shown in the next two subsections,
they have been commonly used in the brain tumor segmentation task.
2.2.1 Region growing
Region growing belongs to the group of semi-automatic segmentation techniques
since it requires a manual selection of at least one seed point, especially in the brain
tumor segmentation task. However, for RGB images an automatic seeded region
growing algorithm was developed by Shih and Cheng [112].
The algorithm starts in the neighborhood of the seed point and continues to
more distinct areas as long as the similarity criterion is satisfied. The segmentation
is finished when there are no pixels to be examined. The result of the segmentation
is one connected region. Several papers ([106, 107, 124]) showed that this algorithm
can be effective and less computationally intensive for brain tumor segmentation
than other methods.
Weglinski and Fabijanska [127] used this algorithm for brain tumor segmentation
using manual seed point selection and difference between the seed and an examined
voxel as a criterion. The region growing algorithm was also used for brain tumor
segmentation in MR images by Kaus et al. [54]. Their method was based on an
iterative statistical classification method, which divided the input image voxels into
tissue classes according to their intensity.
However, the disadvantage of region growing is its inaccuracy in case of par-
tial volume effect [108], which blurs borders between tissues, because voxels often
represents more tissues in these parts. Modified version of region growing, able to
remove this effect, was introduced by Lakare [63]. It was later shown in Salman’s
study [105] that this method improved accuracy of brain tumor segmentation in 3D
T1 MR images.
Region growing was used in several works as a refinement step, e.g. Dou et
al. [30] used it as an adjustment of fuzzy segmentation in multisequence MRI.
Another example is the work of Rexilius et al. [98]. They used progressive region
growing to refine results of a segmentation algorithm based on histogram analy-
sis of multisequence images, namely T1C, T2 and FLAIR. This was carried out
by histogram matching over generated probabilistic models. However, generaliza-
tion of their method was difficult due to the training of the histogram model for
fully-enhanced tumor. Moreover, an intensive user interaction was desired in their
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method. Kumar and Halder [61] used region growing for the brain tumor segmen-
tation task after applying dynamic clustering and detection of the cluster with the
highest intensity, which approximately determined the brain tumor location. The
seed point was then examined by an asymmetry map. Zhang [130] also used re-
gion growing as a refinement of the segmentation results, where multisequence brain
tumor segmentation using multi-kernel SVM was performed.
2.2.2 Watershed
Another region-based method, which was used by several researchers for brain tumor
segmentation, is watershed. This term refers to a ridge that divides areas drained
by different river systems. A catchment basin is the geographical area draining
into a river or reservoir. The image is considered to be a landscape where voxel
intensities represent the altitude and each valley, i.e. low intensities, is associated
with a catchment basin. All basins are continuously flooded and dams are built in
places where water coming from different basins meets. The process finishes when
the highest point, i.e. highest intensity, is reached.
This technique was used for brain tumor segmentation by Letteber et al. [70], and
Dam et al. [24]. Both methods were based on multi-scale watershed segmentation.
However, both methods were semi-automatic and required a lot of user interaction
to achieve accurate results. The user had to select or deselect created segments
in order to sculpt the desired object. Another method using interactive watershed
segmentation was introduced by Mancas and Gosselin [75].
Cates et al. [13] carried out a study evaluating the effectiveness of a three-
dimensional interactive image segmentation technique relying on watershed. They
showed improvement in subject interaction times and inter-subject precision over
hand contouring. Their analysis identified failures in places where edges were poorly
defined in the data and raised questions about the wisdom of using expert segmen-
tations to define ground truth.
The problem of watershed lies in over-segmentation. Kong et al. [57]introduced
merging process for over-segmented brain tumor MR images using fuzzy c-means.
Another region merging algorithm for watershed segmentation outputs was proposed
by Bleau and Leon [9] and applied to medical images. Different approach was applied
by Kaleem et al. [52], who pre-processed input images to avoid over-segmentation
instead of post-processing based on region merging. This pre-processing consisted of
noise reduction, attenuation of the curvilinear structures present in MR images, and
computation of morphological gradients and markers of the input image. However,
the presented results were not satisfying. Similar pre-processing step with better
results was applied by Singhai and Ladhake [113].
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2.3 Edge-based methods
Edge- or boundary-based methods overcome the limitations of region-based methods
by searching for boundaries between different tissues. They use gradient information
in local or global areas searching for high gradient values usually representing an
object or a tissue boundary. These methods require initial estimation of the contour,
which may be done interactively or by another segmentation technique. This contour
is then refined according to the gradient information in a local area and the algorithm
parameters keeping the contour smooth. These methods are based on deformable
models, which can be divided into two groups: parametric and geometric. Both of
them formulate a propagating interface (a curve in 2D and a surface in 3D) which
moves with a certain speed.
2.3.1 Parametric deformable models
Parametric deformable models are also known as snakes or active contours. These
methods move a deformable contour 𝐶 through the image spatial domain minimizing
an energy function 𝐸(𝐶) given by the equation:
𝐸(𝐶) = 𝐸𝑖𝑛𝑡(𝐶) + 𝐸𝑒𝑥𝑡(𝐶), (2.1)
where 𝐸𝑖𝑛𝑡(𝐶) express an energy function dependent on the regularity of the curve,
while 𝐸𝑖𝑛𝑡(𝐶) is an energy function dependent on the image information. Both
energy functions are known as internal and external forces [77].
Khotanlou et al. [56] used parametric deformable models as a refinement step
for segmentation of various types of brain tumors in T1 images. Disadvantage of
methods based on parametric contours is the requirement of a good initialization,
otherwise the model have to be re-parametrized during the segmentation process.
Classical snakes based on gradient information have also problem in areas without
clear boundary. Another drawback of these methods is their capability of dealing
with topological changes such as merging and splitting.
Several attempts have been made in order to improve snakes’ performance. Law
et al. [64] sub-sampled the processed boundary points, and, hence, reduced the
computing time. They used this methodology for 2D brain tumor segmentation.
Luo et al. [74] combined Gradient Vector Flow snakes and the balloon model for
brain tumor segmentation in 2D T1 images. The work was then extended by the
same authors into 3D in [73].
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2.3.2 Geometric deformable models
Geometric deformable models are also known as level sets. They were proposed
by Caslles et al. [12] to overcome limitations of active contours, especially the
topological adaptation. Since geometric deformable models are independent of the
parametrization, the contour (or surface) can be represented as a level set of a high-
dimensional function. Therefore, changes in topology can be handled automatically
[128]. The level set 𝜑 evolves with speed 𝑣(𝑘), where 𝑘 is a curvature, along its
normal direction according to the equation:
𝜕𝜑
𝜕𝑡
= 𝑉 (𝑘) |∇𝜑| . (2.2)
Level set techniques have been widely applied to brain and brain tumor segmen-
tation in MR images as well as to the whole medical imaging field. Droske et al. [31]
used level sets as a semi-automatic method for brain tumor segmentation in 2D MR
images using user’s interaction for initialization. This was applied to 3D volumes as
independent segmentation of 2D slices and subsequent rendering into 3D. Prastawa
et al. [94] used level sets together with the intensity distribution in T1 and T2 im-
ages for detection of outliers that were considered to be a tumor part. Cates et al.
[14] used geometric deformable models for segmentation of active tumor in 3D T1C
volumes. The segmentation process started with an interactive determination of a
tumor region by the user in one or several slices. Ho et al. [48] used a tumor proba-
bility map vs. background as information for the level set evolution for segmentation
of brain tumors in 3D MR. Lefohn et al. [69] introduced a method for tumor segmen-
tation based on interactive level sets where manual estimation of an initial contour
was required. Segmentation of brain tumors by level sets using appearance priors
was also proposed by Cobzas et al. [19] and Popuri et al. [92]. Thapaliya et al. [119]
proposed a level set method for brain tumor segmentation using automatic selective
local statistics. Taheri et al. [118] proposed a threshold-based speed function for
level sets and used this method for 3D brain tumor segmentation. The selection of
the threshold was related to the convergence rate and the segmentation accuracy
and it was determined by the curvature 𝑘.
2.4 Atlas-based methods
Atlas is a widely used prior knowledge in the brain tumor segmentation domain. It is
able to determine the spatial or intensity distribution of a given structure. The atlas
is created manually. The use of the atlas requires application of a co-registration
technique in order to align the atlas to the segmented image or volume and the
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quality of the segmentation output depends on the quality of the co-registration
process.
The inter-patient atlas, which consists of a spatial probabilistic distribution of
three tissues that are present in healthy brains, is the most widely used atlas in brain
tumor segmentation. Such atlas is depicted in Fig. 2.1. Methods based on such
atlas usually searches for the deviations from the atlas, which are then considered to
be a potential tumor. This information is commonly used in classification methods
that will be described in Sec. 2.5.
Fig. 2.1: An example of a spatial probabilistic atlas for white matter, grey matter
and CSF in axial, sagittal and coronal slices [37].
Moon et al. [84] proposed a method using the spatial probabilistic atlas based
on the Expectation Maximization algorithm. Similar method was published by
Prastawa et al. [95] where the inputs of the algorithm are T1 and T2 images with
prior probabilities from the atlas.
Menze et al. [81] introduced a generative atlas-based approach for segmentation
of brain tumor in multisequence data. At first the statistical model of the image
formation is built and it is then used in a fully automated segmentation process. The
model consists of a normal state, derived as a spatially varying probabilistic shape
prior for each healthy tissue, and a tumor state, estimated as a spatially varying
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latent probabilistic atlas. Then the probability of a tumor presence is estimated for
each channel in multisequence data. Considering the fact that the image intensities
of each tissue have the Gaussian distribution in each channel, the joint probability
of the latent atlas and the observed variables is computed as a product of both
components. The model parameters are estimated using the Maximum Likelihood
estimation. The tumor appearance is estimated for each channel in the data.
Another group of atlas-based methods includes methods that use a patient-
specific atlas. These methods are broadly used for longitudinal segmentation and
modeling of the tumor growth. Kyriacou et al. [62] introduced an algorithm using a
biomechanical tumor growth model. The first step of the method is a manual delin-
eation of the brain and the ventricles. Via a uniform contraction model, the tumor
is reduced and the simulated prior healthy brain anatomy is estimated. The healthy
brain is then registered to the atlas where the estimated tumor growth model is ap-
plied. Dawant et al. [26] derived the tumor growth model from optical flow principle
and they extended the atlas-based segmentation of the normal brain to the brain
tumor segmentation task. This extended algorithm consisted of global and local
registration of the atlas to the volume, where the local registration was based on the
optical flow principle, with the tumor model estimated from the patient data, and
subsequent deformation of the atlas. Menze et al. [82] proposed a combination of a
generative tumor growth model, which was based on a reaction-diffusion framework,
with longitudinal multisequence data.
2.5 Classification and Clustering methods
This group of algorithms determines the label of every pixel or voxel in supervised
(classification) or unsupervised (clustering) manner. Classification algorithms are
commonly used in a wide spectrum of medical image processing. They require a set
of training data to train a model which can be subsequently applied to previously
unseen data. The training data consists of two parts: representation of the data in
a feature space (pixel attributes such as intensities, local texture etc.), and labels
(manual classification of the data). Clustering algorithms do not require training
data and manually created labels. These algorithms automatically search for natural
structures and patterns in the data.
2.5.1 k-nearest neighbors (k-NN)
The k-nearest neighbors algorithm (k-NN) is a simple non-parametric classifier. This
algorithm is a type of lazy learning methods. It makes no assumption about the
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statistical data structure. The test sample label is derived from its k nearest neigh-
bors from the training set in the feature space. The distance may be measured by
e.g. Euclidean, Mahalanobis, or Minkowski distance depending on the implementa-
tion. The algorithm has problems with under-represented or noisy data. Another
disadvantage is a large storage requirement for training samples since all of them
have to be available during the classification process.
The k-NN algorithm was used in the first method which segmented all tumor
parts. This interactive method was introduced by Vinitski et al. [125]. A multi-class
training data set was defined by the user and a previously unseen pixel was labeled
by the most frequent label among the k nearest training samples. This method was
very sensitive to the tumor inhomogeneities and noise.
Kaus et al. [53] proposed a method based on k-NN for segmentation of menin-
giomas and low grade gliomas. They used an atlas of approximately 250 brain struc-
tures created by medical experts as additional information to the pixel intensity. All
pixels were classified into five groups (background, skin/skull, brain, ventricles and
tumor), where the homogeneity of the tumor region was expected. Therefore, the
method was only applicable to the above mentioned tumor types. Registration to the
manually created atlas was employed to resolve mis-classification problems caused
by overlap of intensities of different tissues. Khalid et al. [55] used k-NN algorithm
for segmentation of abnormalities in FLAIR images of brain. They used 10 nearest
neighbors, which are ranked based on the minimum square distance.
Havaei et al. [47] proposed an interactive method for brain tumor segmentation,
which uses k-NN followed by conditional random fields (CRF). The method required
a rough manual selection of segmented tissue in two slices of the segmented volume.
The algorithm was able to segment the volume in one minute after the manual
delineation.
2.5.2 Bayesian approach
Methods, which use Bayesian approach, assume a multi-variate Gaussian distribu-
tion of pixel or voxel intensities in every tissue. Both parameters of the distribution,
i.e. mean and covariance, are estimated from training samples. The name of these
methods is derived from the Bayes rule, which they use. They maximize a poste-
riori probability 𝑃𝑟(𝑐|𝑥), where 𝑐 denotes the class of the observed data 𝑥, using
the Bayes rule 𝑃𝑟(𝑐|𝑥) = 𝑃𝑟(𝑥|𝑐)𝑃𝑟(𝑐)
𝑃𝑟(𝑥) , where 𝑃𝑟(𝑥|𝑐) is called likelihood, 𝑃𝑟(𝑐) is a
priori probability of a class 𝑐 computed from the training data, and 𝑃𝑟(𝑥) is the
probability of the observed value 𝑥.
Corso et al. [21] introduced a multilevel segmentation method for GBM tumors
based on segmentation by weighted aggregation introduced by Sharon et al. [110].
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The segmentation is a unification of a classification based on a Bayesian model and
a graph-based affinity calculation. Ain et al. [1] used Bayesian classification for
segmentation of tumor core in multisequence MR data. They used Proton Density
(PD), T1, T2 and T2* images. The method consisted of three steps: extraction
of features using discrete cosine transform, classification of pixels into healthy and
potential tumorous groups by Bayesian classifier, and the final extraction of the
tumor using the k-means clustering algorithm and the canny edge detector.
Wang et al. [126] proposed a method combining Normalized Gaussian Bayesian
classification with 3D Fluid Vector Flow. They model healthy brain tissues (white
matter, gray matter and CSF) by Normalized Gaussian Mixture Model, which is
then used to estimation of Gaussian Bayesian Brain Map. Candidate tumor region
is estimated from this map and it is used as initialization of 3D Fluid Vector Flow
algorithm. The final tumor region is acquired after basic post-processing steps such
as thresholding and morphological operation.
The problem of above mentioned methods is their assumption of Gaussian dis-
tribution of segmented tissue, which is not always the case.
2.5.3 Expectation maximization (EM)
The Expectation maximization (EM) algorithm was given its name in 1977 by Demp-
ster et al. [27], who generalized the method that had been used several times under
special circumstances. It is an iterative two-step algorithm used to find maximum
likelihood parameters of a given statistical model. The name of the algorithm is given
by the names of the two steps: expectation and maximization. In the first step, the
probability distributions are updated to the posterior probability 𝑃𝑟(𝑐𝑖|𝑥𝑗,Θ) that
voxel 𝑥𝑗 belongs to a class 𝑐𝑖 given model parameters Θ. In the second step, the
parameters Θ are re-estimated using these probabilities. These two steps alternate
until convergence.
The EM segmentation algorithm was introduced by Moon et al. [84] and Prastawa
et al. [95]. Both works were produced by the same group. Both of them proposed
a segmentation algorithm that is guided by a spatial probability atlas of healthy
tissues, which provides a prior knowledge about the brain structure. A tumor prior
probability is generated from the difference between T1C and T1 images. These two
probability atlases, along with T1 and T2 images, are passed into the segmentation
algorithm. Besides the parameters of the probability distributions, there are also
parameters for the bias field in the model. The algorithm consists of three iterative
steps: classification of voxels using current probability distributions and the bias
field, updating of the bias field estimation, and re-estimation of the probability dis-
tributions. The assumption of this method is the presence of fully-enhanced tumor
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and not very large deformations. Later, Prastawa et al. [94] extended the described
algorithm to make it work with T2 image only. This method is based on detection
of outliers, which are detected as abnormal region using registered brain atlas. Sub-
sequently, the presence of edema and tumor is detected within the abnormal region
from image intensities, and, finally, the spatial and geometric constraints are applied
to the detected regions.
2.5.4 Support vector machine (SVM)
Support vector machine is (SVM) a supervised machine learning method invented
by Cortes and Vapnik [22] in 1995. The aim of the SVM algorithm is to find a
hyperplane that best separates the feature space into subspaces according to the
training data. SVM is a two-class classification algorithm, however, several exten-
sions have been proposed for multi-class problems [49]. The idea of SVM is to map
the data into a higher-dimensional feature space, where it can be linearly separated.
The advantage of the SVM method is good generalization of a classification prob-
lem. It has become popular in the brain tumor segmentation task and many papers
describing this application have been published.
Several simple SVM-based methods have been proposed. Zhang et al. [129]
introduced a simple segmentation technique using SVM classification followed by
morphological operations for error reduction purpose. Binary segmentation of brain
tumor with patient specific training was applied to 2D T1 and T1C images. A similar
approach was applied by Mikulka and Gescheidtova [83], who used T2, T1C and
diffusion weighted (DW) images for interactive segmentation of brain tumor parts.
First, several pixels inside and outside the segmented area are manually labeled.
The classifier is then trained and applied to the segmented image. This means
that each tumor part has to be segmented separately. This work also described the
performance increase in comparison with using only a single sequence.
Garcia and Moreno [39] proposed an algorithm which at first segments brain
tumor in 2D slice by Adatron algorithm. The segmentation result is then used
as a training set of the SVM algorithm. SVM is used to produce a 3D tumor
model. However, the pixel classification task is still performed in 2D. Lee et al.
[68] combined SVM with Markov random fields (MRF) to avoid noisy results by
incorporating the relationships between neighbor voxels. As the previous methods,
they used patient-specific training data. They applied their method to the segmen-
tation of glioblastomas in T1, T1C and T2 images. Later, Bauer et al. [6] employed
hierarchical Conditional random fields (CRF) instead of MRF to regularize the seg-
mentation obtained by SVM. They used multisequence intensities and textures as
features for voxel classification. Voxels of healthy and tumorous tissues are classified
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followed by sub-classification of healthy region into white matter (WM), gray matter
(GM), cerebrospinal fluid (CSF), and tumorous region into active tumor, necrotic
tumor, and edema.
Another multisequence SVM approach was proposed by Ruen et al. [102], who
combined T1, T2, PD and FLAIR MR sequences. The work employed a multiscale
scheme, which consists of two steps, to reduce computing time. The aim of the
proposed method is not only to segment a brain tumor region but also to track the
tumor region during treatment. SVM was also used by Ayachi and Amor [5] for
glioma segmentation.
Zhang et al. [131] segmented brain tumors using T2, PD and FLAIR images
and used it for evolution quantification during a therapeutic treatment. The SVM
algorithm is used in the first step of the method to obtain tumor segmentation. In
the second step, the segmentation result is improved using maximum likelihood and
distance measures.
2.5.5 Neural networks (NNs)
Neural networks (NNs), sometimes also called Artificial neural networks (ANNs),
are statistical learning methods inspired by the human brain. NN consists of a set
of simple artificial neurons which are connected together to create a network. These
connections are defined by adaptive weights, which are tuned during the learning
process. NNs were widely used for classification tasks, however, they were gradually
replaced by simpler methods such as SVM due to the computational demands of
NNs. Their popularity started to increase again after the introduction of Deep
learning approach and its success in several various international image and speech
recognition challenges. Since one of the Deep learning methods is used in this work,
particularly Convolutional Neural Networks (CNNs), more detailed description will
be given in the appropriate chapter.
One of the first attempts to segment brain tumors in MR images using NNs was
described by Clarke [18], who used T1, T2 and PD images. Later, Ozkan et al. [87]
used NNs for multimodal segmentation of brain images. They used co-registered
MR and X-ray images.
Dickson and Thomas [28] introduced a method with two NNs for acoustic neu-
romas without using patient-specific training. The segmentation is performed by
pixel-wise labeling using the intensities of a given pixel and its neighbors. They
tested the method on 50 manually labeled images of different patients. The first
neural network produces an initial segmentation, which is considered to be a tumor
region candidate. The result is refined by morphological operations and passed to
the second network.
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Reddick et al. [97] proposed a brain segmentation method based on Koho-
nen self-organizing map (SOM), used for segmentation, followed by a multilayer
back-propagation neural network, used for segment classification. The input data
consisted of T1, T2 and PD images. Another work using SOM was published by
Vijayakumar et al. [123]. Their algorithm segmented tumor, necrosis, edema, cysts
and normal tissues from the combination of T2 and FLAIR images. It was also able
to specify the tumor grade. Chaplot et al. [15] also used SOM and applied it to the
classification of pixels of T2 images into normal and abnornal using wavelet trans-
form for feature extraction. Murugavalli and Rajamani [85] proposed a method
combining Hierarchical SOM and Fuzzy C-means to detect various tissues in T1
images.
A lot of NN-based methods started to appear with the increase of the deep
learning popularity. Davy et al. [25] implemented a brain tumor segmentation
method based on CNNs. The input of the network is a 2D multisequence patch of
size 33×33 pixels, which is used to predict the central pixel. The network contains
two pathways. The first pathway is a classical CNN with two convolutional layers
connected to the whole patch. The second pathway is a fully connected network of
fewer layers connected to 5×5 region at the patch center. The latter pathway serves
as contour refinement.
Another brain tumor segmentation method based on deep learning was proposed
by Urban et al. [122]. Compared to the previous work, 3D patches are used in this
algorithm. The network contains three convolutional layers with a typical size of
5×5×5 voxels. These layers contain 8, 16 and 6 convolutional filters, respectively.
Pooling layers, which typically alternates with convolutional layers, are not present
in the proposed architecture. Convolutional layer with filters of size 1×1×1 voxel
is implemented at the end of the whole architecture to speed up the segmentation
process. The input of the whole network is a cubic patch of size 9×9×9 voxels,
which is used to classify the central pixel. Regions smaller than 3000 voxels are
removed during the post-processing step. The training time of the whole network
on a single CPU-thread was approximately 30 - 40 hours.
Zikic et al. [137] proposed another brain tumor segmentation algorithm which
uses CNNs. The network proposed in this work accepts 2D multisequence patches
of size 19×19 as an input, which means that the volume is processed slice by slice.
The architecture consists of a convolutional layer with 64 5×5 filters, a max-pooling
layer with sub-sampling rate of 3, a convolutional layer with 64 3×3 filters, a fully
connected layer and a soft-max layer with five outputs (one for each class).
Recently, Havaei et al. [46] introduced a method that extends the work of Davy
et al. [25]. The algorithm uses the same two-pathway CNN architecture but two of
these architectures are cascaded, where the output of the first network is used as an
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additional feature map for the second network. Since the brain tumor segmentation
task is an imbalanced problem, they proposed a two-phase training process. In the
first stage, the whole network is trained using a balanced data set. In the second
stage, only the output layer is re-trained using the original imbalanced data set.
They also proposed bounding the absolute kernel weights and using L1 and L2
regularization together with Dropout method to avoid over-fitting. The method is
one of the fastest with the computing time between 25 seconds and 3 minutes.
The common characteristic of all described algorithms is the independent classifi-
cation of a single pixel, which often leads to noisy results and, hence, post-processing
steps are usually required.
All the above described methods based on deep learning used T1, T1C, T2 and
FLAIR images from Multimodal Brain Tumor Segmentation Challenge 1, which is
also used for evaluation in this work.
2.5.6 Random forest (RF)
Random forest (RF) is an ensemble of decision trees used for classification and
regression problems. Decision trees often suffer from overfitting. This problem is
reduced in RF by combination of multiple decision trees and their contribution to
the final decision. Decision tree (or classification tree) is a simple algorithm, which
can be represented by a tree-like graph, where the classification task into a given
number of groups using a predefined criterion is performed in each node. This
process hierarchically splits the data into smaller subsets. During learning, these
criteria are estimated based on the information gain after the split. The tree leaves
represent a probability distribution over the classes for a given sample. The final
class is determined by combining the distribution of all trees in the forest. All trees
are trained randomly using, e.g., random subsets of training samples or features.
The advantage of RF is the possibility to analyze the feature importance since
the most important features are most frequently used in the first layers. The less
important features can be then removed.
Random forest has been frequently used for the brain tumor segmentation prob-
lem as well as for other segmentation tasks in recent years. As described in [41],
the advantages of using RF in medical image analysis are the efficiency in dealing
with high-dimensional feature spaces, their nature to deal with multi-label problems,
and generalization ability. In BRATS challenge in 2013 and 2014, seven out of 17
contributions were based on RF. All methods usually differ in extracted features.
Geremia et al. [40] introduced a method based on spatial decision forests for seg-
mentation of Multiple Sclerosis lesions in 3D MRI. In their algorithm they used T1,
1http://braintumorsegmentation.org/
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T2 and FLAIR images, knowledge of tissue classes, and long-range spatial context
together with symmetry features.
Zikic et al. in [136] and later in [41] segmented brain tumors using the combi-
nation of six sequences: T1, T1C, T2 turbo spin echo, FLAIR, and two channels of
diffusion tensor imaging. They combined discriminative decision forests with a gen-
erative tissue appearance model, which was estimated by Gaussian Mixture Model
(GMM). As features, they also used the intensity difference between a given voxel
and a voxel with a given offset in the same or a different channel, the same type
of difference feature in a cube around the voxels, and the intensity range between
these two voxels in one channel.
Festa et al. [35] used 120 features for brain tumor segmentation from four se-
quences including intensities and the differences between each combination, mean,
sum, median and range in 3D neighborhood of four different sizes, the difference
between the intensity of a given voxel and the mean value in its neighborhood, edge
density and local binary partition from 3D neighborhood and 2D texture features
from each plane. During the post-processing step, all regions smaller than seven
voxels were labeled by the label of the surrounding area. The computing time of
the proposed algorithm is 20-25 minutes per patient running on standard CPU.
Meier et al. [78] made use of a generative version of random forest called density
forest, which can be described as hierarchical GMM using hard label assignment.
It is used to model class-dependent likelihood 𝑃𝑟(𝑥|𝑦) which estimates the initial
tissue probability. The tissue probability estimation is followed by a discriminative
classification forest and subsequent regularization using CRF. For the classification
of each voxel, they used first-order texture, gradient and symmetry features with
probabilities estimated by the density forest summing up to 44 features. In their
later work [79], they abandoned the generative density forest and enhanced the
feature set instead. It led to the computing time reduction and the performance
increase. They extracted context-sensitive features using affine registration of the
data with the brain atlas. Particularly, they used so called ray features, which are
based on the intensity range in four directions and two distances from the classified
voxel, and symmetry features computed as a difference between the intensity of the
voxel and its corresponding point in left or right hemisphere. The average computing
time of the latter method is 5 minutes per patient.
Texture features were the basis of the work published by Reza and Iftekharuddin
[99]. Besides common intensity features, they used a fractal piece-wise triangular
prism surface area and texton features. Later in [100], they extended the feature set
by a multi-fractional Brownian motion.
Goetz et al. [45] proposed extremely randomized trees, which introduced more
randomness during the training. They extracted 54 features from each of four se-
32
quences, such as intensities, local histograms, first and second order statistics, and
histogram based segmentations.
In [41], Geremia et al. provided rough initial class probabilities as another input
of RF. They used posterior probabilities which were based on GMM estimation for
each tissue. The same features as in [136] were used. Prior et al. [96] implemented
RF as a classification technique in their work dealing with active tumor extraction
from several MR sequences: T1, T1C, T2, FLAIR, Susceptibility Weighted Imaging
(SWI), Apparent Diffusion Coefficient (ADC), TraceW, and rCBV.
Pinto et al. [90] recently published a brain tumor segmentation method using
intensity, gradient and context-based features, which are used for pixel classification
by RF with 100 trees of maximum depth of 45. The segmentation is followed by
morphological operations during the post-processing step.
Common characteristic of all described algorithms is the same as in NN-based
segmentation - the independent classification of a single pixel/voxel.
2.5.7 Clustering
Clustering is an unsupervised method of grouping data samples into several groups
according to their similarities in the feature space. These algorithms work with
current data and do not need a training phase and a training data set. Common
methods used for clustering are k-means, fuzzy c-means (FCM - also known as soft
k-means), Guassian Mixture Models (GMM), and hierarchical clustering. All these
methods, except the hierarchical clustering algorithm, require a specified number
of clusters as the additional input to the data. k-means is an iterative algorithm
minimizing the sum of distances from each data sample to the centroid it is assigned
to. Fuzzy c-means generalizes the k-means method by allowing the percentage of
belonging into a given group instead of hard assignment. GMM is a model assuming
that the data has been generated by a finite number of normal distributions. The
cluster is than assigned by the appropriate Gaussian component in the model. The
hierarchical clustering method clusters data by a cluster tree where clusters at one
level under a given node create a single cluster in the upper level. All of these
methods are sensitive to noise and inhomogeneity.
Phillips et al. [88] used FCM for the segmentation of tissues present in a patho-
logical brain. They combined T1, T2 and PD images. They showed the intensity
overlap even with using multiple MR sequences and, hence, the tumor was not seg-
mented accurately. Better results were achieved by Clark et al. [17] and Fletcher-
Heath et al. [36] who implemented knowledge-based techniques together with FCM
and used them for the same combination of MR sequences. Other authors, such
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as Shen et al. [111] or Szilagyi et al. [117], proposed employing dependencies of
neighbor pixels in order to overcome the noise sensitivity of FCM.
Zhao et al. [133] proposed a method based on GMM and active contours. GMM
served as the initial segmentation for the active contour method, which than refined
the boundaries between tissues.
2.5.8 Random fields
Random fields are commonly used as the post-processing step to incorporate neigh-
borhood relations for spatial regularization to correct voxel- or pixel-wise segmenta-
tion results. However, they can be used as an unsupervised segmentation technique
too. They improve the clustering methods by incorporating the spatial informa-
tion. Commonly used random fields in image segmentation are Markov random
field (MRF) and Conditional random field (CRF).
Random field is a set of random variables in an undirected graph. In case of 3D
volumes, random variables and edges represent voxels and relations between neigh-
bors, respectively. MRF is a generative model, which models the joint probability of
variables. CRF is a discriminative model, which models the conditional probability
of variables.
Capelle et al. [11] proposed a 2D unsupervised method where maximum a poste-
riori (MAP) is used to estimate the realization of MRF. The method segments input
brain slices into homogeneous regions and subsequently detects the tumor presence.
Gering [43] used MRF as a refinement step after the EM segmentation. His ap-
proach used a multi-layer MRF to incorporate a structure in order to constraint the
boundary. However, his method is applicable only to homogeneous tumors. Solomon
et al. [114] included MRF directly to the EM segmentation and applied it to the
segmentation of active tumor parts.
2.6 Tumor detection
Apart from tumor segmentation methods, only several methods for detection of the
tumor presence and its approximate location exist. The goal of these methods is
not the accurate delineation of the tumor boundary, but only fast decision whether
the tumor is present together with its location. Such techniques could be used as
an initial estimation of the tumor contour which is necessary for some segmentation
methods. Saha et al. [104] located tumors in 2D MR images in axial plane using
the fast detection of asymmetry by Bhattacharyya coefficient. The output of the
algorithm was the bounding box around the tumor. Ambrosini et al. [3] and Farjam
et al. [33] used template-matching technique for this purpose.
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3 RELATEDWORK - LOCAL STRUCTURE PRE-
DICTION
Medical images show a high correlation between the intensities of nearby voxels
and the intensity patterns of different image modalities acquired from the same
volume. Patch-based prediction approaches make use of this local correlation and
rely on dictionaries with finite sets of image patches. They succeed in a wide range of
application such as image denoising, reconstruction, and even the synthesis of image
modalities for given applications [50]. Moreover, they were used successfully for
image segmentation, predicting the most likely label of voxels in the center of a patch
[120]. All of these approaches exploit the redundancy of local image information and
similarity of image features in nearby pixels or voxels. For most applications the
same local similarity is present among the image labels, e.g., indicating the extension
of underlying anatomical structure. This structure has already been used in medical
imaging but only at global level, where the shape of the whole segmented structure
is considered, e.g. [91, 132].
The first attempt to predict extended 2D patches instead of pixel-wise labels
was made by Zhu et al. in [134] and later in [135], who proposed a recursive seg-
mentation approach with recognition templates in multiple layers called Hierarchical
Image Models (HIM) for image parsing using structured perceptron learning. This
model consists of five layers where the last layer represented 27 × 27 image patch
and each child has only one parent, therefore image patches are non-overlapping.
A label patch dictionary is defined manually. Such approach is suitable for ap-
proximate delineation of an object in natural image processing but not for accurate
segmentation of medical images.
Kontschieder et al. [58] extended the previous work with structured image la-
beling using random forest. They introduced a novel data splitting function based
on random pixel position in a patch, and exploited joint distributions of structured
labels. They used image patches of fixed size of 24 × 24 pixels and label patches
of size 11 × 11. They compared their method to the random forest using common
pixel classification in multi-label image segmentation. Later in [59], they compared
different sizes of label patches from 1 × 1 to 13 × 13 and showed increasing per-
formance with increasing label patch size. For the patch classification, the CIELab
raw intensities, first and second order derivatives and HOG-like features were used.
For the test function selection, in each node of a tree, the feature patch is associated
with a label at a random position in label patch. This random position is generated
once per node. The definition of a label patch cluster is not necessary since a random
position from the label patch is used for the test function selection in each node of
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a tree. The final label for an unseen image patch is then selected as the one with
the highest probability in the leaf. Since there are more labels per pixel due to the
patch overlap, they proposed a fusion method based on maximizing the agreement
between the resulting label patch and the corresponding labeling at a given position,
which outperformed simple voting fusion.
Chen et al. [16] used CRF for shape epitome prediction of a given image patch
and called their model Shape epitome CRF (SeCRF). The shape epitomes are cre-
ated using affinity propagation [38] of patches extracted around the image ground
truth boundaries. These patch epitomes are represented by a group of shape tem-
plates of smaller size, which are generated by translation and rotation of a template
mask within the patch epitome. They created a three-level graph model where
the first layer represented each patch region encoded by the segmentation tem-
plate, second level encoded global consistency and the third level encoded pairwise
co-occurrence between the second level nodes. In their experiments, they fixed the
patch size to 25 × 25 px. They found that 5 most common patch epitomes contained
most of the patches. They also fixed the number of shape template translations and
rotations within each shape epitome to 9 and 4, respectively, creating altogether 181
shape templates.
Dollar et al. [29] used the idea from [58] to create an edge detector based on the
patch structure prediction using k-means clustering in the label space to generate
an edge dictionary, and RF to predict the most likely local edge shape. They used
label patches of size 16 × 16 to be assign to larger 32 × 32 image patches with stride
of 2. They run the prediction for three different scales, the original image and a half
and double resolution version.
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4 GOALS OF THE THESIS
This chapter describes the objectives and goals of the thesis. The main goal is to
develop algorithms for brain tumor detection and segmentation in 2D and 3D single-
or multisequence MRI. The proposed methods have to be fully automated, i.e. they
have to be able to detect and segment brain tumor without a user interaction. Even
though the user interaction is sometimes necessary and even appreciated, e.g. for
post-processing correction, the proposed methods must not be based on any kind of
user interaction. The proposed methods should be primarily focused on dealing with
glioma of both low and high grades. The attention during the algorithms develop-
ment should be paid to the segmentation accuracy as well as to the computational
demands during the segmentation process.
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5 METHODOLOGY
The goal of this chapter is to contribute to the medical image analysis domain,
specifically to the field of brain tumor detection and segmentation in multisequence
MR images. At first, the necessary pre-processing step is be described. This includes
skull stripping, intensity normalization, bias field correction and volume registration.
In the next part, a fast pathology presence detection approach, which is based on
multi-resolution symmetry analysis, is introduced. This method is applicable for 2D
slices of brain images of both axial and coronal planes, where the left-right symmetry
is usually broken in case of tumor presence. This is followed by introduction of
unsupervised extraction of glioma (the most common malignant brain tumor type)
from 2D and 3D FLAIR and T2 volumes. This method is based on the previous
pathology detection in 2D slices. It uses the same multi-resolution analysis which
is then extended into 3D. This is followed by brain tumor locating and subsequent
extraction of all brain tumor parts as a whole region. The extraction process is an
unsupervised algorithm using the knowledge of glioma manifestation in FLAIR in
T2 MR images.
In the last section of this chapter, a supervised approach of three brain tumor
segmentation sub-problems (segmentation of whole tumor, tumor core, and active
tumor) is proposed. This approach is based on a state-of-the-art Deep learning
(DL) algorithm, particularly Convolutional Neural Network (CNN), which is com-
bined with a structure prediction framework where a label structure in a given
area is predicted instead of common pixel-wise classification approaches. Pixel-wise
segmentation usually suffers from noisy results and requires a sophisticated post-
processing step performed, for instance, by Conditional random field (CRF). This
step is eliminated in the proposed algorithm thanks to the prediction of labels of
more pixels at once based on the image information in the whole region.
5.1 Pre-processing
Most of the segmentation algorithms require pre-processing applied to the input
image. In brain MRI processing, this usually includes spatial co-registration, bias
field correction, intensity normalization, and skull stripping.
Registration
Image registration is a process of aligning several images in order to have corre-
sponding pixels or voxels at the same position in all images. This is a necessary
step in the multisequence image analysis, which allows combining the information
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extracted from all images. The goal of the registration process is to find a transfor-
mation model that maps the coordinates of a particular pixel from the image to be
registered to the coordinates of the corresponding pixel in the reference image.
The data used in this work had been co-registered by a rigid model with the mu-
tual information similarity metric implemented in Insight Segmentation and Reg-
istration Toolkit (ITK). Specifically, Versor rigid 3D transformation, where only
rotation and translation are allowed, had been applied. As the similarity metric,
Mattes mutual information had been used with three multi-resolution levels. The
algorithm is based on the work published by Mattes et al. [76]. They proposed using
Parzen histograms to estimate the probability density function (PDF). They used
zero order and third order B-spline kernel for the reference and registered image
intensity PDF, respectively.
Bias field correction
Intensity inhomogeneity is a common problem of MR images caused by patients’
position, magnetic settings, and other factors. All classification based segmentation
methods use the voxel intensity information where small changes may lead to mis-
classification. Therefore, the correction of the bias field is required to overcome
this problem. The method denoted as N4ITK published by Tustison et al. [121]
is used here. This method is an improvement of the nonparametric nonuniform
intensity normalization (N3) algorithm. It is an iterative algorithm using B-spline
approximation of the data sample distribution, which is based on the least squares
fitting technique.
An example of the bias field correction result is depicted in Fig. 5.1 where a com-
parison between original and corrected images is shown. One can see the intensity
decrease in the back part of the brain in the corrected image.
(a) (b)
Fig. 5.1: Bias field correction. (a) original input image, (b) corrected image.
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Intensity normalization
Intensity normalization is a critical step for classification based segmentation meth-
ods applied to MRI. Two common techniques used for this task are normalization by
average intensity and standard deviation, and histogram matching. Both of these
approaches work well for images of healthy brains where the shape of the intensity
distribution varies only slightly. However, this is not true for images with patholo-
gies, where the shape of the intensity distribution is influenced by the pathology
size. On the other hand, as it has been observed, the former approach normalized
intensities sufficiently enough for this work’s purposes, so the intensities in each
volume are normalized so that they have the average value equal to zero and the
standard deviation equal to one.
Skull stripping
Another common pre-processing step performed during the brain tumor segmen-
tation process is skull stripping. The aim of this process is to separate the brain
tissues from the non-brain intracranial tissues and skull. Several methods developed
for this purpose were evaluated by Fennema-Notestine et al. [34]. Since the data
used for testing the proposed algorithms had already been skull stripped, this step
is not carried out here.
5.2 Brain tumor presence detection
The method proposed for brain tumor presence detection is a symmetry based algo-
rithm for the detection of a brain tumor presence in 2D MR slice. It is a modification
and extension of a method that I have already published in [152, 154]. The algorithm
uses the prior knowledge of structural differences between healthy and pathological
brains. This knowledge is based on the fact that brain tumors break the approxi-
mate tissue structure symmetry in the left and right hemisphere, which is usual for
healthy brains, unless they are located symmetrically in the middle of the brain,
which is not common. Even in case of such tumor location, the symmetry is often
broken because tumors usually don’t grow symmetrically.
The symmetry prior requires another pre-processing step: mid-sagittal plane
detection. This has been studied in several works, e.g. [72, 103]. Another approach
uses registration of the brain volume to a reference aligned volume, which may be
based on the same methodology described in the section about pre-processing. The
proposed method is not sensitive to small deviations from perfect alignment and is
able to work correctly even with slight rotation.
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The proposed method was designed for both planes where the left-right symmetry
can be observed, i.e. axial and coronal. It is a supervised classification algorithm,
which uses features extracted from multiresolution asymmetry maps and, in case
of application to particular slices in 3D volume, input slices. The latter type of
features, based on the input image, are not applicable for stand-alone slices since
the intensities in such slices varies due to different measurement parameters and
equipment, and the intensity normalization is not possible. Random forest (RF) is
used as a classification algorithm but another supervised algorithm may be used.
In this section, a brief overview of the RF algorithm is given followed by the
description of multiresolution symmetry analysis and feature extraction.
5.2.1 Random forest (RF)
The Random forest (RF) algorithm has been widely used in medical imaging and
brain tumor segmentation as described in 2. A brief introduction into RF is given
here, more detailed information can be found in [23] RF is an ensemble of decision
trees used for classification and regression problems. Decision trees often suffer from
overfitting. This problem is reduced in RF by combination of multiple decision trees
and their contribution to the final decision.
Decision tree (or classification tree) is a simple algorithm, which can be repre-
sented by a tree-like graph (Fig. 5.2), where a classification task into a given number
of groups using a predefined criterion is performed in each node. This process hi-
erarchically splits the data into smaller subsets. During learning, these criteria are
estimated by maximizing the information gain 𝐼 in a given node, which is defined as
the uncertainty reduction after splitting the training data. Commonly, the following
equation is used:
𝐼 = 𝐻(𝑆)− ∑︁
𝑖∈𝐿,𝑅
|𝑆𝑖|
|𝑆|𝐻(𝑆
𝑖), (5.1)
where 𝐻 stands for the entropy and 𝑆 indicates the input data set, which is split
by a given node into two subsets 𝑆𝐿 and 𝑆𝑅. |·| denotes the cardinality for set
arguments.
A tree leaf represents a probability distribution over the classes for a given sam-
ple. The final class is determined by combining the distribution of all trees in the
forest. All trees are trained randomly using, e.g., random subsets of training samples
or features.
The advantage of RF is the possibility to analyze the feature importance since
the most important are most frequently used in the first layers. The less important
features can be then removed.
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Fig. 5.2: Toy example of a decision tree. Red arrows show propagation of an input
sample x. Green circles stand for tree leaves, and the red circle depicts the leaf
reached by the input sample with given probability distribution depicted bellow.
5.2.2 Symmetry analysis
The first part of the method is the detection of symmetry anomalies, which are often
caused by a brain tumor, whose detection is the main purpose of this algorithm.
Assuming that the head is aligned, the brain boundary is approximately symmetric,
and the image is cropped appropriately, the symmetry axis is parallel to the sagittal
plane and divides the image into two parts of the same size. Since the method is
not pixel-based, the precision of the determined symmetry axis is not critical.
A square block, with the side length of 10 voxels is created. This size used
in multiresolution approach is suitable for the detection of both small and large
tumors. The algorithm slides through both halves symmetrically by this block. The
step size is smaller than the block size to ensure the overlap of particular areas that
are compared with its opposite symmetric part.
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The comparison is carried out by the Bhattacharyya coefficient [7], which was
also used in [104]. Normalized histograms with the same range are computed from
both parts and the Bhattacharyya coefficient (BC) is computed from the histograms
as follows [7]:
𝐵𝐶 =
𝐵∑︁
𝑖=1
√︁
𝑙 (𝑖) · 𝑟 (𝑖), (5.2)
where B denotes the number of bins in the histograms, l and r denote histograms
of blocks in the left and right hemisphere, respectively.
The range of values of BC is ⟨0, 1⟩, where smaller the value, the bigger the differ-
ence between histograms. For the subsequent purposes, an Asymmetry coefficient
(AC) is computed as 𝐴𝐶 = 1−𝐵𝐶.
The Asymmetry Coefficient (AC) is computed for all blocks. Since the step size
is smaller than the block size, the overlap exists and more values of AC are present
for most pixels. To obtain the appropriate asymmetry map, the mean of all values
for a particular pixel is computed.
The computed ACs create an asymmetry map where the higher value expresses
the higher probability of the tumor presence in particular location. Examples of
such asymmetry maps for different image resolutions are depicted in Fig. 5.3.
Fig. 5.3: Example of a brain tumor asymmetry map for three different resolutions.
The input image is depicted on the left followed by the asymmetry maps with
increasing image resolution.
Multiresolution approach
To make the whole process of the symmetry analysis robust, the image is processed
in the same way in several different resolutions with constant block size. The input
image is iteratively sub-sampled by the factor of two. The number of iterations
performed during the symmetry analysis was experimentally set to three.
The output of each iteration is a map of anomalies for a given resolution where the
higher number denotes higher probability of the anomaly presence. This anomaly
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map is both sided and, hence, the healthy regions, where the tumor is present at
the opposite side, are also labeled with high probability of a brain anomaly. The
product of values corresponding to a particular pixel is computed leading to the final
multiresolution asymmetry map. An example of such multiresolution asymmetry
map is depicted in Fig. 5.4.
Fig. 5.4: Example of a brain tumor multiresolution asymmetry map. The input
image is depicted on the left followed by the multiresolution asymmetry map and
corresponding single-resolution asymmetry maps with increasing image resolution.
5.2.3 Feature extraction
When the asymmetry maps are generated, they are used for extraction of features,
which are then used for binary image classification into two groups of images showing
a healthy or pathological brain. The extracted features are as follows:
• maximum of the multiresolution asymmetry map,
• maximum of each singleresolution asymmetry map,
• number of regions and their size after thresholding the multiresolution map by
an absolute value,
• number of regions and their size after thresholding the multiresolution map by
a relative value.
Maximum of the multiresolution asymmetry map
Since the proposed method is based on detecting a pathological area by the symme-
try analysis, the maximum of asymmetry coefficient is the main feature, which can
be used for the image classification. A comparison between multiresolution map of
images with healthy brain and brain with tumor derived from T2 slices is depicted
in Fig. 5.5 (the second images from the left).
Maximum of each singleresolution asymmetry map
Other suitable features are maxima of each asymmetry map computed in the previ-
ous step. Functional dependency of the anomaly coefficient on the image resolution
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is non-descending; it means that for lower image resolution, the anomaly coefficient
is higher or equal to that for higher image resolution.
For images with large tumors, this value is high even for a low resolution, while
for small tumors, this function reaches the maximum later.
A comparison between asymmetry maps of slices with healthy brain and brain
with tumor derived from T2 slices is depicted in Fig. 5.5. This figure shows the
advantage of the multiresolution approach. For the maximum resolution (the most
right image), high asymmetry coefficients exist even for images of healthy brains
5.5(a), here mostly due to the inaccurate alignment. However, they disappear in
lower resolutions leading to their suppression in the final multiresolution asymmetry
map. On the other hand, as it can be seen in 5.5(b), maximum resolution helps
to locate the brain tumor area. Using only lower resolution would lead to vague
locating.
(a)
(b)
Fig. 5.5: Comparison between asymmetry maps of (a) healthy brain and (b) brain
with tumor derived from T2 slices. From left to right: the original T2 slices, the
multiresolution asymmetry maps, and the asymmetry maps for three different single
resolutions (increasing from left to right).
A comparison between the maximum asymmetry for multiresolution and each
single-resolution asymmetry map in brains with a tumor (green) and healthy brains
(blue) are shown in Fig. 5.6.
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Fig. 5.6: The maximum asymmetry for multiresolution and each single-resolution
asymmetry map in FLAIR slices for brains with a tumor (green) and healthy brains
(blue).
Number of regions and their size after thresholding the multiresolution
map by an absolute value
These features assume that the asymmetry map of healthy brain contains a smaller
value compared to the brain with tumor. After the thresholding, in case of healthy
brain, there is a smaller number of regions and also a smaller sum of their sizes. In
most healthy cases, both numbers are close to zero. Examples of thresholding the
asymmetry map by absolute values are shown in Figures 5.7 and 5.8.
Number of regions and their size after thresholding the multiresolution
map by a relative value
For the extraction of these features, the multiresolution asymmetry map is thresh-
olded by a relative value computed from the maximum of the map. It is assumed
that for brains with a tumor, there is a significant peak in the part where the tumor
is situated. Hence, for thresholding by a value derived from maximum, healthy areas
are filtered out because they are usually much more symmetric. Moreover, brain
tumor is in most cases concentrated in one location, therefore a smaller number of
regions is created by thresholding (see Fig. 5.9).
In case of a healthy brain, the property of the feature is opposite. The maximum
is comparable to the values in other parts, so more regions are created by thresh-
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(a)
(b)
(c)
Fig. 5.7: Examples of thresholding multiresolution maps by absolute values. From
left to right: input axial slice with manual annotation ((a) whole tumor, (b) tu-
mor core, (c) active tumor), multiresolution asymmetry map, binary mask after
thresholding, application of the resulting mask to the input image. (a) input image:
FLAIR, threshold: 0.2, (b) input image: T2, threshold: 0.05, (c) input image: T1C,
threshold: 0.05.
olding; moreover, they are located in the whole brain. For large tumors, the sum
of areas sizes may be comparable to the value computed for healthy brains, but the
number of regions is smaller.
Five different levels of threshold are set for both relative and absolute thresh-
olding leading to five values of each feature. Statistical graphs of number of regions
and their size for both absolute and relative thresholding for five different threshold
levels are shown in Fig. 5.10.
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Fig. 5.8: Example of tumor core (yellow) located on the mid-sagittal plane. One
can see that the tumor core was not detected correctly using symmetry analysis.
However, edema (green), which was not situated symmetrically, was detected.
(a)
(b)
Fig. 5.9: Comparison between multiresolution map relative thresholding (0.2) of
(a) healthy brain and (b) brain with tumor derived from FLAIR slices. From left
to right: input axial slice with manual annotation, multiresolution asymmetry map,
binary mask after thresholding, application of the resulting mask to the input image.
5.2.4 Application to 3D volume
The proposed algorithm may also be applied to particular slices in 3D volume. In
this case, additional set of features can be extracted. This feature set assumes that
the intensities of the input volume has been normalized. The intensity features are
based on the same multiresolution asymmetry map thresholding, but the informa-
tion is extracted from the input slice. For each threshold level, four more features
are extracted from the input image after the application of the mask created by
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(a) (b)
(c) (d)
Fig. 5.10: (a) and (b) show number of regions and the sum of their size for different
absolute threshold levels of multiresolution asymmetry map derived from FLAIR
slices. (c) and (d) show number of regions and the sum of their size for different
threshold levels relative to the maximum of a particular multiresolution asymmetry
map derived from FLAIR slice.
thresholding. The features are as follows:
• average intensity in the whole masked region,
• absolute value of the average intensity difference in the left and right masked
region,
• intensity standard deviation in the whole masked region,
• absolute value of the intensity standard deviation difference in the left and
right masked region.
49
All of these features are computed for both absolute and relative value threshold-
ing. They are depicted in Fig. 5.11 and 5.12 where pathological slices are represented
by green color and healthy slices by blue color.
(a) (b)
(c) (d)
Fig. 5.11: (a) shows the average intensities in the image regions within the mask
created by absolute value thresholding of the multiresolution asymmetry map. (b)
shows the absolute value of the difference between average intensity in the left and
right hemisphere. (c) and (d) show the same values for relative thresholding.
5.3 Unsupervised brain tumor extraction
Gliomas are represented by high intensities in T2 and FLAIR sequences. However,
considering different measurement parameters and equipments, the intensities in the
resulting image are not known. The common approach is to normalize the intensities
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(a) (b)
(c) (d)
Fig. 5.12: (a) shows the intensity standard deviation in the image regions within the
mask created by absolute value thresholding of the multiresolution asymmetry map.
(b) shows the absolute value of the difference between regions intensity standard
deviation in the left and right hemisphere. (c) and (d) show the same values for
relative thresholding.
by standardization or histogram matching algorithm. Considering a stand-alone 2D
MR slice, such intensity normalization is impossible due to the lack of information
about the tumor size and the slice position. Therefore, machine learning approaches
based on the intensity information are not applicable here. The proposed algo-
rithm avoids the intensity normalization by automatic determination of the intensity
threshold from the most asymmetric brain parts. It is based on the same symmetry
analysis described in Sec. 5.2. Hence, the method requires the same pre-processing
as the method proposed for the supervised brain tumor detection. The method can
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be applied for both 2D image and 3D volume. Only FLAIR images are used for 2D
image application while both sequences are used for 3D volume application. I have
already described this method in [146, 148].
5.3.1 Pathology extraction
For the pathology extraction purpose, thresholding of the multi-resolution asymme-
try map is performed by the value of 10% of the maximum asymmetry. This value
was set experimentally and ensures that at least small region is extracted. The re-
sult is a both-sided mask that contains both the tumor on one side and the healthy
tissue on the other side.
Since multifocal tumor can appear, the extraction process is not limited to only
one region. All regions created by thresholding are considered. As a result, multi-
focal tumors located asymmetrically can be correctly detected.
The whole area of glioma can be well separated using FLAIR, since they appear
hyperintense in this MR sequence. The automatic thresholding can be performed
to extract these pathological areas.
The threshold is determined using the Otsu’s method [86] from the points inside
the resulting mask of asymmetry detection but the thresholding process is applied
to the whole image. According to the algorithm proposed by Otsu in 1979, the
optimal threshold 𝑘* is a threshold with the following property:
𝜎2𝐵 (𝑘*) = max1≤𝑘≤𝐿𝜎
2
𝐵 (𝑘) , (5.3)
where 𝐿 is the number of intensity values in the region and 𝜎2𝐵 (𝑘) denotes the
between-class variance for the threshold 𝑘, which is based on class means and is
computed according to the equation:
𝜎2𝐵 (𝑘) = 𝜔0𝜔1 (𝜇1 − 𝜇0)2 , (5.4)
where 𝜔0, 𝜔1 mean the probabilities of the class occurrence and 𝜇0, 𝜇1 stand for the
class mean levels for classes 0 and 1, respectively.
Morphological erosion and dilation are applied to the resulting mask to smooth
the region borders and separate regions connected by a thin area. The conjunction of
these masks is then found. Since some incorrect areas could be extracted, only those,
which are situated mostly inside the asymmetric region, are labeled as pathological.
Regions with the size smaller than 10% of the largest segment are also eliminated.
Since the pathological area may extend beyond the asymmetry area border, the
whole region created by the thresholding is extracted.
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5.3.2 Extension into 3D
The same algorithm may be applied to 3D volumes. The multi-resolution asymmetry
map is computed in the exactly same way but in 3D instead of 2D, i.e. cubic blocks
are used instead of square blocks. An example of a 3D single-resolution asymmetry
map is shown in Fig. 5.13. Figure 5.14 shows an example of a 3D multi-resolution
asymmetry map. I have already described this 3D extension in [142, 149].
Fig. 5.13: Example of the brain tumor asymmetry map on real data of high-grade
glioma for the maximum image resolution. The upper row shows FLAIR slices with
the highest AC with ground truth manual annotations. The lower row shows the
3D asymmetry maps in the corresponding slices.
The extraction process starts in the axial slice where the highest AC was detected
and it is then propagated into the whole 3D volume. Such approach is more accurate
than the extraction directly from the 3D asymmetry map. However, it is slightly
slower.
For 3D extraction purpose, T2 volume is used together with FLAIR to improve
the accuracy. Since brain tumor appears hyper-intense in both T2 and FLAIR
images, the same algorithm is applied to both volumes and their intersection is
found. The advantage of the combination of both sequences is depicted in Fig. 5.15.
An example of the computed threshold from asymmetric region in T2-weighted and
FLAIR image of the same slice is depicted in Fig. 5.15(a), where histograms of the
whole asymmetric area (blue bar graph), the true pathological area (green curve)
and the computed thresholds (red line) are shown. The combination of both images
and their thresholding is shown by a scatter graph in Fig. 5.15(b). As it can be seen
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Fig. 5.14: Example of a brain tumor probability map on volumes from real data
of the low grade glioma. The upper row shows T2 slices with the highest AC and
corresponding manual annotations. The lower row shows the asymmetry maps of
the corresponding slices.
in both these figures, the pathology could not be separated properly in neither of
them, but combination of both brings improvement.
The resulting maskM of the extraction process is created asM =M𝑇2
⋂︀M𝐹𝐿𝐴𝐼𝑅,
where M𝑇2 and M𝐹𝐿𝐴𝐼𝑅 denote the thresholding mask of T2-weighted and FLAIR
image, respectively. This corresponds to the pixels with intensities situated in top
right rectangle in Fig. 5.15(b).
Propagation into neighbor slices
Once the pathology is extracted from the axial slice with the highest asymmetry
coefficient, it can be propagated into other slices. At first both 3D volumes are
thresholded using the particular threshold values determined in the initial slice with
the highest asymmetry. In order to avoid extraction of healthy areas far from the
pathological ones, the propagation of mask estimated in neighbor slice is necessary.
The propagation process starts with both neighbor axial slices and continues in
both directions. The result for 𝑛-th slice can be defined as:
M (𝑛) =M𝑇2 (𝑛)
⋂︁
M𝐹𝐿𝐴𝐼𝑅 (𝑛)
⋂︁
M𝐷 (𝑛± 1) , (5.5)
where M𝐷 (𝑛± 1) is the dilated mask from neighbor slice where the sign depends
on the propagation direction.
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(a)
(b)
Fig. 5.15: Example of tumorous pixels determination using Otsu’s algorithm for T2
and FLAIR image of high grade glioma (a) separately and (b) jointly. Blue: the
whole asymmetric area. Green: the pathological area. Red: computed thresholds.
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5.4 Brain tumor segmentation using structure pre-
diction
In spite of the success of patch-based labeling in medical image annotation, and
the highly repetitive local label structure in many applications, the concept of local
structure prediction as described in Chapter 3 has not received attention in the
processing of 3D medical image yet.
However, approaches labeling supervoxels rather than voxels has already ap-
peared, e.g. hierarchical segmentation by weighted aggregation extended into 3D
by Akselrod-Ballin et al. [2] and later by Corso et al. [20], or spatially adaptive
random forests introduced by Geremia et al. [42]. Several structure-based methods
has also been used in medical imaging but only at global level, where the shape of
the whole segmented structure is considered, e.g. [91, 132]. Here, the presented work
will focus on local structure since global structure is not applicable for objects with
various shapes and locations such as brain tumors.
The proposed method transfers the idea of local structure prediction [29] using
patch-based label dictionaries to the task of dense labels of pathological structures
in multisequence 3D volumes. Different from Dollar, convolutional neural networks
are used for predicting label patches as they are well suited for dealing with local
correlation, also in 3D medical image annotation tasks [71] [93].
The brain tumor segmentation problem consists of three sub-problems: identify-
ing the whole tumor region in a set of multisequence images, the tumor core region,
and the active tumor region [80]. All three sub-tasks are processed separately, which
changes the multi-class segmentation task into three binary segmentation sub-tasks.
The novelty of this work lies in the principled combination of the deep learning
approach together with local structure prediction in the medical image segmentation
task.
In this section, introduction to the employed clustering and classification meth-
ods is given followed by the description of the proposed method, which has been
accepted for publication [155].
5.4.1 Patch clustering
Patch clustering is used for the generation of a label patch dictionary. k-means
algorithm is used for this purpose.
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k-means
k-means is an iterative clustering algorithm minimizing the sum of distances from
each data sample to its assigned centroid. The aim is to partition observed samples
into 𝑘 groups with similar properties, where 𝑘 has to be chosen before the algorithm
starts.
The algorithm usually starts with 𝑘 random centroids selected from the obser-
vations. It is followed by alternating between two steps. In the first step, distances
of all data samples to each centroid are computed followed by assigning all data
samples to the nearest centroid. In the second step, centroids of each cluster are re-
computed. These two steps are repeated until no cluster assignment change occurs,
or predefined maximum number of iteration is reached.
The described algorithm often leads to a local optimum. This is usually overcome
by several independent clustering with random initial centroids.
5.4.2 Patch classification
Convolutional neural network (CNN) is used as a classification algorithm as it has
the advantage of preserving the spatial structure of the input, e.g., 2D grid for
images. It is a type of modern Deep learning methods.
Deep Learning (DL)
Deep learning (DL) is a new classification approach based on Neural Networks.
It differs from other classification algorithms such as SVM or RF in the way how
features are learned. In classical approach, features are extracted before the learning
of the classification algorithm starts, and they have to be specified by the algorithm
developer. In DL approach, features are learned and specified by the classification
algorithm itself based on structures and patterns in the training data. The algorithm
searches for important characteristics of the data, which may help in the decision
process. One of the aim of DL is to replace hand-crafted features with automatic
feature extraction and unsupervised or semi-supervised feature learning algorithms.
In image processing, several DL algorithms have been used, such as Deep Belief
Network (DBN), Stacked Auto-encoder (SAE), Deep Boltzmann Machine (DBM),
or Convolutional Neural Network (CNN). CNN is used in this work, and hence it
will be described in detail.
Neural Network (NN)
Neural network (NN), sometimes also called Artificial neural network (ANN), is a
statistical learning method inspired by the human brain. NN consists of a set of
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simple artificial neurons which are connected together to create a network. These
connections are defined by adaptive weights, which are tuned during the learning
process. NNs were widely used for classification tasks, however, they were gradually
replaced by simpler methods such as SVM due to the computational demands of
NNs. Their popularity started to increase again after the introduction of the deep
learning approach and its success in several various international image and speech
recognition challenges. A lot of different varieties of NN types exist. Since this
work makes use of Convolutional Neural Network, only this type will be described
in detail.
Convolutional Neural Network (CNN)
Convolutional Neural Network (CNN) is one of the DL architectures, which was
introduced by LeCun et al. [66] in 1990. They used it for handwritten digit recog-
nition. Except input and output layers, it is comprised of one or more convolutional
layers, one or more pooling layers and a fully connected layer. Convolutional and
pooling layers are usually in alternating order. A pooling layer is often called sub-
sampling layer since the aim of this layer is to subsample the output of the previous
layer in order to reduce variance. The back-propagation algorithm is used for net-
work weights learning. This architecture is designed to take the advantages of a 2D
grid input, which is convenient for image processing. In several recent works [93,
122], 3D filters have been proposed for medical image analysis. However, it was
shown by Prasoon et al. [93] that it is still too demanding to be efficiently used
in today’s computers. They proposed a different approach for 3D medical images,
which they called a triplanar CNN. They used a 2D network for each orthogonal
plane separately, i.e. three independent networks were trained. Roth et al. [101]
introduced a so called 2.5D CNN. The method extracts corresponding patches for a
given pixel from each orthogonal plane and maps them as separated input feature
maps, i.e. input channels. Zikic et al. [137] proposed a method where 4-channel
3D patch of size 𝑑1 × 𝑑2 × 𝑑3 × 4 is interpreted as a 4 ·𝑑3-channel 2D patch of size
𝑑1×𝑑2×𝑑3 ·4. In this case, 𝑑3-times more 2D convolutions are performed compared
to simple 2D network instead of 3D convolutions.
The input of the network is a 2D image patch of a certain size and a number
of channels (e.g. three channels in RGB case), and the output is a probability
distribution of patch belonging to each class. An example of a CNN architecture,
which was used by Krizhevski et al. [60] for image classification, is depicted in
Fig. 5.16.
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Fig. 5.16: Example of a CNN architecture. This network was used by Krizhevski et
al. [60] for image classification.
Convolutional layer. The crucial part of the architecture, which also gave the
name to this network type, is a convolutional layer [67]. There can be one or more
layers of this type. A building block of such layers is a convolutional filter of a
predefined kernel size and dimension. Here, standard 2D filters are be used. The
number of kernels in a given layer and their size is one of the network parameter,
which has to be specified before training. Based on the application, problem com-
plexity and image resolution, this number may significantly vary. Filter kernels are
usually randomly initialized and they are tuned during the training phase by the
back-propagation algorithm. Outputs of convolutional layers are also known as fea-
tures or feature maps since convolutional filters are de facto feature extractors. The
difference between common feature extractors and feature extractors used in CNN is
the fact that they are learned directly from the data instead of being hand-crafted.
The activation of a feature map oℓ𝑗, a 𝑗-th map in a convolutional layer ℓ, is
computed using the equation [10]:
oℓ𝑗 = 𝑓
⎛⎜⎝∑︁
𝑖∈𝑀ℓ𝑗
oℓ−1𝑖 * kℓ𝑖𝑗 + 𝑏ℓ𝑗
⎞⎟⎠ , (5.6)
where function 𝑓(·) denotes a non-linear activation function, which is typically the
sigmoid function (𝑓(𝑥) = (1 + 𝑒−𝑥)−1) or the hyperbolic tangent function (𝑓(𝑥) =
(𝑒2𝑥− 1)(𝑒2𝑥 + 1)−1), 𝑏ℓ𝑗 is a bias, 𝑀 ℓ𝑗 denotes a selection of feature maps, and kℓ𝑖𝑗 is
a kernel used in the previous layer.
A cascade of alternating convolutional and sub-sampling layers creates a hierar-
chical cascade of feature extractors where first layer extracts low-level features while
the last layer extracts high-level features. High-level features are extracted from
lower level features, and only features from highest level are used in the final clas-
sification. An example of an input and the corresponding output of a convolutional
layer with six filters are depicted in Fig. 5.17.
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(a)
(b)
Fig. 5.17: Example of (a) an input (4@24×24 px) and (a) the appropriate output
(6@20×20 px) of a convolutional layer with six filters of kernel size 5.
Pooling layer. Pooling, sometimes called sub-sampling, layers are used for sub-
sampling of the output of the previous, usually convolutional, layer. This operation
makes the network more robust to variance. Early networks used mean-pooling
approach, where the average of a receptive field, a non-overlapping squared region
used to derive one output value, was propagated to the next layer. In recent years,
max-pooling approach, where the average value is replaced by the maximum value,
has been introduced. A demonstration of max-pooling process in max-pooling layer
with a pooling rate of 3 is shown in Fig. 5.18.
Fig. 5.18: Demonstration of the max-pooling process. Picture shows an input and
the appropriate output of a max-pooling layer with a pooling rate of 3.
Fully connected layer. The last part of the network, fully connected layer where
all neurons of one layer are connected to all neurons of the next layer, is similar to
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an ordinary NN. All outputs of the previous layer, either convolutional or pooling,
are rearranged to a vector, which behaves as an input to a classical NN architecture.
In fact, this is a feature vector extracted from the input patch.
The output o of the fully connected layer, which is the last network layer 𝐿, is
defined as [10]:
𝑜 = 𝑓
(︁
W𝐿ov𝐿−1 + 𝑏𝐿
)︁
, (5.7)
where W𝐿 is a matrix of weights, ov𝐿−1 is a vectorized output of the previous layer
and b𝐿 is a bias vector. This part of the network is sometimes called multi-layer
perceptron (MLP) since it may consist of more layers.
Back-propagation. Back-propagation, an abbreviation for backward propaga-
tion of errors, is a standard algorithm used for weights estimation during the learn-
ing phase in NN. It is based on the computation of a cost function gradient with
respect to the network weights. The cost function measures the distance between
the expected output and the acquired output of the network for all training samples.
Back-propagation algorithm for NN and CNN will be briefly described here, more
detailed information can be found in [8, 10, 65]. The squared-error cost function 𝐸
for 𝐶 classes and 𝑁 training samples is defined as:
𝐸 = 12
𝑁∑︁
𝑛=1
𝐶∑︁
𝑐=1
(𝑙𝑛𝑐 − 𝑦𝑛𝑐 )2 , (5.8)
where 𝑙𝑛𝑐 denotes the 𝑐-th element of the label vector of the 𝑛-th sample and similarly
𝑦𝑛𝑐 is the 𝑐-th element of the network’s output vector for the 𝑛-th input.
Let define the output o of a layer ℓ as:
oℓ = 𝑓(uℓ),uℓ =Wℓoℓ−1 + 𝑏ℓ, (5.9)
where function 𝑓(·) denotes again a non-linear activation function. For fully con-
nected layers, the back-propagated error 𝛿ℓ is computed as:
𝛿ℓ =
(︂(︁
Wℓ+1
)︁𝑇
𝛿(ℓ+1)
)︂
∘ 𝑓 ′
(︁
uℓ
)︁
, (5.10)
where ∘ stands for the element-wise multiplication, and 𝑓 ′(·) is the derivative of the
activation function. For the output layer 𝐿, the error is computed as:
𝛿𝐿 = 𝑓 ′
(︁
uℓ
)︁
∘ (y𝑛 − l𝑛) , (5.11)
The gradients are computed as:
∇𝑊 ℓ𝐸 = oℓ−1
(︁
𝛿ℓ
)︁𝑇
, (5.12)
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∇𝑏ℓ𝐸 = 𝛿ℓ. (5.13)
The weights and biases are updated according to the rules:
ΔWℓ = −𝜂∇𝑊 ℓ𝐸, (5.14)
Δ𝑏ℓ = −𝜂∇𝑏ℓ𝐸, (5.15)
respectively, where 𝜂 expresses the learning rate. For paired convolutional and sub-
sampling layers, the error of the 𝑗-th kernel in ℓ-th layer is estimated as:
𝛿ℓ𝑗 = 𝑢𝑝
(︂(︁
Wℓ+1𝑗
)︁𝑇
𝛿
(ℓ+1)
𝑗
)︂
∘ 𝑓 ′
(︁
uℓ𝑗
)︁
. (5.16)
where 𝑢𝑝 is a simple function which upsamples the input by tiling each pixel in
horizontal and vertical direction. Its upsampling factor is the same as the subsam-
pling factor of the current pooling layer. It calculates the error with respect to the
subsampled units. Gradients are computed as:
∇𝑘ℓ𝑖𝑗𝐸 =
∑︁
𝑢,𝑣
(︁
𝛿ℓ𝑗
)︁
𝑢𝑣
(︁
𝑝ℓ−1𝑖
)︁
𝑢𝑣
, (5.17)
∇𝑏𝑗𝐸 =
∑︁
𝑢,𝑣
(︁
𝛿ℓ𝑗
)︁
𝑢𝑣
, (5.18)
where 𝑝ℓ−1𝑖 denotes a patch from 𝑜ℓ−1𝑖 that was multiplied element-wise by a kernel
𝑘ℓ𝑖𝑗 during the convolution while the element at the position (𝑢, 𝑣) of the output
convolution map 𝑥ℓ𝑗 was computed.
Since convolutional kernels are applied over the whole input maps, the number
of connections is much higher than the number of weights. This means that weighs
are shared and there are fewer parameters than in ordinary NNs.
Proposed CNN architecture
The CNN architecture used in this work is depicted in Fig. 5.19. It consists of two
convolutional and two mean-pooling layers in alternating order. In both convolu-
tional layers, 24 convolutional filters of kernel size 5× 5 are used. The input of the
network is an image patch of size 4× 𝑑× 𝑑 (four MR sequences are present in mul-
tisequence volumes) and the output is a vector of length 𝑁 indicating membership
to one of the 𝑁 classes in the label patch dictionary.
An example of patch propagation through the proposed network is depicted in
Fig. 5.20.
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Fig. 5.19: Architecture of the CNN for 𝑑 = 24. The input of the network is a
multisequence image patch. The output of the network are 𝑁 probabilities, where
𝑁 denotes the size of a label patch dictionary.
4@24x24 INPUT 
24@20x20 output of 
the first convolutional layer 
24@10x10 output of 
the first pooling layer 
24@6x6 output of 
the second convolutional layer 
24@3x3 output of 
the second pooling layer 
16@1x1 OUTPUT 
Fig. 5.20: Example of a patch propagation through the network and the outputs of
each network layer.
5.4.3 Local structure prediction
This section describes a novel approach for classification-based medical image seg-
mentation techniques, which lies in the principled combination of a deep learning
approach together with local structure prediction in the medical image segmenta-
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tion task. This approach takes the advantage of the fact that most medical images
feature a high similarity in the intensities of nearby pixels and a strong correlation
of intensity profiles across different image modalities. One way of dealing with –
and even exploiting – this correlation is the use of local image patches. In the same
way, there is a high correlation between nearby labels in image annotation, a feature
that is used in the “local structure prediction” of local label patches.
Let x be the image patch of size 𝑑 × 𝑑 from the image space ℐ. Focusing on
2D patches, a patch x is represented as x(𝑢, 𝑣, I) where (𝑢, 𝑣) denotes the patch top
left corner coordinates in a multisequence image 𝐼(𝑠, 𝑉 ) where 𝑠 denotes the slice
position in a multisequence volume 𝑉 .
Label patches
Treating the annotation task for each class individually, a label space ℒ = {0, 1},
which is given by an expert’s manual segmentation of the pathological structures, is
obtained. The label patch is then a patch p of size 𝑑′ × 𝑑′ from the structured label
space 𝒫 , i.e. 𝒫 = ℒ𝑑′×𝑑′ . The label size 𝑑′ is equal or smaller than the image patch
size 𝑑. The label patch p is centered on its corresponding image patch x (Fig. 5.21),
and it is represented as p(𝑢+𝑚, 𝑣+𝑚,𝐿) where 𝐿(𝑠,𝑊 ) is a manual segmentation
in a slice 𝑠 of a label volume 𝑊 and 𝑚 denotes the margin defined as 𝑚 = 12(𝑑−𝑑′).
Optimal values for 𝑑 and 𝑑′ and, hence, the ratio 𝑟 = 𝑑′
𝑑
may vary depending on
the structure to be segmented and the image resolution.
Fig. 5.21: Local structured prediction: Image feature patches (with side length 𝑑)
are used to predict the most likely label patch (with side length 𝑑′) in its center.
While standard patch based prediction approaches use 𝑑′ = 1 (voxel), the proposed
approach considers all values with 1 ≤ 𝑑′ ≤ 𝑑.
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Generating the label patch dictionary
Label patches p are clustered into 𝑁 groups using k-means leading to a label patch
dictionary of size 𝑁 . Subsequently, the label template t of a group 𝑛 is identified
as the average label patch of a given cluster. In the segmentation process, these
smooth label templates t are then used for the segmentation map computation
rather than strict border prediction as used in previous local structure prediction
methods [16][58][135]. The structures are learned directly from the training data
instead of using predefined groups as in [135]. An example of ground truth label
patches with their representation by a dictionary of size 𝑁 = 2 (corresponding to
common segmentation approach) and 𝑁 = 32 is depicted in Fig. 5.22.
(a) (b) (c)
Fig. 5.22: Ground truth label patches (a) with corresponding binary (b) and struc-
tured (c) representation.
The size of the label patch dictionary 𝑁 and, hence, the number of classes in the
classification problem, may differ between problems depending on variability and
shape complexity of the data. Figure 5.23 shows an example of clustering training
labels patches into 16 classes. The left side of the figure depicts the average labels
of each cluster, while the right side shows a subset of train labels assigned to a
cluster with a given average patch, i.e. the labels that would be replaced by the
same average label in the original image.
Defining the 𝑁-class prediction problem
After having obtained a set of 𝑁 clusters, the binary segmentation problem is trans-
formed into an 𝑁 class prediction task: Each image patch x is identified in the
training set with the group 𝑛 that the corresponding label patch p has been as-
signed to during the label patch dictionary generation. In prediction, the label
template t of the predicted group 𝑛 (size 𝑑′ × 𝑑′) is assigned to the location of each
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Fig. 5.23: Example of clustering the training labels patches into 16 groups. Left:
average labels estimated for each group. Right: subset of 56 train labels assigned to
a group with the average patch highlighted by a red bounding box in the left image.
image patch and all overlapping predictions of the neighborhood are averaged. Ac-
cording to the experiments, a discrete threshold 𝑡ℎ = 0.5 was chosen for final label
prediction.
5.4.4 Slice Inference
Image patches from multisequence volumes are mapped into 𝑚 2D input channels
of the network, where 𝑚 denotes the number of sequences. This is similar to RGB
image mapping. During the training phase, patches of a given size are extracted from
training volumes. Using the same approach for testing is inefficient and therefore
different approach used in [89] is employed instead. The whole input multisequence
2D slice is fed to the network architecture, which leads to a significantly faster
convolutional process than applying the same convolution several times to small
patches. This requires proper slice padding to be able to label pixels close to the
slice border.
The output of the network is a map of label scores. However, this label map is
smaller than the input slice due to the presence of pooling layers inside the CNN
architecture. Two 2×2 pooling layers are present in the proposed architecture, which
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means that there is only one value for every 4 × 4 region. Pinheiro and Collobert
[89] fed the network by several versions of input image shifted on 𝑋 and 𝑌 axis and
merged the outputs properly. More common approach is to upscale the label map to
the size of the input image. The latter approach is faster since only one convolution
per slice is performed compared to 16 when using the former approach in case of
the proposed CNN architecture. However, both of them were tested and compared.
One can see the sequential processing of the input multisequence slice in Fig. 5.24.
5.24(b) and 5.24(c) depict 24 outputs of the first and the second convolutional layer
of the proposed CNN architecture. 5.24(d) shows the final classification map of the
network. Note the average labels for each group in 5.24(e). One can compare them
to the ground truth tumor border in the input image. The final probability map of
the whole tumor area is depicted in 5.24(f).
(a) (b) (c)
(d) (e) (f)
Fig. 5.24: Sequential processing of multisequence slice (a). (b) and (c) show all
24 outputs of the first and the second convolutional layer of the proposed CNN
architecture. (d) depicts the output of the whole network for 16 groups with the
average patch labels depicted in (e). (f) shows the final probability map of the
whole tumor area with outlined brain mask (blue) and final segmentation (magenta)
obtained by thresholding by 𝑡ℎ = 0.5.
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Since a hierarchy exists between particular segmentation sub-tasks, both tumor
core and active tumor are segmented only inside the whole tumor region. This
makes the segmentation process significantly faster. Although the hierarchy exists
between tumor core and active tumor too, this approach is not used here since the
segmentation of tumor core is the most difficult sub-task and it is usually the least
accurate one.
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6 RESULTS AND DISCUSSION
This chapter describes all tests that were performed for all three algorithms. The
description of the experiments is in the same order as the algorithms description
in Chap. 5, i.e. supervised 2D brain tumor presence detection (Sec. 6.3), unsuper-
vised 2D and 3D brain tumor extraction (Sec. 6.4 and 6.5), and supervised brain
tumor segmentation in 3D volumes using local structure prediction (Sec. 6.6). The
evaluation criteria and experimental setup are described in Sec. 6.2. The extraction
and segmentation algorithms use the same criteria, while only several of them are
used to evaluate the presence detection algorithm. The overall algorithm perfor-
mance as well as the performance for high-grade (HG) and low-grade (LG) gliomas
is evaluated. For each test, the average computing time for the test database is also
mentioned. These times do not include the inhomogeneity correction, skull stripping
and image co-registration since all data sets had been preprocessed before they were
released. All experiments were run on 4-core CPU Intel Xeon E3 3.30GHz without
GPU acceleration using Matlab.
All algorithms were tested on publicly available data from the MICCAI 2014
Challenge on Multimodal Brain Tumor Image Segmentation (BRATS 1. The de-
scription of the data is given in the first section of this chapter (Sec. 6.1).
6.1 Dataset
Brain tumor image data used in this work were obtained from the training data set
of the MICCAI 2014 Challenge on Multimodal Brain Tumor Image Segmentation
(BRATS) organized by Bjoern Menze, TU Munchen; Mauricio Reyes, Bern Univer-
sity; Keyvan Farahani, NIH; and Jayashree Kalpathy-Cramer, Harvard MGH. The
challenge database contains fully anonymized images from the following institutions:
ETH Zurich, University of Bern, University of Debrecen, and University of Utah and
publicly available images from the NIH Cancer Imaging Archive (TCIA). For each
patient, T1, T2, FLAIR, and post-Gadolinium T1 MR volumes are available. All
volumes are linearly co-registered to the T1C image, skull stripped, and interpolated
to 1mm isotropic resolution. No attempt was made to put the individual patients
in common reference space.
Annotations comprise the whole tumor, the tumor core (including cystic areas),
and the Gd-enhanced tumor core and are described in the BRATS reference paper
[80] recently published in IEEE Transactions for Medical Imaging.
1http://www.braintumorsegmentation.org
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All data sets used in this work originating from the BRATS2012 and BRATS2013
challenge were segmented manually (by four raters). Training data from TCIA were
annotated by fusing results of segmentation algorithms that ranked high in the
BRATS 2012 and BRATS 2013 challenge. Annotations were inspected visually and
were approved by experienced raters.
An example of a manually annotated volume is given in Fig. 6.1. The figure
shows manual annotations for three tumor structures (whole tumor, tumor core,
and active tumor) in different MR sequences and their fusion. Note the hierarchy
(active tumor ⊆ tumor core ⊆ whole tumor) between the structures.
Fig. 6.1: Example of a manually annotated volume. Left images show a cut-out
with brain tumor of the same area in three different MR sequences with three dif-
ferent annotated structures (from left to right: whole tumor, tumor core, and active
tumor). The most right image shows the fusion of the annotations in the whole
slice.
The data set used for the evaluation of the proposed algorithm contains 254 real
multisequence volumes of 199 high-grade and 55 low-grade glioma subjects.
For brain tumor presence detection and brain tumor segmentation using local
structure prediction, the data set was divided into three groups: training, validation
and testing. The training set consists of 130 high-grade and 33 low-grade glioma
subjects, the validation set consists of 18 high-grade and 7 low-grade glioma sub-
jects, and the testing set consists of 51 high-grade and 15 low-grade glioma subjects,
summing up to 254 multisequence volumes of average size 240×240×155. For un-
supervised brain tumor extraction, all 254 volumes were used for testing since no
training phase is required there.
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6.2 Evaluation criteria
Segmentation algorithms are usually evaluated by the Dice score (DS). Dice score,
sometimes called Dice similarity coefficient, is computed according to the equation:
𝐷𝑆 = 2 |𝐴
⋂︀
𝐵|
|𝐴|+ |𝐵| , (6.1)
where A and B denote the ground truth and the extraction result masks, respectively.
The range of the DS values is [0;1], where DS = 1 expresses the exact similarity.
Other measures widely employed for segmentation accuracy are Precision, which
is sometimes called Positive predictive value (PPV), and Sensitivity, sometimes
called Recall. They are both based on the Confusion matrix, a 2×2 (in case of
binary classification) matrix:
Truth
True False
Prediction
True TP FP
False FN TN
where 𝑇𝑃 , 𝐹𝑃 , 𝐹𝑁 and 𝑇𝑁 stand for ”True Positive”, ”False Positive”, ”False
Negative”, and ”True Negative”, respectively.
The presence detection performance is evaluated by the confusion matrix, which,
for easier interpretation, is modified to:
Truth
True False
Prediction
True TPR FPR
False FNR TNR
where 𝑇𝑃𝑅, 𝐹𝑃𝑅, 𝐹𝑁𝑅 and 𝑇𝑁𝑅 stand for ”True Positive Rate” defined as
𝑇𝑃
𝑇𝑃+𝐹𝑁 , ”False Positive Rate” defined as
𝐹𝑃
𝐹𝑃+𝑇𝑁 , ”False Negative Rate” defined as
𝐹𝑁
𝑇𝑃+𝐹𝑁 , and ”True Negative Rate” defined as
𝑇𝑁
𝐹𝑃+𝑇𝑁 , respectively.
Precision is computed as:
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 , (6.2)
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which measures the percentage of the true positives in the scope of all positive
predictions. Sensitivity, on the other hand, measures the percentage of the true
positives in the scope of all real positives and is defined as:
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁 , (6.3)
which corresponds to the TPR. Accuracy, which is defined as:
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁 , (6.4)
will only be used for the tumor presence detection algorithm. This measure is
not suitable for brain tumor segmentation evaluation, which is a very imbalanced
task because the number of negatives is much higher than the number of positives.
Accuracy always reaches high value here.
6.3 Brain tumor presence detection
In this section, the method proposed for detection of particular structures of brain
tumor, i.e. whole tumor, tumor core, and active tumor, is evaluated. This method
is based on a novel approach using multiresolution symmetry analysis described in
Sec. 5.2.
6.3.1 Experimental setup
This algorithm was tested for all four MR sequences, i.e. FLAIR, T2, T1 and T1C.
Since brain symmetry exists in two planes, axial and coronal, both of them were
considered and tested separately during the algorithm evaluation. Note that slices
with tumor core and active tumor are also included in the set of slices with whole
tumor; therefore the total number of slices is equal to sum of whole tumor and
healthy slices.
The numbers of pathological slices (with a pathology of size ≥ 100px, i.e. a
pathology of size ≥ 1cm2 considering the 1mm isotropic resolution) and healthy
slices (with no tumor region) in axial and coronal planes are summarized in Tab. 6.1
and Tab. 6.2, respectively. This table shows the distribution of the data set in
training, validation and testing subsets. The distribution follows the division de-
scribed in Sec. 6.1 but it shows the exact numbers of slices used during the algorithm
evaluation.
The total number of extracted features for stand-alone images was 24 per se-
quence, i.e. a maximum from multiresolution asymmetry map and three maxima
from each single-resolution map, five absolute thresholding levels, and five relative
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Tab. 6.1: Experimental setup of brain tumor presence detection in axial plane.
Whole tumor Tumor core Active tumor Healthy Overall
Train 10572 6741 4910 9820 20392
Validation 1553 1057 708 1639 3192
Test 4335 3099 2442 4268 8603
Overall 16460 10897 8060 15727 32187
Tab. 6.2: Experimental setup of brain tumor presence detection in coronal plane.
Whole tumor Tumor core Active tumor Healthy Overall
Train 9887 4369 1922 11323 21210
Validation 1449 758 307 1883 3332
Test 4176 2353 1079 4859 9035
Overall 15512 7480 3308 18065 33577
thresholding levels. Each thresholding leads to two features: number of regions and
size of all regions. In 3D application, four more intensity features were computed for
each threshold: average intensity in created regions, absolute value of the difference
between average intensity in regions in the left and the right hemisphere, standard
deviation of intensities in created regions, and absolute value of the difference be-
tween intensity standard deviation in regions in the left and the right hemisphere.
This sums up to 64 features for slices in 3D volume.
6.3.2 Application to the test set
Stand-alone slices
Axial plane. The accuracy of whole tumor, tumor core, and active tumor detec-
tion in axial slices is shown in Tab. 6.3. In this table, one can see that in axial
plane, the best accuracy for the whole tumor region is reached in FLAIR images,
for the tumor core and active tumor regions in FLAIR or T2 images. When all MR
sequences are combined, the accuracy is improved for all detected structures.
Confusion matrices for multisequence detection of a given part of the brain tumor
are shown in Tab. 6.4, 6.5 and 6.6.
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Tab. 6.3: Accuracy of particular brain tumor structures detection in axial slices of
different MR sequences.
Accuracy (in %) Whole tumor Tumor core Active tumor
FLAIR 90 89 83
T2 88 89 83
T1C 83 84 81
T1 81 80 78
Multisequence 90 90 88
Tab. 6.4: Confusion matrix of active tumor presence detection in multisequence
stand-alone axial slices.
Tumor present Tumor absent
Test positive 91 11
Test negative 09 89
Tab. 6.5: Confusion matrix of tumor core presence detection in multisequence stand-
alone axial slices.
Tumor present Tumor absent
Test positive 88 08
Test negative 12 92
Tab. 6.6: Confusion matrix of active tumor presence detection in multisequence
stand-alone axial slices.
Tumor present Tumor absent
Test positive 83 10
Test negative 17 90
Coronal plane. The accuracy of whole tumor, tumor core, and active tumor
detection in coronal slices is shown in Tab. 6.7. In this table, one can see that
in axial plane, the best accuracy for the whole tumor and active tumor regions is
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reached in FLAIR images, for the tumor core region in FLAIR images. When all
sequences are combined, the accuracy is improved for all detected structures.
Tab. 6.7: Accuracy of particular brain tumor structures detection in coronal slices
of different MR sequences.
Accuracy (in %) Whole tumor Tumor core Active tumor
FLAIR 90 88 86
T2 85 89 86
T1C 80 83 81
T1 76 77 75
multisequence 91 91 88
Confusion matrices for the multisequence detection of a given part of the brain
tumor are shown in Tab. 6.8, 6.9 and 6.10.
Tab. 6.8: Confusion matrix of whole tumor presence detection in multisequence
stand-alone coronal slices.
(in %) Tumor present Tumor absent
Test positive 91 09
Test negative 09 91
Tab. 6.9: Confusion matrix of tumor core presence detection in multisequence stand-
alone coronal slices.
(in %) Tumor present Tumor absent
Test positive 87 07
Test negative 13 93
Presence detection in 3D volume
Axial plane. This test used the same experimental setup as the evaluation of
presence detection in stand-alone images. However, image features are extracted
together with the asymmetry features used in stand-alone image, because intensities
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Tab. 6.10: Confusion matrix of active tumor presence detection in multisequence
stand-alone coronal slices.
(in %) Tumor present Tumor absent
Test positive 81 09
Test negative 19 91
can be normalized in whole 3D volumes. The accuracy of whole tumor, tumor core,
and active tumor detection in axial slices are shown in Tab. 6.11. One can see that
in axial plane, the best accuracy for the whole tumor regions as well as for the tumor
core region is reached in FLAIR images. Active tumor is most accurately detected
in T1C slices.
Tab. 6.11: Accuracy of particular brain tumor structures detection in axial slices of
different MR sequences.
Accuracy (in %) Whole tumor Tumor core Active tumor
FLAIR 94 92 88
T2 89 90 88
T1C 83 87 89
T1 80 80 78
Multisequence 93 93 92
Confusion matrices for multisequence detection of a given part of the brain tumor
are shown in Tab. 6.12, 6.13 and 6.14.
Tab. 6.12: Confusion matrix of active tumor presence detection in multisequence
axial slices in 3D volume.
(in %) Tumor present Tumor absent
Test positive 95 09
Test negative 05 91
Coronal plane. The accuracy of whole tumor, tumor core, and active tumor
detection in coronal slices are shown in Tab. 6.15. In this table, one can see that in
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Tab. 6.13: Confusion matrix of tumor core presence detection in multisequence axial
slices in 3D volume.
(in %) Tumor present Tumor absent
Test positive 92 06
Test negative 08 94
Tab. 6.14: Confusion matrix of active tumor presence detection in multisequence
axial slices in 3D volume.
(in %) Tumor present Tumor absent
Test positive 92 08
Test negative 08 92
axial plane, the best accuracy for the whole tumor region as well as for the tumor
core region is reached in FLAIR images. Active tumor is most accurately detected
in T1C slices.
Tab. 6.15: Accuracy of particular brain tumor structures detection in coronal slices
of different MR sequences.
Accuracy (in %) Whole tumor Tumor core Active tumor
FLAIR 93 91 87
T2 86 90 87
T1C 80 87 88
T1 77 80 77
Multisequence 94 93 92
Confusion matrices for the multisequence detection of a given part of the brain
tumor are shown in Tab. 6.16, 6.17 and 6.18.
Discussion
In this part, the supervised method for brain tumor presence detection was tested.
It was evaluated for two different cases, the detection in stand-alone 2D images and
slice-wise detection in 3D volumes. The former used only features extracted from
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Tab. 6.16: Confusion matrix of whole tumor presence detection in multisequence
coronal slices in 3D volume.
Tumor present Tumor absent
Test positive 90 06
Test negative 10 94
Tab. 6.17: Confusion matrix of tumor core presence detection in multisequence coro-
nal slices in 3D volume.
Tumor present Tumor absent
Test positive 91 06
Test negative 09 94
Tab. 6.18: Confusion matrix of active tumor presence detection in multisequence
coronal slices in 3D volume.
Tumor present Tumor absent
Test positive 95 09
Test negative 05 91
the asymmetry maps, while the latter added the asymmetry-based image intensity
features. Figure 6.2 shows Precision-recall curves for axial plane test set for each
tumor part detection using different MR sequences in both stand-alone slices and
slices in 3D volume. Recall is equivalent to sensitivity. Green dashed curves depict
isolevel lines of F-measure, which is equivalent to the Dice score. Graphs for the
coronal plane are omitted since they are very similar to the graphs for the axial
plane. As it can be concluded from the results, the intensity features bring im-
portant information, which in most tests improved the detection accuracy, e.g. the
performance increased from 90% to 94% using axial FLAIR slices for whole tumor
detection, or from 81% to 88% using coronal T1C slices for active tumor detection.
According to the results, it can be stated that in stand-alone images all parts can
be automatically detected with the highest accuracy in FLAIR. In 3D volume slices,
incorporating intensity-based features improves the results and active tumor is than
detected with highest accuracy in T1C slices. However, using all MR sequences
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(a) (b)
(c)
Fig. 6.2: Precision-recall curves for (a) whole tumor, (b) tumor core and (c) active
tumor presence detection in both stand-alone slices (dashed curves) and slices in 3D
volume (solid curves) for the axial plane test set. Circles on each curve represent
the actual achieved results. Green dashed curves depict isolevel lines of F-measure,
which is equivalent to the Dice score.
improves the performance in almost all detection tasks. It was shown that the
algorithm reaches high accuracy in both axial and coronal planes. Since, according
to the best knowledge of the author, there are no methods for the fast brain tumor
presence detection task, it is not possible to compare the results with state-of-the-art
algorithms.
The computing time of 0.11s per slice and sequence, where 90% of the time is
consumed by symmetry analysis and the rest by feature extraction and classifica-
tion, shows that this method can be used either for fast decision, whether an image
79
contains a tumor, or in the segmentation process as a pre-processing step to deter-
mine the slices to be segment or analyzed. Many state-of-the-art methods based on
deep learning architectures use slice-wise approach, and, therefore, this method can
also be used in pipelines of such algorithms.
6.4 Unsupervised 2D brain tumor extraction
After the whole tumor presence is detected in 2D, it can be extracted using the
novel unsupervised 2D brain tumor extraction method described in Sec. 5.3. This
method is designed for FLAIR images only, therefore, other MR sequences will not
be considered here.
6.4.1 Experimental setup
Since the proposed algorithm is unsupervised, i.e. no training phase is required;
it was tested on the whole set of 254 FLAIR volumes. Axial and coronal slices
containing a whole tumor area of at least 6cm2 were extracted from each volume
since the method cannot deal with smaller pathologies. The overall numbers of axial
and coronal slices included in the test are 22213 (18445 of HG and 3768 of LG) and
28078 (23401 of HG and 4669 of LG), respectively.
6.4.2 Application to the test set
The results of the algorithm application to axial and coronal slices are summarized
in Tab. 6.19. The table contains the overall results as well as the results achieved for
high- and low-grade gliomas evaluated by the Dice score, precision and sensitivity.
In the table, one can see higher sensitivity values than precision. This points
to the fact that the resulting area is usually larger than the true tumor area, in
other words, more false positives than false negatives are present. The sensitivity
values show that in average 87% of positive pixels were found, while the precision
values show that in average 64% of positive labels were truly positive. The average
computing time per slice is 0.13 seconds, where 75% of the time is consumed by
the symmetry analysis. Examples of the comparison of a manual annotation and
an automatic extraction in both axial and coronal planes are shown in Fig. 6.3.
Three successful and one unsuccessful (the most right) automatic segmentations
are shown for each plane. The unsuccessful segmentation in axial plane shows the
failure of the method in case of a small pathology. The algorithm was not able
to correctly determine the threshold due to the small amount of tumorous pixels.
The unsuccessful segmentation in coronal plane shows a failure of the method for
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Tab. 6.19: Segmentation results reporting average and median Dice score, precision
and sensitivity. Shown are results for axial and coronal slices. “std” and “mad”
denote standard deviation and median absolute deviance. HG and LG stand for
high- and low-grade gliomas, respectively.
Axial Coronal
HG / LG HG / LG
Dice Score (in %)
mean ± std 63±30 63±30 / 59±32 63±29 63±29 / 60±30
median ± mad 77±27 77±27 / 76±30 76±26 78±26 / 70±28
Precision (in %)
mean ± std 64±37 64±37 / 57±39 63±37 65±37 / 58±38
median ± mad 85±35 85±35 / 71±37 81±34 84±34 / 65±36
Sensitivity (in %)
mean ± std 87±31 87±16 / 91±12 87±15 86±15 / 91±12
median ± mad 92±11 91±12 / 96±09 91±11 91±12 / 95±09
an image where the intensities of the pathology are very similar to the intensities of
healthy tissues.
Discussion
The purpose of this algorithm was to extract a tumor area (including edema) from
a stand-alone FLAIR image. The results are not comparable to the state-of-the-art
methods used for multisequence 3D brain tumor extraction, which are mostly based
on machine learning techniques using the intensity information. Such approach is
possible for 3D volumes where the intensity normalization can be performed. How-
ever, this is not suitable for a stand-alone axial or coronal slice with unknown infor-
mation about the tumor size and the slice coordinates. This method was designed
to deal with such images and reached promising results with average and median
Dice scores of 63±30 and 77±27 and computing time of only 0.13 seconds.
6.5 Unsupervised 3D brain tumor extraction
In this section, the method proposed for unsupervised brain tumor locating and
extracting is evaluated. This method is based on a novel unsupervised algorithm
combining 3D multiresolution symmetry analysis described in Sec. 5.2 and automatic
thresholding.
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(a)
(b)
Fig. 6.3: Examples of the brain tumor extraction using the unsupervised algorithm
in 2D (a) axial and (b) coronal FLAIR slices. A comparison of manual annotation
(yellow) and automatic extraction (magenta) is depicted.
6.5.1 Experimental setup
The 3D unsupervised brain tumor extraction algorithm was also tested on the whole
database of 254 multisequence volumes since it does not require any training phase,
and, hence, data partitioning is not necessary. This algorithm requires only T2
and FLAIR images, therefore other MR sequences are not considered in these tests.
During testing, the accuracy of the automatic tumor locating using the symmetry
analysis is evaluated together with the automatic whole tumor extraction. The
tumor location is determined by the maximum of the multiresolution asymmetry
map. This point shows the highest probability of the tumor location and, hence, it
is able to detect slices in all three planes where there is the maximum probability
of the tumor presence. If this point lies within the area of a tumor, it is considered
as a correct locating. Since the asymmetry map is symmetrical according to the
mid-sagittal plane, i.e. two maxima exist, either of them is considered. The second
test evaluates the accuracy of the whole tumor region extraction. This is evaluated
by the Dice score, precision and sensitivity.
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6.5.2 Application to the test set
Brain tumor locating
This test was performed separately for each MR sequence, i.e. T2 and FLAIR.
Results for both MR sequences are summarized in Tab. 6.20. The average computing
time for one sequence is 6.7±0.8 seconds per volume.
Tab. 6.20: Brain tumor locating using asymmetry detection. The table expresses
the percentage of correctly located brain tumors.
Accuracy (in %) Overall HG / LG
T2 90 90 / 90
FLAIR 95 96 / 95
T2+FLAIR 95 95 / 94
As one can see in the table, the proposed algorithm can automatically locate a
tumor and show slices with a tumor within less than 7 seconds with an accuracy
of 95% in FLAIR volumes and 90% in T2 volume of 1mm isotropic resolution.
Combination of T2 and FLAIR volumes, where the time necessary for the asymmetry
detection is twice higher, did not bring any improvement, and, hence, it can be stated
that FLAIR volume is more suitable for brain tumor locating, at least in case of
using the symmetry prior and the proposed approach.
An example of the tumor locating algorithm is shown in Fig. 6.4 where slices
with the maximum asymmetry of all three planes are shown. The coordinates of
this maximum are depicted by blue circle. The figure shows four different slices per
subject. Two slices are shown in sagittal plane. The purpose is to show both slices
with the maximum asymmetry, i.e. one slice from the left an one slice from the right
hemisphere.
Brain tumor extraction
The performance of the brain tumor extraction algorithm based on the symmetry
analysis is evaluated here by mean and median values of Dice score, precision and
sensitivity. All results are summarized in Tab. 6.21. The overall performance as
well as the performance for high-grade (HG) and low-grade (LG) gliomas is shown.
The average computing time is 13.8±1.3 seconds per volume including the previous
symmetry analysis in both volumes, which reaches about 93% of the computing
time. Slightly lower performance was achieved by applying symmetry analysis only
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to one volume, e.g. FLAIR. However, the computing time decreased to 7.7±0.9
seconds in this case.
Tab. 6.21: Brain tumor extraction using asymmetry detection.
Overall HG / LG
Dice Score (in %)
mean ± std 66±21 65±22 / 70±20
median ± mad 74±17 74±17 / 75±15
Precision (in %)
mean ± std 89±22 90±22 / 88±23
median ± mad 98±14 99±14 / 98±15
Sensitivity (in %)
mean ± std 59±21 57±21 / 65±22
median ± mad 64±17 62±17 / 68±17
Examples of the comparison between the automatic extraction and the manual
annotation are given in Fig. 6.4 where manual annotations are depicted by yellow
color, and the results of the automatic extraction process are shown by magenta
color. The figure shows four different slices per subject. Two sagittal slices are
shown. The purpose is to show both slices with the maximum asymmetry, i.e. one
slice from the left and one slice from the right hemisphere.
Discussion
In this section, the unsupervised algorithm for fast brain tumor locating and ex-
traction was tested. The unsupervised approach for the brain tumor locating and
delineating was verified on FLAIR and T2 volumes of 254 subjects. The proposed
method used an approach different from other state-of-the-art algorithms. Com-
pared to them, it is not supervised and, therefore, it does not require any training
phase. It cannot reach the top three state-of-the-art results reported in [80] with
79%-82% (here: 64%), but it still reached comparative results with other methods
described in that paper. However, the advantage of the proposed algorithm is its
speed since it is not that demanding as other methods. With 13.8 seconds, it is faster
than the fastest method reported in [80], where only 3 methods out of 16 running
on CPU were able to extract brain tumor in less than 8 minutes. Therefore, the
proposed algorithm is suitable for fast preliminary approximate tumor extraction
rather than accurate segmentation. The first part of the algorithm, i.e. brain tumor
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Fig. 6.4: Examples of the unsupervised brain tumor extraction based on the mul-
tiresolution symmetry analysis. The results are demonstrated on three FLAIR (up-
per rows) and three T2 (lower rows) volumes. The images show slices where the
maximum asymmetry was detected with corresponding manual annotation (yellow)
and automatic extraction (magenta). Blue circles point to the voxel with the highest
asymmetry. Both sagittal slices with the maximum asymmetry are shown.
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locating, is suitable for fast brain tumor locating for pre-analysis of a single-sequence
volume since it may pre-analyze a single volume in less than 8 seconds.
6.6 Brain tumor segmentation using structure pre-
diction
In this section, the method proposed for segmentation of particular structures of the
brain tumor, i.e. whole tumor, tumor core, and active tumor, is evaluated. This
method is based on an approach, whose novelty lies in the principled combination
of the deep approach together with the local structure prediction in medical image
segmentation task. The algorithm was described in Sec. 5.4.
6.6.1 Experimental setup
The algorithm is designed for a binary segmentation problem and it was applied
separately to three brain tumor segmentation sub-problems: segmentation of whole
tumor, tumor core and active tumor.
As it has been shown in [93], the computational demands of 3D CNN are still
out of scope for today’s computers. Therefore the volume is processed sequentially
in 2D in the plane with the highest resolution, the axial plane here. Image patches
from each multisequence volume are mapped into four 2D input channels of the
network. This approach gives a good opportunity for parallelization of this task to
reduce the computing time.
Alternatives to this basic approach have been proposed: slice-wise 3D segmenta-
tion approaches using CNN were proposed used in [93] and [101]. The former showed
non-feasibility of using 3D CNN for larger cubic patches and proposed using of a
2D CNN for each orthogonal plane separately. The later proposed extraction of
corresponding patches for a given pixel from each orthogonal plane and mapping
them as separated feature maps. In this work, both of these approaches were tested
and compared to the single slice approach that was chosen here.
From each training subject, 1500 random 2D multisequence image patches with
corresponding label patches were extracted summing up to 244 500 training image
patches. To ensure approximate balance of the database, higher probability of patch
extraction was around the pathological area.
The parameters of the algorithm, i.e. the image patch size, the label patch
dictionary size, and the label patch size were optimized separately for each sub-
task on the validation set and the results of the optimization process are described
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in 6.6.2. It is followed by the description of the application to the tests set with
examples of the segmentation results that are compared to manual annotations.
6.6.2 Parameter Optimization
Besides the parameters of the convolutional architecture, there are parameters of
the proposed model: the image patch size 𝑑, the label patch size 𝑑′, and the size of
the label patch dictionary 𝑁 . These parameters were tested with a pre-optimized
fixed network architecture depicted in Fig. 5.19, which consisted of two convolutional
layers, both with 24 convolutional filters of kernel size 5× 5, and two mean-pooling
layers in alternating order. The values selected for subsequent experiments are
highlighted in graphs with a red vertical line.
Image patch size
The image patch size 𝑑 is an important parameter since the segmented structures
have different sizes and therefore less or more information is necessary for the label
structure prediction. Figure 6.6.2 shows the Dice score values for different patch
sizes with their best label patch size. According to the graphs, 𝑑 = 8 was selected
for the active part segmentation and 𝑑 = 24 for the segmentation of tumor core
and whole tumor. All three tests were performed for 𝑁 = 32, which according to
the previous tests is sufficiently enough for all patch sizes. The best results were in
all cases achieved for 𝑑′ ≥ 12𝑑. The values selected for subsequent experiments are
indicated by a red vertical line.
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Fig. 6.5: Dice score as a function of the image patch size 𝑑 with its best label patch
size 𝑑′ and the label patch dictionary size 𝑁 = 32 for whole tumor (blue), tumor
core (green) and active tumor (red).
87
Size of the label patch dictionary
The size of the label patch dictionary 𝑁 influences differences between each label
template t as well as the differences between belonging image patches x in each
groups 𝑛. Results for several values of 𝑁 are depicted in Fig. 6.6.2. Generally the
best results were achieved for 𝑁 = 16. The results were evaluated in similar manner
as in the previous test, i.e. the best 𝑑′ is used for each value of 𝑁 . The values
selected for subsequent experiments are indicated by a red vertical line.
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Fig. 6.6: Dice score as a function of the label patch dictionary size 𝑁 using the
optima of Fig. 6.6.2: 𝑑 = 24 for whole tumor (blue), 𝑑 = 24 for tumor core (green),
𝑑 = 8 for active tumor (red).
Label patch size
The label patch size 𝑑′ influences the size of structure prediction as well as the
number of predictions for each voxel. Figure 6.6.2 shows the increasing performance
with increasing 𝑑′. The values selected for subsequent experiments are indicated by
a red vertical line.
2D versus 3D
Both triplanar and 2.5D deep learning approaches for 3D data segmentation as
proposed in [93] and [101], respectively, were tested and compared to the single
slice-wise segmentation approach. It was discovered that both approaches even
decreased the performance of the proposed method by 2% and 5%, respectively.
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Fig. 6.7: Dice score as a function of the label patch size 𝑑′ for whole tumor (blue)
with 𝑑 = 24, tumor core (green) with 𝑑 = 24, and active tumor (red) with 𝑑 = 8,
with label patch dictionary size 𝑁 = 16.
6.6.3 Application to the test set
After the optimization of the parameters using the validation set, the algorithm
was tested on a new set of 66 subjects randomly chosen from BRATS 2014. The
performance for both validation and test set of all three segmented structures is
summarized in Tab. 6.22. For the test set, the achieved average Dice scores are 83%
(whole tumor), 75% (tumor core), and 77% (active tumor).
Tab. 6.22: Segmentation results on validation and test data sets, reporting average
and median Dice scores. Shown are the results for all three segmented structures, i.e.,
whole tumor, tumor core and active tumor. Scores for active tumor are calculated
for high-grade cases only. “std” and “mad” denote standard deviation and median
absolute deviance. HG and LG stand for high- and low-grade gliomas, respectively.
Dice Score Whole Core Active
(in %) HG / LG HG / LG
Validation set
mean ± std 81±15 80±17 / 85±06 79±13 85±08 / 65±15 81±11
median ± mad 86±06 86±07 / 85±05 85±06 85±03 / 73±10 83±08
Test set
mean ± std 83±13 86±09 / 76±21 75±20 79±14 / 61±29 77±18
median ± mad 88±04 88±03 / 87±05 83±08 82±07 / 72±14 83±09
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Tables 6.23 and 6.24 summarize precision and sensitivity of the proposed algo-
rithm for all three segmented structures. As it can be derived from the results in
these two tables, the method has higher sensitivity than precision for the whole
tumor region, which means that there are less false negatives than false positives, in
other words the resulting area is usually larger than the true region. In average, 89%
of the whole tumor area is labeled as pathological, while 81% of the resulting area
is truly pathological. For tumor core and active tumor, the situation is opposite.
High values of precision show that high percentage of voxels labeled as tumorous
were selected as tumorous by expert too, i.e. 87% for tumor core and 85% for active
tumor in average. However, the values of sensitivity are lower, especially for tumor
core in case of low-grade gliomas. This means that there are less false positives than
false negatives. In other words, the resulting area is smaller than the region selected
manually by an expert.
Tab. 6.23: Segmentation results on validation and test data sets, reporting average
and median precision. Shown are the results for all three segmented structures, i.e.,
whole tumor, tumor core and active tumor. Scores for active tumor are calculated
for high-grade cases only. “std” and “mad” denote standard deviation and median
absolute deviance. HG and LG stand for high- and low-grade gliomas, respectively.
Precision Whole Core Active
(in %) HG / LG HG / LG
Validation set
mean ± std 78±16 77±18 / 81±07 92±06 91±07 / 93±03 90±10
median ± mad 84±08 83±08 / 84±08 93±03 93±03 / 92±01 92±04
Test set
mean ± std 81±16 83±11 / 71±25 87±13 88±13 / 86±12 85±18
median ± mad 86±04 87±03 / 82±07 92±04 92±04 / 89±09 91±05
Examples of segmentations generated by the proposed method and corresponding
manual segmentations for three segmented structures on representative test cases
are shown in Fig. 6.8.
Compute time vs accuracy
The possibility of subsampling the volume in order to reduce the computational
demands was tested here. The trade-off between accuracy and computing time per
volume is analyzed in Tab. 6.25 by running several experiments with different resolu-
tions of the CNN output before final prediction of the local structure (first column),
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Tab. 6.24: Segmentation results on validation and test data sets, reporting average
and median sensitivity. Shown are the results for all three segmented structures, i.e.,
whole tumor, tumor core and active tumor. Scores for active tumor are calculated
for high-grade cases only. “std” and “mad” denote standard deviation and median
absolute deviance. HG and LG stand for high- and low-grade gliomas, respectively..
Sensitivity Whole Core Active
(in %) HG / LG HG / LG
Validation set
mean ± std 87±10 84±11 / 93±04 58±26 66±22 / 35±25 71±17
median ± mad 89±06 88±05 / 95±02 66±17 71±12 / 25±11 73±12
Test set
mean ± std 89±09 89±09 / 89±08 66±24 71±21 / 47±27 72±23
median ± mad 92±03 92±02 / 90±06 71±16 78±11 / 53±17 80±12
i.e., subsampling in 𝑥 and 𝑦, as well as different distances between segmented slices
(second column), i.e., subsampling in 𝑧 direction. All experiments were run on 4-
core CPU Intel Xeon E3 3.30GHz. As one can see in the table, the state-of-the-art
results can be achieved in an order of magnitude shorter time than in case of most
methods participated in BRATS challenge. Thanks to the fast implementation of
the CNN classification algorithm, all three structures can be segmented in the whole
volume in 13 seconds without using GPU implementation. Processing by the CNN is
approximately 80% of the overall computing time, while the assignment final labels
using local structure prediction requires only 17%. The rest of the time are other
operations including interpolation.
Discussion
In this section, it has been shown that exploiting local structure through the use of
the label patch dictionaries improves segmentation performance over the standard
approach predicting voxel wise labels. It has also been shown that local structure
prediction can be combined with, and improves upon, standard prediction methods,
such as CNNs. When optimized for a given segmentation problem it also performs
a spatial regularization at the local level. On the reference benchmark set, the pro-
posed approach achieved state-of-the-art performance even without post-processing
through Markov random fields which were part of most best performing approaches
in the tumor segmentation challenge. Moreover, all three structures can be extracted
from the whole volume within only 13 seconds using CPU obtaining state-of-the-
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Tab. 6.25: Trade-off between spatial subsampling, computing time, and segmenta-
tion accuracy. First two columns express different CNN output resolution, i.e., after
subsampling in 𝑥 and 𝑦, and steps between segmented slices, i.e., after subsampling
in 𝑧 direction.
CNN output Slice Computing time Dice Score (in%)
resolution step per volume Whole Core Active
1/4 4 13s 83 75 73
1/4 2 22s 84 75 74
1/4 1 74s 84 75 75
1/2 4 24s 83 75 74
1/2 2 41s 83 75 76
1/2 1 142s 84 75 76
1/1 4 47s 83 75 75
1/1 2 80s 83 75 77
1/1 1 280s 83 75 77
art results providing means, for example, to do online updates when aiming at an
interactive segmentation. The resulting Dice scores are comparable to intra-rater
similarity that had been reported for the three annotation tasks in the BRATS data
set [80] with Dice scores 85% (whole tumor), 75% (tumor core) and 74% (active tu-
mor) and to the best results of automated segmentation algorithms with Dice scores
of the top three in between 79%–82% (here: 83%) for the whole tumor segmenta-
tion task, 65%–70% (here: 75%) for the segmentation of the tumor core area, and
58%–61% (here: 77%) for the segmentation of the active tumor region.
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Fig. 6.8: Example of consensus expert annotation (yellow) and automatic segmenta-
tion (magenta) applied to the test image data set. Each row shows two cases. From
left to right: segmentation of whole tumor (shown in FLAIR), tumor core (shown
in T2) and active tumor (shown in T1c).
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7 CONCLUSION
This thesis showed several approaches for brain tumor detection and segmentation
in 2D or 3D single- and multisequence MRI. The attention was paid to high- and
low-grade gliomas. Three algorithms dealing with this topic were introduced. All
three algorithms were tested and evaluated on a large public BRATS challenge
database of 254 3D multisequence subjects. It contained co-registered and skull-
stripped FLAIR, T2, T1 and T1-contrast enhanced volumes with isotropic resolution
1mm. Therefore, the work did not deal with such pre-processing steps. All data
sets included manual annotations provided by experts and they were used for the
evaluation of the proposed methods.
The first two approaches explored the suitability of using prior brain anatomy
knowledge to detect and extract brain tumors. The first method used this infor-
mation for supervised detection of a particular brain tumor structure presence in
2D single- and multisequence images in both stand-alone slices and slices in 3D vol-
ume of planes where the left-right symmetry exists, i.e. axial and coronal. When
applied slice-wise to 3D volumes, more information was used and higher accuracy
was achieved. For stand-alone multisequence slices, where only the information ex-
tracted from asymmetry maps was used, the detection accuracy of each structure
of size ≥1cm2 was around 90%. When applied to the same slices with the use of
asymmetry information together with image intensity information, which is only
applicable in 3D volume, the accuracy increased to 93%. A slice was processed in
only 0.11 seconds in average, which makes it suitable for either brain tumor locating
in 3D volumes using the slice-wise prediction approach, or in a pipeline of any brain
tumor segmentation techniques.
The second method applied similar methodology to locate a brain tumor in a
singlesequence 2D and 3D MRI followed by its extraction from a multisequence MRI
in an unsupervised manner. In 2D MR, the computing time of the whole extraction
process was 0.13 seconds with reached average and median Dice score of 63±30 and
77±27, respectively. In 3D, the proposed method was able to locate the tumor in
less than 8 seconds and extract it in about 13 seconds with reached average and
median Dice score of 66±21 and 74±17, respectively. Compared to other state-of-
the-art algorithms, both proposed methods are not influenced by the accuracy of
the intensity normalization algorithm since they are independent on the intensity
range.
The third method, focused on the segmentation of whole tumor, tumor core,
and active tumor, showed that exploiting local structure through the use of the
label patch dictionaries improved segmentation performance over the standard ap-
proach predicting voxel-wise labels. It was shown that local structure prediction
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can be combined with, and improves upon, standard prediction methods, such as
CNN. When the label patch size is optimized for a given segmentation task, it is
capable of accumulating local evidence for a given label, and also performs a spatial
regularization at the local level. The proposed approach achieved state-of-the-art
performance even without sophisticated post-processing step which are part of most
best performing approaches in brain tumor segmentation. Moreover, all three struc-
tures can be extracted from the whole volume within only 13 seconds using CPU
obtaining state-of-the-art results providing means, for example, to do online updates
when aiming at an interactive segmentation. Most medical image data consist of
3D volumes. Therefore, one of the possible future directions in the development of
the local structure prediction algorithm can be an exploration of natural 3D imple-
mentation instead of slice-wise approach.
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