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Commentary
Image descriptions in early and mid-level vision:
What kind of model is this and what kind of
models do we really need?
M. J. Dry, N. Kogo, T. Putzeys and J. Wagemans*
Laboratory of Experimental Psychology, University of Leuven, Leuven, Belgium
In The utility of image descriptions in the initial stages of vision: A case study of printed text,
Watt and Dakin (2010) describe a model that integrates mechanisms at both early and
middle stages of visual processing, and provide a demonstration of the application of the
model to the relational organization of printed text. In the following, we discuss a
number of the merits of this approach, but argue that it is (at this stage) highly difficult to
assess the utility of this model as a plausible description of human visual processing.
First, we indicate that the authors’ description of the model is underspecified. Second,
we question the generalizability of the model. Third, we argue that the model needs to
be directly compared to quantitative empirical data. Fourth, we argue that the model
needs to be directly compared to alternative models.
The spatial organization of the visual field is one of the fundamental processes of early
and mid-level visual processing. In The utility of image descriptions in the initial stages
of vision: A case study of printed text, Watt and Dakin (2010) describe a model that
integrates the detection of individual image elements (such as blobs, lines, edges, etc.)
with the relational organization of these elements within a cohesive, structured visual
scene. Towards this end they present an interesting extension of the theoretical
approach outlined by Watt and colleagues (e.g. Watt, 1988, 1991; Watt & Morgan, 1985)
which was, in turn, an extension and formalization of Marr’s (1980, 1982) ideas
concerning symbolic representation within the primal sketch. Watt and colleagues
suggested that features within 2D pixel-level images could be described in terms of a
concise symbolic code represented by a set of quantifiable parameters such as location,
orientation, length, and magnitude of spatial filter response. Subsequent studies have
demonstrated that this approach can be applied to the detection of structure in a range
of experimental stimuli including Glass patterns, bilateral symmetry, and contour flow
patterns (e.g. Dakin, 1997; Dakin & Watt, 1994; Watt, Ledgeway, & Dakin, 2008).
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We found the model outlined by Watt and Dakin in the present paper to be
interesting in a number of ways. Few researchers have attempted to bridge the gap
between single-cell neurophysiology and low-level psychophysics on one hand (usually
dealing with quantitative descriptions of small, low-level units of the visual system) and
psychology of perception on the other hand (usually dealing with less quantitative
descriptions of more molar representations and processes). In this sense, their focus on
symbolic descriptions can be seen as a kind of intermediary language to try to connect
one to the other.
The use of symbolic description also provides a plausible potential explanation for
the visual system’s ability to deal with the masses of information with which it is
bombarded on a moment-to-moment basis. As the authors note, visual information can
be represented at the level of image or pixel. However, in regard to the human visual
system, such a representation would necessarily have a massive cost in terms of
information-processing and storage. In contrast to this, representing image elements in
terms of a limited set of relational parameters would reduce the computational
complexity of a visual representation considerably, whilst (in theory) retaining enough
information to be a useful mapping of the visual field. Similar arguments regarding
reduced complexity representations have been put forward by researchers in regard to
the perception of visual regularities such as bilateral and transformational symmetry
(e.g. van der Helm & Leeuwenberg, 1996), albeit using a very different means of
encoding the visual information (see also Wagemans, 1997, 1999).
The model outlined in the current paper differs from previous, related models in two
important ways. Firstly, the authors have demonstrated token overlap can be employed
as a means of defining natural groupings (and segmentations) of the image elements.
This is highly interesting as it is a parameter-free grouping rule and as such does not rely
upon arbitrary proximity (or other) thresholds to define spatial relations. Grouping by
proximity is a grouping principle of fundamental importance because it plays a role in
all kinds of grouping, and it always interacts with or modulates the other grouping
principles (e.g. Claessens & Wagemans, 2005, 2008). However, because the strength of
grouping decays as an exponential function of distance (Kubovy, Holcombe, &
Wagemans, 1998; Kubovy & Wagemans, 1995), it is not obvious where to set the
threshold on the critical grouping distance. So, the proposal that token overlap is an
easy way to determine grouping by proximity has at least some intuitive appeal. This
does not imply, however, that the detection of the overlap of the filter output is indeed
the mechanism of grouping. With 2D signals things are much more complicated and the
simple overlap detection rule, which may work with highly constrained images of
printed text, may not generalize to other, less constrained 2D images.
Secondly, whilst previous research by Watt, Dakin, and colleagues employing
parameterized encoding of image tokens has focused mainly upon random-dot or Gabor-
patch stimuli, in the present study they have demonstrated that such an approach can be
applied to more ecologically plausible stimuli: namely, the perceptual organization of
printed text. Furthermore, through their analyses they provide a number of insights into
the spatial statistics of printed text which, in and of itself, is an interesting contribution.
Despite our enthusiasm for this research, we nonetheless find it difficult to assess its
merit. In the first place, there are some aspects of the model that appear to be vital to its
working, yet are not described in sufficient detail (or at all). For example, the authors
indicate image tokens can be described by a set of four parameters, specifically:
position, orientation, length, and response mass. However, the tokens displayed in
Figures 5, 6, 7, 10, and 11 also appear to have a fifth parameter: width. Indeed, the
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authors indicate that in these figures ‘Each region is represented by a rectangular block
and the dimensions of the block correspond to the measured properties of the region –
orientation, length and width’ [p. 7, our italics]. Unfortunately, the authors do not
indicate either in the main body of the text nor in the appendix how this parameter is
calculated. It is not necessarily the case that this parameter is of importance to the
proposed model, as the representation of image regions in terms of length, location, and
orientation allows for the calculation of intersections between regions generated by
filters with varying orientations (in other words, the image regions can simply be treated
as euclidean line segments). However, if the regions also have an associated width, then
the intersection calculations must be treated as regional overlaps. As we have stated, this
makes little difference to the proposed model at a descriptive level, but it creates some
difficulties for any researchers attempting to replicate the results of the current study or
implement the model in novel situations.
Secondly, it is difficult to determine the extent to which the proposed model would
be capable of generalizing to novel stimuli. The model operates optimally when
employing spatial filter and threshold values that are tuned to the inter-letter spacing of
the input stimuli. Figure 12 suggests that the model is capable of performing at close to
optimal over a reasonably range of filter-scale and threshold levels; nonetheless the
physical characteristics of the input stimuli are highly constrained. Presumably, the
model would require a different set of spatial filter sizes and threshold values in order to
perform at an optimal level if the font size or style of the stimuli were to be changed. This
is not necessarily a problem, as long as the model also specifies a plausible means of
defining the optimal parameter values as it adapts to novel stimuli.
Thirdly, we are not convinced that the application of the model to the domain of
printed text necessarily provides any insight into the human visual system per se. As we
understand it, the authors assume that printed text design has evolved over centuries to
some form of optimality. A software implementation that can effectively process this
kind of printed text can therefore be seen as an optimal model text segmentation/
grouping. Nonetheless, a distinction should be made between a software
implementation that is optimal from an engineering point-of-view versus a realistic
computational model of the human visual system. We believe the Watt and Dakin model
accomplishes the former, but further evaluation is needed to assess to what extent the
implementation is a realistic model of the visual system. The authors provide an
interesting discussion of some relevant psychophysical work on reading, but this is not
quite specific enough to say something about the model’s ability to explain human
psychophysics. What is needed is either some form of psychophysical paradigm that
directly tests the underlying assumptions of the model, or the application of the model
to previously published empirical datasets. Either approach would provide more
convincing evidence that the proposed model is at least in the ballpark regarding human
performance on these tasks.
The focus on image descriptions may be useful as a general direction of where to go
next if we want to move from early to mid-level vision but the current status of this
specific application to the understanding of some of the information provided by
printed text is rather limited from a psychological point of view. If we want to develop
this approach further into the direction of computational modelling of human mid-level
vision, more specific testable hypotheses about the underlying mechanisms will be
needed, and to demonstrate the psychological plausibility some specific psychophysical
tests and simulations will be needed too. In this respect, it may be useful to illustrate the
diversity of the current types of models in both early and mid-level vision. We do not
Commentary on Watt and Dakin 29
Copyright © The British Psychological Society
Reproduction in any form (including the internet) is prohibited without prior permission from the Society
argue that these other models are necessarily better or more fruitful in the long run but
they are generally more specific and they appear more immediately testable.
In early vision, psychophysical models have been developed to account for
performance in low-level detection and discrimination tasks. These models typically
include localized, band-pass filters tuned to spatial frequency, orientation, phase, or the
direction of motion. Presumably, the neurophysiological substrate of these psycho-
physical filters can be found in primary visual cortex (V1) or extrastriate areas such as
middle temporal area (MT). To test hypotheses regarding, for instance, linear versus non-
linear contrast processing in visual noise, well-parametrized functions are fitted to
psychophysical data measured in carefully controlled behavioural experiments (e.g.
Goris, Wagemans, & Wichmann, 2008; Goris, Zaenen, & Wagemans, 2008; Lu & Dosher,
2008). Often, model performance is assessed in a principled and comprehensive way in
order to evaluate the hypotheses incorporated in the model predictions. However, this is
not always possible. Not all models generate predictions that can easily be described by
closed form equations. Recent attempts to link the responses of a theoretical population
of neurons to psychophysical behaviour made use of extensive simulations to generate
model predictions. For such population code models, model assessment is often limited
to comparisons between model predictions and psychophysically measured behaviour
at a rather qualitative level (e.g. Goris, Wichmann, & Henning, 2009; Jazayeri &
Movshon, 2006). Nevertheless, experimentally measured choice-probabilities remain
the benchmark to compare model predictions with.
In mid-level vision, the models are usually not that simple and they are also not so
generic. One example is concerned with the structure in point patterns. There is a
growing body of psychophysical and neurophysiological research suggesting that the
human visual system might be generating a representation similar to Delaunay
triangulation, a powerful geometric measure of relational structure (e.g. Dry, 2008;
Kovacs, Feher, & Julesz, 1998; Lee, Mumford, Romero, & Lamme, 1998). In Dry (2008),
it was demonstrated that a model based upon Voronoi tessellation (the dual graph of
Delaunay triangulation) could closely simulate the performance of human observers in a
wide range of previously published symmetry perception data sets. Similarly, in Dry,
Navarro, Preiss, and Lee (in press) it was demonstrated that the perception of structure
in point constellation and constellation-like stimuli could be largely explained by a
subgraph of the Delaunay triangulation (the relative neighbourhood graph).
Importantly, in both cases the explanatory power of the proposed models could be
quantified via a direct comparison with empirical data.
Another, quite different, example concerns a model of the phenomenon of
‘completion’, the perception of an illusory surface accompanied with an illusory
contour, which occurs as a result of local occlusion cues, as in the famous Kanizsa
square (Kogo, Strecha, Van Gool, & Wagemans, 2009). This model computes the final
border ownership of the figure based on the interactions between occlusion (junction)
signals and the potential border ownership signals. The final border ownership at each
location of the borderline indicates which side owns the border and is seen as figure.
Considering the border-ownership as differentiation of depth, 2D spatial integration is
performed and the illusory surface is constructed. The model, therefore, utilizes the low-
level information (borderlines and junctions) but only by interaction between the
elements in the entire space and by spatially integrating the results, the macroscopic
properties emerge. This process is, therefore, highly non-linear and reflects the global
configuration of the image to determine the figure-ground segregation. In fact, some
neurons in V2 are sensitive to border-ownership and the way in which this reflects the
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macroscopic properties of the surround (Zhou, Friedman, & von der Heydt, 2000),
something that cannot be achieved by a simple proximity principle. In this way, the
model can reproduce our perceptions of the Kanizsa figure and its variations. A detailed
analysis of the model’s responses to all of the Kanizsa variations established a nice
correspondence with human perception of these figures.
In sum, we argue here that it would be nice if Watt and Dakin’s focus on image
descriptions could be developed into a more specific (set of) model(s) which can be
grounded neurophysiologically and/or tested psychophysically, either by fitting a
function to the data or by providing simulation results that can be compared to
psychophysical findings or perceptual results.
Finally, another limitation of Watt and Dakin’s approach, not discussed so far, which
constitutes the primary barrier to assessing their model’s utility is the fact that the
authors do not provide any alternative explanations/theories/models against which to
compare the performance of the model in question. As noted by Uttal (1990) there are a
number of practical and philosophical barriers that prevent researchers from
determining if a given model has a one-to-one relationship with the ‘true model’ or
psychological process of interest. Given that it is impossible to determine the true
nature of any psychological process, the next best thing is to be able to distinguish
between plausible and implausible explanations. Arguably, the best means of achieving
this is to directly compare alternative models. But, as we know, we are preaching to the
converted. Dakin, Watt, and colleagues have produced numerous papers in which rival
models are directly compared. For example, a recent paper (Watt et al., 2008) directly
compares the performance of different families of models with that of empirical subjects
on the ‘snake in the grass’ or contour detection paradigm of Field, Hayes, and Hess
(1993). We believe that the current model needs a similar treatment in order for its
strengths (and weaknesses) to be best understood.
In conclusion, we would like to restate our enthusiasm for this model, and for the
theoretical perspective that has driven its development and implementation. In many
ways this approach has the potential to make an important contribution to our
understanding of the processes underlying the spatial organization of visual images. We
look forward to seeing future research that tests this potential more directly.
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