Introduction
Various generalizations of Fredholm and Weyl operators have been considered in several papers, such as [1] , [2] , [3] , [7] . In [7] (ii) if ker T is reflexive, then both S and T are generalized Fredholm; (iii) if Coker S is reflexive, then both S and T are generalized Fredholm. In the proof of this theorem he applies well known Kato theorem.
Finally, in [1] and [2] . Berkani has defined B-Fredholm and semi-B-Fredholm operators in the following way: Let T ∈ L(X) where X is a Banach space. Then T is said to be semi-B-Fredholm if there exists an n such that ImT n is closed and T | ImT n is a semi-Fredholm operator viewed as an operator from ImT n into ImT n . If T | ImT n is Fredholm, then T is said to be B-Fredholm. He proves for instance the following statements regarding these new classes of operators: Proposition 1.6. [1, Proposition 2.1] Let T ∈ L(X). If there exists an integer n ∈ N such that R(T n )) is closed and such that the operator T n is an upper semi-Fredholm (resp. a lower semi-Fredholm) operator, then R(T m )) is closed, T m is an upper semi-Fredholm (resp.a lower semi-Fredholm) operator, for each m ≥ n. Moreover, if T n is a Fredholm operator, then T m is a Fredholm operator and ind(T m ) = ind(T n ) for each m ≥ n. Proposition 1.7. [1, Proposition 3.3] Let T ∈ L(X) be a − Fredholm operator and let F be a finite rank operator. Then T + F is a B-Fredholm operator and ind (T + F ) = ind(T ). Now, Hilbert C * -modules are natural generalization of Hilbert spaces when the field of scalars is replaced by a C * -algebra. Fredholm theory on Hilbert C * -modules as a generalization of Fredholm theory on Hilbert spaces was started by Mishchenko and Fomenko in [8] . with respect to these decompositions and
The notation⊕ denotes the direct sum of modules without orthogonality, as given in [9] .
In [4] we vent further in this direction and defined semi-A-Fredholm operators on Hilbert C * -modules. We investigated then and proved several properties of these new semi Fredholm operators on Hilbert C * -modules as an analogue or generalization of the well-known properties of classical semi-Fredholm operators on Hilbert and Banach spaces. The main idea with this paper was to go further in the direction of [4] , [8] Next, in addition to adjointable A-Fredholm operator, Mishchenko also considers in [6] non adjointable A-Fredholm operators on the standard module l 2 (A). In this paper, we go further in this direction and consider non adjointable semi-A-Fredholm operators on l 2 (A). We establish some of the basic properties of these operators in terns of inner and external (Noether) decompositions and show that these operators are exactly those that are one sided invertible in B(l 2 (A))/K(l 2 (A)), where K(l 2 (A)) denotes the set of all compact operators on l 2 (A) in the sense of [6] . Then we prove that an analogue or a modified version of results in [4] , [5] hold when one considers these non adjointable semi-A-Fredholm operators.
Preliminaries
In this section we are going to introduce the notation, and the definitions in [4] that are needed in this paper. Throughout this paper we let A be a unital C * -algebra, H A be the standard module over A and we let B a (H A ) denote the set of all bounded , adjointable operators on H A . We also let B(l 2 (A)) denote the set of all A-linear, bounded operators on the standard module l 2 (A), but not necessarily adjointable. According to [9, Definition 1.4.1], we say that a Hilbert C * -module M over A is finitely generated if there exists a finite set {x i } ⊆ M such that M equals the linear span (over C and A) of this set. 
with respect to which F has the matrix
where F 1 is an isomorphism M 1 , M 2 , N 1 , N 2 are closed submodules of H A and N 1 is finitely generated. Similarly, we say that F is a lower semi-A-Fredholm operator if all the above conditions hold except that in this case we assume that N 2 ( and not N 1 ) is finitely generated.
Remark 2.2. [4] Notice that if M, N are two arbitrary Hilbert modules C * -modules, the definition above could be generalized to the classes MΦ + (M, N) and MΦ − (M, N). Recall that by [9, Definition 2.7.8], originally given in [8] , when F ∈ MΦ(H A ) and 
with respect to which
where F 1 is an isomorphism, N 1 is closed, finitely generated and N 1 N 2 . Similarly, we define the class MΦ
, N 2 is finitely generated and N 2 N 1 .
In [5] we set MΦ − + (H A ) to be the space of all F ∈ B a (H A ) such that there exists a decomposition
w.r.t. which F has the matrix
is finitely generated and such that there exist closed submodules N ′ 2 , N where 
where C * -modules N 1 and N 2 are finitely generated Hilbert C * -modules, and if F has the following
admits an external (Noether) decomposition if there exist finitely generated C * -modules X 1 and X 2 bounded A-operators E 2 , E 3 such that the matrix operator
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, where ⊓ S(ImDF ) denotes the projection onto S(ImDF ) along S(X). Therefore we get that H A = W⊕S(X)⊕ ker D. Thus we have
This gives S(X)⊕M ∼ = ImF ⊥ . On the other hand, by clasical arguments we have ker DF = ker F⊕R for some closed submodule R isomorphic to ker D ∩ ImF. Therefore we get ker * -modules over a unital C * -algebra A. Next, by our proof we also obtain easily a generalization of Harte's ghost theorem:
Proof. We keep the notation from the previous proof. In that proof we have shown that
The next results are inspired by results in [7] . 
. On the other hand by classical arguments, one can show that ker DF = ker F⊕W where W ∼ = ker D ∩ ImF. Since ker F is self dual, ker F is therefore an orthogonal direct summand in ker DF by [9, Proposition 2.5.4], so ker DF = ker F ⊕W for some closed submoduleW ∼ = W ∼ = ker D∩ImF. Since ker D∩ImF is self-dual, so isW , hence, ker DF is self-dual being orthogonal direct sum of two self-dual modules. Next, from the proof of Proposition 3.2 we obtain that
, suppose that ImF, ImD are closed and ImDF ∈ MΦ gc (H A ). Then the folloving statements hold:
Proof. 
Obviously, such operators are invertible in B(l 2 (A)) / K(l 2 (A)) . Now, if only N 1 is finitely generated, we say that F has upper inper (Noether) decomposition, whereas if only N 2 is finitely generated, we say that F has lower unner (Noteher) decomposition. Based on [6, Definition 4] we give now the following definition.
Definition 4.1. We say that F has upper external (Noether) decomposition if there exist closed C * -modules X 1 , X 2 where X 2 finitely generated, s.t. the operator F 0 defined as
is invertible and s.t. ImE 2 is complementable in l ′′ 2 (A). Similarly, we say that F has lower external (Noether) decomposition if the above decomposition exists, only in this case we assume that X 1 is finitely generated and that ker E 3 is complementable in l
admits an upper external (Noether) decomposition iff it admits an upper inner (Noether) decomposition. Similarly, F admits a lower external (Noether) decomposition iff F admils a lower inner (Noether) decomposition.
Proof. As in the proof of [6, Theorem 3], we may let, when F has an inner decomposition, the operator F 0 to be defined as
Then F 0 is invertible. Moreover, the operator E 2 :
To prove the other direction, when F has an external decomposition, we may proceed in exactly the same way as in the proof of [6, Theorem 3] . Indeed, to obtain (29) and (34), we use the assumptions in the definition of external decomposition that ImE 2 and ker E 3 are complementable in l , whereas any lower semi-Fredholm operator is right invertible B(l 2 (A)) / K(l 2 (A)) (by upper and lower semi-Fredholm we mean here that F admits upper and lower inner decomposition resp.). The converse also holds:
, then it admitis lower inner decomposition.
, then by following the proof of [6, Theorem 5] we reach to (45) in [6] . Moreover, by this part of the proof of [6, Theorem 5], we also obtain that G has the matrix
is an isomorphism onto M 2 . Then, considering the operator G and applying the argumnets above, one deduces the second statement in the proposition.
The next lemma is again a corollary of [6, Theorem 5]:
Lemma 4.4. Let F, G be bounded A-operators and suppose that GF is Fredholm. Then there exist decompositions
w.r.t. which F, G have matrices
, respectively, where F 1 , G 1 are isomorphisms, N 1 , N 2 are finitely generated.
From now on, throughout this section we will let MΦ + (l 2 (A)) denote the set of all operators left invertible in B(l 2 (A))/K(l 2 (A)), whereas MΦ − (l 2 (A)) will denote the set of all operators right invertible in B(l 2 (A))/K(l 2 (A)). Then we set MΦ(l 2 (A)) = MΦ + (l 2 (A)) ∩ MΦ − (l 2 (A)) Although the notation here coincides with notation in [4] we do not assume the adjointability of operators here in this section. Most of the results from [4] , [5] are also valid when we consider the non-adjointable semi-Fredholm operators and the same proofs can be applied. Here we are going slightly differnt fomulations and proofs of some of the results from [4] , [5] which can not be transfered directly to the non-adjointable case.
Lemma 4.5. Let V be a finitely generated Hilbert submodule of l 2 (A), F ∈ B(l 2 (A) and suppose that
Proof. Since V is finitely generated, by [9, Lemma 2.3.7], V is an orthogonal direct summand in l 2 (A), so l 2 (A) = V ⊕ V ⊥ . Consider the decomposition
where N 1 , N 2 are finitely generated and (
is the projection of V ⊥ onto M 2 along N 2 , it follows that
w.r.t. the decomposition
where
andF 1 are isomorphisms. Now, N 2⊕ V is finitely generated, hence U −1 2 (N 2⊕ V ) is finitely generated also. Lemma 4.6. Let G, F ∈ B(l 2 (A)), suppose that ImG is closed and that ker G and ImG are complementable in l 2 (A). If GF ∈ MΦ − (l 2 (A)) then ⊓F ∈ MΦ − (l 2 (A)), N where ker G⊕N = l 2 (A) and ⊓ denotes the projection onto N along ker G.
Proof. By the arguments from the proof of Lemma 4.4, since GF ∈ MΦ − (l 2 (A)), there exists a chain of decompositions
w.r.t. which F and G have matrices
isomorphisms and N 2 is finitely generated Indeed, considering the
, the arguments of the proof of until (45) in [9] applies also in the case when N 1 on N 2 are not finitely generated. Hence G has the matrix
where U is an isomorphism. It is not hard to see that kerG ⊆ U(R 2 ). Since ker G⊕N = l 2 (A) and kerG ⊆ U(R 2 ), we get that U(R 2 ) = ker G⊕(U(R 2 ) ∩ N).
is complementable in N 2 also. But N 2 is finitely generated, hence G(U(R 2 ) ∩ N) must be finitely generated being a direct summand in N 2 . Hence U(R 2 ) ∩ N is finitely generated being isomorphic to G(U(R 2 ) ∩ N). W.r.t. the decomposition
, hence F has the matrix
is then easy to see that ⊓F has the matrix (⊓F ) 1 0 0 (⊓F ) 4 , w.r.t. the decom- [4] . Again we are going to use the same notation, but we are not going to assume adjointability. 
Recall now the definition of classes MΦ
Then N 2 is finitely generated and N 2 N 1 . We may assume that N 2 L n , L n = N 2⊕ P and M 2 = L ⊥ n ⊕ P for some n ∈ N and P fintely generated. Moreover, we may cloose an n big enough s.t. q n K < F
Then we may proceed as in the proof of [9, Lemma 2.7.13] to and use that N 2 N 1 to deduce the lemma.
As regards [5] , we need to slight reformulate some definitions and results from that paper when we consider the nonadjointable case. , but we demand that R(P F | R(P ) ) should be complementable in R(P ), instead of the adjointability of P.
Recall from [5] that P (l 2 (A)) denote the set of projections, not necessarily adjointable, with finitely generated kernel. Put 
is bounded below and R(P F P − αP ) is complementable in R(P ). Hence we may proceed as in the proof of the [5, Theorem 10], to deduce that
, then by the proof of [5, Theorem 10] we obtain a decomposition
. If we let, as in that proof,
Remark: It can be shown that MΦ
, only we do not demand the adjointability of the projection P onto M ′ 1⊕ N along N ′ 2 , but we require that R(P ) splits into R(P ) =Ñ⊕Ñ s.t. P G |Ñ is an isomorphism fromÑ onto R(P ). Then we put A) )} and reach to the following non adjointable analogue of [5, Theorem 11].
Theorem 4.11. For G ∈ B(l 2 (A))} we have
} does not split into the decomposition R(P ) =Ñ⊕Ñ where P G |Ñ is an isomorphism onto R(P )}.
Proof. If α /
∈ σ A d0 (P G | R(P ) ) for some P ∈ P (l 2 (A)), then R(P ) =Ñ⊕Ñ for some closd submodulesÑ,Ñ or R(P ) s.t. (P G − αI) is an isomorphism onto R(P ). 
On semi-A-B-Fredholm operators
where M is a Hilbert C * -module and suppose that ImF is closed. Then a) F ∈ MΦ + (M), iff ker F is finitely generated.
By the arguments from the proof of [9, Proposition 3.6.8], it is not hard to see that ker F ⊆ M 2 . Now, by [9, Theorem 2.3.3], ker F is orthogonally complementable in M, hence in M 2 , as ker F ⊆ M 2 . Since M 2 is finitely, it follows that ker F is finitely generated, being a direct summand in M 2 . Conversely, if ker F is finitely generated, then Similarly, F is said to be lower semi-A-B-Fredholm if 1) and 2) hold, only in this case we assume in 2) that F | ImF n is lower semi-Fredholm. Finally, if F | ImF n is A-Fredholm, we say that F is A-B-Fredholm. Proof. We will prove this by induction. 
Since ker F ∩ ImF n , when F | ImF n is upper semi-A-Fredholm is finitely generated, it follows that ker F ∩ ImF n+1 is finitely generated being a direct summand in ker F ∩ ImF n . Thus by Lemma 5.1 F | ImF n+1 is upper semi-A-Fredholm, when F | ImF n is so. Next, again by the same arguments as earlier we get that ImF n+2 ⊕ X = ImF n+1 for some closed submodule X (using that Im(F | ImF n+1 ) = ImF n+2 is closed). By the proof of Proposition 3.2, replacing by F and D by F | ImF n we obtain that R ∼ = S(X)⊕M where S is an isomorphism. (recall that ImF n+1 ⊕ R = ImF n ) If F | ImF n is lower semi-A-Fredholm, then R is finitely generated, as we have seen. Hence X must be finitely generated also. Thus F | ImF n is lower semi-AFredholm in this case by Lemma 5. and M ′ denote the orthogonal complement of ker F ∩ ImF n+1 in ker F ∩ ImF n , by the same arguments as earlier we get that
For an A-B-Fredholm operator F , we set indexF = indexF | ImF n , where n is as in the Definition 5.2 above.
Lemma 5.4. Let F ∈ MΦ(H A ), let P ∈ B(H A ) s.t. P is the projection and N(P ) is finitely generated. Then P F | R(P ) ∈ MΦ(R(P )) and indexP F | R(P ) = indexF.
Proof. From [5, Lemma 1], we already know that P F | R(P ) ∈ MΦ(R(P )). If remains to show that indexP F | R(P ) = indexF. Now, since P ∈ MΦ(H A ), by [ 
M
′ ⊕Ñ ′ = R(P ) w.r.t. which P F has the matrix (P F ) 1 (P F ) 2 0 (P F ) 4 , where (P F ) 1 is an isomorphism,Ñ ,Ñ ′ are finitely generated. In addition P has the matrix P 1 P 2 0 P 4 , w.r.t. the decomposition
where P 1 is an isomorphism and N is finitely generated. Moreover,
Next, it is easily seen, by diagonalizing the matrix P 1 P 2 0 P 4 , as in the proof of [9, Lemma 2.7.10]
Combining all this together, we obtain
Theorem 5.5. Let T be an A-B-Fredholm operator on H A , and suppose that mis such that T | ImT m is A-Fredholm and ImT n is closed for all n ≥ m. Let F be a finite rank operator (that is ImF is finitely generated) and suppose that Im(T + F ) n is closed for all n ≥ m. Finally assume that ImT m ∼ = H A and that 
′ for some closed submodules N, N ′ . Now, since ImF is finitely generated, it follows that kerF ⊥ is finitely generated also, asF 
