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Abstract 
The aim of the present research was to examine whether spatial knowledge structured after an individual with visual 
impairments had studied an audio-haptic map, could be used: a) for his/her independent and efficient movement 
within the mapped area, as well as b) for detecting in the area specific points of interest initially presented on the 
map or not. The map was provided through a multimodal application and was studied with the use of a force 
feedback haptic device. Eleven adults with blindness (total blindness or only light perception) took part in the 
research. The age ranged from 20 years to 61 years. The results clearly support the significance of the specific 
application as an aid to structure spatial knowledge and cognitive maps. That kind of knowledge could be used 
consequently for orientation and mobility in an urban environment. 
© 2015 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Individuals with blindness are facing significant difficulties during their orientation and mobility in space. The 
majority of the researchers that examined spatial performance of individuals with visual impairments and sighted 
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individuals came to the conclusion that visual experience influences decisively spatial behavior1,2,3. Moreover, 
blindness has a negative impact on the development of blind people’s spatial skills3,4,5. 
Maps contribute to the handling of daily living problems inducing autonomy, independence and a better quality of 
life for individuals with visual impairments6,7,8. Mobility aids such as tactile maps or audio-tactile maps are passive 
mobility aids, according to the categorization of Lahav and Mioduser9, and as such they help individuals with visual 
impairments explore and code spatial environment before they actually reach real environment.  
A fundamental way to deal with spatial coding is by using compensatory sensorial channels to collect 
information9. Receiving tactile and auditory information in combination with each other is suggested to provide a 
more complete concept in less time than each medium separately would require. That is because tactile graphics 
present the relationships among the elements, while auditory cues supply detailed information10.  
Auditory support, specifically, can be either verbal descriptions about spatial relations, textual labels11, 
suggestions for specific techniques to be used in specific travel situations or cultural and aesthetic information for 
particular environments12. It has been suggested that verbal descriptions, because of their sequential nature, promote 
incremental structuring and updating of spatial knowledge contributing to speed and accuracy of map exploration11. 
Soundscape constitutes also an auditory support. Individuals with visual impairments may use soundscape – a sound 
or a range of sounds that come from sound making factors in the environment13 – to perceive the structure and 
configuration of an environment14, to identify and localize objects15, maintain their orientation16 and avoid hazards17. 
3D sounds (or spatial sounds) are more appropriate than simple sounds, such as auditory icons or earcons, to spatial 
(geo-) information18 and thus spatial sounds have been widely used in interactive maps (e.g.19,20). 
Research results prove that individuals with visual impairments use auditory cues to create cognitive maps14. For 
this reason auditory cues have used in combination with haptic feedback in an audio-haptic map. Rice, Jacobson, 
Golledge and Jones21 combined auditory support with haptic feedback on a map that a user could scan using a force-
feedback mouse. Kaklanis and his colleagues20 used a force feedback haptic device on a digital map that 
compounded haptic interaction with a sonification system and Text to Speech (TtS) module. Parente and Bishop22 
used auditory icons, TtS and haptic feedback to deliver spatial information to individuals with visual impairments. 
Ren, Hikichi and Sezaki23 examined their multimodal 3D GIS that allows user to explore 3D maps using a force 
feedback haptic device. The results showed that participants were able to complete map exploration rapidly and 
memorize a great piece of information reducing in the same time mistake rate.  
In some cases, researchers tried to detect the development or improvement of spatial knowledge by examining the 
cognitive map created after the exploration of an audio-haptic map. Lahav and Mioduser9 examined the construction 
of cognitive maps in individuals with blindness after the latter have studied a virtual environment with a force 
feedback joystick. They found that participants developed a thorough and comprehensive knowledge of the targeted 
space and were able to use the created cognitive map to apply complex spatial skill and perform successfully 
orientation and mobility tasks in the real space. A tablet application providing vibration and auditory feedback used 
by one participant with blindness in the research of Simonnet, Bothorel, Maximiano and Thepaut24. In the same 
research the participant used this application to explore an interactive map and afterwards was asked to draw the 
map. The researchers pointed out that the drawn map was surprisingly precise24.   
The research results seem to draw contradictory conclusions. From one point of view, audio and haptic outputs 
may not increase spatial knowledge9, while vibrations have been considered less effective at presenting graphical 
information compared to raised-line drawings. On the other hand, audio-tactile presentations may result in spatial 
awareness if there is previous training on how someone to use touch and hearing in these cases9. Moreover, it has 
been suggested that using audio feedback to receive supplementary information, and haptic feedback to identify 
objects and relationship, major cognitive resources could be pumped into overall mapping of an area9. Yatani, 
Banovic and Truong25 noted that the participants with visual impairments in their research performed better in 
sketching geographical information after examining space using auditory and vibration output than after using just 
auditory feedback. 
In any case, research results seem to conclude that prior exploration and anticipated cognitive maps are useful 
orientation tools when navigating unfamiliar spaces. Overall, the researches mentioned above examining cognitive 
maps (e.g.9,24,25) proved that, even if audio-haptic feedback while exploring space through relative applications and 
devices, do not result in “conceptual” space, it seems that it well contributes to “practical” space. Piaget and 
Inhelder26 made the distinction between “practical” space (the ability to act in space, for instance, to move from 
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point A to point B) and the “conceptual” space (the ability to represent space), with practical space attesting that a 
basic cognitive map has indeed been created. 
With the present study, it seems to be the first time that the “practical” space is being examined. No other 
previous research appears to have tried to explore the participants’ cognitive map developed after their studying of 
an area with the use of an audio-haptic application, by taking them in the actual area. As described above, previous 
researches examined the participants’ ability to represent space – i.e. “conceptual” space – after they had studied an 
audio-haptic map. Here, the participants were asked to study the map of a real area using an audio-haptic device and 
then to walk over the actual space and recognize a series of points of interest, revealing the cognitive map created. 
2. Study 
The aim of the present research was to examine whether spatial knowledge structured after an individual with 
visual impairments had studied an audio-haptic map, could be used: a) for his/her independent and efficient 
movement within the mapped area, as well as b) for detecting in the area specific points of interest initially presented 
on the map or not. The map was provided through a multimodal application and was studied with the use of a force 
feedback haptic device, the Geomagic Touch also known as Phantom Omni. Thus, the aim of the study was to 
examine the contribution of an audio-haptic application to the movement of individuals with blindness within an 
area.  
2.1. Participants 
Eleven adults with blindness (total blindness or only light perception) took part in the research. The sample 
consisted of 9 males and 2 females. The age ranged from 20 years to 61 years (M = 33.45, SD = 12.00). A basic 
criterion to include a participant in the study was not to have a hearing impairment or other disabilities, apart from 
visual impairments. The visual impairment was congenital for 5 participants and acquired for the rest 6 participants 
– in 4 out of these 6 participants vision loss occurred at the first year of life, and in the other two participants at the 
age of 2 and at the age of 15, respectively. With respect to their level of education, 8 participants were university 
graduates, and 3 were university students. 
Eight out of 11 participants use the computer for more than 20 hours a week, 1 participant uses the computer 10 
hours a week approximately, and 2 participants use the computer for less than 5 hours a week. Moreover, the 
participants were asked to indicate the main reading media they used (i.e., Braille, TtS systems, recorded material). 
Nine out of 11 participants used TtS systems as the basic reading medium, and 2 participants used Braille. 
As far as their Orientation and Mobility (O&M) training is concerned, 8 participants stated that they have 
participated in O&M training sessions, while 3 participant has never been trained in O&M. The training for 6 out of 
those 8 participants endured from 10 to 60 hours in total, while just 2of the participants have been trained in O&M 
for more than 200 hours. Moreover, 3 participants declared that they have “never” read tactile graphics or maps, 6 
participants that they “rarely” have read tactile graphics, 1 participant that he has read “sometimes” tactile graphics, 
and 1 participant that he/she has read “many times” tactile graphics. None of the participants had ever used and 
audio-haptic map. 
The participants were asked to state the way of they daily move in outdoor places, by choosing one of the 
following: a) with the assistance of a sighted guide, b) sometimes myself and sometimes with the assistance of a 
sighted guide, and c) myself, without any assistance. Moreover, the participants were asked to indicate the frequency 
of their independent movement using a 5-point likert scale: always, usually, sometimes, seldom, or never. According 
to their answers, 8 participants move without the assistance of a sighted guide and 3 participants sometimes with 
assistance, sometimes all by themselves. Moreover, 6 participants stated that they “always” move independently, 
while 4 participants move “usually” all by themselves and 1 participant “seldom”.  
2.2. Instruments - materials 
The haptic device used for the experiment was Geomagic Touch (Fig. 1). The device is also known as Phantom 
Omni and it is widely used for research and educational purposes for the tactile rendering of three-dimensional 
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models27. It has six degrees of freedom (6 DOF) and has an approximately 6.4 Width x 4.8 Height x 2.8 Depth 
inches workspace. Geomagic Touch consists of a “base”, a “body” and an “arm”. The “arm” ends up in a handle, 
similar to a pen, and has two buttons of which only one was used for the experiment. The handle can move in three 
dimensions: up - down, left - right and front – back. Only two dimensions were used for the needs of the experiment 
(front - back was locked). 
 
 
Fig. 1. Geomagic Touch haptic device (http://www.geomagic.com/) 
An audio-haptic aid was created. The audio-haptic aid consisted of 3 maps referring respectively to three 
residential areas (for example see Fig. 2). All areas had approximately the same extend and included 5 blocks each. 
Maps consisted of streets, points of interest and the extremely dangerous for blind people locations of each area. The 
amount of points of interest was the same on each map. Two points of interest referred to an audio (e.g. coffee 
house, super market), two to a haptic (e.g. pillar, tree, kiosk) and two points of interest referred to an olfactory 
information (e.g. bakery, perfume shop), resulting to six points of interest for each map. For the 3 maps of the audio-
haptic aid there was scalable difficulty based on the extra amount of information which could be received by the 
participants. More specifically, the first map, considered to be the easy one, consisted of 9 streets (17 street 
sections), 6 points of interest and 0 dangerous locations. Street sections were technically the parts of a street from 
intersection to intersection. For example, if there were three intersections on a street, the street was divided into two 
street sections, and so on. The second map, which was considered as of medium difficulty, consisted of 8 streets (17 
street sections), 6 points of interest and 2 dangerous locations. Lastly, the third map, considered as the most difficult, 
consisted of 8 streets (16 street sections), 6 points of interest and 7 dangerous locations. 
 
 
Fig. 2. (a) the map of third residential area, (b) the audio-haptic map of the third area 
The maps were set up in C++ programming language which was responsible for the graphic rendering of the 
maps and for the haptic interaction with the Geomagic Touch haptic device as well. The audio-haptic aid was 
accessible through the use of the haptic device. The mean for loading the maps of the audio-haptic aid was a 
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personal computer connected to the haptic device. When a map was loaded on the computer and the haptic device 
was calibrated the audio-haptic aid was ready for use. 
2.3. Procedure 
Initially, the researcher explained in detail the procedure to be followed during the experiment to the participant 
and this was followed by a short period of time (5 minutes) for the participant to become familiar with the 
procedure. The procedure of the experiment consisted of two phases. 
For the first phase, each participant was administered the audio-haptic aid in order to study it alone, under the 
supervision of the researcher. The participant sat comfortably on a chair in front of a table and Geomagic Touch 
haptic device was placed on the table right in front of him/her. He/she was also given headphones in order to receive 
undistracted all the audio stimuli. The haptic device was calibrated and a map was selected and loaded on the 
computer connected to the haptic device. From that moment, the third dimension (front – back) of the haptic device 
was locked and the researcher placed the handle of the haptic device at the starting point of the map. By controlling 
the handle in two dimensions (up – down and left – right), the participant could move through the streets, receive 
haptic and audio stimuli and form a cognitive map of the area. The selection of the map to be studied was based on a 
cyclic algorithm, with the first participant studying the easy map, the second one studying the medium map, the 
third one studying the difficult map, the fourth one the easy map, and so on. The cyclic algorithm was followed so as 
to decrease the potential effect due to the ease or the difficulty of the studied map. The participant had 15 minutes at 
his/her disposal in order to navigate in the map but he/she could stop the navigation earlier if he/she considered that 
he/she had fully finished his/her study. 
There were four different types of audio messages the participant could listen to his/her headphones: (a) While 
navigating through the streets and every time he/she approximated an information spot, an audio-message informed 
him/her which one it was and the side of the street the spot was on. For example, if there was a bakery on the left 
side of the street and the participant approximated the bakery, he/she listened to the audio message “bakery on left 
side”. (b) A similar audio message was listened when the participant approximated a dangerous location on the 
streets of the map. (c) In the case of an intersection, when approximated, there was a short vibration on the handle 
and if the participant pressed the handle button he/she could listen to the soundscape of that specific intersection. 
The soundscape audio message lasted approximately 30 seconds, but it could be stopped earlier by pressing the 
handle button once again. (d) Lastly, at any point of the map, if the participant pressed the button, an audio message 
with the name of the street was heard. The participant could listen to the same audio message as many times as 
he/she wished by pressing the button repeatedly. Every time an audio message was heard, the handle was locked and 
could not move until the message completed. Hence, the participant would not lose his/her location on the map. 
During the first phase, each participant tried to form a cognitive map in his/her mind that would help him/her 
navigate to the actual area of the map. For that reason, the first phase took place in a quiet room located close to the 
actual area. When the participant stated that he/she had completed the navigation or when his/her time was up, the 
researcher turned the device and the computer off and proceeded to the second phase of the experiment. 
The second phase of the procedure began approximately 10 minutes after the end of the first phase, due to the 
relocation of the researcher and the participant to the actual area of the studied map. Initially, the researcher placed 
the participant at the starting point of the area. The participant was asked to navigate in the area without any help, 
choose his/her own orientation and route and define the correct position and name of as more of the six points of 
interest as he/she could. 
The researcher followed the participant and noted on an A4 page, depicting the map, the precise route that the 
participant had gone through. The researcher also noted the points of interest that the participant had defined as well 
as the exact definition time. Whenever the participant defined a spot, he/she was given feedback whether his/her 
definition was correct or incorrect. In cases of emergency and only when the blind participant was on danger the 
code word “freeze” was told by the researcher in order to freeze the navigation of the participant. Moreover, the 
researcher did not provide any assistance to the participant in relation to his/her navigation, unless the participant 
chose a direction in a street that set himself/herself out of the area of the map. In that case, the researcher relocated 
the participant back into the specified area, noted the mistake and the participant continued his/her navigation. 
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The participant had at his disposal a maximum time of 20 minutes but he/she could stop searching for the points 
of interest earlier either if he/she found all six points of interest or if he/she could not recall any other information 
from the mental map he had formed during the first phase. 
3. Results 
Initially, the scores of the following 9 variables were calculated: 1) the number of points of interest in the area 
detected by a participant (I_Found), 2) the number of points of interest in the area that were not detected by a 
participant (I_Not Found), 3) the number of points of interest that were added by a participant but did not actually 
exist in the area (I_Add More), 4) the number of auditory points of interest detected by a participant (I_Found 
Auditory), 5) the number of haptic points of interest detected by a participant (I_Found Haptic), 6) the number of 
olfactory points of interest detected ny a participant (I_Found Olfactory), 7) the total number of streets in the area 
walked down by a participant (N_Streets Walked), 8) the total number of streets in the area that were not walked 
down by a participant (N_Streets Not Walked), and 9) the number of times a participant walked outside the borders 
of the area (N_Out Of Area). The minimum, maximum, mean, and standard deviation (SD) of scores, are presented 
in Table 1. Each correct or wrong answer was scored to 1. Concerning the number of points of interest, if a 
participant had detected all the points of interest correctly, his/her score would be equal to 6. Moreover, if a 
participant had detected all the auditory, haptic and olfactory points of interest correctly, his/her score would be 
equal to 2 in each case. 
Table 1. Minimum, maximum, mean, and standard deviation (SD), of the detected points 
of interest, the walked and non-walked streets, and the times a participant walked outside 
the area borders. 
 Min Max Mean SD 
I_Found 4 6 4.91 .83 
I_Not Found 0 2 1.09 .83 
I_Add More 0 0 .00 .00 
I_Found Auditory 1 2 1.82 .41 
I_Found Haptic 1 2 1.45 .52 
I_Found Olfactory 1 2 1.64 .51 
N_Streets Walked 7 11 9.36 1.36 
N_Streets Not Walked 6 9 7.36 1.29 
N_Out Of Area 0 2 .64 .81 
Moreover, the number of participants per score per variable was calculated (see Table 2). According to the Table 
2, 3 (27.3%) participants detected all the points of interest correctly, whereas 6 (54.5%) participants did not walked 
outside the area borders even once. Regarding the number of points of interest, the participants detected on average 
81.8% of the total points of interest, 91% of the auditory points of interest, 72.5% of the haptic, and 82% of the 
olfactory points of interest. 
Table 2. Number of participants per score per variable. 
Score: 0 Score: 1 Score: 2 Score: 3 Score: 4 Score: 5 Score: 6 
I_Found     4 4 3 
I_Not Found 3 4 4     
I_Found Auditory  2 9     
I_Found Haptic  6 5     
I_Found Olfactory  4 7     
N_Out Of Area 6 3 2     
The mean reading time of audio-haptic map was 806 (SD = 84.34) seconds (minimum = 600 sec and maximum = 
900 sec). Moreover, the mean time of walking within the area in order to detect point of interest was 864 (SD = 
87.30) seconds (minimum = 660 sec and maximum = 975 sec). The time span from reading the audio-haptic map to 
starting the detection of points of interest in the area was 697 (SD = 159.45) seconds (minimum = 434 sec and 
maximum = 900 sec). 
Finally, it was investigated if there was any relation between the performance of participants (detected points of 
interests, times the participants walked outside the area borders) and the following variables: age, age at onset of 
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visual impairment, educational level, and frequency of tactile graphics reading. The correlation analysis showed no 
significant correlations. 
4. Conclusions 
The present research examined if the spatial knowledge structured after an individual with blindness had studied 
an audio-haptic map using a multimodal application, could be used for independent and efficient movement within 
the mapped area, as well as for the detection of predefined points of interest. Although previous studies have proved 
that audio-haptic applications and devices can possibly form cognitive maps9,24, it is the first time that a research 
proves that an individual with visual impairment can actually walk and orient him-/herself in the real space after 
having studied an audio-haptic map of this space using a haptic device. Thus, the results clearly support the 
significance of the specific application as an aid to structure spatial knowledge and cognitive maps.  
Undoubtedly, that kind of knowledge could be used consequently for orientation and mobility in an urban 
environment. This finding is of particular interest considering the fact that the ability of independent movement in 
individuals with visual impairments is constrained compared to the ability of independent movement in sighted 
individuals. Future research should make focus on whether the spatial knowledge acquired through the use of audio-
haptic aids is time unalterable or not, whether this knowledge is more labile as time passes than spatial knowledge 
derived from direct experience of the study area. Furthermore, it would be interesting enough to realize the same 
study in a more extended area with more points of interest. 
Α basic limitation of the present study is the small sample size, especially if someone takes the multiple and 
various personal characteristics of individuals with blindness into account. Future research should try to involve a 
larger number of participants. Moreover, it would be advisable to attempt examining the cognitive maps developed 
through different methods, such as tactile maps, audio-tactile maps and verbal descriptions, and comparing them in 
actual space, since managing real space seems to be the ultimate aim. 
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