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Suppose we are given a right Markov process (see [ 1, 61) with state space 
(E, 8) and without holding points, except the cemetery A. For simplicity we 
shall assume that the expectation of the lifetimep(x) = E,(c) is always finite. 
Given two right continuous paths o, and w2, we say they are equivalent (on 
[tl t;) and [t2t;)) iff they follow the same ‘route” (during these time 
intervals), i.e., iff there is a one-to-one time change $ (mapping [tzt;) onto 
[tit;)) such that wz(t) = o,($(t)) (on [t2t;)). Our main purpose is to show 
the following result: 
THEOREM 1. Except on a negligeable set of paths N, t is an arc length, 
i.e., zf w, 4 N and w2 G?? N are equivalent on [t, t’J and [tz ti), then t, - t’, = 
t, - t;. 
This theorem was announced by Chacon and Jamison in [4] and a proof 
given in [3] and [2]. Our purpose is to present an alternate and hopefully 
more straightforward proof. The idea of the proof is to construct an additive 
functional B, such that B,(o) is the “length” of the route followed by w  
between 0 and t. Intuitively the “length” of a route will be the average time 
in which the process traverses it. The potential of B, happens to be (by the 
strong Markov property) the expectation of the lifetime. Then, by the 
uniqueness of Doob-Meyer decomposition, B, = t A [ a.s. So the “arc- 
length” and the time coincide almost surely. Chacon and Jamison used 
instead a disintegration of the measure over the routes and the central limit 
theorem. 
0. Before beginning the demonstration let us remark that with the 
notations of the theorem, one has in fact ~r(t, + t) = o,(t, + t) for all t in 
[O t; - ti). 
Since #(t’,) - #(tr) = t; - t, = t’, - t, we have #(cl + t) - q5(tl) = t, i.e., 
#(tr + t) = t, + t since w, and o2 are equivalent on [tr 1, + t) and 
It23 WI + 0). 
136 
0001-8708/81/l 10136-07$05.00/0 
Copyright 1s’ 1981 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
ARC LENGTH ASSOCIATED TO A MARKOV PROCESS 137 
Further, if R is the set of all right continuous paths in E, l2 -N may be 
assumed to be closed under shifts. Indeed fJ,,(o,) and B&c,) are equivalent 
on [ti I;) and [tz t$) iff o, and w1 are equivalent on [t, + s, t; + s,) and 
[f2 + sr t; + sr). Therefore the property holds on USEA+ 8,(f2 -N) as soon as 
it holds on 0 -N. 
1. Let W be the space of right continuous paths in E, without 
holding points except d, and with left limits in some Ray compactification. 
(We do not need compactification if the process is standard. cf. [ 1 I.) Since 
R - W is a negligible set, we shall restrict our attention to W. 
Let ST0 be the u-algebra on W generated by the coordinates X,. The 
process can be canonically represented by a family (P,, x E E) of 
probabilities on ( W,Sr”). Generally, we shall use the same notation as in [ 1 ] 
and [6]. 
2. To prove the theorem, we need to recall two definitions given in 
[S]. A spatial variable is an P-measurable function on W such that 
F(w = F(o’)) if o - w’. (So, F depends only on the route.) An intrinsic time 
is an y-measurable positive function on W such that T(o) = )(T(w’)) if 
w  - CU’ with w’ = w  0 $. (Intuitively, it is a measurable way of choosing one 
point on a route.) The following properties are direct consequences of these 
definitions: 
(i) If t is an intrinsic time, X, is a spatial variable. 
(ii) If r and r’ are intrinsic times, {r < r’ } is a spatial variable. 
(iii) The entrance times in open sets are intrinsic stopping times. Also 
are the times r;(u) defined by recurrence by rz = 0 
d being a distance defining the Ray compactification (or the given distance 
on E if the process is standard). 
3. Roughly speaking, we shall define the “arc length” between two 
“points” l(73 and 47;) on a given route 1 as the mean value of 
17~(w) - 7~(0)1 for all paths o following the route I. This idea can be 
formalized by using conditional expectations with respect to the u-algebra 9 
of all spatial p-measurable sets. To get a joint version of these conditional 
expectations for ale the probabilities P,, x E Z’, we need the following 
technical result already proved in [5]: 
LEMMA 1. 9 is separable. 
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Since there are no holding points, for each w E W, {7;(w), n, r E N} is a 
countable dense subset of [0 [(w)]. Therefore, two paths o and w’ in W are 
equivalent iff: 
X,,(w) = X,$W’) and sgn(rL(w) - 7&o’)) = sgn(ri(w’) - z;(d)) 
for any n, r, 1, m E N (*) 
(The time change 4 such that UJ’ = w 0 4 is uniquely defined by the identities 
4(7X0’)) = 7x0) f or all n, r E N.) Therefore, using Blackwell’s theorem (cf. 
[7, 111-171) it follows that: 
Y = a(X,,, sgn(r’, - 79, n, r, m, 1 E M) (1) 
This proves the lemma. 
One can show that the second condition (*) is redundant. This was proved 
in [5] in a more general setting (with holding points and a weaker definition 
of spatial equivalence). Assuming there are no holding points, we shall give a 
shorter proof of this property in an appendix to this paper. 
Then, using the VII-10 of [7], it follows that for any FE bsr, the 
conditional expectations E,(F 1 Y)(w) admit an Z’ x Y-measurable version. 
H(F, x, w) and therefore, a joint P-measurable version y(F)(w) = 
WF, X,(w), w). 
4. Given any intrinsic stopping time 7, let Yr be the o-algebra of all 
sets A ET’, such that for any w, w’ which are equivalent on [0 71, i.e., on 
[OS(W)] and [0 z(d)], lA(~) = lA(cc’). 
Intuitively, YT (8;‘(Y)) is the a-algebra of all sets in jr0 depending only 
of the route before (after) 7. Therefore, the following lemma is heuristically 
obvious. 
LEMMA 2. YT is included in XT and 9 = Y, V e-‘(Y). 
For a proof let us set z”, = rz A r and ST, = 7: o B, + 7. From identity (1) 
we get easily 
B; ‘(9) = a(&;, sgn(c - t”,) (2) 
and, in the same way as we proved identity (1) we can prove: 
From this identity, the first assertion follows. Moreover since the set 
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{c(o) m, r E N} U {pm, m, 1 E IN} is dense in [0 Qol], in the same way, we 
can also prove 
9 = a(&;, sgn(rL - rt), Xr;, sgn(z7, - 2”,)). 
Identities (2), (3) and (4) prove the second assertion. 
(4) 
get 
5. Then as an easy consequence of the strong Markov property, we 
LEMMA 3. For any Sr,measurable set 2, and x E E, 
E,(ZI~I~)=E,(ZI~IST,)=E,(ZI~). 
The proof can be split in two parts. 
(a) Given FE 9, E,(FI&) E 9*, i.e., for any G E FTEx(F. G) = 
E,@,(Fl K) ’ G) 
(b) Given G E XT, E,(GJY) E -Sq, i.e., for any FE Sp, E,(G . F) = 
Ex(Ex(GI%) . F) 
Clearly (a) and (b) are equivalent. By Lemma 2 it suffices to consider the 
casewhereF=A08,.B,AEY,BEY~.Thenwehave 
E,(A 0 8, . B . G) = E,(E*(A o t$IFT) B . G) 
= E,(E,JA) . B . G) by the strong Markov property, 
since Y= c Fr 
= E,(E,jA) . B . E,(GJJQ) since E,=(A) . B E 9TT 
= E,(JB 0 19, . BE,(G 19,)). 
6. We now come to the crucial part of the proof, i.e., the 
contruction of the arc length. 
Let B’, be an .Y,:-measurable version of I (cf. Lemma 3). Let us set 
B, = sup,,,B; l,,;<~ Clearly B, is increasing, left continuous and adapted. 
Moreover, 
since {rf. < r:} is Y-measurable (cf. Sect. 2). We now show that B, is a.s. 
continuous. Set rr = inf(t, B,, -B, > E) A 6. 
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r, is an intrinsic stopping time. This follows from the fact that if 
w’ = o 0 f, B,,,,(o) = B,(o’) for all t. But 
Br: = inf (B,; 1 I+,I + 4 4+,J a.s. 
n,r 
since (r;(w)} is dense in (0 c(o)]. In the same way, 
= sup w(r’, l,*; <X,,) = V(Q). 
n,r 
Therefore, r, = [. 
7. Now we have to show that, for all x and t, 
E,P, - B, 15-l = Ax,). 
By uniqueness of the Doob-Meyer decomposition, this implies the identity 
B, = t A [ P,p . s for all X. We have, by Lemma 3, 
i.e., E,(B, - B,;JSr,) = p(X,;j for all n, r. Since the r;(w) are dense in 
[0 c(o)] and the two surmartmgales are right continuous we can conclude. 
Note. If E,(C) is not finite, one can use the same proof for the process 
killed at an independent exponential time T to obtain the identity: r”, = BP, 
a.s. on (7: < T} and therefore a.s. since T is independent of ST. 
8. The identity B, = t A 4 yields a proof of Theorem 1 for intervals 
of time starting at 0. Let FV” be the set of all paths in W for which B’, = r’,. 
Clearly, P,(v) = 1 for all x. If o and o’ are in FV’ and if o - 0’ on [0 r) 
and [0 t’), f = t’. 
Indeed we have: 
- r’,(o) < to r:(d) < t’ from the very definition of equivalence. 
--=sup n,rrXw) l~r;~w~<r~; t’ = wn,r CW’> l~r;~03<,l~ since C(o) is 
dense in [0 c(w)]. 
-r:(u) = B;(w) and r:(d) = B:(d) since w  and w’ are in IV”. 
-B;(o) = B;(d) since o and o’ are equivalent on [0 ri] and Bi E Yzz. 
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9. To finish the proof of Theorem 1, let o,, i = 1,2, be two paths 
equivalent on [t,t;). Let U and Y be small open sets containing x0 =X&u,) 
and such that U contains I? Let S, be the entrance time in the exterior of 0. 
The paths B,U(B& are then equivalent on the intervals [0 t; -t, - 
S,(~,,O,)). Let PU,V be the nth iterated of the stopping time TV + S, 0 8,” 
(i.e., the nth exit time of 8 after entering in v). Clearly there must exist 
integers n, ; such that P&,,(o,) = t, + S, 0 (0~3) (since the times 7&(w) are 
discrete). 
Therefore, if or and w2 are in f) nE N 8;: ,( IV,) we get the identity: t; - t r - 
s,(e,,(w,)) = t; - 1, - S,(B,,w,). This identity is true for all U, V in a coun- 
table basis V of open sets if we take o, and w2 in: 
Then letting U decrease toward x0, we get the identity t; - t, = ti - t, . 
P,( W,) = 1 for all x since W, is a countable intersection of sets of the 
form B;‘(W,,) and since we have: P,(B;‘(W,) = P,(P,,(W,) = 1 by the 
strong Markov property, for any stopping time T. 
This ends the proof of Theorem 1. 
10. The construction made in Sections 6, 7 has further applications: 
Since B, = t A [ a.s., the intrinsic time t, = inf(s, B, > t A c) is also a.s. equal 
to t A c. Therefore X, is a.s. equal to XT, which is SP,I-measurable. So 5 is in 
the completion of Y1,. Conversely, the completion of Y1, is contained in rz, 
which is equal to 3j since 7, = t A c as. One can generalize this property to 
stopping times and get the following: 
THEOREM 2. Every (stopping) time T is a.s. equal to an intrinsic 
(stopping) time 7 and Srr is the completion of Yz. 
For a proof, one shall approach T by a sequence of simple (stopping) 
times Cy ti lA, (with A, E 3,) for which the property follows from the above 
results. 
Remark. One may check easily that Theorems 2 and 1, for intervals of 
time starting at 0, are valid for any process in W such that, for any 
measurable set A and intrinsic time r, E,(A 0 8,1X,) is YX measurable. 
APPENDIX: AN ORDERING PROPERTY 
PROPOSITION. Zf two paths w  and CO’ in W are such that X,:(w) = X+(o’) 
for all integers n, k, then the ordering of the times r:(o) and 7f(o') are tden- 
tical (and therefore o and o’ are equivalent: cf. Lemma 1). 
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ProoJ: Given any integer n, let us choose N larger than n and define by 
recurrence. 
Clearly, a:“(o) = a:k(o’). Let us set r:k(~) = $(o) with j = akk(m). For 
a fixed N, the ordering of the r$‘” (i.e., the ordering of the a;“) is the same 
on o and 0’. Therefore, the proposition will be proved if we show that 
r:(w) = lim,,, t>k(~). Indeed, we shall have 7:(u) < f;(u) iff 
r>k(~) < 7:*‘(w) for N sufficiently large. 
Let us prove by recurrence on k that for N sufficiently large, 72k(~) E 
[7:(w) z:(w) + E). From the recurrence hypothesis we can assume that 
7:*“-‘(CO) E, j;ri-‘(w) t:(w)). Therefore z>“(w) has to be larger than z~(w). 
(Indeed 7; is larger than 7:k-‘, and therefore than 7:-l, and 
d(X+ &,p) > l/n). 
Moreover, since the paths are right continuous, the interval [z”,(w) 7:(w) + E] 
contains at least one open interval (ab) such that d(X,, XT;-I) > l/n for any s 
in this interval. Now if l/N is strictly smaller than the half oscillation of o 
in (a b), there is at least one point,&(w) in p b). Since d(Xd,(w),X,;-l(o)) > 
l/n, z;~(co) has to be in [7:(w) r’,(o)] c [7,(o) 7:(w) + E). 
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