Abstract. We prove that if q is in (1, ∞), Y is a Banach space, and T is a linear operator defined on the space of finite linear combinations of (1, q)-atoms in R n with the property that sup{ T a Y : a is a (1, q)-atom} < ∞, then T admits a (unique) continuous extension to a bounded linear operator from H 1 (R n ) to Y . We show that the same is true if we replace (1, q)-atoms by continuous (1, ∞)-atoms. This is known to be false for (1, ∞)-atoms.
Introduction
In a recent paper, M. Bownik [3] showed that there exists a linear functional F defined on finite linear combinations of (1, ∞)-atoms in R n with the property that sup{|F (a)| : a is a (1, ∞)-atom} < ∞, but which does not admit a continuous extension to H 1 (R n ). If v is a fixed function in L 1 (R n )\{0}, then the operator B, defined on finite linear combinations of (1, ∞)-atoms by Bf = F (f ) v, satisfies sup{ Ba L 1 (R n ) : a is a (1, ∞)-atom} < ∞ but does not admit an extension to a bounded operator from H 1 (R n ) to L 1 (R n ). This shows that the argument "the operator T maps (1, ∞)-atoms uniformly into L 1 (R n ), and hence it extends to a bounded operator from H 1 (R n ) to L 1 (R n )" is fallacious.
Fortunately, if T is a Calderón-Zygmund operator, then the uniform boundedness of T on (1, ∞)-atoms implies the boundedness from H 1 (R n ) to L 1 (R n ) (see, for instance, [11, Ch. The purpose of this paper is to show that the operator B constructed above is, to a certain extent, pathological. Indeed, we prove that if q is in (1, ∞) , Y is a Banach space, and T is a linear operator defined on finite linear combinations of (1, q)-atoms in R n with the property that ( 
An example due to Y. Meyer (see [12, p. 513 ], Bownik's paper [3] or [7, p. 370 
. This is the starting point of Bownik's construction.
We prove that Meyer's example itself is somewhat exceptional. Indeed, by using the maximal characterisation of
and · H 1,q fin (R n ) are equivalent norms on H 1,q fin (R n ) (see Section 3). Similarly, we
This immediately implies that operators defined on H 1,q fin (R n ) which have either property (1.1) or property (1.2) automatically extend to bounded operators from
As discussed briefly in Section 3, this equivalence of norms remains true for H p (R n ) with 0 < p < 1 and (p, q)-atoms. The extension property for operators was also proved, by different methods, for 0 < p ≤ 1 and (p, 2)-atoms and operators taking values in quasi-Banach spaces, by D. Yang and Y. Zhou [17] .
A theory of Hardy spaces has been developed in spaces of homogeneous type; see R.R. Coifman and G. Weiss [5] . It is, however, not evident whether our results extend to this case in general. Nevertheless, let M be such a space. By a simple functional analysis argument, we show that if q is in (1, ∞) and T is an operator defined on H 1,q fin (M ) satisfying the analogue of (1.1), then T automatically extends to a bounded operator from Section 4) . It may be worth noticing that the proof of this result also applies to certain metric measured spaces (M, ρ, µ) where µ is only "locally doubling" [10] , [4] , and [16] .
For so-called RD-spaces, which are spaces of homogeneous type having "dimension n" in a certain sense, our complete results were recently extended in the paper [9] by L. Grafakos, L. Liu and Yang. These authors consider n/(n + 1) < p ≤ 1 and quasi-Banach-valued operators.
The authors wish to thank N. Th. Varopoulos for useful conversations on the subject of this paper.
Notation and terminology
Suppose that (M, ρ, µ) is a space of homogeneous type in the sense of Coifman and Weiss [5] and that µ is a σ-finite measure. For the sake of simplicity, we shall assume that µ(M ) is infinite.
Suppose that q is in ( 
The reader is referred to [5] and the references therein for this and more on Hardy spaces defined on spaces of homogeneous type. Suppose that q is in (1, ∞] . 
The dual of H 1 (M ) may be identified with BM O. There are several characterisations of the space H 1 (R n ). We shall make use of the so-called maximal characterisation, which we briefly recall. Suppose that m is an integer with m > n, and denote by A m the set of all functions ϕ in the Schwartz space S(R n ) such that
where |β| denotes the length of the multi-index β. 
The following result is classical [6] , [13] , [7] , and [15] .
The following are equivalent:
The letter C will denote a positive constant, which need not be the same at different occurrences. Given two positive quantities A and B, we shall mean by A ∼ B that there exists a constant C such that 1/C ≤ A/B ≤ C.
The Euclidean case
In this section we work in the classical setting of R n .
Theorem 3.1. The following hold:
Thus, we have to show that for every q in (1, ∞) there exists a constant
and that a similar estimate holds for q = ∞ and all f in H
By the translation invariance of Lebesgue measure, we may assume that the support of f is contained in the closed ball B = B(0, R) centred at 0 with radius R. For each (c) there exists a constant C independent of f such that
We write 2B for the closed ball concentric with B whose radius is twice as large.
For ϕ in A m and x in R n \ (2B) one then has
, the above inequality and the definition of Ω k force 2 k < R −n ; denote by k the largest integer k such that 2
Next we define the functions h and by
Observe that both these series converge in L 1 (R n ), simply because i,k λ k i < ∞, so that h and have integral 0. Clearly, f = h + . Furthermore, the support of is contained in 2B, because it is contained in Ω k by (b) above, and Ω k is contained in 2B for all k > k . Therefore h = f = 0 in (2B) c . To estimate the size of h in 2B, we use (a) above and the bounded overlap property of (b), getting
This proves that h/C is a (1, ∞)-atom, where C is independent of f . Now we assume that q < ∞ and conclude the proof of (i). Observe that is in L q (R n ), because = f − h, and both f and h are in L q (R n ). We claim that the series k>k i λ
. First observe that all terms with k > s vanish outside Ω s+1 . Then apply (a) and (b) to get the pointwise bound
The constants C above are independent of f and s, so that
, since f is. This implies that the series defining converges almost everywhere and the limit must coincide with the L 1 limit . The Lebesgue dominated convergence theorem now implies that k>k i λ
, and the claim is proved. Finally, for each positive integer N we denote by F N the finite set of all pairs of integers (i, k) such that k > k and |i| + |k| ≤ N , and by N the function
Observe that − N will be a small multiple of a (1, q)-atom for large N . Indeed, by taking N large enough, we can make the corresponding coefficient less than any given ε in R + . Then
by property (c) above, as required to conclude the proof of (i). Now we finish the proof of (ii). Assume that f is a continuous function in H 
where the constant C n depends only on n, the level set Ω k is empty for all k such that 2 k ≥ C n f ∞ . We denote by k the largest integer for which the last inequality does not hold. Then the index k in the sum defining in (3.3) will run only over k < k ≤ k .
Let ε be positive. Since f is uniformly continuous, there exists a positive δ such that |x − y| < δ implies 
Since ε is arbitrary, we can thus split into a continuous part and a part that is uniformly arbitarily small. It follows that is continuous. But then h = f − is also continuous, so that h is a continuous (1, ∞)-atom, multiplied by a factor C.
To find a finite atomic decomposition of , we again use the splitting = We have completed the proof of (ii) and that of the theorem.
Remark 3.2. Theorem 3.1 (ii) implies that any function f in H 1,∞ fin (R n ) ∩ C(R n ) admits a finite decomposition in (1, ∞)-atoms such that the sum of the corresponding coefficients is ≤ C f H 1 (R n ) . Actually, the proof of Theorem 3.1 (ii) shows that we can construct this finite decomposition in such a way that it involves only continuous (1, ∞)-atoms. Remark 3.3. Theorem 3.1 extends to H p (R n ) with 0 < p < 1 and (p, q)-atoms, where one can now have 1 ≤ q ≤ ∞. The proof is rather similar to the one given above, so we only briefly describe the modifications needed for part (i). Thus let By taking the infimum of the right-hand side with respect to all decompositions of f as a finite sum of (1, q)-atoms, we obtain T f Y ≤ A f H 1,q fin (R n ) . Now, Theorem 3.1 (i) implies that the right-hand side is dominated by CA f H 1 (R n ) , where C does not depend on f , and a density argument completes the proof of the corollary.
The case (ii) is similar.
