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INTRODUCTION 
This paper is a continuation of the work on the general Hurwitz problem, 
begun in [7]. The principal object of study is Sim( V, q), the set of all similarities 
of a (nonsingular) quadratic space (V, p) over F. Here, F is the fixed ground 
field of characteristic not 2. We found the largest possible dimension, p(n), 
of a (nonsingular) subspace of Sim( V), for an n-dimensional quadratic space V. 
The main subject of the present paper is the more delicate question: which 
quadratic spaces (V, 4) d o admit such maximal subspaces of similarities? 
The answer is strongly tied to the existence of Pfister factors of (V, q), but the 
complete solution is unknown. Here, if L’s P @ W, P and W are said to be 
factors of V. 
We continue the numbering system begun in [7]. Section 7 contains the 
statements of the conjectures. In Section 8 we use the adjoint involution to 
prove uniqueness results about similarity representations. This method reduces 
the Pfister factor conjecture to the case dim V = 2”. 
In Section 9 we examine a Clifford algebra C and define a natural trace 
form, B, , on C. The space (C, B,) is a Pfister space and the multiplication 
of C can be used to construct large subspaces of Sim(C, B,). This gives an 
alternative to the tensor construction of [7, Sect. 21. The new construction 
also derives the Cayley multiplication on an 8-dimensional space as a certain 
twisting of the Clifford algebra multiplication. 
Several of the results of this paper have applications to nonexistence theorems 
for orthogonal designs [3]. In fact, some of these design questions posed by 
Geramita were motivation for this work. 
*Parts of this paper are based on the author’s doctoral dissertation, University of 
California, Berkeley, 1974. 
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It is a pleasure to thank A. Wadsworth for several contributions to this 
research. He formulated Conjectures 7.2 and 7.3, and made progress on a 
number of other problems. 
7. THE QUESTIONS 
The main concern of [7] was the determination of the possible dimensions 
of various types of subspaces of similarities. Now we consider the structure 
of the spaces involved. Let (V, B) b e a quadratic space with dim V = 71 :-= 
2n1 . n, , where no is odd. If S < Sim(V, B), then dim S .< p(n), by (2.12). 
Furthermore, if V ‘V P @ W, where P is an m-fold Pfister space, then Sim(V) 
does admit a p(n)-dimensional subspace, by Proposition 2.10. Our principal 
conjecture is the converse: 
7.1. Pjister Factor Conjecture. Suppose V is a quadratic space with dim V = 
fl : .: 2”” . n, , where n, is odd. If Sim(V) has a p(n)-dimensional subspace, 
then V has an m-fold Pfister factor. 
This conjecture is immediately proved true when m < 2, using Corollary 3.13. 
In Section 8 we reduce the conjecture to the case n == 2”“, (see Corollary 8.7). 
Then, when m = 3, dim V = 8 and the existence of a 3-plane in Sim(V) 
forces V to be similar to a Pfister space, by Corollary 3.13. The case m = 4 
can be settled via Clifford algebras (see Remark 9.13), and the cases m = 4, 5 
are handled by a function field method in [8]. 
No answers are known for arbitrary fields when m 3 6. If we can get enough 
information on the structure of S, for S as above, then Corollary 8.8 will settle 
the conjecture. 
Using Corollary 8.7 and function field techniques, we show in [8] that an 
equivalent formulation of this principal question is the following: 
7.2. Conjecture. Let V, S be quadratic spaces with S < Sim(V), dim V = 
2”, dim S = ~(2~). If V is isotropic, then V is hyperbolic. 
Note that a hyperbolic space V can admit an anisotropic S < Sim(V) of 
maximal dimension. For instance, let S = 10(l) and V = 32(l) over a 
field F of level 16 (see [5; p. 3061). 
The following question is even stronger than Conjecture 7.2. 
7.3. Conjecture. Let S, U, H be quadratic spaces where U is nonzero 
anisotropic and H is hyperbolic. If S < Sim(U 1 H) then S < Sim(U) and 
S < Sim(H).* 
The next conjecture, concerning the irrelevance of odd factors, is motivated 
by the properties of p(n), by Corollary 8.7, and by the analogous behavior 
of Pfister factors noted at the end of [8]. 
7.4. Odd Factor Conjecture. Suppose V, S are quadratic spaces where S 
* A counterexample when dim S = 8 has been found [lo]. 
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represents 1 and V N U @ W where dim W is odd. If S < Sim(V), then 
S < Sim(U). 
This conjecture is known to be true when dim S < 3. 
Other questions naturally arise using the known behavior of Pfister factors 
as motivation. For example: (1) If F is a nondyadic local field with residue 
class field F, and if (T and Q are unit forms over F (i.e., have good reduction), 
does (T < Sim(p) imply C? < Sim@) ? Is the converse true? What happens 
when they are not unit forms? (2) If F is a global field, is there a “Hasse 
principle” for Sim( V) ? 
These questions are answered when the dimension of the subspace of 
similarities is small, but little is known in general. For more details, see [6, 
Sect. 11.41. The first implication in (I) was proved by Wadsworth in the case 4 
is anisotropic; the completeness of F is not required in this proof. 
8. USING THE hVOLUTION 
A nonsingular X-form B on V induces an adjoint involution, J, on End(V), 
defined by: B(f(u), n) = B(u, J(f)(v)). W e o ft en use the notation f for J(f). 
The correspondence between involutions and X-forms is the key to the results 
of this section. Generally, an involution of an algebra is an anti-automorphism 
whose square is the identity. 
8.1. DEFINITION AND LEMMA. Suppose J is the adjoint involution for the 
A-form B, f E GL(V), and J(f) = pf. De$ne Bf by: Bf(u, v) = B(u,f(v)), 
for all u, v E V. Then Bf is a &-form with adjoint involution Jf, where Jf(g) = 
f-l 0 J(g) of. I 
8.2. LEMMA. If J is an involution of End(V), then there is a nonsingular 
X-form B on V whose adjoint involution is J, (for some h = &l). This form B 
is uniquely determined, up to scalar multiple. 
Proof. Let B, be any nonsingular l-form on V, with adjoint involution J1 . 
Then, there is an f E GL(V) with J(g) = f-l 0 Jl(g) 0 f, for all g. This is seen 
by applying the Skolem-Noether Theorem [5; p. 741 to J1 0 J. Since Jz = I, 
f-l 0 J(f) is central, so that J(f) = Af, for h = *l. Then, B = B,f is a 
X-form having J as its adjoint involution. Uniqueness is easy. 1 
We say J is a h-involution if it corresponds to a A-form. 
8.3. LEMMA. Let D be a quaternion algebra and JO the usual bar involution: 
J,,(d) = d. An involution J of D must be either Jo or JOc, for some pure c E DX: 
J,,c(d) = c-l&. Given a pure c E DX, J,, and JO0 are the only involutions of D 
which send c to -c. 
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Proof. As in the proof of Lemma 8.2, we apply the Skolem-Noether 
Theorem to JO 0 J to show that there is c E Dx with J(d) = c-G%, for all d E D. 
Since J” = ID , c-4 is central, so that c = hc, for A = &I, and the first 
assertion is proved. The second quickly follows. 1 
Let us recall the connection between similarities and Clifford algebras [7, 
Sect. 31. If S < Sim(V, B), we can replace S by its image and scale S to assume 
ly~S.ThenS=(lY)~S1, and the inclusion S, C End(V) induces a repre- 
sentation n: C + End(V), of the Clifford algebra C = C((- l’~~S,). The 
A-form B on I/ admits this C action, with the bar involution on C. That is, 
the adjoint involution J on End(V) extends the bar involution of n(C). 
If dim V = 2’“, a h-involution on End(V) extending the bar involution 
on r(C) is uniquely determined, if C is large enough. The requirement for this 
uniqueness involves the function pr^(n), defined: piA(2n) = 1 + p”(n). This is 
the Hurwitz function for (s, I)-families, as in [7, (4.13)]. We use this property 
of prA in the proof of Proposition 8.4, but an argument not mentioning (s, t)- 
families can also be given. For the convenience of the reader, we display the 
values of these functions in Table I. 
TABLE I 
m (mod 4) Pew PIG9 P’G3 P*‘Gw 
m-0 2m -i- 1 2m + 1 2m 2m ~ 1 
m-l 2m 2m 2m + 2 2m - 1 
7n =I 2 2m 2m - 1 2m + 1 2m t 1 
m F 3 2m -t2 2m - 1 2m 2m 
8.4. PROPOSITION. Suppose V is a vector space of dimension 2”“, S is a 
quadratic space which represents 1, C = C((-I)&), and rr: C --f End( I’) is a 
representation. If dim S > ~~~(29, then there is at most one h-involution of 
End(V) which admits C. Moreover, this bound is sharp. 
Proof. Note that 2m - 1 < ~~“(2~) < 2m + 1. We identify S with n(S) 
and let S’ be a subspace of S, containing 1 y , of dimension 2m - 1. Then 
C’ = C(( -l)S,‘) is a central simple subalgebra of C of dimension 22m-2. 
Let D be the centralizer of +C’). By [5; p. 731, D is a 4-dimensional central 
simple algebra, and hence ([5; p. 69, Exercise II]) a quaternion algebra. Let J 
be a &involution of End( V) which admits C. Then J(D) = D, and the restriction 
of J to D determines J on all of C’ @ D z End(V). 
If J is not the bar involution on D, Lemma 8.3 implies D is a (2,2)-family 
commuting with the (2m - 1, 0)-family S’. By Lemma 4.9, we construct a 
(2m, I)-family on V, so that ~~“(2~) 3 2m. Hence, if ~~“(2~) = 2m - 1, the 
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h-involution J must be the bar on D, and is unique. If ~~~(2”‘) > 2m, then 
pi” = 2m - 1. Th ere is a pure f~ Dx with J(f) = -f, by Lemma 8.3. 
Then, Jf is a (--X)-involution admitting C, and it must be the bar, JO , on D, 
by the preceding argument. Therefore, the restriction of J to D is J,,f, and 
more information about f is needed for uniqueness. 
If ~~~(29 3 2m, let S” be a 2m-dimensional subspace of S, containing S’, 
and let C” be the corresponding Clifford algebra. A highest degree element 
Z” of C” is central and 2 = (-1)” z”. Then x(z”) E D and, if m is odd, 
J(r(z”)) = -~(a”). By Lemma 8.3, J is uniquely determined. If m is even, 
however, knowledge of z” is not enough to determine J. In this case, ~~~(2~) = 
2m + 1, so that = is surjective, and this certainly forces uniqueness. 1 
8.5. COROLLARY. If V is a 2”-dimensional h-space and 1 r E S C Sim( V) with 
dim S = plA(29 then S is contained in a unique pA(2m)-plune in Sim(V). 
Proof. If ~~~(2”) > 2m, then ~~~(2~“) = ~~(2’~) and there is nothing to 
prove. Suppose ~~~(2~) = 2m - 1. By the proof of Proposition 8.4, the &involu- 
tion J must be the bar on D = End,(V). A highest degree element z of C 
anticommutes S, and x = (-I)“-’ z. If m is odd, ~~(2~) = 2m + 2 and 
S + D,z C Sim( V), where D, is the 3-plane of pure quaternions in D. If m 
is even, ~~(2~~) -= 2m and S + Fz C Sim(V). The uniqueness of these ~~(2~)- 
planes containing S follows quickly, by reversing the above argument. 1 
Remark. When m is even and ~“(2~) = 2m, the representation for a 2m- 
plane of similarities must be nonfaithful. For, in this case, p1A(2m) = 2m - 1, 
and a 2m-plane in Sim(V) is (uniquely) obtained from a (2m - I)-plane by 
adjoining Fz. 
8.6. THEOREM. Suppose (Vi , Bi) are X-spaces of dimension 2*, (i = 1, 2), 
S is a quadratic space which represents 1, S < Sim( Vi , Bi), and dim S > p,A(2m). 
Then C = C((-l)S,) acts on V, making (V, , B,) and (V, , B,) similar as 
X-spaces admitting C. 
Proof. By Corollary 8.5 we may assume dim S = p1A(2n). If C is simple, 
certainly Vi E V, as C-modules. Otherwise, p1A(2n”) is even, so that m is odd 
and piA(2”) = 2m. Then, if C is not simple it is of X-hyperbolic type and 
V, s V, by Proposition 3.7 and Theorem 3.12. Let h: VI + Vz be a C-module 
isomorphism, and define a &form B,’ on VI by: B2’(u, TJ) = B,(h(u), h(o)). 
Then, the A-forms B, and B,’ on V, both admit the C-action. By Proposition 8.4 
and Lemma 8.2, B,’ = aB, , for some a E FX. Thus, h: (V, , B,) + (V, , B,) 
is a similarity and a C-isomorphism. 1 
This uniqueness theorem can be used to reduce the question (7.1) to the 
2m-dimensional case: 
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8.7. COROLLARY. Suppose V is a quadratic space of dimension n = 2”’ . n, , 
where n, is odd, and suppose S < Sim(V), of dimension PI(n). Then V N VI @ W, 
where dim VI = 2” and S < Sim(V,). 
Pyoof. We may assume 1 v E 5’ _C Sim(V) and get an action of C = 
C((-l)S,) on V. By the decomposition theorem (3.12) and the proof of 
Corollary 3.16, 
v = L-, 1 I ‘p I ‘.. I V,” ) 
where the V, are unsplittable C-submodules of dimension 2”. Then S < 
Sim( Vi) and Theorem 8.6 implies that the Vi are all similar, so that V c V, @ W 
for some W. 1 
Remark. In fact, the Vi are similar as spaces admitting C. This implies that 
the subspace S C Sim(V) is obtained from S < Sim(V,) by tensoring up. 
8.8. COROLLARY. Suppose V, V’ are 2”-dimensional quadratic spaces, S, S’ 
aye p,(2m)-dimensional quadratic spaces, and S’ < Sim(V), S’ < Sim(V’). If 
S and S’ are similar, then V and V’ are similar. 
Proof. Replace S and S’ by their images, and scale to assume 1 r E S. 
Suppose S’ N (d)S. Then S’ represents d, and there is a g E S’ C Sim(V’) 
with u(g) = d. Then S” = g-r o S’ C Sim(V’) contains 1 y’ , and 5”’ N 
(d)S’ E S. Now apply Theorem 8.6. 1 
8.9. COROLLARY. Suppose V is a 2”-dimensional h-space, S, T C Sim( V) 
and dim S = dim T > ~~“(29. ff S and T are similar quadratic spaces, then 
there exist f, g E Simx( V) such that T = f 0 S 0 g. 
Proof. Translating S we may assume 1 r E S. If T ‘v (b)S, there is g E T 
with u(g) = b. We replace T by g-1 0 T to assume 1 r E T and S ru T. Letting 
C = C((- l)S,), S and T give two similarity representations ~i , ~a: C + 
End(V). 
By Theorem 8.6, there is a C-isomorphism similarity relating them. That 
is, there exists h E Simx( V) such that h 0 nr(c) 0 h-l = n,(c), for c E C. Restricting 
tocEF+S,,wegethoSoh-I= T. 1 
9. INSIDE THE CLIFFORD ALGEBRA 
For a Clifford algebra C, we define a certain trace form B, which generalizes 
the norm form of a quaternion algebra. The quadratic space (C, B,) is a Pfister 
space, a fact indicating that the multiplicative properties of Pfister forms are 
closely related to the multiplication of an underlying algebra. I-sing this 
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multiplication on the left and the right, we give another proof that an m-fold 
Pfister space admits a p(2”)-dimensional subspace of similarities. This is a 
construction which re-proves most of Proposition 2.10 without assuming 
knowledge of Cayley algebras. In fact, in the 3-fold case we get an explicit 
construction of a Cayley algebra from a Clifford algebra! This Clifford algebra 
method also helps to determine the commuting Hurwitz function K~(R; n) 
defined in Section 6. 
The main question (7.1) when m = 4 can be settled by analyzing the possible 
quadratic forms on a 4-fold Clifford algebra. Unfortunately, this method does 
not seem to generalize to larger values of m. 
Let (S, 0) be a quadratic space which represents 1, S = (1) 1 S, , and 
suppose dim S, = m. Define C = C((- l)S,) to be the associated Clifford 
algebra. Then dim C = 2”‘. 
Define the trace map 
II: C-tF, 
to be the scalar multiple of the regular character with Zr(1) = 1. This map 
Zr can also be described using a derived basis of C. Suppose {er , e, ,..., e,} 
is an orthogonal basis of S, , with, say u(e,) = ai . Then, in C, ei2 = -ai . 
For each subset A C [I, m] = {I, 2 ,..., m}, define ed E C to be the product 
(in order) of the ei , for i E A. Then {ed / d C [ 1, m]} is an F-basis of C, called a 
derived basis. It follows that: 
&A = 0 if A#@, 
Z1(l) = 1. 
9.1. DEFINITION. Define a bilinear form B,: C x C -+ F by 
B,(x, Y) = k(x . Y), 
for X, y E C. Let Nr be the associated quadratic form: 
Then B, is a nonsingular symmetric bilinear form, admitting C on the left 
and right. That is, 
WC . x, Y) = 4(x, c . Y), 
B,(x . c, Y) = B,(x, Y . ~1, 
for x, y, c E C. 
If m = 1 or 2, this N,-form is the ordinary norm form of the quadratic 
or quaternion algebra C. 
The trace construction above is a special case of the going-down duality 
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of [2, p. 991. We used the bar as the involution on C and I1 as the involution 
trace. 
9.2. LEMMA. S is embedded in C, and the form Nl extends 0. If (S, u) E 
(1, al , a2 ,..., a,), then (C, NJ - <al, a2 ,..., a,>>. 
Proof. Since S, C C as the degree 1 component, we view S = F . 1 + S, c C. 
For an orthogonal basis of S, , as above, the derived basis is an orthogonal 
basis of (C, N,), making it a Pfister space as stated. 1 
9.3. Remark. Changing notation, this gives a basis-free way of assigning an 
m-fold Pfister form to any m-dimensional quadratic form: if 4 N (b, , b, ,..., b,), 
let P(q) = <h, b2 ,..., b,)). Then P(q) is the Ni-form of C(--q). If q1 N q2 , 
then P(qd = W,). 
Conversely, given a Pfister space (W, v), a multiplication can be defined 
(in many ways) on the underlying space W, making it a Clifford algebra whose 
Ni-form is v. Thus, Pfister’s “multiplicative forms” are closely associated 
to a multiplication. However, we have not been able to derive the basic multi- 
plicative properties of Pfister forms using this underlying algebra. 
Let 2, .%: C---f End,(C) be the left and right regular representations. 
That is, Z(c)(x) r= cx; B(c)(x) = xc. 
9.4. LEMMA. Let c E C. s(c) is a similarity of (C, B,) if and only if c . c E F. 
8(c) is a similarity of (C, B,) if and only if c . c E F. For x E S, 2(x) and g’(x) 
are a(x)-simiZarities of (C, B,). 1 
Remark. The forms Big, for y E Z(C), the center of C, are the only bilinear 
forms on C such that s(x) and g( x are similarities for all x E S. The forms ) 
with Z(y) and g(y) similarities, for all y E Si , have also been characterized, 
[6, p. 1381. 
9.5. DEFINITION. Csrm = {c E C 1 F c = c . E E F}. Then, Csrm = {c E C / 
B(c) and .2(c) are in Sim(C, B,)}. (If c E C and zc EF~, then CC = ct. However, 
it can happen that cc = 0 but CC $ F.) 
Certainly S C C is an (m + 1)-dimensional subspace of Csim . Application 
of 2 and 9 give commuting (m + I)-planes in Sim(C, B,), both isometric 
to S. Therefore K(S; 2”) > m + 1, (see Section 6 for definition). 
9.6. PROPOSITION. Let S be an (m + I)-dimensional quadratic space which 
represents 1. Suppose m is even. Then 
d(S; 2’) = &+,(2’), for all t >, tn. 
Outline of proof. Using Proposition 6.4 and Corollary 5.8, it is enough to 
establish the equality when t = m and m + 1. The B,-form on C, and Proposi- 
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tion 2.3, give K($ 2”) = Km+1(2m). Since ~~+~(2~+‘) = 1 $ K~+&~) (by 
Corollary 5.8) we get the equality for t = m + 1 immediately. The proofs 
for K’ are harder. They involve use of a twisted form B’ = BIB on C, for the 
t = m case, and a centralizer argument as in Section 8 for the t = m + 1 case. 1 
We now try to enlarge the m + 1 plane g(S) 6 Sim(C, NI). Sayf E End,(C) 
anticommutes with p(S,). Since the main automorphism Y (see Sect. 3) anti- 
commutes with Z(S,) too, f 0 v commutes with p(S,), so f 0 Y = a(c), for 
some c E C. Therefore, we introduce the twisted representation W’: 
9.7. DEFINITION. For c E C, let a’(c) = B(c) o Y in End,(C). 
9.8. LEMMA. Let c E C. 
(1) W’(c) anticommutes with A?($). 
(2) The B,-adjoint of W’(c) is ~?‘(c(c)). 
(3) L%‘(e(c)) 0 s?‘(c) = W(Y(CE)). 1 
9.9. PROPOSITION. (9(S), S?(S)) C Sim(C, NI) is an (m + 1, m + 1)-farnib. 
Therefore, (S, S) < Sim(((u, ,..., a,>>), where S N (1, al ,..., a,). 1 
9.10. COROLLARY. A m-fold Pfister space admits a p(2m)-plane of similarities. 
Proof. Starting from an (m + 1, m + I)-family as in Proposition 9.9, we 
can shift 4-dimensional pieces, via Lemma 4.6, (1) to get families with parameters 
(2m + 1, 1) if m = 0 (mod 4), 
@m, 2) if m E 1 (mod 4), 
(2m - 1, 3) if m = 2 (mod 4), 
(2m + 2,0> if m E 3 (mod 4). 
When m = 2 (mod 4), 2m - 1 = 3 (mod 4), and the (2m - 1)-plane of 
similarities can be expanded to a 2m-plane. Therefore, in each case, we do get a 
p(2”)-plane of similarities. 1 
9.11. Remark. This construction can be used to derive the Cayley algebras. 
Let ((aI , a2 , aa> be a given 3-fold Pfister form. View this as (C, NJ, where 
c = C((-a,, -u2, -us)) = C((-l)S,), where S N (1, a,, a,, aa). We 
have the (4,4)-family (A?(S), a’(S)), and want to shift to an (8, 0)-family. 
By the process in Lemma 4.6, (1) this gives the &plane Y(S) + %‘(zS) < 
Sim(C, NJ. Since C = S @ zS, we get a pairing 
defined 
*: c x c+ c, 
(x + y) * c = x . c + Y(C) . y, 
481/46/l-13 
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for x E S, y E zS, and c E C. Then * is a bilinear “multiplication,” and 
for all a, c E C. Hence, (C, *) is an 8-dimensional composition algebra, that is, 
a Cayley algebra [l , 41. 
The quadratic spaces that arise from this Clifford construction are of some 
interest. Here is a shifting somewhat different from that indicated in Corollary 
9.10: g(er) is antisymmetric and commutes with Z’(S) and with @(ej), i 3 2. 
Letting S, be the F-span of {ea ,..., e,), we get -Y(S) + S)(Q) 0 W’(S,) C 
Sim(C, NJ. As a quadratic space, this is (1, a, ,..., a,,) 1_ (ur)(u, ,..., a,) N 
<al>> 0 (1, a2 ,-..> %>. 
Now Corollary 8.8 says that a ~r(2~)-pl ane of similarities determines the 
2R1-space. Since ~~(2~) < 2m if m $ 0 (mod 4), we conclude: 
9.12. COROLLARY. If m $ 0 (mod 4) and ((al> @ (1, u2 ,..., a,,> and 
<b,> 0 (1, b, ,..., b,,) are similar quadratic spaces then 
Question. Is this also true when m = 0 ? A positive answer has been provided 
by Wadsworth [9], using completely different methods. 
9.13. Remark. As another application of this B,-form on C, we can settle 
the Pfister factor conjecture (7.1) when m = 4. In fact, a 16-dimensional 
quadratic space (V, q), which admits a 5-plane of similarities must be similar 
to a Pfister space. The idea of the proof is to identify V with the 16-dimensional 
Clifford algebra C acting on V. Then, the form B on V becomes one of the 
forms BIC for some c E Cx with c = c. Here, we define 
Blc(x, Y) = Bdx, ~4 for x, y E C. 
Finally, some calculation shows that every such BIG is similar to a Pfister form. 
We have omitted the details of the proof because the cases m = 4, 5 of the 
conjecture (7.1) have been nicely treated by Wadsworth [8], using function 
field techniques. 
9.14. PROPOSITION. Suppose (V, B) is a quadratic space of dimension 2” 
which admits a (2m - 1)-plane of similarities. Then V @ V is a Pfister form. 
First, we note that V @ V is the same as a certain trace form. Let J(f) = J 
be the adjoint involution for B. Define a bilinear form T on End(V) by: 
T(f, d = tr(fo g>- 
LEMMA. (End(V), T) N (V @ V, B @ B), nuturuZZy. 
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Proof. The form B induces an isomorphism V z V*, so that End(V) z 
V* @ I’= V @ V. The forms T and B @ B do correspond under this iso- 
morphism. See [6, p. 1181 for details. 1 
Proof of Proposition 9.14. Let S < Sim(V) be a (2~2 - 1) plane, C = 
C((--I)&) and TK C -+ End(V), the induced similarity representation. Since 
C is simple, any character is a multiple of Zi . Noting that tr(l y) = 2’“, we see 
that T(n-(cl), n(c,)) = tr(.rr(i$,)) = 2m2i(~1cZ) = 2mB,(c, , cZ), for ci E C. Define 
Tl = 2-” . T. Then, (C, B,) < (End(V), TJ. 
Let D be the centralizer of z(C). Then D is a quaternion algebra and 
C @ D g End(V). The only characters of C @ D are multiples of lr @ Zi . 
It follows that tr(z(c) 0 d) = 2”“Z,(c) Z,(d), for c E C, d E D. Therefore, 
(End(V), Tl) ‘v (C, B,) @ (D, Tl loxD), as quadratic spaces. A calculation 
shows that Tl lDxD is a Pfister form. Hence, Tl is a Pfister form, and, since 
the form T represents 1, (End(V), T) is also Pfister. 4 
Note added in proof. T. Ono [11], [12], [13], [I41 has independently proved some of 
the results of this paper. 
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