We study the evolution of the order of the largest component in the random intersection graph model which reflects some clustering properties of real-world networks. We show that for appropriate choice of the parameters random intersection graphs differ from G n,p in that neither the so-called giant component, appearing when the expected vertex degree gets larger than one, has linear order nor is the second largest of logarithmic order. We also describe a test of our result on a protein similarity network.
Introduction
The classical random graph model (introduced by Erdős and Rényi in the early 1960s) considers a fixed set of n vertices and edges that exist with a certain probability p = p(n), independently from each other. It was shown to be inappropriate for describing real-world networks because it lacks certain features of those (e.g. scale free degree distribution and clustering). One of the underlying reasons that are responsible for this mismatch is precisely the independence of the edges, in other words the missing transitivity. In a realworld network, relations between vertices x and y on the one hand and between vertices y and z on the other hand suggest a connection of some sort between vertices x and z.
An intersection graph is a graph on vertex set V where each vertex has a subset of a ground set W assigned and two vertices are adjacent if and only if the assigned sets have a non-empty intersection.
We call the ground set W from which the assigned sets are chosen universal feature set and its elements features. Furthermore the set of vertices V w holding a specified feature w (which obviously forms a clique) is called feature clique while W v shall denote the feature set assigned to vertex v. We generalise this notation to sets of vertices and features in the obvious way, e.g. W U = u∈U W u .
Examples for intersection graphs are the well studied interval graphs on the real line, in this paper however we will only consider finite sets.
A random intersection graph on n vertices with a universal feature set of size m is one where each vertex chooses each feature independently with probability p. A sample of this probability space is denoted by G n,m,p .
We consider now and in the following at m := n α with either α > 1 or 0 < α < 1. This random model was invented and studied with respect to subgraph appearance by Karoński, Scheinerman and Singer-Cohen in [11] , with respect to equivalence to G n,p by Fill, Scheinerman, Singer-Cohen in [7] and with respect to vertex degree distribution by Stark [14] . An algorithmic reconstruction of the feature structure with only the intersection graph as input was given by Behrisch and Taraz in [2] . The first two results and some results concerning connectivity and cliques can also be found in Singer [13] . Recently also the chromatic and the independence number of random intersection graphs have been investigated by Behrisch, Taraz, and Ueckerdt [15, 3] .
Extensions to the model were proposed by Godehardt and Jaworski in [8] , who modify the distribution of the sizes of the feature cliques and practical relevance of the model was studied by Newman, Strogatz and Watts in [12] and by Guillaume and Latapy in [9] .
The aim of this paper is to study the evolution of the largest component in this model. Since components are natural candidates for clusters in graphs it is straightforward to analyse their growth in our random model, thereby getting insight into structural peculiarities of the real-world networks. The component structure for G n,p was already studied by Erdős and Rényi in [6] and there are also results for some models for real-world networks by Chung and Lu [5] and Bollobás and Riordan [4] .
The paper is organised as follows. In the next section we describe our results and compare it with the growth of the giant component in G n,p . Section 3 states some results on branching processes which will be used for the proofs of the results in Section 4 and 5. We close with experimental studies on the evolution of a real-world network.
The results
Let N (G) denote the order (number of vertices) of the largest component of G. Our main theorem is: Furthermore we can prove that the order of the largest component for α < 1 2 and p small enough is approximately that of a single feature clique, see Section 5.1 for details.
As already proven in [13] the "edge probability" p (meaning the ratio between present edges and all possible edges) in the random intersection graph is closely concentrated around p 2 m. Thus the two results above show that for α > 1 the largest component in the intersection graph exhibits a jump from logarithmic order to linear order at p = 1 n which is similar to the G n,p behaviour. This is also the moment at which in both models the expected degree of a vertex gets larger than 1.
For α < 1 the jump is still at the same position but N increases only by a polynomial factor as is shown in Figure 1 for α = 0.25.
Additionally this figure shows that the order of the largest component jumps from approximately the size of a single feature clique (which is concentrated around pn, see (12) ) as a trivial lower bound to the order of the largest component to approximately the sum of the sizes of all feature cliques (which is for the same reasons concentrated around pmn) which is an upper bound to N .
Branching processes and auxiliary lemmas
In order to discover components in a graph we will use branching processes (for an overview of the topic of branching processes and for references to proofs see [1] ) similar to the proofs in Chapter 5 of [10] . We will explore the component by starting at a single vertex, generating its neighbors as descendants in a branching process and then the second neighbourhood as their descendants and so forth. 
in the interval (0, 1).
Thus the main complication in the proof is to overcome the limitations of the branching process which deals with an essentially unbounded domain in contrast to the limited number of vertices in the graph.
The discovery of neighbors is (in contrast to the process used in the G n,p model) a two step process. First we let the vertex discover its features and then the features find the vertices they are assigned to. The features and the vertices used in each step will be ignored in the further process which will slightly downsize the universal feature set and the vertex set. As we will see later this deviation will not affect the ongoing process very much.
Auxiliary lemmas
The following estimates are used without proof:
Let X be a non-negative random variable with expectation µ := E [X] and variance Var [X] . As a special case of Markov's inequality the first moment method states that
and the second moment method (special case of Tschebyscheff's inequality) that
If X is a binomially distributed random variable (n trials, each with probability p), then µ = np and we shall use the following variants of Chernoff's inequality (see Section 2 in [10] ):
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This section contains the proof of the first two statements of Theorem 1. After giving a sharp concentration result on the number of features a single vertex may have, we closely resemble the branching process method used in [10] to prove the results on the order of the largest component.
The size of the feature set
In order to give precise estimates on the number vertices which get discovered by the branching process we need sharp bounds on the size of the feature set of a vertex.
Lemma 2. Let v be a fixed vertex in a random intersection graph G n,m,p with pn = o(1) and p 2 mn = Θ(1). Furthermore let W ⊆ W be a subset of the universal feature set of size at least m − 2pmn and X v := |W v ∩ W | denote the random variable counting the number of features of v in W . Then X v is very likely close to its expectation or precisely:
Proof. For the expected number of features selected in W we have µ :
Since the features are selected independently uniformly at random we can use Chernoff inequalities (10) and (11) to bound the deviation from the expected size.
And for the lower tail using (11):
Notice that these calculations (and thus the probability for the tails) remain valid even if we remove no features at all. From the two tails above we may easily conclude the statement of the lemma. 
Proof of Theorem 1, (1) and (2)
Proof of (1). We prove that for c < 1 the branching process starting at an arbitrary vertex v discovering all the vertices one by one will finish in at most 9 ln n (1−c) 2 steps. From Lemma 2 we know that there is with high probability no large deviation from the expected value in the size of a feature set. Our branching process starting at v now proceeds as follows. At first v discovers its features. If there are too many or too few of them (in the sense of Lemma 2) we abort.
Otherwise we let the features discover the vertices which hold them. Since the feature set of v has size (1 + o(1))pm the probability for an individual vertex w to hold at least one feature in this set is
and the neighbors of v will be chosen independently with this probability. Thus the expected number of new neighbors discovered will be:
Now we remove W v (the feature set of v) from the universal feature set and continue with discovering the features of the neighbors of v the same way we discovered the features of v and so on. We do this at most n times (only n vertices available) thus the probability that we will abort at any step because of the wrong size of the feature set is (due to Lemma 2) bounded by
Furthermore we did remove at most n(1 + o(1))pm < 2pmn features from the universal feature set thus Lemma 2 was applicable all the time.
Observe that the probability that v is in a component of order at least k is bounded by the probability that the sum of the degrees of k vertices discovered in the process is at least k − 1. Since all features were discovered independent from earlier ones and thus all vertices were discovered in an independent manner, the probability for a component of order at least k ≥ 9 ln n (1−c) 2 can be bounded using a Chernoff inequality again. Let Y i denote the number of neighbors of the ith vertex discovered in the process and notice that the expected value for the sum over the Y i is bounded from above by ( 
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Resubstituting c and k shows that this term tends to 0 as n tends to infinity which proves by (8) the theorem.
For the appearance of a giant component when c > 1 we will study the same branching process again using the proof of Janson, Luczak and Rućinski [10] .
Proof of (2). We start by proving that there is a.a.s. no component which has more than k − := 50c (c−1) 2 ln n or less than k + := n 2/3 vertices by proving the harder result that for every k < k < k + there are a.a.s.
(c−1) 2 k vertices which are to be examined (got discovered as neighbors but were not examined themselves). To prove this we have to look at no more than k + k + vertices from the further process. Furthermore we do still downsize the universal feature set only for a very small amount for each vertex which discovers its neighbors as in the proof of (1). This gives independence for all steps of the branching process and thus one can bound the number of neighbors a vertex discovers from below by independent random variables Y *
. The value for p results from the lower bound on the size of feature set given by Lemma 2.
Now we can bound the probability of dying out after k steps or having too few discovered (but unexamined) vertices by the probability that
Now the existence of such a process can be bound by Chernoff inequality (11) and we get with
and n large enough:
Because of the values for k − and k + given at the beginning of the proof this tends to 0 as n tends to infinity and thus by (8) Thus the probability of disjointness is:
Now we have that there is a.a.s. only one component with at least k + vertices, it remains to show that it has linear order. Let Y , denote the number of vertices in components of order at most k − . Let for each vertex i ∈ V Y i be the indicator variable for being in such a small component. We estimate expectation and variance of Y .
For a single vertex the probability of being in a small component can be bounded from above and from below by the extinction probabilities of branching processes with distribution Bi(n − k − , (1 − o(1))p 2 m) and Bi(n, (1 + o(1))p 2 m). The o(1) terms in the two cases bound the possible deviations in the size of feature sets according to Lemma 2. By (5) we know that the probability of extinction of these two processes is ρ which results by linearity of expectation into E [Y ] = ρ(c)n.
In order to prove the concentration of Y around its expectation, we calculate its variance, or precisely using (9) we show that
Two vertices being simultaneously in a small component is an event which occurs either if they are in the same component in that case the probability can be bounded by the extinction probability for this component or they are in two components which means two extinctions have to occur independently.
2 By Tschebyscheff's inequality (9) we can conclude that the number of small vertices is a.a.s. ρ(c)n hence the largest component is of order (1 − ρ(c))n.
One further consequence of this proof is that for α > 1 and c > 1 we can bound the order of the second largest component by 5 The evolution for α < 1
If we have an small upper bound for the number of vertices two feature cliques have in common we can simply add the clique sizes (provided we know they are connected) in order to estimate the component order. This bound is the content of the following lemma. Proof. For a single fixed vertex v the probability of having more than one feature is (when pm → 0):
Since all vertices choose their features independently Y is a binomially distributed variable with expectation nm 2 p 2 and the second statement of the lemma follows by Markov inequality. For the first statement we can bound the deviation using Chernoff inequality (10) .
Now we can start proving the component evolution for α < 1.
Proof of (3). In order to reuse the results of Section 4 we interchange the role of the feature set and the vertex set and look at the largest component in the feature set instead of one in the vertex set. As we know from Theorem (1) there will be no component containing more than
9
(1−c) 2 ln m features. Exploiting again the symmetry between feature set and vertex set, we can use Lemma 2 to deduce that for every feature w
with probability at least 1 − m exp(−(pn) 1/2 /3 = 1 − o(1)). We can conclude that the order of the largest component is a.a.s. bounded by
Proof of (4). We use the same method as in the last proof. With exactly the same argument we already have a.a.s. an upper bound for the order of the largest component of
The lower bound can be achieved because the order of the component can be bound by the sum over the sizes of all cliques minus the number of vertices which occur in more than one clique multiplied with the multiplicity they occur. Or more precise (with W L denoting the set of features in the giant component in W and V L denoting the vertices linked to it):
(|W v | − 1) The probability for the existence of a vertex with more than ln m features is bounded by n(pm) ln m which tends to 0 for our choice of p. Furthermore we know from Lemma 3 that there are at most 2p 2 m 2 n = 2cm vertices with more than one feature. Therefore
As a direct consequence of this bound and the remark after the proof of (2) we have that for α < 1 and c > 1 we can bound the order of the second largest component by 
Feature cliques as components
Similar to the evolution of G n,p , which has lots of isolated vertices for very small p, there are stages of the evolution of G n,m,p where the feature cliques do not intersect. The component structure of G n,m,p is very uncomplex then. 
Experiments
We tested our result on an instance of a complete edge-weighted real world network on 5119 vertices. Here parts of proteins serve as vertices and the edge-weight describes their spatial similarity. If we look at the subgraph of this graph containing all edges with weight greater than a fixed value s (where greater edge weights indicate higher similarity) we can simulate an evolution of this network by gradually decreasing s. Thus first the highly analogue parts get connected and bit by bit also the less similar ones connect to the components.
The evolution found this way differs significantly from a graph in which the same weights are distributed uniformly at random among the edges (see Figure 2) .
The most striking difference is the slow growth of the largest component in the stages after it has only very few vertices (minimum edge weight between 40 and 60). A similar behaviour cannot be modelled using standard random graphs where N is either logarithmic or linear in the number of vertices. As one can see in Figure 2 the random intersection graph resembles this steady aggregation of vertices to the largest component very well. 
