Abstracl--In this paper, we investigate hands-free speech recognition as front-end system of conversational TV. The conversational TV is one of machine conversation systems to retrieve the lnteresling information by inquiring it to the TV. To realize the natural machine conversation without consciousness of microphone, hands-free speech recognition is required. In the hands-free speech recognition system, the directions of the arriving signal are estimated by using a microphone array and the desired signal is enhanced by beam forming. Then, the user utterance section is detected automatically from continuously observed signal. Furthermore, by applying the noise reduction and noise adaptation, the enhanced speech signal is recognized accurately.
I. INTRODUCTION
Recently, many TV news programs are broadcast throughout the world. However, they are now broadcast in one-way from broadcasting stations to the viewer(user). In this situation, the user cannot obtain the detail about the interesting information when it appears in the TV news. Furthermore, even when retrieving the information through the internet, the user feels inconvenient because he must prepare and activate the internet clients quickly for the information retrieval. To retrieve the interesting information without inconveniences, a conversational TV is required which can retrieve the interesting information through man-machine interaction.
In the conversational TV, the required information is retrieved by query words extracted by speech recognition of a user question. Here, it is desired for the user to gibe a question without consciousness of a microphone because the conversational TV is one of machine conversation systems. To realize the natural machine conversation, in this paper we propose hands-free speech recognition using a microphone array as a front-end system of the conversational TV.
In the hands-free speech recognition system, the DOA(Direction Of Anival) of a desired speech signal(user utterance) is estimated by using a microphone array and the desired signal is enhanced by beam forming. Then, the user utterance section is detected automatically from continuously observed signals based on the time stability of the DOA. Furthermore, by applying a Kalman filter based noise reduction [l] and MLLR(Maximum Likelihood Linear Regression) [Z] based noise adaptation, the enhanced speech signal is recognized accurately. Fig. 1 shows the system overview of our proposed conversational TV. In the system, the user can retrieve his interesting information by inquiring it to the TV when it appears in the TV news. Then, to present the information to the user, the system works according to the following processes.
SYSTEM OVERVIEW
(1) Recognize the user utterance in hands-free environment.
(2) Extract the query words from the recognition results.
(3) Retrieve the information through the internet by using the (4) Synthesize the response speech by using the texts of the ( 5 ) Present the retrieved results to the user using synthesized Here, the above processes are classified into the front-end system and the back-end system. The front-end system includes the process (I) , and the hack-end system includes the other processes. In this paper, we investigate a hands-free speech recognition as the front-end system(process (1)) of the conversational TV. the figure, the DOA of desired speech signal is estimated .by using a microphone array and the desired speech signal is enhanced by beam forming. Then, the user utterance section is detected automatically from the continuously observed signal. Furthermore, by applying a Kalman filter based noise reduction and MLLR based noise adaptation, the enhanced speech signal is recognized accurately. In the below sections, the detailed process of the hands-free speech recognition is described. 
A. Delay and Sum Beam Forme;
To capture the desired speech signal with high quality, a microphone array requires to form the directivity of the desired speech signal. In this paper, a delay and sum beam former [3] as shown in Fig.3 is employed to capture the desired speech signal with high quality. In the figure, y 
k Then the DOA 0 is computed by the following equation.
where c denotes the sound propagation speed and f denotes the sampling frequency.
C. User Utterance Section Deiection
In the conversational TV, it is supposed that the user inquires about the interesting or unknown information to the TV when TV news programs are broadcast. Therefore, to recognize the user utterance in a hands-free mode in the TV news sound environments, a speech input interface is required which can barge into TV news sounds. Generally, this speech input interface is realized by detecting the user utterance section from continuously observed signal. We propose here the user utterance detector based on time stability of the DOA.
In this paper, it is supposed that the TV news sounds arrive from the back of the microphone array, as shown in Fig.4 .
In this case, the TV news sounds are captured with various reflections at the microphones. Therefore, the DOA of the TV news sounds is not stable in the time sequence. On the other hand, the DOA of the user utterance is stable because it arrives from the front of the microphone array. Under these assumptions, time section with more than 1 second DOA stability is detected as the user utterance region as shown in 
D. Kalman Filier Based Noise Reduciion
The delay and sum beam former described in Sec.II-A enhances the desired speech signal. However, additive noise components(residua1 noise) still exists in the enhanced speech signal and they degrade the speech recognition rate. To solve this problem, estimation of the clean speech signal from the speech signal enhanced by the delay and sum beam former At the kth frame, let X(k), S(k) and N(k) denote the vectors of power spectra of noisy speech, clean speech and (residual) noise respectively, and superscript 1 denote the log-spectral domain, then the Kalman filtering algorithm is obtained as follows:
where S ( k ) denotes the estimation of S(k) and Q k denotes the diagonal co-variance matrix of the estimating error respectively.
The initial values for Eq. (4)- (6) 
W(k)
In Eq. (14) and Eq. (15), to compute the Cw(k) and C N (~) . the value of N(k) is estimated by using linear 14th order predictive estimation.
E. Unsupervised MLLR Adaptation
The noise reduction method described in Sec.lIl-D reduces the additive noise components. However, the method does not consider about the reverberant and the convolutional noise. To cope with them, adaptation of the acoustic models is employed by using an (on-line) unsupervised MLLR adapta~ion [Z] to the reverberant and the convolutional noise.
In the unsupervised MLLR adaptation, speaker independent monophone HMMs are adapted to the speech signal estimated by the noise reduction method. To make this adaptation feasible, monophone labels are required for the estimated speech signal. To obtain these labels, the speech recognition is carried out using the monophone HMMs before adaptation, to the speech signal estimated by the noise reduction method.
Then the MLLR is applied to the HMMs using the labels and the estimated speech signal. In this paper, an input speech signal itself is used as the adaptation material and the number of Gaussian distribution clusters included in the monophone HMMs was set to 1.
IV. EXPERIMENTS
We evaluated the hands-free speech recognition in the conversational TV environment.
A. Experimental Setup
The experimental materials are 100 sentences spoken by 5 Japanese male subjects and include 20 keywords appeared in the TV news(Each subject speaks 20 sentences.). Then each utterance arrives from the subject in front of a microphone array. The distance from the subject to the microphone array is 2m. By using these materials, we evaluated the handsfree speech recognition by sub-word model based keyword spotting. The noise sources are the TV news sounds and the fan noise generated from 4 digital projectors and 9 P C s (Noise level is about S5dB.). The TV news is NHK TV news broadcast at 12:OO on November 30 in 2001.
The acoustic models of the speech recognition are the speaker independent monophone HMMs. Their structure is composed of 5 states with 3 loops and 12 mixtures for each state. They were trained using 21,782 sentences spoken by 137 Japanese males. These speech data were taken from the database of Acoustical Society of Japan. The feature parameters are composed of 39 MFCCs with 12 MFCCs, log energy and their first and second order derivatives. Table I, I1 and III summarize the experimental conditions for the acoustic analysis and phoneme HMM. Table V shows the speech recognition results of the correctly detected sections. In the table, by using the proposed method, the keyword extraction rate was about 70%. However, to realize the natural machine conversation, these results are not sufficient. Especially, the reverberant and the convolutional noises affect the speech recognition rate. From this fact, it is required for the speech recognition method to be robust for these noises. 
V. CONCLUSIONS
In this paper, we proposed a hands-free speech recognition as a front-end system of conversational TV. As the evaluation results, the proposed method showed that the user utterance section detection rate was 89%. the DOA Estimation was about 96% and the keyword extraction rate was about 70 %. In future, to improve the speech recognition rate in hands-free environments, we are planning to develop more robust handsfree speech recognition method to the reverberant and the convolutional noises. Furthermore, we will study the information retrieval method as a hack-end system of conversational TV.
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