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ABSTRACT
Computer mice have their displacement sensors in various
locations (center, front, and rear). However, there has been
little research into the effects of sensor position or on engi-
neering approaches to exploit it. This paper first discusses the
mechanisms via which sensor position affects mouse move-
ment and reports the results from a study of a pointing task in
which the sensor position was systematically varied. Placing
the sensor in the center turned out to be the best compromise:
improvements over front and rear were in the 11–14% range
for throughput and 20–23% for path deviation. However, users
varied in their personal optima. Accordingly, variable-sensor-
position mice are then presented, with a demonstration that
high accuracy can be achieved with two static optical sensors.
A virtual sensor model is described that allows software-side
repositioning of the sensor. Individual-specific calibration
should yield an added 4% improvement in throughput over the
default center position.
Author Keywords
Computer; mouse; sensor position; pointing performance;
virtual sensor position; optimization
CCS Concepts
•Human-centered computing → Keyboards; Pointing de-
vices; Text input; Interface design prototyping;
INTRODUCTION
In the wake of Douglas Engelbart’s Mother of All Demos, the
computer mouse has grown into one of the most engineered
input devices [20]. Besides proprietary work, there has been
published research on almost every factor imaginable: the
shape of the device [17,19,23,25,26,30,34,39,41], its weight
[16], the control-to-display (CD) gain function [13,14,50], the
resolution of the displacement sensor [6, 14, 42, 44], and many
more. Yet it is fascinating to observe that for one factor, the
placement of the sensor in the bottom of the device, the proper
examination has been overlooked in academic research. This
factor turns out to have a strong but exploitable effect on users’
pointing performance.
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Sensor at front
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Figure 1. When a user operates a mouse, the mouse moves and rotates,
and the resulting trajectory is affected by the position of the displace-
ment sensor. When it is closer to the front, the increased radius of the
arc results in the larger horizontal cursor displacement. Vertical cursor
displacement stays the same irrespective of sensor position.
To understand why sensor position matters, we need to revisit
a misconception about mouse movement. A mouse is a trans-
ducer that converts a planar movement into a two-dimensional
(2D) cursor displacement. We might thus readily believe that
there is a one-to-one mapping between the physical and cursor
movement, or at least that the mapping is modulated by the
CD gain function. That is not, in fact, the full picture. The po-
sition of the displacement sensor has a covert effect on cursor
movement. The planar motion of a mouse, when held in hand,
is produced as a combination of two-dimensional translation
and one-dimensional rotation. Though users may perceive
translational movement of the cursor, joint rotation adds inad-
vertent rotational motion of the mouse body. The wrist joint
rotates about 15–25 degrees (radial–ulnar deviation) during
mouse pointing [11,16,29,48]. Also, the shoulder joint rotates,
producing rotation around the elbow joint (mediolateral devi-
ation). Firstly, the sensor ignores rotation in motion, which
distorts the cursor trajectory [32]. More interestingly, when
the displacement sensor is placed further from or closer to the
pivot of rotation, different paths result, as shown in Figure 1.
The differences can be large. Our study revealed that a sensor
positioned at the front produced almost twice the horizontal
cursor displacement than one at the rear did (this is discussed
further on).
ar
X
iv
:2
00
1.
03
35
2v
1 
 [c
s.H
C]
  1
0 J
an
 20
20
The discussion surrounding sensor position is riddled with
unproven hypotheses and misconceptions. There is only a
single academic paper on the topic, from 1989: Verplank and
Oliver compared the task completion time in a maze-tracing
task (N = 5) with three mice prototypes, varying their shape
and the position of ball sensors [47]. They concluded that a
sensor position toward the front is favorable. The designers of
the Microsoft Mouse took this finding to indicate “a dramatic
(performance) advantage in moving the ball to the front of
the mouse” [38], explaining the advantage as being due to
“increasing the apparent moment of inertia as the mouse is
pivoted from [the] elbow or heel of the hand” [47]. However,
this conclusion is potentially flawed as well as outdated. Their
study confounded the position of the sensor with the shape of
the mouse, which we now know affects performance. More-
over, no statistical analysis was reported. Secondly, they used
a low-CPI ball mouse of that era. A modern optical mouse
sensor operates like a camera with high speed but low reso-
lution. It computes translational displacement by calculating
the cross-correlation between successive images. Importantly,
resolution, measured in Counts per Inch, or CPI, has improved
dramatically. While the mice of the 1980s have 100–400 CPI,
an off-the-shelf mouse in 2019 exceeds 800 CPI, and a high-
grade sensor can easily reach above 10K CPI, which is far
beyond the human limit [10].
Within internet communities, two different hypotheses ex-
ist [2–5]. According to the first, a sensor beneath the index
finger performs best, because it reacts more swiftly (due to
larger radius), and experience can be transferred from precise
pen and touch manipulations. The second hypothesis holds
that the center is best, because an object can be more easily
manipulated, supposedly, when force is exerted at its center
of gravity. In any case, both hypotheses have not yet been
verified. Manufacturers have taken very different positions
on the topic, as Figure 2 attests. The center position seems to
dominate, but the front and back also are represented.
To the best of our knowledge, this is the first paper to revisit
the topic with an eye on the modern mouse. Besides informing
manufacturers and end-users about the matter, we see two
other, more scientific, motivations. Firstly, it is necessary to
return to empirical research into the effect of sensor position
with a study that is adequately reported upon and adheres to
today’s methodological standards. Secondly, the optical mouse
allows designing a device that can change the position of the
sensor from the software side. We present constructions for
such a device, which we exploited for systematically finding
the most suitable position for an individual user.
The paper is organized as follows. After discussing relevant
literature, we introduce the construction of two variable-sensor-
position mice, one based on a sliding structure for the mechan-
ical part, and another using a virtual sensor model with two
sensors that uses a signal fusion technique. The virtual sensor
allows changing the sensor position via software. Using our
system, we estimate the effect of sensor position on user perfor-
mance in pointing. Finally, we offer two calibration methods
for sensor position optimization. The two takeaways for prac-
titioners are 1) that placing the sensor in the center is the best
Figure 2. Commercial mice (shown to scale) exhibit a wide distribution
of displacement sensor designs. Note that Ninox Astrum is equipped with
a slider for a variable sensor position.
compromise for regular users and 2) that a variable-sensor-
position mouse can further improve the pointing throughput
from that with a fixed center position.
RELATED WORK
The engineering and ergonomics of the computer mice have
been a topic of HCI research for decades. We consider three
core device-related factors here: shape, weight, and transfer
function. Reliable results have been obtained that link changes
in these factors to ergonomics and movement performance.
Additionally, we review previous attempts of integrating two
sensors on a mouse, which we employed to implement the
variable-sensor-position mouse.
Effect of shape
Shape has been the most intensively studied factor. Continuous
use of a mouse, especially in dragging, is known to increase
carpal tunnel pressure [30] and potentially lead to carpal tun-
nel syndrome. Slanted or vertical designs, also known as an
ergonomic mouse, are known to reduce pronation of the wrist
and muscle use but produce adverse effects on pointing perfor-
mance in general [17, 23, 39, 41]. Some research has shown
that a vertical (“ergonomic”) shape can indeed be beneficial er-
gonomically [25], and performance approaches the levels of a
regular mouse design with practice [26]. Other attempts, such
as a pen-like design [19] or alternative button designs [34],
have been tried in efforts to minimize fatigue levels with mouse
use. Besides the slant angle, Isokoski and Raisamo [28] stud-
ied the effect of mouse size, interface (USB or PS/2), and
sensor technology (ball or optical). They found no practical
performance differences among these. However, it was later
discovered that the size of a regular mouse is not suitable
for children [27]. Hand size must be considered in choosing
a comfortable mouse. Shape-changing mouse designs have
been proposed also, such as the Inflatable mouse [31] and the
Adaptive mouse [46]. While we look at sensor position, not
shape, we share the goal of adapting this factor to the user.
Effect of weight
A mouse weighs from about 52 g (e.g., Cooler Master MM710)
to over 150 g (e.g., Logitech G602 with battery). This is
another important specification for a choice of mouse and,
similarly, interacts with biomechanical considerations. Some
models provide extra ballast so that a user can tune the weight
distribution. However, we could find only a few academic
studies on this topic. Chen et al. [16] found that mouse weight
affects the range of motion (ROM) of the wrist in a rapid
targeting task. A V-shaped relationship, centered at 130 g,
was found between weight and ROM. Excessively light or
heavy mice tend to induce ulnar-side shifts over time, which
results in rapid radial-side corrective motion. Cabeças [12]
found that a heavy mouse may increase friction between the
mouse and the pad, thereby necessitating more muscle effort.
Still, no rigorous performance study of the effect of weight on
performance has been conducted, so the relationship between
weight and performance remains unresolved.
Effect of transfer function
The CD gain function, also known as the transfer function,
maps between the mouse motion and the cursor movement.
The goal has been to find the “best” transfer function – i.e.,
one that maximizes throughput [22] in pointing. When a con-
stant gain function is used, the ratio between the resolution of
the mouse and screen has a single gain value. An appropriate
gain value is a level that does not cause clutching (or rely on
imprecise limbs for control) and involves the correct quanti-
zation approach [14]. If the gain is set too low, the mouse
cursor moves so slowly that a one-stroke mouse movement
is not enough to reach the target; therefore, clutching arises.
Limb precision imposes a motor control limit, which is esti-
mated to be around 700–1400 units per inch in the case of a
mouse [10]. Quantization problems occur when the sensor
resolution is not high enough to address one unit on the dis-
play. Commonly, modern mice are in the 800–1000 CPI range,
and display resolution is 72–100 PPI (pixels per inch), though
some high-density displays (e.g., the Apple Retina Display)
may reach 300+ PPI. A proper gain should take both the de-
vice and display resolution into consideration. Non-constant
gain functions, often called pointer acceleration, have been
investigated for solving the clutching and the quantization
problem at the same time. The general idea is to increase the
CD gain in accordance with the speed of motion. Thus, a cur-
sor can jump toward a distant target with high-speed motion
and address a small target at low speed. Each operating system
(MacOS, Windows, Linux, etc.) provides a uniquely shaped
gain function [13]. Beyond those default presets, a recent
work named AutoGain [33] introduced an adaptive method for
personalizing gain function.
Mouse with two sensors
Having two sensors on a mouse allows capturing the final
missing piece in 2D motion: rotation. As stated before, con-
ventional mouse sensors ignore rotation: the ball-and-wheel
mechanism cannot capture it by principle, and the optical
sensors ignore it by design (in fact, detecting rotation on a
single optical sensor is possible [40]). MacKenzie et al. pro-
posed the earliest prototype mouse with two balls in 1997 [37]
to support three degree-of-freedom (3DoF) interaction, e.g.,
translate and rotate an object at the same time. A series of
studies followed [7, 8, 21, 24, 32, 40]. However, 3DoF manipu-
lation was better supported by a wheel [8]. There is evidence
that a major mouse company, Logitech, tested a two-sensor
mouse for 3DoF support [1], but no mouse was successfully
commercialized so far [36]. One inspiring work from Lee and
Bang [32] exploited the two sensors to compensate for coor-
dinate disturbance from the kinematic rotation of the human
arm. The goal of their work was not to introduce a new DoF,
but to support better performance in a regular drawing task. In
this paper, the purpose of two-sensor implementation is only
to simulate a physical sensor on an arbitrary location. Similar
simulation models were introduced previously [8,40], but they
have not been verified. We validate the model theoretically
and empirically. The virtual sensor implementation allows
better mechanical stability from no moving part, and opens up
a new possibility of the software-side optimization procedure.
Summary of prior work
While, to the best of our knowledge, the effect of sensor posi-
tion has not been studied after the original study by Verplank
and Oliver on the Microsoft Mouse [47], other findings – on
the effects of joint rotation – hint at the possibility of an empir-
ical effect. Studies of computer ergonomics have revealed that
the rotation of a mouse is connected with rotation in wrist and
arm posture. Large radial and ulnar deviations in the elbow
and the wrist are common, with wrist deviation ranging from
10 to 25 degrees [11,29,48]. Those values are large, given that
the range of motion in radial–ulnar deviation is about 30 to 40
degrees [15, 16]. In the extreme case, if accompanied by el-
bow rotation, a mouse could rotate by up to 60 degrees during
common usage. These observations about rotation provide an
incentive for studying the effect of sensor position.
A VARIABLE-SENSOR-POSITION MOUSE DEVICE
We demonstrate two constructions of variable-sensor-position
mice. An overview is given in Figure 3. The physical sensor
(Approach 1) allows manually sliding the sensor along a rail,
in similarity to the Ninox Astrum in Figure 2 but with a wider
range. The virtual sensor (Approach 2) is able to emulate any
sensor position on the vertical axis, and the position of the
sensor can be changed in software. Below, we present the
principles of emulating a sensor and our empirical testing of
the accuracy achieved.
Approach 1: Physical sensor positioning
Mouse device: The dimensions of the shell are 117×62×38
mm while the shape matches that of a popular commercial
mouse (Logitech G102/G203; our implementation does not
have a scroll wheel). Our shells were 3D printed, including
buttons and mounts for switches and sensors. We designed the
sensor mounts to align the optical center of the sensors with the
centerline of the device. We used a PixArt PMW3360 optical
2D displacement sensor, a model frequently used in high-end
gaming mice. The sensor reads incremental horizontal (dX)
and vertical (dY ) displacement.
Figure 3. Constructions of variable-sensor-position mice. (a) Physical, in
which the displacement sensor is on a sliding rail. (b) Virtual, with two
sensors to compute a virtual sensor at any location in between. We label
the extreme front position as 0% and the rearmost position as 100%. In
the Physical device, the motion sensor can be placed between 20% and
80% position, in 10% increments.
We used two Omron D2F-F microswitches, mounted under
the left and right buttons. A SparkFun Pro Micro board in-
terfaced with the sensor module via SPI protocol. The board
sampled the sensor data at 500 Hz. The sensor resolution
was set to the maximum value (12,000 CPI) internally. Users
can select their preferred resolution (UserCPI), and the raw
readings from the sensor are down-scaled to that value for
USB reports. The microprocessor (Microchip ATmega32u4)
supports native USB communication. Two USB endpoints
were implemented: an HID (Human Interface Device) mouse,
and a CDC (Communication Device Class) serial for logging.
Sliding rail: The sensor module was attached to a rail at the
bottom of the shell. The rail offers seven mounting positions
at 7.2 mm intervals between 20% and 80% positions (marked
by arrows in the figure). The sensor can be manually moved.
Tracking: In each sample, a timestamp, two button states,
two raw sensor values (dX , dY ), and their down-scaled
values (mX = k× dX , mY = k× dY ) are logged through
CDC serial, where k is a CPI multiplier calculated as k =
(UserCPI/12,000). Separately, an HID report packet con-
sists of the down-scaled values (mX , mY ) and the two-button
states, which are sent to the host computer and controlled the
system cursor. Because it only allows integer values, trunca-
tion occurs at the decimal point, and the remainder is added to
the next sample.
Approach 2: A virtual sensor
All properties of the Virtual device (Figure 3, right) are iden-
tical to those in Approach 1 except that there are two fixed
sensors instead of one sensor on a sliding rail. The front and
the rear sensor measure displacement separately, denoted as
(dX f ront , dYf ront ) and (dXrear, dYrear), which allows emulating
a virtual sensor position (mX , mY ) by means of Equation 1:
mX = k{(1− p)dX f ront + p ·dXrear}
mY = k
dYf ront +dYrear
2
(1)
The p value, denoting the emulated position of the sensor, can
be set within the range 0–100% with 1% resolution. In each
rp
r(1 − p)
r
⃗T = (dXrear, dYrear)
rθ
(1 − p)rθ
θ
⃗T
⃗T
Figure 4. Illustration of a virtual sensor during motion. We assume
physical displacement sensors (in gray) in the front and rear part of the
device. A simulated virtual sensor (the red, black-outlined dot) is located
between the two sensors. r is the distance between physical sensors. p
is the position of the virtual sensor range between 0–100%. See the text
for the calculations.
sample, a timestamp, two button states, four raw sensor values
(dX f ront , dYf ront , dXrear, dYrear), and the down-scaled virtual
sensor values (mX , mY ) are logged. An HID mouse report is
generated as in Approach 1. In following, we show Equation 1
forms a virtual sensor equivalent to the physical sensor.
Proof. Virtual and physical sensors at position p yield identi-
cal measurements.
Intuition: Let us look at what happens between two samples in
a moving device. Figure 4 shows device locations in (t−1)th
and tth samples. Let us set a reference point at the rear sensor.
Now, its movement can be broken down into a translation
vector ~T and a rotation of θ (unit: rad). With only translation
movements considered, the same displacement vector ~T is
read from both sensors. Next, during the rotation process, the
rear sensor does not undergo any translation movement, so
it does not measure any displacement. However, the front
sensor is translated further by the arc length (rθ ) of the ro-
tation around the rear sensor. Because the added translation
is tangential with respect to the front sensor, the rθ value is
added to the horizontal displacement for only the front sensor
reading. Similarly, the imaginary virtual sensor first translates
by ~T , and the rotation adds (1− p)rθ to its measurement of
horizontal displacement.
The sensor readings are modeled by Equation 2. Amount of
rotation θ and the simulated virtual sensor data can be derived
from the two sensors as in Equation 3 and Equation 4.
Rear= (dXrear,dYrear) = ~T
Front= (dX f ront ,dYf ront) = (dXrear + rθ ,dYrear)
Virtual= (dXrear +(1− p)rθ ,dYrear)
(2)
dX f ront −dXrear = (dXrear + rθ)− (dXrear) = rθ
∴ θ =
dX f ront −dXrear
r
(3)
Virtual= (dXrear +(1− p)rθ ,dYrear)
= (dXrear +(1− p)r dX f ront −dXrearr ,dYrear)
= ((1− p)dX f ront + p ·dXrear,dYrear)
(4)
In addition to Equation 4, we replace dYrear with
dY f ront+dYrear
2
although they are expected to be same. By averaging them,
we compensate a possible deviation between sensors. Finally,
we multiply a CPI multiplier k to both the X and Y values for
down-sampling, which yields Equation 1.
Accuracy measurements with a robot
The virtual sensor model assumes ideal sensors that only mea-
sure translational movement. However, a real sensor may react
to rotational movement as well. We wanted to test the virtual
sensor model empirically, using an instrumented mouse. We
assessed the accuracy of the Virtual device against a ground-
truth device (Physical) by comparing trajectories produced by
a high-precision robotic arm.
Method: The two mice were modified to have DIN ISO 9409-
1-A50 mounts on top of their cover. The center of the mount,
the axis of rotation, was placed at the p = 50% position. Each
device was attached to a FRANKA EMIKA1 Panda robotic
arm, which has a reported accuracy of ±.1 mm. It was set
to move in ∞ shape with and without rotation. See the top
row in Figure 5 for the two programmed motions employed.
Planned path lengths of the both were 700 mm. When rota-
tion was applied, the mouse rotated by -20° at the leftmost
position and +40° at the rightmost position. As the robotic
arm moved the device, a host computer collected raw sensor
logs: (dX , dY ) data for the seven mounting positions (20%–
80%) with the Physical device; (dX f ront , dYf ront ) and (dXrear,
dYrear) data from the 0% and 100% positions with Virtual. We
simulated the cursor movements for the 20%–80% positions
from the Virtual device by using Equation 1 with k = 1. We re-
peated the execution three times. The repeated measurements
produced virtually identical data, so we picked only the last
measurement for further analysis.
Results: We compared Virtual and Physical in all sensor-
position conditions between 20%–80%. See Figure 5 and
Table 1 for the results. We note that the data from Physical ex-
hibited slightly more deviation, because of an angular and po-
sitional fixture error at each mounting position. Looking at the
translation-only motion (see Figure 5, left column) revealed
trajectories that overlap almost perfectly. The measured aver-
age trajectory length was 709 mm, which was only marginally
different from the planned length of 700 mm. When rotation
is added (see Figure 5, right column), the cursor movements
are distorted [32]. Moreover, changing the sensor placement
altered the cursor trajectory systematically. As the sensor
moved from the front to the rear (toward 100%), the cursor
moved less in the x direction. As a result, the sensor at 20%
traveled 6.9% longer compared to the sensor at 80%. We can
also confirm the simulated cursor motions overlapped the real
one with tiny discrepancy (<1%).
Human-subject observation
Even though the robot experiment exhibited an effect of device
rotation on cursor trajectory, we wanted to also check the effect
with humans subjects. We conducted a study of mouse usage
pattern while playing a simple game.
1https://www.franka.de
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Figure 5. The virtual-sensor method was assessed by comparing trajec-
tories against a corresponding physical-sensor mouse. A robotic arm
(top) performed ∞-shaped trajectories (top row, 1–2–3–4–5–6–7–8–9–4–
A–B–1) without (left column) and with rotation (right column). The vir-
tual sensor (bottom row) generated nearly identical cursor trajectories
relative to the physical sensor (middle row). Note: Units are kilocount,
where 1 kilocount ≈ 2.12 mm with the 12,000 CPI resolution sensor.
Translate only Translate+Rotate
Physical Virtual Physical Virtual
Avg. length (kilocount) 335.1 335.0 341.7 338.5
- Standard Deviation 3.76 .14 8.45 7.94
- in mm @ 12k CPI 709.4 709.1 723.4 716.5
Length @ 20% position 333.1 335.2 347.2 35.7
Length @ 80% position 328.0 334.8 326.0 326.9
Mean path discrepancy
of Virtual from Physical
1.33 (= .40%∗) 3.12 (= .91%∗)
Avg. motion duration 9.2 s 11.8 s
Unit: kilocount, if unspecified / *Compared to the path length
Table 1. Results of the accuracy measurement experiment. The values
are calculated from the detected movements from the sensors.
2.23 Target/s
Figure 6. The aimed-movement game AimBooster (in Auto-balanced
mode with the default targets/second setting, http://aimbooster.com)
was used to assess the sensor models empirically. The goal of the game
is to click targets that spawn in random positions.
Method: Six participants (age Mean 30.2, SD 5.9; 5 male, 1
female) played the game shown in Figure 6, using the virtual
sensor mouse. The virtual sensor was fixed to 50% position
(set p = 0.5 in Equation 1). In the game, targets are spawned in
random positions, each persisting for 3.5 seconds. Users were
requested to click all the targets before they disappear. The
initial spawning rate was set to 2 targets/s, and the speed grad-
ually increased or decreased in response to the performance,
targeting 92% success rate. During a five-minute practice ses-
sion, each participant was asked to set the sensor resolution
to his or her preferred value. Three-minute test session was
followed and samples were logged. We asked participants
to play as quickly and accurately as possible. The average
spawning speed reached by the participants in that session (≈
click rate) ranged from 1.2 to 2.2 targets/s.
Results: Linear regression analyses were performed between
dX f ront–dXrear and dYf ront–dYrear pairs. Table 2 shows that
the choice of sensor position has an apparent effect on the
displacement sensed. All participants were very similar in
the patterns exhibited, whatever their choice of CPI. The rear
sensor reads almost half the horizontal displacement (dX) read
by the front sensor. For vertical displacement (dY ), the sen-
sors’ readings were nearly identical. Low R2 in dX indicates
users rotated the mouse inconsistently during gameplay, which
implies the complex nature of the sensor position problem.
Participant dX dY
@CPI Slope Intercept R2 Slope Intercept R2
P1 @1200 .55 -.009 .595 1.02 -.006 .989
P2 @800 .60 .073 .845 1.01 .004 .991
P3 @1200 .52 -.006 .834 1.01 -.008 .990
P4 @600 .54 -.008 .932 1.01 -.011 .992
P5 @1200 .55 .093 .747 1.01 .003 .989
P6 @1200 .58 -.165 .776 1.00 .003 .990
Average .56 -.004 .790 1.01 -.003 .990
Table 2. Linear regression analysis between (dX f ront , dXrear) and (dYf ront ,
dYrear) pairs for each participant. <1 slopes in dX mean that the front
sensor reads larger values than the rear sensor values, while the dY val-
ues are almost identical (slope ≈ 1.0, R2=.99). The intercepts are near
zero (unit: count), meaning in-place rotation almost never happened.
Rear (100%) Center (50%) Front (0%)
Figure 7. Hand-drawn ∞ shapes on different sensor positions. One sub-
ject (P4) drew the shape once. The front and rear data are raw data, and
the center data is virtually synthesized using Equation 1.
With human subjects, the front sensor read much larger dX , up
to 192% of the rear sensor. For example, an ∞ shape was hand-
drawn with a single motion (see Figure 7), and the front sensor
drew about twice wide shape compared to the rear sensor. In
the robot experiment, this expansion was less pronounced (see
Figure 5). These results indicate the effect of sensor position
is a practical problem, even beyond the assumption we made
in the robot experiment. The issue is more apparent when
performing a directional movement: e.g., when a user aims a
target at 45° direction, the cursor may move towards a lower
or higher angle depending on different sensor placements. See
Figure 1 for an illustration of this situation.
STUDY: EFFECT ON POINTING PERFORMANCE
We wanted to rigorously measure the effect of sensor position
in a controlled pointing task. The previously published study,
comparing three sensor positions, with three different mouse
shapes, was from 1989, and five of the 12 participants had
never used a mouse [47]. Our experiment adheres closely to
the ISO 9241-411:2012 (previously ISO 9241-9:2000) stan-
dard for evaluation of input devices with minor differences:
(1) the calculation of the effective index of difficulty IDe, and
(2) the treatment of outliers [51]. The test is used to evaluate
pointing performance in different movement directions. To
understand the systematic effect of sensor position, we varied
it in the full range of available positions in 20% increments
(=14.4 mm), plus the center (50%) which is the most common
choice for commercial mouse devices (see Figure 3).
Method
We used a within-subject design. Sensor position is an inde-
pendent variable, having seven levels: 0%, 20%, 40%, 50%,
60%, 80%, and 100%. Pointing throughput and path deviation
are dependant variables.
Participants: We recruited hobby gamers, who represent
users who are potentially interested in optimizing mouse per-
formance. We recruited 14 participants who regularly play
games using a mouse (age Mean 27.8, SD 5.6; nine males
and five females). All participants had normal or corrected-
to-normal vision and were right-handed. They used a mouse
daily: 1.6 h (SD 0.8) for gaming and 3.5 h (SD 1.8) for general
tasks. Their hand sizes (measured from the tip of the middle
finger to the midcarpal joint) ranged from 15.5 cm to 20 cm
(Mean 17.3, SD 1.4). Their regular mice had sensors around
the center, with some variations around 40%–60% positions.
No devices featured an extreme sensor design, such as in the
Apple Magic Mouse. All participants signed an informed con-
sent form. Each was given a movie ticket equivalent to 14
EUR for participating.
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Figure 8. The multi-directional tapping test was used to measure the
effect of sensor position. Left: Each trial consists of cursor movement
(a) from the previous target (b) to the current target (c) and a button
click. The current target is highlighted in green. If the previous attempt
yielded a miss, the previous target turns red. Right: Definitions of D and
W , and the order of the targets.
Apparatus: The virtual-sensor mouse was used. UserCPI
was fixed at 800, a common value used in practice. A constant
gain function was used, which translates 1 count = 1 pixel.
Besides adding realism, this decreases the possibility of our
results being biased from the choice of transfer functions. An
experiment program was implemented in Processing2 and
ran in full-screen mode. We used a high-speed gaming monitor
(BenQ XL2546, 24-inch, 1920×1080 px, 92 pixels per inch,
240 frames per second). A desktop computer (Intel Core i7
8700 3.2 GHz, 32 GB RAM, NVIDIA GeForce RTX 2080)
drove the experiment program.
Task: We adopted the multi-direction tapping test from ISO
9241-411:2012, with 15 round targets in a circular arrange-
ment (see Figure 8). Distance (D) is defined as the diameter of
the outer circle, and target width (W ) is defined as the diameter
of each target.
At the beginning, the first target, 1© (see Figure 8, Right), is
highlighted in green. Clicking on it starts a session, and imme-
diately the next target, 2©, gets highlighted. The participant
moves the cursor ( 1©→ 2©) and clicks it. This is defined as one
trial. If the click is outside the target (a mistake), it is marked
in red and no correction is allowed. After all the targets are
visited, clicking the first target again (15©→ 1©) completes the
session. Accordingly, one session strictly consists of 15 trials
and includes 16 mouse clicks.
We used D = {300, 900 px}×W = {20, 50, 120 px}3 = 6 com-
binations, designed to distribute the index of difficulty (ID)
over the range 1.8–5.5 bits. Each combination was repeated
three times; therefore, there were 6×3 = 18 sessions in one
Position block. In total, 7 (blocks)× 18 (sessions)× 15 (trials)
= 1,890 trials were collected per participant.
The order of the sensor positions (blocks) was counterbalanced
across participants via a balanced Latin Square design [49].
Within each block, the D and W combinations were presented
in random order.
Procedure: After a participant arrived, an experimenter ex-
plained the purpose of the experiment: “We are testing the
pointing performance with different mouse settings.” We did
2https://processing.org/
3Physical sizes: D={83, 248 mm}, W={5.5, 14, 33 mm}
not mention that the mouse sensor position would be the set-
ting changed. The task was demonstrated, and participants
practiced it with a default mouse setting (800 CPI, sensor po-
sition 50%) for 10 sessions with random D and W . During the
practice, they adjusted the position of the desk, chair, mouse,
and monitor to be comfortable.
The experimenter configured the sensor position before each
block. To adapt initially to the sensor configuration presented,
participants played the AimBooster game (see Figure 6) for at
least three minutes. They were encouraged to strive for >2.5
targets/s (<400 ms between clicks, 500+ clicks in total). We
enforced this training to ensure that users adapted to the new
condition. After the adaptation period, one block of the task
was completed: 2 (D) × 3 (W ) × 3 (instances) = 18 sessions,
in random order. The participants could rest whenever they
wished between sessions. If the success rate within a block
fell below 90%, the block had to be redone. A one-minute rest
period was enforced between blocks.
Finally, the experimenter collected participants’ demographics
and took pictures of their dominant hand holding the mouse.
The full procedure took about one hour.
Data preprocessing: Each trial produced a log entry with
the previous target, the current target, and the timestamped
cursor trajectory. In all, 26,460 trials were carried out. We
found and screened out 39 outliers, defined by these criteria:
(1) the movement distance being less than D/2 [51]; (2) the
start point or endpoint being more than W ×2 from the desired
position [51]; or (3) movement time exceeding log2(D/W +1),
which means an extremely slow trial with <1 bit/s throughput.
Results
The grand success rate was maintained at 94.7% (SD=1.5%,
minimum 91.9%) [35]. For the following statistical analyses,
the significance level α was set to .05 unless otherwise stated.
The error bands in the graphs are 95% confidence intervals
(CI). Statistical tests were carried out with SPSS version 18
and Python SciPy module version 1.2.0.
Throughput: Fitts’ throughput (TP) is a performance metric
for both speed and accuracy, calculated in terms of informa-
tion transfer in the pointing task [35]. For post-hoc treat-
ments for accuracy, bivariate endpoint deviation SDx,y [51]
was calculated for each session to estimate effective width
We = 4.133×SDx,y. Similarly, effective distance De was cal-
culated by averaging the movement distances within a ses-
sion [45]. The effective index of difficulty of a session was
calculated as IDe = log2(De/We +1) [45].
One data point (IDe, MT ) was produced from a session of
15 trials, where MT is the averaged movement time. The
throughput for a session k was calculated as TPk = IDek/MTk,
and for a block, we followed the mean-of-means approach to
calculate TP = 1N ∑
N
i=1 TPi, where N = 18 sessions in a block.
The observed TPs ranged from 4.0 to 7.0 bits/s (Mean 5.5, SD
.6). We performed a regression analysis for each block [45].
The Fitts’ law model was well fitted (Mean R2 = .91, SD .04),
with near-zero intercepts (Mean .016 s, SD .057) as expected.
Figure 9. For most users in our study, the sensor position exhibited a sig-
nificant effect. The P1–P14 graphs are TPs of each participant, and the
Averaged graph shows the mean TPs averaged overall. The horizontal
bars indicate significant differences. Error bands are 95% CI. The solid
red marks show the best sensor position found for each participant. The
outlined marks are for positions in the best homogeneous subset if it has
multiple items. The numbers at the top of each subplot are the order of
blocks, which were counterbalanced across participants.
Figure 9 illustrates TPs of each participant (P1–P14) for the
range of tested sensor positions. We compared the positions
within a participant by using Friedman’s chi-square test, fol-
lowed by a post-hoc Tukey’s HSD test. The Friedman test
revealed a significant effect of sensor position on TP within
each individual except P4 (χ2 = 5.92, p = .43). This means
that every user except one showed a strong effect of the sensor
position. Using the post-hoc comparison results, we calculated
the best subset of conditions and picked a single best position
for each individual (see the caption of Figure 9). The last plot
Ideal path Cursor path Error
(a) High path deviation (b) Low path deviation
Figure 10. Path deviation, measured with mean absolute error (MAE)
between cursor path and the ideal path, is used to measure variability
in repeated acts of pointing. The ideal path is marked as a straight line
connecting the origin and the target.
(Averaged) is the mean TP over all the participants. Repeated
measure analysis of variance (RM-ANOVA) revealed a sig-
nificant effect of sensor position on TP (F(3.51,45.6) = 20.83,
p < .001, η2p = .616 with Greenhouse-Geisser correction).
The TP values followed a quadratic distribution (p < .001).
Bonferroni post-hoc analyses showed the extremal (0% and
100%) sensor positions to be worse than all others, but no
significant difference was found in the positions between 20%
and 80%. Compare to the 50% position (TP=5.77), 100%
position was worse by 14.0% (TP=4.97), and 0% was worse
by 10.7% (TP=5.16).
We further analyzed the effect of sensor position for each
individual. We performed two-way ANOVA on the TPs for
all the sessions, grouped by Participant and sensor Position.
Because the observations are not independent, we focused
on effect size instead of on statistical significance (all ps <
.001). The partial eta-squared (η2p) values [18] for the factors
were 0.462 for Participant, 0.241 for Position, and 0.165 for
Participant×Position. This can be interpreted as follows: (1)
individual-to-individual differences are very large (0.462), and
(2) there is a large effect of sensor position (0.241). Also, (3)
a large interaction effect is present (0.165), suggesting that
people differ in their optimal sensor positions.
To estimate the advantage of having a personalized optimal
sensor position relative to the global optimum (center), we
calculated the performance difference between the personal
best and the 50% condition. The averaged TP for the best
positions was 6.034 bits/s, and the averaged TP at the 50%
position was 5.798 bits/s. This is roughly a 4.1% throughput
advantage (0.236 bits/s).
Path deviation: To measure path deviation, we calculated
mean absolute error (MAE). The error was defined as a dis-
tance between the committed cursor path and the ideal path
(Figure 10). MAE for a path was calculated as 1N ∑
N
i=1 |Errori|
where N is all the points in the cursor trajectory and Errori is
the error at point i. A high path deviation implies a user was
struggling to direct the cursor toward the target because the
cursor movement diverged from the user’s intentions.
Figure 11A shows the MAE values ranged 15.5–31.1 pix-
els (Mean 19.8, SD 3.1) for different sensor positions. RM-
ANOVA revealed a significant effect of sensor position
on MAE (F(3.13,40.6) = 19.02, p < .001, η2p = .594 with
Greenhouse-Geisser correction). The distribution of MAE
had a quadratic form (p < .001). Bonferroni post-hoc analy-
ses showed higher values for the extremal positions (0% and
100%) in general; and 50% and 60% formed the best homo-
geneous subset. Compare to the 50% position (MAE=18.0),
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Figure 11. Sensor position affects path deviation in pointing: (A) MAE
plotted for various sensor positions, the horizontal bars indicate a sig-
nificant difference between positions; (B) linear regression showing a
significant (p<.001) negative association (r=-.69) between TP and MAE.
100% position was worse by 19.9% (MAE=21.6), and 0% was
worse by 22.5% (MAE=22.1). This result is highly consistent
with those of the TP analysis.
In addition, we performed a linear regression analysis between
TP and MAE, which revealed a strong negative correlation
(see Figure 11B). This suggests that the performance drop
may be attributable to greater path deviation. To conclude,
when the sensor is placed in a suboptimal position, cursor
trajectories vary more and are less under the user’s control
(see Figure 12).
As an alternative metric for measuring path deviation, we
also calculated Root-Mean-Square Error (RMSE). The RMSE
values ranged 18.7–40.3 pixels (Mean 24.0, SD 4.0). RM-
ANOVA revealed a significant effect of sensor position
on RMSE (F(2.9,37.5) = 16.96, p < .001, η2p = .566 with
Greenhouse-Geisser correction). The distribution of RMSE
had a quadratic form (p < .001), centered at the 50% position.
Bonferroni post-hoc analyses showed higher errors in the ex-
tremal positions (0% and 100%) than all others; however, no
significant difference was found for the 20%–80% positions.
Linear regression analysis exhibited a strong negative correla-
tion (r =−.70) between TP and RMSE. The same conclusion
is drawn as in the MAE analysis.
Discussion
In all the TP, MAE, and RMSE measurements, the data fol-
lowed a quadratic distribution centered at the 50% position.
This suggests an advantage for the center position within
our study setting. The results obtained fly in the face of the
strongly held belief in “a dramatic advantage of the front sen-
sor” [38], but aligned with the “center of gravity” hypothesis
rather more. The sensor in the foremost position was almost
as bad as the sensor in the rearmost location.
CALIBRATION AND SOFTWARE-SIDE TUNING
The virtual-sensor mouse permits software-side setting of the
sensor position. This can be exploited for improving the po-
sition to suit the individual or task. We present two proce-
dures and the related software4, which take slightly different
approaches. A single-subject demonstration of the two proce-
dures is provided in Figure 13.
The calibration task: The virtual-sensor mouse can be cali-
brated for an individual in a one-shot manner employing the
4https://userinterfaces.aalto.fi/mouse_sensor_position/
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Figure 12. An example of high and low path deviations exhibited by
P14 in three sessions (D=900, W=20, the optimal (60%) and the extremal
sensor positions). At the optimal position, the paths tend to be more
straight and less deviates toward the target.
pointing task. The entire calibration session takes about one
hour, to guarantee enough repetitions for observing subtler
differences between conditions. We release software for car-
rying out the calibration with the virtual-sensor mouse. The
calibration procedure follows the experimental method of the
pointing study and is organized thus: The software selects
a sensor position randomly from the set 20,40, ...,80%, then
asks the user to perform the multi-directional tapping task
for four minutes. Extreme positions (0% and 100%) are re-
moved since, according to our study, they are unlikely to offer
the best settings. Rest is enforced before moving on to the
next position. Confidence intervals are computed post hoc
for the throughput values, and path deviations obtained, like
that reported in the experiment. To choose the optimal sensor
position for the user, we look at the highest-achieving condi-
tions, and we choose the median p if there is more than one
within the confidence bounds. The procedure can be repeated
for increased confidence in the optimal position, or test for the
other sensor resolution.
In-task optimization: In addition to the controlled calibra-
tion procedure, the virtual-sensor device can be exploited for
human-in-the-loop optimization. The position of the sensor
can be optimized in any application wherein (1) a user aims
toward a stationary target and selects by a click, (2) it requires
repetitive target selections, and (3) clicks and cursor move-
ment, including timestamps, can be logged. Most of the point-
and-click games, for example, Whac-A-Mole, AimBooster,
etc., are subject to be optimized.
An objective function can be formulated on the basis of
the close correlation between throughput and path deviation,
MAE or RMSE. We defined and used path deviation rate
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Figure 13. Sensor position can be individualized using a calibration pro-
cedure or in-application optimization. This figure demonstrates single-
subject data on both. (Left) Calibration results in the multi-directional
tapping test. (Right) Bayesian human-in-the-loop optimization using
AimBooster. Both results converged to p = 40% as the optimum.
PDR = MAE|Path| or
RMSE
|Path| , where |Path| is the length of the ideal
path. With this, we could relax the condition of prior knowl-
edge about the target in throughput measurement. Divide by
the path length will further compensate for the effect of vary-
ing movement amplitude. The ideal path is assumed to be
a straight line between the start point (the beginning of the
largest amplitude sub-movement [33]) and the clicked point.
To facilitate deployment, we offer a Bayesian optimizer script
in Python for sensor-position optimization [43]. It uses a
sparse Gaussian Process (GP) as the proxy model to avoid
choking on the high volume of data [9]. The proxy model
maps sensor position p to PDR, which it tries to minimize.
We recommend using expected improvement (EI) as the ac-
quisition function; which exploits our finding that most users’
personal optima are somewhere near the center, and that the
form of the p-to-deviation relationship is quadratic. The opti-
mizer changes p of the virtual mouse, and PDR is measured
during a task. It takes about one minute for one sample to
update the GP model. Hence, it should be called not mid-game
but, for example, during breaks.
SUMMARY AND DISCUSSION
With this paper, we have presented two variable-sensor-
position mouse constructions and shown that an accurate vir-
tual mouse model can be achieved via a fusion of two sensors.
We described a user study in which we systematically manipu-
lated the position of the sensor, ascertaining that position does
have a reliable effect on pointing performance. Further, we
showed that individuals differ in their optimal sensor position
and, hence, calibrating the sensor yields additional benefits.
While we did not study the causal mechanisms underlying
this effect, we hypothesize that they are attributable to muscu-
loskeletal differences. We believe that even small differences
in rotation angles, posture, and limb lengths would carry over
to this effect. Alternatively, it may be due to the cognitive
mechanism by which people abstract their hand (and a device)
into a point. For example, the user’s internal model may prefer
the center of the mouse as its reference point when planning
pointing movements. This mechanism may also explain the
path deviation being minimal at the center sensor position
during the pointing process.
To the best of our knowledge, sensor placement has never been
examined systematically before. Our work opens up opportu-
nities to understand differences among gamers, one aspect of
which may be trivially attributable to the mouse designs cho-
sen. While HCI research has focused on pointer-facilitation
techniques for translational motion, biomechanical factors that
affect rotational motion, such as coordinate disturbance and
joint rotation, need more attention. We foresee the data and
hardware constructions that we release facilitating such efforts.
We can identify several opportunities to build on this work.
Our study was limited to a pointing task, and it will be impor-
tant to reproduce these effects in other tasks, such as tracing or
drawing. We believe that the effect will persist and may even
be amplified in fast motions in which users rely more on ballis-
tic motions. Also, our experimental task was relatively short.
The effect should be replicated in a longitudinal study, with
longer training times. In addition, while our study considered
only vertical changes in sensor position, the horizontal loca-
tion too may affect the motion. This should be studied further.
We used the familiar Logitech design only, and it would be
important to assess whether the position effect interacts with
the shape and weight of the device or the CD gain functions.
We also expect the virtual sensor and the optimization tech-
niques will be able to minimize the sense of incompatibility
when using two or more mice by one person, for example, at
work and at home.
The experiment had certain limitations. Firstly, potential inter-
action between shape, sensor resolution, and sensor position
was not examined. The preferred sensor position may change
at lower or higher CPI values or with different forms, although
we find this unlikely in light of the lack of an effect in the
displacement study. Secondly, the participants may have had a
bias in favor of the center position, produced by daily use. To
mitigate this, we provided a short but extensive (500+ clicks)
training for every block before actual testing. One evidence
could be P13 who exhibited optimal position at 80% (see
on Figure 9). At least for P13, the training was enough to
overcome the existing bias from the centered sensor of the
everyday mouse. However, the effectiveness of the training,
in general, was not evaluated. Repeating the study with differ-
ently biased people (e.g., everyday mice with front sensors)
could be an immediate follow-up investigation. Lastly, the cal-
ibration was demonstrated only with a single user. The result
suggests preliminary evidence that the method will likely work.
Large-scale deployment and examination will strengthen the
validity of the calibration process.
CONCLUSION
Our work demonstrates that the choice of displacement sen-
sor position affects pointing performance. While the study
result indicates that a central position is the best compromise,
performance can be further improved with a virtual-sensor de-
vice that allows personalizing the position. Our data suggests
that an additional improvement of 4% is achievable with the
personalized optimization. This may seem small, but for top-
competitors such as pro gamers, even a small improvement
could contribute. The virtual sensor is inexpensive to imple-
ment and would increase the cost of a high-end mouse only
marginally. We expect the findings to be of interest to HCI
researchers, engineers, gamers, computer graphic designers,
and anyone else engaged in performance-oriented mouse use.
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