The quality of short-term electricity load forecasting is crucial to the operations and trading activities of market participants in an electricity market. In this paper, a multiple equation time series model for intra-day and day-ahead load forecasting is built. The model uses lagged load and temperature as the primary explanatory variables but makes effective use of diurnal characteristics and longer-term seasonal patterns which are features of electricity load. The final preferred model is linear in parameters and can be estimated by repeated application of ordinary least squares. Although the model is built using data for the Queensland region of Australia, the methods are completely generic and applicable to any load forecasting problem. The model's forecasting ability is assessed by means of the mean absolute percentage error (MAPE). For half-hourly day-ahead forecast, the MAPE returned by the model over a period of 11 years is an impressive 1.36%. The 12-hour ahead forecast of the model is compared with two benchmarks one of which is the forecast reported by the Australia energy market operator (AEMO). The performance of the model developed in this paper is superior to both benchmarks and outperforms the AEMO forecasts by about a third in terms of the MAPE criterion.
Introduction
The national electricity market (NEM) in Australia, introduced in December 1998, operates one of the worlds largest interconnected power systems which comprises five regions, namely New South Wales, Victoria, Queensland, South Australia and Tasmania. The focus of this paper is short-term pre-dispatch (up to 24 hours ahead) load forecasts for the Queensland region of the NEM, using half hourly data for the period from 12th July 1999 to 27th November 2013 (a total of 252144 observations). The Queensland region comprises three large geographical areas, namely, the Northern, Central and Southern areas, but the forecast is generated for the region as a whole. Although the research here focuses on only one region of the NEM, the principles of the forecasting model are generally applicable to the load forecasting problem in any electricity market.
Wholesale trading in the NEM is conducted as a spot market where supply and demand are instantaneously matched through a centrally-coordinated dispatch process which is managed by the Australian energy market operator (AEMO). Wholesalers bid capacity and retailers buy electricity from the wholesale grid at a market price, known as the spot price, and sell electricity to consumers at a heavily regulated price. The quality of electricity load forecasts for up to 24 hours ahead have a significant impact on the efficacy of the operation of all the major market participants. The reasons for the importance of accurate short-term load forecasting differ for each of these players: from the perspective of the the market operator forecasting is crucial to the scheduling and dispatch of generation capacity; for generators the strategic choices involved in bidding and rebidding of capacity depend critically on load forecasts; and for the retailers load forecasting affects decisions about the balance between hedging and spot acquisition of electricity. For these reasons, short-term load forecasting remains a problem of central interest and one which has generated a large literature.
Econometric models for short-term load forecasting fall very naturally into three main categories.
First, single equation time series models model the trajectory of load using traditional time series methods (Hagan and Behr, 1987; Darbellay and Slama, 2000; Taylor and McSharry, 2007) . The efficacy of this approach derives from the strong seasonal patterns in electricity load. Second, and probably the current method of choice for practitioners, is the neural network approach in which the trajectory of load is modelled semi-parametrically using basis functions with emphasis on the non-linearity of load (Park, El-Sharkawi, Marks, Atlas, and Damborg, 1991; Zhang, Eddy Patuwo, and Hu, 1998; Hippert, Pedreira, and Souza, 2001 ). Third, multiple equation time series models have enjoyed some popularity in the literature but their influence has waned in recent years. In this approach, each period of the day (usually each half hour or hour) is treated as a separate forecasting problem with its own equation (Peirson and Henley, 1994; Ramanathan, Engle, Granger, Vahid-Araghi, and Brace, 1997; Soares and Medeiros, 2008; Espinoza, Joye, Belmans, and De Moor, 2005) .
The central aim of this paper is to demonstrate that the multiple equation approach, when implemented carefully, has the potential to achieve a very competitive forecast accuracy. The advantages of the approach are that the explanatory factors driving forecast performance are visible, testable using traditional tests and the fact that the model specification is linear in parameters meaning that ordinary least squares can be used to estimate the parameters rather than a numerical optimisation algorithm. The seminal paper on the multiple equation approach to load forecasting is that of Ramanathan et al. (1997) in which the advantage of the multiple equation approach was first demonstrated in the context of the Californian electricity market.
In the Australian electricity market, the multiple equation approach receives its sophisticated treatment in Cottet and Smith (2003) who use Bayesian approach in a case study of the regional market of New South Wales. Perhaps the most insightful multiple equation model is that of Cancelo, Espasa, and Grafe (2008) who build a model of load in the Spanish electricity market.
What distinguishes this paper from its predecessors in the multiple equation time series tradition is the way in which the interaction between the daily and weekly patterns in electricity load and also the recognition of the importance of intra-day correlations in load. In turns out that allowing for a distinct weekly pattern in the coefficients governing one-day lagged load is a crucial advance on previous work. Incorporating these adjustments into a multiple equation time-series model yields impressive improvements in forecasting performance. This improvement is measured with respect to two benchmarks, namely the multiple equation time series model of Cancelo et al. (2008) and the semi-parametric approach used by AEMO. The main result of the paper is that the preferred multiple equation time series model produces 12-hour ahead forecasts which give a mean average percentage error (MAPE) that is around a third less than the forecast error produced by the market operator AEMO using forecasts obtained from a semi-parametric model.
In Section 2, a prototype model representing the starting point for the modelling exercise is developed. This model includes a piecewise linear response of load to temperature and the development of load variations for special days (public holidays). Section 3 contains a description of the estimation and forecasting procedures. In Section 4, the prototype model is expanded to capture important longer term seasonality observed at the weekly and annual frequencies.
Modifications to deal with intra-day load correlations are discussed in Section 5. In Section 6, a periodic ARMA form of the model is proposed. Section 7 presents the important forecasting results. The 12-hour ahead forecast accuracy of the proposed model is compared with the forecasts from the National Electricity Market (NEM) operator and an alternative multiple equation model of Cancelo et al. (2008) . Section 8 is a brief conclusion.
A Prototype Multiple equation Model
To provide a perspective on the forecasting problem addressed in this paper, Figure 1 , plots the average half-hourly load over a day and average half-hourly load over the period of a week using Queensland data with the average taken over the entire sample period of 12th July 1999 to 27th November 2013. Diurnal and weekly patterns, both well documented features of electricity load (Engle, Granger, and Hallman, 1989; Harvey and Koopman, 1993; Taylor, 2010) , are clearly evident. Load picks up very quickly between the hours of 06:00 and 08:00 from the overnight low and remains high during the daylight hours. The daily peak in the load profile usually occurs at 18:00 before tailing off once more. The weekly pattern in load is also quite pronounced with a regular load profile evident from Monday through Thursday, but with significant differences on Friday, Saturday and Sunday. While it is tempting to seek to model the trajectory of load making use of these well defined features, in fact this turns out to be a sub-optimal strategy.
The averaging process involved in computing the quantities in Figure 1 smooths out much of the half-hourly variation in load and it is this variation that a good forecasting model must capture. Figure 1 : Averaged half-hourly load over a day and averaged half-hourly load over a week in panels (a) and (b) respectively, for Queensland over the period from 12th July 1999 to 27th November 2013.
A model structure that captures half-hourly variability in load while respecting the features of the load profile in Figure 1 is one in which each half hour is modelled separately, but also uses the diurnal and other seasonal information in the load series. Let the logarithm of the load at half hour h and day d be given by L h d , then, the ARMA structure of the prototype model for a given half hour period is
in which h = 1, · · · , 48 and ε h d is the disturbance term. So for each half-hour, h, the parameters are estimated based on a subset of the data which only contains the observations at that interval.
In this way, the partial correlation between load and lagged load are allowed to differ in a daily pattern by the different parameter values across equations. A minimal lag structure requires It is important to factor the effects of public holidays into the load forecasting equation, something which is accomplished quite parsimoniously using dummy variables following Cottet and Smith (2003) ; Espinoza et al. (2005) . To economise on the number of parameters to estimate, these special days are categorised into six distinct groups. Good Friday, Ester Monday, Christmas Day and New years are the four unique special days. The remaining two groups are a local Brisbane only holiday and all the single day public holidays. Including special day variables, the prototype model becomes:
where, S j h d is the jth type of special day at half-hour interval h of day d. Following (Ramanathan et al., 1997) , the effect of one day lagged special days, S j h d−1 , is also considered.
The reasoning is that when the load on special days (which is typically lower than on a normal day) is used as one day lagged load, L h d−1 , to infer load on normal days, the effect can be suitably adjusted. This adjustment is found to be significant and is therefore maintained.
The effect of one week lagged special holidays is also investigated but discounted because the improvement was found to be insignificant.
The effect of temperature on load is a little more tricky to pin down. There is some evidence to suggest that the response of load to temperature is nonlinear in nature and the challenge is to model this nonlinear response but at the same time maintain a model specification that is linear in parameters. A piecewise linear specification following Cancelo et al. (2008) 
Similarly, for the heating degree temperatures another two variables are defined:
These variables together admit a piecewise linear response of load to temperature as illustrated in Figure 2 which is similar in spirit to the flexible spline method used by Harvey and Koopman (1993) . The ranges of defined temperature variables in which they takes non-zero values are denoted by solid lines with arrows indicating the direction of values deviate positively from zero.
Also shown is a nonparametric kernel regression of the conditional expectation of load given temperature. The nonlinear nature of the relationship is apparent, but the piecewise linear fit appears almost identical to the nonparametric regression. The advantage of the piecewise linear specification is that it accommodates the nonlinearity but does so within a model that remains linear in parameters. It should be noted that different combinations of knots for specifying temperature variable were tried in the final version of model, but discarded in favour of the current specification. Although, the temperature variables are included in the model, the actual load plot in Figure 2 suggests that load varies quite widely for any given temperature. This may be a consequence of the diverse climate in Queensland and the non-representative temperature record which is taken at only one specific location. Incorporating the temperature variables into the prototype model yields
This is the preferred specification for the prototype model against which all the refinements in later sections will be judged.
Estimating and Forecasting the Prototype Model
The prototype model in (1) can be estimated equation-by-equation using iterative ordinary least squares (Spliid, 1983) . In the estimation, each equation is initially estimated ignoring the moving-average error terms and the regression residuals stored. The equations are then re-estimated using the regression residuals from the previous step as observed moving average error terms. This process is then iterated until convergence which is defined as the difference in parameter values in successive iterations being less than a user supplied tolerance, in this case the square root of machine precision for floating-point arithmetic.
There are 25 parameters in each of the 48 equations represented in (1) and tabulating all the parameters is counterproductive given that it is not the significance of individual regressors that is at issue but rather forecast performance. Instead of reporting all the coefficient estimates and their standard errors, Table 1 shows joint F-tests of the significance of the four major components of the prototype model, namely, the lagged load terms, the moving-average error terms, the special day dummy variables and the piecewise linear temperature specification.
The unambiguous conclusion to be drawn from this exercise is that all four components of the prototype model contribute significantly to forecasting load. The lagged load, special day dummy variables and temperature variables are significant in every equation, with the most significant block, not surprisingly, being the lagged load. The F-tests for the lagged residual terms indicates that they are only significant around the periods of peak load. As load increases during the day, the most significant results are shown around 05:00 and 18:00, which are before and after the two daily highs shown in Figure 3 . To assess forecast performance, a 3-year rolling window of data is used for model estimation.
The day-ahead forecast is produced starting from 00:00 and uses the information available at the time of making the forecast with the exception of the temperature variables. To avoid having to provide forecasts for temperature, the actual data are used in all forecasting evaluations unless specified otherwise. Moreover, as the next-day temperature forecasts are very accurate in general, any loss in accuracy of load forecast is expected to be very small when the actual temperature is replaced with a forecast. The models are re-estimated every week. In total, a period of over 11 years from July 2002 to December 2013 is used for forecast evaluation. MAPE is used as the main criterion for assessing forecast accuracy. A summary of the forecasting results for the prototype model are reported in Figure 3 . The overall MAPE obtained is 2.24% with half-hourly MAPE during the daily peak period slightly over 3%. Figure 3 also shows a clear daily pattern in half-hourly MAPE in which it reaches its lowest point during the night hours, increases to a small peak at around 08:00 and then rises continually to the daily maximum at around 16:00.
Addressing Seasonality
Although the design of the lag structure in equation (1) is based on observed load profile, it does not capture completely its longer term seasonal features. Figure 4 plots the weekly pattern in the forecast errors from the prototype model in (1), computed by averaging the half-hourly forecasting errors over a week. It is particularly evident that load in the half-hour intervals on Saturday and Sunday is significantly over-predicted (negative bias in the errors).
This stems from the fact that the generally higher load on a weekday is being used as one-day lagged load in generating the forecast for weekends. Similarly, when Sunday load is used in generating the forecast for Monday, significant under-prediction occurs (positive bias in the errors). Essentially this bias is due to the fact that the coefficients on one-day lagged load do not differentiate between days of the week. A simple way to deal with this issue is to interact the one-day lagged load with day-of-the-week dummy variables, W p , p = 1, · · · , 7. Attempts to reduce the number of dummy variables in the specification, for example by using one for weekdays and one for weekends, or defining the dummy variables in terms of whether the day before and after is a weekday or in weekend, produced inferior results. Incorporating the adjustments for the weekly and annual cycles gives the extended model
in which:
Forecasts obtained from this model are now evaluated using exactly the same procedure as outlined in Section 3 .
The half-hourly MAPE is shown in Figure 5 together with the MAPE of the prototype model.
The extended model shows a significant improvement over the prototype model in every half hour period and for the overall MAPE recorded (1.56% versus 2.24%). Interestingly, it appears to be the weekly pattern rather than the annual cycle which drives this improvement. An overall MAPE of 1.61% was obtained from an alternative model with only specifying the weekly 1 In principle, the weekly pattern previous discussed can also be modelled using Fourier polynomials. The dummy variable specification is preferred because it allows a natural interpretation of the coefficient estimates. A more detailed breakdown of the forecast performance is provided in Table 2 . It is apparent that the most significant improvements achieved using the extended model in (2) are found in the forecasts on normal days and weekends. The total number of large forecast errors defined as an absolute percentage error (APE) greater than 5% is reduced by more than 10,000 instances (a 68% improvement). Overall, by interacting L h d−1 and L h d−7 with the weekly dummy variables and annual cycle, respectively, the overall MAPE of the forecast improves by 0.68% by comparison with the prototype model in Section 2. A set of representative parameter estimates for the variables W p , p = 1, . . . , 7 and their 95% confidence intervals from a 3-year rolling window estimation are plotted in Figure 6 . The largest coefficient values are seen to occur on Monday because the weekend load being used as one day lagged load in forecasting weekday load is substantially lower that the observed Monday load.
The smallest coefficient values are found on the weekends. This is exactly the opposite effect to that noted for Monday; higher weekday loads are now being used to generate forecasts of lower weekend loads. More interestingly, the values of the coefficients are different for different half hours of the day. Another discernible pattern is to be found in the coefficients for different weekdays. In off-peak periods, the coefficients have a very similar magnitude with, in some instances, overlapping confidence intervals. During peak load periods, however, the values of the coefficients are substantially different. This suggests that there may be interaction between daily and weekly patterns in load, an idea taken up again in Section 6. 
Intra-day Correlations
In the models studied thus far, the information set is defined in a daily resolution at day d − 1.
One important piece of information which is ignored is the observed load in last half-hour period of the day prior to the making a forecast, L 48 d−1 . This is particularly important for the first half hour period of the forecast, as this lagged load is observed in the immediately preceding half hour. Making this adjustment yields the model
in which Consequently, the preferred multiple equation time series model is now
in which
in which I h>1 denotes an indicator function which is equal to 1 when h > 1 and 0 otherwise.
This modification turns the 48 equations for the half hours of a day into a recursive system which is, in essence, a structural vector autoregressive moving average model. Two step least squares can be used to estimate the system, it provides a parsimonious way of capturing the intra-day load correlation without increasing computational complexity significantly. Since the load in any half hour is influenced by the load in the previous half hour, in the equation for the first half hour, the lagged load is clearly observed. Thus the forecast for the first half hour is produced based only on observed information. Then this forecast is used to instrument the unknown quantity in the second half hour equation and so on. This sets up an explicit dependence between intra-day load. 2
The forecast results using (4) are plotted in Figure 8 . Overall, the results show that half-hourly day-ahead MAPEs are all below 2%, with an overall MAPE of 1.36%. The improvement in forecast accuracy from using the recursive system is mainly for the daily peak intervals between 14:00 and 18:00. (4)) studied and the overall MAPE from the model using recursive system in (4) (dash-dot horizontal line with its value indicated below).
More detailed results are reported in Table 3 , in which models from (1) to (4) are compared.
It can be seen that the most significant improvement is obtained by the introduction of the weekly dummy variables interacting with the lagged load, L h d−1 , equation (2). In particular, the number of instances of large errors (APE ≥ 5%) decreases by nearly 10,000 on normal days when moving from the specification in the prototype model (1) to the weekly dummy variable specification (2). In addition, incorporating the most recent information, equation (3), and using a recursive system for intra-day correlation, equation (4), also improve accuracy but the size of the improvement is not as large. Overall, comparing the final model in (4) with the prototype model in (1), the reduction in the number of large APEs is over 70% in all bands, and overall MAPE drops from 2.24 % to 1.36%, results which vindicate the modifications to the prototype model proposed in Sections 4 and 5. In the final specification, (4), the intra-day load is modelled using different parameters in each equation for each half-hour interval in a day, so in essence the parameters are allowed to vary in a daily pattern with also additional modifications to allow for weekly and annual patterns.
In fact, the multiple equation model is similar to a single equation periodic time-series model in which the parameters are allowed to vary in a periodic way (Franses and Paap, 2004) . In a single equation periodic time-series model, Fourier polynomials are used to specify the parameters, thus allowing for periodic patterns (Taylor, 2006; Amaral, Souza, and Stevenson, 2008) . In the context of load forecasting specifically, Taylor 
A periodic ARMA model augments this specification by using Fourier polynomials to expand the coefficients. For example, to allow the coefficients to vary at the daily frequency and using a
Fourier polynomials of degree 3 in the expansion, the specification for the coefficients becomes
One of the main sources of improvement, highlighted in the previous sections, is from incorporating the weekly pattern into the multiple equation model. In essence the interactive weekly dummy variables allow the daily load profile to interact with the weekly pattern. Consequently, two modifications to the general periodic ARMA model (5) are considered here, both based on the recognition of the importance of the weekly pattern in one day lagged load, L t−1 . The modifications appear in the way in which the coefficient on lagged load, β 1 , is specified.
Model 1
The first model allows the coefficient β 1 to have a weekly cycle in addition to the daily cycle already specified:
γ 2 q sin 2qπ t 48 + δ 2 q cos 2qπ t 48
so that L t−48 has additive daily and weekly patterns.
Model 2
The second model allows interaction between the daily and weekly cycle:
for all m.
The advantage of using these particular forms for the periodic ARMA model is that the influence of the interaction of daily and weekly cycles can be explicitly compared. The results from equations (6) and (7) are shown in Figure 9 .
A more detailed comparison of the two periodic ARMA specifications is provided in Table 4 .
The improvement from allowing the interaction between the daily and weekly cycles (rather than the simple additive specification) is evident under almost all criterion. However, using Fourier polynomials of degree 3, the preferred periodic ARMA model, (7), has an overall MAPE which is higher than the MAPE obtained from the multiple equation model, (2), in Table 3 . This suggests that the multiple equation model has a slight advantage in this regard. Moreover, it takes significantly longer to estimate the periodic model because the number of parameters to be estimated in the single equation means that the matrix inversion problem becomes a significant computational exercise. The conundrum faced by the periodic ARMA approach is that to achieve a higher accuracy higher degree of Fourier polynomials are required and this will increase even further the computational disadvantage. Figure 9 : Comparing the MAPE for the two periodic ARMA models in (6) and (7). The interactive daily and weekly cycles (solid line) and additive daily and weekly cycles (dashed line) are compared for half hour MAPE and also overall MAPE. In experimentation, alternative periodic model with higher degree of Fourier polynomials and also accounting for annual pattern and intra-day correlations did decrease the overall MAPE to a level similar to that achieved by (4). However, the maximum APE becomes very large when this strategy is adopted (above 200%). It is due to the approximation of the daily pattern in the effect of temperature. As temperature tends to be higher during the day, the effect of high temperature at night time is extrapolated based on the majority of observations in the middle of the day whereas in the multiple equation models, the effect of temperature is estimated based only on the observations in that interval. A possible way to overcome the problem is to use daily dummy variables for temperature effect but Fourier polynomials for other variables in a model.
The use of temperature dummy variables does in fact produce higher accuracy. The maximum APE (26.19%) becomes similar to the multiple equation model in (4) (25.70%). However, the overall MAPE (1.39%) is not generally better than the one from equation (4) (1.36%). There is scope for further research in this area.
Forecast Comparison
In this section, the forecast performance of the preferred model in (4) is compared with two benchmarks. The first benchmark is the industry standard reported by the market operator AEMO, and the second is the multiple equation model of Cancelo et al. (2008) , which has received significant attention in the load forecasting literature.
AEMO as the operator of the NEM, provides short-term load forecasts in pre-dispatch IS reports for the next trading day. 3 Among the horizons of the load forecast, 12-hour ahead forecasts provide important information for dispatch planning for the next day. To monitor 12-hour ahead load forecast accuracy, the monthly averaged MAPE of the 12-hour ahead forecasts is reported 4 by AEMO as a benchmark for assessing the forecasting performance. Although the details of the specification of the AEMO forecasting procedure are not available, it is known to be based on a semi-parametric specification and, as the main forecasting model chosen by the market operator, may be taken to be representative of the state of art performance of load forecasting models.
For the second benchmark, the multiple equation model proposed by Cancelo et al. (2008) , hereafter CEG, is used. In this model, the seasonality of load is dealt with by seasonal ARMA and seasonal differencing, which results in a non-linear model specification requiring estimation by maximum likelihood. Forecasting of the models is implemented using an identical procedure and the same set of variables defined in Section 3. To align with the 12-hour ahead forecast accuracy reported by AEMO, the accuracy of the proposed model (4) and CEG are assessed using 12-hour ahead forecasts. A first comparison involves only the preferred model, (4), and CEG given that the AEMO forecast errors are only available for a shorter period. Forecast for the two multiple equation models are generated using the same procedure as in Section 3 and the results are illustrated in Figure 10 . It can been seen that the forecast accuracy of proposed model (4) is superior to that of CEG. An important anomaly in the CEG model is that it only utilizes information available 24 hours previously in making a forecast. This is clearly a flaw because it does not allow the model to be flexible in terms of forecasting for periods less than 24 hours. Even in the first 12 hours when forecasts from the two models are based on the same available information, the lower MAPE obtained from proposed model (4) shows the advantages of using the last available observed load together with the recursive structure developed in Section 5.
Note that in the case of 12-hour ahead forecasts, the variable L 48 d−1 in (4) is replaced with
. This is responsible for the marked decrease in half-hourly MAPE shown in Figure 10 starting from 12:00 when the most recent load information is updated.
A more detailed comparison of the performance of the two models is shown in columns 2 and 3 of Table 5 where CEG produces inferior forecasts under all criteria. Since CEG only utilize information at a daily resolution, the results shown in column 2 for the CEG forecasts over the whole period can also be compared with the 24-hour ahead forecast from model (4) shown in row 5 of Table 3 . The 1.36% overall MAPE of proposed model (4) is 0.25% lower than the one obtained from CEG (1.61%) and similar superior performance of the former is observed in all the criteria. Figure 11 and columns 4 to 7 of Table 5 , with the monthly MAPE well below the AEMO forecasts and an improvement of around 0.67% in the overall MAPE over the AMEO forecasts. Since AEMO forecasts are based on temperature forecasts instead of real temperature, the results from the proposed model obtained by omitting the variables for current temperature are also reported. While there is a fall in accuracy relative to the situation when actual temperature is used, Figure 11 demonstrates that this effect is very small and the model is still more accurate than the AEMO forecast under all criteria (0.51% lower in the overall MAPE). The advantage of model (4) over CEG (which uses actual temperature data in the forecast) is also shown in Figure 11 and columns 4 to 7 of Table 5 , where either with or without actual temperature the preferred model is seen to outperform CEG under all criteria.
Conclusion
The problem of forecasting load is an important one for all electricity market participants because it informs their strategic decisions about dispatch (market operators), bidding and rebidding (generators) and trading activity (retailers). It is not surprising therefore that there is a large literature on this subject. In recent times a consensus seems to have developed that neural network or non-parametric based forecasts of load, with their inherently nonlinear structure, offer the best alternative for accurate forecasting. This paper has demonstrated that a traditional time-series approach in which an equation is specified for each half hour of the day provides a viable alternative method which produces very competitive results if implemented carefully.
The multiple equation load forecasting model in this paper pays particular attention to the interaction between daily and weekly load patterns. Probably the most important distinguishing factor in the preferred model relative to previous versions is the flexibility built into the influence of load from the same half hour on the previous day. Allowing the strong weekly load pattern to interact with the coefficient on lagged load yields important improvements in short-term forecast performance. Another innovative dimension of the current model is the use of the inherent recursive structure of the model to capture the intra-day load correlations. Despite these modifications, the specification of the equations remains linear in parameters and can be estimated equation-by-equation with ordinary least squares. Experimentation with more efficient estimation methods suggests that the loss of efficiency implied by the current method is not particularly significant.
The forecasting performance of the preferred model is impressive and significantly out-performs the two benchmarks with which it is compared. In particular, the model improves on the average monthly 12-hour ahead forecast errors reported by the Australian energy market operator obtained using a semi-parametric model by about a third. For the entire 11 year period, the model returns a mean average percentage error on half-hourly day-ahead forecasts of 1.36%, a figure is lower than most (if not all) comparable average error statistics reported in the literature.
Of course, the simple computation of an error metric does not really encapsulate the economic advantage to market competitors of providing accurate load forecasts. The challenge for future work is to devise a metric that is capable of measuring economic gains to more accurate load forecasting.
