Let G be a finite undirected graph. A vertex dominates itself and all its neighbors in G. A vertex set D is an efficient dominating set (e.d. for short) of G if every vertex of G is dominated by exactly one vertex of D. The Efficient Domination (ED) problem, which asks for the existence of an e.d. in G, is known to be NP-complete even for very restricted graph classes such as P 7 -free chordal graphs. The ED problem on a graph G can be reduced to the Maximum Weight Independent Set (MWIS) problem on the square of G. The complexity of the ED problem is an open question for P 6 -free graphs and was open even for the subclass of P 6 -free chordal graphs. In this paper, we show that squares of P 6 -free chordal graphs that have an e.d. are chordal; this even holds for the larger class of (P 6 , house, hole, domino)-free graphs. This implies that ED/WeightedED is solvable in polynomial time for (P 6 , house, hole, domino)-free graphs; in particular, for P 6 -free chordal graphs. Moreover, based on our result that squares of P 6 -free graphs that have an e.d. are hole-free and some properties concerning odd antiholes, we show that squares of (P 6 , house)-free graphs ((P 6 , bull)-free graphs, respectively) that have an e.d. are perfect. This implies that ED/WeightedED is solvable in polynomial time for (P 6 , house)-free graphs and for (P 6 , bull)-free graphs (the time bound for (P 6 , house, hole, domino)-free graphs is better than that for (P 6 , house)-free graphs). The complexity of the ED problem for P 6 -free graphs remains an open question.
Introduction
Let G = (V, E) be a finite undirected graph. A vertex v ∈ V dominates itself and its neighbors. A vertex subset D ⊆ V is an efficient dominating set (e.d. for short) of G if every vertex of G is dominated by exactly one vertex in D. Note that not every graph has an e.d.; the Efficient Dominating Set (ED) problem asks for the existence of an e.d. in a given graph G. If a vertex weight function ω : V → N is given, the Weighted Efficient Dominating Set (WED) problem asks for a minimum weight e.d. in G, if there is one, or for determining that G has no e.d. The importance of the ED problem mostly results from the fact that the ED problem for a graph G is a special case of the Exact Cover problem for hypergraphs (problem [SP2] of [11] ); ED is the Exact Cover problem for the closed neighborhood hypergraph of G. For a graph F , a graph G is called F -free if G contains no induced subgraph isomorphic to F . We denote by G + H the disjoint union of graphs G and H. Let P k denote a chordless path with k vertices, and let 2P k denote P k + P k , and correspondingly for kP 2 . The claw is the 4-vertex tree with three vertices of degree 1. Many papers have studied the complexity of ED on special graph classes -see e.g. [5, 13] for references. In particular, a standard reduction from the Exact Cover problem shows that ED remains NP-complete for 2P 3 -free chordal graphs and for bipartite graphs. Moreover, it is known to be NP-complete for line graphs and thus, for claw-free graphs. A linear forest is a graph whose components are paths; equivalently, it is a graph that is cycle-free and claw-free. The NP-completeness of ED on chordal graphs, on bipartite graphs and on claw-free graphs implies: If F is not a linear forest, then ED is NP-complete on F -free graphs. This motivates the analysis of ED/WED on F -free graphs for linear forests F . For F -free graphs, where F is a linear forest, the only remaining open case is the complexity of ED on P 6 -free graphs (see [2] ).
The main results of this paper are the following:
-If G is (P 6 , HHD)-free and has an e.d., then G 2 is chordal. Then using a subsequently described reduction of ED/WED on G to the Maximum Weight Independent Set (MWIS) problem on G 2 , we obtain a polynomial time solution for ED/WED on this class of graphs, since MWIS is solvable in polynomial time on chordal graphs. This also gives a dichotomy result for P k -free chordal graphs, since ED is NP-complete for P 7 -free chordal graphs.
-If G is P 6 -free and has an e.d., then G 2 is hole-free. This does not yet imply that ED for P 6 -free graphs is solvable in polynomial time, since the MWIS problem for hole-free graphs is an open question but it leads to further results on ED for subclasses of P 6 -free graphs.
-If G is P 6 -free and has an e.d., then odd antiholes in G 2 have very special structure. Analyzing the structure of C 4 realizations in G 2 , we obtain a polynomial time solution of ED/WED for (P 6 , house)-free graphs and for (P 6 , bull)-free graphs, since in this case, G 2 is perfect if G has an e.d.
Basic notions and results

Some basic notions
All graphs considered in this paper are finite, undirected and simple (i.e., without loops and multiple edges). For a graph G, let V (G) or simply V denote its vertex set and E(G) or simply E its edge set; throughout this paper, let |V | = n and |E| = m. We can assume that G is connected (otherwise, ED can be solved separately for its components); thus, m ≥ n − 1. Let P k denote a chordless path with k vertices, and let C k denote a chordless cycle with k vertices. Chordless cycles C k with k ≥ 5 are called holes. The complement graph P 5 is also called house. Domino has six vertices and can be obtained by adding a vertex y to a P 5 x 1 , . . . , x 5 with edges x i x i+1 , 1 ≤ i ≤ 4, such that yx 1 ∈ E, yx 3 ∈ E, and yx 5 ∈ E. A graph is chordal if it is C k -free for every k ≥ 4. A graph is (house, hole, domino)-free (HHD-free for short) if it has no induced subgraph isomorphic to a house, hole or domino. Obviously, chordal graphs are HHD-free, and G is (P 6 , HHD)-free if and only if G is (P 6 , C 5 , C 6 , house, domino)-free. The importance of HHD-free graphs as a natural generalization of chordal graphs is illustrated by various characterizations of them such as: G is HHD-free if and only if G is (5, 2)-chordal (see e.g. [3] ).
Reducing the ED problem on a graph to the MWIS problem on its square
The square of a graph
In [4, 12, 13] , the following relationship between the ED problem on a graph G and the maximum weight independent set (MWIS) problem on G 2 is used:
Then the following are equivalent for any subset D ⊆ V :
(ii) D is a minimum weight dominating set in G with ω(D) = |V |.
(iii) D is a maximum weight independent set in G 2 with ω(D) = |V |.
Thus, the ED problem on a graph class C can be reduced to the MWIS problem on the squares of graphs in C. In [1] , this is extended to the vertex-weighted version WED of the ED problem.
3 Squares of (P 6 , HHD)-free graphs that have an e.d. are chordal
Obviously, the square of a chordal graph can contain a C 4 as for example, the complete 4-sun shows. If we additionally require that the graph is P 6 -free and has an e.d., the situation is different: The main result of this section is Theorem 1, which shows that for any graph G that is (P 6 , HHD)-free and has an e.d., its square G 2 is chordal, i.e., C k -free for every k ≥ 4. Theorem 2 in Section 4.1 shows that G 2 is C k -free for every k ≥ 5 for the larger class of P 6 -free graphs, but its proof is long and technically involved. For the special case of (P 6 , HHD)-free graphs, we give a direct proof here since it is much shorter than the proof of Theorem 2.
Theorem 1. If G is a (P 6 , HHD)-free graph that has an e.d., then G 2 is chordal.
For the proof of Theorem 1, we first prove several lemmas. Let G be a (P 6 , HHD)-free graph with an e.d. D. Suppose that G 2 contains a chordless cycle C k C with vertices v 1 , . . . , v k , k ≥ 4; we call these the real vertices of C and denote them by
(index arithmetic is modulo k throughout this section), let x i be a common neighbor of v i and v i+1 ; we call these x i vertices the auxiliary vertices of C and denote the set of these vertices by A(C). Let V (C) = R(C) ∪ A(C) denote the set of vertices (real and auxiliary) in G realizing a C k C in G 2 ; we call V (C) a cycle embedding.
Clearly, auxiliary vertices are pairwise distinct, and for every
Proof. First suppose to the contrary that D ∩ {v 1 , . . . , v k } = ∅; without loss of generality,
, which is a contradiction. Thus, D ∩ {v 1 , . . . , v k } = ∅. Now suppose to the contrary that D ∩ {x 1 , . . . , x k } = ∅; without loss of generality, let x 1 ∈ D. We know already that v 3 , v k / ∈ D and thus, there is
is a P 6 , and if 
Proof. Without loss of generality, assume that
, which is a contradiction.
Proof. Assume without loss of generality that
For an odd hole, repeating the argument of Lemma 7 on d 3 x 3 / ∈ E, and so on, determines all the edges and non-edges between D-vertices and auxiliary vertices. For C 4 or an even hole, repeating the argument determines the edges for every second D-vertex, but then a second round (using the fact that d 2 x 2 / ∈ E) determines the remaining edges and non-edges.
Proof of Theorem 1. First suppose that C is a C 4 in G 2 . Then, since G is HHD-free, we have x 1 x 3 ∈ E or x 2 x 4 ∈ E; without loss of generality say
Then by Lemma 7, d 3 x 2 ∈ E (and thus, d 2 x 2 / ∈ E) and d 3 x 3 / ∈ E holds and repeating the same arguments, we get
which is a contradiction.
Now suppose that C is a C k in G 2 for some k ≥ 5. Then, since G is HHD-free, there is an edge x i x j ∈ E where j / ∈ {i − 1, i + 1}. Then in the case that d i x i / ∈ E (and thus also
Thus, we have a contradiction. This concludes the proof of Theorem 1.
Corollary 2. For (P 6 , HHD)-free graphs, the WED problem is solvable in polynomial time.
Proof. By Lemma 1, the ED problem for G can be reduced to the MWIS problem for G 2 . By Theorem 1, G 2 is chordal. By the result of Frank [7] , the MWIS problem can be solved in linear time for chordal graphs. Thus, for (P 6 , HHD)-free graphs, the ED problem is solvable in polynomial time. By [1] , the WED problem can be solved in polynomial time for the same class.
4 Some properties of P 6 -free graphs that have an e.d. 4 .1 Squares of P 6 -free graphs that have an e.d. are hole-free
The main result of this subsection is Theorem 2 which shows that for any P 6 -free graph G with an e.d., its square G 2 is hole-free. This result is based on the unpublished thesis [8] . It would imply that ED is solvable in polynomial time for P 6 -free graphs if the MWIS problem for hole-free graphs is solvable in polynomial time, but the complexity of the MWIS problem for hole-free graphs is an open question. We will use Theorem 2, however, in subsequent sections for finding a polynomial time solution for (P 6 , house)-free graphs ((P 6 , bull)-free graphs, respectively).
Theorem 2.
If G is a P 6 -free graph that has an e.d., then G 2 is C k -free for any k ≥ 5.
For the proof of Theorem 2, we collect some subsequently described facts. As in the proof of Theorem 1, let D be an e.d. of G and suppose to the contrary that G 2 contains an induced
Proof. Assume to the contrary that there are i, j ∈ {1, . . . , k}, i = j,
Thus, without loss of generality, let d G (v 2 , v j ) > 2 and let P 2,j denote a shortest path in C between v 2 and v j containing at least two vertices; but then, the induced subgraph
then we say that v i and v i+1 are of type 2, otherwise they are of type 1.
E and x i , x j have a common neighbor x r , r ∈ {i + 1, i + 2, . . . , j − 1} and a common neighbor x s , s ∈ {j + 1, j + 2, . . . , i − 1}.
. Now consider a shortest path between x 1 and x j in any arc of C limited by these vertices -if it contains at least two vertices then there is a P 6 . Thus, x 1 and x j have a common neighbor on both sides of the cycle which necessarily is an auxiliary vertex.
Proof. Assume without loss of generality that v 1 ∈ D is of type 1.
Proof. Assume to the contrary that |V (C) ∩ D| ≥ 2. Note first that |D ∩ {x 1 , . . . , x k }| ≤ 1 since auxiliary vertices are either adjacent or share a common real neighbor v i or, by Lemma 9, share a common auxiliary neighbor x j . Moreover, |D ∩ {v 1 , . . . , v k }| ≤ 1 since by Lemma 10, type 1 vertices are not in D and by Lemma 8 , there are at most two (adjacent) type 2 vertices in V (C). Now assume without loss of generality that v 1 v k ∈ E and v 1 ∈ D as well as
Thus, by Lemma 9, x 1 and x i have a common neighbor w which is either the real vertex v 2 in the case i = 2 (in which case {v k , v 1 , x 1 , v 2 , x 2 , v 3 } induces a P 6 ), or an auxiliary vertex x j with 1 < j < i but now {v k , v 1 , x 1 , x j , x i , v i+1 } induces a P 6 , which is a contradiction.
Proof. Without loss of generality, let x 1 ∈ D and suppose to the contrary that there exists an i ∈ {3, . . . , k − 1} with x 1 x i / ∈ E. We first claim:
Proof of Claim 1. By Lemma 11 and the assumption that x 1 ∈ D, v i has to be dominated by a vertex d i ∈ D \ V (C). By Lemma 9, x 1 and x i have a common neighbor x j , j ∈ {i + 1, i + 2, . . . , k}.
Analogously, the D-vertex d i+1 dominating v i+1 must dominate x i as well, which by the e.d.
showing Claim 1. ⋄ By Lemma 8, there is at least one auxiliary vertex x i−1 or x i+1 , say without loss of generality,
Then there is a common neighbor s of x 1 and x i+1 : Either s = v 1 or by Lemma 9, s = x j for some j ∈ {i + 2, i + 3, . . . , k}. Now the induced subgraph G[{v 2 
has at most one possible chord d i x i+1 ∈ E but in any case contains a P 6 , which is a contradiction.
Proof. Assume to the contrary that D ∩ A(C) = ∅; without loss of generality, let x 1 ∈ D. By Lemma 12, all auxiliary vertices x i with 3 ≤ i < k are dominated by x 1 . If there were two or more of them, say x i , x j ∈ V (C) with 3 ≤ i < j < k then either x i x j ∈ E and {d i , v i , x i , x j , v j+1 , d j+1 } induces a P 6 , or x i x j / ∈ E and {d i , v i , x i , x 1 , x j , v j+1 } induces a P 6 which are contradictions. Hence, there is at most one auxiliary vertex x i with 3 ≤ i < k. By Lemma 8, we conclude k = 5 and either
Since {v 2 , x 2 , v 3 , v 4 , x 4 , v 5 } does not induce a P 6 , we have x 2 x 4 ∈ E. Since {v 1 , x 1 , v 2 , x 2 , v 3 , v 4 } does not induce a P 6 , we have x 1 x 2 ∈ E. Now x 2 is dominated by x 1 and thus, {d 3 , v 3 , x 2 , x 4 , v 5 , d 5 } induces a P 6 . This final contradiction shows Lemma 13. Proof. Without loss of generality, assume that d ∈ D dominates v 1 and v 2 and v 2 is a type 1 vertex, i.e., x 1 and x 2 exist. Then, (V (C) \ {x 1 }) ∪ {d} realizes a C k , k ≥ 5, in G 2 , where an auxiliary vertex is in D which contradicts Lemma 13.
Lemma
which is a contradiction. We have x 1 x k−1 ∈ E since {v k−1 , x k−1 , v k , v 1 , x 1 , v 2 } does not induce a P 6 , and similarly,
} does not induce a P 6 ; without loss of generality, let x k−1 be dominated by
∈ E then by Lemma 9, x 1 and x k−2 have a common Proof of Claim 2. By the previous lemmas, every v i has its personal D-neighbor d i . We first show that x j x i−1 ∈ E and x j x i ∈ E. Assume to the contrary that
does not contain a P 6 , we have both dx i−1 ∈ E and d i−1 x i−1 ∈ E which is impossible by the e.d. property. Thus, x i−1 x j ∈ E follows, and by symmetry, we also have x i x j ∈ E. Now, since {d i−1 , v i−1 , x i−1 , x j , v j , d j } does not induce a P 6 and {d i−1 , v i−1 , x i−1 , x j , v j+1 , d j+1 } does not induce a P 6 , we have either d i−1 x i−1 ∈ E or both d j x i−1 ∈ E and d j+1 x i−1 ∈ E; the last is impossible by the e.d. property. Thus, d i−1 x i−1 ∈ E follows. Again by symmetry, we have d i+1 x i ∈ E which shows Claim 2. ⋄
By Corollary 4, we have
∈ E. By Lemma 9, there is a common neighbor of x i−2 and x i+1 in {x i−1 , x i }, say x i x i+1 ∈ E and x i x i−2 ∈ E but now {v i+2 , x i+1 , x i , x i−2 , v i−1 , d i−1 } induces a P 6 . This final contradiction shows Lemma 17.
Proof of Theorem 2. Let G be a P 6 -free graph that has an e.d. D, and assume that there is a C k C, k ≥ 5, in G 2 with a cycle embedding as described above. Since G[{d 1 
does not contain an induced P 6 , one of the vertices x 1 , x 2 is dominated by d 1 or d 3 ; without loss of generality, let x 2 be this vertex. Then x 2 d 2 / ∈ E. Moreover, by Lemma 17, we have x 4 d 2 / ∈ E. We claim that x 2 x 4 / ∈ E: Assume x 2 x 4 ∈ E. Then, since {d 2 , v 2 , x 2 , x 4 , v 4 , d 4 } does not induce a P 6 , we obtain x 4 d 4 ∈ E, and since {d 2 , v 2 , x 2 , x 4 , v 5 , d 5 } does not induce a P 6 , we obtain x 4 d 5 ∈ E, which contradicts the e.d. property. Thus, x 2 x 4 / ∈ E holds. Then by Lemma 9, x 2 and x 4 have the common neighbor x 3 : x 2 x 3 ∈ E and x 3 x 4 ∈ E. Since {d 2 , v 2 , x 2 , x 3 , x 4 , v 5 } does not induce a P 6 , we obtain d 2 x 3 ∈ E, which implies x 3 d 5 / ∈ E. Moreover, by Lemma 17, x 2 d 5 / ∈ E. Since {v 2 , x 2 , x 3 , x 4 , v 5 , d 5 } does not induce a P 6 , we obtain d 5 x 4 ∈ E. Moreover, we claim that x 1 x 4 / ∈ E holds: If x 1 x 4 ∈ E then since {d 4 , v 4 , x 4 , x 1 , v 1 , d 1 } does not induce a P 6 , we obtain x 1 d 1 ∈ E, and since {d 4 , v 4 , x 4 , x 1 , v 2 , d 2 } does not induce a P 6 , we obtain x 1 d 2 ∈ E, which contradicts the e.d. property. Thus, x 1 x 4 / ∈ E. By Lemma 9, x 1 and x 4 have the common neighbor x 2 or x 3 , but we have already x 2 x 4 / ∈ E; thus, the common neighbor of x 1 and x 4 is x 3 . Since {d 1 , v 1 , x 1 , x 3 , v 4 , d 4 } does not induce a P 6 , we obtain d 1 x 1 ∈ E. Again by Lemma 9, x 1 and x 4 have the common neighbor x j , 4 < j ≤ k.
does not contain a P 6 , we obtain d 2 x j ∈ E and d 4 x j ∈ E, which contradicts the e.d. property. This final contradiction shows Theorem 2.
4.2 Odd antiholes in squares of P 6 -free graphs that have an e.d.
Our main reason for considering odd antiholes in squares of P 6 -free graphs with an e.d. is the famous Strong Perfect Graph Theorem [6] saying that a graph is perfect if and only if it is odd-hole-free and odd-antihole-free. If one were able to exclude odd antiholes in the squares of P 6 -free graphs with an e.d., it would mean that G 2 is perfect and thus, ED would be solvable in polynomial time for P 6 -free graphs. Some partial results in this direction are described subsequently. Throughout this subsection, let G = (V, E) be a P 6 -free graph with an e.d. D, and let G 2 = (V, E 2 ). Let C be an odd antihole in G 2 with real vertices R(C) and auxiliary vertices A(C) as before. Since by Theorem 2, we know that C 5 is impossible in G 2 , we can assume that C is a C 2k+1 for k ≥ 3. Obviously, |D ∩ R(C)| ≤ 2 since the distance between any two D-vertices is at least 3; D is an independent vertex set in G 2 , and the independence number of an odd antihole is 2. The main result of this section, namely Theorem 3, is based on [8] and shows that no real vertex of an odd antihole C is in D:
Theorem 3. If G is a P 6 -free graph that has an e.d. D and C is an odd antihole in G 2 , then |D ∩ R(C)| = 0.
The proof of Theorem 3 is based on some lemmas given subsequently. Let C be an odd antihole in G 2 . We say that two vertices a, b ∈ R(C) are co-adjacent in C if they are nonadjacent in G 2 .
Lemma 18. Let a, b, c, d, e be a sequence of consecutive co-adjacent real vertices in R(C). If ac ∈ E then be / ∈ E.
Proof. Assume that ac ∈ E and be ∈ E. Then by the assumption and by the distance properties of C, ad / ∈ E, ae / ∈ E, ce / ∈ E, and bd / ∈ E. Moreover, we have ad ∈ E 2 which implies d G (a, d) = 2 and we have bd ∈ E 2 which implies d G (b, d) = 2 (otherwise, there is a contradiction to co-adjacency of c and d (of d and e, respectively). Let p (q, respectively) be a common G-neighbor of a and d (b and d, respectively). Since a and b are co-adjacent in C, we have p = q. Moreover, p and q are distinct from any other vertex in {a, b, c, d, e} since none of these is adjacent to d. Now, we consider the induced subgraph G[{c, a, p, d, q, b, e}]; the only possible chord is pq ∈ E, and thus, we obtain a P 6 in any case, which is a contradiction that shows Lemma 18.
Note that the proof of Lemma 18 does not require the existence of an e.d. in G.
Lemma 19. Let a ∈ R(C) ∩ D and let b, c ∈ R(C) be two co-adjacent vertices in C with ab ∈ E 2 and ac G[{λ, b, p, a, q, c, µ}] ; the only possible chord is pq ∈ E, and thus, we obtain a P 6 in any case, which is a contradiction that shows Lemma 19. 
Proof. Let R(C) be given by the sequence of consecutive real vertices c, d, e, v 1 , . . . , v k , a, b. Since C is an odd antihole, k must be an even number. Repeatedly applying Lemma 19
Similarly, if we begin with d G (c, e) = 2. This shows Corollary 5.
Next we show that at most one of R(C) is in D:
Proof. Suppose that |R(C) ∩ D| = 2; let b, c ∈ R(C) ∩ D. Then b and c are co-adjacent. Let a, b, c, d, e, f ∈ V (C) induce a sequence of six consecutive real vertices in C forming a P 6 in G 2 . We first claim:
(1)
Proof of (1): By Lemma 19, we have:
Conversely, by Lemma 19, we have: By Lemma 18, be / ∈ E since ac ∈ E holds. Since d G (b, e) = 2, b and e have a common neighbor, say q. Let f be the other real vertex in C that is co-adjacent to e; by Lemma 19, cf ∈ E holds. Obviously, q = p since b and c are co-adjacent, and q = µ since µe / ∈ E. Further, q / ∈ {a, b, c, d, e, f } since none of a, b, c, d, e, f is adjacent to b and e. We claim:
Proof of (2): Obviously, by assumption bc / ∈ E holds since b and c are co-adjacent in C. If bλ ∈ E then {b, λ, e, p, c, f } would induce a P 6 in G. Thus, bλ / ∈ E. For the case bµ ∈ E, we consider the induced subgraph G[{d, µ, b, q, e, p, c, f }]; by assumption, the e.d., and distance properties, the only possible chords are pq ∈ E, µq ∈ E and bd ∈ E. Thus, the subgraph contains a P 6 in any case, which implies bµ / ∈ E. ⋄ Since bq ∈ E, (2) implies q = λ. Let ϕ ∈ D be the D-neighbor of b. By (2), ϕ is distinct from c, λ, and µ. Moreover, ϕq ∈ E since otherwise, the induced subgraph G[{ϕ, b, q, e, p, c, f }] has at most one chord, namely pq ∈ E, and thus, there would be a P 6 in any case. Moreover, bd / ∈ E since otherwise, the path G[{λ, e, q, b, d, µ}] is a P 6 . Thus, there is a common neighbor r of b and d, which is distinct from all previously considered vertices since none of them is adjacent to b and d. Obviously, d G (a, d) = 2 since otherwise c and d are not co-adjacent in C. Thus, there is a common neighbor s of a and d which, by the same reason, is distinct from all previously considered vertices. Now, we show that sϕ ∈ E: Note that rϕ / ∈ E since otherwise, the induced subgraph G[{λ, e, q, b, r, d, µ}] contains at most one chord, namely qr ∈ E, and thus, there would be a P 6 in any case. Now the induced subgraph G[{ϕ, b, r, d, s, a, c}] has at most two chords, namely ϕs ∈ E and rs ∈ E and both are necessary since otherwise, the subgraph contains a P 6 . In particular, ϕ dominates s. Finally we consider the induced subgraph G[{λ, e, p, c, a, s, d, µ}] . By the previous arguments, the only possible chords are ea ∈ E, pa ∈ E and ps ∈ E. Thus, in any case, the subgraph contains a P 6 , which is a contradiction that finally shows Theorem 3.
4.3 C 4 in squares of P 6 -free graphs that have an e.d.
Let G = (V, E) be a P 6 -free graph with an e.d. D, and let G 2 = (V, E 2 ) as defined above. By Theorem 2, we know that the square of a P 6 -free graph with an e.d. is C k -free for any k ≥ 5. For considering the ED problem on some subclasses of P 6 -free graphs, it is useful to analyze how a C 4 in G 2 can be realized. In particular, Lemma 26 is helpful in various cases, and Lemmas 24 and 25 are used for solving ED on (P 6 ,house)-free graphs. As before, let C be a C 4 in G 2 with real vertices R(C) = {v 1 , v 2 , v 3 , v 4 } such that v i v i+1 are adjacent in G 2 (index arithmetic is modulo 4), and with auxiliary vertices A(C). Let the auxiliary vertex x i be a common neighbor of v i and v i+1 ; x i ∈ A(C) if and only if v i v i+1 / ∈ E. For this subsection, we assume that D ∩ R(C) = ∅. This assumption is motivated by Theorem 3 which says for a P 6 -free graph G with an e.d. D, in an odd antihole C of G 2 , no real vertex of C is in D; subsequently, we will consider a C 4 that is an induced subgraph of an odd antihole in G 2 where G is a P 6 -free graph with an e. 
Lemma 21. For any C 4 of type 1.1, v 2 v 3 ∈ E and v 1 v 4 ∈ E holds.
Proof. Suppose to the contrary that
, which is a contradiction. This shows Lemma 21. 
, and now {d 1 , v 2 , x 2 , x 4 , v 4 , d 3 } induces a P 6 , which is a contradiction. Thus, d 1 x 4 ∈ E or d 3 x 4 ∈ E, which shows Lemma 23. 
Lemma 24. For any C 4 C of type 2.1, the following conditions hold:
The auxiliary vertices x 2 , x 3 , x 4 are pairwise adjacent in G.
Proof. Suppose to the contrary that v 3 v 4 ∈ E. Then, by the distance properties,
Suppose to the contrary that d 1 x 3 / ∈ E. Then we claim that v 2 v 3 / ∈ E and v 1 v 4 / ∈ E: Suppose to the contrary that v 2 v 3 ∈ E. Since {d 4 , v 4 , x 3 , v 3 , v 2 , d 1 } does not induce a P 6 , we have d 4 x 3 ∈ E, but now {d 4 , x 3 , v 3 , v 2 , d 1 , v 1 } induces a P 6 , which is a contradiction. Thus, v 2 v 3 / ∈ E, and by symmetry, also v 1 v 4 / ∈ E.
On the other hand, if
Thus, without loss of generality, let d 1 x 2 / ∈ E which implies x 2 x 3 ∈ E, but now {v 1 , d 1 , v 2 , x 2 , x 3 , v 4 } induces a P 6 , which is a contradiction. Thus,
, which is a contradiction. Thus, v 2 v 3 / ∈ E and by symmetry, also v 1 v 4 / ∈ E holds. Again, the same argument as before shows that either
Since {d 3 , v 3 , x 3 , v 4 , x 4 , v 1 } does not induce a P 6 , we have x 3 x 4 ∈ E.
Thus, there is only one possible realization of C in Case 1.
Recall that for the same reason as above, d 3 x 2 ∈ E holds. v 2 v i−1 ∈ E and v 2k+1 v i+1 ∈ E follows. Repeatedly applying the distance argument and the C 4 argument implies that finally, for some j, v j v j+2 ∈ E, which is a contradiction that concludes the proof of Theorem 5.
Corollary 7. For (P 6 , house)-free graphs and (P 6 , bull)-free graphs, the WED problem is solvable in polynomial time.
Proof. First suppose that G is (P 6 , house)-free. By Theorem 2, for a P 6 -free graph G with an e.d., G 2 is hole-free. By Lemma 4, G 2 is odd-antihole-free. If G 2 is odd-hole-free and oddantihole-free then, by the Strong Perfect Graph Theorem [6] , G 2 is perfect. By [9] , MWIS is solvable in polynomial time for perfect graphs. By Lemma 1, the ED problem on G can be transformed into the MWIS problem on G 2 . Thus, ED is solvable in polynomial time on (P 6 , house)-free graphs. By [1] , the WED problem can be solved in polynomial time for the same class. Now suppose that G is (P 6 , bull)-free. By Lemma 5, G 2 is odd-antihole-free, and thus, G 2 is perfect. Hence, WED is solvable in polynomial time on (P 6 , bull)-free graphs by the same arguments as above.
Conclusion
The main results of this paper are the following: (i) Theorem 1: If G is (P 6 , HHD)-free and has an e.d., then G 2 is chordal, and thus, ED/WED is solvable in polynomial time for this class of graphs. This gives a dichotomy result for P k -free chordal graphs since ED is NP-complete for P 7 -free chordal graphs.
(ii) Theorem 2: If G is P 6 -free and has an e.d., then G 2 is hole-free. This does not yet imply that ED for P 6 -free graphs is solvable in polynomial time since the MWIS problem for hole-free graphs is an open question, but it has some applications for subclasses of P 6 -free graphs.
(iii) Theorem 3: If G is P 6 -free and has an e.d., then odd antiholes in G 2 would have very special structure.
(iv) Theorems 4 and 5: Using results on the structure of C 4 realizations in G 2 , we obtain a polynomial time solution of ED/WED for (P 6 , house)-free graphs and for (P 6 , bull)-free graphs since in these cases, G 2 is perfect if G has an e.d.
For some other subclasses of P 6 -free graphs, ED has been solved in polynomial time, such as for (P 6 , S 1,2,2 )-free graphs [5] and for (P 6 , S 1,1,3 )-free graphs [10] . The complexity of ED for P 6 -free graphs remains a challenging open question. The following conjecture appeared in [8] :
Conjecture. If G is a P 6 -free graph that has an e.d., then G 2 is perfect.
