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An old conjecture in delay equations states that Wright’s equation
y′(t) = −αy(t − 1)[1+ y(t)], α ∈ R
has a unique slowly oscillating periodic solution (SOPS) for every
parameter value α > π/2. We reformulate this conjecture and we
use a method called validated continuation to rigorously compute
a global continuous branch of SOPS of Wright’s equation. Using this
method, we show that a part of this branch does not have any fold
point, partially answering the new reformulated conjecture.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In 1955, Edward M. Wright considered the equation
y′(t) = −αy(t − 1)[1+ y(t)], α > 0, (1)
because of its role in probability methods applied to the theory of distribution of prime numbers,
and he proved the existence of bounded nonconstant solutions which do not tend to zero, for every
α > π/2 [24]. Throughout this paper, we refer to Eq. (1) as Wright’s equation. Since the work pre-
sented in [24], Eq. (1) has been studied by many mathematicians (e.g. see [4,10–14,19–21]). In 1962,
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their quantitative properties and he made the following remark.
The most important observable phenomenon resulting from these numerical experiments is the apparently
rapid convergence of solutions of (1) to a single cycle ﬁxed periodic form which seems to be independent
of the initial speciﬁcation on [−1,0] to within translations.
The cycle ﬁxed periodic form he refers to is a slowly oscillating periodic solution.
Deﬁnition 1.1. A slowly oscillating periodic solution (SOPS) of (1) is a periodic solution y(t) with the
following property: there exist q > 1 and p > q + 1 such that, up to a time translation, y(t) > 0 on
(0,q), y(t) < 0 on (q, p), and y(t + p) = y(t) for all t so that p is the minimal period of y(t).
After Jones made the above remark, the question of the uniqueness of SOPS in (1) became popular
and is still under investigation after almost ﬁfty years.
Conjecture 1.2. For every α > π2 , (1) has a unique SOPS.
It is worth mentioning that if Conjecture 1.2 is true, then the unique SOPS attracts a dense and
open subset of the phase space (e.g. see [16]). Let us reformulate Conjecture 1.2, considering the
partial work that was done since Jones’s comment in [11]. In 1977, Chow and Mallet-Paret showed
that there is a supercritical (forward in α) Hopf bifurcation of SOPS from the trivial solution at α =
π/2 [4]. We denote this branch of SOPS by F0. In 1989, Regala proved a result that implies that there
cannot be any secondary bifurcation from F0 [22]. Hence, F0 is a regular curve in the (α, y) space.
In 1991, Xie used asymptotic estimates for large α to prove that for α > 5.67, (1) has a unique SOPS
up to a time translation [25,26]. Here is a remark he made after he stated his result on p. 97 of his
thesis [25].
The result here may be further sharpened. However, [. . .] the arguments here cannot be used to prove the
uniqueness result for SOPS of (1) when α is close to π2 .
Hence, his method might help to decrease the value 5.67, but new mathematical ideas are required
to solve Conjecture 1.2. Based on the above discussion, here is a reformulation of the remaining parts
of the conjecture. See Fig. 1 for a geometric interpretation.
Conjecture 1.3. Denote by F0 the branch of SOPS that bifurcates (forward in α) at π/2. Then
1. F0 does not have any fold in α ∈ ( π2 ,5.67];
2. there are no connected components (isolas) of SOPS in α ∈ ( π2 ,5.67].
In this paper, we propose to use a method called validated continuation in the parameter α to
partially prove the ﬁrst part of Conjecture 1.3. This method was originally introduced in [5] as a com-
putationally eﬃcient tool to compute equilibrium solutions of partial differential equations (PDEs)
with polynomial nonlinearities. It was then adapted to compute equilibria of PDEs for large (dis-
crete) range of parameter values [7]. Afterward, it was combined with variational methods and tools
from algebraic topology to prove the existence of chaos for a class of fourth order nonlinear ordinary
differential equations [1]. In [2], validated continuation was generalized to compute global smooth
branches of solution curves of differential equations, both in the context of parameter and pseudo-
arclength continuation. Finally, in a forthcoming work, the method is adjusted to compute equilibria
of high dimensional PDEs [6]. In this paper, we use the theory of validated continuation developed
in [2] to compute a global continuous curve of SOPS of Wright’s equation.
Theorem 1.4. Let ε = 7.3165 × 10−4 . Then the part of F0 corresponding to the parameter range α ∈
[π2 + ε,2.3] does not have any fold.
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isola F1 of SOPS.
Fig. 2. Geometric representation of the result of Theorem 1.4. This curve represents a rigorous computation of a section of the
set F0. On the picture, the vertical axis is given by ‖y‖ = sup{|y(t)|; t ∈ [0, p], where p is the period of y}.
For a geometric representation of Theorem 1.4, we refer to Fig. 2. Before going into the details of
the proof, let us make a few comments on the statement of Theorem 1.4. The reason why the result
is valid only up to α = 2.3 does not have any theoretical justiﬁcation. This is purely computational. In
fact, when α grows, the proof becomes computationally diﬃcult mainly because of the following facts.
First of all, our computer-assisted proof requires the computation of several sums which we compute
using iterative loops with the Matlab interval arithmetic package Intlab [23] which is slow to evaluate
loops of large size. A second observation is that the step size α in the parameter α decreases
signiﬁcantly when one increases the parameter α. Hence, for larger α, the rigorous continuation still
runs, but the step size decreases signiﬁcantly. We come back to these issues in Section 6, where we
make suggestions on how to possibly improve the result of Theorem 1.4.
Another comment regarding Theorem 1.4 is that validated continuation in α cannot help ruling
out the existence of a fold in the parameter range α ∈ ]π/2,π/2 + ε[. This is due to the fact that
the method requires having contractions which are uniform in the parameter α. Because the trivial
periodic solution y = 0 is nonhyperbolic at α = π/2, the uniform contraction in the parameter α fails
to exist near α = π/2. That raises the following question: How can we make sure that the global
branch of SOPS obtained with validated continuation for α ∈ [π/2 + ε,2.3] actually comes from the
Hopf bifurcation at α = π/2? It turns out that we can regularize the problem at α = π/2 with the
change of variable y(t) = βz(t) and obtain a new problem (with continuation parameter β  0) having
a nontrivial hyperbolic periodic solution z(t) at β = 0 and α = π/2. This new problem, having now
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uniform contractions can be proved to exist near β = 0 and α = π/2. This is done in Section 5.4,
where a rigorous continuation in the new parameter β  0 is performed in order to show that the
branch of SOPS that we computed in the parameter interval α ∈ [π/2+ ε,2.3] is in fact the one that
bifurcates from the trivial solution at α = π/2.
Finally, it is important to mention that the value of ε can be made smaller using our method. The
choice of ε = 7.3165 × 10−4 is made arbitrarily and we believe that with signiﬁcant extra computa-
tional effort, this value can be pushed down up to ε = 1× 10−8. Once again, we discuss this possible
improvement in Section 6.
The paper is organized as follows. In Section 2, we transform the study of periodic solutions of (1)
into the study of the solutions of a parameter dependent inﬁnite dimensional problem f (x,α) = 0.
In Section 3, the problem f (x,α) = 0 is modiﬁed into an equivalent ﬁxed point problem T (x,α) = x,
whose ﬁxed points correspond to zeros of f . The equivalence of the problem is shown and the func-
tional analysis setting is introduced. In Section 4, we introduce the validated continuation method
in the fashion of [2]. In Section 5, we prove Theorem 1.4 and ﬁnally, we conclude with possible im-
provements in Section 6. The computer programs used to assist the proof of Theorem 1.4 can be found
at [9].
2. Set up of the problem f (x,α)= 0
The goal of this section is to transform the problem of looking for periodic solutions y(t + p) =
y(t) of (1) into the study of the solutions of a parameter dependent inﬁnite dimensional problem
f (x,α) = 0. Let us introduce L to be the a priori unknown frequency of the periodic solution y. In
other words, p = 2πL . Hence, consider the following expansion of the periodic solution y in Fourier
series
y(t) =
∞∑
k=−∞
cke
ikLt, (2)
where the ck are complex numbers satisfying c−k = ck . This is due to the fact that y ∈ R. Plugging
the two expressions
y(t − 1) =
∞∑
k=−∞
cke
−ikLeikLt and y′(t) =
∞∑
k=−∞
ckikLe
ikLt
in (1) and putting all terms on one side of the equality, one gets a new problem to solve for, namely
∞∑
k0=−∞
[
ik0L + αe−ik0L
]
ck0e
ik0Lt + α
[ ∞∑
k1=−∞
ck1e
−ik1Leik1Lt
][ ∞∑
k2=−∞
ck2e
ik2Lt
]
= 0.
The left-hand side of this last equation being a periodic solution with period 2πL , one computes its
Fourier coeﬃcients by taking the inner product with eikLt , for k ∈ Z. This procedure leads to the
following countable system of equations
gk
def= [ikL + αe−ikL]ck + α ∑
k1+k2=k
e−ik1Lck1ck2 = 0, k ∈ Z. (3)
Since c−k = ck implies that g−k = gk , we only need to consider the cases k  0 when solving for (3).
Note that the frequency L of y being unknown, we leave it variable and we are going to solve for
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equivalent expansion for (2) is given by
y(t) = a0 + 2
∞∑
k=1
[ak coskLt − bk sinkLt]. (4)
Note that ak = a−k and bk = −b−k . Hence, we get that b0 = 0. Let
xk
def=
{
(L,a0), k = 0,
(ak,bk), k > 0
and x
def= (x0, x1, . . . , xk, . . .)T . Let us denote by xk,1 and xk,2 the ﬁrst and the second component of
xk ∈ R2, respectively. In order to eliminate arbitrary shifts, we impose the normalizing condition
y(0) = a0 + 2∑∞k=1 ak = 0. Hence, let us introduce the following function h, which will ensure, by
solving h = 0, that the scaling condition y(0) = 0 is satisﬁed:
h(x)
def= a0 + 2
∞∑
k=1
ak.
For k 0, consider the real and the imaginary parts of gk , given respectively by
Re(gk)(x,α) = (α coskL)ak + (−kL + α sinkL)bk + α
∑
k1+k2=k
(cosk1L)(ak1ak2 − bk1bk2)
+ (sink1L)(ak1bk2 + bk1ak2), (5)
Im(gk)(x,α) = −(−kL + α sinkL)ak + (α coskL)bk + α
∑
k1+k2=k
−(sink1L)(ak1ak2 − bk1bk2)
+ (cosk1L)(ak1bk2 + bk1ak2). (6)
Note that g−k = gk implies that Im(g0) = 0. Hence, we do not incorporate Im(g0) in the formulation
of f . Hence, the function f is deﬁned component-wise by
fk(x,α) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(
h(x)
Re(g0)(x,α)
)
, k = 0,(
Re(gk)(x,α)
Im(gk)(x,α)
)
, k > 0.
Consider the notation fk,1 (resp. fk,2) to denote the ﬁrst (resp. second) component of fk ∈ R2.
Deﬁning f = { fk}k0, we show in Section 3 that ﬁnding periodic solution y(t) of (1) satisfying
y(0) = 0 is equivalent to ﬁnding solutions of the inﬁnite dimensional parameter dependent problem
f (x,α) = 0. (7)
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The purpose of this section is to transform the problem f (x,α) = 0 into a ﬁxed point equation
T (x,α) = x. Then, the idea will be to apply an uniform contraction mapping argument on T . Let us
ﬁrst put ourself in a functional analysis setting by introducing a Banach space which is convenient for
our study. The key ingredient in deﬁning the space is that periodic solutions of Wright’s equation are
C∞ [18]. This implies that the Fourier coeﬃcients of the expansion (4) goes to zero faster than any
algebraic decay. For s > 0, consider the weights
ωk =
{
1, k = 0;
|k|s, k = 0. (8)
These weights are used to deﬁne the norm
‖x‖s def= sup
k=0,1,...
|xk|∞ωk, (9)
where |xk|∞ = max{|xk,1|, |xk,2|}, and the sequence space
Ω s = {x = (x0, x1, x2, . . .), ‖x‖s < ∞},
consisting of sequences with algebraically decaying tails. Since the Fourier coeﬃcients {xk}k0 decay
faster than any given power of k, the set Ω s contains all sequences (L,a0,a1,b1, . . .) obtained from
the Fourier expansion (4) of any periodic solutions of (1). We are ready to deﬁne the ﬁxed point
operator T .
First of all, note that T will partially be constructed with the help of the computer. For that matter,
we then truncate the inﬁnite dimensional problem (7) into a ﬁnite dimensional one. More precisely,
consider the ﬁnite dimensional projection f (m) : R2m × R → R2m deﬁned component-wise by
f (m)k (x0, . . . , xm−1,α)
def= fk
(
(x0, . . . , xm−1,0∞),α
)
, k = 0, . . . ,m − 1, (10)
where 0∞ = (0) j0. Consider a parameter value α0 > π/2. Recall from the discussion in Section 1
that since we aim for a contraction mapping argument, we consider only parameter values α0 >π/2.
Indeed, at α0 = π/2, the trivial solution is nonhyperbolic, meaning that Dx f (0,π/2) is not injective.
Suppose that at α0, we computed numerically x¯ ∈ R2m such that
f (m)(x¯,α0) ≈ 0. (11)
This is done with a Newton-like iterative scheme. To simplify the presentation, we identify x¯ =
(L¯, a¯0, a¯1, b¯1, . . . , a¯m−1, b¯m−1)T with (x¯,0∞). Deﬁne
Λk
def= ∂ fk
∂xk
(x¯,α0) =
( ∂ fk,1
∂xk,1
(x¯,α0)
∂ fk,1
∂xk,2
(x¯,α0)
∂ fk,2
∂xk,1
(x¯,α0)
∂ fk,2
∂xk,2
(x¯,α0)
)
.
We use the subscript (·)F to denote the 2(2m − 1) entries corresponding to k = 0, . . . ,2m − 2. Let J F
be a numerical approximation of the inverse of Dx f (2m−1)(x¯,α0), 02 be the 2× 2 zero matrix and let
0F be the 2× 2(2m − 1) zero matrix. Let
998 J.-P. Lessard / J. Differential Equations 248 (2010) 992–1016A
def=
⎡⎢⎢⎢⎢⎢⎢⎢⎣
J F 0TF 0
T
F 0
T
F · · ·
0F Λ
−1
2m−1 02 02 · · ·
0F 02 Λ
−1
2m 02 · · ·
0F 02 02 Λ
−1
2m+1
...
...
...
. . .
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (12)
which acts as an approximate inverse of the linear operator Dx f (x¯,α0). More precisely, given x ∈ Ω s ,
one has that
Ax = ( J F xF ,Λ−12m−1x2m−1,Λ−12mx2m, . . .). (13)
Lemma 3.1. Given (12) and (13), we have that A : Ω s → Ω s+1 .
Proof. First of all, there exists a constant 2× 2 matrix Ξ such that
∣∣Λk−1∣∣cw 1kΞ,
for all k 2m−1 (see Lemma 5.3), where | · | means component-wise absolute values and cw means
component-wise inequalities. Considering x ∈ Ω s , one gets that
‖Ax‖s+1 = max
{∣∣(Ax)0∣∣∞, maxk=1,...,2m−2∣∣(Ax)k∣∣∞ks+1, supk2m−1∣∣(Ax)k∣∣∞ks+1
}
= max
{∣∣( J F xF )0∣∣∞, maxk=1,...,2m−2∣∣( J F xF )k∣∣∞ks+1, supk2m−1∣∣Λ−1k xk∣∣∞ks+1
}
max
{∣∣( J F xF )0∣∣∞, maxk=1,...,2m−2∣∣( J F xF )k∣∣∞ks+1, supk2m−1 |Ξxk|∞ks
}
< ∞,
because ‖x‖s = supk0 |xk|∞ωk < ∞ and Ξ is a constant matrix. 
Let us comment on how, in practice, we make sure that the linear operator A is invertible. First of
all, we verify that ∥∥ J F Dx f (2m−1)(x¯,α0)− I F∥∥∞ < 1, (14)
with I F being the 2(2m − 1) × 2(2m − 1) identity matrix. If such inequality is satisﬁed, we get that
J F is invertible. Recalling the deﬁnitions of fk,1 and fk,2 given in (5) and (6), respectively, and con-
sidering k 2m − 1, we get that
Λk =
(
τk δk
−δk τk
)
, (15)
where τk
def= α0a¯0 + α0(1 + a¯0) coskL¯ and δk def= −kL¯ + α0(1 + a¯0) sinkL¯. Hence, a suﬃcient condition
for Λk to be invertible for all k 2m − 1 is that
m >
1
2
[
α0|1+ a¯0|
¯ + 1
]
. (16)L
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for all k  2m − 1. Hence, if conditions (14) and (16) hold, the linear operator A deﬁned in (12) is
invertible.
Given a parameter value α  α0, we deﬁne the ﬁxed point operator T : Ω s × R to Ω s by
T (x,α) = x− A f (x,α) (17)
It is now important to remark that even if we constructed the operator T in a computer-assisted
fashion, we still think of it as an abstract object. The ﬁnite part is stored on a computer, and the tail
part, consisting of the sequence of matrices {Λ−1k }k2m−1, is deﬁned abstractly.
Lemma 3.2.We have the following:
(a) Let s0  2 and ﬁx α. Zeros of f (x,α), or, equivalently, ﬁxed points of T (x,α), that are in Ω s0 , are in Ω s
for all s s0 .
(b) Let s 2. A sequence x = (x0, x1, x2, . . .) ∈ Ω s is a zero of f , or a ﬁxed point of T , if and only if y given
by (4) is a periodic solution of (1) with y(0) = 0.
Proof. For part (a), equivalence of zeros of f and ﬁxed points of T is obvious, since the operator A
is invertible. Suppose there exists x ∈ Ω s0 such that f (x,α) = 0. Recalling that xk = (ak,bk) for k 1,
that ck = ak + ibk and Eq. (3), we get that gk = 0, for every k 0. Hence, for all k 0, we get that
[
ikL + αe−ikL]ck = −α ∑
k1+k2=k
e−ik1Lck1ck2 . (18)
However, we have that
∣∣∣∣ ∑
k1+k2=k
e−ik1Lck1ck2
∣∣∣∣ 2‖x‖2s0 ∣∣∣∣ ∑
k1+k2=k
1
ωk1ωk2
∣∣∣∣ Bks0 ,
where B  0 is independent of k (see equation (38) in Lemma 5.2). Combining this inequality with
(18), we get that ks0+1ck is uniformly bounded. This implies that x ∈ Ω s0+1. Repeating this argument,
we can conclude that zeros of f (x,α) that are in Ω s0 , are in Ω s for all s s0.
Finally, because the tail of a ﬁxed point of T decays faster than any algebraic rate, all sums may
be differentiated term by term, hence y deﬁned by (4) is a periodic solution of (1) with y(0) = 0.
On the other hand, any periodic solution of (1) is C∞ , hence the tail of its Fourier transform decays
faster than any algebraic rate, and thus, by standard arguments, the Fourier transform solves f = 0,
and part (b) follows. 
We are now ready to introduce validated continuation.
4. Validated continuation
Validated continuation [1,2,5–7] is a rigorous computational method to continue, as we move a
parameter, the zeros of inﬁnite dimensional parameter dependent problems. In our context, we use
this technique to continue solutions of (7), as we move the parameter α. Lemma 3.2(b) shows that
the problem of ﬁnding periodic solutions y of (1) such that y(0) = 0 is equivalent to studying ﬁxed
points of T . We will ﬁnd balls in Ω s on which T , for ﬁxed α, is a contraction mapping, thus leading
to periodic solutions y of (1) satisfying y(0) = 0.
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Dx f
(m)(x¯,α0)x˙+ ∂ f
(m)
∂α
(x¯,α0) ≈ 0. (19)
As in Section 3, we identify x˙ = (L˙, a˙0, a˙1, b˙1, . . . , a˙m−1, b˙m−1)T with (x˙,0∞). Let us deﬁne the ball of
radius r in Ω s (with norm ‖ · ‖s), centered at the origin,
B(r)
def=
∞∏
k=0
[
− r
ωk
,
r
ωk
]2
(20)
so that a point b ∈ B(r) can be factored b = ur, with u ∈ B(1). For α = α − α0  0, we deﬁne the
predictor based at α0 by
xα = x¯+α x˙ (21)
and balls centered at xα
Bxα (r) = xα + B(r). (22)
Deﬁnition 4.1. Let u, v ∈ Rm×n . We deﬁne the component-wise inequality by cw and say that
u cw v if ui, j  vi, j , for all i = 1, . . . ,m and j = 1, . . . ,n.
To show that T is a contraction mapping, we need component-wise positive bounds Yk =
( Yk,1
Yk,2
)
,
Zk =
( Zk,1
Zk,2
) ∈ R2 for each k 0, such that, with α = α − α0,
∣∣[T (xα,α)− xα]k∣∣cw Yk(α), (23)
and
sup
b,c∈B(r)
∣∣[DxT (xα + b,α)c]k∣∣cw Zk(r,α). (24)
We will ﬁnd such bounds in Sections 5.1 and 5.2, respectively. We only consider α  0, since we
initiate the continuation at the parameter value α0 = π2 + ε and move forward. The proof of the
following lemma can be found in [1].
Lemma 4.2. Fix s 2 and α = α0+α . If there exists an r > 0 such that ‖Y + Z‖s < r, with Y = (Y0, Y1, . . .)
and Z = (Z0, Z1, . . .) the bounds as deﬁned in (23) and (24), then there is a unique x˜α ∈ Bxα (r) such that
f (x˜α,α) = 0.
In order to verify the hypotheses of Lemma 4.2 in a computationally eﬃcient way, we introduce
the notion of radii polynomials. Namely, as will become clear in Sections 5.1 and 5.2, the functions
Yk(α) and Zk(r,α) are polynomials in their independent variables. In fact, they are constructed
to be monotone increasing in α . Also, for k  M def= 2m − 1, where m is the dimension of the ﬁnite
dimensional projection f (m) , one may choose
Yk =
(
0
0
)
and Zk = ZˆM
(
Ms
ω
)
,k
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( 0
0
)
is independent of k. The choice M = 2m− 1 will be justiﬁed in Section 5.1.
This leads us to the following deﬁnition.
Deﬁnition 4.3. Let Yk(α) =
( 0
0
)
and Zk(r,α) = ZˆM(r,α)(Msωk ) for all k  M . We deﬁne the 2M
radii polynomials {p0, . . . , pM−1, pM} by
pk(r,α)
def=
⎧⎨⎩ Yk(α)+ Zk(r,α)−
r
ωk
( 1
1
)
, k = 0, . . . ,M − 1;
ZˆM(r,α)− rωM
( 1
1
)
, k = M.
The following result was ﬁrst considered in [2].
Lemma 4.4. If there exists an r > 0 and α  0 such that pk(r,α) < 0 for all k = 0, . . . ,M, then there
exist a C∞ function x˜ : [α0,α0 +α] → Ω s : α 
→ x˜(α) such that f (x˜(α),α) = 0 for all α ∈ [α0,α0 +α].
Furthermore, these are the only solutions of f (x,α) = 0 in the tube {α ∈ [α0,α0 +α], x− xα ∈ B(r)}.
Proof. By deﬁnition of the radii polynomials and because they satisfy pk(r,α) < 0 for all k =
0, . . . ,M , and by the choice of Yk and Zk for k M , we get that
‖Y + Z‖s = sup
k=0,1,...
∥∥Yk(α)+ Zk(r,α)∥∥∞ωk < r.
Since pk is increasing in α  0 (see Remark 5.5), existence and uniqueness of a solution x˜(α)
for α ∈ [α0,α0 + α] follows from Lemma 4.2. In particular, for every ﬁxed α ∈ [α0,α0 + α],
T (·,α) : Bxα (r) → Bxα (r) is a contraction. Consider the change of variable y = x − xα . Then, the
operator
T˜ : [α0,α0 +α] × B(r) → B(r) : (α, y) 
→ T˜ (α, y) def= T (y + xα,α)
is a uniform contraction on B(r). Since f ∈ C∞(Ω s,Ω s−1), we have that T˜ ∈ C∞([α0,α0 + α] ×
B(r), B(r)). By the uniform contraction principle, we conclude that x˜(α) is a C∞ function of α; see
e.g. [3]. 
The remaining part of the section is taken almost verbatim from [2].
In practice, we use an iterative procedure (with α varying) to ﬁnd the approximate maxi-
mal 0α (if it exists) for which there exists an r > 0 such that the hypotheses of Lemma 4.4 are
satisﬁed. If this step is successful, we let α1 = α0 + 0α and we obtained a continuum of zeros
C0 = {(x0(α),α) | f (x0(α),α) = 0, α ∈ [α0,α1]}. We now want to repeat the argument with initial
parameter value α1. Hence, we put ourself in the context of a continuation method, which involves a
predictor and corrector step. Recalling the deﬁnition of the predictors based at α0 given by (21), the
predictor at the parameter value α1 = α0 + 0α is given by xˆ1 def= x¯ + 0α x˙. The corrector step, based
on a Newton-like iterative scheme on the projection f (m) , takes xˆ1 as its input and produces, within
a prescribed tolerance, a zero x¯1 at α1. We can then compute a new tangent vector x˙1, built the new
set of predictors x¯1 + α x˙1, construct the bounds Y , Z at the parameter value α1 and try to verify
the hypotheses of Lemma 4.4 again. If we are successful in ﬁnding a new 0α , we let α2 = α1 + 0α
and we get the existence of a continuum of zeros C1 = {(x1(α),α) | f (x1(α),α) = 0, α ∈ [α1,α2]}.
The question now is to determine whether or not C0 and C1 connect at the parameter value α1 to
form a continuum of zeros C0 ∪ C1. At the parameter value α1, we have two sets enclosing a unique
zero namely
B0
def= x¯0 + (α1 − α0)x˙0 + B(r0)
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of Proposition 4.5. Note that the sets B0, B
−
1 , B1 and B
+
1 all contain a unique periodic solution at α = α1.
and
B1
def= x¯1 + B(r1).
We want to prove that the solutions in B0 and B1 are the same. We return now to the radii polyno-
mials pk(r,α), k = 0, . . . ,M constructed at basepoint (x,α) = (x¯1,α1), and evaluate them at α = 0:
p˜k(r) = pk(r,0).
Since p˜k(r1) < 0, we ﬁnd a nonempty interval I def= [r−1 , r+1 ] containing r1 such that p˜k(r) are all
strictly negative on I . We now have two additional sets enclosing a unique zero at parameter
value α1, namely
B±1
def= x¯1 + B
(
r±1
)
.
The proof of the following result can be found also in [2].
Proposition 4.5. If B0 ⊂ B+1 or B−1 ⊂ B0 , then C0 ∪ C1 consists of a continuous branch of solutions of
f (x,α) = 0, and C0 ∩ C1 = {(x0(α1),α1)} = {(x1(α1),α1)} ∈ B0 ∩ B1 . See Fig. 3 for a geometric interpreta-
tion.
We have now all the ingredients to prove Theorem 1.4.
5. The proof of Theorem 1.4
The proof of Theorem 1.4 is constructive and it has two parts. The ﬁrst one is a rigorous continua-
tion in the parameter α ∈ [π/2+ ε,2.3] of a branch (denoted by F∗0 ) of periodic solutions of (1). This
part of the proof is presented in Section 5.3. The second part of the proof, presented in Section 5.4,
veriﬁes that F∗0 ⊂ F0. In other words, we prove that the global solution curve F∗0 , computed in the
ﬁrst part, belongs to the branch of SOPS that bifurcates from the trivial solution at α = π/2.
Since we use validated continuation in the proof, we need to construct analytically the radii poly-
nomials introduced in Deﬁnition 4.3. Section 5.1 is dedicated to the computation of the bound Y (α),
deﬁned component-wise by (23), while Section 5.2 is dedicated to the computation of the bound
Z(r,α), deﬁned component-wise by (24).
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The goal of this section is to construct an analytic expression for the bound Y = Y (α) given
by (23). Recall that this bound satisﬁes the following component-wise inequalities:∣∣[T (xα,α) − xα]k∣∣= ∣∣[−A f (xα,α)]k∣∣cw Yk(α).
As mentioned in Section 4, for a ﬁxed value of α0, we consider α  α0 and we let α = α − α0  0.
As a side remark, note that once the analytic bound Yk = Yk(α) = Yk(α − α0) is derived, we use
a computer program using interval arithmetic to get explicit numerical upper bound for Yk . By def-
inition of fk given by (5) and (6), observe that fk(xα,α) =
( 0
0
)
for k  2m − 1. This is due to the
fact that [xα]k =
( 0
0
)
for k m. By deﬁnition of A given by (12), one can choose Yk(α) =
( 0
0
)
, for
k  2m − 1. This fact justiﬁes the choice of M def= 2m − 1 already introduced in Section 4. Now that
Yk is constructed for the cases k  M , we are left with the cases 0 k  M − 1. Given i ∈ {1,2} and
k ∈ {0, . . . ,2m − 2}, let us compute the analytic bound Yk,i(α). As mentioned already in Section 4,
we want to construct Yk,i(α) as a polynomial in α . Recalling (23), we begin by splitting the ex-
pression f (xα,α) in two terms. The ﬁrst term, very small because of the choices of x¯ from (11) and x˙
from (19), does not require any further analysis. The second term, not necessarily small, is expanded
as an analytic polynomial using the software Maple and then bounded using further analysis.
Let us now expand f (xα,α) component-wise as powers of α using the function
hYk,i(α)
def= fk,i(xα,α) = fk,i
(
x¯+ (α − α0)x˙,α
)
.
Recalling that α = α − α0  0, Taylor’s theorem implies the existence of α∗k,i ∈ [α0,α] such that
fk,i(xα,α) = hYk,i(α)
= hYk,i(α0)+
dhYk,i
dα
(α0)(α − α0)+ 1
2
d2hYk,i
dα2
(
α∗k,i
)
(α − α0)2
= fk,i(x¯,α0)+
[
Dfk,i(x¯,α0)x˙+ ∂ fk,i
∂α
(x¯,α0)
]
α + 1
2
d2hYk,i
dα2
(
α∗k,i
)
2α.
Letting
d(0)k,i
def= fk,i(x¯,α0),
d(1)k,i
def= Dfk,i(x¯,α0)x˙+ ∂ fk,i
∂α
(x¯,α0),
dˆ(2)k,i (α
∗
k,i)
def= 1
2
d2hYk,i
dα2
(α∗k,i), (25)
we have, as wanted, the following polynomial expression for fk,i , namely
fk,i(xα,α) = d(0)k,i + d(1)k,i α + dˆ(2)k,i
(
α∗k,i
)
2α. (26)
As mentioned above, the choice of the expansion (26) is made because the coeﬃcients d(0)k,i and d
(1)
k,i
from (25) are small. Indeed, d(0)k,i is small since (x¯,α0) is a numerical approximation of (11) and d
(1)
k,i
is small because x˙ is a numerical approximation of (19). In practice, d(0)k,i and d
(1)
k,i are evaluated using
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However, we cannot evaluate the quadratic coeﬃcient dˆ(2)k,i (α
∗
k,i) of (26) in the same fashion, because
it depends on the unknown α∗k,i ∈ [α0,α] = [α0,α0 + α]. The idea here is to deﬁne the quantity

(k,i)
α
def= α∗k,i − α0 ∈ [0,α] and to expand dˆ(2)k,i (α∗k,i) = dˆ(2)k,i (α0 + (k,i)α ) as powers of (k,i)α . Once this
expansion is done, the next step will be to use the fact that
0(k,i)α α, for all i ∈ {1,2} and k ∈ {0, . . . ,2m − 2}. (27)
We will come back to (27) later. Using the mathematical software Maple, we compute analytic ex-
pressions d(2)k,i , d
(3)
k,i , d
(4)
k,i and d
(5)
k,i so that
dˆ(2)k,i
(
α0 +(k,i)α
)= 5∑
j=2
d( j)k,i
(

(k,i)
α
) j−2
. (28)
The Maple program D.mw generating the d( j)k,i , j = 2,3,4,5 can be found at [9]. The ﬁrst part of the
program differentiate hYk,i(α)
def= fk,i(xα,α) twice with respect to α and then expands dˆ(2)k,i (α0 +(k,i)α )
in powers of (k,i)α . For more technical details about the expansion (28), we refer again to [9]. Com-
bining (26) and (28), one gets that
fk,i(xα,α) =
1∑
j=0
d( j)k,i
j
α +
5∑
j=2
d( j)k,i
(

(k,i)
α
) j−2
2α.
As mentioned earlier, we now use property (27) and get rid of the dependence of fk,i(xα,α) in terms
of (k,i)α . In order to do so, let us deﬁne
d( j)F =
((
d( j)0,1,d
( j)
0,2
)
,
(
d( j)1,1,d
( j)
1,2
)
, . . . ,
(
d( j)2m−2,1,d
( j)
2m−2,2
))T
, j = 0, . . . ,5.
For j = 2,3,4,5, let d˜( j)k,i
def= d( j)k,i ((k,i)α ) j−2 and
d˜( j)F =
((
d˜( j)0,1, d˜
( j)
0,2
)
,
(
d˜( j)1,1, d˜
( j)
1,2
)
, . . . ,
(
d˜( j)2m−2,1, d˜
( j)
2m−2,2
))T
, j = 2,3,4,5.
For the cases k = 0, . . . ,2m − 2, we combine (27) and triangle inequality to obtain that
∣∣[T (xα,α)− xα]F ∣∣= ∣∣− J F f F (xα,α)∣∣
=
∣∣∣∣∣
1∑
j=0
J Fd
( j)
F 
j
α +
5∑
j=2
J F d˜
( j)
F 
2
α
∣∣∣∣∣
cw
1∑
j=0
∣∣ J Fd( j)F ∣∣ jα + 5∑
j=2
| J F |
∣∣d( j)F ∣∣ jα.
As we mentioned before, the ﬁrst part of the Maple program D.mw symbolically computes d( j)F , for
j = 2,3,4,5. The second part of D.mw helps obtaining the analytic upper bounds D( j)k ( j = 2,3,4,5)
such that for i = 1,2, |d( j)k,i | D( j)k . The bounds D( j)k are presented in Table 1. It is important to note
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The bounds D( j)k .
k = 0, . . . ,2m − 2
D(2)k k|L˙|(|a˙k | + |b˙k|) + |kL˙a¯k + 12α0k2 L˙2b¯k + α0kL˙a˙k − b˙k| + |a˙k − 12α0k2 L˙2a¯k + kL˙b¯k + α0kL˙b˙k|
+ ∑
k1+k2=k
| − k1 L˙(a¯k1 a¯k2 − b¯k1 b¯k2 )+ (a¯k1 b˙k2 + a˙k1 b¯k2 + b¯k1 a˙k2 + b˙k1 a¯k2 )− 12α0k21 L˙2(a¯k1 b¯k2 + b¯k1 a¯k2 )
− α0k1 L˙(a¯k1 a˙k2 + a˙k1 a¯k2 − b¯k1 b˙k2 − b˙k1 b¯k2 )+ α0(a˙k1 b˙k2 + b˙k1 a˙k2 )|
+ ∑
k1+k2=k
|k1 L˙(a¯k1 b¯k2 + b¯k1 a¯k2 )+ (a¯k1 a˙k2 + a˙k1 a¯k2 − b¯k1 b˙k2 − b˙k1 b¯k2 )− 12α0k21 L˙2(a¯k1 a¯k2 − b¯k1 b¯k2 )
+ α0(a˙k1 a˙k2 − b˙k1 b˙k2 )+ α0k1 L˙(a¯k1 b˙k2 + a˙k1 b¯k2 + b¯k1 a˙k2 + b˙k1 a¯k2 )|
D(3)k |2kL˙a˙k + 12α0k2 L˙2b˙k + 12 k2 L˙2b¯k| + |2kL˙b˙k − 12α0k2 L˙2a˙k − 12 k2 L˙2a¯k|
+ ∑
k1+k2=k
|2k1 L˙(a¯k1 b˙k2 + a˙k1 b¯k2 + b¯k1 a˙k2 + b˙k1 a¯k2 ) + 3(a˙k1 a˙k2 − b˙k1 b˙k2 ) + 2α0k1 L˙(a˙k1 b˙k2 + b˙k1 a˙k2 )
− 12α0k21 L˙2(a¯k1 a˙k2 + a˙k1 a¯k2 − b¯k1 b˙k2 − b˙k1 b¯k2 )− 12 k21 L˙2(a¯k1 a¯k2 − b¯k1 b¯k2 )|
+ ∑
k1+k2=k
| − 2k1 L˙(a¯k1 a˙k2 + a˙k1 a¯k2 − b¯k1 b˙k2 − b˙k1 b¯k2 ) + 3(a˙k1 b˙k2 + b˙k1 a˙k2 ) − 2α0k1 L˙(a˙k1 a˙k2 − b˙k1 b˙k2 )
− 12α0k21 L˙2(a¯k1 b˙k2 + a˙k1 b¯k2 + b¯k1 a˙k2 + b˙k1 a¯k2 )− 12 k12 L˙2(a¯k1 b¯k2 + b¯k1 a¯k2 )|
D(4)k
1
2 k
2 L˙2(|b˙k| + |a˙k|)
+ ∑
k1+k2=k
|3k1 L˙(a˙k1 a˙k2 − b˙k1 b˙k2 )+ 12α0k21 L˙2(a˙k1 b˙k2 + b˙k1 a˙k2 ) + 12 k21 L˙2(a¯k1 b˙k2 + a˙k1 b¯k2 + b¯k1 a˙k2 + b˙k1 a¯k2 )|
+ ∑
k1+k2=k
|3k1 L˙(a˙k1 b˙k2 + b˙k1 a˙k2 )− 12α0k21 L˙2(a˙k1 a˙k2 − b˙k1 b˙k2 ) − 12 k21 L˙2(a¯k1 a˙k2 + a˙k1 a¯k2 − b¯k1 b˙k2 − b˙k1 b¯k2 )|
D(5)k
∑
k1+k2=k
1
2 k1
2 L˙2[|a˙k1 b˙k2 + b˙k1 a˙k2 | + |a˙k1 a˙k2 − b˙k1 b˙k2 |]
that all sums presented in Table 1 are ﬁnite sums. Hence, we can use a computer to compute them
rigorously using interval arithmetic. Note also that D( j)0,1 = 0 for all j = 2,3,4,5. Letting
Y ( j)F
def=
{
| J Fd( j)F |, j = 0,1,
| J F |D( j)F , j = 2,3,4,5,
we can ﬁnally set
Y F (α)
def=
5∑
j=0
Y ( j)F 
j
α. (29)
5.2. The analytic bound Z(r,α)
In this section, we construct analytically the bound Z = Z(r,α). Recall from (24) that this bound
satisﬁes the component-wise inequalities
sup
b,c∈B(r)
∣∣[DxT (xα + b,α)c]k∣∣= sup
u,v∈B(1)
∣∣[DxT (xα + ru,α)rv]k∣∣cw Zk(r,α).
As mentioned previously in Section 4, we are going to construct each component Zk,i(r,α) (i = 1,2,
k 0) of Z(r,α) as a polynomial in the variables r and α . In spirit, the construction of the poly-
nomial expansion of Z(r,α) is similar to the construction of the polynomial expansion of Y (α) of
Section 5.1. We begin by splitting the expression DxT (xα + ru,α)rv in two terms. The ﬁrst term is
1006 J.-P. Lessard / J. Differential Equations 248 (2010) 992–1016small and does not require any further analysis. The second term, on the other hand, requires more
analysis. It is expanded as an analytic polynomial using the software Maple and then bounded using
analytic estimates. Let us now be more explicit.
Introducing an almost inverse of the operator A deﬁned in (12)
A†
def=
⎡⎢⎢⎢⎢⎢⎢⎣
Dx f (2m−1)(x¯,α0) 0TF 0TF 0TF · · ·
0F Λ2m−1 0 0 · · ·
0F 0 Λ2m 0 · · ·
0F 0 0 Λ2m+1
...
...
...
. . .
⎤⎥⎥⎥⎥⎥⎥⎦
we can split Df (xα + ru,α)rv into two pieces
Dx f (xα + ru,α)rv = A†rv +
[
Dx f (xα + ru,α)rv − A†rv
]
.
Hence, we get
DxT (xα + ru,α)rv =
([
I − AA†]v)r − A[Dx f (xα + ru,α)− A†]vr. (30)
Note that the inﬁnite dimensional vector [I − AA†]v has only ﬁnitely many nonzero entries and its
ﬁnite nontrivial part, given by [I F − J F Dx f (2m−1)(x¯,α0)]v F ∈ R2(2m−1) , has a small magnitude. This
is due to the fact that J F is a numerical approximation of the inverse of Dx f (2m−1)(x¯F ,α0). In order
to bound the second term of (30), further analysis is required. The idea is the following. First, expand
each component of the term [Dx f (xα + ru,α)− A†]vr as a ﬁnite polynomial of the form([
Dx f (xα + ru,α)− A†
]
vr
)
k.i =
∑
l1,l2
c(l1,l2)k,i r
l1l2α .
Second, compute analytic upper bounds C (l1,l2)k so that |c(l1,l2)k,i |  C (l1,l2)k (uniform with respect to
i = 1,2). Finally, use the C (l1,l2)k to deﬁne the polynomial bound Z(r,α).
The computation of the c(l1,l2)k,i is done analytically using the Maple program C.mw which
can be found at [9]. The ﬁrst part of the program computes an analytic representation of
(Dx f (xα + ru,α)vr)k,i . Then, ignoring the fact that the sin(·) and the cos(·) terms (coming from
differentiating (5) and (6)) depend also on r and α , it computes analytically, for all k  0 and
i ∈ {1,2} the polynomial expansion
([
Dx f (xα + ru,α)− A†
]
vr
)
k.i =
3∑
l1=1
4−l1∑
l2=0
c(l1,l2)k,i r
l1l2α . (31)
Note that the coeﬃcients c(l1,l2)k,i of (31) are still depending on the sin(·) and the cos(·), which them-
selves depend on r and α . The last part of C.mw is dedicated to the computation of the bounds
C (l1,l2)k  0 such that |c(l1,l2)k,i |  C (l1,l2)k , for i = 1,2. This part of the program uses several times the
triangle inequality and the fact that | sin |, | cos | 1. The bounds C (l1,l2)k are presented in Table 2.
Note that the cases C (1,0)0,1 and C
(1,0)
0,2 are treated differently. Indeed, the upper bound |c(1,0)0,1 | C (1,0)0,1
is given in the ﬁrst line of Table 2 and for the upper bound |c(1,0)0,2 | C (1,0)0,2 , we use the bound C (1,0)k
(letting k = 0, this bounds is actually 0) on the second line of Table 2. Now that we have the bounds
C (l1,l2)k , we are ready to compute the bounds Zk(r,α).
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The bounds C (l1,l2)k,i for k = 0, . . . ,M − 1.
k = 0, i = 1
C (1,0)0 2
∞∑
k=2m−1
1
ωk
k ∈ {0, . . . ,2m − 2}
C (1,0)k
4α0
k+m−1∑
k1=2m−1
|a¯k−k1 |+|b¯k−k1 |
ωk1
C (1,1)k k|α0b˙k + b¯k| + k|α0a˙k + a¯k| + 2ωk + α0k2|L˙|(|a¯k| + |b¯k|) + 2
α0k|L˙|
ωk
+ k(|a˙k| + |b˙k|)+ k|L˙|ωk
+
m−1∑
k1=−m+1+k
|k1||a¯k1 b¯k−k1 + b¯k1 a¯k−k1 + α0(a¯k1 b˙k−k1 + a˙k1 b¯k−k1 + b¯k1 a˙k−k1 + b˙k1 a¯k−k1 )|
+
m−1∑
k1=−m+1+k
|k1|| − a¯k1 a¯k−k1 + b¯k1 b¯k−k1 − α0(a¯k1 a˙k−k1 + a˙k1 a¯k−k1 − b¯k1 b˙k−k1 − b˙k1 b¯k−k1 )|
+
m−1∑
k1=−m+1
4
|a¯k1 +α0a˙k1 |+|b¯k1 +α0 b˙k1 |
ωk−k1
+
m−1∑
k1=−m+1+k
α0k1
2|L˙|(| − a¯k1 a¯k−k1 + b¯k1 b¯k−k1 | + |a¯k1 b¯k−k1 + b¯k1 a¯k−k1 |)
+
m−1∑
k1=−m+1+k
2α0 |L˙|(|k1 |+|k−k1 |)(|a¯k1 |+|b¯k1 |)
ωk−k1
C (1,2)k
k(|b˙k| + |a˙k|)+
m−1∑
k1=−m+1+k
|k1||a¯k1 b˙k−k1 + a˙k1 b¯k−k1 + b¯k1 a˙k−k1 + b˙k1 a¯k−k1 + α0(a˙k1 b˙k−k1 + b˙k1 a˙k−k1 )|
+
m−1∑
k1=−m+1+k
|k1|| − a¯k1 a˙k−k1 − a˙k1 a¯k−k1 + b¯k1 b˙k−k1 + b˙k1 b¯k−k1 − α0(a˙k1 a˙k−k1 − b˙k1 b˙k−k1 )|
+
m−1∑
k1=−m+1
4
|a˙k1 |+|b˙k1 |
ωk−k1
C (1,3)k
m−1∑
k1=−m+1+k
|k1|(| − a˙k1 a˙k−k1 + b˙k1 b˙k−k1 | + |a˙k1 b˙k−k1 + b˙k1 a˙k−k1 |)
C (2,0)k
4α0k
ωk
+ α0k2(|a¯k| + |b¯k|)+ 2 kωk +
∑
k1+k2=k
8α0
ωk1ωk2
+
m−1∑
k1=−m+1
2α0(|k1 |+|k−k1 |)(|a¯k1 |+|b¯k1 |)
ωk−k1
+
m−1∑
k1=−m+1+k
2α0(|k1 |+|k−k1 |)(|a¯k1 |+|b¯k1 |)
ωk−k1
+
m−1∑
k1=−m+1+k
α0k1
2(| − a¯k1 a¯k−k1 + b¯k1 b¯k−k1 | + |a¯k1 b¯k−k1 + b¯k1 a¯k−k1 |)
C (2,1)k 2
k
ωk
+ ∑
k1+k2=k
8
ωk1ωk2
+
m−1∑
k1=−m+1
2(|k1| + |k − k1|)( |a¯k1 +α0a˙k1 |+|b¯k1 +α0 b˙k1 |ωk−k1 )
C (2,2)k
m−1∑
k1=m−1
2(|k1| + |k − k1|)( |a˙k1 |+|b˙k1 |ωk−k1 )
C (3,0)k
∑
k1+k2=k
4α0 |k1 |
ωk1ωk2
C (3,1)k
∑
k1+k2=k
4|k1 |
ωk1ωk2
5.2.1. The analytic bounds Zk(r,α), k ∈ {0, . . . ,M − 1}
As mentioned earlier, the Maple program C.mw generates the coeﬃcients C (l1,l2)k . Deﬁning C
(l1,l2)
F =( C (l1,l2)k
C
(l1,l2)
k
)
k=0,...,M−1, we get that
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= ∣∣[I F − J F Dx f (2m−1)(x¯,α0)]v F r − J F [Dx f (xα + ru,α)rv − A†rv]F ∣∣
cw
∣∣[I F − J F Dx f (2m−1)(x¯,α0)]v F ∣∣r + 3∑
l1=1
4−l1∑
l2=0
| J F |
∣∣c(l1,l2)F ∣∣rl1l2α
cw
∣∣[I F − J F Dx f (2m−1)(x¯,α0)]v F ∣∣r + 3∑
l1=1
4−l1∑
l2=0
| J F |C (l1,l2)F rl1l2α .
Before proceeding further, it is important to remark that the coeﬃcients C (1,0)0 , C
(2,0)
k , C
(2,1)
k , C
(3,0)
k
and C (3,1)k of Table 2 involve inﬁnite sums. This means that we have to use analytic estimates to
bound these sums. The case of C (1,0)0 is trivial. For instance, consider the estimate
∞∑
k=M
1
ωk
 1
(s − 1)(M − 1)s−1 . (32)
The inﬁnite sums involved in C (2,0)k ,C
(2,1)
k , C
(3,0)
k and C
(3,1)
k can be bounded using the following result.
Lemma 5.1. Let k ∈ {0, . . . ,M − 1}, recall the deﬁnition of the weights ωk in (8) and deﬁne
φk =
k−1∑
k1=1
1
ks1(k − k1)s
. (33)
Then
∑
k1+k2=k
1
ωk1ωk2
 φk + 1
ωk
(
4+ 2
s − 1
)
(34)
and
∑
k1+k2=k
|k1|
ωk1ωk2
 1
(k + 1)s
(
1+ 1
s − 2
)
+ k
2
φk + k
ωk
+ 1
(k + 1)s−1
(
1+ 1
s − 1
)
. (35)
Proof. First,
∑
k1+k2=k
1
ωk1ωk2
=
−1∑
k1=−∞
1
ωk1ωk−k1
+ 1
ωk
+
k−1∑
k1=1
1
ks1(k − k1)s
+ 1
ωk
+
∞∑
k1=k+1
1
ωk1ωk−k1
= φk + 2
ωk
+ 2
∞∑
k1=1
1
ks1(k + k1)s
 φk + 1
ω
(
4+ 2
s − 1
)
.k
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∑
k1+k2=k
|k1|
ωk1ωk2
=
−1∑
k1=−∞
|k1|
ωk1ωk−k1
+
k−1∑
k1=1
1
ks−11 (k − k1)s
+ k
ωk
+
∞∑
k1=k+1
|k1|
ωk1ωk−k1
=
∞∑
k1=1
1
ks−11 (k + k1)s
+ k
2
φk + k
ωk
+
∞∑
k1=1
1
(k + k1)s−1ks1
 1
(k + 1)s
(
1+ 1
s − 2
)
+ k
2
φk + k
ωk
+ 1
(k + 1)s−1
(
1+ 1
s − 1
)
. 
Hence, replacing the inﬁnite sums of sums of Table 2 using the upper bounds (32), (34) and (35),
we get new upper bounds C(l1,l2)F . For k ∈ {0, . . . ,M − 1}, we then deﬁne the Zk(r,α) ∈ R2 to be the
2 dimensional kth-component of
Z F (r,α)
def= ∣∣[I F − J F D f (2m−1)(x¯,α0)]v F ∣∣r + 3∑
l1=1
4−l1∑
l2=0
| J F |C(l1,l2)F rl1l2α . (36)
5.2.2. The analytic bound ZˆM(r,α)
Consider k  M = 2m − 1. The goal of this section is to compute upper bounds Cˆ (l1,l2) > 0 such
that for every k M and i ∈ {1,2},
∣∣c(l1,l2)k,i ∣∣ 1ks−1 Cˆ (l1,l2) (37)
where Cˆ (l1,l2) is independent of k and i. We computed the Cˆ (l1,l2) using the Maple program hatC.mw
which can be found at [9] and by using the following result.
Lemma 5.2. Deﬁning
γ
def= 2
[
M
M − 1
]s
+
[
4 ln(M − 2)
M
+ π
2 − 6
3
][
2
M
+ 1
2
]s−2
and considering k M, we have that
∑
k1+k2=k
1
ωk1ωk2
 1
ks
(
4+ 2
s − 1 + γ
)
(38)
 1
ks−1
[
1
M
(
4+ 2
s − 1 + γ
)]
(39)
and
∑
k1+k2=k
|k1|
ωk1ωk2
 1
ks−1
(
3+ 2
s − 1 +
γ
2
)
. (40)
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The bounds Cˆ (l1,l2) .
Cˆ (1,0)
m−1∑
k1=1
4α0
2m−1 (|a¯k1 | + |b¯k1 |)(1+ 1(1− k12m−1 )s
)
Cˆ (1,1) 22m−1 + (2α0|1+ a¯0| + 1)|L˙| + 4|a¯0+α0a˙0 |2m−1 +
m−1∑
k1=1
4
2m−1 (|a¯k1 + α0a˙k1 | + |b¯k1 + α0b˙k1 |)(1+ 1(1− k12m−1 )s
)
Cˆ (1,2) 4|a˙0 |2m−1 +
m−1∑
k1=1
4
2m−1 (|a˙k1 | + |b˙k1 |)(1+ 1(1− k12m−1 )s
)
Cˆ (1,3) 0
Cˆ (2,0) 2α0(1+ |a¯0| + |1+ a¯0|)+ 8α02m−1 (4+ 2s−1 + γ )+
m−1∑
k1=1
2α0k1
2m−1 (|a¯k1 | + |b¯k1 |)(1+ 1(1− k12m−1 )s
)
+
m−1∑
k1=1
2α0(|a¯k1 | + |b¯k1 |)(1+ 1
(1− k12m−1 )s−1
)
Cˆ (2,1) 2(1+ |a¯0 + α0a˙0|)+ 82m−1 (4+ 2s−1 + γ ) +
m−1∑
k1=1
2k1
2m−1 (|a¯k1 + α0a˙k1 | + |b¯k1 + α0b˙k1 |)(1+ 1(1− k12m−1 )s
)
+
m−1∑
k1=1
2(|a¯k1 + α0a˙k1 | + |b¯k1 + α0b˙k1 |)(1+ 1
(1− k12m−1 )s−1
)
Cˆ (2,2) 2|a˙0| +
m−1∑
k1=1
2k1
2m−1 (|a˙k1 | + |b˙k1 |)(1+ 1(1− k12m−1 )s
) +
m−1∑
k1=1
2(|a¯k1 | + |b¯k1 |)(1+ 1
(1− k12m−1 )s−1
)
Cˆ (3,0) 4α0(3+ 2s−1 + γ2 )
Cˆ (3,1) 12+ 8s−1 + 2γ
Proof. Let k M . By Lemma A.2 in [1], we get
φk =
k−1∑
k1=1
1
ks1(k − k1)s
 1
ks
(
2
[
k
k − 1
]s
+
[
4 ln(k − 2)
k
+ π
2 − 6
3
][
2
k
+ 1
2
]s−2)
 1
ks
γ .
The rest of the proof is a minor modiﬁcation of the proof of Lemma 5.1. 
The bounds (39) and (40) are used to ﬁnd the Cˆ (l1,l2) satisfying (37). The bounds Cˆ (l1,l2) are pre-
sented in Table 3. We still need one last estimate before deﬁning the bound ZˆM(r,α).
Lemma 5.3. Let L¯ > 0, a¯0 ∈ R and consider m such that (16) is satisﬁed. Deﬁne
ρ = M¯ ¯ > 0ML − α0|1+ a0|
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Ξ =
(
ρ2
M α0(|a¯0| + |1+ a¯0|) ρ
ρ ρ
2
M α0(|a¯0| + |1+ a¯0|)
)
.
Then for all k M, Λk is invertible and ∣∣Λk−1∣∣cw 1kΞ. (41)
Proof. The fact that Λk given by (15) is invertible for all k  M > m follows from the choice of m
given by (16) and we then get that
Λk
−1 = 1
τ 2k + δ2k
(
τk −δk
δk τk
)
.
Since k M > α0|1+a¯0|
L¯
,
|δk| = kL¯ − α0(1+ a¯0) sinkL¯
 kL¯ − α0|1+ a¯0|
= k
(
L¯ − α0|1+ a¯0|
k
)
 k
(
L¯ − α0|1+ a¯0|
M
)
= k
ρ
> 0.
Therefore,
1
|δk| 
ρ
k
and then ∣∣∣∣ δkτ 2k + δ2k
∣∣∣∣ |δk|δ2k = 1|δk|  1kρ.
Finally, since |τk| α0(|a¯0| + |1+ a¯0|), we get that∣∣∣∣ τkτ 2k + δ2k
∣∣∣∣ α0(|a¯0| + |1+ a¯0|)τ 2k + δ2k
 α0(|a¯0| + |1+ a¯0|)
δ2k
 ρ
2α0(|a¯0| + |1+ a¯0|)
k2
 1
k
[
ρ2α0(|a¯0| + |1+ a¯0|)
M
]
. 
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Lemma 5.4. Deﬁne
ZˆM(r,α)
def= 1
Ms
(
ρ2
M
α0
(|a¯0| + |1+ a¯0|)+ ρ)[ 3∑
l1=1
4−l1∑
l2=0
Cˆ (l1,l2)rl1l2α
](
1
1
)
(42)
and consider k M. Then
∣∣[DT (xα + ru,α)rv]k∣∣cw ZˆM(r,α)(Mk
)s
.
Proof. Let k M . Combining Eqs. (30) and (31), and Lemma 5.3, we get that
∣∣[DT (xα + ru,α)rv]k∣∣ = ∣∣−Λ−1k [Df (xα + ru,α)rv − A†rv]k∣∣
cw
3∑
l1=1
4−l1∑
l2=0
∣∣Λ−1k ∣∣∣∣c(l1,l2)k ∣∣rl1l2α
cw
3∑
l1=1
4−l1∑
l2=0
1
k
Ξ
1
ks−1
Cˆ (l1,l2)
(
1
1
)
rl1l2α
= ZˆM(r,α)
(
M
k
)s
. 
Remark 5.5. Recalling the deﬁnitions of Y F , Z F and ZˆM , given respectively by (29), (36) and (42), one
easily observe that the radii polynomials pk(r,α) from Deﬁnition 4.3 are monotone increasing in
the variable α  0.
5.3. First part of the proof of Theorem 1.4: Rigorous computation of the branch F∗0 using validated
continuation
In Sections 5.1 and 5.2, we constructed the bounds Y and Z , respectively. The coeﬃcients in Ta-
bles 1, 2 and 3 provide us an analytical representation of the radii polynomials associated to (7). The
following Procedure is an algorithm to compute a global continuous branch of solutions of (7).
Procedure 5.6. To check the hypotheses of Lemma 4.4 and Proposition 4.5 on the interval α ∈
[π/2+ ε,2.3], we proceed as follows.
1. Consider minimum and maximum step-sizes min = 1×10−15 and max = 2, respectively. Initiate
s = 3, m = 6, M = 2m − 1, α0 = π/2 + ε, r0 = 0, α = 5 × 10−5 ∈ [min,max], 0α = 0, and an
approximate solution xˆF of f (m)(·,α0) = 0 given in Fig. 4. Initiate B0 = BxˆF (r0).
2. With a classical Newton iteration, ﬁnd near xˆF an approximate solution x¯F of f (m)(xF ,α0) = 0.
Calculate an approximate solution x˙F of Dx f (m)(x¯F ,α0)x˙F + Dα f (m)(x¯F ,α0) = 0. Using interval
arithmetic, verify that conditions (14) and (16) are satisﬁed (this guarantees that the linear oper-
ator A deﬁned in (12) is invertible).
3. Compute, using interval arithmetic, the coeﬃcients of the radii polynomials pk , k = 0, . . . ,M given
in Deﬁnition 4.3. This is the computationally most expensive step, since it involves computing all
coeﬃcients in Tables 1, 2 and 3, and in particular requires the calculation of many loop terms.
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a¯0 0
a¯1 0.000393777377493
b¯1 0.031377227341359
a¯2 −0.000389051487791
b¯2 0.000206800585095
a¯3 −0.000004694294098
b¯3 −0.000001372932742
a¯4 −0.000000031481138
b¯4 −0.000000035052666
a¯5 −0.000000000114467
b¯5 −0.000000000397361
Fig. 4. Approximate zero xˆF at the parameter value α0 = π2 + ε.
4. Calculate numerically I = [r−1 , r+1 ] def=
⋂M
k=0{r  0 | pk(r,0)  0}. Consider B−1 def= Bx¯F (r−1 ) and
B+1
def= Bx¯F (r+1 ). Verify that B0 ⊂ B+1 or B−1 ⊂ B0.
5. Calculate numerically I = [I−, I+] def= ⋂Mk=0{r  0 | pk(r,α) 0}.• If I = ∅ then go to Step 7.
• If I = ∅ then let r = I−+I+2 . Compute with interval arithmetic pk(r,α). If pk(r,α) < 0 for all
k = 0, . . . ,M then go to Step 6; else go to Step 7.
6. Update 0α ← α and r0 ← r. If 109 α max then update α ← 109 α and go to Step 5; else
go to Step 8.
7. If 0α > 0 then go to Step 8; else if
9
10α min then update α ← 910α and go to Step 5; else
go to Step 9.
8. The continuation step has succeeded. Store, for future reference, x¯F , x˙F , r0, α0 and 0α . Deter-
mine α1 approximately equal to, but interval arithmetically less than, α0 +0α . Make the updates
α0 ← α1, α ← 0α , xˆF ← x¯F + 0α x˙F and 0α ← 0. If one of the last two components of xˆF has
magnitude larger than 1 × 10−9, update xˆF ← (xˆF ,0,0), m ← m + 1 and M ← 2m − 1. Update
B0 ← BxˆF (r0) and go to Step 2 for the next continuation step.
9. The continuation step has failed. Either decrease min and return to Step 7; or increase M and
return to Step 3; or increase m and return to Step 2. Alternatively, terminate the procedure un-
successfully at α = α0 (although with success on [π/2+ ε,α0]).
The Matlab program intvalWrightCont.m, which can be found at [9], performs Procedure 5.6 suc-
cessfully on the parameter interval [π/2 + ε,2.3]. Hence, by construction, we get the existence of
a continuous one dimensional branch of periodic solutions F∗0 which does not have any fold in the
range of parameter [π/2 + ε,2.3]. This result follows from the uniform contraction principle and
Proposition 4.5. The last step of the proof is to show that F∗0 is the branch of SOPS of Wright’s
equation that bifurcates from the trivial solution at α = π/2.
5.4. Second part of the proof of Theorem 1.4: Bifurcation analysis at α = π/2 to show that F∗0 ⊂ F0
In this section, we show that the branch F∗0 comes from the Hopf bifurcation at α = π/2. For
a detailed analysis of this Hopf bifurcation, we refer to Section 11.4 of [8]. Consider the change of
variable y(t) = βz(t). Plugging y(t) = βz(t) in Wright’s equation (1), we get
z˙(t) = −αz(t − 1)[1+ βz(t)]. (43)
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(α is now considered as a variable). We impose to the periodic solutions the conditions z(0) = 0 and
z˙(0) = −1. More precisely, we consider the problem⎧⎪⎪⎪⎨⎪⎪⎪⎩
z˙(t) = −αz(t − 1)[1+ βz(t)], β  0,
z
(
t + 2π
L
)
= z(t),
z(0) = 0, z˙(0) = −1.
(44)
When β = 0, α = π/2 and L = π/2, Eq. (44) has solution z(t) = − 2π sin( π2 t). This solution corre-
sponds to the Hopf bifurcation point y(t) = 0(− 2π sin( π2 t)) = 0, when α = π/2 and L = π/2. The
idea is to use validated continuation (in the parameter β  0) on problem (44) and to connect the
rigorously computed branch of SOPS of (44) to the left point of F∗0 . It is important to note that this
new validated continuation cannot help ruling out the existence of fold in the space (α, y), but only
in the space (β, z).
Considering the periodic solution z(t) in Fourier expansion, we do as in Section 2 and consider
a function to solve for. Deﬁning X = (α, x), it can be shown that an equivalent problem of (44) is
F (X, β) = 0, where
Fk(X, β) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
−1+ 2L∑∞k=1 kbk, k = −1,
a0 + 2∑∞k=1 ak,
α(a0 + βa20 + 2β
∑∞
k1=1(cosk1L)(a
2
k1
+ b2k1)),
k = 0,
Rk(L,α)
(
ak
bk
)
+ αβ∑ k1+k2=k
ki∈Z
Θk1(L)
(
ak1ak2 − bk1bk2
ak1bk2 + bk1ak2
)
, k 1,
(45)
where
Rk(L,α)
def=
(
α coskL −kL + α sinkL
kL − α sinkL α coskL
)
and
Θk1(L)
def=
(
cosk1L sink1L
− sink1L cosk1L
)
.
To apply validated continuation on problem (45), with β  0 being the parameter, we need to
construct the radii polynomials. Here, we do not provide analytically the coeﬃcients of the radii
polynomials associated to (45), since they are similar to the ones associated to (7). A procedure simi-
lar to Procedure 5.6 is applied on (45) to get the existence of a continuous branch of SOPS of (44) on
the parameter range β ∈ [0, β0], where β0 def= 0.099847913753516. We denote this branch by G∗0 . See
Fig. 5 for a geometric representation of G∗0 . At the right most point of G∗0 , we have a set B∗0 containing
a unique solution of F (X, β0) = 0. Using a similar argument than the one presented in Proposition 4.5,
we can show, via the change of coordinates y = βz, that the solution in the set B∗0 and the solution
on the left most part of the branch F∗0 are the same. Hence, we proved that F∗0 ⊂ F0.
6. Future work
As mentioned in Section 1, we believe that Theorem 1.4 could be improved signiﬁcantly. The
reason why the proof was stopped at α = 2.3 is due to the fact that the Matlab program intval-
WrightCont.m [9] becomes slow for large α. Indeed, the evaluation of the coeﬃcients of the radii
J.-P. Lessard / J. Differential Equations 248 (2010) 992–1016 1015Fig. 5. A branch of SOPS of (44) on [0, β0].
polynomials is computationally expensive, mainly because of all the iterative loop evaluations in
Step 3 of Procedure 5.6, a task that the interval arithmetic Intval is not eﬃcient at doing. Using
a different programming language (like C or C++) would decrease signiﬁcantly the computational
time. We believe that we could push the parameter value up to α = 3 using a C program. This spec-
ulation is based on simulations that were done in Matlab without interval arithmetic. We could, with
the new program, reduce also the value of ε signiﬁcantly.
It worths mentioning that validated continuation can be applied to other delay equations. In par-
ticular, one interesting future project would be to apply the method to study periodic solutions of the
Mackey–Glass equation (see [17])
x˙(t) = αx(t − τ )
1+ [x(t − τ )]n − βx(t), α,β, τ > 0, n ∈ N, (46)
for which the existence of more than one SOPS in (46) is an open conjecture, for certain range of
parameters. We refer to [15] for more details on this conjecture.
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