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DYNAMICAL LOCALIZATION FOR THE ONE-DIMENSIONAL CONTINUUM
ANDERSON MODEL IN A DECAYING RANDOM POTENTIAL
OLIVIER BOURGET1, GREGORIO R. MORENO FLORES2,∗ AND AMAL TAARABT3
Abstract. We consider a one-dimensional continuum Anderson model where the potential decays
in average like |x|−α, α > 0. We show dynamical localization for 0 < α < 1
2
and provide control on
the decay of the eigenfunctions.
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1. Introduction
Disordered systems in material sciences have been the source of a plethora of interesting phenom-
ena and many practical applications. The addition of impurities in otherwise fairly homogeneous
materials is known to induce new behaviours such as Anderson localization where wave packets get
trapped by the disorder and conductivity can be suppressed [1]. It is then natural to expect that
accurate mathematical models for disordered media should display an interesting phase diagram.
As a model for the dynamics of an electron in a disordered medium, the Anderson model is
expected to undergo a transition from a delocalized to a localized regime reflected at the spectral
level by a transition from absolutely continuous to pure point spectrum. While the localized regime
is well understood (see [5,40] and references therein), the existence of absolutely continuous spectrum
remains a mystery (nonetheless, see [4, 24,27,33]).
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In order to understand how absolutely continuous spectrum survives in spite of the disorder, it
has been proposed to modulate the random potential by a decaying envelope [20, 22, 23, 34, 35, 38],
this is, to replace the usual i.i.d. random variables {V (n) : n ∈ Zd} by anV (n), where (an)n is a
deterministic sequence satisfying an ∼ |n|−α for some decay rate α > 0. For large values of α and
dimensions d ≥ 3, scattering methods can be applied, leading to the proof of absolutely continuous
spectrum [34]. A wider range of values of α was considered by Bourgain in dimension 2 [6] and
higher [7]. Point spectrum was also showed to hold outside the essential spectrum of the operator
in [35].
It is well known that, in the i.i.d. case, the one-dimensional Anderson model always displays
pure point spectrum [10, 11, 15, 16, 22, 26, 29, 31, 32, 37] while the addition of a decaying envelope
leads to a rich phase diagram as the value of α varies. Transfer matrix analysis can be applied,
leading to a complete understanding of the spectrum of the operator [22, 36] in the discrete and
continuum setting (see also [38] for a related model). This time, absolutely continuous spectrum
can still be observed for large values of α. As it is natural to expect, small values of α lead to pure
point spectrum. Interestingly, there is a critical value of α for which a transition from pure point
to singular continuous spectrum occurs as a function of the coupling constant. The three above
regimes correspond to α > 12 , α <
1
2 and α =
1
2 respectively. A complete study of the spectral
behaviour of the one-dimensional discrete and continuum models is given in [36] (see also [8]).
From the dynamical point of view, it is standard to show that the system propagates for α > 12 .
For the critical case α = 12 , no transition occurs at the dynamical level, despite of the spectral tran-
sition: there are non-trivial transport exponents for all values of the coupling constant [28] for both
the discrete and continuum model (see also [8,9] for elementary arguments showing delocalization).
This provides yet another example of a model where spectral localization and transport coexist.
Dynamical localization in the regime 0 < α < 12 for the discrete model was shown in [39].
In the present paper, we show dynamical localization for the continuum model in the sub-critical
region 0 < α < 12 . This was left as an open question in [17], where the authors develop a continuum
version of the Kunz-Souillard method [37]. Instead, we have chosen to work within the framework of
the continuum fractional moment method of [2] in the one dimensional version of [31]. In addition,
our proof involves a fine tuning of various auxiliary technical ingredients scattered in the literature
e.g. [12, 14,36].
Structure of the article. We present the model and the main results in Section 2. In Section
3 we recall the Pru¨fer transform formalism and give some preliminary bounds. The fractional
moments of the Green’s function are studied in Section 4. In Section 5, we prove the main theorem
on dynamical localization. Section 6 contains the proof of some consequences of our main result.
Finally, the Appendix contains some estimates used along the proofs.
2. Model and main results
Let {ωn : n ∈ Z} be an i.i.d. family of bounded random variables defined on a probability space
(Ω,F ,P). Assume that E[ω0] = 0 and E[ω20] = 1. We denote by ω+ and ω− the supremum and
infimum of the support of the ωn’s. By choosing an appropriate probability space, we may assume
that these random variables are bounded and not merely bounded with probability 1. We will
always assume that the random variables ωn admit a bounded density ρ which is hence supported
on [ω−, ω+].
Let u be a non-negative bounded function with support in (0, 1) and denote un(·) = u(· − n). This
is often called the single-site potential. We assume that there exists a non-trivial interval J ⊂ (0, 1)
and two constants cu, Cu ∈ (0,∞) such that
cuχJ ≤ u ≤ Cuχ[0,1]. (2.1)
Finally, let λ 6= 0 and α > 0, and let (an)n be a positive sequence such that lim|n|→∞an|n|
α = 1.
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We consider the random operator
Hω,λ = −∆+ λVω on L2(R), (2.2)
where Vω is a multiplication operator by the function
Vω(x) =
∑
n∈Z
anωnun(x). (2.3)
Notice that (Hω,λ)ω is a non-ergodic family of random operators which are essentially self-adjoint
on C∞0 (R), the space of infinitely differentiable compactly supported functions.
We start recalling the spectral results of [36] which give a complete characterization of the spec-
trum of Hω,λ for all the possible combinations of parameters. The following is proved for the model
on the half-line.
Theorem 2.1. Under the hypothesis above, the essential spectrum of Hω,λ is P-a.s. equal to [0,∞).
Furthermore,
(1) Super-critical case. If α > 12 then for all λ ∈ R, the spectrum of Hω,λ is almost surely
purely absolutely continuous in (0,∞).
(2) Critical case. If α = 12 then for all λ 6= 0, the a.c. spectrum of Hω,λ is almost surely
empty. Furtheremore, for each λ 6= 0, there exists E0(λ) ≥ 0 such that, almost surely, the
spectrum of Hω,λ is pure point in (0, E0(λ)) and purely singular continuous in [E0(λ),∞).
(3) Sub-critical case. If 0 < α < 12 then for all λ 6= 0, the spectrum of Hω,λ is almost surely
pure point in (0,∞).
Delocalization, or spreading of wave packets, for α > 12 follows from the RAGE theorem [13].
The situation is particularly interesting for α = 12 : non-trivial transport occurs regardless of the
precise nature of the spectrum. In particular, this provides an example of an operator displaying
pure point spectrum but no dynamical localization. To describe the dynamics, we consider the
time-averaged random moment of order p ≥ 0 for the evolution, initially spatially localized at the
origin and localized in energy by a positive function f ∈ C∞0 (R),
Mω(p, f, T ) :=
2
T
∫ ∞
0
e−
2t
T
∥∥∥|X| p2 e−itHω,λf(Hω,λ)χ0∥∥∥2 dt,
where |X| denotes the position operator and χx denotes the characteristic function of the interval
[x, x+ 1]. The following result is proved in [28] for the model defined on the half-line.
Theorem 2.2. Let α = 12 and λ ∈ R. The following holds P-amost surely: for all positive f ∈
C∞0 (R) constantly equal to 1 on a compact interval J ⊂ (0,∞), for any ν > 0 and all p > 2γJ + ν
where γJ = inf{λ(8E)−1|û(
√
E)| : E ∈ J}, there exists Cω(p, J, ν) > 0 such that
Mω(p, f, T ) ≥ Cω(p, J, ν)T p−2γJ−ν ,
for all sufficiently large values of T and where û denotes the Fourier coefficient of u.
We complete the dynamical study of the model by addressing the question of dynamical local-
ization for 0 < α < 12 . The corresponding result for the discrete model was obtained in [39].
For an interval of energy I, we define the correlator
Qω,λ(x, y; I) = sup
f∈Cc(I)
‖f‖≤1
‖χxf(Hω,λ)χy‖ , (2.4)
where Cc(I) denotes the space of bounded measurable functions compactly supported in I. We now
give the notion of dynamical localization we will use in this work.
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Definition 2.3. We say that Hω,λ exhibits dynamical localization in an interval I ⊂ R if we have∑
x∈Z
E
[
Qω,λ(x, y; I)
2
]
<∞, (2.5)
for all y ∈ Z.
Our main theorem is the following.
Theorem 2.4. Let 0 < α < 12 , λ 6= 0 and let I ∈ (0,∞) be a compact interval. For each y ∈ Z,
there exist constants c = c(I, y), C = C(I, y) ∈ (0,∞) such that
E [Qω,λ(x, y; I)] ≤ Ce−c|x|1−α,
for all x ∈ R. In particular, dynamical localization in the sense of (2.5) holds in any compact
subinterval of (0,∞).
Although the lack of ergodicity of the model induces the dependence of (2.5) on the base site
y, it is standard to show that this bound still implies pure point spectrum and finiteness of the
moments. We will recall the proof of pure point spectrum in Appendix C as some care is needed
to overcome the non-uniform bounds. Respect to the finiteness of the moments, we will prove a
stronger result in Theorem 2.6.
Our analysis provides a control on the eigenfunctions of the operator Hω,λ. Let φω,E denote the
eigenfunction of Hω,λ corresponding to the eigenvalue E. The analysis of [36, Theorem 8.6] can be
adapted to the continuum setting to show that
lim
n→∞
1
n1−2α
log
√
|φω,E(n)|2 + |φ′ω,E(n)|2 = −β(λ,E), P− a.s.,
for almost every fixed E ∈ (0,∞), where β(λ,E) is explicitly given in [36, Theorem 9.2](see Propo-
sition 3.1 below). In particular, this shows that for almost every E ∈ (0,∞), P-almost surely, there
exists a finite constant Cω,E such that√
|φω,E(x)|2 + |φ′ω,E(x)|2 ≤ Cω,E e−β(λ,E)|x|
1−2α
.
It is known that certain types of decay of eigenfunctions are closely related to dynamical localization
[18,19,30]. Such criteria usually require a control on the localization centres of the eigenfunctions,
uniformly in energy intervals. This information is missing in the above bound. We provide this
uniform control in the next proposition.
Theorem 2.5. Let 0 < α < 12 and let λ 6= 0. For all compact energy interval I ⊂ (0,∞), there
exists two deterministic constants c1 = c1(I), c2 = c2(I) and almost surely finite positive random
quantities cω = cω(I), Cω = Cω(I) such that
cω e
−c1|x|1−2α ≤ ‖χxφω,E‖ ≤ Cωe−c2|x|1−2α , (2.6)
for all E ∈ I ∩ σ(Hω,λ) and all x ∈ R.
The upper bound in (2.6) can be seen as a stretched form of the condition SULE where the
localization centres are all equal to 0 [18,25].
We finally state our result on the moments.
Theorem 2.6. Let 0 < α < 12 and λ 6= 0, and let I ⊂ R be a compact interval. Then,
E
(
sup
t∈R
∥∥∥e 12 |X|κe−itHω,λPI(Hω,λ)ψ∥∥∥2) <∞,
for all κ < 1− 2α and ψ ∈ L2(R) with bounded support, while
lim sup
t→∞
∥∥∥e 12 |X|κe−itHω,λψ∥∥∥2 =∞, P− a.s.,
for all κ > 1− 2α and all ψ ∈ RanPI(Hω,λ).
ANDERSON MODEL IN A DECAYING POTENTIAL 5
3. Asymptotics of Transfer Matrices and Pru¨fer transform
Let φ be a solution of the equation Hω,λφ = Eφ in some interval [a, b]. For x, y ∈ [a, b], we define
the transfer matrices by the relation
Tω,λ(y, x;E)
(
φ(x)
φ′(x)
)
=
(
φ(y)
φ′(y)
)
. (3.1)
Proposition 3.1 ( [36], Theorem 9.2). Let 0 < α ≤ 12 . For all E ≥ 0 such that
√
E /∈ piZ, we have
the almost sure limit
β(λ,E) := lim
n→±∞
log ‖Tω(n, 0;E)‖∑n
j=1 j
−2α =
λ2
8E
∣∣∣∣∫ 1
0
u(y) ei
√
Eydy
∣∣∣∣2 . (3.2)
This result follows from the asymptotic analysis of the Pru¨fer transform associated to the system.
Following [36], we denote k =
√
E and define the modified Pru¨fer coordinates R and θ such that
φ(x) = kR(x) cos θ(x),
φ′(x) = R(x) sin θ(x). (3.3)
Note that, if V = 0, then we have θ(x) = θ0 + kx. These satisfy the equations
d
dx
θ(x) = k − Vω(x)
k
sin2 θ(x), (3.4)
d
dx
logR(x) =
1
2k
Vω(x) sin(2θ(x)). (3.5)
Note that the functions R and θ depend on the energy E, which we removed from the notation as
no confusion will arise. Nonetheless, we sometimes denote Rx0(·; θ0) and θx0(·; θ0) to stress that the
system is considered with initial conditions φ(x0) = sin θ0 and φ
′(x0) = cos θ0.
We quote the following lemma from [36].
Lemma 3.2 ( [36], Lemma 2.1). For all compact energy interval [a, b] ⊂ (0,∞) and all ϑ1 6= ϑ2,
there exists positive deterministic constants C1 = C1(ϑ1, ϑ2, I) and C2 = C2(ϑ1, ϑ2, I) such that
C1max{Rx(y, ϑ1), Rx(y, ϑ2)} ≤ ‖Tω,λ(E; y, x)‖ ≤ C2max{Rx(y, ϑ1), Rx(y, ϑ2)}, (3.6)
for all x, y ∈ R, E ∈ I and all ω.
This allows to reduce the asymptotics of transfer matrices (3.1) to the ones of the Pru¨fer radii
(3.3). The analysis outlined in [36, Section 9] leads to
E
[
log
R(n)
R(m)
]
=
λ2
8k2
∣∣∣∣∫ 1
0
u(y) e2iky dy
∣∣∣∣2 n∑
j=m
j−2α +Km,n, (3.7)
for m ≤ n, where |Km,n| = o(
∑n
j=m j
−2α), uniformly on values of
√
E /∈ piZ ranging over compact
energy intervals. The same estimate holds for n ≤ m ≤ 0. By (3.6), the same asymptotics
holds for the norms of the transfer matrices. We detail the above estimate in Appendix B and
summarise it in a form that will suit our purposes in the next lemma. For simplicity, we denote
Tω,n(E) = Tω,λ(n+ 1, n;E), dropping the dependence in λ.
Lemma 3.3. Let I ⊂ (0,∞) be a compact interval. Then for all β′ such that 0 < β′ < inf
E∈I
β(λ,E),
there exists n0 = n0(I) ≥ 1 such that
E
[
log ‖Tω,ln0(E) · · · Tω,(l−1)n0+1(E)ψ0‖
] ≥ β′ ln0∑
j=(l−1)n0+1
1
j2α
(3.8)
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for all l ≥ 1, ‖ψ0‖ = 1 and E ∈ I.
Furthermore, there exists a constant C = C(I) such that
E
[(
log ‖Tω,ln0(E) · · · Tω,(l−1)n0+1(E)ψ0‖
)2] ≤ C ln0∑
j=(l−1)n0+1
1
j2α
, (3.9)
for all l ≥ 1, ‖ψ0‖ = 1 and E ∈ I.
Proof. From (3.7), we can find n0 large enough such that
E
[
log ‖Tω,ln0(E) · · · Tω,(l−1)n0+1(E)ψ0‖
] ≥ β′ ln0∑
j=(l−1)n0+1
1
j2α
,
for all l ≥ 1, ‖ψ0‖ = 1 and all E ∈ I corresponding to values of k /∈ piZ. The bound for all energies
in I then follows by continuity of the left-hand-side above with respect to E. This proves (3.8).
The upper bound (3.9) follows by an inspection of the martingale decomposition (B.2) in Appendix
B. 
4. Fractional moments estimates
For Λ ⊂ R, we denote by Hω,Λ the restriction of Hω,λ to L2(Λ) and its resolvent by Gω,Λ(E) =
(Hω,Λ −E)−1, where we hid the explicit dependence on λ to lighten the notation. The following is
the main result of this section.
Theorem 4.1. Let 0 < α < 12 and I ⊂ (0,∞) be a compact interval. For each y ∈ Z, there exists
constants c = c(I, y), C = C(I, y) ∈ (0,∞) such that
E
[∥∥χxGω,[a,b](E)χy∥∥s] ≤ C(λax)−1/2 e−c|x|1−2α ,
for all x ∈ R, E ∈ I and all a < b.
The proof is given at the end of Section 4.2. In Section 4.1, we relate the fractional moments
of the Green’s function to negative fractional moments of the norm of transfer matrices which are
then estimated in Section 4.2.
4.1. From Green’s function to transfer matrices. The following analysis is a direct adaptation
of [31, Section 3]. We provide the details for the sake of completeness and to carefully identify the
dependence on the envelope ax.
Fix E ≥ 0 and let I ⊂ R. For c ∈ [a, b] and θ ∈ [0, 2pi), we define φc(·; θ) the solution of
Hω,[a,b]φ = Eφ such that φ(c) = sin θ and φ
′(c) = cos θ. This way, we can define Pru¨fer coordinates
Rc(x; θ) and θc(x; θ) with the convention that θc(c; θ) = θ and imposing continuity. We will eliminate
θ from the notation whenever θ = 0.
Lemma 4.2. Let I ⊂ (0,∞) be a compact inerval. For all s ∈ [0, 12), there exists C = C(s, I) ∈
(0,∞) such that, for all a < b,
E
[∥∥χxGω,[a,b](E)χy∥∥s] ≤ C (λax)−1/2E
[∥∥∥∥Tω,λ(E;x, y)(sin θb(y)cos θb(y)
)∥∥∥∥−2s
]1/2
, (4.1)
for all integers a ≤ x < y ≤ b and
E
[∥∥χxGω,[a,b](E)χy∥∥s] ≤ C (λax)−1/2E
[∥∥∥∥Tω,λ(E;x, y)(sin θa(y)cos θa(y)
)∥∥∥∥−2s
]1/2
, (4.2)
for all integers a ≤ y < x ≤ b.
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Proof. We start from the identity
Gω,[a,b](s, t;E) =
1
W (φa, φb)
{
φa(s) φb(t) if s ≤ t,
φa(t) φb(s) if s > t,
whereW (f, g) = fg′− f ′g is the Wronskian of the functions f and g. We consider a ≤ x < y ≤ b as
the opposite case follows by symmetry. Note that W (φa, φb)(x) = kRa(x)Rb(x) sin(θa(x) − θb(x)).
Hence, by definition of the Pru¨fer transform, we can find a constant C = C(I) ∈ (0,∞) such that
E
[∥∥χxGω,[a,b](E)χy∥∥s] ≤ C E [Rb(y)sRb(x)s | sin (θa(x)− θb(x)) |−s
]
≤ C E
[
Rb(y)
2s
Rb(x)2s
]1/2
E
[| sin (θa(x)− θb(x)) |−2s]1/2 .
From (2.1), we infer that Rb(x) = Rb(y)Ry(x; θb(y)). Hence,
E
[∥∥χxGω,[a,b](E)χy∥∥s] ≤ C E [Ry(x, θb(y))−2s]1/2 E [| sin (θa(x)− θb(x)) |−2s]1/2 .
The first expected value above is bounded by the expected value on the right hand side of (4.1).
The bound on the second one is given in the next lemma. 
Lemma 4.3. For all compact energy interval [a, b] ⊂ (0,∞) and for all s ∈ [0, 12), there exists
C = C(s, I) ∈ (0,∞) such that∫ ω+
ω−
ρ(ωx)dωx
| sin(θb(x)− θa(x))|2s ≤ C(λax)
−1‖ρ‖,
for all a < x < b and all realization of {ωy : y 6= x}.
Proof. Observe that θa(x) is independent of ωx. We will change variables to t = θb(x). Now, from
(3.5), we see that, for s ∈ [x, x+ 1), we have
d
ds
θa(s) = k − λaxωx
k
ux(s) sin θa(s),
d
ds
logRa(s) =
λaxωx
2k
ux(s) sin 2θa(s).
Hence,
∂
∂y
(
Ra(s)
2 ∂
∂ωx
θa(s)
)
= −λax
k
ux(s)Ra(s)
2 sin2 θa(s) = −λax
k2
ux(s)φa(s)
2. (4.3)
Since θb(x+ 1) is independent of ωx, (4.3) yields
∂
∂ωx
θa(x) =
λax
k2Ra(x)2
∫ x+1
x
ux(s)φa(s)
2ds. (4.4)
From (2.1), Lemma A.1 and A.2, we can then find two positive constants C1 and C2 such that
C1λax ≤
∣∣∣∣ ∂∂ωx θa(x)
∣∣∣∣ ≤ C2λax. (4.5)
This change of variables leads to the estimate. 
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4.2. Estimates on transfer matrices. We start with an a priori estimate on the norm of transfer
matrices.
Lemma 4.4. For all compact interval I ⊂ (0,∞) and for all [a, b] ⊂ R, there exists M =
M(I, a, b) ∈ (0,∞) such that
M−1 ≤ ‖Tω,λ(x, y;E)‖ ≤M,
for all E ∈ I and x, y ∈ [a, b].
Proof. The estimates of Lemma A.1 from Appendix A imply that
exp
(
−1
2
∫ b
a
|1 + V (t)− E| dt
)
≤ ‖Tω,λ(x, y;E)‖ ≤ exp
(
1
2
∫ b
a
|1 + V (t)− E| dt
)
.

The proofs of the next two lemmas are strongly inspired by [14] but we provide them in full
details as our non ergodic situation requires finer estimates. For applications of this argument in
the continuum ergodic setting, see [16,31]. Recall the notation Tω,n(E) = Tω,λ(n+ 1, n;E).
Lemma 4.5. Let 0 < α < 12 and λ 6= 0. For all compact interval I ⊂ (0,∞), there exist n0 =
n0(I) ≥ 1, s0 = s0(I) ∈ (0, 1) and c = c(I) > 0 such that
E
[‖Tω,ln0(E) · · · Tω,(l−1)n0+1(E)ψ0‖−s] ≤ 1− cl2α ,
for all s ∈ (0, s0], l ≥ 1, ‖ψ0‖ = 1 and E ∈ I.
Proof. We drop the dependence on E to lighten the notation. From Lemma 3.3, we obtain n0 =
n0(I) ≥ 1, c1 = c1(I) > 0 and c2 = c2(I) > 0 such that
E
[
log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ψ0‖
] ≥ c1n1−2α0
l2α
,
and
E
[(
log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ψ0‖
)2] ≤ c2n1−2α0
l2α
,
for all l ≥ 1, ‖ψ0‖ = 1 and E ∈ I. Now, we apply the inequality ey ≤ 1 + y + y2e|y| to y =
−s log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ψ0‖ with s to be fixed later, so that
‖Tω,ln0 · · ·Tω,(l−1)n0+1ψ0‖−s ≤ 1− s log ‖Tω,ln0 · · · Tω,(l−1)n0+1ψ0‖
+ s2
(
log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ψ0‖
)2
es|log ‖Tω,ln0 ···Tω,(l−1)n0+1ψ0‖|.
Now,
log
∥∥Tω,ln0 · · ·Tω,(l−1)n0+1ψ0∥∥ ≤ ln0∑
j=(l−1)n0+1
log ‖Tω,j‖ .
On the other hand,
1 = ‖T−1ω,(j−1)n0+1 · · ·T
−1
ω,ln0
Tω,ln0 · · · Tω,(l−1)n0+1ψ0‖
≤ ‖Tω,(l−1)n0+1‖ · · · ‖Tω,ln0‖‖Tω,ln0 · · ·Tω,(l−1)n0+1ψ0‖,
since ‖T−1ω,j‖ = ‖Tω,j‖, so that we have
log ‖Tω,ln0 · · ·Tω,(l−1)n0+1ψ0‖ ≥ −
ln0∑
j=(l−1)n0+1
log ‖Tω,j‖.
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Piecing these bounds together and remembering Lemma 4.4, we obtain
∣∣log ∥∥Tω,ln0 · · ·Tω,(l−1)n0+1ψ0∥∥∣∣ ≤ ln0∑
j=(l−1)n0+1
log ‖Tω,j‖ ≤ c3n0,
for some c3 = c3(I) > 0. Hence,
E
[∥∥Tω,ln0 · · ·Tω,(l−1)n0+1ψ0∥∥−s] ≤ 1− c1sn1−2α0l2α + c2s2ec3n0 n1−2α0l2α ,
for all l ≥ 1, ‖ψ0‖ = 1 and E ∈ I. We can now find s0 = s0(I) > 0 small enough such that
E
[∥∥Tω,ln0 · · ·Tω,(l−1)n0+1ψ0∥∥−s] ≤ 1− c4l2α ,
for some c4 > 0, for all s ∈ (0, s0], l ≥ 1, ‖ψ0‖ = 1 and E ∈ I. 
The following lemma contains the key estimate to Theorem 4.1.
Lemma 4.6. Let 0 < α < 12 and λ 6= 0. For each m ∈ Z and each compact interval I ⊂ (0,∞),
there exist s0 = s0(m, I) ∈ (0, 1), C = C(m, I) and c = c(I) > 0 such that
E
[‖Tω(n,m;E)ψ0‖−s] ≤ Ce−c|n|1−2α, (4.6)
for all s ∈ (0, s0], ‖ψ0‖ = 1 and n ∈ Z.
Proof. Once again, we drop the dependence on E to lighten the notation. We start proving the
bound (4.6) for m ≥ 0, n ≥ m + n0 and s ∈ (0, s0] where n0 = n0(I) ≥ 1 and s0 = s0(I) > 0 are
taken from the previous lemma. Write m = l1n0 − r1 and n = l2n0 + r2 with 0 ≤ r1, r2 < n0. By
Lemma 4.4,
‖Tω,l2n0 · · · Tω,mψ0‖ = ‖T−1ω,l2n0+1T−1ω,nTω,n · · ·Tω,mψ0‖
≤
n∏
j=l2n0+1
‖Tω,j‖ · ‖Tω,n · · · Tω,mψ0‖
≤ C1 ‖Tω,n · · ·Tω,mψ0‖ ,
for some C1 = C1(I) > 0. The rest of the proof is based on a careful conditioning that we now
detail. Let
ψl =
Tln0 · · ·Tmψ0
‖Tln0 · · ·Tmψ0‖
,
and observe that ψl−1 is measurable with respect to Fl−1. Hence, Lemma 4.5 can be applied to
obtain
E
[∥∥Tω,ln0 · · ·Tω,(l−1)n0+1ψl−1∥∥−s ∣∣∣Fl−1] ≤ 1− c4l2α ,
where c4 = c4(I) > 0 is the constant from Lemma 4.5. Hence,
E
[‖Tω,n · · ·Tω,mψ0‖−s] ≤ C1E [‖Tω,l2n0 · · ·Tω,mψ0‖−s]
= C1E
[∥∥Tω,(l2−1)n0 · · ·Tω,mψ0∥∥−s ∥∥Tω,l2n0 · · · Tω,(l2−1)n0+1ψl2−1∥∥−s]
= C1E
[
E
[∥∥Tω,(l2−1)n0 · · ·Tω,mψ0∥∥−s ∥∥Tω,l2n0 · · ·T(l2−1)n0+1ψl2−1∥∥−s ∣∣∣Fl2−1]]
= C1E
[
[
∥∥Tω,(l2−1)n0 · · ·Tω,mψ0∥∥−s E [∥∥Tω,l2n0 · · · Tω,(l2−1)n0+1ψl2−1∥∥−s ∣∣∣Fl2−1]]
≤ C1
(
1− c4
l2α2
)
E
[∥∥Tω,(l2−1)n0 · · ·Tω,mψ0∥∥−s] .
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Iterating, we get
E
[‖Tω,n · · ·Tω,mψ0‖−s] ≤ C1 l2∏
j=l1
(
1− c4
j2α
)
E
[‖Tω,m+r1 · · ·Tω,mψ0‖−s] .
Just as we did in the previous lemma, we have
1 =
∥∥T−1ω,m · · · T−1ω,m+r1Tω,m+r1 · · ·Tω,mψ0∥∥ ≤ m+r1∏
j=m
‖Tω,j‖ · ‖Tω,m+r1 · · ·Tω,mψ0‖ ,
so that, by Lemma 4.4,
E
[‖Tω,m+r1 · · ·Tω,mψ0‖−s] ≤ C2,
for some C2 = C2(I) > 0. Hence,
E
[‖Tω,n · · ·Tω,mψ0‖−s] ≤ C3 l2∏
j=l1
(
1− c4
j2α
)
≤ C3 ecm1−2α−cn1−2α ,
for some suitable C3 = C3(I) > 0 and c = c(I) > 0.
The symmetric situation where m ≤ 0 and n ≤ m− n0 is treated in the exact same way. If m ≤ 0
and n ≥ n0, the analysis is essentially reduced to estimate Tω,λ(n, 0). Indeed, we notice that
Tω,λ(n, 0) = T
−1
ω,m · · ·T−1ω,−1Tω,λ(n,m),
so that, by Lemma 4.4, ∥∥Tω,λ(n,m)‖−s ≤ C4‖Tω,λ(n, 0)∥∥−s ,
for some C4 = C4(I) > 0. The right-hand-side is covered by our previous discussion. The case
m ≥ 0 and n ≤ −n0 is of course similar. In all the remaining cases, we simply use the a priori
bound of Lemma 4.4 so that
E
[‖Tω,λ(n,m)ψ0‖−s] ≤ E [‖Tω,λ(n,m)‖s] ≤M |n−m|,
where M =M(I) was defined in Lemma 4.4. 
Proof of Theorem 4.1. Use Lemma 4.2 to bound the fractional moments of the Green’s function
by the negative fractional moments of the norm of transfer matrices. These can be estimated by
Lemma 4.6. 
5. Proof of Dynamical Localization
We outline the theory developed in [2, Section 2] to relate the fractional moments of the Green’s
function to the correlator (2.4), with some one-dimensional adaptations from [31]. Since our poten-
tial is not ergodic, some care has to be taken to insure that the estimates remain uniform enough.
We provide details when this is required. The proof of Theorem 2.4 is given at the end of the
section.
To simplify the notation, we denote Hω,L = Hω,[−L,L] the restriction of Hω,λ to the box [−L,L],
and we let Gω,L(E) = (Hω,L−E)−1 its resolvent. For an energy interval I, we consider the restricted
correlator to the box [−L,L] defined by
Qω,L(x, y; I) = sup
f∈Cc
‖f‖≤1
‖χxf(Hω,L)χy‖ , (5.1)
where, once again, we dropped the dependence on λ to lighten the notation. The following is the
main result of this section.
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Theorem 5.1. Let 0 < v < s < 1 and let I ⊂ (0,∞) be a compact interval. Then, there exists a
constant C = C(v, s, I) such that
E [Qω,L(x,m; I)] ≤ C(λam)
v−1
2−v ‖ρ‖
1
2−v∞ E
[∫
I
dE‖χxGω,L(E)χm‖s
] v
s(2−v)
, (5.2)
for all m ∈ Z, x ∈ R and L > 0.
The proof, given at the end of the section, will use several reduction steps discussed below. We
will need to work with the fractional eigenfunction correlator for which we introduce a family of
perturbations of the finite volume operator Hω,L so that
Hm,ξω,L = Hω,L + λam(ξ − ωm)um. (5.3)
This corresponds to setting the value of ωm to ξ. By the general theory summarized in [2, Appendix
B], we know that the eigenvalues (En)n of these operators and their corresponding normalized
eigenfunctions (ϕn)n can be chosen analytically in the parameter z = λam(ξ − ωm). We will
sometimes denote En = En(z) and ϕn(·) = ϕn(z)(·) to stress this dependence. We also call Γn the
inverse of the function z 7→ En(z) which is shown to be well defined [2]. Note that |Γn(E)| ≤ 2λamM
where M = max{|ω−|, |ω+|}.
For v ∈ [0, 2], we define the v-fractional eigenfunction correlator as
Qω,L(x,m; I, v) =
∑
n:En∈I
〈χxϕn, ϕn〉v/2〈umϕn, ϕn〉1−v/2, (5.4)
where (En)n and (ϕn)n are chosen with the conventions above. Note that
Qω,L(x,m; I, 0) = Tr (umPI(Hω,L)) , (5.5)
Qω,L(x,m; I, 2) = Tr (χxPI(Hω,L)) . (5.6)
The next lemma allows us to control the correlator in (5.1) through the fractional correlator (5.4)
with v = 1. We use the arguments of [31] to by-pass a certain covering condition imposed on the
single-site potential in [2].
Lemma 5.2. There exists a finite constant c such that
Qω,L(x,m; I) ≤ c Qω,L(x,m; I, 1), (5.7)
for all x ∈ R and m ∈ Z.
Proof. Note that
Qω,L(x,m; I) ≤
∑
n:En∈I
‖χxPϕnχm‖ =
∑
n:En∈I
‖χxϕn‖ ‖ϕnχm‖,
where Pϕn := |ϕn〉〈ϕn| denotes the projector on the subspace spanned by ϕn. It follows from the
hypothesis on the single-site potential together with Lemmas A.1 and A.2 that
‖u1/2m ϕn‖2 ≥ c2u‖χJ+mϕn‖2 ≥ c1
(|ϕn(m)|2 + |ϕ′n(m)|2) ≥ c2‖χmϕn‖2,
for some constants c1 and c2 which are bounded away from 0, uniformly in m. Hence,
Qω,L(x,m; I) ≤ c
∑
n:En∈I
‖χxϕn‖ ‖u1/2m ϕn‖ = c Qω,L(x,m; I, 1),
for some finite c and for all m and x. 
By the interpolation bound [2, Lemma 2.1], we have
E [Qω,L(x,m; I, 1)] ≤ E [Qω,L(x,m; I, v)]1/(2−v) E [Qω,L(x,m; I, 2)](1−v)/(2−v) . (5.8)
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We notice that the correlator Qω,L(x,m; I, 2) in (5.6) can be bounded deterministically. Indeed, if
I ⊂ (−∞, E] then we have
Qω,L(x,m; I, 2) ≤ Tr
(
χxP(−∞,E](Hω,L)
)
(5.9)
≤ (|E|+B)pTr (χx(Hω,L +B)−p) , (5.10)
which is finite for B and p large enough, uniformly in x.
The following is the key identity to relate the correlator to the fractional moments of the resolvent.
Theorem 5.3 ( [2], Thm 2.1). If ξ 6= ωm and σ(Hω,L) ∩ σ(Hm,ξω,L ) ∩ I = ∅, then
Qω,L(x,m; I, v) =
∑
n
∫
I
dE δ(Γn(E) + λam(ξ − ωm))|Γn(E)|v (5.11)
×‖χx(Hm,ξω,L −E)−1u1/2m ψn(E)‖v ‖ψn(E)‖−v , (5.12)
where
ψn(E)(·) = u1/2m ϕn(Γn(E))(·). (5.13)
Furthermore, for any E and a < b such that E is not an eigenvalue of Hm,aω,L or H
m,b
ω,L ,∫ b
a
dωm
∑
n
δ(Γn(E) + λam(ξ − ωm)) = λ−1a−1m
(
TrPE(H
m,a
ω,L )− TrPE(Hm,bω,L)
)
, (5.14)
where PE is the projection on (−∞, E].
Note that, as we consider absolutely continuous environments, the hypothesis of the theorem are
almost surely satisfied for each choice of the parameters (see for instance [2, Lemma B.2]). If we
take a = ω− and b = ω+ in the right-hand-side of (5.14), we recover the spectral shift
Sω,m(L,E) = TrPE(H
m,ω+
ω,L )− TrPE(Hm,ω
−
ω,L ). (5.15)
By a combination [12, Theorem 2.1 and Proposition 5.1], we know that Sω,m(L,E) has finite mo-
ments of order p ≥ 1 with respect to the Lebesgue measure, uniformly in ω and m. The uniformity
in m can be seen from [12, Formula (5.6)] where the dependence on the single-site potential is made
explicit. We state this as a lemma.
Lemma 5.4. For all p ≥ 1 and every compact interval I ⊂ (0,∞), there exists a constant C =
C(p, I) such that ∫
I
dE |Sω,m(L,E)|p ≤ C,
for all L > 0, m ∈ Z and ω ∈ Ω.
The next lemma brings the relation between the fractional eigenfunction correlators and the
fractional moments of the Green’s function. This finishes the proof of Theorem 5.1.
Lemma 5.5. For all v ∈ (0, 1), s ∈ (v, 1) and all compact interval I ⊂ (0,∞), there exists a
constant C = C(v, s, I) such that
E [Qω,L(x,m; I, v)] ≤ C(λam)v−1‖ρ‖∞ E
[∫
I
dE‖χxGω,L(E)χm‖s
]v/s
,
for all x ∈ R, m ∈ Z and L > 0.
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Proof. Let us denote by Em the expected value with respect to ωm, which corresponds to integration
against ρ(ωm)dωm over the interval [ω
−, ω+]. Remember that Hm,ξω,L is independent of ωm. Averaging
(5.12) with respect to Em, recalling that |Γn(E)| ≤ 2λamM with M = max{|ω−|, |ω+|} and using
(5.14),
Em [Qω,L(x,m; I, v)] ≤ (2λamM)v
∫
I
dE
(∫
dωmρ(ωm)
∑
n
δ(Γn(E) + λam(ξ − ωm))
)
× ‖χx(Hm,ξω,L − E)−1u1/2m ‖v (5.16)
≤ 2vMv(λam)v−1‖ρ‖∞
∫
I
dE Sm(L,E)‖χx(Hm,ξω,L −E)−1u1/2m ‖v.
Integrating the inequality (5.16) with respect to ρ(ξ)dξ and then with respect to {ωn : n 6= m}, we
obtain
E [Qω,L(x,m; I, v)] ≤ 2vMv(λam)v−1‖ρ‖∞E
[∫
I
dE Sm(L,E)‖χxGω,L(E)u1/2m ‖v
]
. (5.17)
Next, we apply Ho¨lder’s inequality to (5.17) with respect to P× dE to get
E [Qω,L(x,m; I, v)] ≤ 2vMv(λam)v−1‖ρ‖∞ E
[∫
I
dESm(L,E)
s/(s−v)
](s−v)/s
× E
[∫
I
dE‖χxGω,L(E)u1/2m ‖s
]v/s
≤ C(λam)v−1‖ρ‖∞ E
[∫
I
dE‖χxGω,L(E)χm‖s
]v/s
,
where we used Lemma 5.4 in the last step. 
We finish the proof of Theorem 5.1:
Proof of Theorem 5.1. The result follows from Lemma 5.2 together with the interpolation bound
(5.8) and the uniform bound (5.10) on Qω,L(x,m; I, 2), and Lemma 5.5. 
Finally, we give the proof of our main result Theorem 2.4.
Proof of Theorem 2.4. Since Hω,L converges to Hω,λ in the strong resolvent sense as L → ∞, we
have
Qω,λ(x, y; I) ≤ lim inf
L
Qω,L(x, y; I).
By Fatou’s lemma and using that Qω,λ(m,n; I) ≤ 1, we have
E
[
Qω,λ(x, y; I)
2
] ≤ lim inf
L
E [Qω,L(x, y; I)] .
The result follows from Theorem 5.1 and the uniform bound of Theorem 4.1. 
6. Proof of Theorem 2.5 and 2.6
Proof of Theorem 2.5. We will establish the lower bound for
√
|φω,E(x)|2 + |φ′ω,E(x)|2 since the
bound for ‖χxφω,E‖ will then follow from Lemma A.2. Recall that we can reconstruct Ψω,E =
(
φ
φ′
)
using the transfer matrices as Ψω,E(x) = Tω,λ(x, 0;E)ψ0 for some possibly random ‖ψ0‖ = 1. This
implies in particular that
‖Ψω,E(x)‖ ≥ ‖Tω,λ(x, 0;E)‖−1.
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Assume x > 0, the opposite case being analogous. Using Lemma 3.2 with some ϑ1 6= ϑ2,
P
[
‖Ψω,E(x)‖ ≤ e−c1|x|1−2α
]
≤ P
[
‖Tω,λ(x, 0;E)‖ ≥ ec1|x|1−2α
]
≤ e−2c1|x|1−2αE [‖Tω,λ(x, 0;E)‖2]
≤ C1(ϑ1, ϑ2)e−2c1|x|1−2α
{
E
[
R2(x, ϑ1)
]
+ E
[
R2(x, ϑ2)
]}
,
for some C1(ϑ1, ϑ2) > 0. From the martingale decomposition (B.2), one has
R(x, ϑ1) =
⌊x⌋∏
j=1
exp
{
ωj
jα
Aj +
ω2j
j2α
Bj + Ej)
}
, (6.1)
where Aj and Bj are independent of ωj and bounded uniformly in E ∈ I, and Ej = o(j−2α),
uniformly in E ∈ I. Hence, from standard estimates on the exponential moments of bounded
centered random variables,
E[R(x, ϑ1)
2] ≤
⌊x⌋∏
j=1
(
1 +
C2
j2α
E[ω2j ] + o(j
−2α)
)
≤ eC3x1−2α ,
for some finite constants C2 = C2(I) and C3 = C3(I). The bound for R
2(x, ϑ2) is of course similar.
The result follows by Borel-Cantelli choosing 2c1 > C3.
The upper bound is quite standard. Following for instance the proof of [13, Theorem 9.22], we
obtain
‖χxφω,E‖‖χ0φω,E‖ ≤ Cωe−c2|x|1−2α ,
for some random almost surely finite Cω > 0 and deterministic c2 > 0. We can use the lower bound
we just proved to get a lower bound on ‖χ0φω,E‖ uniformly in E ∈ I. 
Proof of Theorem 2.6. For the first statement, let κ < 1− 2α. Then,
E
[
sup
t
∥∥∥e 12 |X|κe−itHω,λPI(Hω,λ)χm∥∥∥2]
= E
[
sup
t
〈e|X|κe−itHω,λPI(Hω,λ)χm, e−itHω,λχm〉
]
≤ E
[
sup
t
∑
n
∣∣∣〈e|X|κe−itHω,λPI(Hω,λ)χm, χn〉∣∣∣ ∣∣〈χn, e−itHω,λPI(Hω,λ)χm〉∣∣
]
≤ C E
[
sup
t
∑
n
e|n|
κ ∣∣〈χn, e−itHω,λPI(Hω,λ)χm〉∣∣2
]
= C E
[∑
n
e|n|
κ
Qω,λ(m,n; I)
2
]
,
for some finite C > 0. The last sum is finite for each m in virtue of (2.5).
For the second statement, let cω and c1 be as in Theorem 2.5. Let (ψl)l be a basis of RanPI(Hω,λ)
given by normalized eigenfunctions of the operator Hω,λ with corresponding eigenvalues (El)l. Let
N ≥ 1. Taking κ > 1− 2α and applying the lower bound in Theorem 2.5,
‖e 12 |X|κχ[0,N ]ψl‖2 =
∫ N
0
ψl(x)e
|x|κψl(x) dx ≥
N−1∑
n=0
en
κ
∫ n+1
n
|ψl(x)|2dx
≥ C
N−1∑
n=0
en
κ
cωe
−c1n1−2α ≥ c′ωe
1
2
Nκ ,
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for some C > 0 and some suitable random quantity c′ω > 0. Let ψ ∈ RanPI(Hω,λ) and write
ψ =
∑
l alψl with
∑
l |al|2 = 1. Then,∥∥∥e 12 |X|κe−itHω,λψ∥∥∥2 =∑
l,l′
alal′e
−it(El−El′ )〈ψl′ , e|X|κψl〉. (6.2)
A careful application of the dominated convergence theorem to exchange sums and integrals yields
lim
T→∞
1
T
∫ T
0
∥∥∥e 12 |X|κe−itHω,λψ∥∥∥2 dt =∑
l
|al|2
∥∥∥e 12 |X|κψl∥∥∥2 ≥ c′ωe 12Nκ . (6.3)
Hence, there exists an diverging (random) sequence (TN )N such that
1
TN
∫ TN
0
∥∥∥e 12 |X|κe−itHω,λψ∥∥∥2 dt ≥ c′ω
2
e
1
2
Nκ , (6.4)
for all N ≥ 1. From here, we can find a diverging (random) sequence (tN )N such that∥∥∥e 12 |X|κe−itNHω,λψ∥∥∥2 ≥ c′ω
4
e
1
2
Nκ , (6.5)
for all N ≥ 1. This finishes the proof. 
Appendix A. General estimates
We quote two lemmas from [31] that were used repeatedly in the proofs.
Lemma A.1 ( [31], Lemma A.1). For every q ∈ L1loc(R), every c < d and every solution of
−∆φ+ qφ = 0 on [c, d], we have
(|φ(c)|2 + |φ′(c)|2) exp(− ∫ d
c
|1 + q(x)| dx
)
≤ (|φ(d)|2 + |φ′(d)|2)
≤ (|φ(c)|2 + |φ′(c)|2) exp(∫ d
c
|1 + q(x)| dx
)
.
Lemma A.2 ( [31], Lemma A.2). For any positive numbers l and M , there exists C > 0 such that∫ c+l
c
|φ(t)|2dt ≥ C (|φ(c)|2 + |φ′(c)|2) , (A.1)
for all c ∈ R, all q ∈ L1loc(R) such that
∫ c+l
c |1 + q(x)| dx ≤M and every solution of −∆φ+ qφ = 0
on [c, c+ l].
Appendix B. The martingale decomposition
We briefly describe the martingale analysis of [36, Section 9] needed in Lemma 3.3. Note that
the analysis of [36] is almost sure. We only require a version in expectation.
Let I ⊂ R be a compact interval and, for E ∈ I, set k = √E. Letting θ¯n(y) = θ(n) + ky, it can be
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showed that
log
R(n)
R(m)
=
n−1∑
j=m
λωj
2kjα
∫ 1
0
u(y) sin
(
2θ¯j(y)
)
dy
−
n−1∑
j=m
λ2ω2j
4k2j2α
∫ 1
0
u(y)
(∫ y
0
u(t) dt
)
cos 2θ¯j(y)dy
+
n−1∑
j=m
λ2ω2j
8k2j2α
∣∣∣∣∫ 1
0
u(y)e2iky dy
∣∣∣∣2 cos(4(θ(j) − νk)) (B.1)
+
n−1∑
j=m
λ2ω2j
8k2j2α
∣∣∣∣∫ 1
0
u(y)e2iky dy
∣∣∣∣2 +Kω(m,n),
for some νk ∈ [0, 2pi) and where
|Kω(m,n)| = o
n−1∑
j=m
j−2α
 ,
uniformly in E ∈ I and ω (the bound is indeed deterministic). From (3.5), we can see that
{θ¯j(y) : y ≥ 0} and ωj are independent. Recalling that the ωj’s are centered and satisfy E[ω2j ] = 1,
we can integrate (B.2),
E
[
log
R(n)
R(m)
]
= − λ
2
4k2
E
n−1∑
j=m
1
j2α
∫ 1
0
u(y)
(∫ y
0
u(t) dt
)
cos 2θ¯j(y)dy

+
λ2
8k2
E
n−1∑
j=m
1
j2α
∣∣∣∣∫ 1
0
u(y)e2iky dy
∣∣∣∣2 cos(4(θ(j) − νk))

+
λ2
8k2
n−1∑
j=m
1
j2α
∣∣∣∣∫ 1
0
u(y)e2iky dy
∣∣∣∣2 + E [Eω(m,n)] .
The deterministic analysis of [36, Section 9] allows us to control the first two sums on the right-
hand-side to show that they are o
(∑n−1
j=m j
−2α
)
, uniformly in E ∈ I such that √E /∈ piZ. This
shows (3.7).
Appendix C. Pure point spectrum
Proposition C.1. Assume dynamical localization for Hω,λ holds in the sense of (2.5) in an energy
interval I ⊂ R. Then, the spectrum of Hω,λ is almost surely pure point in I.
Proof. This is a consequence of the RAGE Theorem [13]. Suppose that (2.5) holds in an energy
interval I and consider χR, the projector on the box [−R,R]. As χR converges strongly to the
identity, it is enough to show that, P-almost surely,
lim
R→∞
sup
t
∥∥(1− χR) e−itHω,λPI(Hω,λ)χm∥∥2 = 0, (C.1)
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for all integer m as this implies that the range of PI(Hω,λ) is almost surely included in the point
spectrum of Hω,λ. Now,∥∥(1− χR) e−itHω,λPI(Hω,λ)χm∥∥2 ≤ ∑
|n|>R
∣∣〈χn, e−itHω,λPI(Hω,λ)χm〉∣∣2
=
∑
|n|>R
∣∣〈PI(Hω,λ) eitHω,λχn, χm〉∣∣2
≤
∑
|n|>R
Qω(m,n; I)
2,
for all t ∈ R. By Fatou’s lemma,
E
[
lim
R→∞
sup
t
∥∥(1− χR) e−itHω,λPI(Hω,λ)χm∥∥2] ≤ E
lim inf
R→∞
∑
|n|>R
Qω,λ(m,n; I)
2

≤ lim inf
R→∞
E
 ∑
|n|>R
Qω,λ(m,n; I)
2
 = 0,
which shows that (C.1) holds P-almost surely for each m. This is, for each m, there exists Ωm ⊂ Ω
with P[Ωm] = 1 such that (C.1) holds for all ω ∈ Ωm. Finally, the set Ω˜ =
⋂
mΩm is such that
P[Ω˜] = 1 and such that (C.1) holds for all m simultaneously for all ω ∈ Ω˜. 
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