This paper proposes asymptotically unbiased estimators of autocovariances and autocorrelations for panel data with both individual and time effects. We show that the conventional autocovariance estimators suffer from the bias caused by the elimination of individual and time effects. The bias related to individual effects is proportional to the long-run variance, and that related to time effects is proportional to the value of the estimated autocovariance.
Introduction
It is important to understand the dynamics of an economic variable using panel data. However, observations in a panel data set are often contaminated by heterogeneity across individuals and/or economy-wide macro shocks. For example, individuals who received high incomes in previous years may receive a high income in this year too. We want to know whether this serial correlation in income arises because those people who have high incomes are productive workers so that they tend to receive high incomes throughout their life, or it arises because of a temporal dependence in the income process. Moreover, we need to consider the effect of economy-wide macro shocks because serial correlation in income may simply reflect a persistency in macro productivity shock so that it does not reflect a persistency in the individual income process itself. Unfortunately, it is not a trivial task to extract the part of the dynamics that interests us, and is relevant to economic analysis, from heterogeneity across individuals or economy-wide macro shocks. This feature of panel data often invalidates a simple application of tools in time-series analysis to panel data settings.
When we study the dynamics of an economic variable using time-series data, we typically examine autocovariances and autocorrelations as a first step. However, the above-mentioned problem makes it difficult to do so although some textbooks (e.g., Cameron and Trivedi (2005, chapter 21 .3)) recommend such an analysis. A typical way to analyze the dynamics of an economic variable using panel data is to model the dynamics using ARMA models and estimate the model parameters. There are many articles on how to estimate and make statistical inferences on those model parameters, such as Anderson and Hsiao (1981) , Arellano and Bond (1991) , Holtz-Eakin, Newey and Rosen (1988) , Hahn and Kuersteiner (2002) , Hahn and Moon (2006) and Lee (2008) for AR models and Baltagi and Li (1994) for MA models. However, it is also useful to look at statistics, such as autocovariance and autocorrelation, that describe the dynamic nature of an economic variable without assuming some specific models, even if we want to do a model-based inference in the end. This paper develops methods to estimate the autocovariances and autocorrelations of an economic variable using panel data. In particular, we consider situations in which there are both individual and time effects and we would like to estimate the autocovariances (and autocorrelations) of an economic variable separately from those effects. Individual effects capture heterogeneity across individuals in the means of the distribution of the economic variable. On the other hand, time effects affect the variable in a way common to all the individuals but they evolve over time. For example, some economy-wide macro shocks are described by time effects. Okui (2010) considers the estimation of autocovariances for panel data with only individual ef-fects. This paper extends the work of Okui (2010) to the situation with time effects, in addition to individual effects.
We first derive the asymptotic behavior of the conventional autocovariance estimator. The conventional estimator is the sample autocovariances of the variable transformed by subtracting the within-group and the between-group mean in order to eliminate individual and time effects.
The asymptotic approximation is given using double asymptotics under which both the crosssectional sample size and the length of the time series tend to infinity. We show that the conventional autocovariance estimator is consistent and asymptotically normal, but that the asymptotic distribution is not centered around zero, i.e., the estimator is asymptotically biased.
The source of the bias is the elimination of individual and time effects. The elimination of individual effects creates a bias that is proportional to the long-run variance of an individual dynamics and is important when T is relatively small compared with N . However, when T is large compared with N , the bias caused by the elimination of time effects, which is proportional to the value of the autocovariance, becomes important.
We also study the asymptotic behavior of the conventional autocorrelation estimator. The autocorrelation estimator is also biased because of individual effects. However, unlike the case of the autocovariance estimators, the elimination of time effects does not cause bias for the autocorrelation estimators. The autocorrelation estimators are therefore asymptotically unbiased when T is relatively large.
We then propose methods to alleviate the bias. Our approach is analytical bias correction.
We estimate the bias and construct a bias-corrected estimator. The bias caused by the elimination of individual effects is proportional to the long-run variance of the individual dynamics.
There has been numerous procedures proposed for the estimation of long-run variances in the time-series literature. We extend the kernel long-run variance estimators to panel data settings.
We also derive the mean squared error (MSE) of the proposed long-run variance estimator. Contrary to the result obtained in the time-series literature, such as Andrews (1991) , the MSE is affected by the biases caused by the elimination of individual and time effects. Because of these biases, the form of the bandwidth that minimizes the MSE is also different from that observed in the time-series literature when N is relatively large.
We may iterate the bias correction such that we reestimate the long-run variance using the bias-corrected estimators of the autocovariances and then correct the bias based on the reestimated long-run variance. The iteration may be repeated many times. We theoretically show that the iterations can eliminate several important biases. However, in practice, it is important to examine whether the iterations converge. We develop autocovariance estimators that may be considered as a limit of iterations and that avoid the problem of convergence.
Monte Carlo simulations are conducted to see the adequacy of the asymptotic approximation of the bias and the performances of the proposed bias-correction methods. The results show that the bias of the conventional autocovariance estimators can be approximated well, but the bias of the conventional autocorrelation estimator may be hard to be approximated when there is a high persistency. The proposed bias-correction methods can eliminate the bias when the variance has a moderate to low serial correlation. Moreover, iterating bias correction can reduce the bias more effectively if we avoid the problem of convergence when we use the quadratic spectral kernel. We also find that the proposed bias correction does not inflate the variance of the estimators much.
There are several articles that are closely related to this paper. Okui (2010) considers estimation of autocovariances when there are individual effects but not time effects. Therefore, the findings obtained in this paper that are related to time effects are new. For example, the formula of the bias caused by the elimination of time effects is new.
A question examined in the literature is whether the elimination of time effects creates a bias. Our findings are that it does not yield a bias in the conventional autocorrelation estimators, but it does bias the conventional autocovariance estimators. Hahn and Moon (2006) examine the bias of the fixed-effects estimator in a panel autoregressive model with both individual and time effects. They find that the elimination of time effects does not yield an additional bias in the fixed-effects estimator. We note that Hahn and Moon (2006) consider only firstorder autoregressive models, while this paper does not specify a particular model to describe the dynamic of an economic variable. Lee and Yu (2009) consider the estimation of a spatial dynamic panel-data model with individual and time effects. They find that the elimination of time effects causes a bias in the spatial model in general, but they also propose an alternative way to eliminate time effects so that the estimator does not suffer from the bias related to the time effects.
The remainder of this paper is organized as follows. The next section presents the settings and derives the asymptotic properties of the conventional autocovariance and autocorrelation estimators. Section 3 discusses bias correction and also the estimation of the long-run variance.
Section 4 considers the estimation of the autocovariance structure of the error term in fixed effects regression models. Section 5 reports the results of Monte Carlo simulations. We propose tests for serial correlation based on the proposed autocorrelation estimators in Section 6. Section 7 concludes. All mathematical proofs are included in the Appendix.
Throughout the paper, we use the following notation. For a sequence of random variables a it ,
Settings and main problems
We consider the situation in which the observed variable can be described as a sum of an idiosyncratic component, individual effects and time effects. Let {{y it } T t=1 } N i=1 be the panel data we observe and assume that y it has the following structure:
where η i is the individual effect that is constant over time, λ t is the time effect that is shared by all the individuals at time period t and w it is stationary over time but independent and identically distributed (i.i.d.) across individuals. We assume that E(w it ) = 0 without loss of generality.
Autocovariances
We are interested in the covariance structure of w it . Let γ k = E(w it w i,t−k ) be the k-th-order autocovariance of w it . To estimate γ k , we transform y it in order to eliminate the individual and time effects. Let:ỹ it = y it −ȳ i −ȳ t +ȳ.
this transformation eliminates λ t and η i from y it . Therefore, we do not require any assumption on the stochastic nature of λ t and η i in order to analyze the properties of any statistic based oñ y it . For example, λ t can be stationary or a unit root process.
A natural (but maybe naive) estimator of γ k may be the sample autocovariance ofỹ it :
We investigate the asymptotic properties ofγ k . To show them, we impose the following assumptions. They are the assumptions imposed in Okui (2010) . 
w it is strictly stationary within individuals and
The next theorem shows the probability limit and the asymptotic distribution of the estimator. 
Moreover, as N → ∞ and T → ∞ with N/T 3 → 0, it holds that, for any k:
where
and
The autocovariance estimator is consistent and asymptotically normal. However, the theorem shows that the estimator suffers from two kinds of bias. The first bias, V T /T , is caused by the elimination of individual effects. We note that V T → V as T → ∞ where V = ∑ ∞ j=−∞ γ j is the long-run variance of w it . On the other hand, the second bias term, γ k /N , is a result of the elimination of time effects. When T is small relative to N , the first bias (V T /T ) is relevant while the second bias (γ k /N ) is relevant when T is relatively large. We note that the magnitude of the first bias does not depend on the order of autocovariance. The magnitude of the second bias, however, varies with the autocovariance. In particular, the second bias tends to be small when we estimate a higher-order autocovariance because of the short-memory assumption. Another comment is that the first bias is always a downward bias because V T > 0, while the sign of the second bias depends on the data-generating process. On the other hand, the second bias tends to make the estimator close to zero. Remark 1. The condition N/T 3 → 0 is required to ignore the bias term of order 1/T 2 . This bias term is also from the elimination of individual effects. This condition can be relaxed if the bias term of order 1/T 2 is taken into account. However, it makes the expression of the asymptotic bias complicated and we shall keep the condition N/T 3 → 0.
Remark 2. Theorem 1 presents the asymptotic distribution ofγ k for each k. It is easy to find the joint asymptotic distribution ofγ k andγ j for k ̸ = j, becauseγ k has an asymptotic linear form:
Note that the asymptotic covariance betweenγ k andγ j is:
Autocorrelations
Autocorrelations are also important quantities to understand the dynamic nature of economic variables. Let ρ k be the k-th-order autocorrelation so that 
As N → ∞ and T → ∞ with N/T 3 → 0 and T /N 3 → 0, it holds that, for any k:
The theorem shows that the autocorrelation estimatorρ k is consistent and asymptotically normal. However, as in the case of autocovariances, the estimator is biased. The bias term,
, is a result of the elimination of individual effects. An important observation is that there is no bias term that is related to time effects. This result implies that the estimator is asymptotically unbiased when T is larger than N . However, note that the theorem requires T /N 3 → 0. This condition is needed to ignore higher-order terms that are present because of the elimination of time effects. Therefore, eliminating time effects affects the asymptotic behavior of the autocorrelation estimator, but it does not affect the formula of the bias. This result can be understood in the following way. The bias caused by the elimination of time effects is proportional to the estimated autocovariance. In fact, the formula implies that the elimination of time effects makes conventional estimates of autocovariances (1 − 1/N ) times, on average, smaller than the true values. The autocorrelation does not suffer from the bias caused by time effects because both its denominator and numerator are, on average, (1 − 1/N ) times smaller, but this does not affect the value of the autocorrelation estimator itself.
A similar argument also implies that when we estimate quantities that can be written as a ratio of autocovariances using the conventional autocovariance estimators, there is no bias from the elimination of time effects. For example, when we estimate a partial autocorrelation usinĝ γ k s, the elimination of time effects does not bias the estimator. Remark 4. The asymptotic approximation indicates that the bias is large when the long-run variance is large and that it is small when ρ k is close to 1. Hahn and Moon (2006) observe that the bias of the fixed-effect estimator of a panel AR(1) model is large when the process is close to the unit root process. Let δ be the AR(1) parameter in a panel AR(1) model. The fact that δ is close to 1 has two implications. One is that the long-run variance is large and the other is that ρ 1 is close to 1. The first implication implies that the bias is large when δ is close to 1 but the second implies a small bias. In the panel AR(1) model, the first effect dominates the second, and we obtain the result of Hahn and Moon (2006) .
Bias correction
This section considers methods to alleviate the biases ofγ k andρ k . LetV T be an estimator of V T . We discuss how to estimate V T in the next subsection. We consider two bias-corrected estimators of γ k . The first estimator is:
In this estimator, we correct both the bias from eliminating individual effects and that from eliminating time effects jointly. The second estimator is:
This estimator may be understood as the outcome of the following two steps for bias correction.
The bias of the statisticsγ k −γ k /N is V T /T . We correct this bias by using an estimate of V T .
We then obtain a bias-corrected estimator of γ k by multiplying N/(N − 1). The advantage of this estimator is that the autocorrelation estimator based on this estimator is equivalent to the autocorrelation estimator based on the autocovariance estimator that ignores the bias caused by the elimination of time effects.
The following theorem says that the estimatorγ k is asymptotically unbiased. Let r N,T be the inverse of the rate of convergence ofV T so thatV 
This theorem demonstrates that asymptotically unbiased estimation of autocovariances is possible if a consistent estimator of the long-run variance of w it is available. We note that the asymptotic variance of these bias-corrected estimators is the same as that ofγ k . Thus, in this case, the bias correction does not affect the asymptotic variance. 
) .
Estimating the long-run variance
This subsection considers the estimation of the long-run variance of w it . As is known in the time-series literature, while the long-run variance is the sum of the autocovariances, simply summing sample autocovariances does not yield a consistent estimator. We must weigh the effect of the higher-order autocovariances downward in order to obtain a consistent estimator for the long-run variance. Following Parzen (1957) and Andrews (1991) , we consider the kernel
where k(·) is a kernel function and the scalar, S, is the bandwidth chosen by the researcher. We assume that the kernel function belongs to the class K 1 :
is continuous almost everywhere and at 0 } .
An example of a kernel that belongs to K 1 is the quadratic spectrum (QS) kernel:
Andrews (1991) demonstrates several attractive properties of the QS kernel function. Note that V T is always nonnegative with the QS kernel, which also means thatγ 0 andγ 0 are nonnegative with the QS kernel. Later, we also consider the truncated kernel:
We also assume that the kernel function satisfies
The following theorem shows the consistency ofṼ T and gives the MSE ofṼ T . The MSE formula given in the theorem also serves as the device used to choose the bandwidth parameter.
Theorem 4. Suppose that Assumptions 1 and 2 are satisfied. Assume that
Then:
On the other hand, suppose that N q+1 /T q → ∞ and S q+1 /T → τ , where 0 < τ < ∞, for some 0 < q < ∞, for which k q and |V (q) | are finite. Then:
The value of q in the theorem represents the smoothness of the kernel function at the origin.
A large value of q for which k q is finite indicates that the kernel function is smooth at zero. For example, the QS kernel has q = 2. We note that the theorem excludes the truncated kernel because k q = 0 for the truncated kernel.
The asymptotic MSE is determined by three bias terms and a variance term. The first bias term, which is proportional to k q V (q) and is of order S −2q , comes from the fact that we use a kernel function. This bias is called truncation bias. The second bias term, which is proportional to V ∫ k(x)dx and is of order S 2 /T 2 , stems from the result that eachγ k is biased because of the elimination of individual effects. The elimination of time effects causes a bias that is proportional to V T and is of order 1/N 2 . The variance term is of order S/(N T ).
When T is sufficiently large relative to N (i.e., N q+1 /T q → 0), the MSE is substantially affected by the bias term related to the time effects. Once we eliminate the effect of this bias, the MSE formula becomes a formula similar to that presented by Andrews (1991) . We present the MSE in this way because the term of order 1/N 2 does not depend on the bandwidth and is irrelevant to the choice of bandwidth, which is one of the purposes of deriving the MSE.
On the other hand, when T is not very large compared with N (i.e., N q+1 /T q → ∞), the bias term caused by the elimination of individual effects becomes more important than the third bias term and the variance term. When N is large, time effects are precisely estimated and the variance ofṼ T is small because it is a cross-sectional average of individual long-run variance estimates. Thus, the leading term in the MSE is the square of the leading terms of the biases.
This phenomenon happens when N is proportional to T and is relevant in practice.
Choosing the bandwidth parameter
We choose the bandwidth parameter by minimizing the MSE ofṼ T . Let ξ = V (q) /V . Then, the value of the bandwidth parameter that minimizes the MSE is:
We need to obtain an estimate of ξ. We follow the strategy proposed by Andrews (1991): we estimate ξ based on the formula that is valid when w it follows an AR(1) process. Okui (2010) also follows this strategy in the estimation of the long-run variance using panel data without time effects. When w it follows the AR(1) process with coefficient δ, then the parameter ξ can be written as:
There are many ways to estimate the parameter δ. Here, we consider the estimator of Hahn and Moon (2006) . Let:
The Hahn and Moon (2006) estimator is:
Then, we estimate ξ byξ = 2δ/{(1 −δ) 2 }. We use the following estimated bandwidth:
We note that the bandwidth has an appropriate rate in large samples. The estimatorδ is bounded in probability, which implies that the estimation ofδ (andξ) does not affect the rate of the bandwidth. We see that C 1 (T N ) 1/(2q+1) < C 2 (T ) 1/(q+1) for T and N sufficiently large for any constants C 1 and C 2 if N q+1 /T q → 0 and the opposite result holds if N q+1 /T q → ∞.
In the simulations, we use the QS kernel function, for which we have q = 2, k q ≈ 1.4212, ∫ k(x)dx ≈ 1.2930 and ∫ k 2 (x)dx = 1. The bandwidth is:
Iterative procedures
We consider iterating the bias correction. We reestimate the long-run variance based on the bias-corrected estimator of γ k s, and we correct the bias using this revised estimate of the longrun variance. We may repeat this iteration many times. Letγ(∞) = (γ 0 (∞), . . . ,γ T −1 (∞)) ′ be the limit of this iteration. To describe the formula ofγ(∞), we letγ = (γ 0 , . . . ,γ T −1 ) ′ , I T be the T × T identity matrix and ι T be the T × 1 vector of ones. Let:
First, we consider the iteration based on the estimation procedure in (1). Letγ(m) andṼ (m) be the estimators of γ = (γ 0 , . . . , γ k ) ′ and V , respectively, in the m-th iteration. We then have:
Note thatγ(0) =γ. Assuming that the iteration converges, we write:
The long-run variance estimator obtained as the limit of the iteration is:
We note that in order forγ(∞) orṼ T (∞) to be the limit of the iteration,
} must be satisfied. However, this condition does not necessarily hold. In particular, when S is close to T and N is small, this condition is likely to be violated. This concern implies that the performance ofṼ T (∞) may be unstable.
In order to avoid this convergence problem, we consider an alternative way to iterate the bias correction using the idea similar to that behind the estimation procedure in (2). We first iterate the bias correction for the bias caused by the elimination of individual effects. After that, we multiply N/(N − 1) to correct the bias caused by the elimination of time effects. Letγ(∞) be the vector of the autocovariance estimators obtained by this procedure. Then, we have:
The corresponding long-run variance estimator is:
We note thatγ(∞) orV T (∞) is always the limit of the iteration because the condition for
which is always satisfied. The following theorem presents the MSE ofṼ
are based on the bias-corrected autocovariance estimators, the bias caused by the elimination of individual and time effects would be small. As a result, we have the usual bias-variance trade-off as observed in Andrews (1991) . Note that the iterations do not alter the asymptotic distribution ofγs, while the rate conditions for N and T would be affected.
Theorem 5. Suppose that Assumptions 1 and 2 are satisfied. Assume that k(·)
As before, we use the MSE formula as the device to choose the bandwidth parameter. The bandwidth parameter that minimizes the MSE formula is:
For the QS kernel function, the bandwidth parameter may be chosen to be:
The truncated kernel
In this subsection, we discuss the bandwidth choice rule for the truncated kernel. (1) and (2). That is, we have:
. The truncated kernel has not been commonly used in long-run variance estimation because it does not guarantee the positive definiteness of the estimator. However, as pointed out by Hahn and Kuersteiner (2007) , ensuring the positive definiteness may not be important if the purpose of estimating the long-run variance is the bias correction. Given that the truncated kernel provides a good estimate when w it is an M-dependent process, it is worthwhile to consider the truncated kernel in our context.
The bandwidth choice rules in the previous subsections are not useful for the truncated kernel. We note that k q = 0 for any finite q for the truncated kernel because it is flat around the origin. Therefore, the bias term of order S −q disappears from the MSE formula and the bandwidth choice rule presented above recommends that the bandwidth be as small as possible, which obviously does not work in practice.
This observation implies that we need alternative MSE formulas. The following theorem presents the leading terms of the MSEs of the long-run variance estimators with the truncated kernel. The proof is in the Appendix.
Theorem 6. Suppose that Assumptions 1 and 2 are satisfied. Suppose also that S → ∞ and
We also haveṼ trun
The theorem does not explicitly give the rate of convergence of the estimators because it is difficult to evaluate the order of the term ∑ ∞ j=S+1 γ j . We choose the bandwidth using the MSE formulas. As before, we estimate the approximate MSEs based on the formula that is valid when w it follows the panel AR(1) process. Let δ be the AR(1) coefficient andδ be the Hahn and Moon (2006) estimator. In the AR(1) model, we have
. Thus, the bandwidth choice rule forṼ trun T is:
and that forṼ trun
These bandwidth choice rules are similar to that considered by Hahn and Kuersteiner (2007) .
In particular, ∑ ∞ j=S+1 γ j is difficult to estimate in panel data settings and the idea of using an AR(1) model to approximate this term is proposed by Hahn and Kuersteiner (2007) .
Fixed effects regression models
We may also be interested in the autocovariance structure of error terms in panel regression models. Suppose that we estimate the following model:
where x it is the vector of regressors and β is the vector of parameters. Letβ be an estimator of β. Our objective is to estimate the autocovariance structure of w it . Let
be the residuals from this estimation. Letγ * k be the (naive) estimator of the k-th order autocovariance of w it computed using the residuals:
We examine how the estimation error inβ affectsγ * k . We also consider the long-run variance estimation with the residuals. LetṼ * T be a long-run variance estimator based onŷ it s so that
The following assumption is made to study the asymptotic properties ofγ * j andṼ * T .
Assumption 3. 
Let v at be the a-th element of the vector
Assumption 3.1 states thatβ is √ N T -consistent. For example, the fixed-effects estimator satisfies this assumption when the regressors are strictly exogenous. Assumption 3.2 allows the individual effect, η i , and the time effects, λ t , to enter the regressor, x it , in an additive fashion.
Assumption 3.3 states that the serial correlation in the error term and the regressor vanishes sufficiently fast as the time difference increases. Assumption 3.4 is a technical assumption and it restricts the magnitude of fourth-order moments.
Letγ k andṼ T denote the k-th within-group autocovariance and the long-run variance estimator, respectively, where we ignore the estimation of β, as considered in previous sections.
Theorem 7.
Suppose that Assumption 3 is satisfied.
As N → ∞ and T → ∞, we have:
The proof is included in the Appendix. When the regressors are strictly exogenous such
= 0 for any t 1 and t 2 , the theorem implies that all the asymptotic results forγ k presented in previous sections hold forγ * k . However, when the regressors are not strictly exogenous, the asymptotic distributions ofγ * k andγ k are different and the estimation error ofβ affects the asymptotic behavior ofγ * k . This observation is well known in the time series literature (see, e.g., Hayashi (2000, pp. 144-146) ). On the other hand, the estimation error inβ does not affect the asymptotic behavior ofṼ * T because the rate of convergence ofṼ T is slower than 1/ √ N T in general. This implies that we can apply the bias correction developed forγ k s toγ * k s without any modification.
Monte Carlo experiment
This section reports the results of Monte Carlo simulations. The simulations are conducted on Ox 5.10 (Doornik (2007)) for Linux. The main purposes of these simulations are to examine the quality of the theoretical approximation of the bias and the performances of the bias-corrected estimators.
Design
The data-generating process used in the experiments is the following:
, and w it follows an AR(1) process:
and ϵ it ∼ i.i.d.N (0, σ 2 ). The initial observations are generated from the stationary distribution.
Specifically, we generate (
We set the value of σ 2 such that γ 0 = 1 (i.e., σ 2 = 1 − α 2 ). Note that the specification of η i and λ t does not affect the results at all because η i and λ are eliminated in the estimation of autocovariances and autocorrelations. The value of σ 2 only affects the scale of the estimator and does not have any essential effect on the Monte Carlo results. Each experiment is characterized by the vector of (N, T, α). We set N = 10, 25; T = 10, 25 and α = 0, 0.5, 0.9. We consider several different procedures to estimate the autocovariances. The first procedure considered is the conventional autocovariance estimator (i.e.,γ k ; we call these "AC"). The other procedures are bias-corrected estimators. The QS kernel and the truncated kernel are used in the bias correction. For each kernel, we consider four different procedures: two one-time bias-corrected autocovariances (i.e.,γ k andγ k ; we call these "B1" and "B2") and the autocovariance estimators obtained as the limit of iterations (i.e.,γ k (∞) andγ k (∞); we call these "IB1" and "IB2"). The bandwidth parameters for the QS kernel are chosen using formula (3) for "B1" and "B2" and formula (4) for "IB1" and "IB2". Similarly, the bandwidth parameters for the truncated kernel are chosen using formula (5) for "B1" and "B2" and formula (6) for "IB1" and "IB2". We also present the results of the autocorrelation estimators based on these autocovariance estimators.
The number of replications is 5000.
Results
[ Tables 1-4 about here] Tables 1-4 summarize the results of the experiments. First, we examine the quality of the asymptotic approximation of the bias. For the autocovariance estimators, the approximation is remarkably close. When N = 10, the approximating bias is slightly larger than the true bias, but they are very similar. When N = 25, the approximate bias is almost identical to the true bias. These results indicate that double asymptotics is useful in approximating the bias of the autocovariance estimator. However, the results are mixed for the autocorrelation estimators.
When the variable is serially uncorrelated (α = 0), the approximated bias is very similar to the true bias. On the other hand, the true bias is markedly larger than the approximate bias when α = 0.9. This suggests that the Delta method works when the variable is serially uncorrelated, but its performance may deteriorate when the variable is highly persistent. Thus, the bias tends to be large compared with the standard deviation so that bias correction is important in order to improve the performance of the conventional autocovariance and autocorrelation estimators.
Next, we examine the performances of the one-time bias-corrected estimators (B1 and B2).
We see that the bias correction works particularly well when the persistency of the variable is not high. Bias correction inflates the standard deviation of the estimator only slightly. However, they do not completely eliminate the bias when α is high. For both the QS and truncated kernels, B2
outperforms B1 because the bias of B2 is smaller than that of B1 while their standard deviations are similar. The truncated kernels provide more effective bias correction than the QS kernel.
We now examine the performance of the estimators obtained after many more iterations (IB1 and IB2). There are cases in which the standard deviation of IB1 is very high. This result indicates that the condition for IB1 to be the limit of the iteration is often violated and the iterations may not converge. On the other hand, IB2 does not have this problem and its standard deviation does not get very large. Compared with B1 and B2, the bias of IB2 is small when we use the QS kernel. However, when we use the truncated kernel, the bias of IB2 is similar to those of B1 and B2. The standard deviation of IB2 is slightly larger than those of B1 and B2 (and IB2 with the QS kernel). Given that IB2 eliminates bias more effectively, the disadvantage in terms of its standard deviation may not be crucial.
We now summarize the findings from the Monte Carlo experiments. Our approximation of the bias works well, in general. However, the bias of the conventional autocorrelation estimator is hard to approximate when the variable is highly persistent. Our bias correction can effectively reduce the bias without inflating the standard deviation much. Iterating bias correction further reduces the bias if we use the QS kernel and avoid the problem of nonconvergence of the iterations. We recommend applied researchers use the proposed bias correction when they are interested in the autocovariance or autocorrelation structure of a variable of interest. In particular, we recommend using the IB2 procedure with the QS kernel.
Testing serial correlation
The simulation results presented in the previous section show that when there is little persistency, the approximation to the bias and the bias correction work particularly well. This observation indicates that our results may be useful to construct a test for the null hypothesis of no serial correlation in w it . This section proposes two tests for serial correlation.
Test statistics
The null hypothesis is that there is no serial correlation in w it :
We propose tests that are similar to the portmanteau test of Pierce (1970) and Ljung and Box (1978) and are based on a weighted sum of the squares of autocorrelation estimators. A similar test is proposed by Okui (2009) The first test is based on the idea that the bias correction does not require the estimation of long-run variance under the null hypothesis of no serial correlation. When there is no serial correlation, the long-run variance is equal to the variance. This observation suggests that we should correct the bias ofρ k by adding the estimated variance. We then obtain a k-th-order autocorrelation estimator that is unbiased under the null hypothesis. That is, the bias-corrected
The test "Q1" is based on the test statistics:
where p is the maximum order of autocorrelation to be tested. The motivation of using the weight (N T 2 + 2T )/(T − k) is similar to the idea of Ljung and Box (1978) and is to make the mean of the test statistics close to that of its asymptotic distribution under the null hypothesis (which is χ 2 p as shown below). It can be shown that the mean of the test statistic with this weight is p when w it is a Gaussian white noise error if the estimation error of η i and λ t can be ignored. See the appendix of Okui (2009) for more detail.
Another test is based on the bias-corrected autocorrelation estimators proposed in this paper.
In particular, we consider the autocorrelation estimator constructed byγ k (∞) with the QS kernel because it works well in the Monte Carlo simulation presented in the previous section.
The test "Q2" is based on the test statistics:
A possible advantage of "Q2" over "Q1" is that it would be easy to interpret the results when we reject the null hypothesis becauseρ k (∞) estimates ρ k unbiasedly, while (Tρ k + 1)/(T + 1) is biased when the null hypothesis is false.
We show that both Q 1 and Q 2 are asymptotically distributed as χ 2 p so that the testing procedure is to reject the null hypothesis with nominal size α if Q j > χ 2 p,1−α for j = 1 or 2 where χ 2 p,1−α is the 1 − α quantile of the χ 2 p distribution. We make the following assumption.
Assumption 4. with N/T 3 → 0 and T /N 3 → 0:
The proof is omitted because it is a simple application of Theorem 2 and Corollary 1.
Monte Carlo simulations
In order to examine the finite-sample performances of the proposed tests, we run Monte Carlo simulations. The simulations are conducted with Ox 5.1 (Doornik (2007)) for Linux. The datagenerating process used in this experiment is the same as that in Section 4.1. We set N = 50, 100
and T = 10, 25. Two values of α are considered. α = 0 corresponds to the null hypothesis and α = 0.1 corresponds to an alternative hypothesis. We examine six tests for serial correlation.
Four of them are the tests proposed in this paper and two are existing tests. We consider the tests "Q1" and "Q2" with p = 3 and p = 7. We also examine the performance of the test of Inoue and Solon (2006) , which is an LM test of serial correlation and is a portmanteau test.
We consider a modified version of the Inoue and Solon test so that it tests up to the p-th-order
autocorrelation where p = 3 or 7 and the stationarity of w it is imposed (the original Inoue and Solon test allows the autocorrelations to be time varying). We make this modification in order to improve the power properties of the test. We call this test "ISS." The nominal sizes of the tests are 5%.
[ Tables 5 and 6 about here] Table 5 presents the sizes of the tests and Table 6 presents the size-adjusted powers. We note that, for the results in Table 5 , the critical values are computed using the χ 2 p distribution, but for the results in Table 6 , the critical values are set so that the empirical sizes are equal to 5%. We see that the sizes of Q1 and Q2 are reasonable although ISS tends to have a better size property than those tests. For Q1, the size is better when p = 3, but for Q2, the size is better when p = 7. The sizes of both Q1 and Q2 become better as the length of the time series increases. Next, we examine the powers of the tests. The results show that Q2 is the most powerful test except when N = 100 and T = 10. Q1 has a better power property than ISS except when N = 100 and T = 10. These results show that our testing procedures are powerful.
For all tests, the power is larger when p = 3 than when p = 7.
To sum up, the simulation results show that our new tests of serial correlation have reasonable size properties and have good power. In particular, we recommend the test Q2.
Conclusion
This paper considers the estimation of autocovariances and autocorrelations. We first show that the conventional estimators suffer from the bias caused by the elimination of individual and time effects. An important result is that the elimination of time effects does not affect the bias of the autocorrelation estimators. We then propose bias-corrected estimators by estimating the bias analytically. In order to estimate the bias, we develop methods to estimate the long-run variance in panel data settings with individual and time effects. The bias correction may be iterated. The simulation results show that our bias approximation works well, particularly when the persistency of the variable is not large. The estimator that works best in the simulations is the one obtained after numerous iterations of the bias correction with avoiding the problem of convergence that is based on the QS kernel. As an application of the proposed autocorrelation estimators, we develop tests for serial correction. The simulation results show that the tests have reasonable size properties and have better power properties than the existing tests in many situations.
There are several remaining issues that should be investigated in the future. This paper considers the bias problem. However, the efficiency of autocovariance and autocorrelation estimators is also an important issue. In time-series analysis (i.e., when N = 1), the conventional autocovariance estimators up to p-th order are efficient when the process follows a Gaussian AR(p) model (see, e.g., Porat (1987) , Kakizawa and Taniguchi (1994) and Kakizawa (1999) ).
Because the formula of the asymptotic variance of our estimator (Σ kk ) is similar to that of the conventional autocovariance estimator for time-series data, we may expect that Σ kk is the smallest possible when w it follows a Gaussian AR(p) model and k < p. Such a conjecture may be proved by following the steps used for the efficiency result in Hahn and Kuersteiner (2002) .
Another important issue is about the case in which y it is defined as the error term of some regression problem and is not directly observed. This problem is discussed in Okui (2010) for cases without time effects. Okui (2010) shows that the estimation of the regression model does not affect the asymptotic behavior of the autocovariance estimator when the model is linear and the regressors are strictly exogenous. However, it also shows that the asymptotic distribution of the autocovariance estimator is affected when the regressors are not strictly exogenous (e.g., predetermined). Extending this result to the setting of the current discussion should be feasible.
A Proofs
This appendix provides proofs of the theorems presented in the paper.
A.1 Proof of Theorem 1
Proof. We have the following decomposition ofγ k :
The first term in the decomposition is the autocovariance estimator analyzed in Okui (2010) . Theorem 1 of Okui (2010) shows that:
under Assumption 1. Theorem 2 of Okui (2010) gives:
under Assumptions 1 and 2. The second term in the decomposition is rewritten as:
. Therefore, Lemma 3 implies that:
To sum up, we have:γ
A.2 Proof of Theorem 2
Proof. First, we observe that:
, from the proof of Theorem 1, we have:
when N/T 3 → 0 and T /N 3 → 0.
A.3 Proof of Theorem 3
Proof. We have:
The desired result follows from Theorem 1, r N,T √ N/T → 0 and T /N 3 → 0. Similarly, we have:
The desired result follows from Theorem 1.
A.4 Proof of Theorem 4
Proof. We have the following decomposition:
Let:
The term A 1 is the long-run variance estimator considered in Okui (2010) . The proof of Theorem 4 of Okui (2010) shows that E(A 1 − V T ) → 0 if S → ∞ and S/T → 0 and that:
It also shows that:
Next, we consider the second term in the decomposition. Let:
The term A 2 is further decomposed into:
Lemma 3 shows that:
The variance of this term is:
The formulas of these covariances are available in Lemma 3. It follows, by tedious algebra, that:
Lemma 1 implies that:
By Lemmas 1 and 2, we have:w
The discussion above shows that A 2 may affect the MSE only through the bias term in (7), which is order 1/N (so that the order is 1/N 2 in the MSE). In summary, the MSE ofṼ T is determined by three bias terms of order S −q , S/T and 1/N , respectively, and a variance term of order S/(N T ). We see that when N q+1 /T q → 0 and S 2q+1 /(N T ) → τ , where 0 < τ < ∞, the MSE is:
We note that the bias term of order S/T does not appear in the MSE formula because:
On the other hand, when N q+1 /T q → 0 and S q+1 /T → τ , where 0 < τ < ∞, the MSE is:
The bias of terms of order 1/N and the variance term does not appear in the MSE formula because:
A.5 Proof of Theorem 5
Proof. In this proof, we use the notation defined in the proof of Theorem 4. First, note the asymptotic variance ofṼ T (∞) is the same as that ofṼ T because:
. Therefore, we have:
Next, we consider the bias ofṼ T (∞). The proof of Theorem 4 indicates that:
Therefore, it follows that:
Now, we have:
The MSE formula in the theorem follows from this result. We note that, when S = O((N T ) 1 2q+1 ), the square of the bias and the variance are of the same order and
→ 0, which is automatically satisfied. We now examine the MSE ofV T (∞). We see that the variance ofV T (∞) is the same as that ofṼ T because:
We then consider the bias ofV T . The formula of E(Ṽ T ) given in (8) implies that:
We observe that:
It follows that:
Therefore, when (S
2 /T 2 )/S −q = S q+2 /T 2 → 0 and {S/(N T )}/S q = S q+1 /(N T ) → 0, we have: S q E {V T (∞) − V T } → −k q V (q) .
A.6 Proof of Theorem 6
w)(w t−k −w).
The term A 1 is the long-run variance estimator with the truncated kernel considered in Okui (2010) . The proof of Theorem 6 of Okui (2010) shows that E(A 1 − V T ) → 0 if S → ∞ and S/T → 0 and that:
by Lemma 3. Lemma 1 implies that:
By Lemmas 1 and 2, we have:
The discussion above shows that A 2 may affect the MSE only through the bias term in (9), which is order 1/N (so that the order of the MSE is 1/N 2 ). In summary, we have that:
Next, we considerṼ
we have:
The above argument shows that:
This result implies that:
Therefore, we have:
By combining the result for the bias and the variance, we obtain the MSE formula given in the theorem. Next, we consider the MSE ofV trun T
(∞). As forṼ trun T
(∞), we have:
We also have that:
The MSE formula in the theorem is obtained by combining the results of the bias and the variance.
A.7 Proof of Theorem 7
Proof. Part 1). We observe that
Therefore, we havê
First, we consider the term
. Then, we have that
We see that
Let u ait be the a-th element of u it . Then, we have that
by Assumption 3.3-4. It therefore follows that
By Assumption 3.3, this expectation is
By a similar argument applied to the variance of
Similarly we can show that the other 14 terms (
Summing up, we have that
Similarly, we have
Part 2).
We have the following decomposition:
We will show that
We use Theorem 1 of Andrews (1991) to show that V wx,1 i
For this purpose, we show that Assumptions A and B of Andrews (1991) are satisfied in our case. Note that θ 0 ,θ, V ′ t and (∂/∂θ ′ )V t (θ) in Assumptions A and B of Andrews (1991) 
′ ) and (−1, −1, . . . , −1), respectively, in our case. Therefore, the requirements for Theorem 1 of Andrews (1991) are satisfied in our case by Assumption and 3. Now, we have shown that V wx,1 i 
B Technical Lemmas
This section provides technical lemmas used for the proofs of the theorems. Some of them are proved in Okui (2010) and the proofs of those lemmas are omitted. The proofs of other lemmas are given.
Lemma 1. Suppose that Assumption 1 is satisfied. Then, as N → ∞ and T → ∞, we have:
Proof. It is easy to see that E(w) = 0. The variance is:
The desired result follows from the Chebyshev inequality.
Lemma 2. Suppose that Assumption 1 is satisfied. Then, as N → ∞ and T → ∞, we have:
Proof. It is easy to see that E( ∑ k t=1w t ) = 0. The variance is:
Lemma 3. Suppose that Assumptions 1 and 2 are satisfied. Then, as N → ∞ and T → ∞:
Proof. We first consider the expectation:
The variance is:
Now, we have:
Next, because of the i.i.d. assumption, we have:
Lastly, we have:
Similarly, we have:
Therefore, it follows that: Note: This table presents the performances of various estimators with the QS kernel for autocovariances. N refers to the cross-sectional sample size. T refers to the length of the time series. α is the AR(1) coefficient in the data-generating process. k is the order of autocovariance. "TRUE" is the true value of autocovariance. "Abias" is the approximating value of the bias. "bias" and "std" refer to bias and standard deviation. "AC", "B1", "B2", "IB1" and "IB2" refer to the conventional autocovariance estimator, a one-time bias-corrected autocovariance estimator (γ k ), another one-time bias-corrected autocovariance estimator (γ k ), an autocovariance estimator obtained as the limit of iterations (γ k (∞)) and another autocovariance estimator obtained as the limit of iterations (γ k (∞)), respectively. Note: This table presents the performances of various estimators with the QS kernel for autocorrelation. N refers to the cross-sectional sample size. T refers to the length of the time series. α is the AR(1) coefficient in the data-generating process. k is the order of autocovariance. "TRUE" is the true value of autocorrelation. "Abias" is the approximating value of the bias. "bias" and "std" refer to bias and standard deviation. "AC", "B1", "B2", "IB1" and "IB2" refer to the conventional autocorrelation estimator, a one-time bias-corrected autocorrelation estimator (γ k ), another one-time bias-corrected autocorrelation estimator (γ k ), an autocorrelation estimator obtained as the limit of iterations (γ k (∞)) and another autocorrelation estimator obtained as the limit of iterations (γ k (∞)), respectively. Note: This table presents the performances of various estimators with the truncated kernel for autocovariances. N refers to the cross-sectional sample size. T refers to the length of the time series. α is the AR(1) coefficient in the data-generating process. k is the order of autocovariance. "TRUE" is the true value of autocovariance. "Abias" is the approximating value of the bias. "bias" and "std" refer to bias and standard deviation. "AC", "B1", "B2", "IB1" and "IB2" refer to the conventional autocovariance estimator, a one-time bias-corrected autocovariance estimator (γ k ), another one-time bias-corrected autocovariance estimator (γ k ), an autocovariance estimator obtained as the limit of iterations (γ k (∞)) and another autocovariance estimator obtained as the limit of iterations (γ k (∞)), respectively. Note: This table presents the performances of various estimators with the truncated kernel for autocorrelation. N refers to the cross-sectional sample size. T refers to the length of the time series. α is the AR(1) coefficient in the data-generating process. k is the order of autocovariance. "TRUE" is the true value of autocorrelation. "Abias" is the approximating value of the bias. "bias" and "std" refer to bias and standard deviation. "AC", "B1", "B2", "IB1" and "IB2" refer to the conventional autocorrelation estimator, a one-time bias-corrected autocorrelation estimator (γ k ), another one-time bias-corrected autocorrelation estimator (γ k ), an autocorrelation estimator obtained as the limit of iterations (γ k (∞)) and another autocorrelation estimator obtained as the limit of iterations (γ k (∞)), respectively. Note: This table presents the sizes of various tests for serial correlation. N refers to the crosssectional sample size. T refers to the length of the time series. "Q1", "Q2" and "ISS" refer to the test based on the bias correction without estimating the long-run variance, the test based on the bias correction with estimated long-run variance and the stationary version of the Inoue and Solon test, respectively. For "Q2", the autocorrelation is estimated by the estimator obtained as the limit of iterations with the QS kernel. p is the maximum order of autocorrelation to be tested. Note: This table presents the size-adjusted rejection frequency of various tests for serial correlation. N refers to the cross-sectional sample size. T refers to the length of the time series. "Q1", "Q2" and "ISS" refer to the test based on the bias correction without estimating the long-run variance, the test based on the bias correction with estimated long-run variance and the stationary version of the Inoue and Solon test, respectively. For "Q2", the autocorrelation is estimated by the estimator obtained as the limit of iterations with the QS kernel. p is the maximum order of autocorrelation to be tested.
