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Several recent papers show that differences in histone modification and the use of histone 
variants at the 5′ and 3′ ends of genes influence the location and kinetics of transcriptional 
initiation. The ultimate target of most epigenetic mechanisms may be the regulation of nucleo-
some occupancy, which in turn controls access to DNA at specific genomic locations.Introduction
During transcription initiation, interactions between DNA 
and histones must be disrupted so that RNA polymerase 
can access the template strand (Mellor, 2005). This require-
ment for nucleosomal disruption provides an opportunity 
for regulation of transcription initiation through the control 
of nucleosome stability or positioning at the 5′ end of tran-
scription units. Although the 5′ chromatin must be “loose” 
enough for transcriptional initiation, downstream nucleo-
some occupancy and stability must be maintained at a 
level that prevents transcriptional initiation from inappropri-
ate sites (Kaplan et al., 2003). At the same time, the “tight” 
chromatin state of downstream regions must allow for tran-
scription elongation. During elongation, nucleosomes are 
disassembled in front of the polymerase to allow passage 
and are very rapidly reassembled behind the transcription 
bubble as the polymerase passes (Schwabish and Struhl, 
2004; Svejstrup, 2003 and references therein). Determin-
ing how cells satisfy these exacting requirements is a fasci-
nating biological and biophysical challenge.
Four recent papers in Cell add to our understanding (Car-
rozza et al., 2005; Keogh et al., 2005; Raisner et al., 2005; 
Zhang et al., 2005). These reports suggest that 5′-specific 
and 3′-specific regulation of nucleosome composition and 
histone modification regulate the location and kinetics of 
transcriptional initiation in Saccharomyces cerevisiae.
Histone Methylation Stably Distinguishes the 3′ 
End of Genes from the 5′ End
Posttranslational histone modification is perhaps the most 
often cited mechanism by which nucleosome stability 
is regulated. There is strong evidence that acetylation, in 
particular, promotes the disruption of nucleosomes at pro-
moters in advance of initiation (Mellor, 2005 and references 
therein; Reinke and Horz, 2003) and perhaps cotrans-
criptionally during elongation (Svejstrup, 2003). Addition-
ally, coding regions and promoters harbor different levels 
of histone acetylation (Liu et al., 2005; Reid et al., 2004), 
and the regulation of acetylation is achieved by different mechanisms in transcribed regions as opposed to regula-
tory regions. However, questions remained regarding the 
biological importance of histone acetylation differences in 
the 5′ and 3′ ends of genes and the detailed mechanisms 
by which such differences are established and maintained.
Some of the answers to these questions about acety-
lation begin, perhaps unexpectedly, with understanding 
histone H3 methylation at lysine 36 (H3K36me), which is 
mediated by the Set2 protein. Set2 interacts with the C-ter-
minal domain of RNA polymerase II (RNAP II) during tran-
scriptional elongation, but not during initiation (Hampsey 
and Reinberg, 2003). Therefore, H3K36 is methylated 
cotranscriptionally, and as a result H3K36me is restricted 
to the RNAP II-transcribed regions (Rao et al., 2005). Until 
recently, the function of this chromatin mark was unknown.
Histone H3 Lysine 36 Methylation Directs Histone 
Deacetylation to 3′ Coding Regions
Carrozza et al. (2005) and Keogh et al. (2005) both show that 
the H3K36me mark supports binding of a histone deacety-
lase complex, Rpd3(S). Rpd3(S) is targeted to H3K36me 
nucleosomes through a subunit, Eaf3, that has a methyl-
lysine binding chromodomain. Localization of Rpd3(S) to 
nucleosomes through which transcription has recently 
occurred allowed those nucleosomes to be deacetylated. 
Evidence that deacetylation is directed by methylated his-
tones included higher acetylation levels at the 3′ ends of 
coding sequences in strains harboring (1) a set2 deletion, 
(2) mutations in Rpd3(S) subunits, including EAF3 (Reid et 
al., 2004), or (3) substitution of H3K36 to alanine, prevent-
ing methylation by Set2. These conclusions are supported 
by another recent study (Joshi and Struhl, 2005).
The deacetylase activity of Rpd3(S) is encoded by RPD3, 
which had been shown to be important for both gene-spe-
cific repression and global regulation of acetylation levels. 
The Rpd3 protein is found in two large but separable com-
plexes, RPD3(S) and RPD3(L), both of which possess Rpd3 
deacetylase activity (Kurdistani and Grunstein, 2003 and 
references therein). Mass spectrometry has now shown that Cell 123, December 29, 2005 ©2005 Elsevier Inc. 1187
the complexes have both unique and overlapping subunits, 
with the deacetylase Rpd3 being a member of both com-
plexes (Figure 1). Analyses of gene deletions for subunits 
that are unique to each complex showed that the complexes 
have different biological functions (Carrozza et al., 2005; 
Keogh et al., 2005). Rpd3(L) contains transcriptional repres-
sors and is involved in promoter-specific functions and 
telomere silencing, whereas subunits unique to Rpd3(S) 
are required for deacetylation of 3′ coding sequences in 
response to cotranscriptional histone methylation.
Deacetylation of 3′ Coding Regions Helps Restrict 
Transcription Initiation to the 5′ End of Genes
What is the biological function of Rpd3(S)-mediated 
deacetylation of 3′ coding regions? The visible, gross phe-
notypes of set2 mutants are very mild, which made the bio-
Figure 1. Two Mechanisms for Specification of Intragenic 
Chromatin Patterns
(A) Composition and activity of Rpd3 deacetylase complexes. The Rpd3 
subunit is a histone deacetylase and is part of both complexes. Eaf3 
mediates binding to methylated histones and is found only in the smaller 
Rpd3(S) complex. 
(B) Deposition of H2A.Z nucleosomes. A 22 bp sequence, here called the 
nucleosome exclusion element induces a nucleosome-free region. Tran-
scription-factor binding may be required for NFR formation, but H2A.Z is 
not. Deposition of H2A.Z nucleosomes occurs preferentially at the edges 
of nucleosome free regions and requires the Swr1 complex.1188 Cell 123, December 29, 2005 ©2005 Elsevier Inc.logical purpose of the H3K36me modification or the Set2 
enzyme difficult to ascertain. An important breakthrough 
came with the observation that deletion of genes encoding 
Rpd3(S) subunits or SET2 result in inappropriate transcrip-
tional initiation from within the coding region of genes (Car-
rozza et al., 2005). This discovery has provided a molecular 
phenotype of fundamental significance on which to base 
future investigations. This phenotype is similar to that seen 
in spt6 and spt16 mutants, both of which are transcrip-
tion elongation factors that are important for mediating the 
transient disassembly and reassembly of chromatin during 
transcriptional elongation (Kaplan et al., 2003; Schwabish 
and Struhl, 2004). Unlike deletions of SET2 or genes for 
Rpd3(S) subunits, spt6 and spt16 null strains are inviable. 
Nonetheless, the shared phenotype of aberrant initiation 
suggests a link between histone modifications mediated by 
Set2 and Rpd3(S) and the changes in chromatin that are 
produced during transcriptional elongation.
This data suggests that the site of transcriptional initia-
tion is determined not only by the placement of local 5′ 
sequence motifs, but in large part by the chromatin-medi-
ated concealment of similar sequence motifs that occur 
by chance in coding regions. These motifs can be made 
accessible when chromatin is not properly reassembled 
during transcription elongation, as observed in spt6 or 
spt16 mutants, or when chromatin context is not properly 
specified by H3K36 methylation and subsequent deacety-
lation, as observed in set2 and Rpd3(S) subunit mutants 
(Carrozza et al., 2005). The use of a histone methylation 
mark to target posttranscriptional deacetylation is note-
worthy because the long-lived nature of histone methyla-
tion allows the hypoacetylated state to be faithfully main-
tained between rounds of transcription.
Histone Variant H2A.Z Flanks Nucleosome-free 
Regions in the 5′ End of Genes
A second mechanism by which nucleosome function can 
be modified is the incorporation of histone variants. Two 
recent studies in Cell (Raisner et al., 2005; Zhang et al., 
2005) concern the genome-scale location of H2A.Z, an 
alternative form of histone H2A. Both groups (and a third 
paper published nearly simultaneously [Guillemette et al., 
2005]) find that H2A.Z is localized preferentially to pro-
moter regions. Raisner et al. (2005) examined the loca-
tion of H2A.Z at higher, single-nucleosome resolution and 
found a strong preference for H2A.Z incorporation into 
the two nucleosomes that flank a short nucleosome-free 
region (NFR) upstream of genes. The NFR is usually found 
about 200 bp upstream of the first codon and spans the 
transcription start site in most genes (Yuan et al., 2005).
How is H2A.Z deposited at the proper genomic locations? 
Clearly it requires the remodeling enzyme Swr1 because 
deletions of SWR1 abolish the preferential promoter binding 
of H2A.Z. Swr1, in turn, may be targeted to the promoter 
regions at least partly by acetylated histone signals (Rais-
ner et al., 2005; Zhang et al., 2005). However, targeting 
through acetylation does not seem sufficient to explain the 
striking pattern of H2A.Z flanking NFRs in gene promoters. 
Figure 2. A Simple Model for Chromatin-Mediated Control of Transcriptional Initiation in Yeast
Nucleosomes cover most of the promoter and coding sequence. Initiation from a specific 5′ site requires “loose” chromatin (light green) near the 5′ site 
and “tight” chromatin (dark green) within transcribed sequences to prevent initiation at cryptic sites. Histone variant H2A.Z (yellow) is preferentially found 
in nucleosomes that flank a nucleosome-free region and likely contributes to the “looseness” of 5′ chromatin. In the transcribed regions, the “tightness” of 
the chromatin is maintained by the Rpd3(S) histone deacetylase as described in the text.This raises the possibility that the NFR itself may be the sig-
nal for H2A.Z deposition. Raisner et al. (2005) provide evi-
dence to support this notion. The authors show that a 22 
bp DNA sequence element that induces an NFR in a new 
genomic location (in the middle of a gene coding region) 
results in H2A.Z being deposited in the flanking DNA. The 
NFR is more likely to induce H2A.Z binding than the other 
way around, because natural NFRs and new NFRs speci-
fied by the 22 bp sequence can be induced even in htz1 
mutant strains. It remains uncertain if an NFR is absolutely 
required for H2A.Z deposition, but an NFR may be sufficient 
to specify the location of H2A.Z deposition. There are strong 
parallels between this work and previous studies of NFRs in 
yeast chromatin boundary elements (Bi et al., 2004).
H2A.Z and Transcription
Although conclusions about the genomic distribution of 
H2A.Z are similar in the two papers, rather different con-
clusions are reached concerning the relationship between 
H2A.Z and transcription initiation rates. Whereas Raisner 
et al. (2005) find no correlation between the transcription 
frequency of a gene and the amount of H2A.Z at its pro-
moter, Zhang et al. (2005), using different analysis meth-
ods, report an inverse correlation between gene expres-
sion and H2A.Z distribution, as well as preferential loss of 
H2A.Z upon gene induction by heat shock. Although there 
may be some differences in the data generated by the 
two groups, it also appears that the distinct analyses they 
performed are differentially sensitive to a small subset of 
genes for which the inverse correlation is high. Conclusions 
similar to those of Zhang et al. (2005) have been reached 
by others very recently (Guillemette et al., 2005; Li et al., 
2005; S. Zanton and F. Pugh, personal communication). 
Nonetheless, one concern with linking H2A.Z with expres-
sion is that a similar inverse correlation between occu-
pancy and expression is also observed for H2A (Zhang 
et al., 2005). Although the magnitude of the correlation is 
smaller for H2A, differences in the magnitude of H2A and 
H2A.Z ChIP (chromatin immunoprecipitation) signals are 
difficult to interpret. The difficulty arises in part because 
nearly all genomic regions that are probed in a ChIP experi-
ment contain H2A nucleosomes (and such regions usually contain several H2A nucleosomes due to DNA shear size). 
In contrast, most sequences probed by ChIP do not con-
tain H2A.Z nucleosomes, and those that do are more likely 
to contain just one H2A.Z nucleosome. Therefore, loss of a 
single H2A.Z nucleosome upon transcriptional induction is 
expected to result in a change of greater apparent magni-
tude relative to the rest of the genome than would loss of a 
single normal H2A nucleosome at the same position, even 
if there is no real difference in the degree of loss between 
H2A.Z and H2A nucleosomes. Although it is difficult to 
know how to interpret differences in enrichment ratios for 
H2A compared to H2A.Z, a model in which preferential 
H2A.Z dissociation plays a role in promoting transcription 
initiation is supported by the lower stability of H2A.Z-con-
taining nucleosomes in vitro (Zhang et al., 2005). Clearly, 
more evidence is required to resolve this issue.
The Transcriptional Function of H2A.Z
What might be the functional role of H2A.Z? The localization 
of H2A.Z near the transcription start site and its increased 
propensity to dissociate from DNA in vitro certainly sug-
gest a role in transcriptional initiation. On the other hand, 
the data reported by Zhang et al. (2005) suggest that the 
absence of H2A.Z has only a marginal effect on steady-
state gene expression, and Raisner et al. (2005) conclude 
that H2A.Z is not correlated with gene expression at all. 
An important clue to the function may come from a kinetic 
experiment performed by Zhang et al. (2005), who mea-
sured transcript accumulation for a particular gene, YDC1, 
following the induction of the heat-shock response in wild-
type and htz1 mutant strains. A rough extrapolation of the 
presented data to longer and shorter time points suggests 
that steady-state levels of this transcript would not be very 
different between wild-type and htz1 mutant strains, but 
there is an apparent lag of several minutes in the heat-
shock induction of YDC1 in htz1 mutant cells. H2A.Z dis-
sociation may be important for rapid induction, rather than 
modulation of steady-state transcript levels.
Unresolved Questions
The papers reviewed here and others published recently 
(Liu et al., 2005; Yuan et al., 2005) are helping to gener-Cell 123, December 29, 2005 ©2005 Elsevier Inc. 1189
ate a functional view of chromatin that is simpler and more 
elegant than has been widely inferred from the alphabet 
soup of modifications and modifying enzymes. These 
papers also generate important questions that should 
be the subject of future investigations: Are nucleosomes 
in transcribed regions methylated and then deacetylated 
simply to prevent internal initiation events or are there other 
consequences? Is deacetylation of histones in transcribed 
regions important for rapid repression of gene expres-
sion when an activation signal is removed, as suggested 
by Keogh et al. (2005)? The methylhistone binding Eaf3 
subunit in the Rpd3(S) histone deacetylase is also found, 
paradoxically, in the NuA4 acetyltransferase complex. 
What are the details of the relationship between Rpd3(S) 
deacetylase and the NuA4 acetylase? What is the kinetic 
relationship between H2A.Z deposition and transcription 
and between transcription and H2A.Z eviction? Deposition 
at an inactive promoter following induction of H2A.Z was 
detected after several generations (Raisner et al., 2005), 
but it is not clear how quickly deposition actually occurs or 
whether the rate is different at expressed genes.
A Simple Model for Chromatin-Mediated Control 
of Transcriptional Initiation
Legitimate transcription initiation sites in yeast tend to be 
associated with hyperacetylation, nucleosome-free regions, 
and the histone variant H2A.Z (Carrozza et al., 2005; Keogh 
et al., 2005; Mellor, 2005 and references therein; Raisner et 
al., 2005; Zhang et al., 2005). The common characteristic of 
these properties is that they destabilize chromatin to allow 
access to regulatory transcription factors and RNA poly-
merase. In contrast, stable chromatin is needed within tran-
scribed regions to prevent inappropriate initiation internally. 
The studies reviewed here provide evidence that explains 
how stable chromatin is maintained, while at the same time 
allowing transient destabilization during transcription: the 
transcription process itself marks the gene as having been 
transcribed with histone methylation, and the histone meth-
ylation mark is then used to direct histone deacetylase to 
the transcribed region. This conserved epigenetic mecha-
nism for marking transcribed chromatin for stabilization may 
partially explain the function of extragenic transcription in 
mammalian cells (Cheng et al., 2005). H2A.Z deposition, 
on the other hand, is mediated at least in part by DNA 
sequence signals. The evidence suggests that both histone 
modification and histone variant deposition work together 
to regulate the stability of nucleosomes along transcriptional 
units, such that initiation is favored at the 5′ end (Figure 2). 
Any elongation-coupled acetylation would presumably 
occur very transiently in front of the polymerase. Coupling 
acetylation directly to transcription via a one-step mecha-
nism would allow for extremely transient acetylation events 
in front of the polymerase, while a two-step deacetylation 
mechanism (methylation then deacetylation) ensures that 
the default state of transcribed chromatin is “deacetylated,” 
even in the absence of ongoing transcription. Additionally, 
all of this is consistent with, and helps to explain, the find-
ings from several groups that promoter regions have lower 1190 Cell 123, December 29, 2005 ©2005 Elsevier Inc.nucleosome occupancy than coding regions (Mellor, 2005 
and references therein). Indeed, the ultimate target of all 
epigenetic modifications and variants may be the regulation 
of nucleosome stability, thereby controlling access to DNA 
by sequence-specific and general transcription factors.
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