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The time evolution of the Bragg peaks of photo-excited gold nanofilms is measured using
transmission ultrafast electron diffraction (UED) with 3.0MeV electron pulses and the
corresponding structure evolution is calculated using two-temperature molecular dynamics (2T-
MD). The good agreement obtained between the measured and calculated Bragg peaks, over the
full experimental timescale, enables the lattice temperature effects and the structural changes to be
disentangled for the first time. The agreement demonstrates that 2T-MD is a reliable method for
solving the inverse problem of structure determination of laser irradiated metals in UED
measurements.VC 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4847695]
Recent advances in ultrafast diffraction techniques1,2
have enabled the study of the time evolution of crystal struc-
tures and have opened up the exciting prospect of unravel-
ling the mechanisms of solid/solid and solid/liquid phase
transitions. However, progress towards quantitative structure
determination from ultrafast diffraction has been hindered by
the absence of a reliable scheme to invert the excited-state
diffraction data to provide the time evolution of the three-
dimensional atomic structure.3 Determining the structural
changes during solid/liquid transformations is particularly
challenging because of the rapid evolution and the disorder
of the ensuing structure. The Progressive Reverse Monte
Carlo Method has been used to visualise the dynamics of the
surface premelting of excited Au nanocrystals3 whereas the
ultrafast solid-liquid phase transition dynamics in Al has
been expressed in terms of an average pair correlation func-
tion.4 The intensities of Bragg peaks measured in ultrafast
electron diffraction (UED) experiments reflect both a lattice
temperature effect, in terms of the Debye-Waller factor
(DWF), and details of the structural changes in the solid.5
However, these two contributions have not been disen-
tangled in previous experiments because the theoretical mod-
elling6,7 has been based on a continuum two-temperature
model, which does not reveal the atomistic dynamics
explicitly.
In this Letter, we use the hybrid method that combines
the two-temperature model with classical molecular dynam-
ics (2T-MD)8,9 to unravel the real time atomistic dynamics
and melting mechanisms of excited gold nanofilms. This
method has already been used to model the laser-induced
melting of gold nanofilms8,10 and nanorods;11 however,
direct comparison between theory and experiment has not
previously been achieved. By comparing the theoretical pre-
dictions with the experimental UED measurements, we dem-
onstrate that the application of 2T-MD to the determination
of the structural evolution of photo-excited metal nanofilms
is equivalent to solving the inverse problem for the time-
evolution of structure from the transmission UED data. The
results also serve as a strong foundation for detailed tests of
the 2T-MD model.
Interpretation of UED data is more straightforward
when metallic films are monocrystalline and thin enough to
avoid dynamic scattering effects. In this work, we used sin-
gle crystal gold thin-films with thickness of 106 2 nm which
were placed on a gold mesh and inserted into the diffraction
chamber at 293K. The films were excited at the incident
angle of 14 to the surface normal with 3.1 eV photon pulses
having a 90 fs pulse width at half maximum. Transmission
electron diffraction was measured with relativistic 3.0MeV
electron pulses with a 95 fs pulse width at half maximum.
The diameter of the probed region (0.2mm) is significantly
smaller than that of the excited region (0.8mm) and the elec-
tron beam is probing only the central homogenously excited
part of the sample. The temporal resolution of pump-probe
measurement was 180 fs, including timing jitter between
laser and electron pulses.
FIG. 1. Single shot diffraction images (UED) measured by two different
lens modes: a wide-momentum mode (a) and a high-resolution mode (b).
The scattering vectors of (200) and (220) peaks are 0.490 and 0.693 A˚1,
respectively. (c) Typical time-evolution of the (000)-order peak obtained by
single-shot measurement at F¼ 27 mJ cm2. (d) Evolution of the (200)
Bragg peak intensity of a single crystal gold film under three different inci-
dent fluences, F¼ 1, 27 and 41 mJ cm2. The intensity averaged over four
equivalent (200) Bragg-peak spots is plotted.
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Our structure prediction strongly depends on the qual-
ity of experimental data. The relativistic electron energy of
the probe beam gives two crucial advantages over conven-
tional UED systems.6 First, space-charge effects are mini-
mized and this allows us to perform high-quality single
shot measurements, while maintaining the pulse width less
than 100 fs. As illustrated in Fig. 1(a), higher-order spots
up to a maximum scattering vector exceeding 1.56 A˚1 can
be captured clearly in a single shot. Second, our diffrac-
tometer provides structural information almost free from
any multiple diffraction and possible inelastic effects. For
3.0MeV electrons, the extinction distance for (200)-order
in Au is 186 nm, much larger than the sample thickness
(10 nm); hence multiple diffraction effects can be
neglected.12,13 In fact, the (000)-order peak intensity
remains constant (Fig. 1(c)) in our measurements, hence
the kinematic theory that assumes single scattering events,
can be applied. Some of the previous UED measurements
exhibit transient (000)-order attenuation, characteristic of
multiple scattering processes.6,14 It has been recently
shown that neglecting this effect can lead to significant
error in experimental signals.14
Figure 1(d) shows the temporal evolution of the (200)
Bragg peak intensity by single-shot measurements under
three different incident laser fluences (F) as a function of the
time delay between the probe pulse and the pump pulse. The
intensity is normalized with respect to the value measured for
each sample prior to laser excitation. At 27 mJ cm2, 40% of
intensity is still detectable after 30 ps, while the intensity is
almost reduced to zero within 15 ps at 45 mJ cm2, show-
ing a strong dependence on the excitation fluence. The maxi-
mum contribution of the DWF to the reduction in the
(200)-peak intensity is not likely to exceed 23% at the melt-
ing temperature (Tm ¼ 1337 K), while it is more than 70%
for the (420)-peak.13 We therefore pay most attention to the
lower-order diffraction peaks as they capture the effects of
loss of crystalline order during melting more directly.
The experimental data thus demonstrate that the film
structure is evolving rapidly and is at least partially
disordered after a few picoseconds, depending on the laser
fluence. To determine the structural changes in the film
reflected in the measured dynamics of Bragg peaks we apply
2T-MD.16 We used an MD cell containing 250 k atoms with
a size of 20.4 20.4 10.2 nm to represent a 10 nm h100i-
orientated Au film. The calculations provide the positions of
all atoms in the film at each timestep of MD. We analyse the
atomic structure as described below and link it to the UED
data by calculating the real-space atomistic correlations for
selected timesteps of MD to obtain the structure factor
S(Q).5 The time evolution of Bragg peaks can be obtained
from S(Q) through a one-dimensional sine Fourier transform
of the pair density function.8 As the quality criterion for the
structure determination we use the agreement between the
theoretical and experimental time evolutions of the Bragg
peak intensities for several laser fluences. These strong non-
linear functions are sensitive to the parameters of the model
and agreement between theory and experiment serves as a
basis for faithful determination of the average parameters
of the structure and the mechanism of solid/liquid phase
transformation.
Running the 2T-MD requires solving the diffusion equa-
tion for the electron temperature simultaneously with the
modified MD equations of motion, which incorporate an
additional electron-ion energy exchange term via an inhomo-
geneous Langevin thermostat.9 To calculate the classical
forces, an Au potential based on the embedded-atom method
(EAM)15 was used, which correctly reproduces the thermal
and structural properties, such as the melting temperature and
phonon spectra. The present formulation of the method takes
into account only single elastic scattering events, which we
confirmed experimentally. Both theoretical and experimental
structure factors are integrated over the excited volume. We
include longitudinal inhomogeneity, but we do not include
inhomogeneity resulting from the transverse beam shape.
Crucially, the time- and length-scales are the same for both
experiment and theory. Therefore, we can compare the Bragg
peak evolution directly and use detailed atomistic information
from 2T-MD to reveal the mechanism of sample melting.
FIG. 2. Direct comparison between ex-
perimental and theoretical signals for
the incident fluences of (a) F ¼ 1:0, (b)
27, and (c) 41 mJ cm2, for a 10 nm
single crystal Au films. The legend in
(c) applies to the three panels. In (a)
each point was determined from a
10-shot average, as the process is com-
pletely reversible, whilst in (b,c) each
point was determined from an average
of three single shot data. The finite
time-resolution of the experimental
setup (180 fs) is taken into account in
the simulations.
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Below we discuss in more detail the main assumptions
and parameters of our model. The full technical details of the
calculations and the extension of the model to high fluence
regime are published elsewhere.16 We assume a well-defined
electronic temperature (Te) at all times based on rapid ther-
malisation time of electrons (<100 fs).17 The electronic tem-
perature distribution after the laser pulse arrival is assumed
to be spatially uniform throughout the simulation cell as we
consider thin Au films (thinner than the electronic ballistic
range or the optical penetration depth),18,19 but the con-
sideration of a non-uniform distribution could be easily
implemented. We also neglect the blast force20 resulting
from the gradient of electronic temperature as we assume
homogeneous excitations, but we could also include this
effect in the model relatively easily.
The rate of energy transfer between the excited electrons
and cold nuclei depends on the electronic specific heat Ce and
the effective electron-phonon (e-p) coupling G, both of which
depend on the electronic temperature.21 The common use of
the linear free electron gas specific heat leads to inaccurate Te,
as pointed out in Refs. 21 and 22. By computing it from the
ab initio electronic internal energy: CeðTeÞ ¼ ð@Ee=@TeÞ, we
implicitly take into account both the effect of the electronic
density of states (DOS)21 and its modification by elevated Te.
To evaluate GðTeÞ, we used the experimental value of the e-p
coupling constant at room temperature18 (G0 ¼ 2:1 1016
W m3 K1) and calculated the dependence on Te using ab
initio electronic DOS, as proposed in Refs. 21 and 23. It has
recently been shown that this form of GðTeÞ is appropriate
for metals.24 The values obtained for both CeðTeÞ and GðTeÞ
are similar to those by Lin et al.21 We neglected the effects of
lattice temperature and structural changes on the electron-
phonon coupling as they are unknown for gold.25
The ab initio calculations were performed using the
ABINIT code,26,27 based on the local density approximation
(LDA) and the norm-conserving pseudopotential method,
where the 5d and 6s electrons are retained as valence elec-
trons. The valence pseudo-wavefunctions are expanded in
plane waves up to a cutoff of 60 Ha, and a 16 16 16
Monkhorst-Pack k-points mesh is used.
The model described above allows one to calculate
Bragg-peak intensities from atomic dynamics obtained by
MD simulations for the given energy input, i.e., the energy
absorbed by the Au film. The absorbed fluence (Fabs) by the
Au films can be estimated from the measured reflectivity (R)
and transmission (T) coefficients (our measurements give an
absorption of 0.23 for our 10 nm films). In addition, there are
energy losses due to dissipation into the supporting grid (via
ballistic electrons19) and/or electron ejection,7 giving the fol-
lowing expression for the absorbed fluence:
Fabs ¼ gloss  1 RðLÞ  TðLÞð Þ  F; (1)
where L is the thickness of the film. These losses strongly
depend on a particular experimental setup. To assess these
losses in our system, we performed independent time-
resolved optical absorption measurements of Au thin films.
The absorption spectra measured 30 ps after laser excitation,
where hot electrons are well thermalized with the lattice,
were compared with the spectra measured for the sample
heated to temperatures from 293 to 450K. Comparison of
the two measurements demonstrates that the lattice tempera-
ture increase after the laser excitation is much less than what
would be expected if all absorbed fluence was used to heat
up the sample, giving in our case gloss ¼ 0:5. Therefore, we
relate the incident fluences F ¼ 1:0, 27, and 41 mJ cm2, to
the absorbed fluences Fabs ¼ 0:12, 3.0, and 4.5 mJ cm2,
respectively. In a case where gloss could not be precisely
determined, Fabs will become an adjustable parameter that
would enter a fitting procedure.
Figure 2 demonstrates excellent agreement between the
measured and calculated time evolutions of the Bragg peaks
for the three analyzed fluences within the whole time-
domain. Importantly, the model reproduces both the fast
decay of Bragg intensity at short time-delays (<5 ps) and the
slower longer-term behaviour. The atomic structure is char-
acterized by the degree of crystallinity given by the (nearest-
neighbour averaged) centro-symmetry parameter,10 local
density, and local diffusivity.
At the lowest absorbed fluence of 0.12 mJ cm2 (Fig.
2(a)), no structural changes were found in our 2T-MD simu-
lations, and the Bragg peak intensity decrease is entirely due
to the lattice temperature increase by 70K. The same tem-
perature increase is observed in our optical absorption meas-
urements for the same incident fluence, confirming our
evaluation of Fabs. For laser excitation at higher fluences, the
reduction of the normalized intensities is more than 0.23%,
the maximum contribution of DWF to the reduction of the
Bragg-peak intensity at Tm,
13 and the excitation-induced
structural disorder is clearly seen in the snapshots of atomis-
tic configurations in Fig. 3. We confirmed that the disordered
structure corresponds to that of liquid gold for the same
FIG. 3. Cross-sections of the atomistic
simulations of ultrafast dynamics of
single crystal Au films at selected sim-
ulation times for a 10 nm film (a) at
Fabs ¼ 3:0 mJ cm2 (see supplemen-
tary material28) and (b) at Fabs ¼ 4:5
mJ cm2 (see supplementary mate-
rial28). All atoms are colour-coded
according to the measure of a degree
of crystallinity given by the (nearest--
neighbour averaged) centro-symmetry
parameter U;10 blue atoms (U < 0:45)
have local crystalline structure, red
atoms (U  0:45) have highly disor-
dered surroundings.
253107-3 Giret et al. Appl. Phys. Lett. 103, 253107 (2013)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to IP:
144.82.107.82 On: Wed, 05 Feb 2014 13:37:08
temperature and pressure by comparing radial distribution
functions and self-diffusion coefficients both inside the dis-
ordered pockets and for the whole sample.
At the second fluence of 3.0mJ cm2 (Figs. 2(b) and
3(a)), we observe pre-melting of the free surfaces and hetero-
geneous thermal melting by melt front propagation from the
two free surfaces, but the film does not melt entirely and
small regions of crystalline gold remain at 1.2 ns, with a lat-
tice temperature slightly above the melting point. At the
highest fluence of 4.5 mJ cm2 (Figs. 2(c) and 3(b)), we first
observe a rapid expansion and surface pre-melting, accompa-
nied by oscillations of the film thickness. This is followed by
a rapid creation of homogeneously distributed small seeds of
low-density molten phase (serving as nucleation sites) in an
overheated state (Tm < Ti < 1:25 Tm), which are fleetingly
created and destroyed, along with a melt front propagation
(6–10 ps) (see supplementary material28). These processes
are responsible for the initial drop in the Bragg peak inten-
sity. The further decrease in the Bragg peak intensity (10–20
ps), however, reflects the subsequent growth of the homoge-
neously distributed nucleation sites, creating low-density
molten pockets, at ionic temperatures approaching the limit
of crystal stability (Ti  1:25 Tm),8 until the sample melts
entirely at around 20 ps. This complex interplay between ho-
mogeneous and heterogeneous melting processes explains
the dynamics of the Bragg peaks and is consistent with
recent theoretical predictions,5,10 which confirm that our
simulations give the correct melting processes and the cor-
rect percentage of melted regions.
One of the main goals of this paper is to extract the
laser-induced disordering of the originally crystalline struc-
ture during the premelting or melting from the Bragg peak
intensity changes. For this purpose, the low order Bragg
peaks were targeted for analysis, since the higher order peaks
are too sensitive to the DWF. We used 2T-MD to simulate
the photo-excited thin gold films and computed the temporal
evolution of Bragg peaks. This facilitated direct comparison
with experiment which was carried out for three fluences.
Although our results show a quantitative agreement between
the measured and calculated time-evolution of Bragg peaks
without any fitting procedure, the quality of this agreement
depends on several factors. These include the absorbed flu-
ence, the strength of the electron-phonon coupling, the elec-
tronic specific heat, and the choice of the interatomic
potentials. In a case where Fabs or the dependencies of G are
not known independently, they should enter as parameters in
a standard fitting procedure similar to that used for static dif-
fraction. Moreover, the dependence of the electron-phonon
energy exchange term on the lattice temperature is currently
discussed in the literature25 and could be easily incorporated
in the model, allowing one to consider a variety of physical
phenomena with very few fitting parameters. A reverse pro-
cedure, on the other hand, could provide these dependencies
from accurate time-resolved diffraction data.
To summarise, the measured intensities in the UED
experiments provide global information about the evolution
of the crystalline order inside the sample, but do not deliver
detailed atomistic information. The results of this work dem-
onstrate that using 2T-MD allows us to quantitatively repro-
duce the time evolution of diffraction intensities and expose
the atomistic dynamics of a photo-induced solid/liquid phase
transition, which is equivalent to solving the inverse problem
of structure determination in conventional diffraction meas-
urements. Although the positions of atoms are not unique,
the overall structural evolution is faithfully describing the
atomic dynamics and the underlying mechanisms of melting
behind the time evolution of Bragg peaks. This methodology
can be applied to describe and understand photo-induced
phase transitions in other metal nanofilms.
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