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Abstract: In this paper we introduce the study of the approximation f integrals on regions of a space of dimension 
higher than one, by means of linear combinations of integrals on manifolds oflower dimension contained in the region 
of integration. 
This approximation arises as an alternative and/or a complement to he formulae developed first by Mysovskikh 
and which ave knots as data. 
We define the notion of Gaussian formulae and we characterize the minimal representation f r this approximation. 
1. Introduction 
The approximation theory of integrals whose integrands are functions of one variable is well 
developed and may be found in the books by Krylov [6], Davis and Rabinowitz [2], and many 
others. 
Due to the complexity of H n as compared with R, and analogous to the actual state-of-the-art 
of other theories directly related with the approximation theory of integrals (cf. orthogonal 
polynomials), the corresponding theory for integrals whose integrands are functions of several 
variables is far from being complete. 
The study in two variables of Gaussian formulae of integration minimizing the number of 
knots, among all the cubature formulae of a fixed degree, has been developed after the ideas of 
Mysovskikh [5,6,7]. Schmid [11] complemented Mysovskikh's results by constructing minimal 
formulae of even degree. However, the characterization given by both Mysovskikh and Schmid 
can only be applied to some particular functionals. MSller [8,9] and Schmid [12] obtained 
Gaussian formulae for a wider class of functionals but either the accuracy is lowered or the 
number of knots is increased. 
To construct cubature formulae it seems reasonable to make the 'jump' from one to several 
variables as smooth as possible. With this in mind, we carded out the approximation of integrals 
on regions of space of dimension higher than one, by considering linear combinations of 
integrals on manifolds of lower dimensions contained in the region of integration, instead of 
considering only the knots as data. In this way, cubature formulae using different ypes of 
manifolds as data (knots, curves, surfaces,...) at the same time, can be constructed and can be 
useful when the functional (or the region of integration) is not simple. 
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This kind of cubature formulae may also be viewed as an intermediate step in the search for 
formulae with knots as data. 
By this kind of cubature formulae, quadrature and cubature as well as orthogonal polynomi- 
als, in one and several dimensions, remain connected. 
The purpose of this paper is to give an introduction to this type of analysis for cubature 
formulae. A representation theorem characterizing the minimal formulae for a fixed degree of 
exactness i obtained. Extensions to non-standard blending methods and applications to numeri- 
cal methods for solving Partial Differential Equations (P.D.E.) are given in [13]. In [14] these 
cubature formulae are used in the proof of the convergence of the Vortex Filament Method 
which is applied to the numerical simulation of three-dimensional incompressible fluid flows in 
Fluid Mechanics. 
The plan of the paper is the following. In Section 2 we characterize the Gaussian formulae 
with a minimal number of lines. In Section 3 we provide a General Representation Theorem 
characterizing the minimal representation. Finally in Section 4 we give some examples and 
indicate some possible generalizations for this theory. 
2. Gaussian formulae with a minimal number of lines 
For the sake of simplicity we consider the two-dimensional case and as data we consider 
straight lines contained in the region of integration. 
Let [2 be a region of R 2 and let C([2) be the space of continuous real-valued functions defined 
in [2. We introduce the linear functional a~ defined by 
d: f~C([2)---*d(f)~R, (2.1) 
which shall denote the integration on [2. 
We denote by Yi, i = 0,...,/~, with/~ to be specified, the straight line defined by 
yi={x=(xl, x2)~RE:xlsintki-XECOS@~+a~.~.O,q,~[O,~[,ai~R}. (2.2) 
We also denote by Yi a generic point of the line Yi = Y(~i, a~). 
We shall try to approximate d(f) by sums of the form 
/a 
d(f) = Z a, f f('y,) do(3,,), (2.3) 
i=0  ~r, 
where ai are positive constants and a(yi) is the line element of Yi, which gives the exact 
approximation for every polynomial in Fro([2 ), where Pro([2) is the space of all polynomials of 
degree ~< m restricted to [2 __c R 2 
In what follows we shall assume that the polynomials and the lines under study are considered 
only restricted to [2. 
We can set the problem in the following way. Let 
d: p~P,,,([2)--*d(p)~g~ (2.4) 
be a non-trivial, linear and strictly positive functional. Let us search for a representation f d in 
the form 
a(p)  = (2.5) 
i ~ O "Yi 
We are interested in finding formulae of type (2.5) that possess a minimal representation. 
J. Soler / Cubature with a minimal number of lines 225 
Theorem 1. Let 0 be the minimum of lines y~ required to make the formula (2.3) exact in P,,(I~). 
Then 
1 0>I [~m] + 1. (2.6) 
Proof. It is always possible to construct a polynomial p of degree k vanishing on k lines. 
Moreover, there exists no polynomial q~ Pt,,/21(I2) vanishing on all the lines of (2.5). 
Otherwise 
d(q 2) =0 
which is in contradiction with the strict positiveness of d. Hence (2.6) follows. O 
As a consequence of this theorem, given n + 1 lines, 2n + 1 is the maximum degree of 
exactness that is possible to get with a formula of type (2.3). We shall characterize this minimal 
representation, i.e., Gaussian formulae, in Theorem 4. 
Let l~(x), x ~ R 2, denote the polynomials of degree one of the form 
l i ( x )~x ls in~i - -x2cost~i+a i ,  ~iE  [0, or[, a iER.  (2.7) 
Let 
t.t 
w(x) - -  1"-I l ,(x). (2.8) 
i~0 
From now on, we set m ffi 2n + 1 and /~= n, and the orthogonality relations shall be 
considered with respect o the inner product associated to a~. 
Then it is easy to prove the following result 
Theorem 2. I f  the formula (2.3) is exact in P2n+l(~'~), then w( x) is orthogonal to the space P,( [g). 
N +, ~ linearly independent Lemma 3 [1]. Let I2 be a given region, $2 c_ R N. There exists a system of (n  l J 
polynomials in P~+x( ~2) which are orthogonal to P,(I2). 
In our particular case, $2 c_ R 2, consequently there exists a system of n + 2 polynomials of 
P,+x(~2) orthogonal to P,(I2). 
These polynomials are of the form 
ph(X ) i j h =xlx2+p. (x ) ,  0~<h~<n+l ,  (2.9) 
where ph ~ P,(I2) and i + j  --- n + 1. 
If w(x) is orthogonal to P,(~2), with w(x)~ P,+x(~2), then w(x) belongs to the manifold 
spanned by the previous polynomials ph(X). Hence w(x) can be written in the form 
n+l 
w(x) = Y'~ flhph(x), flh ~R.  (2.10) 
h~O 
In addition, w(x) is exactly of degree n + 1. Therefore, at least one of the coefficients flh of 
the expression (2.10) does not vanish. Let t ~ {0, 1 . . . . .  n + 1} be the index such that fit ffi 1. 
Considering a priori /3,--1 is equivalent o choosing one of the n + 2 possibilities for the 
polynomial w(x) and, therefore, one among all the possible different systems of n + 1 lines Yi 
that intersect ~2 and fulfil the required conditions. 
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We consider the manifold M spanned by the polynomials 
T k=xfxgph and T k=xfxa2 w, 
whereh=0 . . . .  ,n+l ,  h~t ,  c+d- - -0  . . . . .  n and k=l , . . . , s=d imP2,+a-  dim P,. 
Theorem 4. The cubature formuta (2.3) is exact for every polynomial of degree less than or equal to 
2n + 1 if and only if the following two conditions are verified: 
(i) the formula is exact in P,(O), 
(ii) d(T) = O, VT~ M. 
In addition, when (2.3) is exact in P2n+l(D)--or equivalently if (i) and (ii) are verified--, the 
coefficients oti, i = 0 . . . . .  n, are positive. 
Proof. By (i), n is a lower bound for the exactness of (2.3), and from Theorem 1 we deduce that 
2n + 1 is an upper bound. On the other hand, the polynomials w(x) and ph(X), with h 4: t, form 
an independent linear system in P,+~(O). Moreover, any polynomial p ~ P2,÷~(0) can be 
written as 
p (x )=T(x)+p. (x ) ,  wherep~(x)~Pn(O)andT~/~.  
From condition (ii) and the exactness in P.(O), by integrating p(x)  we obtain the exactness in 
PZn+l(O)- 
For the necessity condition, (i) is trivial and (ii) is a consequence of the properties of the 
polynomials Ph and w. 
The positivity of the coefficient a~, i = 0 . . . .  , n, follows by integrating the polynomial 
n 
p2.(o). [] 
j=O 
j-~ i 
3. General Representation Theorem 
We wish to find a polynomial of P.+x(D) that is orthogonal to P.(O) and may be split as a 
product of polynomials of degree one. That is, we look for a polynomial in the intersection of the 
sets 
C1,= w(x)~Pn+l (O) 'w(x)= ~_.Bhph(x) , f l t=l  , (3.1) 
h=O 
C2= w(x)  sPn÷, (O) 'w(x)= 1,(x . (3.2) 
These two sets may be sometimes disjoint depending on the geometry of the region D. 
Let 0 be a bounded, closed region in N 2 with connected interior. Let us assume that the 
intersection of C~, and 6"2 is non-empty and set I = C1, n C2. 
Let us prove that C 2 is compact. For a fixed q,~[0,~r[ the set of all a~N such that 
7(q', a )n  D is non-empty due to the connectedness of D, and is a real interval that we shall 
denote by R(qJ). Due to the compactness of D, R(q,) is closed. 
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We consider the set H defined by 
H-  {(if, a )ER2:  4,~ [0, ~r[, a ~ R(lk)}, 
a sequence {(4'k, ak)}k~N of elements of this set and a sequence Xk = {(Xlk, X2k)}k~S 
"t( ~k, ak) n 12 such that 
~/k~k,  ak~a and Xk~X-----(Xl, X2) , ask--*oo. 
Thanks to the boundedness of tkk, 4' ~ [0, ~r[. In addition, it is clear that x ~ ~,(ff, a) ¢3 12, thus 
a ~ R (if). Hence (if, a) ~ H and so H is closed. 
As 12 is compact, the interval R(4,) is uniformly bounded. Thus H is compact and so are 
H n+t (H to the (n + 1)th power) and C2. 
Since Cat is a linear manifold, it is clear that I -- Ct, n C2 is compact. 
Set F: I --* R, with F defined by 
tl 
F(ao , . . . ,an ,  ~ko . . . . .  ~k,)---f 1--I I?(x) dx. (3.3) 
• If l i ff i  0 
As F is continuous and defined on I, which is compact, it reaches its minimum. 
This result and the following theorem lead to the General Representation Theorem (Theorem 
6). 
Theorem 5 [1]. Assume that for pn+l(x) ~ Pn+1(12), which is orthogonal to P,(12), the following 
factorization is given 
Pn+l(X) =Pn+l. l (x)"pn+l,2(x)"" pn+l,k(X). 
such that all the factors are real and irreducible in the real field. Then all the Pn ÷ 1.,(x) are distinct, 
and the associated zero line is not completely outside of 12, for i -- 1 . . . . .  k. 
In addition, the lines "1'~ minimi:,irtg the functional (3.3) intersect he interior of 12. In fact, if 
~,~ n 12 4: ~ and "1'~ n int 12 ffi ~, then we set ~,; = $~- c such that the intersection of $~ and the 
interior of 12 is not empty. Then for I c I small enough 
F( f fo , . . . ,~n,  a0 . . . . .  an)> F(ff0 . . . . .  ft, ao, . . . ,a i -1 ,  a i - , ,  a i÷ l , . . . , a , ) .  
This shows that the lines "t'~ intersect the interior of 12. 
Theorem 6 (General Representation Theorem). Let 12 be a bounded and closed region in R 2 with 
connected interior. Let Clt and C 2 be defined as in (3.1) and (3.2) respectively. I f  the set 
I ffi Clt n C 2 is non-empty, then there exist pairs (~ ,  a~), i = 0,. . . ,  n, minimizing the functional 
(3.3) with w(x)  = 1-17,o l~(x) ~ I. 
Moreover, these pairs and its corresponding lines "t~, i ffi 0 . . . . .  n, are all different and intersect 
the interior of 12. 
The evaluation of the minimum of the functional F, defined by (3.3), has an additional 
interest when one tries to obtain error estimates for formulae of type (2.3). Once we know the 
existence of the minimum (when the intersection of C1, and Cz is non-empty), we shall try to 
find necessary conditions for I in order to be non-empty and at the same time a method for 
obtaining the lines '/i and the coefficients ai. Thus we search for the extreme values of the 
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functional F when the variables are related by the conditions 
f w(x lp (x )dx - -O ,  Vp(x)  ~ P , (~) .  
Let Pi, i=0  . . . . .  ½(n + 1)(n + 2) be a set of linearly independent polynomials of the form 
p i (x  ) = c d XlX 2, C + d = 0 . . . . .  n, and set 
gi= f w(x)p , (x l  dx .  
Then the value of the variables that provide the minimum of F may be obtained from the 
resolution of the following system corresponding to the use of Lagrange's method for ff~ ~ [0, ~r[ 
and a i ~ R( ~i) 
[ 0~ (a i . . . . .  a , ,  ~b o. . . . .  ~ , )  = O, 
/ 0~ (a 0 . . . . .  an, ~0, - . - ,~n)=0,  
~gi---- O, 
where 
i=0 . . . .  ,n ,  
i=0 , . . . ,n ,  
i=0  . . . . .  ½(n+ 1) (n+ 2), 
n 
q~(ao . . . . .  an, #O, . . . ,  #n) = f~i~=ol2i (x )  dx  
(3.4) 
~(n+ 1)(n+2) 
E x,g,. (3.5) 
i=0 
Remark 3.1. Once we have reduced the domain of integration to subdomains, it remains to 
calculate these new integrals. In practice, we discretize the new integrals by quadrature formulae 
(see below in applications). 
4. Some extensions and applications 
In this section we study some examples which are obtained by application of Theorem 4 or 
Theorem 6. Also we repeatedly use cubature with manifo lds--not necessarily straight l ines--to 
obtain formulae with knots. Some generalizations and further investigations are also possible; for 
example the characterization f the minimal representation f a wider class of functionals as well 
as its exactness in spaces of polynomials of even degree. 
4.1. Generalization in two or more dimensions 
In the same way, generalizations in two or more dimensions can be stated by using at the same 
time curves, surfaces, volumes . . . . .  of any order as data. This kind of blending formulae is used in 
[13] to approximate functions by linear combinations of measures located on manifolds con- 
tained in the space under consideration. This is the foundation of a method used for solving 
P.D.E. which can be included in the frame of Particle Methods and can be seen as one of its 
extensions [13]. An error estimate is also given in [13], via the Bramble-Hilbert theorem, for this 
kind of cubature formulae. 
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4.2. Application to the square. The tensor case 
Let 12 be the region of R 2 defined as 
12= {(x 1, x2) ~ n2:  Xl, x2 ~ [ -1 ,  1]} =[ -1 ,112}.  (4.1) 
We are going to find a minimal representation f type (2.5) that is exact for every given function 
in P2n+l(~). 
If we assume that the pairs generating the lines %, i = 0,.. . ,  n, have the form (½~r, ai), the 
functional (3.3) looks like 
fo,n F(ao,.. . ,a~,~bo .. . . .  ~n)= (x l+a , )2dx ,  dx2=2 I - I (x l+a , )2dX l  . 1i~0 
Theorem 7 [1]. Consider the system of polynomials Wn+l(Xl) belonging to Pn+l ( [ -  1, 1]), W n + I ( X l ) 
=l-li~0(xt +a~), then the necessary and sufficient condition for w.+l(xl) to minimize 
f~lw2+l(xl) dx 1 is that w,+x(xl) be orthogonal to P , ( [ -1 ,  1]). 
If w,+l(Xl) is orthogonal to P~([-1,1])  with respect to the inner product f~l(P"  
w,+l)(xl) dx 1, it implies that W,+a(xl) is orthogonal to P,(~2) for the inner product fa(P" 
W,+l)(X ) dx. 
Hence, conditions (3.4) reduce to the evaluation of the one-dimensional Gaussian knots. 
So, lines xl = a~ (the a~'s being the Gaussian Knots in ( -1 ,  1)) form a system for which 
formula (2.5) is exact in P2,+1(~) for I2 given by (5.1). 
4. 3. Other applications to the square 
For n = 2, the lines x 1 - x 2 ~-~ 0, X 1 d- X 2 = 0 make the associated cubature formula exact in 
P3(~2). 
For n = 3, it is simple to show that there exist three lines intersecting at zero such that the 
associated cubature formula is exact in Ps(l'~). 
For n = 4, the lines ~'1 - x2 + x2 - ~ = 0, "~2 ~ Xl --  X2 = 0 and ~'3 - Xl + x2 = 0 make the 
following blending cubature formula exact in P7(~): 
8 1 1 ff(xl, x )dx  dx - + f'/(xl,-Xl) dx ) 
2 fv/(Vl ) do()q),  (4.2) 
+ ~r(3r 2 - 1) 
where r2 =3.6 
In the same way other examples are possible. However, when n is large the application of 
Theorem 4 puts up with some algebraic omputation. 
The above cubature formulae used as intermediate step in the search for formulae with knots 
lead to new and old cubature rules. We will see from the following example how cubature 
formulae with lines, in a easy and natural way, lead to cubature formulae with knots. 
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4. 4. Application to the closed unit disk 
Let I2 be the closed unit disk. In a way analogous to the application in section 4.2 it can be 
proved that if ci(x ) are defined by 
c i (x )=x 2+x2- r i  2, i=0  . . . . .  n, 
the cubature formula associated with the lines ci(x ) --- 0 is exact in P4n+3(~2), where the r~'s are 
the values that minimize f0Xl-li.0(s z - r~2) 2ds. 
We consider an unique circumference (r0 = 1 /v~)  that makes the associated cubature formula 
exact in P3(I2). Discretizing the circumference c0, we obtain the following minimal-point 
formula for the closed unit disk: 
f j (xx ,  x2) dx ldX2-~r{f (½,½)+f (½, -½)+f ( -½,½)+f ( -½, -½)} ,  (4.3) 
which is exact for polynomials of degree less or equal to three. 
Using as data the straight lines associated with the pairs (¼"rr, 0) and (3'rr, 0), we obtain a 
cubature formula exact in P3(f2). Discretizing these new integrals we find (4.3) once again. 
In [3] formula (4.3) is obtained in a different way. 
Similarly, other well-known formulae (cf. [10], for example) can also be obtained in a simple 
way. In particular, the formula ment ioned in section 4.3 for n = 3 allows us to obtain Radon's  
formula of degree 5 with 7 knots. 
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