Ultrasonic exploration of the femoral neck is of wide interest as it can provide some information about a potential fracture risk, particularly for osteoporotic patients. In vivo, the ultrasonic wave first propagates through soft tissues that can be idealized as a homogeneous fluid. Then the ultrasonic wave interacts with the bone structure. Transmitted and back-propagated signals are then measured at receivers. A numerical model of this complete chain is useful to understand and control the various parameters involved in this process. The complexity of the bone structure is approached using the elastodynamic Finite Difference Time Domain (FDTD) code SimSonic. Due to the small size of the spatial grid needed by FDTD schemes, the propagation between the emitter and the femoral neck may be excessively time and resource consuming. We have developped a coupling between SimSonic and a direct and fast evaluation of the diffraction in homogeneous fluids, based on the numerical discretization of the Rayleigh integral. This approach allows to reduce drastically the total computation time for the complete simulation. Results obtained with this new system are presented, including computation times and computer resources. This approach is particularly useful to simulate experiments with phased arrays, which involve several emissions.
INTRODUCTION
The osteoporosis risk significantly increases with the age of patients. This pathology involves losses in the bone mineral mass and has effects on the risk of fracture. As the average age of the world population increases, the corresponding risk of fracture increases too and is now a significant public health problem. For these reasons, a very important research effort is made in many laboratories to develop or improve methods to diagnose osteoporosis, particularly in the femoral neck. Ultrasonic waves have the potential to probe bone quality at the femur neck [1, 2] .
For the development of novel ultrasonic devices to measure the hip, it is important to understand how ultrasonic waves interact with the complex bone structures. One important difference of the measurement at the hip compared to distal sites (radius, heel) is that ultrasound propagate over large distances through the soft tissues.
In this paper, we present a numerical approach that allows to simulate the propagation from the emitter to the femoral neck, and back in direction of the receiver, after generation of bulk and guided waves in the bone structure. In order to reduce the computation time and resources needed, we developed a coupled software that mixes different numerical approaches: a semi-analytic software in charge of the long-distance propagation in homogeneous media, and an elastodynamic Finite-Difference Time-Domain (FDTD) code for the elastic interactions with bone. We first start with a description of the coupling method; then we present numerical results obtained, in conjunction with estimations of the computation time. These developments show the efficiency of this kind of coupling approach and permit some future applications in our domain of interest.
In all the following, the bone structure is modelled as a circular tube with a constant thickness, observing that this is not a limitation as the FDTD code potentially supports heterogeneous materials and complex geometries. The soft tissues of the hip are modelled by a homogeneous and isotropic fluid.
DESCRIPTION OF THE PHYSICAL PROBLEM
The physical problem addressed in this paper corresponds to the propagation of an ultrasonic wave generated from a pre-focused rectangular linear array of 128 independent elements [3] . The wave first propagates in the soft tissues of the hip, until it reaches the bone structure of the femoral neck. At the bone boundary, part of the energy is reflected back in direction of the probe, and part of the energy is transferred to the elastic structure of the bone, resulting in bulk and guided (circumferential) waves. It is this interaction of the ultrasonic beam with the bone structure that we want to evaluate, after back-propagation to the receiver.
The aperture of the emitter is a rectangle of 140 mm width and 60 mm height; it is pre-focused with a focal length of 160 mm, that corresponds to the in vivo average distance between the skin and the femoral neck. In this kind of experiment, we can work either with a single probe (the same probe is used as emitter and receiver, and we work in reflection) or two different probes (we work in transmission). These two typical configurations are illustrated by figure 1.
As the probe is made of 128 independent elements, it can be used with various kinds of emissions. Here, we have chosen to illuminate all elements simultaneously, therefore resulting in a sonication close to a plane wave. When this incident beam reaches the surface of the tube, we expect a specular reflection, followed by circumferial waves that radiate back into the soft tissues of the hip. Figure 2 illustrates these typical echoes, obtained from the simulation of an incident plane wave in water, reflected by a tube. From the above illustration of the problem, we clearly see that the radiation from the emitter is a 3D problem. On the other hand, the probe being pre-focused, it results from classical diffraction theory that the resulting beam is mainly contained in the focal plane in the neighbourhood of the surface of the tube. This means that we can neglect some components of the incident beam that are outside the focal plane. Consequently, the propagation inside the tube is mostly 2D and the portion of the femoral neck inspected can be replaced by a slice of material. The last step of the process, that corresponds to the back propagation in direction of the receiver, is similar to the initial emission and can also be treated as a 3D problem.
DESCRIPTION OF THE NUMERICAL SCHEME
In the previous section, we have seen that the simulation can be divided in three different steps:
1. First, the incident wave propagates from the emitter to the vicinity of the femoral neck (a quantitative evaluation of this "vicinity" will be discussed later in the paper). This first step reduces to the propagation of an ultrasonic wave in a homogeneous fluid. Depending on the geometry of the emitter, this computation can be obtained from a closed form solution (resulting from impulse diffraction theory), or from semianalytic approaches. The first case is easy and fast to implement numerically, the later may be a little more complex, but remains quite simple and fast in terms of the computer implementation. This first step of the simulation uses PASS (Phased Array Simulation Software), based on a numerical discretization of the radiation integral [4] .
2. In a second step, the acoustic wave in the fluid reaches the tube. For this part of the simulation, we have chosen an elastodynamic Finite-Difference Time-Domain (FDTD) code, originally developed by Emmanuel Bossy, called SimSonic [5] . Basically, SimSonic uses spatial and temporal grids and the partial derivative operators that appear in the wave equation are discretized with more or less precision (depending on the order of the numerical scheme). This allows to determine the displacement or stress fields from one position to another, and from one time to the next one.
3. The third and last step consists in the back propagation of the field in direction to the receiver. As for the first step, the propagation involves here a homogeneous fluid and similar approaches can be used; this part of the simulation is performed by PASS again.
This approach allows to separate the numerical simulation in three successive steps, where the difficulty and computer resources needed may be significantly different. Steps #1 and #3 can be treated efficiently at low numerical cost; only step #2, which is solved completely numerically, involves important numerical cost. Coupling the two softwares is not immediate as they are based on different formulations of the wave propagation, and it is necessary to ensure that these formulations are compatible. We also have to calculate the border of the two spatial domains covered by PASS and SimSonic, respectively. The different steps are illustrated on figure 3: • we first approximate the incident beam by the portion that interacts with the tube:
we draw a cone from the border of the probe and tangent to the tube (blue lines on figure 3); then this cone is intersected with a horizontal x-line, such that twice the distance between this line and the surface of the tube is less than the temporal duration of the emitted pulse (multiplied by the velocity in the fluid); this first rule ensures that the source that we will impose terminates before the first reflected signal of interest reaches the coupling line,
• as the numerical model implemented by PASS also includes diffraction effects, we must also take into account the fact that these effects generate a longer temporal signal and the initial position of the coupling line calculated above is modified until the non-overlap condition between the emission and the first reception is satisfied,
• once the position of the coupling line is obtained, the horizontal limit is calculated from its intersection with the initial cone; as the different criteria may interfere, we use an iterative approach that stops as soon as all the required conditions are satisfied simultaneously. The coupling process with PASS consists in the computation of the pressure field at different points along the coupling line. This computation can be performed in a direct manner, and does not require to calculate the field anywhere else. This is why this step of the simulation is fast.
On the other hand, SimSonic is based of the Virieux's scheme for elastodynamics [6, 7] and uses first order equations for the displacement and stress. Practically, the implementation of SimSonic allows to define various kind of sources, including a forced value of stress. The coupling between PASS and SimSonic uses this particular feature: PASS calculates the pressure generated by the probe on the coupling line, and this pressure is imposed as forced boundary condition in the Virieux's elastodynamics code.
Similarly, SimSonic calculates the distribution of normal velocity after propagation in the tube, and this normal velocity distribution is used by PASS as auxiliary source of the field to be back propagated in direction of the receiver.
VALIDATION OF THE COUPLING PROCEDURE
It is important to check the effective validity of the coupling procedure. For that purpose, we considered a simple configuration of an emitter immersed in a homogenous fluid, and calculated the pressure field resulting from an excitation pulse. The same calculation has been performed i) by PASS only, ii) by SimSonic only, iii) by PASS on a first portion of space, followed by SimSonic and iv) by SimSonic on a first portion of space, followed by PASS. The obtained results have been compared. Looking at the images of the resulting pressure field in space and time, the results look consistent. A more precise comparison allows to conclude that the maximum difference between the four results remains less than 2%. The residual error results from the fact that both numerical models have their own approximations and limitations, and we cannot expect to obtain strictly identical results. All these validation steps have been presented in A. Bendjoudi's thesis [8] .
PRACTICAL IMPLEMENTATION AND IMPORTANT PARAMETERS
As explained above, SimSonic is based on a discretization of the partial derivative operators that appear in the wave equation. This discretization is made at the scale of the spatial and temporal grids ∆x and ∆t. For the sake of simplicity, we consider a spatial grid that has the same size ∆x in both the x and y directions. We also consider that this spatial grid step is constant over the whole area of interest. Similarly, the temporal step for the computation ∆t remains constant.
As the numerical scheme implemented in SimSonic corresponds to an approximation of the effective partial derivatives, it is well known that the spatial and temporal grids must be as small as possible. If we reduce the spatial grid size, the approximation of partial derivatives by finite differences contains less errors and it improves the expected precision and quality of the obtained result. As the computation must be repeated for all grid points, it also increases the computation time; for a 2D code, we basically expect a computation time that varies as 1/∆x 2 per temporal step. On the contrary, a large spatial grid size propagates numerical errors that are amplified as the simulation progresses, resulting in a well-known numerical dispersion phenomenon. It is therefore critical to find an optimal tradeoff between fast computation (large grid size, numerical dispersion) and good precision (small grid size, many resources).
We must also take into account the temporal behavior of the simulation, that depends on the temporal step ∆t. For a 2D model, it can be shown that this temporal grid step must satisfy the relationship ∆t ≤ 1 √ 2 × ∆x c max to ensure the numerical stability of the numerical process, where c max is the largest propagation velocity over the whole simulation area [5] . This stability condition is usually known as the CFL (Courant, Friedrichs and Levy) condition. An immediate consequence of this relationship is that any choice concerning the spatial grid step ∆x has a similar effect on the corresponding temporal grid step ∆t. If we need to solve the problem over a given spatial map (width×height) and a given total time, we may expect that the computer resources vary as 1/∆x 2 , while the total computation time varies as 1/(∆x 2 ∆t) ∝ 1/∆x 3 .
Another difficulty of the FDTD code is due to the finite dimension of the spatial area described by the model, while the real physical system we wish to model should correspond to a non-limited portion of space. This well-known problem may be solved by introducing PML boundary conditions (Perfectly Matched Layer) on the borders of the map, that behave as absorbers [5] . These boundary conditions allow to simulate a situation similar to an infinite propagation medium.
The parameters of the simulation are chosen such that they match the experimental conditions. Our numerical simulations have been made with a longitudinal velocity c l =2870 m/s, a transverse velocity c t =1520 m/s and a density ρ s =1.64. These parameters have been obtained experimentally from a commercial bone mimicking material (Sawbones, Pacific Research Laboratory, Vashon, WA) [9] . The external diameter of the tube is 26 mm and its thickness 2.1 mm. The soft tissue is modelled as homogeneous water with a longitudinal velocity c e =1500 m/s and a density ρ e =1. The central frequency of the probe, used in emission and reception, is 1 MHz, with a relative bandwidth near to 100%.
NUMERICAL RESULTS
Based on the various parameters of the problem, the software performs the complete simulation using the following values:
• the coupling line that separates area #1 from area #2 is located at a distance of 140 mm from the probe, and 20 mm from the tube,
• the resulting horizontal dimension of the simulation box is 50 mm; the vertical dimension of this box now includes 20 mm for the fluid and 26 mm for the tube, so we have chosen a box height of 50 mm.
The simulation has been run on 64 bits 3 GHz Xeon processors and we used parallel versions of PASS and SimSonic, therefore resulting in the intensive use of the 8 available processing units. In order to compare the accuracy of the obtained results and corresponding resources in terms of computation time, we used three different values for the spatial grid: ∆x=50µm, 25µm and 15µm. The table below summarizes the time needed to complete the simulation in these three cases. As expected, the values reported in this table show a fast increase of the total computation time as the spatial grid size decreases.
∆x=50µm ∆x=25µm ∆x=15µm
Step #1 -PASS In order to have a reference result, we also used a simplified model, based on the expansion of the normal modes of the tube [10] , to calculate the back-scattered field on the receiver. This simplified model does not take into account diffraction effects, as the elementary emitters and receivers are considered as point-like. The corresponding result is illustrated on figure 4 , that represents the temporel RF signals calculated on the 128 channels of the receiver, in dB. On this figure, we clearly identify the specular reflection and the first circumferential wave near 255 µs. This circumferential wave carries some very important information about the bone specimen, and this is the temporal portion of the signals that is usually retained for further analysis [3] . Figure 5 represents the results obtained from the numerical simulation. The top, middle and bottom curves correspond to the different values of the spatial grid ∆x given in the above table. On this figure, where the RF signals are shown in dB, the circumferential wave is clearly visible. This figure shows similar components as for the simplified model, particularly for the circumferential wave of interest. It also illustrates the variation of the precision as the spatial grid size decreases: for ∆x=50µm, we see some perturbations and numerical artifacts on the shape of the different wavefronts, due to numerical dispersion. If we compare the top and middle images, we observe that these artifacts are reduced by changing the spatial grid step from 50µm to 25µm, and from 25µm to 15µm in a smaller manner. From this comparison, we can conclude that a spatial grid size of 50µm is not enough, but 25µm yields acceptable results. This conclusion is of course important as the value of the spatial grid size may have dramatic consequences on the general behavior of the simulation, in terms of the computation time as well as the memory resources needed.
On figure 6 , we have plotted the temporal signals obtained on two particular receiver channels (left: #64 and right: #110), for ∆x=50µm (top blue curves) and 25µm (bottom blue curves). On each subplot, the red curve corresponds to the results obtained with ∆x=15µm. This alternate representation illustrates the influence of the numerical dispersion: the top curves show significant differences between the blue and red signals, in terms of shape and amplitude. We can even identify some portions of the signals where the two temporal solutions are in phase opposition. On the contrary, the bottom blue and red signals overlap, and small differences appear as time grows. This is a typical effect of numerical dispersion, where numerical errors accumulate as time progresses. A zoom of the portion of the temporal signals contained inside the black rectangles is also shown beside each plot, illustrating the effects of numerical dispersion. 
CONCLUSION
If we wish to run the same simulation using SimSonic alone, we must take into account the following points:
• the portion of space between the probe and the coupling line must be integrated in the spatial map used by SimSonic; this means that the total height of the map should be at least 50+140=190 mm, therefore resulting in a multiplication factor of 4 compared to the coupled approach,
