Rank-one perturbation of arbitrary matrices has many practical applications. In this paper, based on the relationship between the singular values and the eigenvalues, we discuss singular value variations and present two-side bounds of the singular values for rank-one perturbation of arbitrary matrices. Numerical results confirm that the proposed perturbation bounds are sharper than some existing bounds.
Introduction
Let C m×n (C n ) be the set of m × n complex matrices (n dimension vectors). The norm · 2 denotes the two norm and the notation H(A) = 
and the superscript * denotes the conjugate transpose. Singular value variations for rank-one perturbation of arbitrary matrices have many applications, e.g., principal component analysis under a spiked covariance model, and pseudo arc length continuation methods for the solution of systems of nonlinear equations, see [1] [2] [3] [4] . Some classical perturbation bounds for singular values can be found in [5] , and low rank update of singular values has also been investigated in [6] .
In the paper, motivated by the ideas in [7] , we consider rank-one perturbation bounds for singular values of arbitrary matrices. Before providing the new bounds, we first introduce the associated results about eigenvalues of Hermitian matrices in [7] .
Let A ∈ C n×n be Hermitian and have spectral decomposition
where A ∈ C n×n and x, y ∈ C n . In addition, some existing results on singular values are also used to deduce the new bounds.
Singular value variations
In this section we present bounds of singular values for rank-one perturbation of arbitrary matrices. We always assume that the singular values and eigenvalues have the decreasing orders given by (1) and (2), respectively. We first give some notations. Setting
with 2 ≤ k ≤ n,
Note that the expressions of ζ 1 , ζ k , φ k , φ n are similar to the ones of l 1 (x), l k (x), u k (x), u n (x), respectively. For simplicity, in the rest of this paper, we also use the notations
In order to deduce our results, we give the following lemmas.
for 1 ≤ i, j ≤ n and i + j ≤ n + 1.
Lemma 2.2
Let A ∈ C n×n and x, y ∈ C n . Then
Proof The result follows from the fact that rank(yx * ) ≤ 1.
Lemma 2.3
Proof It is easy to obtain
The lower bound for λ n ( * ) can be obtained by an analogical way.
Lemma 2.4 ([5])
Let A, B ∈ C n×n be Hermitian. Then, for i = 1, 2, . . . , n, it holds that
From Lemmas 2.1-2.4 and Theorem 1.1, we can obtain the following bounds of singular values.
Theorem 2.1 Let A ∈ C
n×n and x, y ∈ C n be given. Then, for i = 1, 2, . . . , n, it holds that
where the two lower bounds Lb 1 and Lb 2 are defined by
and the two upper bounds Ub 1 and Ub 2 are defined by
Here we define σ 0 (A) = +∞, σ n+1 (A) = 0; ζ k , φ k are given by (4)- (5) and (6)- (7), respectively.
Proof We will complete the proof according to the following three different strategies. Strategy 1: We use Theorem 1.1 and Lemma 2.3 to deduce the new bounds of σ k (A + yx * ).
In fact, from (3) and (9), it follows that
where S 1 and S 2 are defined by (8) . Applying Theorem 1.1 to S 1 gives
which, together with (13) and Lemma 2.3, yields
Strategy 2: We use Lemmas 2.1-2.2 to obtain the new bounds of σ k (A + yx * ). In fact, by Lemma 2.2, we have
It follows from Lemma 2.1 that
and
Note that inequalities (15) and (16) also hold for the cases k = n and k = 1, respectively, based on the definitions σ n+1 (A) = 0 and σ 0 (A) = +∞. Combining (15) and (16) gives
Strategy 3: We use Lemma 2.1 and the definition of the two norm to give the new bounds of σ k (A + yx * ). Actually, from Lemma 2.1 and the fact that
we have
which implies
Now combining bounds (14), (17), (18) and σ k (A + yx * ) ≥ 0, we obtain bounds (10).
Remark 2.1 By Theorem 2.1, the classical bound
can be improved provided B is of rank one. In fact, from the upper bound of (10), it follows that
which is always sharper than the existing bound
If we do a restriction on A * yx * , then the lower or upper bound of (10) can be further simplified.
Corollary 2.1 Let A ∈ C
n×n and x, y ∈ C n .
is positive semidefinite, then the lower bound of (10) is simplified as 
In particular, for the case that 1 ≤ k ≤ n -1, the above bound can further be simplified as
It follows that the lower bound of (13) is simplified as
Hence
Obviously, for the case, it is easy to check that
from which one may deduce bound (19). If H(A * yx * ) is negative semidefinite, then
It follows that the upper bound of (13) is simplified as
which, together with the bounds of (10), gives bound (20). It is noted that 0 ≤ φ k ≤ y 2 2 x k:n 2 2 (k = 1, 2, . . . , n -1). For this case, it is easy to check that
Therefore, we obtain (21) instead of the upper bound of (10) in Theorem 2.1. This completes the proof.
Numerical examples
In this section we give some numerical examples to test the proposed bounds (10) in Theorem 2.1. Numerical examples are carried out in MATLAB R2014b, with machine epsilon ≈ 2.2 × 10 -10 .
The first example is randomly generated by MATLAB.
Example 1 Let A be a random matrix of order n and x, y be random vectors of dimension n, which can be generated by MATLAB command "A = randn(n, n) + 1i * randn(n, n), x, y = randn(n, 1) + 1i * randn(n, 1)". Test bounds (10) in Theorem 2.1 according to the three cases 2 ≤ k ≤ n -1, k = n, and k = 1.
The second example comes from the aero engine fault diagnosis. It is significant to deduce two-side bounds of the singular values for rank-one update of A, where A is an available inter-segment attractor reconstruction matrix.
Example 2 Assume that the test signal of the mechanical system is the following numerical sequence: s i (i = 1, 2, . . . , 2n -1), then available inter-segment attractor reconstruction matrix A is
see [8, 9] for more details. The following simulation signals are frequently used in aero engine fault diagnosis. At initial time t 0 the test signals are described as s(t 0 ) = s 1 + σ e(t 0 ).
After t time, the test signals with engine fault are described as
where s 1 , s 2 are random signals and s i (i = 3, 4, . . . , 2n -1) are generated in terms of the expression of s(t) at random times; σ e(t) is Gaussian white noise with a mean 0 and variance of 1 with σ = 1. Let x, y be random vectors of dimension n and yx * be rank-one update of A. Test bounds (10) in Theorem 2.1 according to the three cases 2 ≤ k ≤ n -1, k = n, and k = 1.
In Tables 1-6 , we give the lower and upper bounds determined by (10) for the above three cases, which are emphasized by the black text. Note that σ n+1 (A) = 0 and σ 0 (A) = +∞. Thus we have omitted the lower bound σ n+1 (A) in Tables 2 and 5 Tables 1-6 we have the following observations and remarks: Tables 3 and 6 , the proposed upper bounds of (10) are always tighter than the existing upper bounds σ 1 (A) + σ 1 (yx * ), which agrees with Remark 2.1.
Conclusions
In this paper, by making use of different strategies, we present the two-side bounds of singular values for rank-one perturbation of arbitrary matrices. In particular, the proposed upper bounds are proved to be always sharper than the classical bound A + B 2 ≤ A 2 + B 2 . Numerical examples further demonstrate the feasibility and effectiveness of the new perturbation bounds, which are tighter than some existing perturbation bounds.
