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BOUNDED WEIGHT MODULES OF THE LIE ALGEBRA OF
VECTOR FIELDS ON C2
ANDREW CAVANESS AND DIMITAR GRANTCHAROV1
Abstract. We study weight modules of the Lie algebra W2 of vector fields on C
2. A
classification of all simple weight modules of W2 with a uniformly bounded set of weight
multiplicities is provided. To achieve this classification we introduce a new family of
generalized tensor Wn-modules. Our classification result is an important step in the
classification of all simple weight Wn-modules with finite weight multiplicities.
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Introduction
Lie algebras of vector fields have been studied since the appearance of infinite Lie
groups in the works of S. Lie in the late 19th century. Based on the fundamental works
of E. Cartan in the early 20th century, some of these infinite-dimensional Lie algebras are
known as Lie algebras of Cartan type. A classical example of a Cartan type Lie algebra
is the Lie algebra Wn consisting of derivations of the polynomial algebra C[x1, ..., xn],
or, equivalently, the Lie algebra of polynomial vector fields on Cn. The first classifica-
tion results concerning representations of Wn and other Cartan type Lie algebras were
obtained by A. Rudakov in 1974-1975, [14], [15]. These results address the classification
of a class of irreducible Wn-representations that satisfy some natural topological condi-
tions. The so-called tensor modules, that is modules T (ν, S) whose underlying spaces
are tensor products xνC[x±11 , .., x
±1
n ] ⊗ S of a “shifted” Laurent polynomial ring and a
finite-dimensional gln-module S, play an important role in the works of Rudakov. Tensor
W1-modules and extensions of tensor modules were studied extensively in the 1970’s and
in the 1980’s by B. Feigin, D. Fuks, I. Gelfand, and others, see for example, [3], [4].
In this paper we focus on the category of weight representations of Wn, namely those
that decompose as direct sums of weight spaces relative to the subalgebra hWn of Wn
spanned by the derivations x1∂1,...,xn∂n. Weight representations of Lie algebras of vector
fields (in particular, ofWn)) are subject of interest by both mathematicians and theoretical
physicists in the last 30 years. Another important example of a Lie algebra of vector
fields is the Witt algebra Wittn consisting of the derivations of the Laurent polynomial
algebra C[x±1 , ..., x
±1
n ], or, equivalently, the Lie algebra of polynomial vector fields on the
n-dimensional complex torus. In particular, Witt1 is the centerless Virasoro algebra. The
classification of all simple weight representations with finite weight multiplicities of W1
1This work was partially supported by Simons Collaboration Grant 358245.
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and Witt1 (and hence of the Virasoro algebra) was obtained by O. Mathieu in 1992, [11],
proving a conjecture of V. Kac, [10]. Following a sequence of works of S. Berman, Y.
Billig, C. Conley, S. Eswara Rao, X. Guo, C. Martin, O. Mathieu, V. Mazorchuk, V. Kac,
G. Liu, R. Lu, A. Piard, Y. Su, K. Zhao, very recently, Y. Billig and V. Futorny managed
to extend Mathieu’s classification result to Wittn for arbitrary n ≥ 1 (see [1] and the
references therein). The classification theorem in [1] states roughly that every nontrivial
simple weight Wittn-module with finite weight multiplicities is either a submodule of a
tensor module or a module of highest weight type.
In contrast with Wittn, the classification of the simple weight Wn-modules M with
finite weight multiplicities is still an open problem for n > 1. The possible supports
(sets of weights) of all such M have been described by I. Penkov and V. Serganova in
[13]. In addition, in [13], a parabolic induction theorem for such modules M is proven.
More precisely, it is shown that M is a quotient of a parabolically induced module from
a parabolic subalgebra p of Wn. Unfortunately, the parabolic subalgebras p = l ⊕ n
+
that appear in the parabolic induction theorem are quite complicated and have Levi
components l isomorphic to a semi-direct sum of Lie algebras of Cartan type and finite
dimensional-reductive Lie algebras. Another obstacle in the study of weight Wn-modules
is the fact that theWn-modules T (ν, S) are highly reducible - they may contain 2
n simple
subquotients.
The purpose of this paper is to make the first step towards the classification of the
simple weightWn-modules with finite weight multiplicities. Namely, we classify the simple
bounded modules of W2, that is, all simple weight W2-modules whose sets of weight
multiplicities is uniformly bounded. The classification is given in Theorem 4.20 (the
tensor modules are introduced in Definition 2.4). The second step in the weight module
classification is to classify all simple bounded l-modules, where l is a Levi subalgebra of a
parabolic subalgebra of Wn. The last step is, based on the parabolic induction theorem
of Penkov-Serganova, to complete the classification in question. The second and the third
steps will be addressed in a subsequent paper. We note that for n = 2, the classification
of simple bounded l-modules, where l is a Levi subalgebra of a parabolic subalgebra of
W2, is obtained in the present paper and, in fact, is used to classify the simple bounded
W2-modules. It turns out that in this case l ≃ DerC[x]⋉C[x].
In addition to obtaining the classification of simple weight modules with finite weight
multiplicities, the results in the present paper will be essential for the study of the cat-
egory B of bounded representations of Wn. This category is intimately related to the
corresponding category of bounded sln+1-modules. It is expected that, like in the case of
sln+1, the indecomposable injectives of B will have a nice geometric realizations in terms
of twisted functions and twisted differential forms on algebraic varieties, [7], [8].
An important tool in the present paper is the twisted localization functor, a functor
used by O. Mathieu in the proof of another fundamental result: the classification of all
simple weight modules with finite weight multiplicities of finite-dimensional reductive Lie
algebras, [12]. Also, in order to deal with the reducibility of T (ν, S), we introduce a
family of (generalized) tensor modules T (ν, S, J). The modules T (ν,λ, J) = T (ν, S, J)
are defined for a tuple J = (a1, ..., ak) of signed integers ai = b
+
i or ai = b
−
i , where the bi’s
are in the set of all indices j such that λj − νj ∈ Z, and λ is the highest weight of S. Our
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main result is that all nonzero simple bounded W2-modules are isomorphic to T (ν,λ, J)
for some ν,λ, J . A similar result will hold for the simple bounded weight Wn-modules
(n ≥ 2) as well, but additional conditions for the tensor modules T (ν,λ, J) corresponding
to fundamental weights λ have to be imposed.
The content of the paper is as follows. In Section 2 we collect important results on
the twisted localization functor, parabolic subalgebras and tensor modules of Wn. In
particular we provide an explicit list of the possible parabolic subalgebras p of W2. In
Section 3, we classify all simple bounded modules over the Lie algebraA = DerC[x]⋉C[x].
In Section 4, based on the results of Section 3, we complete the classification of simple
bounded W2-modules.
Acknowledgements. We would like to thank M. Gorelik and V. Serganova for the fruitful
discussions and helpful suggestions. We also would like to thank the referee for the
valuable remarks and the careful reading of the manuscript.
1. Notation and Conventions
Throughout the paper the ground field is C. All vector spaces, algebras, and tensor
products are assumed to be over C unless otherwise stated.
By Wn we denote the Lie algebra DerC[x1, ..., xn] of derivations of C[x1, ..., xn]. Also,
An will be the semi-direct product An = DerC[x1, ..., xn] ⋉ C[x1, .., xn]. For simplicity
we set A := A1 and ∂i :=
∂
∂xi
. Every element w of Wn can be written uniquely as
w =
∑n
i=1 fi∂i, for some fi ∈ C[x1, ..., xn].
By Z≥k we denote the set of all integers n such that n ≥ k. We similarly define Z≤k,
Z>k, R≥k, etc. If M is a set of real numbers, and S is a subset of a real vector space V ,
then by MS we denote the set of all M-linear combinations of elements in S.
For a Lie algebra a by U(a) we denote the universal enveloping algebra of a.
Throughout the paper we use the multi index-notation for monomials: xν = xν11 ...x
νn
n
if x = (x1, ..., xn) and ν = (ν1, ..., νn). If n is fixed, we set C[x] = C[x1, ..., xn], C[x
±1] =
C[x±11 , ..., x
±1
n ], and x
νC[x±1] = xν11 ...x
νn
n C[x
±1
1 , ..., x
±1
n ], where the latter is the span of all
(formal) monomials xν1+k11 ...x
νn+kn
n , ki ∈ Z.
For an n-tuple ν = (ν1, ..., νn) in C
n, we set Int(ν) := {i | νi ∈ Z}.
2. Preliminaries
2.1. The Lie algebra A. Recall that A = DerC[x] ⋉ C[x] and W1 = DerC[x]. Note
that by definition [D, f ] = Df for D ∈ DerC[x] and f ∈ C[x]. In terms of generators and
relations, A can be defined as follows:
A = Span{Di, Ij | i ∈ Z≥−1, j ∈ Z≥0}
with
[Di, Dj] = (j − i)Di+j ,
[Di, Ij ] = jIi+j,
[Ii, Ij ] = 0.
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Here Di and Ij correspond to x
i+1∂ and xj , respectively. Note that the center of A is
generated by I0. We say that an A-module M has central charge c if I0m = cm for every
m ∈M . In particular, every irreducible A-module M has a central charge.
We say that h ⊂ A is a Cartan subalgebra of A if h is both self-normalizing and
nilpotent. In what follows, we fix the Cartan subalgebra of A to be hA = Span{D0, I0}.
We also have the triangular decomposition A = A−⊕A0⊕A+, where A− = Span{D−1},
A0 = hA, and A
+ = Span{Di, Ij | i, j ≥ 1}. Define ε, δ ∈ h
∗
A by the identities
ε(D0) = 1, ε(I0) = 0; δ(D0) = 0, δ(I0) = 1.
2.2. Injective and finite actions. Let g be Lie algebra, and M be a g-module. We
say that an element x of g acts locally nilpotently (or, finitely) on a vector m in M , if
there is N = N(x,m) such that xN (m) = 0. If such N does not exists we say that x
acts injectively on m. We say that x acts injectively (respectively, finitely) on M if x acts
injectively (respectively, finitely) on all m ∈M .
We will often use the following setting. Let x be an ad-nilpotent element in g and let
M be a g-module. Then the set M 〈x〉 of all m on which x acts finitely is a submodule
of M . In particular, if M is simple, then every ad-nilpotent element x of g acts either
finitely or injectively on M .
2.3. Weight modules. We first introduce weight modules in a general setting. Let U
be an associative unital algebra and H ⊂ U be a commutative subalgebra. We assume in
addition that H is a polynomial algebra identified with the symmetric algebra of a vector
space h, and that we have a decomposition
U =
⊕
µ∈h∗
Uµ,
where
Uµ = {x ∈ U|[h, x] = µ(h)x, ∀h ∈ h}.
Let QU = Z∆U be the Z-lattice in h
∗ generated by ∆U = {µ ∈ h
∗ | Uµ 6= 0}. We obviously
have UµUν ⊂ Uµ+ν .
We call a U-module M a generalized weight (U ,H)-module (or just generalized weight
U-module) if M =
⊕
λ∈h∗ M
(λ), where
M (λ) = {m ∈M | (h− λ(h)Id)Nm = 0 for someN > 0 and all h ∈ h}.
We call M (λ) the generalized weight space of M and dimM (λ) the weight multiplicity
of the weight λ. A vector v in M (λ) is called a weight vector of weight λ and we write
wht(v) = λ. Note that
(2.1) UµM (λ) ⊂ M (µ+λ).
A generalized weight moduleM is called a weight (U ,H)-module (or just weight U-module)
if M (λ) = Mλ, where
Mλ = {m ∈M | (h− λ(h)Id)m = 0 for all h ∈ h}.
In the case when U = U(g) is the universal enveloping algebra of a Lie algebra g and
h is a subalgebra of g, a (generalized) weight (U ,H)-module will be called (generalized)
weight (g, h)-module.
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Definition 2.1. (i) An A-module M is a weight A-module if M is a weight (A,H)-
module for H = C[hA]. If M is a weight A-module we call the set of weights
λ ∈ h∗A such that M
λ 6= 0 the A-support (or simply the support) of M and denote
it by SuppM .
(ii) We say that a weight A-module M is bounded if there is N > 0 such that
dimMλ < N for all λ ∈ h∗A. If M is bounded we call sup{dimM
λ | λ ∈ h∗A}
the A-degree (or simply the degree) of M .
The adjoint module A is a weight module of central charge 0 such that Aλ 6= 0 if and
only if λ = nε for n ∈ Z≥−1. The set ∆A = {−ε, nε | n ∈ Z>0} is the root system of A,
and
A−ε = Span{D−1}; A
nε = Span{In, Dn}, n ∈ Z>0
are the root spaces of A.
If M has central charge c, then a weight of M is of the form λε + cδ, for some λ ∈ C.
If c is fixed, with a slight abuse of notation we set Mλ = Mλε+cδ, for all weight modules
M with central charge c. In particular, M =
⊕
λ∈CM
λ and SuppM ⊂ C.
We similarly introduce the notions of weight and boundedWn-modules. More precisely,
let hWn (or simply hW if n is fixed) be the subalgebra Span{x1∂1, ..., xn∂n}. Then hW is
a Cartan subalgebra of Wn.
Definition 2.2. AWn-moduleM is a weightWn-module ifM is a weight (Wn,H)-module
with H = C[hW ]. We say that a weight Wn-module M is bounded if there is N > 0 such
that dimMλ < N for all λ ∈ h∗W . If M is bounded we call sup{dimM
λ | λ ∈ h∗W} the
Wn-degree (or simply the degree) of M .
Note that Wn is a weight Wn-module whose support is ∆Wn ∪ {0}, where ∆Wn is the
root system of Wn. We identify the root lattice of Wn with Z
n and will often write every
element α of Z∆Wn as an n-tuple (α1, ..., αn) of integers. In particular,
∆Wn ∪{0} = {(α1, ..., αn) | αi ≥ 0}⊔{(α1, ..., αn) | ∃i : αi = −1 and αj ≥ 0 for all j 6= i}.
For simplicity we will often write ∆W for ∆Wn. In what follows we use the (root) basis of
Wn consisting of the elements x
α(xi∂i), α ∈ ∆Wn ∪ {0}, i = 1, ..., n.
2.4. Tensor modules. We say that (λ1, ..., λn) ∈ C
n is a dominant integral gln-weight if
λi − λi+1 ∈ Z≥0 for all i = 1, .., n − 1. If λ = (λ1, ..., λn) is a dominant integral weight,
by Lgl(λ) = Lgl(λ1, ..., λn) we denote the simple finite-dimensional module with highest
weight λ.
For a dominant integral gln-weight λ = (λ1, ..., λn) and any ν = (ν1, ..., νn) in C
n, we
define the Wn-modules T (ν,λ) as follows:
T (ν,λ) = xνC[x±1]⊗ Lgl(λ)
with Wn-action defined by
(2.2) (xαxi∂i) · (x
s ⊗ v) = six
α+s ⊗ v +
n∑
j=1
αjx
α+s ⊗Ejiv,
where α ∈ ∆Wn ∪ {0}, s ∈ ν + Z
n, v ∈ Lgl(λ), and Eji is the (j, i)th elementary
matrix of gln. As indicated in the introduction, these modules play important role in the
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classification of simple weight modules with finite weight multiplicities over various classes
of Lie algebras. We easily extend the Wn-action on T (ν,λ) to an An-action. Namely, for
c ∈ C we define T (ν,λ, c) = T (ν,λ) as vector space and set
(2.3) xj · (xs ⊗ v) := cxj+s ⊗ v.
The next theorem gives a necessary and sufficient condition when two tensor modules
are isomorphic as Wn-modules and An-modules. The fact is well-known but for reader’s
convenience a short proof suggested by M. Gorelik is provided.
Proposition 2.3. The following are equivalent.
(i) T (ν,λ) ≃ T (ν ′,λ′) as Wn-modules.
(ii) T (ν,λ) ≃ T (ν ′,λ′) as An-modules.
(iii) ν − ν ′ ∈ Zn and λ = λ′.
Proof. The fact that (iii) implies (i) and (ii) is straightforward. Also, obviously (ii) implies
(i). It remains to show that (i) implies (iii).
Let ψ : T (ν,λ) → T (ν ′,λ′) be an isomorphism. Since the µ-weight space of T (ν,λ)
is xµ ⊗ L(λ), we have that for every s ∈ ν + Zn and u ∈ L(λ), ψ(xs ⊗ u) = xs ⊗ u′ for
some u′ ∈ L(λ′). Also, dimL(λ) = dimL(λ′).
Let vλ be a highest weight vector of L(λ), and let us fix s ∈ ν + Z
n such that si 6= 0
for every i. Also, let ψ(xs⊗ vλ) = x
s⊗ v for some v ∈ L(λ′). Denote by vi the gln-weight
components of v, i.e. v =
∑t
i=1 vi, where vi ∈ L(λ)
ηi are nonzero vectors and η1, . . . ,ηt
are distinct weights (of gln). Assume that η1 is a minimal element in {η1, ...,ηn} with
respect to the standard partial order on h∗gln. Then for 1 ≤ j < i ≤ n we have
(xixj∂i)∂j(x
s ⊗ v) = xs ⊗ (si + Eji)(sj −Ejj)v;
(xixj∂i)∂j(x
s ⊗ vλ) = si(sj − λj) · x
s ⊗ vλ,
where λ = (λ1, ..., λn). Thus
(si + Eji)(sj −Ejj)v = si(sj − λj)v.
Using the minimality of η1, after taking the η1-components of the vector above, we obtain
Ejjv1 = λjv1 for all j < n. Thus λ−η1 = cεn some c ∈ C. But since η1 is in the support
of L(λ′) and λ′ is a maximal weight in this support, we have λ′−λ ≥ −cεn. With similar
reasoning we obtain λ−λ′ ≥ −c′εn for some c
′ ∈ C. Thus λ−λ′ ∈ Cεn. Now using this
and the Weyl dimension formula for dimL(λ) = dimL(λ′), we prove that λ = λ′. 
In what follows we introduce some important subquotients of the Wn-modules T (ν,λ)
defined above. First, for any z ∈ Cn, we set PM(z) = {+,−}Int(z). Every element
J : Int(z) → {+,−} of PM(z) will be written as (i1
J(i1), ..., ik
J(ik)), where Int(z) =
{i1, ..., ik} and i1 < · · · < ik. For example, if Int(z) = {1, 2}, then the elements of PM(z)
are: (1+, 2+), (1+, 2−), (1−, 2+), (1−, 2−).
For every element J in PM(z) we write J+ (respectively, J−) for the subset of J
consisting of all i
J(ij )
j with J(ij) = “+
′′ (respectively, J(ij) = “−
′′).
Definition 2.4. Let λ be a dominant integral gln-weight, ν ∈ C
n, and J be in PM(λ−ν).
We define T (ν,λ, J) as follows.
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(i) T (ν,λ, ∅) := T (ν,λ).
(ii) If J+ 6= ∅ and J− = ∅, then
T (ν,λ, J) := Span{xη ⊗ vµ | vµ ∈ Lgl(λ)
µ, ηi − µi ∈ Z≥0 for all i ∈ J}.
(iii) If J− 6= ∅, then
T (ν,λ, J) := T (ν,λ, J+)/

 ∑
j−∈J−
T (ν,λ, J+ ∪ {j+})


It is easy to check that if J− = ∅, then T (ν,λ, J) is a submodule of T (ν,λ). Therefore
all T (ν,λ, J) are bounded weight Wn-modules of degree dimLgl(λ).
Using (2.3), we easily endow T (ν,λ, J) with an An-module structure and the resulting
module T (ν,λ, J, c) has central charge c. In what follows, we will call both T (ν,λ, J)
and T (ν,λ, J, c) generalized tensor modules, or simply tensor modules.
2.5. Tensor A1- and W1-modules and classification of simple weight W1-modules
with finite weight multiplicities. In the case n = 1 we will use the notation T (ν, λ) and
T (ν, λ, c) for the tensor modules corresponding to ν, λ ∈ C. More explicitly, T (ν, λ, c) =
Span{xν+ℓ ⊗ vλ | ℓ ∈ Z}, with action of A defined by:
Di(x
ν+ℓ ⊗ vλ) = (ν + ℓ+ iλ)x
ν+ℓ+i ⊗ vλ,
Ij(x
ν+ℓ ⊗ vλ) = cx
ν+ℓ+j ⊗ vλ
Remark 2.5. Another important class of modules that appears in the literature consists of
the tensor densities modules. Namely these are the A-modules F(ν, λ, c) = xµC[x±1](dx)λ
of central charge c and with the natural action of the generators Di and Ij. One easily
can show that F(ν, λ, c) ≃ T (ν + λ, λ, c).
We will also write T (λ, λ,+) = T (λ, λ, 1+) and T (λ, λ,−) = T (λ, λ, 1−). In particular,
T (λ, λ,+) = Span{xλ+n ⊗ vλ | n ∈ Z≥0} and T (λ, λ,−) = T (λ, λ)/T (λ, λ,+). Further-
more, the corresponding A-modules to T (λ, λ,±) will be denoted by T (λ, λ, c,±). The
Jordan-Ho¨lder decomposition of the modules T (ν, λ) and T (ν, λ, c) is described in the
following two propositions. The proof is standard and is omitted.
Proposition 2.6. Let λ, ν ∈ C
(i) The W1-modules T (ν1, λ1) and T (ν2, λ2) are isomorphic if and only if:
(a) ν1 − ν2 ∈ Z and λ1 = λ2, or
(b) ν1 − ν2 ∈ Z, ν1 /∈ Z, and {λ1, λ2} = {0, 1}.
(ii) The W1-module T (ν, λ) is simple if and only if λ− ν /∈ Z.
(iii) TheW1-module T (λ, λ,+) is simple if and only if λ 6= 0. TheW1-module T (0, 0,+)
has length two with a simple submodule isomorphic to C and a simple quotient
isomorphic to T (1, 1,+).
(iv) TheW1-module T (λ, λ,−) is simple if and only if λ 6= 1. TheW1-module T (1, 1,−)
has length two with a simple submodule isomorphic to T (0, 0,−), and a simple
quotient isomorphic to C.
8 ANDREW CAVANESS AND DIMITAR GRANTCHAROV
1
In view of the above proposition, for λ 6= 0 we set L(λ,+) := T (λ, λ,+) and L(λ,−) =
T (λ + 1, λ + 1,−). We also set L(0) := C. Note that L(λ,+) and L(λ,−) are highest
weight modules with highest weight λ with respect to the Borel subalgebras b(+) =
Span{Di | i ∈ Z≥0} and b(−) = Span{Di | i ∈ {0,−1}}, respectively.
We now look at the structure of the tensor A-modules. In the case c = 0, we sim-
ply restate Proposition 2.6 replacing the statements for T (ν, λ), T (λ, λ,±) by T (ν, λ, 0),
T (λ, λ, 0,±), respectively. We also write L(λ, 0,+) and L(λ, 0,−) for T (λ, λ, 0,+) and
T (λ+ 1, λ+ 1, 0,−) if λ 6= 0, and L(0, 0) = C.
For tensor A-modules with nonzero central charge we have the following.
Proposition 2.7. Let λ, ν ∈ C and let c 6= 0.
(i) The A-modules T (ν1, λ1, c) and T (ν2, λ2, c) are isomorphic if and only if ν1−ν2 ∈ Z
and λ1 = λ2.
(ii) The A-module T (ν, λ, c) is simple if and only if λ− ν /∈ Z.
(iii) The A-modules T (λ, λ, c,+) and T (λ, λ, c,−) are simple for all λ ∈ C.
Naturally, for c 6= 0 we set L(λ, c,+) := T (λ, λ, c,+) and L(λ, c,−) := T (λ + 1, λ +
1, c,+).
We finish this subsection with the classification theorem for all simple weight W1-
modules with finite weight multiplicities due to O. Mathieu, see [11].
Theorem 2.8. Every simple weight W1-module with finite weight multiplicities is iso-
morphic to a module in the following list: T (ν, λ), λ − ν /∈ Z, L(η,+), L(η,−), η 6= 0,
L(0). The only isomorphisms among the modules in the list are: T (ν, λ) ≃ T (ν + n, λ)
for n ∈ Z and λ− ν /∈ Z; T (ν, 0) ≃ T (ν, 1), for ν /∈ Z.
2.6. Twisted localization of weight modules. We first introduce the twisted localiza-
tion functor in a general setting. Let U , H = C[h] be as in §2.3. Let a be an ad-nilpotent
element of U . Then the set 〈a〉 = {an | n ≥ 0} is an Ore subset of U (see for example §4
in [12]) which allows us to define the 〈a〉-localization D〈a〉U of U . For a U-module M by
D〈a〉M = D〈a〉U ⊗U M we denote the 〈a〉-localization of M . Note that if a is injective on
M , then M is isomorphic to a submodule of D〈a〉M . In the latter case we will identify M
with that submodule, and will consider M as a submodule of D〈a〉M .
We next recall the definition of the generalized conjugation of D〈a〉U relative to x ∈ C.
This is the automorphism φx : D〈a〉U → D〈a〉U given by
φx(u) =
∑
i≥0
(
x
i
)
ad(a)i(u)a−i.
If x ∈ Z, then φx(u) = a
xua−x. With the aid of φx we define the twisted module
Φx(M) = M
φx of any D〈a〉U-module M . Finally, we set D
x
〈a〉M = ΦxD〈a〉M for any U-
module M and call it the twisted localization of M relative to a and x. We will use the
notation ax ·m (or simply axm) for the element in Dx〈a〉M corresponding to m ∈ D〈a〉M .
In particular, the following formula holds in Dx〈a〉M :
u(axm) = ax
(∑
i≥0
(
−x
i
)
ad(a)i(u)a−im
)
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for u ∈ U , m ∈ D〈a〉M .
We easily check that if a is a weight element of U (i.e. a ∈ Uµ for some µ ∈ h∗)
and M is a (generalized) (U ,H)-weight module, then Dx〈a〉M is a (generalized) (U ,H)-
weight module. We will apply the twisted localization functor for several pairs (U ,H),
and in particular in the following two cases: U = U(A), H = C[hA]; and U = U(W2),
H = C[hW2 ].
Lemma 2.9. Let a ∈ U be an ad-nilpotent weight element in U , M be a simple a-
injective weight U-module, and let z ∈ C. If N is any simple submodule of Dz〈a〉M , then
D〈a〉M ≃ D
−z
〈a〉N . In particular, if a acts bijectively on M , M ≃ D
−z
〈a〉N .
Proof. We use the fact that if M is a simple weight U-module, then D〈a〉M and D
z
〈a〉M
are simple D〈a〉U-modules. So, if N is any simple submodule of D
z
〈a〉M , then D〈a〉N is
a submodule of Dz〈a〉M . This forces D〈a〉N ≃ D
z
〈a〉M and D
−z
〈a〉N ≃ D〈a〉M . If a acts
bijectively, then M ≃ D〈a〉M . 
The above lemma will be applied both for U = U(A) and U = U(W2). For reader’s
convenience, we list some (but not all) ad-locally nilpotent weight elements a in U in these
two cases:
• a = D−1, Ij , j ≥ 0 for U = U(A);
• a = ∂1, ∂2, x1∂2, x2∂1 for U = U(W2).
Lemma 2.10. Let ν /∈ Z. Then the following A-module isomorphisms hold.
(i) Dν〈I1〉T (λ, λ, c,+) ≃ T (λ+ ν, λ, c), whenever c 6= 0.
(ii) D−ν〈D−1〉T (λ, λ, c,−) ≃ T (λ+ ν, λ, c).
(iii) Dν−η〈D−1〉T (λ+ ν, λ, c) ≃ T (λ+ η, λ, c), whenever η /∈ Z.
Proof. (i) Note that if c 6= 0, the set {Iν+ℓ1 (x
λ⊗vλ) | ℓ ∈ Z} forms a basis ofD
ν
〈I1〉
T (λ, λ, c,+).
Then it is easy to check that the map
Iν+ℓ1 (x
λ ⊗ vλ) 7→ c
ν+ℓxλ+ν+ℓ ⊗ vλ
provides an isomorphism Dν〈I1〉T (λ, λ, c,+) ≃ T (λ+ ν, λ, c).
(ii) Note that the set {D−ν−ℓ−1−1 (x
λ−1 ⊗ vλ + T (λ, λ, c,+)) | ℓ ∈ Z} forms a basis of
D−ν〈D−1〉T (λ, λ, c,−). Then it is easy to check that the map
D−ν−ℓ−1−1 (x
λ−1 ⊗ vλ + T (λ, λ, c,+)) 7→ D−1(ν, ℓ)x
λ+ν+ℓ ⊗ vλ,
where D−1(ν, ℓ) = ν(ν − 1)...(ν − (−ℓ− 1)) if l < 0 and D−1(ν, ℓ) =
1
(ν+1)...(ν+ℓ)
if ℓ ≥ 0,
provides an isomorphism D−ν〈D−1〉T (λ, λ, c,−) ≃ T (λ+ ν, λ, c).
Part (iii) easily follows from (ii) and the additive property of the twisted localization
functors: Dν1+ν2〈D−1〉M ≃ D
ν1
〈D−1〉
Dν2〈D−1〉M . 
Remark 2.11. Note that the isomorphism in Lemma 2.10(ii) holds even in the case (λ, c) =
(1, 0), namely when T (λ, λ, c,−) and T (λ + ν, λ, c) are not simple. Also, the coefficients
D−1(ν, ℓ) in the proof of Lemma 2.10(ii) can also be defined in terms of Gamma-functions:
D−1(ν, ℓ) =
Γ(ν+1)
Γ(ν+ℓ+1)
.
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2.7. Parabolic subalgebras of W2 and Penkov-Serganova Parabolic Induction
Theorem. To keep the content of the paper short we will avoid the general definition of
a parabolic subalgebra of Wn. Such a definition in terms of flags of real subspaces can be
found in §1 of [13]. Alternatively, one can use the general definition of a parabolic set of
roots P and then define a parabolic subalgebra pP associated with P following [9]. The
problem is that the root system of Wn is neither symmetric nor finite.
In what follows we fix σ to be the automorphism of ∆W2 interchanging ε1 and ε2. This
automorphism naturally defines an automorphism of h∗W2 , hW2 and W2. With a slight
abuse of notation we will denote all resulting automorphisms by σ.
We have a natural embedding of sln+1 in Wn arising from the infinitesimal action of the
group PSL(n+ 1) on CP n. In explicit terms, the embedding Φ is defined by Eij 7→ xi∂j ,
1 ≤ i, j ≤ n, E0k 7→ xiE , Ek0 7→ −∂k, 1 ≤ k ≤ n, where E =
∑n
k=1 xk∂k. With the
embedding of sl(n+1) inWn in mind we fix the Cartan subalgebra h of sl(n+1) to be the
one corresponding to hW under the embedding Φ. Again with a slight abuse of notation,
the root system of sln+1 relative to h will be denoted by ∆s = {εi − εj | 0 ≤ i 6= j ≤ n}.
Since we will deal with parabolic subalgebras of Wn that are induced from parabolic
subalgebras of sln+1, we will limit out attention to this case only.
We now recall one of the few equivalent definitions of a parabolic subalgebra of sln+1.
A parabolic subset of roots of s = sln+1 is a proper subset Ps of ∆s for which
∆s = Ps ∪ (−Ps) and α, β ∈ Ps with α + β ∈ ∆s implies α + β ∈ Ps.
For a parabolic subset of roots Ps of ∆s, we call Ls := Ps ∩ (−Ps) the Levi component of
Ps, N
+
s := Ps\(−Ps) the nilradical of Ps, and Ps = Ls ⊔N
+
s the Levi decomposition of P .
We call
pPs := h⊕
(⊕
α∈Ps
sα
)
.
a parabolic subalgebra of s associated with Ps.
If Ps = Ls ⊔N
+
s is a parabolic subset of roots of s, then we call P = L⊔N
+ a parabolic
subset of roots of Wn induced from Ps, where L := ZLs∩∆W and N
+ := (Z≥0Ps ∩∆W )\L.
If Ps = Ls ⊔ N
+
s is a parabolic subset of roots of s, and P = L ⊔ N
+ is the parabolic
subset of roots of Wn induced from Ps, we set N
−
s = ∆s \ Ps and N
− = ∆W \ P . The
reader is referred to Lemma 3 in [13] for a proof of the fact that every parabolic subset
of roots of Wn induced from one of s is indeed a parabolic subset of roots of Wn. We call
P− = L ⊔ N− the opposite to P parabolic subset. Analogously to the case of sln+1 we
define
pP := h⊕
(⊕
α∈P
sα
)
.
to be the parabolic subalgebra ofWn associated with P (or with Ps). By p
− we denote the
parabolic subalgebra associated with P− and call it the opposite to p parabolic subalgebra.
If Ps = Ls ⊔ N
+
s is a parabolic subset of roots of s for which Ls = ∅, we will call the
corresponding subalgebras pPs and pP Borel subalgebras of sln+1 and Wn, respectively.
Below we list all parabolic subsets of roots of W2 induced from parabolic subsets of
roots of ∆s of sl(3) together with the corresponding parabolic subalgebras.
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Example 2.12. For a subset J of the real vector space R∆W , let P (J) = {α ∈ ∆W | (α, s) ∈
R≤0 for every s ∈ J}. Then all parabolical subset of roots of W2 induced by parabolic sub-
sets of roots of sl(3) are of the form P (J) for a set J consisting of one or two elements. All
possible sets J together with the notation that will be used for the corresponding parabolic
subset of roots P (J) and the parabolic subalgebra p(J) = pP (J) are listed below.
(i) J = {ε1 − ε0}, P (1
+), p(1+).
(ii) J = {ε0 − ε1}, P (1
−), p(1−).
(iii) J = {ε2 − ε0}, P (2
+), p(2+).
(iv) J = {ε0 − ε2}, P (2
−), p(2−).
(v) J = {ε1 + ε2}, P (12
+), p(12+).
(vi) J = {−ε1 − ε2}, P (12
−), p(12−).
(vii) J = {ε1 − ε0, ε0 − ε2}, P (1
+, 2−), p(1+, 2−).
(viii) J = {ε0 − ε1, ε2 − ε0}, P (1
−, 2+), p(1−, 2+).
(ix) J = {ε0 − ε2,−ε1 − ε2}, P (2
−, 12−), p(2−, 12−).
(x) J = {ε1 − ε0, ε1 + ε2}, P (1
+, 12+), p(1+, 12+).
(xi) J = {ε0 − ε1,−ε1 − ε2}, P (1
−, 12−), p(1−, 12−).
(xii) J = {ε2 − ε0, ε1 + ε2}, P (2
+, 12+), p(2+, 12+).
Remark 2.13. Note for example that P (1+) = Z≤0ε1 + Zε2 which seems counterintuitive.
This sign change is imposed in order to match the notation of the parabolic subalgebras
with the notation of the corresponding induced modules, see for example Proposition 4.11.
The following parabolic induction theorem follows from Lemma 11 in [13].
Theorem 2.14. Let M be a simple weight Wn-module with finite weight multiplicities.
Then there is a parabolic subalgebra p = l⊕ n+ of Wn induced from a parabolic subalgebra
of s = sln+1 and a simple p-module S with a trivial action of n
+ such that M is a
quotient of the induced module U(Wn) ⊗U(p) S. Moreover, there is λ ∈ SuppL such that
λ+ α /∈ SuppM for all α in N+ = ∆n+.
2.8. Supports of W2-modules. In what follows we describe all possible supports of
simple weight W2-modules with finite weight mutliplicities, see Example 2 in [13].
Proposition 2.15. All possible supports of simple weight W2-modules with finite weight
multiplicities are exactly in one of the following forms:
(i)–(xii) λ+ P (J) for J being one in the list (i)-(xii) of Example 2.12,
(xiii) (λ + P (2−, 12−)) ∩ (σ(λ) + P (1−, 12−)),
(xiv) (λ + P (1+, 12+)) ∩ (σ(λ) + P (2+, 12+)),
(xv) λ+ Z2,
(xvi) {0},
with the conditions on λ as follows: no restrictions on λ in cases (i)-(vi), (xv); λ 6= 0
in cases (vii)-(viii); λ2 − λ1 /∈ Z≥0 in cases (ix)-(x); λ1 − λ2 /∈ Z≥0 in cases (xi)-(xii);
λ1 − λ2 ∈ Z≥0, λ 6= 0 in cases (xiii)-(xiv).
A simple weight module M of type (xv), i.e. such that SuppM = λ+Z2, will be called
a dense module.
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3. Classification of simple bounded A-Modules
We start with a general property of the bounded An-modules.
Proposition 3.1. Every bounded An-module (and, hence Wn-module) whose support is
a subset of λ+ Zn for some λ has finite length.
Proof. This follows from the fact thatAn has a subalgebra isomorphic to sln+1 and that the
statement holds for bounded sln+1-modules with the same support property, see Lemma
3.3 in [12]. 
In the rest of this section we work with n = 1, i.e. with A.
Lemma 3.2. Let M be a simple weight A-module of central charge c. If D−1 acts finitely
on M , then either M ≃ L(λ, c,+) for some λ, c, (λ, c) 6= (0, 0), or M ≃ L(0, 0).
Proof. Let v ∈ Mλ be such that D−1v = 0. Then M = U(A)v is an A
−-highest weight
module. Thus U(A)v is the unique simple quotient of the induced module
U(A) ⊗U(A−⊕A0) C(λ,c), where C(λ,c) is the 1-dimensional A
0-module of weight (λ, c) on
which A− acts trivially. However, we know that L(λ, c,+) and L(0, 0) are such simple
highest weight modules. 
Theorem 3.3. Let M be a simple bounded A-module of central charge c. If c = 0, then
M is a simple bounded W1-module, i.e. it is isomorphic to one of the modules listed in
Theorem 2.8 with trivial action of Ik, k ≥ 0. If c 6= 0, then M is isomorphic to one of
the following: T (ν, λ, c) (λ− ν /∈ Z), L(λ, c,+), L(λ, c,−). The only isomorphisms of the
listed A-modules for c 6= 0 are: T (ν, λ, c) ≃ T (ν + n, λ, c), n ∈ Z, for ν /∈ Z.
Proof. By Lemma 3.2 we know that the result holds if D−1 acts finitely on M . So, for
the rest of the proof, we can assume that D−1 acts injectively on M . We split the proof
in two parts depending on the central charge c. In all statements we assume that M is a
simple bounded A-module of central charge c.
Case 1: Nonzero central charge, i.e. c 6= 0.
We split this case into two subclasses depending on the action of I1 on M .
Lemma 3.4. If c 6= 0, D−1 acts injectively on M , and I1 acts finitely on M , then
M ≃ L(λ, c,−) for some λ.
Proof of Lemma 3.4. Let a = Span{D−1, I0, I1}. Note that a is a Lie subalgebra of
A which is isomorphic to the three-dimensional Heisenberg Lie algebra. Furthermore,
each weight space Mλ, λ ∈ h∗A, is I1D−1-invariant, so M considered as a-module is a
generalized weight (a, ha)-module for ha = Span{I1D−1}.
The classification of simple generalized weight (a, ha)-modules with nonzero central
charge c (equivalently, generalized weight modules of the Weyl algebra U(a)/(I0 − c)) on
which I1 acts finitely is well-known. All such modules are simple weight (a, ha)-modules
and are isomorphic to the module C[D−1], such that D−1(D
k
−1) = D
k+1
−1 , I0(D
k
−1) = cD
k
−1,
and I1(D
k
−1) = −ckD
k−1
−1 (see for example §2 in [6]). Note that if c = 0 then we should
add the trivial module C in that list, but this case is addressed in Case 2 below.
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Let d be the degree of M . Looking at the A-support of M we see that M can not have
more than d simple a-subquotients. Indeed, if the converse is true, all such subquotients
will be isomorphic as a-modules to C[D−1], and then we can easily find an A-weight
space of M of dimension bigger than d. In particular, M has finitely many simple a-
suqbquotientsMi andMi = Span{D
k
−1mi | k ≥ 0} for somemi ∈M . Hence theA support
of M is bounded from the right, i.e. there is λ ∈ SuppM such that SuppM ⊂ λ + Z≤0.
Therefore M is a simple A+-highest weight module whose highest weight is λ, that is
M ≃ L(λ, c,−).
Lemma 3.5. Let c 6= 0 and let both D−1 and I1 act injectively on M .
(i) There are ν ∈ C and a simple A-module N on which D−1 acts finitely, such that
M ≃ Dν〈I1〉N .
(ii) M ≃ T (ν, λ, c) for some λ ∈ C.
Proof of Lemma 3.5. First note that since D−1 and I1 act injectively on M , then I1
acts bijectively on M . In particular, D〈I1〉M ≃ M . Now consider D
−ν
〈I1〉
M , for any ν ∈ C.
Let λ ∈ SuppM . Then I1D−1|Mλ is an endomorphism on the finite-dimensional vector
spaceMλ. Let α be an eigenvalue of this endomorphism and let I1D−1v = αv for v ∈M
λ.
Then
D−1(I
−ν
1 v) =I
−ν
1
(∑
i≥0
(
ν
i
)
(ad I1)
i (D−1)I
−i
1 (v)
)
=I−ν1
(
(D−1 + νI0I
−1
1 )(v)
)
=I−ν−11 ((α + νc)v)
We first note that since both D−1 and I1 act injectively on M and the weight space of
M are finite dimensional, then I1 (and D−1) act bijectively on M , hence M ≃ D〈I1〉M . If
ν = −α
c
, then D−1(I
ν
1m) = 0. The elements of D
−ν
〈I1〉
M on which D−1 acts finitely form a
submodule N ′ of D−ν〈I1〉M . Then by Proposition 3.1, N
′ has finite length, so we can choose
a simple A-submodule N of N ′. Then by Lemma 2.9, M ≃ Dν〈I1〉N which proves part (i).
To prove (ii), we apply Lemma 3.2 and obtain that N ≃ L(λ, c,+). Therefore M ≃
D〈I1〉M ≃ D
ν
〈I1〉
L(λ, c,+) ≃ T (λ + ν, λ, c). The last isomorphism follows from Lemma
2.10(i).
Case 2: Zero central charge, i.e. c = 0.
In this case we have the following lemma.
Lemma 3.6. Suppose that c = 0 and D−1 acts injectively on M . Then Ik = 0 on M for
all k ≥ 0. In particular, M is a simple W1-module, and thus is isomorphic to one of the
modules T (ν, λ, 0) (λ− ν /∈ Z), L(η, 0,−), η 6= 0.
Proof of Lemma 3.6. Let d be the degree of M , let λ ∈ SuppM and consider the
endomorphisms S = D2−1I2 and T = D−1I1|Mλ on the vector space M
λ of dimension
at most d. Using that D−1 and I1 commute, we easily check that [T, S] = 2T
2 and
[TN , S] = 2NTN+2. Therefore the trace of the endomorphism TN =
[
1
2N−4
TN−2, S
]
is
zero for all N > 2. But then the sum of the N -th powers, N > 2, of the eigenvalues of T
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is zero and hence T is nilpotent. Thus T d = 0. But using again that I1 and D−1 commute
we find that Id1 = 0 on M . Fix N0 > 0 such that I
N0
1 = 0 and I
N0−1
1 6= 0 on M . Let
v0 ∈M be such that I
N0−1
1 (v0) 6= 0. Then for k ≥ 1, we have
0 = Dk−1(I
N0
1 (v0)) = I
N0
1 (Dk−1(v0)) +N0IkI
N0−1
1 (v0).
Therefore Ik(v) = 0 for every k ≥ 1 where v = I
N0−1
1 (v0). This implies that the set M
′
of all w with the property Ikw = 0 for all k ≥ 0 is nonzero. Since M
′ is an A-submodule
of M , we have M ′ = M , which proves the first assertion of the lemma. The second part
of the lemma follows from the classification of the simple weight W1-modules, i.e. from
Theorem 2.8. 
4. Classification of simple bounded W2-modules
In this section we classify all simple bounded W2-modules, i.e. weight W2-modules with
uniformly bounded set of weight multiplicities.
In what follows we set a := Span{xi∂j | 1 ≤ i, j ≤ 2}. We know that the Cartan
subalgebras of W2, a and s coincide with hW2 . Using this and the isomorphisms s ≃ sl3,
a ≃ gl2 we will often write the weights of sl3 and gl2 as pairs (λ1, λ2). In some cases,
when using representation theory results for sl3 we will write an sl3-weight λ as λ =
λ0ε0+λ1ε1+λ2ε2 with λ0+λ1+λ2 = 0 (in particular λ = (λ1, λ2) as an element of h
∗
W2
).
We also set W (xi) := Der(C[xi]), i = 1, 2, A(x1) := W (x1) ⋉ (C[x1](x2∂2)), and
A(x2) := W (x2)⋉ (C[x2](x1∂1)). In particular, A(x1) ≃ A(x2) ≃ A.
Definition 4.1. Let J be a set from the list (i)-(xii) of Example 2.12. We say that a
simple weight W2-module M with finite weight multiplicities is of type J if M is the
simple quotient of the module U(W2)⊗U(p(J)) L for some simple p(J)-module L.
We proceed with the classification of simple bounded W2-modules M in three steps
depending on the type of M .
4.1. Classification of simple bounded highest weight W2-modules. In this subsec-
tion we classify all bounded highest weight W2-modules, namely all modules from cases
(vii)–(xii) in the list of Example 2.12 and Proposition 2.15. For simplicity, in this section,
we will not use bold symbols for the vectors and multi-indexes. For example, we write λ
for λ, etc.
Recall that for every λ ∈ C2, the tensor modules T (λ, λ) has four subquotients T (λ, λ, (1+, 2+)),
T (λ, λ, (1+, 2−)), T (λ, λ, (1−, 2+)), T (λ, λ, (1−, 2−)). Some important properties of the
these four modules are collected in the next proposition. A proof is provided in [2] and is
based on the description of the highest weight bounded sl3-modules.
Proposition 4.2. Let λ ∈ C2.
(i) Let J = (1+, 2+). The W2-module T (λ, λ, J) is simple if and only if λ 6= (0, 0) and
λ 6= (1, 0). The W2-module T ((0, 0), (0, 0), J) has length 2 with simple submod-
ule isomorphic to C. The W2-module T ((1, 0), (1, 0), J) has length 2 with simple
submodule isomorphic to T ((0, 0), (0, 0), J)/C and simple quotient isomorphic to
T ((1, 1), (1, 1), J).
BOUNDED WEIGHT MODULES OF THE LIE ALGEBRA OF VECTOR FIELDS ON C
2
15
(ii) Let J = (1+, 2−) or J = (1−, 2+). The W2-module T (λ, λ, J) is simple if and only
if λ 6= (1, 0). The module T ((1, 0), (1, 0), J) has length 3 with simple submodule
T ((0, 0), (0, 0), J), simple quotient T ((1, 1), (1, 1), J), and simple subquotient C.
(iii) Let J = (1−, 2−). The W2-module T (λ, λ, J) is simple if and only if λ 6= (1, 0) and
λ 6= (1, 1). The W2-module T ((1, 0), (1, 0), J) has length 2 with simple submodule
isomorphic to isomorphic to T ((0, 0), (0, 0), J). The W2-module T ((1, 1), (1, 1), J)
has length 2 with simple quotient isomorphic to C and simple submodule isomor-
phic to T ((1, 0), (1, 0), J)/T ((0, 0), (0, 0), J).
The character formulae of all tensor W2-modules T (λ, λ, J) follow directly from their
definition. For a weight module M with finite weight multiplicities, we write chM =∑
λ∈SuppM dimM
λeλ.
Proposition 4.3. Let λ ∈ C2. Then the following identities hold.
(i) chT (λ, λ, (1+, 2+)) =
chLgl(λ)
(1− eε1)(1− eε2)
.
(ii) chT (λ, λ, (1+, 2−)) =
e−ε2 chLgl(λ)
(1− eε1)(1− e−ε2)
, ch T (λ, λ, (1−, 2+)) =
e−ε1 chLgl(λ)
(1− e−ε1)(1− eε2)
.
(iii) chT (λ, λ, (1−, 2−)) =
e−ε1−ε2 chLgl(λ)
(1− e−ε1)(1− e−ε2)
.
In particular, the degrees of all four modules equal dimLgl(λ) = λ1 − λ2 + 1.
For any Borel subalgebra b of W2 induced by a Borel subalgebra bs of s ≃ sl3, by Lb(λ)
(respectively, by Lslbs(λ)) we denote the simple highest weight W2-module (respectively, s-
module) relative to b (respectively, to bs) with highest weight λ. In the case when bs is the
standard Borel subalgebra bst of s ≃ sl3, i.e. the one with base Πst = {ε0 − ε1, ε1 − ε2},
we will write L(λ) and Lsl(λ) for Lb(λ) and L
sl
bs
(λ), respectively. Note that the Borel
subalgebra of W2 induced by bst is p(2
+, 12+). For b−st (the opposite to the standard
Borel subalegbra) and its induced Borel subalgebra p(2−, 12−) of W2, the corresponding
modules will be denoted by L˜(λ) and L˜sl(λ), respectively.
For a weight W2-module M =
⊕
λ∈h∗ M
λ with finite weight multiplicities, by M∗ we
denote the restricted dual of M , namely the module
⊕
λ∈h∗ HomC(M
λ,C) with action
defined by (uf)(m) = f(−um). It is clear that M∗ is also a weight module with finite
weight multiplicities. Moreover, (Lb(λ))
∗ ≃ Lb−(−λ), where recall that b
− is the opposite
to b Borel subalgebra. Certainly, the same isomorphism holds for the corresponding
highest weight s-modules, and Borel subalgebras of sl3.
A weight λ will be called (W2, b)-bounded (respectively, (sl3, bs)-bounded) if Lb(λ) (re-
spectively Lslbs(λ)) is a bounded module. We will use the following classification of the
(sl3, bs)-bounded weights, see Lemma 7.1 in [12].
Lemma 4.4. A weight λ of sl3 is (sl3, bs)-bounded if and only if (λ + ρbs , α) ∈ Z≥0 for
some root α of bs, where ρbs is the half-sum of the bs-positive roots of ∆sl3.
Note that in the lemma above we may have more than one root α that satisfy the
stated condition. In particular, if all three roots satisfy the condition, then Lslbs(λ) is finite
dimensional.
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Lemma 4.5. Let λ ∈ C2. Then L(λ) is a bounded module if and only if λ1 − λ2 ∈ Z≥0.
Proof. If λ1 − λ2 ∈ Z≥0, by Proposition 4.2 we know that L(λ) is a subquotient of
T (λ, λ, (1+, 2+)) (in fact, L(λ) ≃ T (λ, λ, (1+, 2+)) if λ 6= (0, 0), (1, 0)). Hence, L(λ) is
bounded.
For the “only if” direction, we will prove the following equivalent statement: If L˜(µ) is
bounded, then µ2−µ1 ∈ Z≥0. The two statements are equivalent because L(λ)
∗ = L˜(−λ).
Since µ is an (sl3, b
−
st)-bounded weight and ρb−st = ε2 − ε0, by Lemma 4.4, µ is one (or
more than one) of the following three types:
Type 1: µ2 − µ1 ∈ Z≥0;
Type 2: 2µ1 + µ2 ∈ Z≥0;
Type 3: µ1 + 2µ2 + 1 ∈ Z≥0.
Assume for the sake of contradiction that µ2 − µ1 /∈ Z≥0, in particular, µ is of Type
2 or of Type 3. Then L˜(µ) is ∂1-injective module. Indeed, if L˜(µ) is ∂1-finite, then the
A(x1)-module generated by a highest weight vector of L˜(µ) must have finite support. But
the only possible finite-dimensional A-modules are the trivial modules, i.e. µ1 = µ2 = 0,
contradicting µ2 − µ1 /∈ Z≥0.
Since L˜(µ) is ∂1-injective, it can be considered as a submodule of D〈∂1〉L˜(µ). But
then the quotient D〈∂1〉L˜(µ)/L˜(µ) has a primitive vector relative to the Borel subalgebra
p(1+, 2−). Namely, this is the vector ∂−11 v where v is a highest weight vector of L˜(µ). As
a result (µ1 + 1, µ2) is a (W2, p(1
+, 2−))-bounded weight. This implies that (−µ1 − µ2 −
1)ε0 + (µ1 + 1)ε1 + µ2ε2 is (sl3, sε0−ε1b
−
st)-bounded. Here sβ denotes the reflection of the
Weyl group reflection corresponding to the sl3-root β. We apply Lemma 4.4 again but
this time for the weight (µ1 + 1, µ2). Then one of the following conditions hold:
(a) µ1 + 2µ2 + 1 ∈ Z≥0; (b) −2µ1 − µ2 − 2 ∈ Z≥0; (c) µ2 − µ1 ∈ Z≥0.
We already assumed that (c) does not hold. If (a) holds then µ is of Type 3. If (b)
holds then µ can not be of Type 2. Hence, it remains to consider the case when µ is of
Type 3. Look again at the simple highest weight W2-module L = Lp(1+,2−)(µ1 + 1, µ2).
As mentioned above, this module has a simple sl3-subquotient L0 with highest weight
(−µ1−µ2−1)ε0+(µ1+1)ε1+µ2ε2 relative to b
−
st. Since µ2− (−µ1−µ2−1) ∈ Z≥0, L0 is
∂2-finite. Therefore L has a simple sl3-subquotient isomorphic to L
sl
sε0−ε1b
−
st
(µ2 + 1,−µ1 −
µ2 − 2). However one easily checks that since µ2 − µ1 /∈ Z≥0 and µ1 + 2µ2 + 1 ∈ Z≥0, the
weight (µ2 + 1,−µ1 − µ2 − 2) is not (sl3, sε0−ε1b
−
st)-bounded. This contradicts with the
fact that Lsl
sε0−ε1b
−
st
(µ2 + 1,−µ1 − µ2 − 2) is a subquotient of the bounded module L. 
Theorem 4.6. Let λ ∈ C2. Then the highest weight W2-module Lb(λ) is bounded if and
only if:
(i) λ1 − λ2 ∈ Z≥0 for b = p(2
+, 12+) and b = p(1−, 12−),
(ii) λ2 − λ1 ∈ Z≥0 for b = p(1
+, 12+) and b = p(2−, 12−),
(iii) λ1 − λ2 + 1 ∈ Z≥0 for b = p(1
−, 2+).
(iv) λ2 − λ1 + 1 ∈ Z≥0 for b = p(1
+, 2−),
Proof. Using Lemma 4.5 and applying the duality functor M 7→M∗ and the twist by the
automorphism σ, we easily prove (i) and (ii).
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Again by duality and because p(1+, 2−)− = p(1−, 2+), we see that it is enough to
show (iii). For the “only if” direction we use that Lp(1− ,2+)(λ1, λ2) is isomorphic to a
subquotient of the bounded module T ((λ1 + 1, λ2), (λ1 + 1, λ2), (1
−, 2+)). Assume now
that L = Lp(1−,2+)(λ1, λ2) is bounded. We reason as in the proof of Lemma 4.4. Namely, we
first observe that L is ∂1-injective. Then the module D〈∂1〉L/L has a p(2
+, 12+)-primitive
vector of weight (λ1 + 1, λ2) (namely the vector ∂
−1
1 w where w is a highest weight vector
of L). Then we use (i) for (λ1 + 1, λ2) and p(2
+, 12+) and complete the proof. 
4.2. Classification of simple bounded half-plane W2-modules. In this subsection
we classify all simple bounded W2-modules M whose supports are half-planes. Namely
we give a necessary and sufficient conditions for the modules listed in (i)–(vi) of Example
2.12 and Proposition 2.15 to be bounded. We call modulesM in that list ((i)–(vi)) simple
weight half-plane modules.
We first provide the decomposition of the half-plane tensor modules. It is not surprising
that in this case the result is much more simple than the highest weight case described in
Proposition 4.2. The proof of the following proposition is provided in [2].
Proposition 4.7. Let ν, λ ∈ C2 be such that Int(λ − ν) = {i}, where i = 1 or i = 2.
Let J ∈ PM(λ − ν), i.e. J ∈ {i+, i−}. Then T (ν, λ, J) is a simple W2-module if and
only λ 6= (1, 0).The module T (ν, (1, 0), J) has length 2 with simple submodule isomorphic
to T (ν, (0, 0), J) and simple quotient isomorphic to T (ν, (1, 1), J).
Remark 4.8. One easily can write character formulae for all tensor half-plane modules
T (ν, λ, J). Naturally, these formulas contain more terms than the ones for highest weight
modules, see Proposition 4.1. For example, the character formula for T (ν, λ, 2−) is:
chT (ν, λ, 2−) =
(∑
k∈Z e
(ν1−λ1+k)ε1−ε2
)
chLgl(λ)
1− e−ε2
.
In this section we will use two parabolic induction functors. For a parabolic subalgebra
p = l ⊕ n+ of W2 induced from a parabolic subalgebra of sl3, and a simple l-module S
with trivial action of n+, we defineMp(S) = U(W2)⊗U(p)S. Also, by Lp(S) we denote the
simple quotient ofMp(S). Similarly we define the two parabolic induction functors for the
algebras A1, sl3, and gl2. We will use numerous times the facts that if S is dense sl3- or
gl2-module, then S is a twisted localization of a bounded highest weight module, and that
the twisted localization functors commute with the parabolic induction functors Mp and
Lp, see for example Proposition 6.2 and Lemma 13.2 in [12]. The proof that the twisted
localization and the parabolic induction functors commute in [12] concerns the case of
a finite-dimensional reductive Lie algebra g, but one naturally extends Mathieu’s proof
for W2. For further properties and a more detailed exposition of the twisted localization
functor, the reader is referred for example to [5].
We first deal with the last two cases in the list (i)–(vi) of Example 2.12.
Lemma 4.9. Let p = p(12+) or p = p(12−), and let S be a simple p-module with a trivial
action of n+. Assume that the support of M = Lp(S) is a half-plane. Then M is not
bounded.
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Proof. Assume that M is bounded. In both cases for p, the Levi subalgebra of p is
a ≃ gl2. Then since the support of M is a half-plane, S is a dense x2∂1-injective a-
module. So, let us consider λ ∈ h∗a ≃ C
2 and ν ∈ C2 so that S = Dν〈x2∂1〉Lgl(λ), where
recall that Lgl(λ) is the simple highest weight a-module relative to the Borel subalgebra
ba = Span{x1∂2, x1∂1, x2∂2} of a. But then
Lp(S) ≃ Lp
(
Dν〈x2∂1〉Lgl(λ)
)
≃ Dν〈x2∂1〉(Lb(λ)),
where b = ba + n
+. Since Lb(λ) is bounded and b = p(2
+, 12+) or b = p(1−, 12−), by
Theorem 4.6, we have that λ1−λ2 ∈ Z≥0. But this implies that Lgl(λ) is finite dimensional
which contradicts to the fact that it is x2∂1-injective. 
For the four remaining cases (i)–(iv) of simple bounded half-plane modules Lp(S), the
parabolic subalgebra p has Levi component isomorphic to A. More precisely, we have the
following straightforward result.
Lemma 4.10. The Levi component of p = p(1+) and p = p(1−) is A(x2), while the Levi
component of p = p(2+) and p = p(2−) is A(x1).
Before we state our classification result for the bounded simple half-plane modules,
recall that, by Theorem 3.3, every simple dense bounded weight A-module is isomorphic
to T (ν, λ, c) for some λ, ν, c, such that λ− ν /∈ Z.
Proposition 4.11. Let ν, λ, c ∈ C be such that λ − ν /∈ Z. Then the following isomor-
phisms hold.
(i) If λ − c ∈ Z≥0 and (λ, c) 6= (1, 0), then Lp(1+)T (ν, λ, c) ≃ T ((λ, ν), (λ, c), 1
+) and
Lp(2+)T (ν, λ, c) ≃ T ((ν, λ), (λ, c), 2
+). Moreover, for any ν /∈ Z,
Lp(1+)T (ν, 1, 0) ≃ T ((0, ν), (0, 0), 1
+) and Lp(2+)T (ν, 1, 0) ≃ T ((ν, 0), (0, 0), 2
+).
(ii) If c + 1 − λ ∈ Z≥0 and (λ, c) 6= (0, 0), then Lp(1−)T (ν, λ, c) ≃ T ((λ, ν), (c +
1, λ), 1−) and Lp(2−)T (ν, λ, c) ≃ T ((ν, λ), (c+ 1, λ), 2
−). Moreover, for any ν /∈ Z,
Lp(1−)T (ν, 0, 0) ≃ T ((1, ν), (1, 1), 1
−) and Lp(2−)T (ν, 0, 0) ≃ T ((ν, 1), (1, 1), 2
−).
Proof. We prove (i) for the parabolic subalgebra p(1+). The statements for the remaining
three parabolic subalgebras are analogous. Let λ − c ∈ Z≥0 and (λ, c) 6= (1, 0). To
show that Lp(1+)T (ν, λ, c) ≃ T ((λ, ν), (λ, c), 1
+), observe that the nilradical of p = p(1+)
is n+ = Span{xk2∂1 | k ≥ 0}. We easily check that if x
s ⊗ v ∈ T ((λ, ν), (λ, c), 1+) is
such that xk2∂1(x
s ⊗ v) = 0, then s1 = c and the weight of v must be (c, λ). Therefore
the n+-invariants of T ((λ, ν), (λ, c), 1+) form an A(x2)-module isomorphic to T (ν, λ, c),
which proves the desired isomorphism for p(1+). The isomorphism for p(2+) follows with
similar reasoning. It remains to consider the case (λ, c) = (1, 0). In this case we use that
T (ν, 1, 0) ≃ T (ν, 0, 0) as A(x2)-modules and apply the isomorphism we just proved for
(λ, c) = (0, 0) (possible because (λ, c) 6= (1, 0)). Part (ii) follows in a similar way. 
Theorem 4.12. Let ν, λ, c ∈ C be such that λ − ν /∈ Z. The simple weight half-plane
module M ≃ LpT (ν, λ, c) is bounded if and only if the following conditions hold.
(i) λ− c ∈ Z≥0 for p = p(1
+) or p = p(2+) .
(ii) c+ 1− λ ∈ Z≥0 for p = p(1
−) or p = p(2−) .
BOUNDED WEIGHT MODULES OF THE LIE ALGEBRA OF VECTOR FIELDS ON C
2
19
Proof. The “if” directions follow from Proposition 4.11. For the “only if” directions,
we prove again the condition only for the parabolic subalgebra p(1+) and then use sim-
ilar reasoning for the remaining three parabolic subalgebras. We need to show that if
Lp(1+)T (ν, λ, c) is bounded, then λ− c ∈ Z≥0. If (λ, c) = (1, 0) the statement follows from
the third isomorphism of Proposition 4.11(i). Assume now that (λ, c) 6= (1, 0). To prove
the desired condition, we use that T (ν, λ, c) ≃ Dλ−ν〈∂2〉T (λ, λ, c,−), see Lemma 2.10(ii).
Then
Lp(1+)T (ν, λ, c) ≃ Lp(1+)D
λ−ν
〈∂2〉
T (λ, λ, c,−) ≃ Dλ−ν〈∂2〉Lp(1+)L(λ−1, c,−) ≃ D
λ−ν
〈∂2〉
Lp(1+,2−)(c, λ−1).
The last isomorphism uses the fact that the Levi subalgebra of Lp(1+) is A(x2), see Lemma
4.10. Hence Lp(1+,2−)(c, λ − 1) is bounded and the condition λ − c ∈ Z≥0 follows from
Theorem 4.6(iv). 
4.3. Classification of simple bounded dense W2-modules. Recall thatM is a dense
module if SuppM = λ+ Z2 for some λ.
Lemma 4.13. Let M be a simple bounded W2-module on which x1∂2 or x2∂1 act finitely.
Then the support of M is contained in a horizontal or vertical half-plane. In particular,
if M is dense, then x1∂2 and x2∂1 act injectively (hence bijectively) on M .
Proof. Assume thatM is not isomorphic to C and that x2∂1 acts finitely onM . To identify
the possible types of M we use representation theory of gl2. Let α = ε1 − ε2. Recall that
a ≃ gl2 is the subalgebra of W2 generated by xi∂i, i, j = 1, 2. For a weight µ in SuppM ,
consider the a-module M [µ] =
⊕
k∈ZM
µ+kα. This is a bounded a-module on which x2∂1
acts finitely. Then the number of weights of (x2∂1)-primitive vectors in M [µ] is bounded
by 2 degM [µ]. Hence M [µ] has an (x2∂1)-maximal weight, say µ
′ = µ + kα. Namely
SuppM [µ] is a subset of the α-half-line µ′ + Z≤0α. Thus the set (µ+ Z≤0α) ∩ SuppM is
also on the α-half-line µ′ + Z≤0α. By Proposition 2.15, the possible supports of M with
empty α-half-lines, are contained either in a horizontal, or a vertical, or a diagonal (i.e.
M is of type 12+ or 12−) half-plane. Assume now that M is of type 12+ (the case of type
12− is analogous). Then M is a quotient of U(W2) ⊗U(p(12+)) S for some simple p(12
+)-
module S whose support is a whole α-line. But, on the other hand, M , and therefore S,
is x2∂1-finite. Thus S can not be simple, which is a contradiction. 
Lemma 4.14. Let M be a simple bounded dense W2-module.
Then there is ν /∈ Z such that M ≃ Dν〈x1∂2〉M0, where
(i) M0 = T (ν
′, λ′, 2−) for some ν ′, λ′ with λ′1 − ν
′
1 /∈ Z, λ
′
2 − ν
′
2 ∈ Z, or
(ii) M0 = T (ν
′, λ′, 1+) for some ν ′, λ′ with λ′1 − ν
′
1 ∈ Z, λ
′
2 − ν
′
2 /∈ Z, or
(iii) M0 = T (ν
′, λ′, (1+, 2−)) for some ν ′, λ′ with λ′1 − ν
′
1 ∈ Z, λ
′
2 − ν
′
2 ∈ Z.
Proof. By Lemma 4.13, x1∂2 and x2∂1 act injectively onM . Let λ = (λ1, λ2) be in SuppM
and consider the module D−ν〈x1∂2〉M for any ν ∈ C. For any m ∈M
λ we have
(4.1) x2∂1
(
(x1∂2)
−νm
)
= (x1∂2)
−ν
(
x2∂1 + ν(λ1 − λ2 − ν − 1)(x1∂2)
−1
)
m.
Consider the endomorphism (x1∂2)(x2∂1)|Mλ and choose an eigenvector m with eigenvalue
x. If we choose now ν to be a root of x + ν(λ1 − λ2 − ν − 1) = 0, we have that
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x2∂1 ((x1∂2)
−νm) = 0. In particular, the submodule
(
D−ν〈x1∂2〉M
)〈x2∂1〉
consisting of all
x2∂1-finite vectors in D
−ν
〈x1∂2〉
M is nonzero. Since this is a bounded module, by Proposition
3.1 it has a simple submodule M0. Then by Lemma 2.9, M ≃ D
ν
〈x1∂2〉
M0. Since, M0 is
bounded, (x1∂2)-injective, and (x2∂1)-finite, then by Lemma 4.13, SuppM0 is contained
in a horizontal or vertical half-plane. But we classified all such modules in the last two
subsections. After applying Theorem 4.6, Proposition 4.11, and Theorem 4.12, we show
that M0 is indeed (exactly) one of the three types listed in (i)–(iii). 
To achieve our goal, it remains to show that the modules Dν〈x1∂2〉M0 for all M0 listed
in (i)–(iii) of Lemma 4.14 are tensor W2-modules. The strategy is to identify each M0
as a submodule of a twisted localization D−ν〈x1∂2〉T (s, λ) of a dense tensor module T (s, λ).
For this we will use that M0 can easily be detected by the weights of its (x2∂1)-primitive
vectors. More precisely, for an associative algebra U , u ∈ U , and a weight U-module M
(recall the definition of a weight U-module in §2.3), let
WPM(u) = {λ | ∃m ∈M
λ : um = 0}
be the set of weights of all u-primitive weight vectors in M . If M is fixed we will write
WP(u) for WPM(u). The following lemma concerns the case of U = U(gl2) and it follows
from the representation theory of gl2.
Lemma 4.15. Let g = gl2, α = ε1 − ε2, e ∈ g
α, and f ∈ g−α. If M is a weight
gl2-module for which chM =
eλ
1−eα
, then WPD〈e〉M(f) = {λ, sα · λ} if λ1 − λ2 ∈ Z and
WPD〈e〉M(f) = {λ}, otherwise. Here sα · (λ1, λ2) = (λ2 − 1, λ1 + 1).
For convenience, in what follows we fix α = ε1 − ε2 as a root of a = Span{xi∂j | i, j =
1, 2}. To describe sets of weights of primitive vectors of localized tensor modules we in-
troduce some subsets of C2. For y, z1, z2 ∈ C with z1 − z2 ∈ Z≥0, set:
Hor(y, [z1, z2]) = (y + Z) × ([z1, z2] ∩ (z1 + Z)) (horizontal strip in (y, z1) + Z
2), and
Ver([z1, z2], y) = ([z1, z2] ∩ (z1 + Z))× (y + Z) (vertical strip in (z1, y) + Z
2).
Lemma 4.16. Let M = D〈x1∂2〉M0 and M0 be one of the three modules listed in (i)–(iii)
in Lemma 4.14. Then the following hold.
(i) If M0 = T (ν, λ, 2
−), then WPM(x2∂1) = Hor(ν1, [λ1 − 1, λ2 − 1]).
(ii) If M0 = T (ν, λ, 1
+), then WPM(x2∂1) = Ver([λ1, λ2], ν2).
(iii) IfM0 = T (ν, λ, (1
+, 2−)), then WPM(x2∂1) ⊂ Hor(ν1, [λ1−1, λ2−1])∪Ver([λ1, λ2], ν2).
Proof. For part (i) we look at the character formula for M0, see Remark 4.8. More
precisely, if s ∈ SuppM0, then the character of the a-module M0[s] = ⊕k∈ZM
s+kα equals
the character of the gl2-module L0 =
⊕λ1−λ2
i=0 Lgl(s1+s2−λ1−i+1, λ1+i−1). But since the
central characters of the direct summands of L0 are distinct, we have M0[s] ≃ L0. Hence
WPM0[s](x2∂1) = WPL0(E21). We use the identity M0 =
⊕
ℓ∈ZM0[s+ ℓε1] of non-integral
a-modules. After applying the functor D〈x1∂2〉 on that identity, and Lemma 4.15 on each
D〈x1∂2〉M0[s], we prove the desired identity in part (i). The proof of part (ii) is similar to
the proof of (i). For part (iii) we use the same reasoning, and in particular apply Lemma
4.15 for the integral case. Unfortunately in this case, some direct summands ofM0[s] may
have equal central characters, so we can not claim that M0[s] is a direct sum of simple
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highest modules. For that reason, we cannot claim that identity holds for WPM(x2∂1),
but we can prove that we have an inclusion. 
In order to explicitly write the weights of the x2∂1-primitive vectors in D
−ν
〈x1∂2〉
T (s, λ),
we need to introduce additional notation. Recall that the elementary matrices of gl2 are
denoted by Eij , i, j = 1, 2. For the simple finite-dimensional gl2-module Lgl(λ) we use the
following setting: Lgl(λ) = Span{v0, ..., vn}, n = λ1 − λ2, with gl2-action defined by
E12vi = ivi−1,
E21vi = (n− i)vi+1,
E11vi = (λ1 − i)vi,
E22vi = (λ2 + i)vi,
for i = 0, ..., n. For any x, y ∈ C we introduce the following (n + 1)× (n+ 1) matrices:
(4.2) An(x) =


x 0 . . . 0 0
1 x− 1 . . . 0 0
...
...
...
...
0 0 . . . n x− n

 , Bn(y) =


y − n 0 . . . 0 0
n y − n+ 1 . . . 0 0
...
...
...
...
0 0 . . . 1 y

 .
In particular, Bn(x) is the anti-diagonal transpose of An(x).
Lemma 4.17. Let s, λ be in C2, and let T = T (s, λ).
(i) The matrix M(s, λ) of the endomorphism (x1∂2)(x2∂1)|T s relative to the basis {x
s⊗
v0, ..., x
s ⊗ vn} of T
s = T (s, λ)s is
M(s, λ) := An(s2 − λ1 + 1)Bn(s1 − λ2).
(ii) Let v ∈ Lgl(λ) be such that x1∂2 is injective on x
s ⊗ v. Then for all ν ∈ C,
(x2∂1)(x1∂2)
−ν(xs ⊗ v) = (x1∂2)
−ν−1 ((x1∂2)(x2∂1) + ν(s1 − s2 − ν − 1) Id) (x
s ⊗ v)
in D−ν〈x1∂2〉T (s, λ).
(iii) The characteristic polynomial of An(x)Bn(y) is:
(4.3) det (µIn+1 − An(x)Bn(y)) = (µ− xy)(µ− (x− 1)(y − 1))...(µ− (x− n)(y − n)).
Proof. Part (i) follows by a direct verification using the formulas (2.2) and the explicit
gl2-action on Lgl(λ). Part (ii) is also a subject of direct verification (see also (4.1)).
We can prove part (iii) with purely technical tools, but there is a more elegant proof
using the structure of the modules D−ν〈x1∂2〉T (s, λ). Let P (µ, x, y) be the characteristic
polynomial of An(x)Bn(y). Note that P (µ, x, y) is polynomial in µ, x, y.
Consider s, λ such that s1− λ1 /∈ Z and s2− λ2 ∈ Z, and let ν ∈ Z. In this case x1∂2 is
injective on xs ⊗ v if and only if xs ⊗ v /∈ T (s, λ, 2+). If the latter holds, by part (ii) we
have that s− να is a weight of an (x2∂1)-primitive vector in D
−ν
〈x1∂2〉
T (s, λ) if and only if
ν(ν + 1− s1 + s2) is an eigenvalue of M(s, λ). On the other hand, since L 7→ D〈x1∂2〉L is
an exact functor, ν ∈ Z, and D〈x1∂2〉T (s, λ, 2
+) = 0, we have
D−ν〈x1∂2〉T (s, λ) ≃ D〈x1∂2〉T (s, λ) ≃ D〈x1∂2〉T (s, λ, 2
−).
22 ANDREW CAVANESS AND DIMITAR GRANTCHAROV
1
By Lemma 4.16(i),
(s1 + s2 − λ2 − i+ 1, λ2 + i− 1) = s− (λ2 − s2 + i− 1)α, i = 0, ..., λ1 − λ2,
are the weights of the set of (x2∂1)-primitive vectors of D〈x1∂2〉T (s, λ, 2
−) that are on the
α-line s + Zα. Therefore, xy, (x − 1)(y − 1),... (x − n)(y − n) are all eigenvalues (with
possible repetitions) of (x1∂2)(x2∂1)|T s, where x = s2−λ2+1 and y = s1−λ2. Thus (4.3)
holds for all µ, x ∈ Z, y /∈ Z. Since Z× (C \ Z) is a Zariski dense subset of C2, we have
that (4.3) holds for all µ, x, y. 
Lemma 4.18. Let λ, s ∈ C2 be such that λi − si /∈ Z, i = 1, 2, and λ 6= (1, 0).
(i) If λ1 + λ2 − s1 − s2 /∈ Z, then the following isomorphisms hold:
(a) Dν2〈x1∂2〉T (s− ν2α, λ, 2
−) ≃ T (s, λ),
(b) Dν1〈x1∂2〉T (s− ν1α, λ, 1
+) ≃ T (s, λ),
for ν2 = s2 − λ2 + 1 and ν1 = s1 − λ1.
(ii) If λ1 + λ2 − s1 − s2 ∈ Z, then
Dν〈x1∂2〉T (s− να, λ, (1
+, 2−)) ≃ T (s, λ)
for ν2 = s2 − λ2 + 1 and for ν1 = s1 − λ1.
Proof. For part (i)(a) consider first the module D−ν2〈x2∂2〉T (s, λ) (where ν2 = s2 − λ2), and
let ν ∈ C be such that ν − ν2 ∈ Z. By Lemma 4.17(ii) we know that s− να is a weight of
an (x2∂1)-primitive vector in D
−ν2
〈x1∂2〉
T (s, λ) if and only if ν(ν+1−s1+s2) is an eigenvalue
of M(s, λ). But by Lemma 4.17(ii), all such eigenvalues are (s2− λ2− i+1)(s1− λ2− i),
i = 0, ..., λ1− λ2. Recall that ν − s2+ λ2 ∈ Z and λ1 + λ2− s1− s2 /∈ Z. Hence, s− να is
a weight of an (x2∂1)-primitive vector in D
−ν2
〈x1∂2〉
T (s, λ) if and only if ν = s2 − λ2 − i+ 1
for some i ∈ {0, 1, ..., λ1 − λ2}.
On the other hand, T (s, λ) is dense and D−ν2〈x1∂2〉T (s, λ) has (x2∂1)-primitive vectors.
Thus by Lemma 4.14, we have T (s, λ) = Dν2〈x1∂2〉T (s−ν2α, λ
′, 2−) for some λ′ ∈ C2. Hence,
D−ν2〈x1∂2〉T (s, λ) ≃ D〈x1∂2〉T (s − ν2α, λ
′, 2−). Using Lemma 4.16(i) and the description of
the weights of (x2∂1)-primitive vectors in D
−ν2
〈x1∂2〉
T (s, λ), we obtain
Hor(s1 − ν2, [λ1 − 1, λ2 − 1]) = Hor(s1 − ν2, [λ
′
1 − 1, λ
′
2 − 1]).
Thus λ = λ′, which completes the proof of (i)(a).
For parts (i)(b) and (ii) we use the same reasoning, namely we apply again the corre-
sponding parts of Lemma 4.17, Lemma 4.14, Lemma 4.16. Part (i)(b) will automatically
follow, while for part (ii) we will have at the end
Hor(s1−ν2, [λ1−1, λ2−1])∪Ver([λ1, λ2], s2+ν2) ⊂ Hor(s1−ν2, [λ
′
1−1, λ
′
2−1])∪Ver([λ
′
1, λ
′
2], s2+ν2).
However, the above condition is sufficient to conclude that λ = λ′. 
Using Lemma 4.14 and Lemma 4.18, we obtain the classification of simple bounded
dense W2-modules.
Theorem 4.19. If M is a simple bounded dense W2-module, then M ≃ T (ν, λ) for some
ν, λ, such that λi − νi /∈ Z, i = 1, 2, λ 6= (1, 0).
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4.4. Main Theorem. Combining Theorems 4.6, 4.12, and 4.19 we obtain our main result
in the paper.
Theorem 4.20. Let M be a simple bounded W2-module. Then either M ≃ C or M ≃
T (ν, λ, J) for some ν, λ ∈ C2, and J ∈ PM(λ− ν), such that:
λ 6= (1, 0), (ν, λ, J) 6= ((0, 0), (0, 0), (1+, 2+)), (ν, λ, J) 6= ((1, 1), (1, 1), (1−, 2−)).
Furthermore, two modules T (ν, λ, J) and T (ν ′, λ′, J ′) in this list are isomorphic if and
only if ν − ν ′ ∈ Z2, λ = λ′, and J = J ′.
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