Reliable and effective forward error correction is challenging, especially in a heterogeneous transmission environment, due to the differences in computation capabilities of end devices. Using a complex code to achieve reliable communication leads to high computation costs and long decoding delay at devices with low computing power. Fulcrum codes, a variation of random linear network coding (RLNC), addresses that problem by combining two codes of large and small Galois field sizes. Thus, a Fulcrum decoder can decode using either field size. However, state-of-the-art Fulcrum decoders select and operate on a predetermined Galois field throughout the transmission session regardless of current states of received packets. We propose an inclusive and adaptive decoding process that decide when to operate on which Galois field in accordance with the computational capabilities and varying channel environments. Our comprehensive evaluation shows that the proposed adaptive decoding significantly reduces the computation complexity at end devices while simultaneously maintaining a high decoding probability with substantially low overhead and decoding delay.
I. INTRODUCTION
Very fast and reliable transmission is one of the important research topics especially with the constantly increasing popularity of the Internet of Things (IoT) [1] . A huge amount of IoT devices should be connected to each other, regardless of the type of devices, and communicate seamlessly. For that reason, increasing throughput in such networks is definitely required and much research has been conducted to achieve this goal. According to [2] , network coding (NC) [3] is one of the most promising techniques to achieve maximum throughput, and also to reduce both energy consumption and delay [4] . In addition, by realizing path diversity, NC improves both the max-flow min-cut limit of the network and the robustness against data loss [5] . The traditional NC technique exploits the pre-designed codes according to the network structure. However, if the network is large and com-The associate editor coordinating the review of this manuscript and approving it for publication was Marco Martalo . plex, the complexity of designing the network code becomes very high [6] . Since nodes and links are also added or deleted occasionally and the network structure itself changes over time, it is very inefficient to design a new network code every time according to the changed structure.
In order to solve this drawback, random linear network coding (RLNC) was proposed in [7] . In a network using RLNC, all nodes (except the receiver) perform random linear combination on input information to generate output information. This combination is independent at each node, and each node transmits the global coding vector of this information along with the output information. In other words, each node i) performs a random linear combination on the input information, ii) updates the global coding vector of the input information, and iii) transmits the updated global coding vector together with the output information. The receiver node recovers the source symbol using the received global coding vector. Therefore, the maximum transmission rate of the multicast network can be achieved with a probability approaching exponentially to 1 as the size of the finite field (i.e., Galois field (GF)) increases. However, a high coding complexity is inevitable when the large field size of NC reducing the linear dependency is employed. Therefore, RLNC may be inadequate for heterogeneous IoT networks considering connections ranging from low-power sensors to autonomous vehicles.
To deal with this heterogeneity, Lucani et al. proposed Fulcrum Network Coding (FNC), in which the receivers can flexibly select the field size and decode corresponding to their capabilities [8] . Figure 1 shows an example using different field sizes, in which the transmitter generates and combines both outer (using GF(2 8 )) and inner (using GF (2) ) codes. After that, the Fulcrum decoders can perform three types of decoding via one combined code: i) inner decoding, ii) outer decoding, and iii) combined decoding. Each decoder can be used for low-, mid-, and high-capability devices, respectively. It is very advantageous for the IoT systems considering heterogeneous devices. However, since the initially chosen Fulcrum decoder (one of the three) should be used until decoding all the packets, the Fulcrum decoder cannot be changed adaptively according to the fluctuating wireless channel in the middle of decoding. In particular, packet losses are inevitable, and using feedback is obviously impractical in the case of rapidly changing wireless channels.
In this paper, we consider a new decoding approach to compensate the drawback of the conventional Fulcrum decoder. In particular, aiming to achieve both a low computation complexity and a high decoding probability at the same time, we propose an adaptive Fulcrum decoder that enables to change in the middle adaptively even if one of the three decoders is chosen at the beginning (see Figure 1 ).
In addition, we also propose an advanced adaptive Fulcrum decoder used in conjunction with the proposed adaptive algorithm. This makes it possible to significantly improve the decoding probability, reduce coding overhead and decoding delay, with a slightly higher complexity. These performance improvements are evaluated in error-prone channels, as compared with the conventional RLNC and Fulcrum decoders. It is important to mention that we do not consider fountain codes (e.g., LT [9] or Raptor [10] ) even they have less computational cost because these codes cannot consider recoding advantages at the intermediate nodes, unlike RNLC and FNC [11] , [12] . This paper is also assumed that no consideration for the recoding to focus on decoder only, but the proposed algorithm has the potential advantages in this case. It is also important to clarify that the proposed adaptive algorithm is not limited to only FNC [8] but is compatible with most RLNC techniques such as sparse NC [13] , sliding windows NC [14] , and perpetual codes [15] . This paper extends upon our prior work [16] by improving the recovery capability of Fulcrum decoders. In summary, our contribution is threefold: i) We propose a Fulcrum decoder operating adaptively according to the status (e.g., channel environment and device capabilities) of each receiver. By this, it aims to outperform the conventional FNC in terms of decoding probability, computation complexity, overhead, and decoding delay. ii) We also propose an advanced Fulcrum decoder to improve the decoding probability further, while maintaining low overhead and decoding delay. This has the disadvantage of slightly increased complexity compared to the normal adaptive Fulcrum decoder, but it still has significantly lower complexity than the conventional RLNC and Fulcrum decoders. iii) Finally, we analyze the performance of the proposed algorithms and compare them both with RLNC as well as with the conventional FNC. The comparisons are made in terms of decoding probability, decoding delay, and overhead. The remainder of this paper is organized as follows: In Section II, we give an overview of RLNC and Fulcrum codes, and we also review the related work. Section III describes the proposed system model including the adaptive algorithms. Section IV and V discuss the analysis and performance evaluation of the proposed algorithms, respectively. Finally, Section VI concludes the paper and proposes directions for future work.
II. BACKGROUND AND RELATED WORK
RLNC is a coding technique in which the original data is divided into n source packet p j , where j = 1, 2, . . . , n. These packets are used to form linear combinations to generate the coded packets x i , given as
where c i,j denotes random encoding coefficients. The novelty of RLNC over traditional coding schemes is that the coefficients are chosen randomly from a finite field of the form GF(2 h ), where h is a positive integer. Therefore, the codebook is generated randomly for every coded packet. All the operations done over the data packets are performed over the finite field GF(2 h ). Since the codebook is not agreed on a priori between the encoder and the decoder, each coded packet usually carries information related to how it was generated, i.e., the encoder appends to every packet the used n coding coefficients. This translates into an overhead of T = nh bits per coded packet, which can be negligible depending on the number of packets used n and the size of each data packet [17] . A summary of the notation used in this paper is given in Table 1 .
The decoding process consists of solving n linearly independent equations. As long as the decoder receives enough equations, it can solve them by means of algorithms solving linear equations such as Gaussian elimination. We can choose the size of the field from GF(2) (i.e., {0, 1} is the set of elements in the field) to any arbitrary size. The bigger the field, the lower the number of linear dependencies between coded packets, but the greater the computational complexity of both encoding and decoding. That is, there is a tradeoff between computational complexity and transmission overhead due to linear dependencies. For many practical applications, including general purpose processors like server computers or smartphones, a field size of GF(2 8 ) suffices [18] . However, low-power IoT devices with limited computational capability should use a smaller field (e.g., GF(2)) to reduce the overhead and computational cost [19] , [20] .
2) FULCRUM NETWORK CODING (FNC)
In conventional RLNC, the field size cannot be changed in the middle of transmission, even though the size is not suitable for the receiver. In contrast, FNC encodes the packets in a particular generation through two stages before sending them throughout the network [21] , [22] . In the first stage, called outer encoding (or precoding), the transmitter generates r expansion packets a v , where v = 1, 2, . . . , r, from n original packets p j , where j = 1, 2, . . . , n, with a large finite field GF(2 h ) by linear combinations as follows
where c i,j denotes the coding coefficients randomly selected from GF(2 h ), and h > 1. Then, the expansion packets a v are concatenated after the original packets p j to form the outer encoded packets u i = p j a v , where i = 1, 2, . . . , n+r and denotes a concatenate operation. Subsequently, in the second stage (called inner encoding), u l is used to generate innercoded packets x i with a small finite field GF (2) , which is given as
where λ i,j denotes the coding coefficients randomly selected in GF (2) . In order to recover the n original packets, a receiver needs to receive at least m ≥ n coded packets from the transmitter, where m is the number of packets received successfully. This also depends on the type of decoder that the receiver employs to decode the generation. As we meticulously presented in previous studies [8] , [16] , [22] , there are three types of decoders that the receiver might exploit to recover the original packets: inner, outer, and combined. A receiver using an inner decoder needs to receive n + r linearly independent packets and decode using operations defined in GF (2) , which are computationally fast. This costs an additional delay for waiting n + r linearly independent packets. A receiver using an outer decoder requires only n linearly independent packets, although the computation complexity is high due to the operations within a higher field (GF(2 h )). To better understand the decoding process with an inner and outer decoder, let's consider the example in Figure 1 with n = 4 and r = 2. Let's assume that after the outer and inner encoding processes the receiver gets a coded packet x 1 with the coding coefficients {1, 0, 1, 1, 1, 0} in GF (2) . This packet can be understood by the receiver in two different ways. If it is using an inner decoder, the coding coefficients represent the equation
which can be rewritten as
Eq. (4) clearly shows n + r = 6 unknowns, and therefore needs six linearly independent equations to solve them.
On the other hand, if the decoder is using an outer decoder, it will operate with a higher field size, and the unknown a 1 in Eq. (5) can be rewritten as
The coding coefficients for a 1 , namely {140, 140, 216, 73}, are depicted in Figure 1 . Similarly, a 2 can be written as a function of the original n packets and operations defined over a field GF(2 h ). If we replace a 1 and a 2 in Eq. (4), then it is clear that the decoder can solve the linear system with only n = 4 linearly independent equations. Finally, a receiver employing a combined decoder can take the advantages of fast decoding using the inner decoder and high decoding probability using the outer decoder. Particularly, the combined decoder is implemented between the inner and the outer decoders, which decodes an n × n matrix first with GF(2), and then maps back to the outer code. Subsequently, the outer decoder is used to decode the mapped-back matrix with GF(2 h ). The combined decoder is detailed in [8] .
B. RELATED WORK
A significant body of work has investigated the challenges of reliable and efficient transmission of data over lossy channels. To deal with this problem, there are some appropriate error control schemes, which can be classified into automatic repeat-request (ARQ) and forward error correction (FEC), have been used to provide reliable transmissions. Feedbackbased ARQ approaches [23] , [24] allow the transmitter to resend a lost packet to the receiver, which did not correctly receive the packet. They typically either attain only low throughput or incur relatively high delays in networks especially in the multi-hop scenarios. On the other hand, using the FEC approach [25] , [26] , the transmitter generates some redundant packets, and then broadcasts them to the receivers. The decoding probability or reliability of FEC significantly increases, however, the cost of its computation complexity is high. Other FEC codes such as Fountain codes [27] and its variations such as LT [9] and Raptor codes [10] have been also proposed to improve the reliability with low complexity, which is even better than RLNC in terms of computational costs. However, these schemes do not offer any additional advantage at intermediate nodes, especially recoding, while this is precisely one of the main advantages leveraged by RLNC network coding [5] , [7] , [28] .
Several techniques have been studied to reduce the computational overhead. One of them is to operate on small field sizes, which however imposes a degraded decoding probability [29] . Systematic network coding [30] and its variations such as PACE [31] can also reduce the complexity of the decoding phase by initially transmitting the original data packets and then coded packets constructed by linearly combining either all the data packets or a subset of them. The sparsity of the coded packets reduces the complexity but degrades the decoding probability especially at the end of the transmission when the probability of receiving linearly dependent packets increases. To address this issue, tunable sparse network codes (TSNC) have been introduced in [32] . These codes send sparse codes at the beginning of the transmission and increases the density at the end of the transmission. Sorensen et al. [33] addressed the same problem of linear dependency by introducing the idea of overlapping generations in network coding. In [34] , the authors proposed a practical implementation of TSNC codes. The authors in [35] proposed an adaptive algorithm to choose the coding coefficients of RLNC to trade off instant decodability delay against throughput in a broadcast channel with multiple receivers.
Previous studies [8] , [22] , [36] showed the benefits of Fulcrum codes by concatenating two codes operating on both inner and outer codes. The idea is that the nodes involved in the transmission would be able to recode using operations over small fields, while the decoder nodes would be able to decode either in the small or larger fields, in an adaptive manner [16] , depending on the number of received packets and their computational capabilities. In [22] , we have also integrated the sparsity into both inner and outer codes in order to speed up the coding as well as to attain the reduction of computation complexity in the previous research.
All in all, it is still an open problem in heterogeneous communication environments to find a reliable network code that simultaneously provides high decoding probability, low computation costs as well as low overhead and latency.
III. OUR SOLUTION: ADAPTIVE DECODER
This section describes the overall system model, the proposed adaptive decoders, and their algorithms. Subsection III-A describes the transmitter. After that Subsection III-B and Subsection III-C detail the basic adaptive decoder and the advanced one, respectively. The base of the proposed two adaptive decoders is the same, but the latter not only improves VOLUME 7, 2019 FIGURE 2. An example of the traditional Fulcrum and the adaptive Fulcrum decoder. A transmitter generates and sends N = 8 coded packets x i in each generation g t , including n = 4 original packets (x i of g 1 is different from that of others). A receiver that decodes with the inner decoder fails to recover the second generation g 2 due to the lack of packets received successfully, while the receiver employing outer decoder or adaptive decoder can recover all generations.
the decoding probability, but also reduces the complexity and the coding overhead.
A. TRANSMITTER
We consider one-to-one transmission, in which a transmitter sends data packets to a receiver over error-prone channels. We also assume that the source data (e.g., video stream sources) are divided into k generations g t , and each generation includes n source packets p j , where t = 1, 2, . . . , k and j = 1, 2, . . . , n. A generation is a unit in which the packets are processed (e.g., en/decoded) and transmitted. The transmitter generates the Fulcrum-coded packets x i in each generation and transmits them (detailed in Section II-A.2). Since we also assume limited feedback environments, the transmitter additionally transmits redundant packets δ ≥ r to compensate for the packet loss. Therefore, the number of transmitted packets in a generation is N = n + δ, which can be changed by adjusting δ in accordance with conditions such as channel quality. It can be also rewritten in a matrix formed as
where is a N × (n + r) matrix composed of random coefficient elements λ i,j in GF (2) . It is well known that N transmission packets are sufficient to recover the n source packets of a generation [29] .
B. ADAPTIVE FULCRUM DECODER
We first propose an adaptive Fulcrum decoder, in which the decoder can be adaptively initialized in the middle of the decoding process, unlike the conventional Fulcrum decoder (see Section II-A.2). Figure 2 shows a motivating example of the adaptive Fulcrum decoder, in which the transmitter sends Fulcrum-encoded packets of N = 8 and the receivers try to recover a generation of n = 4 original packets from them. According to [8] , the inner and outer decoders must have m ≥ n + r and m ≥ n coded packets, respectively, where m denotes the number of successfully received packets y, which is given as
where h denotes packet loss channels with a packet loss rate . It can be also rewritten in a matrix form as   
For simplicity, assuming that the number of the lost packets in a generation is the same regardless of inner and outer codes. For the conventional Fulcrum decoder, the receiver should choose either inner decoder or outer decoder before decoding starts. It cannot be changed in the middle. This is why, if there are not sufficient packets successfully received due to severe packet loss, the conventional inner decoder (dashed green line) cannot recover the original packets in generation g 2 .
On the other hand, the outer decoder (dotted blue line) can recover the original packets in all three generations because only four successfully received packets are required for recovering the original packets. However, it imposes a high computational complexity because of the high field operations [8] , [16] , [38] . Therefore, we propose the adaptive decoder (solid red line) which can adaptively choose a decoder (either inner or outer) considering the capability of the receiver, the channel condition, the number of packets successfully received, etc. It can not only improve the decoding probability but also reduce the computational complexity.
The details are discussed in Section IV. The decoding cases and their characteristics are summarized in Table 2 .
The key is to use the inner decoder preferentially whenever the inner code can be recovered successfully. The design space of this approach depends on the following three key factors: i) the moment when the receiver starts to decode, ii) the number of received packets, and iii) the prioritized criteria of the receiver that can be either reducing the decoding complexity or reducing the decoding latency. According to these factors, the receivers can determine the decoding instant. In addition, along with the decoding priority setting in each adaptive decoder, the receivers can choose the decoder according to the data they have, especially in feedback-free environments.
1) DECODING INSTANT
The first key design factor of the adaptive decoding approach is the event triggering the decoding process. On the one hand, triggering the process too early reduces the chance to successfully decode, due to the insufficient number of the linearly independent packets. A late event, on the other hand, introduces a delay to the decoding process, which can downgrade the system's performance.
Since the decoded packets are sent in generations, we use the transition between the received generations to trigger the decoding process. Subsequently, we introduce an additional field, the generation identification (called GenID), to each encoded packet. Whenever the receiver receives the incoming coded packet, it checks the GenID. If it is the first received one, the receiver starts its monitoring process. Otherwise, i.e., if that GenID is different from the currently monitored generation, the receiver triggers the decoding process.
2) THE NUMBER OF RECEIVED PACKETS Table 3 shows the operable decoder in accordance with the number of packets successfully received m. In order to achieve a high decoding probability, the outer and combined codes using high order GF should be chosen due to the linear independence of the received packet. However, since such decoding requires high computing power, our adaptive approach tries first to decode the inner code. While there is a risk that the received packets are insufficient for decoding, the complexity will be significantly reduced when the decoding succeeds. 
3) ADAPTIVE ALGORITHM
We design an adaptive algorithm having two possibilities caused by the linear dependency in the inner decoding process. In particular, there are two options in accordance with the capability of receiving devices. The fist is just to prioritize it for decoding the inner code if the number of received packets satisfies the condition |Y| ≥ n + r. Otherwise, the outer code is decoded, which would reduce the computational complexity but would also aggravate the decoding probability. The second option enables the receivers to try to decode the inner code first. Then, if the inner code is decoded unsuccessfully, the outer code is decoded immediately. This leads to a slight increase of computation complexity, but the decoding probability is ensured. In addition, based on the characteristics of the three decoder types (see Table 2 ) and operable decoder (see Table 3 ), we propose an adaptive algorithm. As illustrated in Algorithm 1, the algorithm has the following two priority options (C stands for low complexity and D refers to high decoding probability).
4) FIRST OPTION
If the priority is equal to C (see Algorithm 1, line 6), the inner decoder is used as |Y| ≥ n + r, where |Y| is the number of packets received successfully (identical to m). Otherwise, either the outer or the combined decoder is used. For simplicity, we omit the case of combined decoder because the decoding probability is almost the same even if the complexity is slightly different [8] . This algorithm helps to significantly reduce the computational complexity but may confront the problem of linearly dependent packets, which occurs when using a low Galois field [17] . However, this case is expected to happen occasionally [11] .
5) SECOND OPTION
If the priority is equal to D (see Algorithm 1, line 12), the algorithm is designed to maximize the decoding success. This gives the receivers a chance to decode the inner codes in accordance with the number of received packets |Y| ≥ n + r. However, even if this condition is satisfied, the receiver may not decode the inner code due to the linearly dependent packets. In this case, the receiver tries to decode the outer code immediately. This way not only increases the decoding probability but also reduces the decoding delay. However, the computational complexity slightly increases in bad channels. The comprehensive evaluation of this algorithm is presented in our previous study [16] . The decoding algorithms for inner and outer codes ( InnerDecoder(Y, ) and OuterDecoder(Y, )) are presented in [21] , [39] and [40] , respectively. Both use Gaussian elimination for decoding.
C. ADVANCED ADAPTIVE FULCRUM DECODER
We can intuitively assume that the proposed adaptive Fulcrum decoder outperforms the standard schemes such as conventional Fulcrum outer decoder or RLNC GF(2 8 ) in terms of the computational complexity because of the adaptive property. However, there are two supplementary points:
i) The receivers have to wait until the reception of full packets of a generation is completed. Then, the receivers VOLUME 7, 2019 Algorithm 1 Adaptive Fulcrum Decoding Algorithm Input: y b : received packet, λ b : coding coefficients, r: number of expansion packets, n: generation size, priority: has two values C -Computation complexity or D -Decoding probability. Output: P: recovered data 1: Y ← ∅, ← ∅, P ← ∅, t ← 1, P t ← ∅ 2: while t ≤ k do 3: y b ← new received packet 4: λ b ← new coding vector 5: if GenID(y b ) = t then 6: if priority = C then 7: if |Y| ≥ n + r then 8 :
else if |Y| ≥ n then 10:
end if 12: else if priority = D then 13: if |Y| ≥ n + r then 14: P t ← InnerDecoder(Y, ) 15: end if 16: if |Y| ≥ n And p j = ∅ then 17 :
end if 19: end if 20: end if 21: if P t = ∅ then 22: P ← P P t
23:
end if 24: Y ← ∅, ← ∅ 25: 28: return P decide which decoder to use in accordance with the conditions listed in Table 3 . This causes performance degradations such as high delay.
ii) The decoding can fail even if the inner decoder is used (the packets received successfully are enough). This can be attributed to the chronic issues of low order GF with high linear dependence. In this case, it may be better to use the outer decoder than to use the inner decoder, even if the complexity gets high. In the following, we introduce the principle and the algorithm of advanced adaptive Fulcrum decoders and its algorithm.
1) PINCIPLE
The basic principle is to switch the currently used inner decoder to the outer decoder when the decoding fails in the inner decoder. In other words, the receiver exploits the inner decoder preferentially to recover the original packets without any conditions upon receiving the coded packets. Figure 3 shows an example of the advanced adaptive Fulcrum decoding process. A receiver preferentially tries to decode the received inner code matrix by Gaussian elimination over finite field GF (2) . After the elimination, if there are linearly dependent packets (zero row vectors), it cannot be recovered correctly even though enough packets are successfully received. This is because the inner decoder needs n + r independent packets at least to decode correctly. Nevertheless, if the Gaussian-eliminated inner code matrix can satisfy the condition of the outer decoder (the number of linearly independent packets is equal to at least n), it can be mapped back to the outer code directly. However, if the condition does not hold, the packets of monitoring generation are discarded. Finally, the receiver attempts to decode using Gaussian elimination over a high finite field GF(2 h ). If the decoding process is successfully completed, the identity matrix is determined as shown in the last step of Figure 3 . In such cases, the complexity may increase, but the decoding probability can improve significantly. The relationship between the complexity and the decoding probability are discussed below.
2) ADVANCED ADAPTIVE ALGORITHM Algorithm 2 shows the procedure of the advanced adaptive Fulcrum algorithm, called AdvancedAD. The inner decoder has the first priority (lines 4 to 6 in Algorithm 2). It can achieve both low complexity and high decoding priority when the channel environment is good. However, in the opposite case, the inner decoding may fail and the eliminated inner code is mapped back to the outer code again only if the number of linearly independent packets is the same or greater than n (Algorithm 2, line 12). It can thus achieve a higher decoding probability than the inner decoding, with a slightly higher complexity. In the following, we describe the procedure in more details: i) Inner decoding stage: When receiving a new packet y b and its coding vector λ b of the monitoring generation g t , the receiver exploits the inner code immediately and then stores both the eliminated data Y inner and its corresponding coding vectors inner . The inner decoding process is stopped only when one of the following conditions is satisfied: a) when the receivers get a new GenID which is different from the currently monitored generation. This means that the receiver no longer has the chance to recover this current generation with the inner decoder. b) When the inner decoder can recover successfully the original packets of generation g t and does not need to wait for other coded packets. It means that the receiver does not attempt to decode with the outer code. This leads to reduce the computational complexity. ii) Outer decoding stage: If either the receiver receipts the new generation (Algorithm 2, line 11) or cannot recover the original packets with the inner decoder (Algorithm 2, line 12), the outer decoding is potentially performed. In addition, the number of eliminated inner codes inner has to satisfy the condition | inner | ≥ n (Algorithm 2, line 12), which is the minimum number of coded packets required to decode with the outer decoder (also shown if is_successful(Y inner , inner ) then 8: P t ← Y inner 9: break 10: end if 11: until (y b = 0 or λ b = ∅ or GenID(y b ) = t) 12: if is_failed(Y inner , inner ) and (| inner | ≥ n) then 13: for all (y b , λ b ) ∈ (Y inner , inner ) do 14: if y b = 0 then 15: Y outer , outer ← OuterDecoder(y b , λ b ) 16: end if 17: end for 18 : end if 19: if is_successful(Y outer , outer ) then 20: P t ← Y outer 21: end if 22: return P t in Table 3 ). After that, the eliminated inner code is transfered to the outer decoder, and then, it is mapped back to outer codes and decode by Gaussian elimination over the high finite field GF(2 h ). This not only leads to increasing the decoding probability of monitoring generation g t , but also reduces significantly the complexity, due to only decoding the eliminated inner codes, comparing to the previous adaptive algorithm.
After these two (inner and outer) decoding stages, the next generation size becomes ready to be received and decoded, as shown in Algorithm 3. The main goal of this algorithm is to check the new generation ID and store the decoded data. end if 8: end while 9: return P
IV. ANALYSIS OF ADAPTIVE FULCRUM DECODER
In this section, we analyze the decoding delay, decoding probability, and overhead of the proposed Fulcrum adaptive decoders. First, we analyze the cases of general Fulcrum inner, outer, and adaptive decoders. Second, we examine the decoding probability of Fulcrum adaptive decoder in errorprone channels.
3) DECODING DELAY
Considering a transmitter that generates the RLNC coded packets over GF(q) from n original packets in a particular generation. If a potentially infinite number of coded packets can be delivered over an error-prone channel with erasure probability to a group of receivers, the average decoding delayD RLNC , which has been proposed in [29] , can be bounded as follows:
where q is the field size. In the case of Fulcrum codes, the field size q is always equal to two and the receivers employ the inner decoder with r expansion packets. Thus, by substituting n + r to n, Eq. (10) can be easily attained as follows
Proof: We note that receivers using an inner decoder have to receive at least n + r coded packets to recover n original packets over GF(2) operations [8] . We assume that there are N (N ≥ n + r) coded packets transmitted over the link of erasure probability, (1 − )N coded packets will be delivered successfully on average to each receiver. A receiver can decode the generation of n + r original and expansion packets only if (1 − )N is at least equal to n + r. The lower bound of Eq. (11) is proven. The upper bound can be derived the same as the detailed proof in [29, Appendix B] Furthermore, the total mean of decoding delay that needs to be decoded using an outer or combined decoder over a perfect channel (proven in [8, Eq.(16) and (18)]) is
However, the coded packets transmitted over channel with the erasure probability , thus, Eq. (12) can be rewritten as follows
Given that P inner and P outer are the probabilities of the inner and the outer decoders, respectively, used to decode k generations g 1 , g 2 , . . . , g k . The mean lower and upper bound decoding delay of adaptive decoderD AD , respectively, can be derived by (n + r)P inner + (n + 2 −r − 2 −n−r )P outer 1 − ≤D AD (14) and
where 0 ≤ P inner + P outer ≤ 1.
Proof: We noted that the adaptive decoder employs both inner and outer codes to decode k generations depending on the number of received packets. The probabilities of inner decoder and outer decoder (out of k generations) are P inner and P outer , respectively. Therefore, the decoding delay of the adaptive decoderD AD is equal toD inner P inner +D inner P outer . By using Eq. (11) and Eq. (13), we obtain the upper bound and the lower bound of Eq. (14) and (15) , respectively.
4) GENERAL DECODING PROBABILITY
In order to determine the decoding probability, we assume that the number of received packets at an inner decoder is m coded packets. By following the analysis in [29] , [41] , we can calculate the probability of receiving n + r linearly independent coded packets in the case of m ≥ n+r as follows
Following the subsequent analysis steps in [29] , we can attain P(m, n, r) = 0 for m < n + r. We note that Fulcrum outer and combined decoding require the receipt of n linearly independent coded packets instead of n + r as the inner decoder and the decoding probability of outer or combined decoder is analyzed and presented in [8] . We can conclude that the decoding probability of outer or combined decoder is higher than that of inner decoder when the receiver receipts the same number of coded packets m, and this gap is much higher when r is increased. Because the receiver that employs an inner decoder needs to receive m ≥ n + r coded packets, while the outer or combined decoder maintains the same number of needed packets m ≥ n, and their decoding probabilities are much higher as they use r [8] .
With δ redundant packets (δ ≥ 0 for outer/combined decoder and δ ≥ r for inner decoder) sent through the error-prone channel with erasure probability, following [29, Eq. (10)], we can determine the probability that the considered receiver will recover the n source packets of a generation in up to m = n + δ time slots is equal to:
Following Eq. (17), we can determine the probability that a receiver will fail to recover the n source packets in N = n+δ transmissions from transmitter over the error-prone link is given by P fail = 1 − F(δ) or equivalently
Based on Eq. (18), we can easily calculate the failure probability of inner decoder and RLNC codes as shown in Figure 4 . [21] , [22] showed that the coding performance of inner code could achieve the same performance as (or even surpass) the other schemes such as RLNC GF (2) . In contrast, the outer decoder can obtain a high decoding probability like RLNC GF (2 8 ) when the number of expansion packets r is high enough. Figure 4 shows that the probability of decoding failure in the inner decoder is higher than RLNC GF (2) . This confirms that the fixed decoder is no longer suitable for modern networks.
5) OVERHEAD
We define the overhead T for a generation of n source packets as the mean number of extra bits to convey n original packets to the receivers. The overhead consists of the coding coefficients and the overhead of redundant packets caused by linearly dependent packets and the losses on the link. i) The overhead due to coding coefficients for a generation size n with standard RLNC GF(2 h ) is proportional to n · n · log 2 (2 h ) = h · n 2 bits [17] , while the overhead due to the factor of h is smaller than that of GF(2 h ) RLNC. Thus, the Fulcrum coding coefficient overhead for a generation of n source packets is n 2 bits. ii) The overhead of redundancy due to linear dependency and losses on the link is calculated by the sum of the packet size and extra coding coefficient per a coded packet. Therefore, the total overhead T RLNC for RLNC and Fulcrum codes are defined as follows
and
Typically, r n, the mean Fulcrum overhead due to coding coefficients is proportional to n 2 bits [8] . Thus, the total overhead for Fulcrum inner code with the field size GF (2) in Eq. (20) can be rewritten as follow
On the other hand, the adaptive decoding overhead depends on the probability of inner decoder and outer decoder, which change frequently during the transmission process. Basing on Eq. (20) and Eq. (21), we can formulate the total overhead of adaptive decoding as follow T Adaptive = ( + n) · (δ − r) · P inner +( + n) · δ · P outer +n 2 (22) where P inner and P outer (0 ≤ P inner + P outer ≤ 1) are the probability of inner decoder and outer decoder, respectively. The overhead of the inner decoder and outer decoder due to linear dependency and losses are δ − r and δ packets, respectively. This is because the inner decoder needs at least n + r coded packets to decode a generation, while the outer decoder only needs n coded packets.
V. PERFORMANCE EVALUATION
This section details the performance of the proposed adaptive decoding algorithms in comparison with the conventional RLNC and FNC.
A. EVALUATION SETUP 1) NETWORKING SCENARIO As shown in Figure 1 , we assume that a transmitter sends data to a receiver over an error-prone channel having erasure probability . In addition, we considered the erasure probability rates between 0 and 0.5, and the number of redundant packets between 0 to 10. These values are widely employed in this research field [42] , [43] . We implemented and extended the adaptive decoders using the Kodo library [44] , and we measured the performance in terms of decoding probability corresponding the specific time slots, computation complexity and coding overhead using the standard benchmarks available in the library. The experiments were performed on a PC with Intel Core i5-4590 3.30 GHz CPU and 8 GB RAM. In all the experiments, the packet size denoted was set to 1500 Bytes, which mimics the maximum size of UDP packets that avoid fragmentation. The Galois field GF (2) and GF(2 8 ) were used for the inner and outer codes, respectively. The number of original packets in each generation (i.e. generation size n) was set to 16. We do not consider the performance of the combined codes because it has a similar tendency to the outer code in terms of the decoding probability [8] , [16] . In addition, considering the field size GF(2 8 ) as the highest one is enough (and the larger ones are inefficient) due to the computational complexity and energy consumption problems [21] , [30] .
2) PERFORMANCE METRICS
We considered three performance metrics for the proposed adaptive decoders: i) decoding probability, ii) computation complexity, and iii) overhead.
The decoding probability is defined as the probability that the receiver will recover n original packets of a generation in up to n+δ transmissions in error-prone channels. Particularly, we evaluated this by changing the average decoding delay D d of each receiver R d , i.e. the total number of time slots needed by a receiver to decode all generations of n packets [29] , [45] . A decoding delay D of s time slots indicating the exact time to decode the generation of n packets successfully. The average decoding delay of the system can be computed by observing the mean decoding delay that a receiver use to decode all generations.
The computation complexity is defined as the total number of multiplication and addition operations required to decode all generations. However, according to [38] , the multiplication operations generally contribute the most to the computation complexity of decoding as compared to the additions (simple XOR). Furthermore, only addition operations are used without multiplications in the binary Galois field GF(2), whereas multiplication operations are mainly used with addition operations in GF (2 8 ). Therefore, even if the operating number of the multiplication operations σ multi is the same as that of addition operations σ add , there is a big difference in the computation resources actually consumed [8] , [38] , [46] . Hence, towards a fair comparison between these two operation types, we defined a weighting factor w = τ multi /τ add and multiplied it with σ multi to calculate the joint number of operations σ joint = σ add +(w * σ multi ), where τ add and τ multi denote the operating time of addition and multiplication, respectively. Table 4 shows the practically-measured time durations required to decode the packets in two different computing systems. Since we use Intel core i5 and 1500 Byte packets, we chose the weighting factor w = 2.4 based on the table.
The total overhead is measured as a percentage (see Eq. 22). As we mentioned in Section III, a transmitter sends payload packets n plus extra (redundant) packets δ. This is to compensate for the packet loss on the feedback-free channel. The ratio (percentage of the extra bits) is called the overhead. If there are many extra bits in the transmitted packets, the decoding probability will be improved, but the delay will increase. Therefore, choosing a proper decoder along with sufficient extra packets must be considered. In order to ensure statistical tightness, we repeated the measurement 10,000 times and averaged the values. In all the following graphs, the averaged results are plotted without the 95% confidence intervals, because they were almost imperceptible. Figure 5 shows the decoding probability (see Figure 5(a) ) and the computation complexity (see Figure 5 (b)) according to the required transmission time (i.e., delay). We considered a loss probability = 0.2. In Figure 5 (a), three decoders using RLNC GF(2 8 ), Fulcrum outer, and the proposed advanced adaptive Fulcrum decoder (Adv. Adaptive) can achieve almost 100% decoding probability as the delay goes up. On the contrary, the receiver using inner decoder has the lowest decoding probability. Besides, the receiver using normal adaptive Fulcrum decoder (Nor. Adaptive) and RLNC GF(2) decoder show intermediate performance.
B. EVALUATION RESULTS
Among them, the performances of normal adaptive decoder is higher than RLNC GF(2), but it is reversed after the 5 th time slots. Nevertheless, the performance of the normal adaptive decoder is up to 450% better than the inner case. This is because the normal adaptive decoder tends to use the inner decoder first, which leads to more delays and to reduce the probability of successful decoding. However, in the case of the advanced adaptive decoder, the decoding probability is up to 600% and 110% better than the Fulcrum inner and RLNC GF(2), respectively, and close to the highest one (even though it is slightly lower than it). This is because the advanced adaptive decoder is designed to overcome the problem of low-decoding probability of inner decoder. However, as shown in Figure 5 (b), both adaptive decoders can significantly reduce the computation complexity by up to about 220%-430% than both Fulcrum outer and RLNC GF(2 8 ) as the delay goes up. This is because the receivers exploiting the adaptive algorithm have enough time to wait and receive sufficient coded packets, such that they can decode with the inner decoder (which is clearly illustrated in generations g 1 and g 3 in Figure 2 ). Figure 6 also shows the decoding probability (see Figure 6 (a)) and the complexity (see Figure 6 (b)) according to the change of packet erasure probability. was varied between 0.1 and 0.5, and the number of redundant packets δ was set to 10. These trends are very similar to the previous ones (see Figure 5 ). There are two notable points: i) as shown in Figure 6 (a), the decoding probability of normal adaptive decoder becomes higher than that of RLNC GF (2) and Fulcrum inner decoder as the loss probability increases, even though the complexity becomes slightly higher as the loss probability increases (see Figure 6 (b)). ii) There is little performance difference between the advanced adaptive decoder and the highest ones (i.e., RLNC GF(2 8 ) and Fulcrum outer), regardless of the error probability. However, the complexity of the advanced adaptive decoder is much lower than RLNC GF(2 8 ) and Fulcrum outer, even if this starts to increase from > 0.2. Unlike other decoders, the main reason for the increase in complexity with the loss probability is because the adaptive decoders tend to receive fewer coded packets, thus, they attempt to decode with the outer decoder instead of the inner one. Figure 7 shows the impact of extra transmissions over the overhead T . For this experiment, δ was varied from 2 to 10, and other parameters were set to r = 2, = 0.1. The first notable point is that the two proposed adaptive decoders introduce lower overhead compared to Fulcrum outer code and RLNC GF (2 8 ). The main reason is that the adaptive decoding algorithms tend to use the inner decoder first when it receives sufficient coded packets. Furthermore, the overhead of adaptive decoders becomes equal to that of inner decoder having the lowest overhead when δ gets higher. Another notable thing is that the overhead of Fulcrum inner code is the same even if we use a different decoder type. This is because the receivers attain the same inner coding information and the number of redundant packets δ is fixed. Therefore, the main difference here is that the number of coded packets used to successfully decode a generation with the inner decoder is more than that of the outer one. This means that there are fewer useless coded packets in the set of fixed δ redundant transmission. Both adaptive decoders show the advantage of converting the coded packets to the original packet with high performance and low overhead compared to the conventional one.
VI. CONCLUSIONS AND FUTURE WORK
To efficiently decode Fulcrum codes, we proposed two adaptive decoding algorithms working at the receiver's side. By observing the received packets, the adaptive decoding process dynamically decides a suitable Galois field. The comprehensive evaluations show interesting results. First, starting with inner decoder is computationally effective. Second, the adaptive decoding at end devices produces the best performance in terms of decoding probability, outperforming inner decoder by up to 600%. It also reduces the total number of operations by up to about 220%-430% compared to RLNC GF(2 8 ) and Fulcrum outer decoders, with low delay. Third, the receivers, exploiting the adaptive decoder, have substantially lower coding overhead than Fulcrum outer decoder and RLNC GF(2 8 ) decoder in error-prone channels with fixed redundant transmissions.
Possible directions for future work include i) investigating the acknowledgement packets to improve the accurate selection of decoders, ii) analyzing the impact of recoding in multi-hop network topologies, and iii) extending the scenario to include cooperation for mobile traffic offloading.
