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Abstract
Let A be a hereditary algebra. We construct a fundamental domain for the cluster category CA
inside the category of modules over the duplicated algebra A¯ of A. We then prove that there exists
a bijection between the tilting objects in CA and the tilting A¯-modules all of whose nonprojective–
injective indecomposable summands lie in the left part of the module category of A¯.
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0. Introduction
Cluster categories were introduced in [8], and for type An also in [9], as a means for
a better understanding of the cluster algebras of Fomin and Zelevinsky [13,14]. The in-
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I. Assem et al. / Journal of Algebra 305 (2006) 548–561 549decomposable objects (without self-extensions) in the cluster category correspond to the
cluster variables in the cluster algebra and the tilting objects in the cluster category to the
clusters in the cluster algebra. Our objective in this note is to give an interpretation of
the cluster category and its tilting objects in terms of modules over a finite-dimensional
algebra. Indeed, let A be a hereditary algebra over an algebraically closed field then,
by Happel’s theorem [11], the derived category of bounded complexes over the category
modA of finitely generated right A-modules is equivalent to the stable module category
over the repetitive algebra Aˆ of A (in the sense of Hughes and Waschbüsch [10]). The
algebra Aˆ is infinite-dimensional but, in order to study the cluster category, it suffices to
look at a finite-dimensional quotient of Aˆ, namely the duplicated algebra A¯ of A defined
and studied in [1,5]. The resulting embedding of mod A¯ into mod Aˆ induces a functor π¯
from mod A¯ to the cluster category CA of A. We prove that the functor π¯ induces a one-
to-one correspondence between the indecomposable objects in the cluster category and the
nonprojective–injective A¯-modules lying in the left part LA¯ of mod A¯, in the sense of Hap-
pel, Reiten and Smalø [12] (we then say that LA¯ is an exact fundamental domain for the
functor π¯ ). This opens the way to our main result.
Theorem 1. Let A be a hereditary algebra. There exists a one-to-one correspondence
between the multiplicity-free tilting objects in the cluster category CA of A and the
multiplicity-free tilting A¯-modules such that all nonprojective–injective indecomposable
summands of T lie in LA¯.
This correspondence is given explicitly as follows. Since any indecomposable projec-
tive–injective A¯-module is necessarily a summand of T , then T = T0 ⊕ P¯ , where P¯ is
a uniquely determined projective–injective A¯-module and T0 has no projective–injective
summands. If all the indecomposable summands of T0 lie in LA¯, then π¯(T0) is a tilting
object in CA and conversely, any tilting object in CA is of this form.
Since duplicated algebras appear as a perfect context to view (cluster-)tilting objects as
actual tilting modules, we investigate these algebras further. In particular we show that the
simply-laced Dynkin case corresponds to representation-finite duplicated algebras, which,
in addition, are simply connected. In this case several techniques are known for computing
the tilting modules, allowing us to find the clusters in the corresponding cluster algebra.
We now describe the contents of our paper. After a brief preliminary section, devoted
to fixing the notation and recalling the main facts we shall be using, the second section
contains a detailed description of the left part LA¯. In the third section, we prove that LA¯
is an exact fundamental domain for the natural functor and we prove our main result in
section four. Our final section is devoted to deduce related properties of the duplicated
algebra.
1. Preliminaries
1.1. Notation
Throughout this paper, we let A denote a hereditary algebra over an algebraically closed
field k. We denote by modA the category of finitely generated right A-modules and by
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indecomposable objects in modA. The derived category of bounded complexes over modA
will be denoted by Db (modA). For a vertex x in the quiver QA of A, we write ex for
the corresponding primitive idempotent and Sx,Px, Ix , respectively, for the corresponding
simple, indecomposable projective and indecomposable injective A-module. The functor
D = Homk(−, k) is the standard duality between modA and modAop, and τA = DTr,
τ−1A = TrD are the Auslander–Reiten translations in modA. We refer to [7] for further
facts about modA, and to [16] for the tilting theory of modA.
1.2. The cluster category CA
The cluster category CA of A is defined as follows. Let F denote the endofunctor
of Db (modA) defined as the composition τ−1[1], where τ is the Auslander–Reiten
translation in Db (modA) and [1] is the shift functor. Then CA is the quotient category
Db (modA)/F . Its objects are the F -orbits of objects in Db (modA) and the morphisms
are given by
HomCA(X˜, Y˜ ) =
⊕
i∈Z
HomDb(modA)
(
F iX,Y
)
, (1)
where X and Y are objects in Db (modA) and X˜, Y˜ are their respective F -orbits. It
is shown in [15] that CA is a triangulated category. Furthermore, the canonical functor
Db (modA) → CA is a functor of triangulated categories. We refer to [8] for facts about
the cluster category.
1.3. The duplicated algebra A¯
The duplicated algebra of a hereditary algebra A is the matrix algebra
A¯ =
[
A 0
DA A
]
=
{[
a 0
q b
] ∣∣∣∣ a, b ∈ Aq ∈ DA
}
, (2)
with the ordinary matrix addition and the multiplication induced by the bimodule structure
of DA. Writing 1 for the identity of A, and setting
e =
[
1 0
0 0
]
and e′ =
[
0 0
0 1
]
, (3)
we see that A¯ contains two copies of A given, respectively, by eA¯e and by e′A¯e′. In order
to distinguish between these we denote the first one by A and the second one by A′. Ac-
cordingly, Q′A denotes the quiver of A′, x′ the vertex of Q′A corresponding to x ∈ (QA)0,
and e′x the corresponding idempotent. Let S¯x, P¯x, I¯x denote, respectively, the simple, in-
decomposable projective and indecomposable injective module in mod A¯ corresponding to
x ∈ (QA ∪Q′ )0.A
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convex connected subquivers and every vertex of QA¯ lies in either QA or Q′A. There is an
arrow x′ → y whenever rad(e′xA¯ey)/ rad2(e′xA¯ey) = 0. Observe that e′xA¯ey = D(eyAex)
and therefore, if eyAex = 0 then there is a nonzero path in QA¯ from x′ to y. Also, since
e′xA¯ ∼= D(A¯ex), each I¯x = P¯x′ is projective–injective having Sx as a socle and Sx′ as a
top. On the other hand, each P¯x has its support lying in QA and is therefore equal to the
projective A-module Px . Dually, I¯x′ has its support lying completely in Q′A and equals the
injective A′-module Ix′ . For facts about the duplicated algebra, we refer to [1,5].
1.4. The repetitive algebra Aˆ
For our purposes, another description of A¯ is needed. The repetitive algebra Aˆ of the
hereditary algebra A is the infinite matrix algebra
Aˆ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
. . . 0
Am−1
Qm Am
Qm+1 Am+1
0
. . .
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (4)
where matrices have only finitely many nonzero coefficients, Am = A and Qm = ADAA
for all m ∈ Z, all the remaining coefficients are zero and multiplication is induced from
the canonical isomorphisms A ⊗A DA ∼= ADAA ∼= DA ⊗A A and the zero morphism
DA⊗A DA → 0, see [10]. Then A¯ is identified to the quotient algebra of Aˆ defined by the
surjection
Aˆ →
[
A0 0
Q1 A1
]
. (5)
This identification yields an embedding functor mod A¯ ↪→ mod Aˆ. Similarly, the canon-
ical surjection A¯ → eA¯e = A yields an embedding functor modA ↪→ mod A¯. Our first
objective will be to look more closely at these embeddings.
2. The left part LA¯ of the duplicated algebra A¯
2.1. Definitions and a preparatory lemma
Let C be any finite-dimensional k-algebra, and M,N be two indecomposable C-mod-
ules. A path from M to N in indC is a sequence of nonzero morphisms
M = M0 f1−→ M1 f2−→ · · · ft−→ Mt = N (6)
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of N (or that N is a successor of M). When each fi in (6) is irreducible, we say that
(6) is a path of irreducible morphisms. A path (6) of irreducible morphisms is sectional if
τC Mi+1 = Mi−1 for all i with 1 i  t . A refinement of (6) is a path in indC:
M = M ′0
f ′1−→ M ′1
f ′2−→ · · · f
′
s−→ M ′s = N (7)
with s  t such that there exists an order-preserving injection σ : {1, . . . , t − 1} →
{1, . . . , s − 1} satisfying Mi = M ′σ(i) for all i with 1 i  t .
A full subcategory C of indC is called convex in indC if, for any path (6) from M to N
in indC, with M,N lying in C, all the Mi lie in C.
Useful examples of convex subcategories arise from the standard embeddings modA ↪→
mod A¯ and mod A¯ ↪→ mod Aˆ, as seen in 1.4 above. We have the following lemma (see
[1, 2.5], [17, 3.4, 3.5] or [18, 4.1]), which will be used quite often when considering
A-modules as A¯-modules or Aˆ-modules.
Lemma 2.
(a) The embeddings modA ↪→ mod A¯ and mod A¯ ↪→ mod Aˆ are full, exact and preserve
indecomposable modules, almost split sequences and irreducible morphisms.
(b) Under these embeddings, indA is a full convex subcategory of ind A¯, closed under
predecessors, and ind A¯ is a full convex subcategory of ind Aˆ.
2.2. The left part
Let again C be a finite-dimensional algebra. Following Happel, Reiten and Smalø [12],
we define the left part LC of modC to be the full subcategory of modC consisting of all
indecomposable C-modules M such that if LM , then the projective dimension pdL of
L is at most one. The right part RC is defined dually.
Our objective now is to compute the left part of the module category of the duplicated
algebra A¯ of a hereditary algebra A. We start by observing that, by Lemma 2, the complete
slice of the Auslander–Reiten quiver Γ (modA) of A consisting of the indecomposable
injective A-modules embeds fully inside Γ (mod A¯). The sources in this slice are the in-
jectives Ia with a a sink in QA. For each sink a in QA, the injective A-module Ia is the
radical of the projective–injective A¯-module I¯a = P¯a′ . Indeed, since P ′a′ = ea′A′ is a simple
A′-module, then rad P¯a′ = rad(ea′A¯) = rad(ea′A′) ⊕ ea′(DA) ∼= ea′(DA) ∼= D(Aea) = Ia.
We recall that for any algebra C and any L in modC, pdL  1 if and only if
HomC(DC,τCL) = 0 (see [7, IX.1.7, p. 319] or [16, p. 79]).
Lemma 3. Let M be an indecomposable A¯-module. Then:
(a) If M belongs to indA, then M ∈ LA¯ and τ−1A¯ M ∈ LA¯.
(b) If M does not belong to indA, then there exist a sink a ∈ (QA)0 and a path P¯a′ M .
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0 → P1 → P0 → M → 0 (8)
with P0 and P1 projective A-modules, hence projective A¯-modules. Thus the projective
dimension of M as an A-module and also as an A¯-module is at most one. This shows that
indA ⊂ LA¯, because indA is closed under predecessors.
To see that τ−1
A¯
M is in LA¯, notice that, since M is in indA, HomA¯(I¯x,M) = 0 for
all injective A¯-modules I¯x . So pdA¯(τ−1A¯ M)  1 by the above remark. Furthermore, any
nonprojective predecessor L of τ−1
A¯
M lies in indA ∪ τ−1
A¯
(indA), hence pdL 1.
(b) Assume now that M is not in indA. Then there exists b ∈ (QA)0 such that
HomA¯(P¯b′ ,M) = 0. If b is a sink, we are done. If not, consider the projective A-mod-
ule Pb . Let Sa be a simple submodule of Pb . Note that Sa is projective since A is hereditary.
Therefore Sa = Pa and a is a sink. Then HomA(Pa,Pb) = 0 implies HomA(Ia, Ib) = 0,
which induces a nonzero morphism P¯a′ = I¯a → I¯b = P¯b′ of A¯-modules (because I¯a and
I¯b are, respectively, the injective envelopes of Ia and Ib). This yields the required path
P¯a′ M . 
2.3. A characterization of the modules in LA¯
Before stating the next proposition, we recall that, by [3, 1.6], LA¯ consists of all
M ∈ ind A¯, such that, if there exists a path from an indecomposable injective module to M ,
then this path can be refined to a path of irreducible morphisms, and any such refinement
is sectional.
Proposition 4. An indecomposable A¯-module M is in LA¯ if and only if, whenever there
exists a path P¯a′  M , with a a sink in (QA)0, this path can be refined to a path of
irreducible morphisms, and each such refinement is sectional.
Proof. Since the necessity follows directly from the above statement, we only prove the
sufficiency. Assume that M satisfies the stated condition. In order to prove that M ∈ LA¯,
it suffices to show that, if there exists a path I¯x M , with I¯x injective in mod A¯, then
this path can be refined to a path of irreducible morphisms, and any such refinement is
sectional. Since I¯x is not an A-module, it follows from Lemma 3(b), that there exist a sink
a in QA and a path P¯a′  I¯x , giving a path P¯a′  I¯x M . The conclusion follows at
once. 
2.4. Ext-injectives in LA¯
We now characterize the Ext-injectives in the additive full subcategory addLA¯ of mod A¯
generated by the left part. We recall from [6] that, if A is an additive full subcategory of
mod A¯, closed under extensions, then an indecomposable module M in A is called an Ext-
injective in A if Ext1
A¯
( ,M)|A = 0. It is known that M is Ext-injective in addLA¯ if and
only if τ−1
A¯
M is not in addLA¯ (see [6, 3.4]). We denote by Σ the set of all indecomposable
Ext-injectives in addL ¯ . The following corollary says that L ¯ = indA ∪ Σ .A A
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(a) M is in Σ .
(b) M is in LA¯ and M is not in indA.
(c) M is in LA¯ and there exist a sink a ∈ (QA)0 and a path P¯a′ M .
(d) There exist a sink a ∈ (QA)0 and a path P¯a′ M and any such path is refinable to a
sectional path.
Proof. (a) implies (b) since indA ∪ τ−1(indA) ⊂ LA¯ by Lemma 3(a).
(b) implies (c) follows from Lemma 3(b).
(c) implies (d) follows from Proposition 4.
(d) implies (a) Proposition 4 implies that M is in LA¯. The fact that there exist a sink a ∈
(QA)0 and a path I¯a = P¯a′ M (hence a sectional path), implies that HomA¯(I¯a,M) = 0
by [7, III.2.4, p. 239]. By the remark before Lemma 3, it follows that pdA¯(τ−1A¯ M) 2 and
therefore τ−1
A¯
M is not in LA¯. 
Corollary 6. The set Σ of all indecomposable Ext-injectives in addLA¯ consists of all
the projective–injectives lying in LA¯ as well as all the modules of the form τ−1A¯ Ix with
x ∈ (QA)0, that is
Σ = {τ−1
A¯
Ix | x ∈ (QA)0
}∪ {P¯x′ | P¯x′ ∈ LA¯}. (9)
Proof. Clearly, projective–injective modules which lie in LA¯ belong to Σ . Now let
x ∈ (QA)0 and consider τ−1A¯ Ix . Let a be a sink and Ia be an indecomposable injec-
tive A-module such that there is an epimorphism Ia → Ix . Then there is a nonzero map
τ−1
A¯
Ia → τ−1A¯ Ix and therefore a path I¯a → τ−1A¯ Ia → τ−1A¯ Ix . Since τ−1A¯ Ix is in LA¯, it fol-
lows that τ−1
A¯
Ix is in Σ by Corollary 5(d).
Conversely, suppose X belongs to Σ , but is not a projective–injective lying in LA¯. By
Corollary 5, there exists a sink a and a sectional path in ind A¯
P¯a′ = I¯a = M0 → M1 → ·· · → Mt = X (10)
with t  1 and M1 = I¯a/Sa = τ−1A¯ Ia . We claim that no Mi (with i  1) is a projective
A¯-module. Indeed, assume first that Mi (with i  1) is projective–injective. By hypoth-
esis, i < t . Then Mi−1 = radMi and Mi+1 = Mi/ socMi = τ−1A¯ Mi−1, contradicting the
sectionality of the above path. On the other hand, for any i  t , HomA¯(P¯a′ ,Mi) = 0 hence
Mi is not an A-module, and a fortiori not projective in modA. This establishes our claim.
We infer the existence of a sectional path in ind A¯
Ia = τA¯M1 → τA¯M2 → ·· · → τA¯Mt = τA¯X. (11)
Since X ∈ LA¯, then, for any i  t , Mi ∈ LA¯ and so pdMi  1 implying that HomA¯(P¯x′ ,
τ ¯Mi) = 0 for any x ∈ (QA)0. This shows that the above path lies entirely in modA. SinceA
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that τA¯X = Ix . 
We now give another expression for the set of all indecomposable Ext-injectives in
addLA¯. For this, we need to recall that, if M is an A¯-module, then its first cosyzygy Ω−1A¯ M
is the cokernel of an injective envelope M → I¯ in mod A¯.
Proposition 7. Let x ∈ (QA)0. Then Ω−1A¯ Px ∼= τ−1A¯ Ix . Consequently,
Σ = {Ω−1
A¯
Px | x ∈ (QA)0
}∪ {P¯x′ | P¯x′ ∈ LA¯}. (12)
Proof. We prove this by induction on the Loewy length of the projective module Px . Recall
that the Loewy length of a module M is the smallest positive integer i with radi M = 0. Let
Pa = Sa be a simple projective module. Then Ω−1A¯ Pa ∼= I¯a/Sa . On the other hand, from
the almost split sequence:
0 → Ia → I¯a ⊕ Ia/Sa → I¯a/Sa → 0 (13)
it follows that Ω−1
A¯
Pa ∼= τ−1A¯ Ia for any sink a, which proves our claim in this case. For
an indecomposable nonsimple projective Px , let αi :x → yi (with 1  i  t) be all the
arrows starting at x in QA, then radPx =⊕ti=1 Pyi . Then there are the following isomor-
phisms of the injective envelopes: I0(Px) = I0(radPx) ∼=⊕ti=1 I0(Pyi ). Then Ω−1A¯ (Px) ∼=
I0(Px)/Px and Ω−1A¯ (radPx) =
⊕t
i=1 Ω
−1
A¯
(Pyi )
∼= I0(Px)/(⊕ti=1 Pyi ). A simple applica-
tion of the snake lemma yields Ω−1
A¯
(Px) ∼= Ω−1A¯ (radPx)/Sx . We now claim that there is
an almost split sequence
0 → Ix →
(
t⊕
i=1
(
τ−1
A¯
Iyi
))⊕ Ix/Sx → τ−1A¯ Ix → 0 (14)
in mod A¯. Indeed, assume that there is an irreducible morphism Ix → M , with M indecom-
posable, in mod A¯. Then either M is an A-module (in which case M is an indecomposable
summand of Ix/Sx and the morphism is the canonical projection Ix → Ix/Sx → M) or
else τA¯M is an injective A-module (in which case there exists i, with 1  i  t , such
that τA¯M ∼= Iyi and so M ∼= τ−1A¯ Iyi ). Thus, we have a left minimal almost split morphism
Ix →⊕ti=1(τ−1A¯ Iyi ) ⊕ Ix/Sx. This establishes our claim.
Since Sx is the kernel of the morphism Ix → Ix/Sx , the snake lemma applied to the
commutative diagram with exact rows
0 Sx
⊕t
i=1
(
τ−1
A¯
Iyi
) ⊕t
i=1
(
τ−1
A¯
Iyi
)
/Sx 0
0 Ix
⊕t
i=1
(
τ−1
A¯
Iyi
)⊕ Ix/Sx τ−1A¯ Ix 0
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A¯
Ix ∼=⊕t
i=1(τ
−1
A¯
Iyi )/Sx. Applying now our induction hypothesis τ
−1
A¯
Iyi
∼= Ω−1
A¯
Pyi yields
τ−1
A¯
Ix ∼=
(
t⊕
i=1
(
Ω−1
A¯
Pyi
))/
Sx ∼= Ω−1A¯ Px.  (15)
3. Fundamental domain for the cluster category
3.1. LA¯ as a subcategory of mod Aˆ
As a consequence of the above description, the left part LA¯ is nicely embedded in
mod A¯, and thus in mod Aˆ.
Corollary 8. The embedding LA¯ ↪→ mod A¯ ↪→ mod Aˆ is full, exact and preserves inde-
composable modules, irreducible morphisms and almost split sequences.
Proof. Indeed, the first embedding satisfies these properties because LA¯ is closed under
predecessors in ind A¯, and the second one, because of Lemma 2(a). 
3.2. Relation between LA¯ and CA
We are now able to describe an exact fundamental domain for the cluster category CA
inside mod A¯, and actually insideLA¯. Indeed, since A is hereditary, and thus of finite global
dimension, we have a triangulated equivalence Db (modA) ∼= mod Aˆ (see [11]). Let
πˆ : mod Aˆmod Aˆ ∼=Db(modA) CA (16)
be the canonical functor. We define an exact fundamental domain for πˆ to be a full convex
subcategory of ind Aˆ which contains exactly one point of each fibre πˆ−1(X), with X an
indecomposable object in CA.
We recall at this point that ind A¯ is a full convex subcategory of ind Aˆ.
Theorem 9. The functor πˆ induces a one-to-one correspondence between the nonprojec-
tive–injective modules in LA¯ and the indecomposable objects in CA. In particular, LA¯ is
an exact fundamental domain for πˆ .
Proof. Since LA¯ is a full convex subcategory of ind A¯, it is also convex inside ind Aˆ.
Furthermore, the nonprojective–injective modules in LA¯ are just the modules in indA and
those of {Ω−1
A¯
Px | x ∈ (QA)0}. The statement follows at once from the definition of CA
and from the fact that under the triangle equivalence Db (modA) ∼= mod Aˆ, the shift of
Db (modA) corresponds to Ω−1
Aˆ
(see [11]). 
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4.1. The main theorem
In this section, we prove our main theorem, which compares the tilting A¯-modules with
the tilting objects in CA. For this purpose, we assume without loss of generality that our
tilting modules and our tilting objects are multiplicity-free. We start by observing that, if
T is a tilting A¯-module, then every indecomposable projective–injective A¯-module is a
direct summand of T . Hence T decomposes uniquely as T = T0 ⊕ e′A¯, where T0 has no
projective–injective direct summands. We say that T is an L-tilting module if T0 ∈ addLA¯.
We denote by π¯ : mod A¯ → CA, the composition of the inclusion mod A¯ ↪→ mod Aˆ and
the functor πˆ . By abuse of notation, the modules will be often denoted by the same letter
even when considered as objects in different categories.
Theorem 10. There is a one-to-one correspondence
{L-tilting modules} ↔ {tilting objects in CA}
given by
T = T0 ⊕ e′A¯ ↔ π¯ (T0).
Proof. Let T = T0 ⊕ e′A¯ be an L-tilting module and let X = π¯(T0). The tilting A¯-mod-
ule T has 2n indecomposable summands. Since there are n indecomposable injective–
projective A¯-modules, the number of indecomposable summands of T0 is n, which is also
the number of indecomposable summands of the tilting objects in CA. Hence, in order
to show that X is a tilting object in CA, it suffices to prove that Ext1CA(X,X) = 0. Say
T0 =⊕ni=1 Ti where the Ti are pairwise nonisomorphic indecomposable A¯-modules. Then
X =⊕ni=1 Xi with Xi = π¯ (Ti). Suppose that there exist i, j such that Ext1CA(Xj ,Xi) = 0.
Since Ext1 is symmetric in the cluster category by [8, 1.7], we also have Ext1CA(Xi,Xj ) =
0. Thus there are nonzero morphisms Xi → τCAXj and Xj → τCAXi in CA. Let Fˆ =
Ω−1
Aˆ
τ−1
Aˆ
. Then there exist integers s, t  0 such that the previous morphisms lift to nonzero
morphisms in mod Aˆ
Ti → Fˆ sτAˆTj and Tj → Fˆ t τAˆTi, (17)
by definition of the cluster category and the triangulated structure of mod Aˆ, see [11].
Moreover s = 0 and t = 0 since by hypothesis Ext1
A¯
(Tj , Ti) = Ext1A¯(Ti, Tj ) = 0. Now
Ti, Tj are in LA¯ = indA ∪ Σ . We then have 3 cases to consider.
(1) Ti, Tj ∈ Σ . Then Xi and Xj lie on a slice of CA, hence Ext1CA(Xi,Xj ) = 0, a contra-
diction.
(2) Ti, Tj ∈ indA. If s = 1, then there is a nonzero morphism Ti → Fˆ τAˆTj = Ω−1Aˆ Tj in
mod Aˆ. But this is impossible since
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Aˆ
(
Ti,Ω
−1
Aˆ
Tj
)= HomDb(modA)(Ti, Tj [1])= Ext1A(Ti, Tj ) = 0, (18)
where we have identified the modules Ti and Tj with the corresponding stalk com-
plexes in Db (modA). Assume thus that s  2. Now, either τ
Aˆ
Tj is an A-module, or
Tj is a projective A-module, and then τAˆTj [1] is an A-module. But this fact and the
structure of the morphisms in the derived category (see [11]) imply that
Hom
Aˆ
(
Ti, Fˆ
sτ
Aˆ
Tj
)= HomDb(modA)(Ti,F sτAˆTj )= 0, (19)
again a contradiction.
(3) Ti ∈ indA, Tj ∈ Σ . Then by Proposition 7, there exists an indecomposable projec-
tive A-module Px such that Tj = Ω−1
Aˆ
Px . Since Aˆ is self-injective, it follows from
[7, IV.3.7] that Ω−2
Aˆ
= ν
Aˆ
τ−1
Aˆ
where ν
Aˆ
is the Nakayama functor in mod Aˆ. Thus
Fˆ τ
Aˆ
Tj = Ω−2
Aˆ
Px = νAˆτ−1Aˆ Px which is an A′-module (unless A is of Dynkin type An,
linearly oriented and Px is projective–injective, in which case Fˆ τAˆTj [−1] is an A′-
module). Therefore the modules Ti and Fˆ sτAˆTj have disjoint supports for any s  1.
Therefore Hom
Aˆ
(Ti, Fˆ
sτ
Aˆ
Tj ) = 0 for any s  1, contradiction.
This completes the proof that X = π¯ (T0) is a tilting object in CA.
Conversely, let X = ⊕ni=1 Xi be any tilting object in CA, where we assume that the
objects Xi are indecomposable and pairwise nonisomorphic. By Theorem 9, there ex-
ists, for each i with 1  i  n, a unique module Ti ∈ LA¯ in the fibre π¯−1(Xi). Let
T0 = ⊕ni=1 Ti . Then, clearly π¯ (T0) = X. We want to show that T = T0 ⊕ e′A¯ is an L-
tilting A¯-module. Since T0 ∈ addLA¯ by construction and, on the other hand, the number
of indecomposable summands of T0 is equal to the rank of the Grothendieck group of A,
we only have to prove that Ext1
A¯
(T , T ) = 0. Suppose to the contrary, that there exist i, j
such that Ext1
A¯
(Ti, Tj ) = 0. Then HomA¯(Tj , τA¯Ti) = 0. In particular, Ti is not projec-
tive in mod A¯. Now, Ti ∈ LA¯ implies that τA¯Ti = τAˆTi . By Lemma 3 and Corollary 5,
we also have τA¯Ti ∈ indA. Therefore HomA¯(Tj , τA¯Ti) = 0 implies that Tj ∈ indA (be-
cause indA is closed under predecessors in ind A¯). Thus HomA(Tj , τA¯Ti) = 0 and then
Ext1CA(Xi,Xj ) = 0, contradiction. 
4.2. Example
Let A be given by the quiver
2
α
1 3
β
4
γ
I. Assem et al. / Journal of Algebra 305 (2006) 548–561 559Then the ordinary quiver of A¯ is given by
2
α
2′
α′
1 3
β
1
λ
μ
ν
3′
β ′
4
γ
4′
γ ′
bound by the relations λα = μβ = νγ , α′μ = α′ν = β ′ν = β ′λ = γ ′λ = γ ′μ = 0. The
Auslander–Reiten quiver of A¯ is given by
◦ ◦
 • • • • ◦ • • •
•  • • • • • • • • • • • • • •
•  •  • • • •
◦
LA¯
where we have indicated the left part LA¯. We have also indicated an L-tilting module
T = T0 ⊕ e′A¯, where T0 ∈ addLA¯. The summands of T0 are indicated by diamonds and
the (projective–injective) summands of e′A¯ by circles.
5. More on duplicated algebras of hereditary algebras
It follows from our main theorem that the duplicated algebras of hereditary algebras
are quite a natural class to consider, since all the tilting objects of the cluster category
correspond to the actual modules over the duplicated algebras. In this section we study
560 I. Assem et al. / Journal of Algebra 305 (2006) 548–561other properties of these algebras, which are consequences of the description of the left
part LA¯ and the Ext-injectives as done in the previous sections.
We recall that a finite-dimensional algebra C is called left (or right) supported provided
the class addLC (or addRC ) is contravariantly finite (or covariantly finite, respectively) in
modC, see [2,4].
Corollary 11. The duplicated algebra A¯ of a hereditary algebra is both left and right
supported.
Proof. By [4, 3.3], the canonical module T = U ⊕ V (with U = ⊕X∈Σ X and V =⊕
P¯x /∈LA¯ P¯x ) is a partial tilting module. Now the number of its indecomposable summands
equals the number of isomorphism classes of indecomposable injective A-modules plus
the number of isomorphism classes of indecomposable projective–injective A¯-modules.
Hence T is a tilting module and A¯ is left supported, by [4, Theorem A]. The other state-
ment follows by symmetry. 
Remark 12. The assumption that A is a hereditary algebra is essential. If A is a tilted
algebra which is the endomorphism algebra of a regular tilting module, then it is easily
seen that A¯ is neither left nor right supported.
Equivalent statements to duplicated algebras being representation-finite are given in the
next corollary. We recall that an algebra C is said to be a laura algebra [3] provided the
class indC \ (LC ∪RC) contains only finitely many indecomposables.
Corollary 13. Let A be a hereditary algebra. The following conditions are equivalent:
(a) A¯ is a laura algebra.
(b) A is of Dynkin type.
(c) A¯ is representation-finite.
If this is the case, then A¯ is simply connected.
Proof. We denote by Σ ′ the set of all indecomposable Ext-projectives in addRA¯. By
Lemma 3 and Corollary 5, an indecomposable A¯-module does not lie in LA¯ if and only if
it is a proper successor of Σ . Dually, it does not lie inRA¯ if and only if it is a proper prede-
cessor of Σ ′. Then the duplicated algebra A¯ is laura if and only if the class [τA¯Σ, τ−1A¯ Σ ′]
of all the M ∈ ind A¯ such that there exists a path L M  N, with τ−1
A¯
L ∈ Σ and
τA¯N ∈ Σ ′ consists of finitely many indecomposables. Now, by [1, 2.6] this class is an ex-
act fundamental domain for the module category over the trivial extension T (A) of A by
its minimal injective cogenerator DA. Therefore A¯ is laura if and only if T (A) is represen-
tation finite, or, by [17], if and only if A is of Dynkin type which, by [1, 2.6], is the case if
and only if A¯ is representation-finite. The last statement follows from [1, 2.7]. 
Remark 14. Assume A to be representation-infinite. Then, of course, Theorems 5 and 10
still apply. In this case as well, a good description of the module category of the duplicated
I. Assem et al. / Journal of Algebra 305 (2006) 548–561 561algebra A¯ is known (see [1,5]) and, at least in the tame case, it is possible to compute
explicitly the L-tilting modules.
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