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1. Introduction
Let Ω ⊂ Ω˜ be open sets in Rd, I ⊂ Rd−ℓ be an open neighborhood of the origin and let η be a compactly
supported smooth function on Ω× I; we assume that η(·, 0) does not vanish identically. For each x ∈ Ω let
t 7→ Γ(x, t) ⊂ Ω˜ be a regular parametrization of a submanifold Mx ⊂ Ω˜ with codimension ℓ. We assume
that Γ(x, t) ⊂ Ω if (x, t) ∈ supp η, and that Γ satisfies Γ(x, 0) = x and depends smoothly on (x, t).
We shall consider the singular fractional integral operator (or weakly singular Radon transform) Rσ,
defined by
(1.1) Rσf(x) =
∫
η(x, t)f(Γ(x, t))|t|−(d−ℓ−σ) dt,
under suitable “curvature” assumptions on the singular support and the wavefront sets of the distribution
kernel of the integral operator.
To formulate these assumptions we shall work with a submanifold M of codimension ℓ in Ω × Ω; so
that
(1.2) ∆ := {(x, x) : x ∈ Ω} ⊂M.
To relate this to the operator in (1.1) we assume that η(x, t) vanishes unless |t| < δ for small δ and note
that the differential of the map (x, t) 7→ γ(x, t) has maximal rank d+ ℓ; then we take
M = {(x, y) : x ∈ Ω, y = Γ(x, t) for some |t| < δ}.
Moreover we assume the following standard hypotheses in the theory of Fourier integral operators:
Nondegeneracy assumptions.
(1.3) The natural projections (x, y) 7→ x and (x, y) 7→ y are submersions when restricted to M.
(1.4) The twisted normal bundle N∗M′ ⊂ T ∗Ω × T ∗Ω is locally the graph of a canonical transformation.
Here N∗M′ consists of all (x, ξ, y,−η) where (x, y) ∈ M and (ξ, η) ∈ T ∗(x,y)M annihilates the tangent
vectors in T(x,y)M.
Assumption (1.3) implies that the sections
Mx = {y ∈ Ω : (x, y) ∈ M}
My = {x ∈ Ω : (x, y) ∈M}
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are immersed submanifolds of Ω, of codimension ℓ. We may assume thatM is given by a defining function
(1.5) M = {(x, y) : Φ(x, y) = 0}
where Φ is Rℓ-valued satisfying Φ(x, x) = 0 so that (1.2) is satisfied and rank Φx = rank Φy = ℓ so that
(1.3) is satisfied.
Assumption (1.4) can be reformulated as follows. Let Ψ(x, y, τ) = τ ·Φ(x, y). Then the assumption
(1.4) on N∗M′ is equivalent with
(1.6) det
(
Ψxy Ψxτ
Ψτy Ψττ
)
= det
(
τ ·Φxy Φx
Φy 0
)
6= 0 for all τ ∈ Sℓ−1,
see [12]; in (1.6) Φx should be read as a d× ℓ - matrix and Φy as an ℓ × d - matrix. For ℓ = 1 hypothesis
(1.4) is just the rotational curvature assumption of Phong and Stein [16]. We note that for (1.4) to hold
the codimension ℓ has to be sufficiently small, and we are mainly interested in the case of hypersurfaces.
Theorem 1.1. Suppose that 1 ≤ p ≤ q ≤ ∞, 0 < σ < d−ℓ and suppose thatM satisfies the nondegeneracy
assumptions (1.3), (1.4). Then Rσ maps L
p(Ω) → Lq(Ω˜) if and only if the following conditions are
satisfied:
a) (1/p, 1/q) belongs to the triangle with corners (0, 0), (1, 1) and ( dd+ℓ ,
ℓ
d+ℓ).
b) (1/p, 1/q) belongs to the halfplane defined by (d+ ℓ)( 1p −
1
q ) ≤ σ.
A special translation invariant case is due to M. Christ [3], extending earlier results by Ricci and Stein
[18]. These authors consider the translation invariant case where Φ(x, y) = xd − yd − |x
′ − y′|2 and a
related model case on the Heisenberg group. For these dilation invariant examples one actually proves
global results which one could deduce from local ones by scaling arguments.
The weakly singular Radon transforms are special cases of oscillatory integrals with singular symbols
as considered by Melrose [13], Greenleaf and Uhlmann [11] and others. Let Iρ,−σ(Ω×Ω;M,∆) denote the
class of distribution kernels introduced in [11]; we denote by Iρ,−σ(Ω × Ω;M,∆) the associated class of
operators and refer for a general discussion and other references to previous work to [11].
Possibly after a change of variable we may locally parametrizeM as a graph of an Rℓ valued function,
(1.7) y′′ = S(x, y′)
with y′ = (y1, . . . , yd−ℓ), y
′′ = (yd−ℓ+1, . . . , yd), S = (Sd−ℓ+1, . . . , Sd). so that
(1.8) rank Sx′′ = ℓ
and
(1.9) det
(
θ ·Sx′y′ Sx′
θ ·Sx′′y′ Sx′′
)
6= 0
for all θ ∈ Rℓ \ {0}.
We recall from [11], [5] that a distribution kernel K belongs to Iρ,−σ(Ω × Ω;M,∆) if it is a locally
finite sum of Kν , so that each Kν can be written after a change of variable in Ω as an oscillatory integral
(1.10)
∫∫
Rd−ℓ×Rℓ
eı[〈τ,y
′′−S(x,y′)〉+〈ξ,x′−y′〉]a(x, y, τ, ξ)dτdξ.
Here S satisfies (1.8), (1.9) and the symbol a satisfies the differential inequalities
(1.11) |∂γx,y∂
α
τ ∂
β
ξ a(x, y, τ, ξ)| ≤ Cα,β,γ(1 + |τ |+ |ξ|)
ρ−|α|(1 + |ξ|)−σ−|β|.
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We refer to the class of symbols satisfying (1.11) as Sρ,−σ(Ω × Ω,Rℓ,Rd−ℓ). We shall sometimes denote
the operator with kernel (1.10) as T [a].
It is well known that the weakly singular Radon transform as considered in Theorem 1.1 is an operator
in I0,−σ(Ω× Ω;M,∆) (see e.g. [11]). Namely after an appropriate localization it suffices to work with
(1.12) Rσf(x) =
∫
f(y′, S(x, y′))|x′ − y′|σ+ℓ−dχ(x′, S(x, y′), y′)dy′
where χ has small support. Then the distribution kernel is given by
δ(y′′ − S(x, y′))|x′ − y′|σ−d+ℓg(x, y′)
where δ is the Dirac measure at the origin in Rℓ and g is smooth and compactly supported. We expand
the Dirac measure using the Fourier inversion formula in Rℓ and apply the Fourier inversion formula in
R
d−ℓ to the function h→ |h|σ−d+ℓg(x, x′+ h). As a result we can write the distribution kernel in the form
(1.10) where the symbol a is given by
a(x, y, τ, ξ) = (2π)−d
∫
|w′|σ−d+ℓg(x, x′ + w′)e−ı〈ξ,w
′〉dw′.
We now formulate estimates for general operators of class Iρ,−σ. Since the composition of a standard
pseudo-differential operator of order m with an operator in Iρ,−σ(Ω × Ω;M,∆) belongs to Iρ+m,−σ(Ω×
Ω;M,∆) (see [5], [11]) the following results yield Lpa → L
q
a+m Sobolev estimates for weakly singular Radon
transforms.
Theorem 1.2. Suppose that 1 ≤ p ≤ q ≤ ∞. Let T ∈ Iρ,−σ(Ω × Ω;M,∆), with compactly supported
distribution kernel, and assume that the nondegeneracy assumptions (1.3), (1.4) hold.
1.2.1. Suppose 0 < ρ < d−ℓ2 and 2ρ < σ < d − ℓ. Then T maps L
p to Lq if the following two conditions
are satisfied.
a) (1/p, 1/q) belongs to the closed triangle with corners ( ρd−ℓ ,
ρ
d−ℓ), (
d−ℓ−ρ
d−ℓ ,
d−ℓ−ρ
d−ℓ ) and (
d−ρ
d+ℓ ,
ρ+ℓ
d+ℓ).
b) (1/p, 1/q) belongs to the halfspace defined by (d+ ℓ)( 1p −
1
q ) ≤ σ − 2ρ.
1.2.2. Suppose ρ = 0 and 0 < σ < d − ℓ. Then T maps Lp to Lq if the following two conditions are
satisfied.
a) (1/p, 1/q) belongs to the closed triangle with corners (0, 0), (1, 1) and ( dd+ℓ ,
ℓ
d+ℓ), with the possible
exception of the points (0, 0) and (1, 1).
b) (1/p, 1/q) belongs to the halfspace defined by (d+ ℓ)( 1p −
1
q ) ≤ σ.
Moreover, T is bounded from the Hardy space H1 to L1 and from L∞ to BMO.
1.2.3. Suppose −ℓ < ρ < 0 and −ρd−ℓℓ < σ < d− ℓ. Then T maps L
p to Lq if the following two conditions
are satisfied.
a) (1/p, 1/q) belongs to the pentagon with corners (1, 1), (0, 0), (1, ρ+ℓℓ ), (
−ρ
ℓ , 0) and (
d−ρ
d+ℓ ,
ρ+ℓ
d+ℓ), with
the possible exceptions of the points (1, ρ+ℓℓ ), (
−ρ
ℓ , 0).
b) (1/p, 1/q) belongs to the halfspace defined by (d+ ℓ)( 1p −
1
q ) ≤ σ − 2ρ.
1.2.4. Suppose −ℓ < ρ < 0 and 0 < σ ≤ −ρd−ℓℓ . Then T maps L
p to Lq if (1/p, 1/q) belongs to the
quadrilateral with corners (1, 1), (0, 0), (1, d−σ−ℓd−ℓ ) and (
σ
d−ℓ , 0), with the possible exception of the points
(1, d−σ−ℓd−ℓ ) and (
σ
d−ℓ , 0).
We remark that the analytic family of fractional integrals considered by Grafakos [9] in the translation
invariant case can be considered as a model family of operators of class Iρ,−σ, however the L2 endpoint case
in this family belongs to I
d−ℓ
2 ,ℓ−d but satisfies better L2 estimates than the general operator in I
d−ℓ
2 ,ℓ−d.
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Operators in I0,0 are bounded on Lp for 1 < p <∞, see Greenleaf and Uhlmann [11], and for the main
special case of singular Radon transforms Phong and Stein [16], [17]. The endpoint Lp → Lp estimates for
the case 2ρ = σ, pρ = (d − ℓ − ρ)/(d − ℓ) or p
′
ρ = ρ/(d − ℓ) may fail as demonstrated by Christ [4]. It is
likely that the best possible Lorentz-space endpoint estimate, namely an Lpρ → Lpρ,2 bound holds; a proof
of this estimate in the translation-invariant case was given by Tao and one of the authors [20].
A variant of the methods in this paper has been used by the authors [21] to prove new Lp theorems for
variable-coefficient maximal and singular integral operators associated to families of curves in R2 (extending
results in [2], [19]).
It is well known that at least under the assumption of nonvanishing rotational curvature certain par-
abolic cutoffs can be used to write a singular integral along a hypersurface as a sum of two operators,
where one of them is a pseudodifferential operator of type (1/2, 1/2) and the other one a Fourier integral
operator, of type (1/2, 1/2). This decomposition is due to Melrose (see [13], [11]), but related arguments
had been used by Nagel, Stein and Wainger [15], see also Phong and Stein [17] for a different version. In
the course of this paper we shall make use of (variants of) all these decompositions.
The paper is organized as follows: §2 contains some preparations and the discussion of a crucial change
of variables. §3 contains preliminary estimates for dyadic pieces of fractional Radon transforms. After
appropriate localizations these are reduced to standard estimates for Fourier integral operators via parabolic
scalings. In §4 we consider some variants of fractional integrals which are relevant for the estimation of the
pseudodifferential contribution to operators in Iρ,−σ when ρ ≤ 0. Here we shall also see that part 1.2.4
follows in a straightforward way from estimates for a class for certain product-type fractional integrals. In
§5 we give the proof of Theorem 1.1. It turns out that after some changes of variables angular Littlewood-
Paley decompositions may be applied just as in the previously known translation-invariant case ([3]). As
in that case a positivity argument is crucial; however the estimates for the error terms are more involved.
In §5 we also bound a family of less singular positive operators which dominate operators in Iρ,−σ when
ρ < 0; thus we can then give a proof of 1.2.3. Finally, in §5, we discuss standard examples which show th
sharpness of the results. In §6 we establish Lp → Lp bounds by suitable interpolation between L2 → L2 and
Hardy-space estimates. §7 contains estimates for general operators in I0,−σ and additional interpolation
arguments to finish the proof of Theorem 1.2.
2. Preliminaries
2.0. Notation.
2.0.1. Bε will denote the open ball in R
d of radius ε centered at the origin.
2.0.2. m(D) denotes the convolution operator with Fourier multiplier m(ξ). We split variables in
R
d = Rd−ℓ × Rℓ as x = (x′, x′′) and denote by h(D′′) the convolution operator with Fourier multiplier
h(ξ′′).
2.0.3. A function F on {z : 0 ≤ Re(z) ≤ 1} is called of admissible growth if |F (z)| ≤ CeA|z| for some
A > 0, C ≥ 0.
2.0.4. The differentiability inequalities (1.11) are supposed to hold for all multiindices of length ≤M0
where M0 is large, say M0 = 10
100d, those multiindices are termed admissible. Exponents N,N0, ..., N4 in
§4 and §7 are assumed to be ≥ d+ 1 and ≤ 1010d.
2.0.5. We denote by ζ0 ≡ ω0 an even C
∞
0 (R) function with ζ0(s) = 1 for |s| ≤ 1/2 and ζ0(s) = 0 for
|s| ≥ 1. Also let ζ(s) = ζ0(s/2)− ζ0(s), ω(s) = ω0(s/4)− ω0(s) so that ζ is supported in [1/2, 2] and ω is
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supported in [1/4, 4]; moreover
ζ0(s) +
∞∑
j=1
ζ(2−js) = 1
ω0(s) +
∞∑
j=1
ω(4−js) = 1
for all s ∈ R.
2.0.6. For two quantities A and B we write A . B or B & A if there exists an absolute positive
constant C so that a ≤ Cb. We write A ≈ B if both A . B and A & B hold.
2.1 Standard assumptions. For our Fourier integrals (1.10) and for the weakly singular Radon trans-
forms any contribution away from the diagonal is handled by standard estimates for Fourier integral
operators, see Lemma 3.1 below. Therefore, in view of the compact support assumption on the kernel it
is sufficient to prove Theorems 1.1 and 1.2 under the assumption that the kernels of our operators are
supported in a small neighborhood of a given point (P, P ) ∈ ∆. We shall introduce coordinates that vanish
at P , and assume that in these coordinates the kernels are supported where |x|, |y| ≤ ε10; ε is chosen in
(2.16) below.
For further preparation choose ε0 > 0 so that in a neighborhood of the closure of Bε0×Bε0 the manifold
M is given as a graph
(2.1) y′′ = S(x, y′);
by performing a linear transformation we can also assume that
(2.2) Sx′(0, 0) = Oℓ,d−ℓ
(the ℓ× (d− ℓ) zero-matrix).
Since ∆ ⊂M we have
x′′ = S(x, x′)(2.3)
for all x ∈ Bε0 and consequently
Sx′(x, x
′) + Sy′(x, x
′) = 0(2.4)
Sx′x′(x, x
′) + 2Sx′y′(x, x
′) + Sy′y′(x, x
′) = 0(2.5)
Sx′′(x, x
′) = Iℓ,ℓ(2.6)
where Iℓ,ℓ denotes the ℓ× ℓ identity matrix.
We shall also assume that for some constant C0 ≥ 1
(2.7)
∑
|α|≤10100d
sup
|x|≤ε0
|y′|≤ε0
|∂αx,y′S(x, y
′)| ≤ C0.
Moreover, by the assumption (1.9) and by (2.2) we have for some positive c0 < 1
(2.8) ‖(θ ·Sx′y′(0, 0))
−1‖ ≤ c−10 ,
for all unit vectors θ ∈ Sℓ−1; here ‖ · ‖ denotes the Hilbert-Schmidt norm.
6 ANDREAS SEEGER STEPHEN WAINGER
2.2 Straightening near the diagonal.
We now introduce a family of changes of variables, depending on unit vectors u in Rd−ℓ
w 7→ Q(w;u) := (w′, w′′ + F (w;u))
so that
F ′w(0;u) = 0(2.9.1)
F (0;u) = 0(2.9.2)
and so that
(2.10)
y′′ = S(x, y′) ⇐⇒ z′′ = S˜(w, z′;u)
if y = Q(z;u), x = Q(w;u)
and
(2.11) 〈u,∇w′〉S˜
i(w,w′;u) = 0, i = d− ℓ+ 1, . . . , d.
To describe this change of variables let B = B(u) be a rotation on Rd−ℓ depending smoothly on u such
that Be1 = u (with e1 = (1, 0, . . . , 0)). We define an R
ℓ-valued function G = G(· ;u) by requiring that G
satisfies the following system of ordinary differential equations, with respect to the variable w1 and initial
data depending on the parameters w2, . . . , wd:
∂G
∂w1
(w) = 〈u, Sy′〉(Bw
′, w′′ +G(w), Bw′)
G(0, w2, . . . , wd) = 0
Set
F (w) ≡ F (w;u) = G(B−1w′, w′′;u);
then F satisfies (2.9) and
(2.12) 〈u,∇w′〉F (w) = 〈u, Sy′(w
′, w′′ + F (w), w′)〉.
For the following discussion fix u. Since the functions S and S˜ are related by (2.10) we have
(2.13) S˜(w, z′) + F (z′, S˜(w, z)) = S(w′, w′′ + F (w), z′).
Denote by Du = 〈u,∇z′〉 the directional derivative with respect to u. Differentiation of (2.13) yields
DuS˜(w, z
′) +DuF (z
′, S˜(w, z)) + Fz′′(z
′, S˜(w, z))DuS˜(w, z) = 〈u,∇y′〉S(w
′, w′′ + F (w), z′)
and by (2.12) we obtain
DuS˜(w, z
′) + 〈u, Sy′(z
′, S˜(w, z′) + F (z′, S˜(w, z′)), z′)〉+ Fz′′(z
′, S˜(w, z′))DuS˜(w, z
′)
= 〈u, Sy′(w
′, w′′ + F (w), z′)〉.
Now we evaluate for w = z and take into account that S˜(z, z′) = z′′ . This yields
(I + Fz′′(z))DuS˜(z, z
′) = 0
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Since Fz′′(0) = 0 by (2.9), we obtain 〈u,∇z′〉S˜(z, z
′) = 0 in a neighborhood of (0, 0), and since also
S˜w′(w,w
′) + S˜z′(w,w
′) = 0 this yields (2.11).
In view of (2.9) we may fix a number δ1 ≪ ε0 so that
(2.14) Bδ/2 ⊂ Q(w, u)Bδ ⊂ B2δ for δ ≤ δ1, w ∈ Bδ.
Let
(2.15) C1 = sup
|α|≤10100d
sup
|w|≤δ1
|F (α)(w)| + C0
where C0 is as in (2.7). We may assume throughout this paper that the cutoff function χ in (1.12) satisfies
(2.16) supp χ ⊂ {(x, y′) : |x|+ |y′| ≤ ε} where 0 < ε < (100dC1/c0)
−1δ1.
Moreover the distribution kernels of the the Fourier integrals defined by (1.10) are assumed to be supported
in Bε10 ×Bε10 .
Note also that for |x|, |y| ≤ ε
‖Sx′‖+ ‖Sx′′ − Iℓ,ℓ‖ ≪ ε
9 ≪ δ1(2.17) ∥∥Fw∥∥≪ ε9 ≪ δ1.(2.18)
2.3. Adjoint operators. Suppose that M is given as a graph (1.7)with (1.8) and the symbol has small
(x, y) support then we may solve the equation y′′ = S(x, y′) in x′′ so that y′′ = S(x′,S(y, x′), y′) and
(2.19) y′′ − S(x′, x′′, y′) = C(x, y)(x′′ −S(y′, y′′, x′))
in a neighborhood of M, with C(x, y) is an invertible ℓ × ℓ matrix depending smoothly on (x, y). If in
the oscillatory integral (1.10) we make a linear change in the τ -variables, τ˜ = C(x, y)T τ , then we see that
(1.10) can be rewritten as a linear combination of integrals with phase function 〈τ, x′′ − S(y, x′)〉. This
shows that for an operator in Iρ,−σ(Ω × Ω,M,∆) the adjoint operator belongs to Iρ,−σ(Ω × Ω,M∗,∆)
where M∗ = {(x, y) : (y, x) ∈M} (and M∗ satisfies (1.3), (1.4)).
3. Nonsingular Radon transforms and scaling
We first recall a well-known result on Lp → Lq estimates for Fourier integral operators associated to a
canonical graph. These estimates take care of contributions of the kernels away from the diagonal. In the
formulation of this Lemma the order of a Fourier integral opertator is as in the standard theory of Fourier
integral operators; thus the standard Radon-type operators is of order −(d− ℓ)/2.
Lemma 3.1. Suppose −ℓ < ρ < d−ℓ2 .
Let T be a Fourier integral operator of order ρ− d−ℓ2 associated to a local canonical graph C ⊂ T
∗Ω\{0}×
T ∗Ω \ {0}. Suppose that the restrictions C of the projections (x, y) → x and (x, y) → y have differentials
with maximal rank d and that the projection C → Ω × Ω has a differential with constant rank ≤ 2d − ℓ.
Suppose that the distribution kernel of T has compact support.
(i) If ρ > 0 then T maps Lp to Lq if (1/p, 1/q) belongs to the closed triangle with corners ( ρd−ℓ ,
ρ
d−ℓ),
(d−ℓ−ρd−ℓ ,
d−ℓ−ρ
d−ℓ ) and (
d−ρ
d+ℓ ,
ρ+ℓ
d+ℓ ).
(ii) If ρ = 0 then T maps Lp to Lq if (1/p, 1/q) belongs to the closed triangle with corners (0, 0),
(1, 1) and ( dd+ℓ ,
ℓ
d+ℓ ), with the possible exception of the corners (0, 0) and (1, 1); then an H
1 → H1 or
L∞ → BMO bound holds.
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(iii) If −ℓ < ρ < 0 then T maps Lp to Lq if (1/p, 1/q) belongs to the pentagon with corners (1, 1),
(0, 0), (1, ℓ+ρℓ ), (
−ρ
ℓ , 0) and (
d−ρ
d+ℓ ,
ρ+ℓ
d+ℓ), with the possible exceptions of the points (1,
ℓ+ρ
ρ ), (
−ρ
ℓ , 0).
Sketch of the argument. The main Lp → Lp
′
estimates are essentially proved in [1]. We sketch the argument.
Consider first the main endpoint L
d+ℓ
d−ρ → L
d+ℓ
ρ+ℓ estimate. In view of the constant rank assumptions on the
projection of C to the base space we may after appropriate localization and choice of coordinates write the
kernel as the sum
∑
k≥1Kk(x, y) and a C
∞
0 function; here
Kk(x, y) = 2
kρ
∫
ei〈τ,y
′′−S(x,y′)〉ak(x, y, τ)dτ
where the integral is extended over a conic open set of Rℓ, S is as in the introduction, the symbols ak are
of order 0 with uniform bounds in k ≥ 1, and ak(x, y, θ) = 0 if |θ| /∈ (2
k−1, 2k+1).
Let Tk be the operator with kernel Kk. Standard L
2 theory (see [12], [22]) shows that Tk is bounded on
L2, with norm O(2k(ρ−
d−ℓ
2 )). Clearly |Kk(x, y)| . 2
k(ρ+ℓ). Thus Tk maps L
1 to L∞ with norm . 2k(ρ+ℓ).
Interpolation yields that Tk maps L
d+ℓ
d−ρ to L
d+ℓ
ρ+ℓ with bounds uniform in k. Since we assume that the
canonical relation C does not meet {0} × T ∗Ω and T ∗Ω × {0} one can use standard integration by parts
arguments ([12]) and Littlewood-Paley theory to put the pieces together and one obtains the desired
L
d+ℓ
d−ρ → L
d+ℓ
ρ+ℓ estimate, cf. also [1]. For the endpoint Lp → Lp (or H1 → L1 estimate) and more references
see [22, ch. IX].
Finally assume −ℓ < ρ < 0. Then an integration by parts argument shows that
|Kk(x, y)| . 2
k(ℓ+ρ)(1 + 2k|y′′ − S(x, y′)|)−N
and therefore the sum in k is bounded by |y′′ − S(x, y′)|−(ρ+ℓ). In view of the compact support of the
kernel we see that K(x, ·) and K(·, y) are uniformly in Weak-L
ℓ
ℓ+ρ . Thus the operator maps L1 to Weak-
L
ℓ
ℓ+ρ . A similar argument applies to the adjoint operator. Now one uses the Marcinkiewicz interpolation
to interpolate with the endpoint L
d+ℓ
d−ρ → L
ρ+ℓ
d+ℓ estimate and further interpolation with the trivial L1 and
L∞ estimates to conclude. 
Let χ ∈ C∞0 (R
d ×Rd) be a nonnegative function. Now let −ℓ < ρ ≤ 0, 0 < σ < d− ℓ. If also ρ < 0 we
define the distribution kernel Gρ,σ by
(3.1) Gρ,σ(x, y) = χ(x, y)|x′ − y′|−(d−ℓ−σ)cℓ,ρ|y
′′ − S(x, y′)|−(ρ+ℓ) if − ℓ < ρ < 0
where
cℓ,ρ = 2
ρπ−ℓ/2
Γ( ℓ+ρ2 )
Γ(−ρ2 )
so that the Fourier transform on Rℓ of cℓ,ρ| · |
−(ℓ+ρ) is |ξ|ρ, see [8]. Define G0,σ = limρ→0−G
ρ,σ where the
limit is taken in the sense of distributions; clearly
(3.2) G0,σ(x, y) = δ(y′′ − S(x, y′))|x′ − y′|−(d−ℓ−σ)χ(x, y).
Define the operator Rρ,σ by
(3.3) Rρ,σf(x) = 〈Gρ,σ(x, ·), f〉
so that for ρ = 0 we recover the weakly singular Radon transform. We wish to apply Lemma 3.1 to dyadic
pieces localized in x′ − y′, after a suitable rescaling. Therefore we decompose dyadically
(3.4) Rρ,σ =
∑
j
(Rρ,σj + E
ρ,σ
j )
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with
Rρ,σj f(x) = 2
j(d−ℓ−σ)〈bρ,σj (x, ·), f〉(3.4)
Eρ,σj f(x) = 2
j(d−ℓ−σ)〈hρ,σj (x, ·), f〉(3.5)
where
(3.6) bρ,σj (x, y) = 2
−j(d−ℓ−σ)ζ(2j |x′ − y′|)ζ0(
|y′′−S(x,y′)|
|x′−y′|2 )G
ρ,σ(x, y)
and
(3.7) hρ,σj (x, y) = 2
−j(d−ℓ−σ)ζ(2j |x′ − y′|)(1 − ζ0(
|y′′−S(x,y′)|
|x′−y′|2 ))G
ρ,σ(x, y).
Note that this implies h0,σ ≡ 0.
Proposition 3.2. Let 0 < σ < d− ℓ, −ℓ < ρ ≤ 0 and let Rρ,σj be as in (3.1).
(i) Suppose that (1/p, 1/q) belongs to the triangle with corners (0, 0), (1, 1) and ( dd+ℓ ,
ℓ
d+ℓ). Then
‖R0,σj f‖q . 2
j[(d+ℓ)( 1
p
− 1
q
)−σ]‖f‖p.
(ii) Suppose that −ℓ < ρ < 0. Then the inequality
‖Rρ,σj f‖q . 2
j[(d+ℓ)( 1
p
− 1
q
)+2ρ−σ]‖f‖p
holds if (1/p, 1/q) belongs to the pentagon with corners (1, 1), (0, 0), (1, ℓ+ρℓ ), (
−ρ
ℓ , 0) and (
d−ρ
d+ℓ ,
ρ+ℓ
d+ℓ ), with
the possible exception of the points (1, ℓ+ρℓ ), (
−ρ
ℓ , 0). Then
Proof. Let δ > 0 and
(3.8) B(a, δ) = {y : |y′ − a′| ≤ δ, |y′′ − a′′ − 〈Sy′(a, a
′), y′ − a′〉| ≤ δ2}.
A sufficiently small neighborhood U of the origin is then made into a space of homogeneous space with the
balls B(x, δ) (see [16], [22] at least for the case ℓ = 1), and for sufficiently large j we can cover U with a
family of balls B(xν , 2
−j) which have bounded overlap.
Fix j and observe that if f is supported in B(xν , 2
−j) then Rjf is supported in B(xν , C2
−j) for a fixed
C. Therefore in order to prove the asserted inequality it suffices to verify it under the assumption that f
is supported in a ball B(a, δ) where a ∈ Ω is near the origin.
Fix a. Then we perform an affine change of variables, so that in the new coordinates we can write Rρ,σj
as in (3.4), (3.6) with S(x, y1) replaced by s(x, y1) satisfying
(3.9) sx′(a, a
′) = 0, sy′(a, a
′) = 0.
(3.9) implies that the ball B(a, 2−j) is contained in
{y : |y′ − a′| ≤ A2−j, |y′′ − a′′| ≤ A2−2j}
for suitable A. Moreover we also see the rotational curvature in (1.9) at (a, a′) is given by det θ · sx′y′(a, a
′)
since we still have sx′′(a, a
′) = Iℓ,ℓ, cf. (2.6).
We now perform a scaling argument and write
Rρ,σj f(a
′ + 2−jv′, a′′ + 2−2jv′′) = 2j(2ρ−σ)R˜ρ,σj fj(v)
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where
R˜ρ,σj g(v) = 〈˜b
ρ,σ
j (v, ·), g〉,
fj(w
′, w′′) = f(a′ + 2−jw′, a′′ + 2−2jw′′),
Sj,a(v, w
′) = 22j(−a′′ + s(a′ + 2−jv′, a′′ + 2−2jv′′, a′ + 2−jw′)),
b˜ρ,σj (v, w) = b
ρ,σ
j (a
′ + 2−jv′, a′′ + 2−2jv′′, a′ + 2−jw′, a′′ + 2−2jw′′).
In view of s(a, a′) = a′′ and sx′(a, a
′) = 0 we check that the derivatives of Sj,a are uniformly bounded (in
a fixed neighborhood of (0, 0), which can be chosen independently of j and a) and also that the rotational
curvature is bounded below.
The rescaled operators R˜ρ,σj are standard Fourier integral operators, to which Lemma 3.1 (ii), (iii) can
be applied, the resulting Lp → Lq bounds are uniform in j, and in a. We apply Lemma 3.1 with the
relevant choice of p and q and it follows that
2j
d+ℓ
q ‖Rρ,σj f‖q = 2
j(2ρ−σ)‖R˜jfj‖q . 2
j(2ρ−σ)‖fj‖p . 2
j(2ρ−σ)2j
d+ℓ
p ‖f‖p
which proves the Proposition. 
For the estimation of the error term involving the terms Eρ,σj see Proposition 4.2 below.
4. Regular and product type fractional integrals
In this section we study nonisotropic and product type pseudodifferential operators, which come up as
low frequency contributions to operators in Iρ,−σ; in particular we prove Lp → Lq estimates for the error
term in (3.4). We recall a sharp version of Young’s inequality (see Theorem (6.35) in [6]) which states that
the conditions 1 < p < q <∞ and
(4.1) sup
x
‖K(x, ·)‖Lr,∞ + sup
y
‖K(·, y)‖Lr,∞ <∞,
1
r
= 1−
1
p
+
1
q
,
imply that the integral operator with kernel K(x, y) is bounded from Lp → Lq.
Lemma 4.1. Suppose 1 < p < q <∞. Define
Kρ,σ1 (x, y) = χ(x, y)|x
′ − y′|σ−d+ℓ|y′′ − S(x, y′)|−ρ−ℓ(4.2)
Kρ,σ2 (x, y) = χ(x, y)(|x
′ − y′|+ |y′′ − S(x, y′)|1/2)σ−2ρ−d−ℓ(4.3)
and
(4.4) Kρ,σ3 (x, y) =
{
χ(x, y)|x′ − y′|σ−d+ℓ|y′′ − S(x, y′)|−ρ−ℓ if |x′ − y′|2 ≤ 10|y′′ − S(x, y′)|
0 if |x′ − y′|2 ≥ 10|y′′ − S(x, y′)|
.
(i) Assume 0 < σ < d− ℓ, −ℓ < ρ < 0, (d − ℓ)(1/p− 1/q) ≤ σ, ℓ(1/p− 1/q) ≤ −ρ. Then the integral
operator with kernel Kρ,σ1 maps L
p to Lq.
(ii) Assume −ℓ < ρ ≤ 0, 0 < σ < d − ℓ and (d + ℓ)(1/p− 1/q) ≤ σ − 2ρ. Then the integral operator
with kernel Kρ,σ2 maps L
p to Lq.
(iii) Assume −ℓ < ρ ≤ 0, −ρ(d− ℓ)/ℓ < σ < d− ℓ and (d+ ℓ)(1/p− 1/q) ≤ σ − 2ρ. Then the integral
operator with kernel Kρ,σ3 maps L
p to Lq.
Proof. We first consider (i). Let Jx′,y′ denote the integral operator acting on functions in R
ℓ, with kernel
Jx′,y′(x
′′, y′′) = χ(x′, x′′, y′, y′′)|y′′ − S(x, y′)|−ρ−ℓ.
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If ℓ(1/p−1/q) ≤ −ρ then supx′′ ‖Jx′,y′(x
′′, ·)‖Lr,∞ ≤ C for 1/r = 1−1/p+1/q, uniformly in x
′, y′. Since the
quantities |y′′−S(x, y′)| and |x′′−S(y, x′)| are comparable (cf. §2.3) we also have supy′′ ‖Jx′,y′(·, y
′′)‖Lr,∞ ≤
C. Thus by the sharp form of Young’s inequality stated above the condition ℓ(1/p−1/q) ≤ −ρ implies that
Jx′,y′ maps L
p(Rℓ) to Lq(Rℓ), with bounds independent of x′, y′. Likewise, since (d− ℓ)(1/p−1/q) ≤ σ the
integral operator with kernel χ˜(x′, y′)|x′−y′|σ−d+ℓ maps Lp(Rd−ℓ) to Lq(Rd−ℓ) if χ˜ is compactly supported.
Thus by Minkowski’s inequality (if T ρ,σ1 is the integral operator with kernel K
ρ,σ
1 )
‖T ρ,σ1 f‖q ≤
(∫ [ ∫
χ˜(x′, y′)|x′ − y′|σ−d+ℓ
∥∥Jx′,y′ [f(y′, ·)]∥∥Lq(Rℓ)dy′]qdx′)1/q
.
(∫ [ ∫
χ˜(x′, y′)|x′ − y′|σ−d+ℓ‖f(y′, ·)‖Lp(Rℓ)dy
′
]q
dx′
)1/q
.
(∫
‖f(x′, ·)‖p
Lp(Rℓ)
dx′
)1/p
and hence T ρ,σ1 is bounded from L
p(Rd) to Lq(Rd). This proves (i).
(ii) is proved by checking directly the condition (4.1) for r ≤ d+ℓd+ℓ+2ρ−σ ; the calculation is standard and
therefore omitted.
It remains to consider the operator with kernel Kρ,σ3 . We now fix x and prove ‖K
ρ,σ
3 (x, ·)‖Lr,∞ ≤ C
with C independent of x; here again r = d+ℓd+ℓ+2ρ−σ . Let v
′ = y′ − x′ and v′′ = y′′ − S(x, y′).
For α > 0 let
Ω(α) = {(v′, v′′) : |v′|σ−d+ℓ|v′′|−ρ−ℓ > α, |v′|2 ≤ 10|v′′|1/2, |v′′| ≤ C2}.
We have to show that the set Ω(α) has measure O(α−r). If v ∈ Ω(α) then |v′|2 ≤ 10|v′′| ≤
10α−
1
ρ+ℓ |v′|−
d−ℓ−σ
ρ+ℓ and this implies |v′|2+
d−ℓ−σ
ℓ+ρ . α−
1
ρ+ℓ or |v′| . α−
1
d+ℓ+2ρ−σ . Thus
|Ω(α)| .
∫
|v′|.α
−
1
d+ℓ+2ρ−σ
α−
ℓ
ρ+ℓ |v′|−
d−ℓ−σ
ρ+ℓ ℓdv′
Now the condition −ρd−ℓℓ < σ is equivalent with −
d−ℓ−σ
ρ+ℓ ℓ > −(d− ℓ) and therefore one can verify
|Ω(α)| ≤ Cα−
ℓ
ℓ+ρα−
1
d+ℓ+2ρ−σ (d−ℓ−
(d−ℓ−σ)ℓ
ℓ+ρ ) = Cα−
d+ℓ
d+ℓ+2ρ−σ
and thus supx ‖K
ρ,σ
3 (x, ·)‖Lr,∞ < ∞. The verification of the condition supy ‖K
ρ,σ
3 (·, y)‖Lr,∞ < ∞ is
similar. 
Proposition 4.2. Suppose that 1 < p ≤ q < ∞, −ℓ < ρ < 0 and 0 < σ < d − ℓ. Let Eρ,σ =
∑
j E
ρ,σ
j
(as defined in (3.5)) Then Eρ,σ is bounded from Lp to Lq if either one of the following two conditions is
satisfied.
(i) −ρd−ℓℓ < σ < d− ℓ and (d+ ℓ)(1/p− 1/q) ≤ σ − 2ρ.
(ii) 0 < σ ≤ −ρd−ℓℓ and (d− ℓ)(1/p− 1/q) ≤ σ.
Proof. The kernel of Eρ,σ can be estimated by both Kρ,σ1 and K
ρ,σ
3 in Lemma 4.1. For (i) apply the
estimate for the integral operator with kernel Kρ,σ3 . To prove (ii) from Lemma 4.1 observe that inequality
ℓ(1/p− 1/q) ≤ −ρ is implied by 0 < σ ≤ −ρd−ℓℓ and (d− ℓ)(1/p− 1/q) ≤ σ. 
We shall now look at the basic dyadic pieces in decompositions of operators in Iρ,−σ. Let
(4.5) βk,m(x, y, τ, ξ) =


ω(2−2k|τ |)ζ(2−m|ξ|) if k > 0,m > 0,
ω0(|τ |)ζ(2
−m|ξ|) if m > 0, k = 0,
ω(2−2k|τ |)ζ0(|ξ|) if k > 0,m = 0,
ω0(|τ |)ζ0(|ξ|) if k = m = 0.
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Suppose a ∈ Sρ,−σ. Let
(4.6) Kk,m(x, y) =
∫∫
Rd−ℓ×Rℓ
eı[〈τ,y
′′−S(x,y′)〉+〈ξ,x′−y′〉](aβk,m)(x, y, τ, ξ)dτdξ.
Let Tk,m be the integral operator with kernel Kk,m(x, y).
Lemma 4.3. If a ∈ Sρ,−σ then
(i)
(4.7) |Kk,m(x, y)| . 2
2kρ−mσ 2
2kℓ
(1 + 22k|y′′ − S(x, y′)|)N
2m(d−ℓ)
(1 + 2m|x′ − y′|)N
;
moreover
(4.8) |∇Kk,m(x, y)| . max{4
k, 2m}22kρ−mσ
22kℓ
(1 + 22k|y′′ − S(x, y′)|)N
2m(d−ℓ)
(1 + 2m|x′ − y′|)N
.
(ii) Let K be the Schwartz kernel of an operator in Iρ,−σ given by (1.10), and assume that −ℓ < ρ < 0,
0 < σ < d− ℓ. Then K satisfies
|K(x, y)| . |y′′ − S(x, y′)|−ρ−ℓ|x′ − y′|σ−d+ℓ.
Proof. (i) follows by integration by parts. (ii) is deduced from (i) by summing geometric series. 
Proof of Theorem 1.2.4. Immediate from Lemma 4.3 (ii) and Lemma 4.1. 
We shall now look at a general operator in Iρ,−σ and consider the contribution which gives rise to a
nonisotropic pseudo-differential operator .
Proposition 4.4. Let a ∈ Sρ,−σ and suppose that 1 < p ≤ q < ∞. Suppose that −ℓ < ρ ≤ 0 and that
−ρd−ℓℓ < σ < d− ℓ and (d+ ℓ)(1/p− 1/q) ≤ σ− 2ρ. Then the operator
∑
k≥0
∑
m≥k Tk,m is bounded from
Lp to Lq.
Proof. We use the kernel estimates (4.7) and sum. We find that the kernel P (x, y) of
∑
k≥0
∑
m≥k Tk,m
satisfies the estimate
|P (x, y)| .
{
|x′ − y′|σ−2ρ−d−ℓ if |y′′ − S(x, y)|1/2 . |x′ − y′|
|x′ − y′|ℓ−d+σ|y′′ − S(x, y′)|−ρ−ℓ if |y′′ − S(x, y)|1/2 & |x′ − y′|
.
Thus
|P (x, y)| . Kρ,σ2 (x, y) +K
ρ,σ
3 (x, y)
and the assertion follows from Lemma 4.1. 
For later use we also write down a similar estimate for an operator with localization in |x′ − y′|.
Lemma 4.5. Let a ∈ S0,−σ and Kk,m as in (4.6), with ρ = 0. Denote by Wk,m the operator with kernel
Kk,m(x, y)ζ0(2
k(|x′ − y′|)). Suppose 1 < p ≤ q <∞ and (d + ℓ)(1/p− 1/q) ≤ σ, 0 < σ < d− ℓ. Then for
s > 0 the operator
∑
k>sWk,k−s is bounded from from L
p to Lq, with operator norm O(2−s(d−ℓ−σ)).
Proof. This follows in a straightforward manner from (4.7) and Lemma 4.1. We have the estimate
|Kk,k−s(x, y)| .
2k(d+ℓ−σ)2−s(d−ℓ−σ)
(1 + 22k|y′′ − S(x, y′)|+ 2k−s|x′ − y′|)N
|ζ0(2
k(x′ − y′))|;
here we chooseN > (d+ℓ−σ). If |y′′−S(x, y′)| ≤ |x′−y′| ≈ 2−k we simply dominate by 2k(d+ℓ−σ)2−s(d−ℓ−σ)
which is in the present case controlled by 2−s(d−ℓ−σ)Kρ,σ2 (x, y) (cf. (4.3)).
If |y′′ − S(x, y′)| ≥ |x′ − y′| ≈ 2−k then |Kk,k−s(x, y)| . 2
−s(d−ℓ−σ)|y′′ − S(x, y′)|−(d+ℓ−σ)/2 and in
the case under consideration this is also controlled by 2−s(d−ℓ−σ)Kρ,σ2 (x, y). Since for fixed (x, y) the sum∑
k>sKk,k−s(x, y) contains at most three terms, we see that the assertion follows from Lemma 4.1. 
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5. Weakly singular Radon transforms and some variants
In this section we give a proof of Theorem 1 and part 1.2.3 of Theorem 1.2. We first introduce an
additional angular localization in the angular variable.
Let v ∈ Rd−ℓ be a unit vector. Let
κ(x, y) = χ(x, y)ζ0
(
ε−10
∣∣ x′ − y′
|x′ − y′|
− v
∣∣)ζ0( |y′′ − S(x, y′)|
|x′ − y′|2
)
κj(x, y) = κ(x, y)ζ(2
j(|x′ − y′|)
here χ is a nonnegative smooth function supported where |x|+ |y′| ≤ ε10 (see (2.16)). Thus
(5.1) supp κ ⊂
{
(x, y) :
∣∣ x′ − y′
|x′ − y′|
− v
∣∣≪ ε10, |x| ≤ ε10, |y| ≤ ε10, |y′′ − S(x, y′)| ≤ |x′ − y′|2}.
Let Gρ,σ be as in (3.1) and define
(5.2) Rρ,σf(x) = 〈Gρ,σ(x, ·)κ(x, ·), f〉.
The operator R0,σ introduced in §3 is a finite sum of operators of type R0,σ (with suitable choices of χ
and v). Moreover, for ρ < 0 we recover the operators Rρ,σ modulo error terms which are already estimated
by Proposition 4.2. The case ρ = 0 of the following result implies the assertion of Theorem 1.1.
Theorem 5.1. Let 1 ≤ p ≤ q ≤ ∞.
(i) Suppose that (1/p, 1/q) belongs to the intersection of the halfspace defined by (d + ℓ)( 1p −
1
q ) ≤ σ
with the triangle with corners (0, 0), (1, 1) and ( dd+ℓ ,
ℓ
d+ℓ ). Then R
0,σ maps Lp to Lq.
(ii) Suppose −ℓ < ρ < 0 and −ρd−ℓℓ < σ < d − ℓ. Suppose that (1/p, 1/q) belongs to the intersection
of the halfspace defined by (d + ℓ)( 1p −
1
q ) ≤ σ − 2ρ with the pentagon with corners (1, 1), (0, 0), (1,
ℓ+ρ
ℓ ),
(−ρℓ , 0) and (
d−ρ
d+ℓ ,
ρ+ℓ
d+ℓ), with the exception of the points (1,
ℓ+ρ
ℓ ), (
−ρ
ℓ , 0). Then R
ρ,σ maps Lp to Lq.
For the rest of this section we fix ρ, σ and will not explicitely indicate the dependence on these param-
eters. If p = q the assertion is easily verified by Minkowski’s inequality. This also applies to the cases p = 1
and q < ℓ/(ℓ + ρ), and q = ∞ and p < −ℓ/ρ (when −ℓ < ρ < 0). Thus we may assume 1 < p < q < ∞,
and that (1/p, 1/q) satisfies the restrictions in Theorem 5.1; moreover we may assume p ≤ 2 since the case
p > 2 follows by considering the adjoint operator. It is always assumed that the function f is supported
where |y| ≤ ε10 and ε is as in (2.16). These assumptions are always assumed but not explicitly stated in
various lemmas throughout this section.
Define
(5.3) Rjf(x) = 〈G
ρ,σ(x, ·)κj(x, ·), f〉.
Then Rj is bounded from L
p to Lq with a bound independent of j, by Proposition 3.2. Let M be such
that 2M ≥ (εc0)
−10 (with c0 as in (2.8)) and let J be a finite set of integers, all of them ≥M . Let
(5.4) Rf =
∑
j∈J
Rjf.
A priori we know that R is bounded from Lp → Lq with norm O(card(J)), and our task is to improve this
to show that the Lp → Lq bound is independent of the cardinality of J . Once this is proved the Lp → Lq
boundedness of Rρ,σ follows immediately from applications of the monotone convergence theorem.
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We begin by cutting out the low frequencies (here we follow essentially [2], [11]) and split R = A + B
with
A =
∑
j∈J
ω0(2
−2j |D′′|)Rj ,(5.5.1)
B =
∑
j∈J
(I − ω0(2
−2j |D′′|))Rj .(5.5.2)
We first prove
Lemma 5.2. The operator A is bounded from Lp to Lq, with norm independent of the family J .
Proof. Since the convolution kernel ω0(2
−2j|D′′|) is O(22jℓ(1 + 22j |x′′|)−N we see that for ρ < 0∣∣ω0(2−2j |D′′|)Rjf(x)∣∣
.
∫∫∫
|y′′−S(x′,w′′,y′)|.2−2j
|x′−y′|≈2−j
22jℓ
(1 + 22j|x′′ − w′′|)N
Gρ,σ(x′, w′′, y′, y′′)|f(y′, y′′)|dy′dy′′dw′′
.
∫∫
{(y′,y′′):
|x′−y′|≈2−j}
|f(y′, y′′)|2j(d−ℓ−σ)
∫
|w′′−S(y′,y′′,x′)|
.2−2j
22jℓ
(1 + 22j|x′′ − w′′|)N
|w′′ −S(y′, y′′, x′)|−ρ−ℓdw′′ dy′dy′′
.
∫∫
|x′−y′|≈2−j
2j(d+ℓ+2ρ−σ)
(1 + 22j |x′′ −S(y′, y′′, x′)|)N
|f(y′, y′′)|dy′dy′′;
here S is as in §2.3. The same estimate applies to the case ρ = 0 (with only notational changes in the
argument).
We see that the kernel of ω0(2
−2jD′′)Rj can be estimated by K
ρ,σ
2 (as in (4.3)), uniformly in j. This
bound also applies to the sum
∑
j∈J ω0(2
−2jD′′)Rj since the kernel of ω0(2
−2jD′′)Rj is supported where
|x′ − y′| ≈ 2−j. Thus the assertion follows from Lemma 4.1. 
We now turn to the operator B and we shall first prove estimates for a frequency localized variant.
Proposition 5.3. Let ϑ be a fixed unit vector in Rℓ and let u be unit vector in Rd−ℓ so that
(5.6) |〈u,∇x′〉〈v,∇y′〉ϑ·S(0, 0)| = max
U∈Sd−ℓ
|〈U,∇x′〉〈v,∇y′〉ϑ·S(0, 0)|.
Suppose further that the standard assumptions of §2.1 and (2.16) hold and
(5.7) 〈u,∇x′〉S(x, x
′) = 0
for all |x| ≤ ε. Let a(η′′) be supported in {η′′ : | η
′′
|η′′| − ϑ| ≤ ε
5} and satisfy |∂αa(η′′)| . |η′′|−|α| for all
admissible multiindices α. Let
Θ = a(D).
Then the operator ΘB is bounded from Lp to Lq and its operator norm satisfies the estimate
‖ΘB‖Lp→Lq . 1 + ‖R‖
1−p2
Lp→Lq .
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Proof of Proposition 5.3.
We can rewrite B as
B =
∑
j∈J
∑
k>j
ω(2−2k|D′′|)Rj .
Let Lk be defined by
L̂kf(η) = ω(2
−2k|η′′|)a(η′′).
then ΘB =
∑
j∈J
∑
k>j LkRj .
We shall now introduce an angular Littlewood-Paley decomposition (as in [14]) and proceed for the
proof of our endpoint estimate using a well known argument by M. Christ (his preprint [3] is unpublished
but the argument has been used in various related articles on Lp improving properties of convolution
operators; for a rather general formulation see [10]). Define operators Pk,j , P˜k,j by
Pk,j =
M∑
i=−M
ζ(2−2k+j+i|〈u,D′〉|)(5.8.1)
P˜k,j =
M+10∑
i=−M−10
ζ(2−2k+j+i|〈u,D′〉|)(5.8.2)
(we have chosen 2M ≥ c−10 ε
−10). Define also
L˜k =
10∑
i=−10
ω(2−2k+i|D′′|)
The operator ΘB is then decomposed as
ΘB =
∑
j∈J
∑
k>j
LkRj = T + E1 + E2 + E3
where
T =
∑
j∈J
∑
k>j
LkPk,jRjP˜k,j L˜k(5.9)
E1 =
∑
j∈J
∑
k>j
Lk(I − Pk,j)Rj P˜k,j L˜k(5.10)
E2 =
∑
j∈J
∑
k>j
LkRj(I − P˜k,j)L˜k(5.11)
E3 =
∑
j∈J
∑
k>j
LkRj(I − L˜k).(5.12)
The main term is represented by T , and we shall show that the operators E1, E2 and E3 have quanti-
tative properties similar to or better than the operator considered in Lemma 5.2.
For the main term we use the known argument in the translation invariant case [3]. Let Tvect denote
the operator acting on Lp(ℓ2(Z2)) functions F = {Fj,k} by
[TvectF ]j,k = RjFj,k.
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By Littlewood-Paley theory and complex interpolation (note that p ≤ 2)
‖T ‖Lp→Lq . ‖Tvect‖Lp(ℓ2)→Lq(ℓ2)
. ‖Tvect‖
p/2
Lp(ℓp)→Lq(ℓp)‖Tvect‖
1−p/2
Lp(ℓ∞)→Lq(ℓ∞).(5.13)
From Proposition 3.2 and Minkowski’s inequality it follows that
(5.14) ‖Tvect‖Lp(ℓp)→Lq(ℓp) . 1.
Also by the pointwise inequality |Rj(f)| ≤ R(|f |) and the positivity of R we have
sup
j,k
|RjFj,k(x)| ≤ R[sup
j,k
|Fj,k|](x)
so that
(5.15) ‖Tvect‖Lp(ℓ∞)→Lq(ℓ∞) . ‖R‖Lp→Lq .
Therefore in view of Lemma 5.2 and (5.13-15)
(5.16) ‖T ‖Lp→Lq ≤ C(1 + ‖R‖
1−p/2
Lp→Lq +
3∑
i=1
‖Ei‖Lp→Lq )
Consequently the proof of Proposition 5.3 will be complete once we verify the uniform Lp → Lq boundedness
of the operators E1, E2, E3.
It will be convenient to work with oscillatory integral representations of the kernels of Rj . Since the
Fourier transform of cℓ,ρ| · |
ρ+ℓ is |ξ|ρ (see [8]) we can write the kernel Rj of Rj as an oscillatory integral
Rj(x, y) = κj(x, y)|x
′ − y′|σ−d+ℓ
∫
eı〈τ,y
′′−S(x,y′)〉|τ |ρdτ.
For k ≥ 1 we denote by Rkj the operator with integral kernel
Rkj (x, y) = κj(x, y)|x
′ − y′|−(d−ℓ−σ)
∫
eı〈τ,y
′′−S(x,y′)〉ω(2−2k|τ |)ζ0
(
ε−4|
τ
|τ |
− ϑ|
)
|τ |ρdτ ;
the operator R0j is defined similarly but with ω(2
−2k|τ |) replaced by ω0(|τ |).
Lemma 5.4. (i) The operator
∑
j R
0
j maps L
p to Lq.
(ii) Let s ≥ 0. Let Zs(x, y) denote the distribution kernel of the operator
∑
j Lj+s(Rj−
∑4
i=−4R
j+s+i
j ).
Then
|Zs(x, y)| . 4
−s|Kρ,σ2 (x, y)|
where Kρ,σ2 is defined in (4.3). Thus this operator maps L
p → Lq with operator norm O(4−s).
Proof. (i) It is easy to see that by the theorem on fractional integration the operator
∑
j R
0
j maps L
p to
Lq, provided that 1 < p < q <∞ and (d− ℓ)(1/p−1/q) ≤ σ. However the condition (d− ℓ)(1/p−1/q) ≤ σ
is implied by (d+ ℓ)(1/p− 1/q) ≤ σ − 2ρ and −ρ(d− ℓ)/ℓ ≤ σ which is assumed throughout this section.
(ii) Note that
Rj −
4∑
i=−4
Rj+s+ij =
∑
r≥5
Rj+s+rj + S
0
j,j+s +
∑
r≥−4
Vj,j+s+r + V
0
j,j+s
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where the kernels S0j,k, Vj,k and V
0
j,k of S
0
j,k, Vj,k and V
0
j,k are given by
S0j,k(x, y) = κj(x, y)|x
′ − y′|−(d−ℓ−σ)
∫
eı〈τ,y
′′−S(x,y′)〉ω0(2
−2(k−5)|τ |)|τ |ρζ0(ε
−4|
τ
|τ |
− ϑ|)dτ
Vj,k(x, y) = κj(x, y)|x
′ − y′|−(d−ℓ−σ)
∫
eı〈τ,y
′′−S(x,y′)〉ω(2−2k|τ |)|τ |ρ
(
1− ζ0(ε
−4|
τ
|τ |
− ϑ|)
)
dτ
V 0j,k(x, y) = κj(x, y)|x
′ − y′|−(d−ℓ−σ)
∫
eı〈τ,y
′′−S(x,y′)〉ω0(2
−2(k−5)|τ |)|τ |ρ
(
1− ζ0(ε
−4|
τ
|τ |
− ϑ|)
)
dτ.
We shall now show that the distribution kernel of
∑
j Lj+sR
j+s+r
j is for r ≥ 5 controlled by 4
−(s+r)Kρ,σ2
(cf. (4.3)). Also the kernels of
∑
j Lj+sS
0
j,j+s and
∑
j Lj+sV
0
j,j+s are bounded by 4
−sKρ,σ2 ; we shall omit
the entirely analogous argument.
The kernel of LnR
k
j is given by
Kj,k,n(x, y) = (2π)
−ℓ
∫∫∫
eı[〈x
′′−w′′,η′′〉+〈τ,y′′−S(x′,w′′,y′)〉]×
ω(2−2k|τ |)|τ |ρω(2−2n|η′′|)a(η′′)ζ0(ε
−5|
τ
|τ |
− ϑ|)
κj(x
′, w′′, y′, y′′)
|x′ − y′|d−ℓ−σ
dw′′ dη′′ dτ.
We need to estimate this kernel when k ≥ n + 5, and n ≥ j. The w′′-gradient of the phase function is
−η′′ − ∇w′′(τ · S(w, y
′)) and since ‖Sw′′ − Iℓ,ℓ‖ ≪ ε
1/2 this gradient is now ≈ 22k (note that it would be
≈ 22n if we worked with LnS
0
j,n).
We use integration by parts with respect to w′′ followed by integration by parts with respect to τ and
η. Observe that with each differentiation of κj(x
′, w′′, y) we loose a factor of 22j, the main contribution
coming from differentiating ζ0(|w
′′−S(x′, w′′, y′)|/|w′− y′|2). Thus we gain 2−2k+2j with each integration
by parts in w′′. As a result we obtain that the kernel of LnR
k
j is dominated by a constant times
2−(2k−2j)N0
∫
|x′ − y′|σ−d+ℓ
22k(ℓ+ρ)
(1 + 22k|y′′ − S(x′, w′′, y′)|)N1
22nℓ
(1 + 22n|x′′ − w′′|)N1
dw′′
. min{2−(2n−2j)(N0−N1), 2−(2k−2j)(N0−N1)}|x′ − y′|σ−d+ℓ
22k(ℓ+ρ)
(1 + 22k|y′′ − S(x′, x′′, y′)|)N1
;
here we choose N0 ≫ N1. Moreover the kernel of the operator LnSj,k is of course supported where
|x′ − y′| ≈ 2−j. The asserted pointwise estimate for
∑
j Lj+sR
j+s+r
j is now a consequence of summing
geometric series.
The same argument applies to the operators
∑
j Lj+sVj,j+s+r , r ≥ −4. Note that the above restriction
r > 4 (or k > n+4) is not necessary now in view of the factor (1−ζ0(ε
−4| τ|τ |−ϑ|)); namely the assumptions
η′′ ∈ supp a (hence
∣∣η′′/|η′′|−ϑ∣∣ ≤ ε5) and |τ/|τ |−ϑ| ≥ ε4/2≫ ε5 guarantee that |− η′′− τ ·Sw′′(w, y′)| ≈
max{|η′′|, |τ |} which is sufficient to carry out the above integration by parts arguments. 
We shall now bound the operators E1, E2 and E3 in (5.10-12). However we first modify these operators
by replacing LkRj in the definitions (5.10-12) by
∑4
i=−4 LkR
k+i
j . Let for i = −4, . . . , 4
E1j,k,i = Lk(I − Pk,j)R
k+i
j P˜k,jL˜k(5.17.1)
E2j,k,i = LkR
k+i
j (I − P˜k,j)L˜k(5.17.2)
and
(5.18) E3j,k,i = LkR
k+i
j (I − L˜k)
and let
(5.19) E˜1,i =
∑
j∈J
∑
k>j
E1j,k,i, i = −4, . . . , 4;
similarly define E˜2,i, E˜3,i.
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Lemma 5.5. The operators E1 −
∑4
i=−4 E˜
1,i, E2 −
∑4
i=−4 E˜
2,i, and E3 −
∑4
i=−4 E˜
3,i are bounded from Lp
to Lq.
Proof. This is a consequence of Lemma 5.4. We use it in conjunction with Littlewood-Paley theory, the
iterated version of the Fefferman-Stein vector-valued maximal function and the Marcinkiewicz-Zygmund
theorem on vector-valued extensions of Lp → Lq bounded operators ([7], [22]). We use the pointwise
estimate |Pk,jg| ≤Mg where M denotes the strong maximal function. Let F
ρ,σ be the fractional integral
operator with distribution kernel Kρ,σ2 . Then
‖E1f −
4∑
i=−4
E˜1,if‖q .
∑
s≥0
∥∥∥(∑
j∈J
|(I − Pj+s,j)Lj+s
(
Rj −
4∑
i=−4
Rj+s+ij
)
P˜j+s,j L˜j+sf |
2
)1/2∥∥∥
q
.
∑
s≥0
4−s
∥∥∥(∑
j∈J
[
MF ρ,σ[|P˜j+s,j L˜j+sf |]
]2)1/2∥∥∥
q
.
∑
s≥0
4−s
∥∥∥(∑
j∈J
[
F ρ,σ[|P˜j+s,j L˜j+sf |]
]2)1/2∥∥∥
q
.
∑
s≥0
4−s
∥∥∥(∑
j∈J
|P˜j+s,j L˜j+sf |
2
)1/2∥∥∥
p
. ‖f‖p.
The other estimates are proved in a similar way. 
As a consequence of Lemma 5.5 it remains, in order to conclude the proof of Proposition 5.3, to show
that the operators E˜1,i, E˜2,i, E˜3,i are bounded from Lp to Lq. We shall show that E˜1,i maps Lp to Lq. The
proof of the boundedness of E˜2,i is very similar and will therefore be omitted. Finally, the arguments in
the proof of Lemma 5.4 show the Lp → Lq boundedness of E˜3,i; the details will be omitted as well.
Boundedness of E˜1,i. We analyze the kernel of Lk(I − Pk,j)R
k+i
j which is given by
(5.20) Kk,j,i(x, y) = (2π)
−ℓ−1
∫∫ ∫∫∫
eıϕ(x,t,h
′′,y,τ,λ,η′′)ak,j,i(x, t, h
′′, y, τ, λ, η′′) dτdη′′dλ dh′′dt
where
(5.21) ϕ(x, t, h′′, y, τ, λ, η′′) = −tλ− 〈η′′, h′′〉 − 〈τ, S(x′ + tu, x′′ + h′′, y′)− y′′〉
and
(5.22) ak,j,i(x, t, h
′′, y, τ, λ, η′′) = a(η′′)ω(2−2k|η′′|)ω(2−2(k+i)|τ |)|τ |ρ
ζ0(ε
−1
2 |τ/|τ | − ϑ|)χ(x
′ + tu, x′′ + h′′, y)κj(x
′ + tu, x′′ + h′′, y)|x′ + tu− y′|σ−d+ℓ(1− ζM (2
−2k+j |λ|))
with ζM =
∑M
s=−M ζ(2
s·).
Claim. For s ≥ 0, i = −4, . . . , 4 we have
|Kj+s,j,i(x, y)| . 4
−s|Kρ,σ2 (x, y)|
uniformly in j. Here the right hand side is defined in (4.3).
Taking the claim for granted we can argue as in the proof of Lemma 5.5 and obtain using Littlewood-
Paley theory and the boundedness of the operator F ρ,σ with kernel Kρ,σ2∥∥E˜1,if∥∥
q
=
∥∥∥∑
s>0
∑
j∈J
Lj+s(I − Pj+s,j)R
j+s+i
j P˜j+s,j L˜j+sf
∥∥∥
q
.
∑
s>0
∥∥∥(∑
j∈J
∣∣Lj+s(I − Pj+s,j)Rj+s+ij P˜j+s,j L˜j+sf ∣∣2)1/2∥∥∥
q
.
∑
s>0
4−s
∥∥∥(∑
j∈J
∣∣F ρ,σ[|P˜j+s,j L˜j+sf |]∣∣2)1/2∥∥∥
q
.
∑
s>0
4−s
∥∥∥(∑
j∈J
∣∣P˜j+s,j L˜j+sf ∣∣2)1/2∥∥∥
p
. ‖f‖p
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We proceed to prove the pointwise estimate claimed above. We note that
(5.23) ak,j,i(x, t, h
′′, y, τ, λ, η′′) = 0 if |λ| ∈ [22k−j−M+4, 22k−j+M−4].
Now we first integrate by parts many times in (5.20) with respect to t; this is then followed by an integration
by parts in the (λ, η′′, τ) variables.
Note that because of 〈u,∇w′S(y
′, w′′, y′)〉 = 0 we may expand
∂tϕ(x, t, h
′′, y′, τ, λ, η) = −λ− 〈u, τ ·Sx′(x
′ + tu, x′′ + h′′, y′)〉
= −λ+ 〈u, τ ·Sx′x′(y
′, x′′ + h′′, y′)(x′ + tu− y′)〉+ τ ·r1(x, y
′, t, h′′)
= −λ+ 〈u, τ ·Sx′x′(0, 0, 0)(x
′ + tu− y′)〉+ τ ·
( ∑
ν=1,2
rν(x, y
′, t, h′′)
)
(5.24)
where
|r1(x, y
′, t, h′′)| ≤ C1|y
′ − x′ − tu|2
|r2(x, y
′, t, h′′)| ≤ C1ε
10|y′ − x′ − tu|.
Differentiating (5.7) we see that
〈u, S˜x′x′(x, x
′) + S˜x′y′(x, x
′)〉 = 0
and by (2.7-8) and the choice of u we deduce that
c02
2k−j−2 ≤
∣∣〈u, τ ·Sx′x′(0, 0, 0)(x′ + tu− y′)〉∣∣ ≤ c−10 22k−j+3
and consequently, by our choice of M
22k−j−M+5 ≤ c02
2k−j−2 ≤
∣∣∂tϕ(x, t, h′′, y′, τ, λ, η′′) + λ∣∣ ≤ c−10 22k−j+3 ≤ 22k−j+M−5
on the support of the symbol; hence by (5.23)
|∂tϕ(x, t, h
′′, y′, τ, λ, η′′)| & max{λ, 22k−j}.
Moreover the higher derivatives of the phase functions are O(22k−j). Taking s derivatives of κj with
respect to w′ (in any direction) causes a blowup of size O(22js) which would be too much for our argument.
Fortunately, in view of the assumption 〈u,∇x′S(y
′, w′′, y′)〉 = 0 we have the better estimate
(〈u,∇w′)
sκj(w, y))〉 = O(2
js).
Thus we may perform integration by parts in the t variables and gain factors of size 2(2j−2k)N . This is
then followed by an integration by parts in the frequency variables and we obtain
|Kk,j,i(x, y)| . 2
j(d−ℓ−σ)22kρ2−(2k−2j)N1
∫
χj(x
′ + tu− y′)χ(x′ + tu, x′′ + h′′, y)×
22k−j
(1 + 22k−j |t|)N2
22kℓ
(1 + 22k|h′′|)N2
22kℓ
(1 + 22k|y′′ − S(x′ + tu, x′′ + h′′, y′)|)N3
dtdh′′.
Now observe that
|S(x′ + tu, x′′ + h′′, y′)− S(x, y′)| . |h′′|+ 2−j |t|+ |t|2
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and therefore
22kℓ
(1 + 22k|y′′ − S(x′ + tu, x′′ + h′′, y′)|)N3
.
22kℓ
(1 + 22k|y′′ − S(x, y′)|)N3
(
1 + 22k−j |t|+ |t|2 + 22k|h′′|)N3
This yields
|Kk,j,i(x, y)| . 2
−(2k−2j)(N1−ρ−ℓ)2j(d+ℓ−σ+2ρ)(1 + 22k|y′′ − S(x, y′)|)−N3 ×∫∫
R×Rℓ
χj(x
′ − y′ − tu)χ(x′′ + tu, x′′ + h′′, y)
22k−j
(1 + 22k−j |t|)N2−N3
22kℓ
(1 + 22k|h′′|))N2−N3
dtdh′′
where χj denotes the characteristic function of [2
−j−1, 2−j+1] ∪ [−2−j+1,−2−j−1].
This integral is straightforward to estimate. Observe that 2j(d+ℓ−σ+2ρ)(1 + 22k|y′′ − S(x, y′)|)−N3 is
bounded by |y′′ − S(x, y′)|−(d+ℓ−σ+2ρ)/2; thus if |x′ − y′| ≤ C2−j we use either this bound or the bound
2j(d+ℓ−σ+2ρ) and estimate |Kk,j,i(x, y)| by C2
−(2k−2j)(N1−ρ−ℓ)Kρ,σ2 (x, y).
Next, if C2−j ≤ |x′− y′| ≤ ε and |y′′−S(x, y)| ≤ ε then χj(x
′− y′− tu) vanishes unless |t| ≥ c|x′− y′|.
In this case the contribution of the t integral above is
O
(
(2j−2k|x′ − y′|−1)N2−N3−1
)
+ O
(
(2−2k|x′ − y′|−1)N2−N3−d+ℓ
)
.
Thus in this case
|Kk,j,i(x, y)| . 2
−(2k−2j)(N1−ρ−ℓ)2j(d+ℓ−σ+2ρ)(1 + 2j|x′ − y′|)−2N (1 + 22k|y′′ − S(x, y′)|)−N
where 2N = min{N2 −N3 − d+ ℓ,N3}. We may choose 2N ≤ N1 + 2d and N ≫ d and again the bound
|Kk,j,i(x, y)| by C2
−(2k−2j)(N1−ρ−ℓ)Kρ,σ2 (x, y) is straightforward. Thus we have established the pointwise
estimate claimed above. This concludes the proof of Proposition 5.3.
Proof of Theorem 5.1, conclusion. We have to prove that R in (5.4) maps Lp to Lq; assuming the
angular localization (5.1) in the x′ − y′ variables. We split the identity operator as E0 +
∑
ν Θν where
E0 = η0(D
′′) and η0 is compactly supported in {η
′′ : |η′′| ≤ 1000}. Moreover let Θν = aν(D
′′) where aν is
a constant coefficient symbol of order 0 supported in
{η′′ : |
η′′
|η′′|
− ϑν | ≤ ε
5, |η′′| ≥ 100};
we can arrange this decomposition so that the sum in ν is extended over O(ε−5(ℓ−1)) terms. Clearly it
suffices to bound E0R and ΘνR for all ν. We first note that the argument of Lemma 5.2 shows that E0R
maps Lp → Lq if (d+ ℓ)(1/p− 1/q) ≤ σ − 2ρ.
It remains to consider ΘνR
σ for fixed ν. Let uν be a unit vector in R
ℓ so that
|〈uν ,∇x′〉〈v,∇y′〉ϑν ·S(0, 0)| = max
U∈Sd−ℓ
|〈U,∇x′〉〈v,∇y′ 〉ϑν ·S(0, 0)|.
Now denote by Qν the change of variable Q(·, uν) as defined in §2.2, moreover define Qνh(w) = h(Qνw)
for functions supported in Bε9 . Let R
ν = QνRQ
−1
ν ; then the assumptions of Proposition 5.3 apply to R
ν
(with u = uν).
Define Θ˜ν = a˜ν(D
′′) so that a˜ν is supported in {η
′′ : | η
′′
|η′′| − ϑν | ≤ ε
2, |η′′| ≥ 10}; and a˜ν(η
′′) = 1 if
| η
′′
|η′′| − ϑν | ≤ ε
2 and |η′′| ≥ 20}. Then by Proposition 5.3 and Lemma 5.2
(5.26) ‖Θ˜νR
ν‖Lp→Lq ≤ C(1 + ‖R
ν‖
1−p2
Lp→Lq)
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But in view of the support properties of the kernel of R and the local Lp and Lq boundedness of the
operators Qν and Q
−1
ν we get
‖Rν‖Lp→Lq . ‖R‖Lp→Lq .
To conclude the proof we split
R = E0R+
∑
ν
ΘνQ
−1
ν R
ν
Qν
= E0R+
∑
ν
ΘνQ
−1
ν Θ˜νR
ν
Qν +
∑
ν
ΘνQ
−1
ν (I − Θ˜ν)R
ν
Qν .
By (5.26)
(5.27) ‖ΘνQ
−1
ν Θ˜νR
ν
Qν‖Lp→Lq . 1 + ‖R‖
1−p/2
Lp→Lq
and it remains to show that
(5.28) ‖ΘνQ
−1
ν (I − Θ˜ν)R
ν
Qν‖Lp→Lq . 1.
Now let L0 = ω0(|D
′′|) and Lk = ω(4
−k|D′′|). We analyze the kernel of LkΘνQ
−1
ν (I − Θ˜ν)Lk′ ,
denoted by Hk,k′,ν(x
′, x′′, y′′). The inverse change of variable Q−1ν is of the form x 7→ (x
′,Gν(x)), with
‖(Gν)x′′ − Iℓ,ℓ‖ ≤ ε
7 (cf. (2.17/18)). Thus Hk,k′,ν is given by
Hk,k′,ν(x
′, x′′, y′′) =∫∫∫
eı(〈x
′′−z′′,η′′〉+〈Gν(x
′,z′′)−y′′,ξ′′〉)ω(4−k|η′′|)ω(4−k
′
|ξ′′|)aν(η
′′)(1 − a˜ν(ξ
′′))dz′′dξ′′dη′′
The z′′-gradient of the phase function is of size ≈ max{4k, 4k
′
}, therefore we may argue as in the proof of
Lemma 5.4 above. In particular, after additional integration by parts in ξ′′, η′′ when x is large we obtain
that
|Hk,k′,ν(x
′, x′′, y′′)| . min{4−kN1, 4−k
′N1}(1 + |x′′|)−N2 .
In view of the localization properties of Rν and the Lp boundedness of Rν it follows that
‖LkΘνQ
−1
ν (I − Θ˜ν)Lk′R
ν
Qν‖Lp→Lq . min{4
−k, 4−k
′
}
and as a consequence (5.28) holds.
Putting all the estimates together we obtain that
(5.29) ‖R‖Lp→Lq . 1 + ‖R‖
1−p/2
Lp→Lq
and since we already know the finiteness of ‖R‖Lp→Lq the estimate (5.29) implies a bound uniform in the
family J . 
We can now give the
Proof of Theorem 1.2.3. By summing geometrical series we see from Lemma 4.3 that the operator∑
m≥0
∑
k>m Tk,m can be pointwise bounded by a combination of operators handled in Theorem 5.1;
in this calculation we use that ρ is negative. Moreover the operator
∑
m≥0
∑
k≤m Tk,m is bounded by
Proposition 4.4. The assertion 1.2.3 follows. 
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Necessary conditions. The necessity of the conditions in Theorems 1.1 and 5.1 follows from standard
examples. For the sake of completeness we shall briefly describe them. We assume that ρ ≤ 0 and
1 ≤ p ≤ q ≤ ∞ and consider the operator Rρ,σ. We remark that for the case ρ > 0, the conditions in 1.2.1
also cannot be improved. This is because any strict improvement would yield to an improvement in the
case ρ = 0, by interpolation with the estimates for a negative ρ1 close to 0.
Let Bδ be the ball of radius δ ≪ ε
10, centered at the origin, and let χδ be the characteristic function
of Bδ. Then ‖χδ‖p & δ
d/p and Rρ,σχδ & δ
d−ℓ−ρ on the set {x : |x′| ≤ δ2, |x′′ −S(0, x′)| ≤ cδ} for small
c. Thus ‖Rρ,σχδ‖q & δ
d−ℓ−ρ−(d−ℓ)/q and we see that the condition d/p − ℓ/q ≤ d − ℓ − ρ is necessary.
By applying the same example to the adjoint operator we get the necessary condition ℓ/p − d/q ≤ −ρ.
Thus (1/p, 1/q) belongs to the pentagon with corners (1, 1), (0, 0), (1, ρ+ℓℓ ), (
−ρ
ℓ , 0) and (
d−ρ
d+ℓ ,
ρ+ℓ
d+ℓ ) and this
pentagon becomes the triangle in Theorem 1.1 when ρ = 0.
If ρ < 0 then the operator Rρ,σ is not bounded from L1 to Lℓ/ℓ+ρ as one checks that one has the lower
bound Rρ,σχδ & δ
d|x′′ −S(0, x′)|−ρ−ℓ if Cδ ≤ |x′′ −S(0, x)| ≤ ε, with C large. By applying this to the
adjoint operator it follwos that Rρ,σ is not bounded from L−ρ/ℓ to L∞.
Next let Pδ be the plate {y : |y
′| ≤ δ, |y′′| ≤ δ} and let fδ be the characteristic function of Pδ,
thus ‖fδ‖p . δ
(d+ℓ)/p. One checks that in a fixed fraction of Pδ one has the lower bound R
ρ,σfδ(x) &
δσ−2ρ; in this calculation we use (2.2) and (2.6). Thus ‖Rρ,σfδ‖q & δ
σ−2ρ+(d+ℓ)/q and the condition
(d+ ℓ)(1/p−1/q) ≤ σ−2ρ is necessary. This concludes the proof of necessity in Theorem 1.1 and Theorem
5.1.
A third necessary condition for the Lp → Lq boundedness of Rρ,σ is (d − ℓ)(1/p − 1/q) ≤ σ. To see
this let gδ be the characteristic function of {y : |y
′| ≤ δ, |y′′| ≤ ε}. Then Rρ,σgδ ≥ δ
σ for all x in a fixed
fraction of this set and from this one deduces the necessity of the condition (d− ℓ)(1/p− 1/q) ≤ σ. Notice
that the condition (d− ℓ)(1/p− 1/q) ≤ σ is more restrictive than (d+ ℓ)(1/p− 1/q) ≤ σ − 2ρ if and only
if σ < −ρ(d− ℓ)/ℓ; thus this example is only relevant to show the sharpness of 1.2.4.
6. Lp estimates for Fourier integral operators
It will be convenient to introduce some normalized classes of symbols.
Let k > 0 and 0 < m < k. Then we denote by Sk,m the class of symbols a(x, y, ξ, τ) supported in
(6.1)
{(x, y, τ, ξ) : |x|+ |y| ≤ ε, 22k−1 ≤ |τ | ≤ 22k+1, 2m−1 ≤ |ξ| ≤ 2m+1} if 0 < m < k,
{(x, y, τ, ξ) : |x|+ |y| ≤ ε, 22k−1 ≤ |τ | ≤ 22k+1, |ξ| ≤ 2} if m = 0.
for which (1.11) holds, with ρ = σ = 0. Moreover, if m > 0 let Σm be the class of symbols a(x, y, ξ, τ)
supported in
(6.2) {(x, y, τ, ξ) : |x|+ |y| ≤ ε, |τ | ≤ 22m+1, 2m−1 ≤ |ξ| ≤ 2m+1}
such that (1.11) holds with ρ = σ = 0.
We recall that T [a] denotes the integral operator with kernel (1.10).
L
2 estimates.
We shall assume that a ∈ Iρ,−σ and begin by proving L2 estimates. These are quick consequences of
what is already proved in [11], and we shall be brief. It is shown in in [11] that L2 boundedness holds if
2ρ− σ ≤ 0, 0 ≤ σ < d − ℓ. While the endpoint estimate corresponding to (ρ, σ) = ((d − ℓ)/2, d− ℓ) may
fail the proof of the estimates in [11] still provides useful information which will be used in an interpolation
argument in §7.
Lemma 6.1. (i) Let am ∈ Σm and suppose that supm≥1 |cm| ≤ 1. Then
∑∞
m=1 cmT [am] is bounded on
L2.
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(ii) Let a ∈ S
d−ℓ
2 ,ℓ−d and suppose that a(x, y, τ, ξ) = 0 if |τ | ≥ |ξ|2. Then T [a] is bounded on L2.
Proof. We note that the phase function Φ(x, y, ξ, τ) = 〈ξ, x′ − y′〉 + 〈τ, y′′ − S(x, y′)〉 parametrizes the
diagonal in T ∗Ω× T ∗Ω as a Lagrangian manifold; that is {(x,Φx, y,−Φy) : Φξ = 0,Φτ = 0} is a subset of
{(x, ξ, xξ)}.
Because of the support restriction of am the symbol
∑
m>0 cmam belongs to the Caldero´n-Vaillancourt
symbol class S01/2,1/2. It is shown in the proof of Proposition 2.7 in [11] that Ho¨rmander’s equivalence of
phase function theorem remains valid with S01/2,1/2 symbols and that consequently
∑∞
m=1 cmT [am] is a
pseudodifferential operator of order 0, with symbols of type (1/2, 1/2). Thus the L2 boundedness follows
from the Caldero´n-Vaillancourt theorem. (ii) is an immediate consequence of (i). 
Lemma 6.2. (i) Let m0 ≥ 0 be fixed and for k > m0 let m(k) be an integer such that m0 ≤ m(k) < k.
Suppose that supk≥1 |ck| ≤ 1 and that αk ∈ Sk,m(k).
Then the operator
∑
k>m0
ck4
k d−ℓ2 2−m(k)(d−ℓ)T [αk] is bounded on L
2, with norm independent of the
chosen sequence {m(k)}.
(ii) Suppose a ∈ S
d−ℓ
2 ,ℓ−d and suppose that a(x, y, τ, ξ) = 0 if |τ | ≤ C|ξ|1/2, and, for m > 0, let
am(x, y, τ, ξ) = ζ(2
−m|ξ|)a(x, y, τ, ξ). Then T [am] is bounded on L
2 with operator norm independently on
m.
(iii) Let {αk} be as in (i) and let η ∈ S
0
1/2,1/2(Ω× Ω,R
d). Then the statement in (ii) remains valid if
αk is replaced by ηαk.
Proof. For (i) we note that the kernel of T [αk] is given by
(6.3)
∫
eı〈τ,y
′′−S(x,y′)〉bk(x, y, τ) dτ
where
(6.4) bk(x, y, τ) =
∫
αk(x, y, τ, ξ)e
ı〈x′−y′,ξ〉 dξ.
Note that for every k the ξ integration is extended over a dyadic annulus {ξ : |ξ| ≈ 2m(k)} and thus
|bk,m(x, y, τ)| . 4
k(d−ℓ)/2 ≈ |τ |(d−ℓ)/2. Moreover, by examining the derivatives of bk,m one checks as in [11]
that bk is a symbol of order (d − ℓ)/2 and type (1/2, 1/2). Since the phase function involves ℓ frequency
variables one may argue as in[11] and deduce that
∑
k≥m0
ckT [αk] are Fourier integral operators of order
0 and type (1/2, 1/2), hence bounded in L2 (with bounds independent of the sequence {αk}).
Part (ii) follows from part (i) with the choice m(k) = m if we observe that the symbols am with the
assumed support property can be decomposed as C
∑
k>m 2
k(d−ℓ)/22m(ℓ−d)ck,mak,m where ck,m ≤ 1 and
ak,m ∈ Sk,m. Clearly the above argument also proves (iii). 
Remark. The variant (iii) is included in order to cover localizations of the form ak,m(x, y, τ, ξ)ζ(2
j(|x′−y′|))
if j ≤ k; these are of type (1/2, 1/2) since ak,m is supported where τ ≈ 2
2k.
H
1
→ L
1 estimates.
Lemma 6.3. Suppose 0 ≤ σ < d − ℓ, a ∈ S0,−σ, and suppose that a(x, y, τ, ξ) is supported where |ξ| ≥
1
2 |τ |
1/2. Let
(6.5) am(x, y, τ, ξ) =
{
a(x, y, τ, ξ)ζ(2−m|ξ|) if m > 0
a(x, y, τ, ξ)ζ0(|ξ|) if m = 0
.
Then T [am] maps L
1 boundedly to L1, with operator norm O((1 +m)2−mσ).
Proof. The kernel Km can be written as
∑
k≤mKk,m where Kk,m is as in (4.6) and satisfies (4.7) with
ρ = 0. The operator with kernel Kk,m is clearly bounded on L
1, with norm O(2−mσ). 
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Lemma 6.4. Suppose a ∈ S0,−σ, 0 ≤ σ < d − ℓ and suppose that a(x, y, τ, ξ) is supported where |ξ| ≤
2|τ |1/2. Let am be as in (6.5). Then T [am] maps H
1 boundedly to L1, with operator norm dominated by
C2−mσ.
Proof. By the theorem on the atomic decomposition ([7], [22]) it suffices to estimate T [am]fQ where fQ is
an L2 function supported on a cube Q with center yQ and sidelength δQ ≪ 1 so that ‖fQ‖2 ≤ δ
−d/2
Q and∫
fQdx = 0.
We define the exceptional set
WQ = {x : |x
′ − (yQ)
′| ≤ ε, |x′′ −S(yQ, x
′)| ≤ CδQ};
for large but fixed C; on this set we shall use a mixed norm L1(L2) estimate.
We define phase functions and amplitudes on Rℓ depending on the parameters x′, y′. Let
bx
′,y′
m (x
′′, y′′, τ) =
∫
am(x
′, x′′, y′, y′′, τ, ξ)eı〈x
′−y′,ξ〉dξ
and
Φx
′,y′(x′′, y′′, τ) = 〈τ, S(x′, x′′, y′)− y′′〉.
Denote by T x
′,y′
m the operator with kernel
Kx
′,y′
m (x
′′, y′′) =
∫
eıΦ
x′,y′ (x′′,y′′,τ)bx
′,y′
m (x
′′, y′′, τ)dτ.
By an integration by parts one sees that
|∂αx′′,y′′∂
β
τ b
x′,y′
m | ≤ Cα,β
2m(d−ℓ−σ)
(1 + 2m|x′ − y′|)N
and by the standard theory for pseudodifferential operators and their behavior under changes of variables
it follows that ∥∥T x′,y′m ∥∥L2(Rℓ)→L2(Rℓ) . 2m(d−ℓ−σ)(1 + 2m|x′ − y′|)N .
We now estimate the contribution on WQ. For fixed x
′ set W x
′
Q = {x
′′ : (x′, x′′) ∈ WQ}. Let
fy
′
(y′′) = f(y′, y′′), then
TmfQ(x
′, x′′) =
∫
y′
T x
′,y′
m f
y′dy′.
On WQ we bound∫
WQ
|TmfQ(x)|dx ≤
∫
|x′−(yQ)
′|
≤ε
∫
|x′′−S(yQ,x
′)|
≤CδQ
∫
|T x
′,y′
m f
y′
Q (x
′)|dy′dx′′dx′
. δ
ℓ
2
Q
∫ (∫ ∣∣∣ ∫ |T x′,y′m fy′(x′′)|dy′∣∣∣2dx′′)1/2dx′
. δ
ℓ/2
Q
∫ ∫ (∫
|T x
′,y′
m f
y′
Q (x
′′)|2dx′′
)1/2
dx′dy′
. δ
ℓ/2
Q
∫ ∫
2m(d−ℓ−σ)
(1 + 2m|x′ − y′|)N
(∫
y′′
|fy
′
Q (y
′′)|2dy′′
)1/2
dx′dy′
. 2−mσδ
ℓ/2
Q
∫
x′
( ∫
y′′
|fx
′
Q (y
′′)|2dy′′
)1/2
dx′
. 2−mσδ
d/2
Q ‖fQ‖2 . 2
−mσ.(6.6)
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On the complement of WQ we use the kernel estimates of Lemma 4.3.
We split am =
∑
k≥m−1 ak,m where the kernel Kk,m of T [ak,m] satisfies the estimate (4.7) with ρ = 0.
Consequently since |x′′ −S(y, x′)| ≈ |y′′ − S(x, y′)| we have
(6.7)
∫
W cQ
|T kmfQ(x)|dx . 4
−kδ−1Q 2
−mσ‖fQ‖1 if 4
kδQ ≥ 1.
From the gradient estimates in (4.8) and by using the cancellation property of the atom fQ we get
(6.8)
∫
|T kmfQ(x)|dx . 4
kδQ2
−mσ‖fQ‖1 if 4
kδQ ≤ 1,
and the asserted H1 → L1 bound follows from (6.6), (6.7) and (6.8). 
Corollary 6.5. Suppose that 0 < ρ < (d − ℓ)/2 and σ > 2ρ. Then T ∈ Iρ,−σ is bounded on L
d−ℓ
d−ℓ−ρ and
bounded on L
d−ℓ
ρ .
Proof. We shall prove the L
d−ℓ
d−ℓ−ρ boundedness; by §2.3 this also implies the L
d−ℓ
ρ boundedness.
Let a ∈ Sρ,−σ and let am be as in (6.5). Define
am,z(x, y, τ, ξ) = am(x, y, τ, ξ)(1 + |τ |
2 + |ξ|2)(ρ0(1−z)+ρ1z−ρ)/2(1 + |ξ|2)(σ−σ0(1−z)−σ1z)/2
where σ0 =
d−ℓ
d−ℓ−2ρ(σ − 2ρ), σ1 = d − ℓ, ρ0 = 0 and ρ1 = (d − ℓ)/2. Then am,θ = am for θ = 2ρ/(d − ℓ).
For Re(z) = 0 the symbol am,z belongs to S
ρ0,σ0 and for Re(z) = 1 it belongs to Sρ1,σ1 . By Lemma 6.3
and Lemma 6.4 the operator T [am,z] is bounded from H
1 to L1, with norm (1 +m)2−mσ0 if Re(z) = 0.
By Lemma 6.1 and Lemma 6.2 it is bounded on L2 with norm O(1) if Re(z) = 1. By interpolation we find
that T [am] is bounded on L
d−ℓ
d−ℓ−ρ with norm O((1+m)2−mσ0(1−θ)) = O((1+m)2−m(σ−2ρ)). The assertion
follows by summing in m. 
7. Lp → Lq estimates for Fourier integral operators
We begin by giving a different formulation of parts 1.2.1 and 1.2.2 of Theorem 1.2. Suppose that
0 < ρ < (d − ℓ)/2 and 2ρ < σ < d − ℓ. Then statement 1.2.1 of Theorem 1.2 says that T ∈ Iρ,−σ
maps Lp → Lq if (1/p, 1/q) belongs to the closed trapezoid with corners ( ρd−ℓ ,
ρ
d−ℓ), (
d−ℓ−ρ
d−ℓ ,
d−ℓ−ρ
d−ℓ ),
(1/pρ,σ, 1/qρ,σ), (1/q
′
ρ,σ, 1/p
′
ρ,σ) where
(7.1)
1
pρ,σ
=
d− ℓ− ρ
d− ℓ
−
(σ − 2ρ)ℓ
(d+ ℓ)(d− ℓ)
1
qρ,σ
=
d− ℓ− ρ
d− ℓ
−
(σ − 2ρ)d
(d+ ℓ)(d− ℓ)
.
Observe that
(7.2)
1
pρ0,σ0
=
1
qρ0,σ0
=
1
2
if ρ0 =
d− ℓ
2
, σ0 = d− ℓ,
and if
(7.3) ρ1 = 0, σ1 = (σ − 2ρ)
d− ℓ
d− ℓ− 2ρ
, θ =
d− ℓ− 2ρ
d− ℓ
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then 2ρ < σ < d− ℓ implies 0 < σ1 < d− ℓ and we compute that
(7.4) (1− θ)
( 1
pρ0,σ0
,
1
qρ0,σ0
)
+ θ
( 1
pρ1,σ1
,
1
qρ1,σ1
)
=
( 1
pρ,σ
,
1
qρ,σ
)
.
Therefore, one would like to prove Theorem 1.2 by interpolation from an Lp1 → Lq1 result for operators
in I0,−σ1 (already proved only for the case of weakly singular Radon transforms) and an L2 result for
operators in I
d−ℓ
2 ,ℓ−d. Unfortunately, operators in the latter class may fail to be bounded on L2; this
somewhat complicates the interpolation argument.
Performing a finite finite conic partition of unity in the τ variables we may assume that
supp a ⊂
{
(x, y, τ, ξ) : |x|+ |y| ≤ ε10, |τ |+ |ξ| ≥ 2M+10,
∣∣ τ
|τ | − ϑ| ≤ ε+ |τ |
−1
}
,
for some given unit vector ϑ in Rℓ, and M is chosen as in §5.
We shall now set up the various interpolation arguments. We fix ρ and σ and use the abbreviation
(p, q) = (pρ,σ, qρ,σ), (pi, qi) = (pρi,σi , qρi,σi), i = 1, 2.
We may split T = TFIO + TPsDO where TFIO corresponds to a symbol which is supported where
|τ |1/2 ≥ |ξ|/2 + 2M+5 and TPsDO corresponds to a symbol supported in the complementary region. Thus
TPsDO = T [b] where b vanishes if |τ |
1/2 ≥ 2|ξ|+ 10 . Let
Wz(ξ, τ) = (1 + |τ |
2 + |ξ|2)(ρ0(1−z)+ρ1z−ρ)/2(1 + |ξ|2)(σ−σ0(1−z)−σ1z)/2
and bz(x, y, τ, ξ) = b(x, y, τ, ξ)Wz(ξ, τ), so that Wθ = 1. By Lemma 6.1 the operator T [bz] is bounded
on L2 if Re(z) = 0 and by Proposition 4.4 it is bounded from Lp1 to Lq1 if Re(z) = 1; all bounds are of
admissible growth in z. Thus TPsDO maps L
p to Lq by analytic interpolation.
Now we consider TFIO = T [a] where a vanishes if |τ |
1/2 ≤ max{2M , |ξ|/2}. We first split off another
operator which behaves like TPsDO. Let az = aWz and ak,m,z = βk,maz where βk,m is as in (4.5). Also let
ak,m,j,z(x, y, τ, ξ) = ak,m,z(x, y, τ, ξ)ζ(2
j |x′ − y′|)
a˜k,m,z(x, y, τ, ξ) = ak,m,z(x, y, τ, ξ)ζ0(2
k|x′ − y′|)
Let
Vs,z :=
∑
k≥s
T [a˜k,k−s,z ]
By Lemma 6.2 (i), with the choice m(k) = k − s, the operator Vs,z is bounded on L
2, uniformly in s,
if Re(z) = 0. By Lemma 4.5 it is bounded from Lp1 → Lq1 if Rez = 1; the bound is O(2−s(d−ℓ−σ1)); all
bounds are admissible in z. Interpolating we see that Vs,θ maps L
p → Lq with norm O(2−s(d−ℓ−σ1)θ) =
O(2−s(d−ℓ−σ)); hence
∑
k,m T [a˜k,m] maps L
p to Lq.
It remains to estimate the operator
∑
k>0
∑
m<k
∑
j<k T [ak,m,j,z]. We wish to use an angular
Littlewood-Paley decomposition as in the proof of Proposition 5.3. Given a unit vector v in Rd−ℓ we
make an angular localization in x′ − y′. By employing a finite partition of unity it then suffices to bound∑
k>0
∑
m<k
∑
j<k T [αk,m,j,z] where
αk,m,j,z(x, y, τ, ξ) = ak,m,j,z(x, y, τ, ξ)ζ0(ε
−5|
x′ − y′
|x′ − y′|
− v|).
We choose u as in (5.6) and perform the change of variable w 7→ (w′, w′′ + F (w;u)) ≡ Q(w) in §2.2, and
define Qh(z) = h(Q(z)).
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As a result we have to show the Lp → Lq bound for the operator
(7.5)
∑
k>0
∑
m<k
∑
j<k
QT [αk,m,j,z]Q
−1 =
∑
k>0
∑
m<k
∑
j<k
T zk,m,j
which has kernel ∑
k>0
∑
m<k
∑
j<k
∫∫
ei[〈τ,y
′′−S˜(x,y′)〉+〈x′−y′,ξ〉]α˜k,m,j,z(x, y, τ, ξ) dτdξ
where 〈u, S˜x′(x, x
′)〉 = 〈u, S˜y′(x, x
′)〉 = 0 and α˜k,m,j,z(x, y, τ, ξ) = αk,m,j,z(Q(x),Q(y), τ, ξ) g(x)/g(w), and
g is smooth and positive.
We now use a Littlewood-Paley operators Lk defined by Lk =
∑4
i=−4 ω(4
−k+i|D′′|) and also the angular
the Littlewood-Paley operator Pk,j defined in (5.8). Let
Tk,m,j = T [α˜k,m,j,θ].
We split ∑
k,m,j
Tk,m,j =
∑
k,m,j
LkTk,m,jLk +
∑
k,m,j
(I − Lk)Tk,m,jLk +
∑
k,m,j
Tk,m,j(I − Lk)
and then ∑
k,m,j
LkTk,m,jLk = (I + II) + (III + IV ) + (V + V I)
where
I + II =
[ ∑
k,m,j
m≤j
+
∑
k,m,j
m>j
]
LkPk,jTk,m,jPk,jLk
III + IV =
[ ∑
k,m,j
m≤j
+
∑
k,m,j
m>j
]
Lk(I − Pk,j)Tk,m,jPk,jLk
V + V I =
[ ∑
k,m,j
m≤j
+
∑
k,m,j
m>j
]
LkTk,m,j(I − Pk,j)Lk.
We then split I =
∑
s≥0 Is by linking m = j − s for s ≥ 0 and prove bounds for the expressions Is which
decay in s. Similarly we split II setting j = m− s. The expressions III, IV, V, V I are split into a double
series depending on nonnegative parameters r, s; we prove then decay in r, s. We set j = k−r,m = k−r−s
when estimating III and V and j = k − r − s, m = k − r when estimating IV and V I. In the following
proposition we state the relevant estimates for the pieces.
Proposition 7.1. Let 0 ≤ ρ < (d − ℓ)/2 and 2ρ < σ < d − ℓ and let p = pρ,σ, q = qρ,σ. There is
δ = δ(ρ, σ) > 0 so that the following estimates hold.
(i) For s ≥ 0
(7.6)
∥∥∥∑
k>s
∑
s≤j<k
LkPk,jTk,j−s,jPk,jLk
∥∥∥
Lp→Lq
. 2−sδ
(ii) For s ≥ 0
(7.7)
∥∥∥∑
k>s
∑
s≤m<k
LkPk,m−sTk,m,m−sPk,m−sLk
∥∥∥
Lp→Lq
. 2−sδ
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(iii) For s ≥ 0, r ≥ 0,∥∥∥ ∑
k>s+r
Lk(I − Pk,k−r)Tk,k−r−s,k−rPk,k−rLk
∥∥∥
Lp→Lq
. 2−(r+s)δ(7.8)
∥∥∥∑
k>s
LkTk,k−r−s,k−r(I − Pk,k−r)Lk
∥∥∥
Lp→Lq
. 2−(r+s)δ.(7.9)
(iv) For s ≥ 0, r ≥ 0,
∥∥∥ ∑
k>s+r
Lk(I − Pk,k−r−s)Tk,k−r,k−r−sPk,k−r−sLk
∥∥∥
Lp→Lq
. 2−r−s(7.10)
∥∥∥∑
k>0
LkTk,k−r,k−r−s(I − Pk,k−r−s)Lk
∥∥∥
Lp→Lq
. 2−r−s.(7.11)
(v) For j < k, m < k
‖(I − Lk)Tk,m,jLk‖Lp→Lq . 2
−k(7.12)
‖Tk,m,j(I − Lk)‖Lp→Lq . 2
−k.(7.13)
Taking Proposition 7.1 for granted we can complete the
Proof of Theorem 1.2. Let pρ,σ and qρ,σ be as in (7.1). A combination of the estimates in Proposition
7.1 shows that the operator in (7.5) is bounded from Lpρ,σ to Lqρ,σ . Together with the discussion preceding
(7.5) this yields the Lpρ,σ → Lqρ,σ bound of the operator T [a] where a ∈ Sρ,−σ. If we apply this to the
adjoint operator we obtain the Lq
′
ρ,σ → Lp
′
ρ,σ bound. If ρ > 0 we interpolate with the Lp → Lp estimate in
§6, and if ρ = 0 we interpolate instead with the H1 → L1 bound in §6. This yields the proof of statements
1.2.1 and 1.2.2. Statements 1.2.4 and 1.2.3 have already been proved in §4 and §5, respectively. 
We now give a sketch of the
Proof of Proposition 7.1.
We begin by estimating the main terms (7.6), (7.7) and use
Lemma 7.2. Let Rσ1 be as in (1.12) and let Re(z) = 1. Then
|T zk,m,jf(x)| . min{2
−(j−m)(d−ℓ−σ1), 2−(m−j)}M(QRσ1Q−1[f ])
where M denotes the strong maximal function.
Proof. This follows from the kernel estimates (4.7) in a straightforward way. 
Proof of (7.6), (7.7). By Theorem 5.1 we know that Rσ1 maps Lp1 to Lq1 and so does R˜σ1QRσ1Q−1.
Arguing as in the proof of Lemma 5.5, by the Fefferman-Stein and Marcinkiewicz-Zygmund theorems we
therefore have the vector-valued inequality∥∥∥(∑
j,k
|MR˜σ1fj,k|
2
)1/2∥∥∥
q1
.
∥∥∥(∑
j,k
|fj,k|
2
)1/2∥∥∥
p1
.
We apply the Lq1 → Lq1 and Lp1 → Lp1 Littlewood-Paley inequalities for the Littlewood-Paley decompo-
sitions {LkPk,j}j,k and Lemma 7.2 and obtain
(7.14)
∥∥∥∑
k>s
∑
s≤j<k
LkPk,jT
z
k,j−s,jPk,jLk
∥∥∥
Lp1→Lq1
. 2−s(d−ℓ)σ1 if Re(z) = 1.
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By Lemma 6.2 and the almost orthogonality of the Littlewood-Paley operators
(7.15)
∥∥∥∑
k>s
∑
s≤j<k
LkPk,jT
z
k,j−s,jPk,jLk
∥∥∥
L2→L2
. 1 if Re(z) = 0.
(7.14) and (7.15) prove (7.6) by interpolation and (7.7) is proved in the same way.
Proof of (7.8), (7.9), (7.10), (7.11). We analyze the kernel of Lk(I − Pk,j)T
z
k,m,j which is given by∫∫ ∫∫∫∫
eıψ(x,t,h
′′,y,,λ,η′′,τ,ξ)γk,m,j,z(x, t, h
′′, y, λ, η, τ, ξ) dη′′dλdτdξ dtdh′′
where
ψ(x, t, h′′, y, λ, η′′, τ, ξ) = −tλ− 〈h′′, w′′〉+ 〈τ, y′′ − S˜(x′ + tu, x′′ + h′′, y′)〉+ 〈x′ + tu− y′, ξ〉
and
γk,m,j,z(x, t, h
′′, y, , λ, η′′, τ, ξ)
=
4∑
i1=−4
ζ(4−k+i|η′′|)
∑(
1−
M∑
i2=−M
ζ(2−2k+j+i2 |λ|)
)
α˜k,m,j,z(x
′ + tu, x′′ + h′′, y, τ, ξ).
Arguing as in §5 we first integrate by parts with respect to t. This yields the pointwise estimate
2(2j−2k)N2
∫
w
22k−j
(1 + 22k−j |t|)N
22kℓ
(1 + 22k|h′′|)N
× χj(x
′ + tu− y′)
2m(d−ℓ−σ)
(1 + 2m|x′ + tu− y′|)N
22kℓ
(1 + 22k|y′′ − S˜(x′ + tu, x′′ + h′′, y′)|)N1
dtdh′′
here N2 ≫ N1, N and χj is the characteristic function of ∪± ± [2
−j−1, 2−j+1]. A somewhat lengthy but
straightforward calculation similar to the one for the term E˜1,i in §5 shows that for s ≤ j ≤ k
|Lk(I − Pk,j)T
z
k,j−s,jf(x)| .
∫
4j−k2−s(d−ℓ−σ1)(|x′ − y′|+ |y′′ − S˜(x, y′)|1/2)σ1−d−ℓ|f(y)|dy, Re(z) = 1,
if |x| ≤ ε and better (trivial) decay estimates for |x| ≥ ε.
By using the Lp1 → Lq1 mapping property of the standard fractional integral operator and its vector-
valued extension, together with the Lp inequalities for the Littlewood-Paley operator defined by Lk (or L˜k
with L˜kLk = Lk) we obtain the estimate∥∥∥ ∑
k>s+r
Lk(I − Pk,k−r)T
z
k,k−r−s,k−rPk,k−rLk
∥∥∥
Lp1→Lq1
. 2−r2−s(d−ℓ−σ), Re(z) = 1.
By Lemma 6.2, T zk,k−r−s,k−r is bounded on L
2 if Re(z) = 0, uniformly in s, r and k, and by the almost
orthogonality of the Lk (or L˜k) we get∥∥∥ ∑
k>s+r
Lk(I − Pk,k−r)T
z
k,k−r−s,k−rPk,k−rLk
∥∥∥
L2→L2
. 1, Re(z) = 0.
Analytic interpolation yields (7.8). The estimates (7.9), (7.10) and (7.11) are proved in the same way.
Proof of (7.12), (7.13). One writes out the integrals defining the kernels of the decompositions of LlT
z
k,m,j
and, if |l − k| > 2 one gains factors min{2−kN , 2−lN} by integrating in the ′′-variables. 
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