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Abstract—Random Variable (RV) with different Probability
Density Function (PDF) and Power Spectral Density (PSD) is a
critical component for simulation of different wireless channel
fading profile. To get a specific PSD for simulation of different
multi-path scenario, the usual method is to pass a white noise
through a filter with the required shape. But the filtering process
will cause the change of random variable’s PDF unless the input
noise follows Gaussian Distribution. In this paper, a Particle
Swarm Optimization (PSO) based method to generate Non-
Gaussian noise by a pre-distortion filter and Inverse Transform
Sampling (ITS) that meets both the requirement of PSD and PDF
is described. As the solution is based on filtering, after the filter
weight is found using PSO, the simulation could be carried out
in a real-time manner compared to block-based methods. The
numerical simulation confirms that it can generate the required
PDF and more than 90% similar to the required PSD.
Index Terms—Wireless, Channel, Non-Gaussian, Noise, Simu-
lation
I. INTRODUCTION
Wireless channel simulation is critical for verification of
transceivers with different algorithms in various channel situ-
ations. Multipath is a unique character of wireless channel that
causes fading. To simulate the multipath effect, mainly there
are two approaches namely Ray Tracing[1] and Stochastic
Modeling method[2].
Ray tracing method is a site-specific algorithm where mul-
tiple communication paths are traced directly for a particular
site model. Although it is computing-intensive, the channel’s
characteristics like coherence bandwidth, coherence time etc
is reflected in the ray modeling. On the other hand, Stochastic
Model method is generic and simpler for simulating different
fading scenarios by modeling the channel gain as a Random
Variable (RV) with different Power Spectral Density (PSD)
and Probability Density Function (PDF) which could be con-
sidered as an aggregated effect from multipath. There are
many random distributions like Rayleigh, Rician, Nakigami,
and Weibull etc which have been proposed, tested and verified
in the field with various levels of accuracy. This paper focuses
on the Stochastic Modeling method.
The PSD of the channel gain random variable represents
the doppler spectrum of wireless channel model. The wider
the Doppler Spread, the faster the change of the channel
gain, hence the shorter the coherence time of the channel.
So to properly model a wireless channel characteristic, it is
necessary to implement specific PSD for the channel gain
random variable. Different Doppler spectrum like U-Shaped
[3, p.148], Bell shaped[4, p.45] etc. have been proposed in
the literature for various fading model.
II. MOTIVATION
The challenge for stochastic modeling method is that chang-
ing of PSD and PDF of a random variable is highly related to
each other except for the Gaussian distribution case. In Fig.
1, two random noise with uniform and Gaussian distribution
is illustrated for the impact of filtering. It is clear from the
comparison that although the output of filtering a Gaussian
random noise still follows Gaussian distribution, filtering a
uniform distribution random variable to get a specific PSD
would transform the random variable to a different distribution.
According to Central Limit Theorem, the filter actually makes
the distribution more Gaussian-like.
Fig. 1. Changing PSD of a Random Variable by Filtering affects Its PDF
But in most of the wireless channel simulation, the channel
gain doesn’t follow Gaussian distribution. Many system design
and simulation need to consider Non-Gaussian noise [5], [6],
[7]. Thus many literatures have investigated how to generate
colored Non-Gaussian noise. Non-Gaussian distributed ran-
dom variable could be generated from well know distribution
like Gaussian or uniform variables using Inverse Transform
Sampling (ITS) [10, p.104] method. Since generally the in-
verse of the required Cumulative Distribution Function (CDF)
is non-linear, complicated methods like Hermite Expansion
is needed to compensate for the effect of the non-linear
transformation. In [8], the concept of rearranging the random
sequence to follow a reference sequence is explored to reshape
the PSD without modifying the PDF. It is referred to as
Sequence Rearrangement Block Method in this paper since
it can only generate random variable in a block manner. since
the rearranged sequence only asymptotically approaches the
required PSD, the block size needs to be set to relatively
large. This makes it ineffective for wireless communication
simulation. In [12], the summation of real sinusoid is explored
where all the amplitude, phase and frequency of the sinusoids
could be used to derive the final random variable. So that the
PDF could be controlled by amplitude and phase. And the PSD
could be controlled by the selection of frequency component.
But it can only be used to generate symmetric PSD.
To eliminate the limitations of existing methods, this paper
uses Gaussian random variable filter method so that once the
filter coefficients are determined, the channel gain random
variable can be generated in real time. But in contrast to using
complex Hermite Expansion to find the non-linear effect of
Inverse Transform Sampling, our proposed method considers
the ITS non-linear effect for PSD as distortion for the filter
response. By taking into consideration of the non-linear effect
of the ITS directly, Particle Swarm Optimization (PSO) is then
used to find the pre-distorted filter solution. PSO is widely
used to optimize various non-linear problems since it is first
proposed in [13] due to its simpleness and effectiveness for
implementation. As a population based stochastic algorithm,
the concept of PSO is simple and inspired by birds flocking
and fish schooling. It uses a preset number of random particles
which represents a point in the solution space to search for a
globally optimized answer to minimize a cost function.
This paper uses PSO to search for a pre-distorted filter that
can correct the distortion caused by the non-linear effect of
ITS so that the combined output generates the required PSD
while the ITS will guarantee the generated variable meets
the required PDF. Compared to existing methods, it has no
assumption for PSD and PDF and it can generate the channel
gain random variable in real time after the filter coefficients are
found by PSO. The rest of the paper is organized as follows.
Firstly a wireless channel model is illustrated where the chan-
nel gain could be modeled as a random variable following the
Non-Gaussian distribution with a specific Doppler spectrum.
Then the proposed solution for the generation of the Non-
Gaussian variable is discussed in detail. Finally the numerical
simulation for random variable with specific distribution and
required PSD is presented to validate the proposed solution.
III. PROBLEM FORMULATION
A Single Input Single Output (SISO) wireless channel
model is shown in Fig. 2.
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Fig. 2. SISO Wireless Channel Model
The channel convolution effect could be described as [9,
p.44]
y(t) =
Z 1
 1
x(t  ⌧)h(t, ⌧)d⌧ (1)
where y(t), x(t), h(t, ⌧) is the received signal, transmitted
signal and channel impulse response at time t respectively. For
a SISO channel with N multiple paths, the h(t, ⌧) is modeled
as (2) [9].
h(t, ⌧) =
NX
i=1
ai(t) (⌧   ⌧i(t)) (2)
where ai(t), ⌧i(t) is the gain and delay at time t for ith path
respectively. The received signal could then be described in
(3)
y(t) =
NX
i=1
ai(t)x(t  ⌧i(t)) (3)
To simplify the discussion, we assume the channel is one tap
wideband channel which is a valid assumption nowadays due
to the wide use of Orthogonal Frequency Division Multiplex-
ing (OFDM) in wireless communication [14]. Then (3) could
be further simplified as
y(t) = g(t)x(t  ⌧) (4)
where g(t) =
NP
i=1
ai(t) is the aggregated channel gain and ⌧
is the one tap delay. The channel gain g(t) is assumed to be a
Wide Sense Stationary Process (WSS) which is normally valid
for wireless channel simulation for symbol recovery.
The problem could be summarized as to generate a random
variable G which represents the channel gain g(t) that satisfies
the two requirements at the same time: a specific Cumulative
Distribution Function (CDF) FG and a specific autocorrelation
function RG(⌧). This is equivalent to meet the requirement of
PSD and PDF at the same time.
IV. PROPOSED SOLUTIONS
A. Proposed Architecture for Noise Generation
Fig. 3 shows the model for the generation of the required
non-Gaussian variable from a Gaussian distributed variable W .
The Gaussian random variable sequence w(t) is filtered
before feed into the ITS block. Since the filtered version of
Gaussian variable is also Gaussian distributed, the ITS could
be designed with the assumption that its input is Gaussian
random variable. So that the ITS could be designed as:
G = F 1G (FW (w)) (5)
FilterW ITS
PSO Cost
w(t) g(t)
Fig. 3. Architecture of PSO based Non-Gaussian Noise Generation
where G is the generated random variable, F 1G is the inverse
of the desired CDF of G, FW is the CDF of Gaussian variable
and w is the sample from a Gaussian random Variable W .
The generated random number g(t) follows distribution
function FG no matter what filter coefficients are used since
the input to ITS is always Gaussian. So we can focus on
getting the right filter that can generate the right PSD for the
output of ITS.
The proposed solution works in two stage. In the first stage,
PSO is used to find the optimum filter coefficients. In the
Second stage, the Filter process the input of Gaussian random
numbers with the optimum coefficients.
B. Searching for Optimum Filter Coefficient by PSO
The number of filter coefficients defines the search space for
PSO. For filters with n coefficients, the ith particle pi could
be represented by the coefficients vector as:
pi = [ai1 ai2 · · · ain]T (6)
where ai1, ai1, ain is the filter coefficients for the ith particle
and [·]T denotes the transpose operator. Each particle then
tracks its local and global best location based on a performance
cost measurement function.
The cost function in PSO is to measure the error caused by
the deviation of each particle position to the optimum position.
In this paper, the error e is designed to be the Mean Squared
Error of generated PSD compared with the required PSD as
follows:
e =
1
K
KX
k=1
(Pg(k)  Pr(k))2 (7)
Where K is the number of frequency point to be measured,
Pg(k) is the kth frequency point of the generated random
variable PSD and Pr(k) is the kth frequency point of the
required PSD.
The location of each particle is then updated iteratively. The
(m + 1)th iteration of position pm+1i is then updated by its
mth position pmi and (m+ 1)th velocity v
m+1
i [15]:
pm+1i = p
m
i + v
m+1
i (8)
The velocity vm+1i is also derived iteratively from the m
th
iteration of velocity vmi , the detected local best location
pi lbest, the global best location pmgbest and their weight and
random number as follows[15]:
vm+1i = wiv
m
i +wlrl(p
m
i lbest pmi )+wgrg(pmgbest pmi ) (9)
where wi is the inertial weight, wl is the self adjustment
weight, wg is the social adjustment weight. The uniform
distributed random numbers rl and rg are used to explore the
solution space by adjust the steps and direction randomly.
Once the error e reaches the required level of accuracy
before the number of iterations exceeds threshold, it would be
concluded that the PSO has found a proper filter coefficients
with the required pre-distortion. Otherwise, manual check or
adjustment might be needed on PSO parameters.
V. NUMERICAL SIMULATION AND RESULT ANALYSIS
A first order AutoRegressive Model is used to verify the
effectiveness of the proposed algorithm. The required channel
gain is modeled as:
g(t) = ⇢g(t  1) + w(t) (10)
where ⇢ = 0.4 is used for the simulation, w is the Gaussian
random variable for reference. The required channel gain
needs to follow Rayleigh distribution for simulation. The PSO
is designed with the self adjustment weight set to 0.3 and
social adjustment weight set to 0.6 for the simulation. 25000
random numbers are generated for the comparison.
Fig. 4 illustrates the PDF of the original Gaussian noise
input and the generated Rayleigh noise to simulate the channel
gain. It shows that the generated noise follows Rayleigh
distribution after ITS.
Fig. 4. Generated Noise Follows the Required Rayleigh PDF with Gaussian
Noise as Input
Fig. 5 illustrates the PSD of the generated Non-Gaussian
noise using the proposed PSO based filter and the Sequence
Rearrangement Block Method.
To compare the similarity of the generated noise PSD to
the required PSD, the correlation between the generated PSD
and the required PSD is calculated in Table I. It shows that
the generated random variables by both methods match to the
required PSD. PSO based Filter method has slightly lower
correlation value. This is also evidenced from Fig. 5 where
Fig. 5. Generated Noise Follows the Required PSD for Proposed Method
at higher frequency it deviates slightly from the required
PSD. Part of the reason could be due to the numerical error
generated from the optimization process. But the proposed
PSO based filter method could be used to generate continuous
noise while the Sequence Rearrangement Block method can
only generate noise block by block thus delay is unavoidable.
TABLE I
COMPARISON OF CORRELATION TO THE REQUIRED PSD
Algorithm Name Correlation to Required PSD
PSO Based Filter Method 0.9126
Sequence Rearrangement Block Method 0.9158
VI. CONCLUSION
A PSO based method for generating colored Non-Gaussian
noise that meets both the requirements of PSD and PDF
is proposed. The numerical simulation result confirms its
effectiveness. The benefit of this new method is that the
complexity of deriving the required pre-distortion for the filter
is replaced with a simple PSO search method. And once the
required filter coefficients are found, the generation of non-
Gaussian noise could be done in real time by filtering and
ITS. Compared to block based methods or other analytical
methods, it is more suitable for real time wireless channel
simulation. The limitation for the proposed method is that
the inverse of the required PDF needs to be available. Future
investigation would be suggested on the verification of the
validity for various PDFs and PSDs that might be useful for
wireless channel gain simulation.
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