Abstract
Introduction
One key feature of model checking [1] is its ability to produce counterexamples [2] . We study finite counterexamples that describe infinite executions, i.e., the "lassoshaped" counterexamples appearing in LTL model checking with Büchi automata [3] .
The question of minimal or shortest counterexamples is mentioned often in connection with bounded and symbolic model checking [9, 11] , but the methods are quite different from the case of explicit state spaces. Minimal counterexamples in explicit state spaces have recently been studied in [6] , where a depth-first search (DFS) is applied in a novel fashion. Heuristic approaches to short counterexamples have been studied in [12] and, in combination with partial order reductions, in [5] .
It is widely thought that finding minimal counterexamples in polynomial time requires the shortest paths from all states to all states, storing a quadratic amount of information [6] . We show that O(n log n) memory suffices.
Our algorithm is based on breadth-first search (BFS), which is usually considered too expensive memory-wise. However, one recent study of properties of state spaces [10] suggests that the maximum queue size in BFS is not exceedingly large when compared to the stack size of DFS.
Another feature is, that we only find two key states and the length of a minimal counterexample. The counterexample itself must be generated from this information. This limitation avoids the use of predecessor pointers for states. If there is enough memory, the predecessor pointers can be stored with no extra time cost. The reconstruction is not as expensive as it would seem at first, since a limited version of DFS can be used to generate the minimal counterexample at low cost.
Our approach is not well suited for detecting whether a counterexample exists; other algorithms [3, 7, 4] are better for detection. Instead, the algorithm uses the length of an existing counterexample as an upper limit while it finds a minimal counterexample. Our algorithm also explores transitions backwards, which imposes restrictions on the representation of the state space.
There are of course other criteria for the usefulness of counterexamples besides length, for example, when explaining the behaviour described by counterexamples as in [8] . Our approach focuses on minimality in the number of transitions (or states), but application to other notions of minimality is not excluded.
The rest of the article is organized as follows: in Section 2 we first explore the properties of minimal counterexamples, reducing the problem to a simple graph-theoretic one. In Section 3, the algorithm is developed using the theoretical results. In addition, the correctness of the algorithm is proven along with a brief analysis of its time-complexity. We also provide some optimizations for further reductions. The results of experiments are presented and analysed in Section 4.
Figure 1. A counterexample
Through the rest of the paper we use the words "edge" and "transition" interchangeably, when talking about the elements of E in the state space.
Definition 2 Let (V, E, F,ŝ) be a state space.
• A sequence of states s 1 s 2 · · · s n is a path iff ∀i;
If n > 1, we say the path is nontrivial.
• A nontrivial path • s 0 =ŝ, and
In other words, a counterexample is a path from the initial state to a cycle that contains at least one Büchi state. Such a cycle is henceforth called an accepting cycle. A minimal counterexample is a counterexample with a minimal number of transitions. Please note that, by our definition, a counterexample has at least two states. Throughout the rest of the paper, we use s 0 s 1 · · · s l · · · s f · · · s n to denote a counterexample with s l = s n and s f ∈ F . We sometimes write f = l + m, n = l + m + k, when we wish to emphasize the length of the different parts of the counterexample. In such a counterexample, the state s l is called the loop state.
The following lemma states, that a minimal counterexample is found by finding states that minimize the sum of the three shortest paths under the constraint that one of the two latter paths must be nontrivial. 
Proof: Using the definitions and Lemma 1: 3. Follows directly from the minimality of l + m + k.
The following lemma is used later to show that some states can never be a part of a minimal counterexample:
Proof: There clearly cannot be a state 
The Algorithm

Design of the Algorithm
A shortest path from one state to another is found using breadth-first search. The basic philosophy of our approach is to do three BFSs, one to find the depth of each state, one to find the shortest path from a Büchi state to all other states
Figure 2. A simple algorithm for minimal counterexamples
and one to find the shortest path from other states to the Büchi state. The first two are found using a regular BFS, whereas the last one is found using a backwards search that explores edges backwards.
The naïve algorithm would be the one in Figure 2 . In this algorithm, we assume BFS 1 to be a regular breadthfirst search that stores the depth of a state s as s.d [1] , the depth being 0 for the initial state of the search. BFS 2 (f ) is assumed to explore transitions backwards, storing the depth of a state s in s.d [2] . This depth is equal to the length of a shortest path from s to the state f . BFS 3 is just like BFS 1 , except it also finds the distance from the state f to itself. This means that f.d [3] is never 0, and may even be ∞, if the state is not reachable from itself.
From Lemma 1, it should be obvious that the naïve algorithm finds the length of a minimal counterexample along with its Büchi state and loop state, the storing of which is omitted from the code for brevity.
Construction of the counterexample itself can be done by a guided DFS that uses the depth-fields acquired in the BFS search. No predecessor pointers need to be stored, when this approach is used.
To be able to optimize the algorithm, we use interleaving of the three BFS searches. In order to do this we define an object called StepBFS. We assume, as before, that a state has fields d [1] to d [3] for storing the distances found in the three searches.
The StepBFS uses the function CHECKCE defined in Figure 2 to detect counterexamples as it proceeds. Each instance of StepBFS knows which kind of search it is. Type 1 is a forward search that begins from the initial state of the state space. Type 2 is a backward search that is started object: StepBFS = from a Büchi state. In line 17, the adjacent transitions are assumed to be numbered 1 for outgoing (forward) and 0 for incoming (backward). Type 3 is again a forward search, but it has the special feature of not setting the depth of its init state to 0 at first. This is in order to find a shortest path from the state to itself.
Each time the STEP method is invoked, StepBFS goes through all the states in its frontier, generates their descendants and puts them in the queue. If the type of the search is 1, the method returns all newly found Büchi states. Other- In Figure 4 the main program of our algorithm is given. Initially, we assume that C is the length of a counterexample, ∞ if we wish to use the algorithm for detection. In this version we search for shallow Büchi states, start two StepBFSs for each such Büchi state and search for counterexamples interleaving the searches step by step. The number of steps taken and whether to take a backward or forward step next, is controlled by three functions ACTIVE, CHOOSE and UPDATE. Some of the optimizations we define later can be implemented in these functions. For correctness it is sufficient that they satisfy the following properties.
• ACTIVE(B i ) returns true if it is still possible to find smaller counterexamples by proceeding with B i . Clearly this is satisfied, e.g., by returning true iff there are still states in the queue of B i .
• UPDATE(B i ) removes from the queue of B i only states that can not be a part of a minimal counterexample. This is satisfied, e.g., by doing nothing.
• CHOOSE chooses which B i to proceed next such that
The algorithm in this form is still quite close to the naïve algorithm, but providing more optimizations would require too much space.
Proof of correctness
We first analyze the behaviour of the StepBFS object. Each object has a queue Q, which initially contains only the initial state of the corresponding search. Proof: Line 3 in MAIN is the only place, where StepBFS is initialized with init / ∈ F , but there the search type is 1. Its STEP always returns a (possibly empty) set of states that is a subset of F . These states are the only states that ever appear as the init of subsequent instances of StepBFS.
Lemma 4
Because StepBFS implements a BFS, the following lemma is self-evident.
Lemma 6 When StepBFS with init = s and type ∈ {1, 3} executes STEP() and sets t.d[n] = x, then δ(s, t) = x. If type = 2, then δ(t, s) = x.
Theorem 1 If the method CHECKCE(t) updates C, then there is a counterexample of the length that becomes the new value of C.
Proof: First note, that CHECKCE is only ever called if the corresponding StepBFS has type = 1. If the value of C is changed when calling CHECKCE(t) in lines 24 and 29, the state t has already been given the value t.d [i] for i = 1, 2, 3, since one of them would otherwise be infinite, and C would not be updated.
Assume t = init. Then, as StepBFS is only ever initialized with init ∈ F , it is clear that init.d [1] + depth is the length of a counterexample: the length of a shortest path to init and a shortest path from init to itself.
Next, assume t = init. Since, according to Lemma 6, Lemma 5 , the claim becomes obvious.
t.d[1] = δ(ŝ, t), which is the depth of t, t.d[2] = δ(t, init), and t.d[3] = δ(init, t), in light of
Theorem 1 guarantees that the algorithm never reports too short a counterexample. Now we proceed to show that a minimal counterexample is found, by analyzing the MAINand FBSEARCH-procedures.
Lemma 7 Assume s
Proof: We know from Theorem 1 that C is never set to a value smaller than n. Firstly, suppose that there are no other counterexamples of length n such that s f is in their accepting cycle. Since s l · · · s f is a shortest path from s l to s f and s f · · · s n a shortest path from s f to s n , it is sufficient to show that both B 2 and B 3 eventually reach s l . But the required properties of ACTIVE, CHOOSE and UPDATE given before guarantee this for lines 7 -11, by definition.
Secondly, if there are other counterexamples of the same length with s f in their accepting cycle, (there cannot be smaller because of minimality), either a loop state of one of those counterexamples is found by both searches, and C set to n, or s l is found by both searches. To establish the termination of MAIN, notice first, that the while-loop at lines 4-10 terminates iff each FBSEARCH terminates, since we assume there is a counterexample. But we already know that ACTIVE, CHOOSE and UPDATE guarantee this.
Theorem 2 (Correctness) There is a minimal counterexample s
The naïve algorithm clearly has time complexity O((V + E) · F ), since BFS is O(V + E) and it is executed at most twice for each Büchi state. Since F may be linear in the number of states the worst case complexity is O(V 2 +V ·E). The number of times FBSEARCH is called in MAIN depends on C, the length of the counterexample found thus far. When a shorter counterexample is found, it may reduce the number of times FBSEARCH is called even further.
The memory consumption is that of the queues plus the three depth fields for each state. The depth, of course, is at most V , requiring log V memory, which makes a total of O(V · log V ).
Optimizations
There are ways of reducing the time and memory consumption in many cases, while retaining the core algorithm, by implementing some optimizations in the procedures CHOOSE, UPDATE and ACTIVE. The optimizations we implemented were:
• CHOOSE selects the StepBFS that has a smaller queue.
The idea is to keep the number of states in the queues as small as possible.
• ACTIVE and UPDATE apply the theory explored in Section 2, implementing the following: In many cases, these optimizations are most efficiently implemented by checking the conditions already at the time the states move into a queue, making it unnecessary to actually remove them later.
Experiments
Implementation
We compared two algorithms: our algorithm, which we call "3B" and a depth-first-based search introduced in [6] , which we call "GMZ". We recorded the number of transitions explored every time an algorithm improved the shortest found counterexample to measure the rate of convergence. The reason for recording the number of transitions instead of measuring time is that it does not depend on implementation issues, fluctuations in CPU load, differences in computers, amount of memory etc. This was an important consideration, since we used a variety of computers to run our experiments.
We also compared the number of states in the data structures of the algorithms (DFS stack and the longest BFS queue). Whenever 3B added a state to any of its BFS queues, the maximal queue length counter was updated, if necessary. The maximal stack size in GMZ was assumed to be equal to the length of the counterexample the algorithm was given, which in our opinion is a fair comparison.
Because the GMZ algorithm is in theory exponential in the worst-case, we set an upper limit to the number of transitions it explores. The execution of GMZ was stopped if the transition counter exceeded value 2 31 − 1 = 2147483647. The length of the shortest counterexample found before
Before the compared algorithms were run, we used the traditional double search algorithm [3] to find a counterexample in the state space. When a counterexample was found, it was given to both algorithms as a starting point.
The algorithms were implemented in Python language. The experiments were run simultaneously on 40 Linux workstations (2.6-3.0 GHz CPU, 512-1024 MB memory). Each workstation ran searches for two state spaces at a time. The execution of all the experiments consumed over a year of processor time.
State spaces
The algorithms were run on 7651 state spaces, all of which contained a counterexample. These state spaces were divided into two disjoint sets.
The first set was constructed from two variations of a model of a leader election protocol for arbitrary networks. The echo algorithm is described in [13, Chapter 7] . The models were combined with LTL formulae that stated some interesting properties of the protocol. Three of the resulting state spaces had a counterexample. Minimal counterexamples were searched from these state spaces, the sizes of which varied from 40 000 to 105 000 states and 50 000 to 205 000 transitions.
Unlike the first set, in which the models and the LTL formulae are from a single (real) verification example, the second set was much more diverse. It was constructed from 144 state graphs that have been studied in [10] . These state graphs had no propositions, so in order to generate a product with a Büchi automaton, we assigned new (random) state propositions to their states. New randomizations were done for each product. We used 196 Büchi automata generated from random LTL formulae in the second set.
The procedure for random assignment of state propositions was the following. First, assign completely random truth values for the propositions in the initial state of the state graph. The total number of the propositions n is the same as in the Büchi automaton that is going be put in the product. Second, starting from the initial state, go through the state graph in BFS order. Whenever a new state is found, assign the same truth values in its propositions as its parent has, and then, with probability n/(n + 1), change the truth value of one of the propositions. Trivial state spaces and state spaces without counterexamples were thrown away after generating the product.
The sizes of the product spaces in the second set varied from 19 to 440 000 states, and 39 to 3 700 000 transitions. The densities of the product spaces were between 1.1 
Results and analysis
The results in the first set of state spaces is presented in Table 1 . In the table, the input counterexample length is given first, then the lengths of the shortest counterexamples 3B and GMZ found during their executions. The third column tells the number of transitions explored at the time the shortest counterexamples was found, the fourth is the number of transitions explored at the time the algorithm finished or was stopped. The last column contains the maximum number of states in the longest queue or the stack.
We can see, that GMZ was always aborted before it was able to find a minimal counterexample. 3B had no limit to the number of transitions, so the shortest counterexample found by it is always minimal. In some cases, 3B actually explored billions of transitions. Even in those cases, it did find minimal counterexamples before 330 000 transitions were traversed, whereas GMZ was often unable to improve on the upper limit counterexample it was given.
There were no significant differences in queue and stack sizes of the algorithms in the first set. When comparing the number of transitions explored, 3B was clearly better than GMZ in finding a minimal counterexample, but GMZ did find some improvements extremely quickly.
The performance of the algorithms in the second set of state spaces is illustrated in Figure 5 . The graphs present how short a counterexample is found after a given number ") means that the shortest found counterexample is as short as a minimal counterexample and 1 ("Start") that it is as long as the counterexample given to the algorithms as an upper limit. The number of explored transitions is presented on the X axis, which is logarithmically scaled.
The dashed lines represent percentiles. From them we can observe that GMZ performed very well in half of the searches. After a hundred transitions explored, in 25 % of the searches, it has found a counterexample that is at most very slightly longer than a minimal one. In half of the cases GMZ was able to find a minimal or almost minimal counterexample before 50 000 transitions was explored. By contrast, 3B needed to explore 120 000 transitions before half of the searches had found a minimal counterexample.
However, the behaviour of 3B turned out to be much more regular than GMZ's. In nine cases out of ten, it found a minimal counterexample before 10 million transitions had been explored. Furthermore, 3B found a minimal counterexample practically always before the hundred millionth transition was explored. By comparison, in the worst 10 % of the searches by GMZ, 60 % of the gap between a minimal and initial counterexamples remained, when the search was stopped due to exceeding the transition counter limit.
Conclusions
Finding a minimal counterexample is a nontrivial task. The BFS-based method we introduced is able to do it at low cost in time and reasonable cost in memory, at least in theory. Our algorithm is feasible, if it is important to be certain about the minimality of counterexamples.
The algorithm does have one drawback, when applied to model checking. As it needs to explore some transitions in the reverse direction, it may be impractical. One possible line of research for the future would be to design an algorithm, based on the properties of minimal counterexamples, that would not require backward transitions. A naïve implementation of such an algorithm is easy to see: simply check all states for shortest paths to the current Büchi state. Perhaps some optimizations may be devised to overcome the apparent cubic time consumption of such an algorithm. The other possibility is to try to make backward exploration of transitions more accessible in practice.
