Absolute double differential cross sections (DDCS) have been measured for the ionization of gas-phase uracil (C 4 H 4 N 2 O 2 ) by 0.5, 1.0, and 2.0 MeV proton impacts. Measurements were performed by secondary electron spectroscopy using a 45
I. INTRODUCTION
The ion-impact ionization of atoms and molecules has been studied extensively in the past [1] [2] [3] [4] [5] [6] [7] [8] . Experimental studies range widely from traditional measurements of electron emission cross sections, as reviewed in [1] [2] [3] [4] , to multiple differential cross-section measurements [5] [6] [7] [8] . Because of a wide range of application fields such as thermonuclear fusion, biology, and medical therapy, ionization cross sections of water and hydrocarbon molecules have been investigated for a long time [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . More recently, rather complicated biological molecules like nucleobases have received increasing attention. Tabet et al. [20] measured proton-impact total ionization cross sections (TICS) of nucleobases such as adenine and uracil by means of time-of-flight fragment ion measurements at proton energies below 150 keV. Moretto-Capelle and Le Padellec [21] measured energy distributions of secondary electrons emitted from uracil by protons with energies below 100 keV. As for high-energy heavy ion impacts, Agnihortri et al. have measured the total ionization cross sections of uracil bombarded by highly charged C q+ and O q+ ions (q 4) at energies of 0.1-78 MeV [22] . Theoretical studies on such nucleobases have also been performed extensively by using various theoretical models. Abbas et al. [23] and Lekadir et al. [24] obtained TICS of nucleobases by proton and alpha particles by using a classical trajectory Monte Carlo method combined with the classical over barrier approximation (CTMC-COB). Champion et al. obtained cross sections by the first-order Born approximation [25] . They presented not only TICS but also double-and single-differential cross sections for electron emission from nucleobase molecules. These cross sections are abbreviated in the following as DDCS and SDCS, respectively.
It is known that secondary electrons play an important role in radiation-induced biological effects [26] [27] [28] . Indeed, in a collision with fast charged particles, a large number of electrons may be produced in a Bragg peak region where incident ions lose most of their kinetic energies. These electrons may induce ionization and fragmentation of neighboring * itoh@nucleng.kyoto-u.ac.jp molecules when the kinetic energies of impacting electrons are sufficiently high. Also, low-energy electrons of below 50 eV, which are produced predominantly in fast ion-atom collisions, are known to induce damages to DNA or RNA bases via dissociative electron attachment [26, 27] .
To achieve precise understanding and predictions about the role of secondary electrons, it is essentially important to know the energy and angular distributions of these electrons. However, reliable experimental cross sections for biological molecules are still largely lacking at present.
Upon this motivation we started recent measurements of ionization cross sections of nucleobase molecules by means of electron spectroscopy and reported a series of MeV energy proton-impact data for adenine molecules (C 5 H 5 N 5 ) in two papers [29] which will be referred to as Ref. I hereafter.
In this work, we extend measurements to an RNA base uracil target (C 4 H 4 N 2 O 2 ) by 0.5-2.0 MeV proton impact. Quantum-mechanical calculations are also performed in an impact energy range of 0.05-10 MeV by using the first-order Born approximation with correct boundary conditions, cited as CB1 hereafter. Experimental and theoretical results for differential and total cross sections are examined in detail. A comparison is also made with a simple analytical formula proposed by Stolterfoht et al. [4] using the model of classical Rutherford knock-on collisions.
II. EXPERIMENT
The experimental apparatus and procedure to obtain cross sections are described in detail in our previous paper of Ref. I, and only an essential outline is described below. A beam of protons with energies 0.5, 1.0, and 2.0 MeV was produced by a Van de Graff accelerator of the Quantum Science and Engineering Centre heavy ion accelerator facility of Kyoto University. The beam was collimated to a size of about 1 × 3 mm 2 by a magnetic lens and charge-purified by a magnetic charge selector before entering a collision chamber. After collision with a gaseous uracil target, the beam was collected by a Faraday cup. A typical beam current was about 50 nA. Simultaneously, we also detected projectile particles scattered into forward angles of 2.5
• to determine the effective target thickness of uracil. An effusive molecular beam target of uracil was produced from crystalline uracil powder of 99% purity contained in a 5.3-cm-long stainless steel oven placed inside a copper container equipped with two cylinder-shaped heaters. The measurements of secondary electrons were carried out at an oven temperature of 473 K. The molecular beam of uracil was ejected through an outlet aperture of 1 mm in diameter placed at the top of the oven and was trapped by a water-cooled copper plate placed at 100 mm above the proton beam line. The position of the outlet aperture was 3 mm below the beam line. A base pressure of the collision chamber was kept below 2 × 10 −7 Torr during the experiment. Ejected electrons were analyzed by a 45
• parallel plate electrostatic spectrometer mounted on a turntable controlled by a pulse motor. Electrons were detected by a channel electron multiplier (CEM). The residual or Earth's magnetic field inside the collision chamber was reduced to less than a few mG by double permalloy magnetic shields. Measurements were carried out in an electron energy ( ) range of 1.0-1000 eV at emission angles (θ ) from 15
• to 165
• at 15
• intervals with respect to the direction of the H + beam. The energy resolution / of the electron spectrometer was 8% at FWHM. To collect efficiently low-energy electrons of a few eV, a positive bias of 40 V was applied as an extraction voltage into the spectrometer.
By using DDCS σ ( ,θ), the cross sections SDCS and TICS are obtained, respectively, as
with m 1000 eV.
III. THEORY

A. Quantum-mechanical calculation
In the present work, the biomolecule is described via its molecular orbitals by employing the quantum chemical GAUSSIAN 03 program. Briefly, let us note that the target wave functions were computed at the Hartree-Fock level optimized at the MP2/6-31G(d) computational level, i.e., by including correlation calculations at the second order of perturbation theory MP2 and by using GAUSSIAN-type orbitals added to a double-zeta valence shell and polarization orbitals on nonhydrogen atoms. Total-energy calculations were then performed in the gas phase with the GAUSSIAN 09 software at the RHF/3-21G level of theory. Furthermore, the ionization potentials also calculated at the RHF/3-21G level have shown a very good agreement with the experiments [30] . The effective number of electrons relative to any atomic component of each molecular orbital was derived from a standard Mulliken population analysis [31] .
Under these conditions, the target molecule ionization cross sections, whatever their degree of differentiation, were seen as a linear combination of atomic orbital (LCAO) cross sections corresponding to the different component of the investigated target (H, C, N, O) weighted by the effective occupation electron number, namely
where N refers to the number of molecular orbitals of the impacted biomolecule (N = 29 for uracil) while N j denotes the total number of atomic components of the j th molecular orbital, σ at,i the corresponding atomic orbital cross sections, and ξ j,i the effective number of electrons involved in the present LCAO description. For more details, we refer the reader to our previous work [25, 31] . In the CB1 model, the initial and final wave functions are chosen as (in atomic units)
and
where the vectors x and R give the position of the active electron and the projectile with respect to the center of mass of the target, respectively, k denotes the momentum of the ejected electron seen from the target, and K α and K β the momenta of the reduced particle of the complete system in the entry and exit channels, respectively, with Z p being the projectile charge and Z * T an effective target charge. N * (a) refers to the conjugate of the quantity N (a) = exp(πa/2) (1 − ia). Besides, φ α (x)and φ β (x) describe the bound electron wave function in the entry channel and a plane wave described from the target framework in the exit channel, respectively. Note that the asymptotic boundary conditions associated with the projectile-active electron interaction are preserved, but ϕ + α presents a one-target center character. In the exit channel [see Eq. (4)], an asymptotic version of this interaction is also considered (depending on R), which will be valid under the dynamic condition k v (x R). So, in the CB1 approximation for ionization, correct boundary conditions are only satisfied in this restricted coordinate space region. Thus, ϕ − β presents also a one-target center character. It must also be mentioned that the application of the active electron Schrödinger equation on the wave function in Eq. (3) results in
with the perturbative potential given by
where s is the position vector of the active electron with respect to the projectile. Finally, note that in the present quantum-mechanical calculations, the effective target charge Z * T is taken as Z * T = −2n 2 α ε α , where n α refers to the principal quantum number of each atomic orbital component used in each molecular orbital expansion whereas the active electron orbital energy ε α is related to the ionization energies B j of the occupied molecular orbitals by ε α = −B j . Each molecular orbital is thus described by using a basis of effective atomic ones. 
B. Classical calculation
Analytical formulas for SDCS and TDCS were derived by Stolterfoht et al. [4] . They obtained the following expressions within the framework of the classical binary Rutherford collision. The classical SDCS is given by
with c j = ln
where a 0 is the Bohr radius (0.53 × 10 −8 cm), E R the Rydberg energy (13.6 eV), and T = mv 2 /2 the kinetic energy of the electron of mass m and the velocity v same as the incident proton. The TICS obtained by integrating the above equation over is
The calculation was made over all subshell electrons including 1s shells. 
IV. RESULTS AND DISCUSSION
Ionization cross sections
Figures 1, 2, and 3 show DDCS obtained for gas phase uracil molecules impacted by 0.5, 1.0, and 2.0 MeV, respectively. All these numerical data are presented in the Supplemental Material [32] . The uncertainties in the absolute value of the measured DDCS are 11-15%. The theoretical values by the CB1 calculation are depicted by red dashed lines in these figures.
One can see that the experimental and theoretical values coincide fairly well at all emission angles besides a low-energy region of 7 eV. Peaks observed at about 250, 350, and 450 eV are attributed to K-LL Auger electrons ejected from carbon, nitrogen, and oxygen, respectively. The classical binary encounter peaks expected at = 4T cos 2 θ are well reproduced by CB1 calculation at small θ 's.
Experimental cross sections increase with decreasing electron energy down to about 7 eV and then decrease at lower energies, while theoretical values keep increasing in this energy range. As reported in Ref. I this "hump" behavior was also observed for adenine but not for Ar target for which cross sections are nearly flat being in agreement with the data of Toburen et al. tabulated in [33] . It is interesting to note that the hump becomes sharper as the incident proton energy increases; e.g., compare the data between 0.5 and 2 MeV. Although the origin causing this hump structure is not clear at present, it should be noted that the DDCS spectra were well reproduced in several repeated measurements under different conditions. Namely, measurements were done at different target pressures by changing the oven temperature and by changing the height of the oven. Effects due to stray magnetic fields from the heater are ruled out because measurements were also done under a power-off condition of the oven heaters at desired temperatures. A possible explanation is the absorption of low-energy electrons by collision with gas molecules in the chamber. If so, however, this absorption effect does not explain why it is large at 2.0-MeV impact compared to lower-energy impacts. In conclusion, therefore, it remains as an open question. Figure 4 shows a comparison of experimental SDCS with theoretical results of CB1 and classical Rutherford cross sections from Eq. (7). Experimental results are in excellently good agreement with CB1 above 10 eV. As mentioned above, the discrepancy at energies below 7 eV increases with increasing proton energy. However, it should be kept in mind that discrepancies in this region do not contribute significantly to the values of TICS obtained by integrating the SDCS spectra. We found the difference of TICS obtained by using flat cross sections instead of measured values is only 5% at 2 MeV and less than 1% at 0.5 MeV.
It is noteworthy that the Eq. (7) gives nearly the same order of magnitude as the quantum-mechanical calculation except the electron energy region from a few eV to 100 eV. Here, we point out that Eq. (7) approaches the B j -independent cross section at higher electron energies of B j . Under this condition, the SDCS becomes proportional to the [24] . Experimental value at 80 keV (closed circle) is taken from [20] . . Hence, the ratio between these two values is 45.8, which is a good measure of the effective number of target electrons contributing to ionization as discussed in [13, 34] . Similarly, these ratios are 41.8 and 50 for 0.5 and 2.0 MeV, respectively. Suffice it to say, these values are very close to 42, the total number of valence shell electrons of uracil rather than the actual total number of electrons of 58. This is because the binding energies of valence electrons lie between B 1 = 9.5 eV and B 21 = 37.9 eV, which are one order of magnitude smaller than the 1s electrons. Figure 5 shows TICS for uracil molecules as a function of the incident proton energy. Together with the present theoretical results of CB1 and Eq. (9), the CTMC-COB results of Lekadir et al. [24] are also shown. Our experimental results are in fairly good agreement with all these theoretical curves within about 20%. An experimental value plotted at 80 keV, obtained by Tabet et al. [20] from time-of-flight measurements of fragment ions, is obviously too large compared to other data.
Finally, the scaling property of TICS is described briefly. The scaling property of proton-impact ionization cross sections has been considerably investigated by Toburen et al. for various polyatomic molecules [9] [10] [11] . They found that cross sections are well scaled within ±15% in terms of the number of weakly bound target electrons n v of each molecule. As shown in [10] , the total ionization cross sections σ t at a given proton energy are well proportional to n v , showing straight lines connecting experimental values of molecules of up to benzen (n v = 30). We found in Ref. I that these scaling lines can be extended to adenine (n v = 50). Here, the cross sections for uracil (n v = 42) are also found to lie on these lines reasonably as demonstrated in Fig. 6 . The formula of best-fit lines in units of 10 −16 cm 2 are obtained as σ t = 0.282n v (0.5 MeV), 0.163n v (1.0 MeV) and 0.094n v (2.0 MeV). The validity of this scalability is simply because the velocities of weakly bound electrons of C, N, and O are much slower than the incident protons and ionization cross sections for these electrons do not differ greatly.
V. CONCLUSION
Experimental and theoretical investigations have been performed for the ionization of gas phase uracil molecules bombarded by 0.5, 1.0, and 2.0 MeV protons. The experimental values of DDCS, SDCS, and TICS are in fairly good agreement with theoretical calculations of both quantum-mechanical and classical methods. It is noted that the simple analytical formula proposed by Stolterfoht et al. [4] gives also equivalent cross sections. Investigation should be extended more to other polyatomic molecules as the origin of discrepancies between experiment and theory remains unknown.
