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Abstract
How to deal with nonignorable response is often a challenging prob-
lem encountered in statistical analysis with missing data. Paramet-
ric model assumption for the response mechanism is often made and
there is no way to validate the model assumption with missing data.
We consider a semiparametric response model that relaxes the para-
metric model assumption in the response mechanism. Two types of
efficient estimators, profile maximum likelihood estimator and profile
calibration estimator, are proposed and their asymptotic properties
are investigated. Two extensive simulation studies are used to com-
pare with some existing methods. We present an application of our
method using Korean Labor and Income Panel Survey data.
Key Words: Profile maximum likelihood estimation; Calibration estima-
tion; Nonignorable nonresponse; Semiparametric response model; Instrumen-
tal variable.
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1 Introduction
Statistical analysis with missing data is an area under extensive research in
recent years. To analyze partially missing data, the first step is to understand
the response mechanism that causes missingness in the data. If the missing-
ness for the study variable is conditionally independent of that variable, con-
ditional on the other auxiliary variables, the response mechanism is called
missing at random or ignorable, in the sense of Rubin (1976). Otherwise,
the response mechanism is called missing not at random or nonignorable.
It is more challenging to handle nonignorable nonresponse because the as-
sumed response model cannot be verified from the observed study variables
only and the response model may not be identifiable. Some identification
assumptions are often made for the response model for the sake of making
a valid inference from the incomplete data. Furthermore, the parametric
model approach is known to be sensitive to the failure of the assumed para-
metric model (Kenward, 1998). To obtain a robust result, it is desirable to
make the weakest possible model assumptions on the response mechanism.
Kim and Shao (2013) contains a comprehensive review of the methods for
parameter estimation under nonignorable nonresponse.
Instead of making parametric model assumptions for the response mech-
anism, we consider a semiparametric response model which allows more flex-
ibility for the response mechanism. The semiparametric response model was
first considered in Kim and Yu (2011), but the proposed method requires a
validation sample for estimating model parameters. Shao and Wang (2016)
also considered the same semiparametric model and proposed a parameter
estimation method based on a calibration approach (Kott and Chang, 2008).
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The proposed method of Shao and Wang (2016) is not necessarily efficient.
We consider more efficient parameter estimation methods under the same
semiparametric response model.
We consider the following goals to meet in this paper. First of all, by
taking the profile maximum likelihood estimation and profile calibration
approach, we propose more efficient estimators under the semiparametric
response model than the previous proposed estimator in Shao and Wang
(2016). Next, we also propose a more efficient estimator for mean functional
than the inverse probability weighted estimator used in Shao and Wang
(2016). However, the proposed method can be computationally heavy as it in-
volves another nonparametric estimator for the outcome model in addition to
the nonparametric part in the response model. To solve this problem, we pro-
pose an approach using a parametric working model for the outcome model
in the same spirit of the generalized estimating equation (Liang and Zeger,
1986). Under such approach, when the working model is well-specified, the
asymptotic variance form is not changed compared with an estimator when
using a nonparametric model for the outcome model. Additionally, even
when the working model is mis-specified, the estimators for the response
probability and mean functional are still consistent.
The paper is organized as follows. In Section 2, the basic setup and the
model are introduced. In Section 3, the proposed method for estimating the
parameters in the semiparametric response model is presented. In Section
4, estimation of mean functional using the proposed method is discussed. In
Section 5, results from two extensive simulation studies are presented. In
Section 6, we present an application of the proposed method using Korean
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Labor and Income Panel Survey data. Some concluding remarks are made
in Section 7.
2 Basic setup
Let (X, Y ) be a vector of random variables from F , completely unspecified,
and Y is subject to missingness. We are interested in estimating µ = E(Y )
from the n independent observations of (xi, δi, δiyi), i = 1, · · · , n, where δi
is the response indicator function of yi, that is, δi = 1 if yi is observed and
δi = 0 otherwise. If the response mechanism is ignorable in the sense that
P (δ = 1 | x, y) = P (δ = 1 | x), (1)
then parameter estimation in the model f(y | x) can be made without an
explicit model assumption for the response mechanism. If assumption (1) is
believed to be unrealistic, then we often make a strong model assumption on
P (δ = 1 | x, y), such as
P (δ = 1 | x, y) = pi(x, y;φ) (2)
for some known function pi(·) ∈ (0, 1] with unknown parameter φ. For exam-
ple, the logistic regression model
pi(x, y;φ) =
exp(φ0 + φ1x+ φ2y)
1 + exp(φ0 + φ1x+ φ2y)
(3)
can be used in the response model (2). Estimating the model parameter in
(2) is challenging because the model can be non-identifiable. A sufficient
condition for model identification is to assume that x = (x1, x2) and x2 is
conditionally independent of δ given (x1, y). Variable x2 is called nonresponse
instrumental variable (Wang et al., 2014).
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Under the correct specification of the parametric response model and in-
strumental variable assumption, several methods are available for estimating
the parameter φ. There are mainly four approaches: (1) maximum likelihood
estimation approach (Riddles et al., 2016; Morikawa et al., 2017), (2) calibra-
tion approach based on Generalized Method of Moments (Chang and Kott,
2008; Shao and Wang, 2016; Morikawa and Kim, 2017), (3) empirical like-
lihood approach (Qin et al., 2002; Tang et al., 2014), (4) pesudo likelihood
approach (Tang et al., 2003; Zhao and Shao, 2015). Note that (2) and (3)
are essentially the same (Morikawa and Kim, 2018; Qin, 2017). Elaborating
on the first and the second approaches, we propose estimation methods under
the following semiparametric response model, which is a more general class
than the parametric response model. The semiparametric response model is
represented as
pi(x, y) =
exp{g(x)− γy}
1 + exp{g(x)− γy} , (4)
where g(·) is completely unspecified. This model was firstly introduced in
Kim and Yu (2011).
There are two things to note about this model. First, this is a more
flexible model compared with commonly used parametric logistic models such
as (3). Secondly, it is also viewed as a natural extension of the nonparametric
response model in the ignorable case (Hirano et al., 2003) by fixing γ = 0.
Although this semiparametric response model has the above good properties,
it was required that γ is either known or estimable from a validation sample.
Shao and Wang (2016) introduced an estimation method without using a
validation sample by assuming the existence of x2 in x = (x1, x2), which is the
nonresponse instrumental variable. Under this assumption, g(x) becomes a
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function of x1. We also assume this assumption for handling the identification
problem of γ.
3 Estimation under semiparametric response
model
Under the semiparametric response model (4) and nonresponse instrumental
variable assumption, we propose new methods for estimating g(x1) and γ.
We denote the true g(x1) as g
∗(x1) and the true γ as γ
∗ for clarity. We also
write the evaluating function of γ and g at γ∗ and g∗ as ·|γ∗ and ·|g∗.
Under the semiparametric response model in (4), we can obtain
E
{
δ
pi(X1, Y )
− 1 | X1 = x1
}
|g∗,γ∗= 0,
which leads to
exp{gγ(x1)} =
E
{
δ exp(γY ) | x1
}
E
{
1− δ | x1
} , exp{g∗(x1)} = exp{gγ(x1)} |γ∗ .
For fixed γ, we can use nonparametric methods to estimate exp{gγ(x1)}.
More specifically, when the sample space is continuous, we can use a Kernel
regression estimator
exp{gˆγ(x1)} =
∑n
i=1 δi exp(γyi)Kh(x1 − x1i)∑n
i=1(1− δi)Kh(x1 − x1i)
,
where Kh is a kernel with bandwidth h.
When the sample space is discrete, we can use
exp{gˆγ(x1)} =
∑n
i=1 δi exp(γyi)I(x1 = x1i)∑n
i=1(1− δi)I(x1 = x1i)
,
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where I(·) denotes an indicator function. For the convenience of notation,
whether the sample space is continuous or not, we denote them as
exp{gˆγ(x1)} =
E˜
{
δ exp(γY ) | x1
}
E˜{1− δ | x1}
.
Then, as discussed in Shao and Wang (2016), the profile response probability
is obtained:
pip(x1i, yi; γ) =
exp{gˆγ(x1i)− γyi}
1 + exp{gˆγ(x1i)− γyi} .
Using the above profile response probability, we take two approaches for
the estimation of γ: (1) maximum likelihood estimation approach, (2) cal-
ibration approach. In both cases, the idea is to use pip(x) in the objective
function, which is considered to be suitable when g(x1) is known, in the
same spirit of the profile likelihood approach in Murphy and Van Der Vaart
(2000). Note that once γ is estimated, we can use pip(xi, yi; γˆ) as the es-
timated profile response probability. Here, we first explain the maximum
likelihood estimation approach and the calibration approach later.
3.1 Maximum likelihood estimation approach
To compute the maximum likelihood estimator in the missing data setting, we
usually take two directions: (1) maximizing observed likelihood, (2) solving
mean score equation. We start with the second direction. In appendix, we
show that the estimator derived from the second perspective can also be
interpreted from the first perspective.
When g(x1) is known, the observed score equation is
0 =
n∑
i=1
[
δi
{
1− pi(x1i, yi; g∗, γ)
}
yi − (1− δi)E0
{
pi(X, Y ; g∗, γ)Y | xi
}]
,
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where E0[·] denotes the expectation with respect to the distribution of y
given x among δ = 0. By replacing g(x1) with gˆγ(x) and E0[piy | xi] with a
nonparametric estimator, the estimator γˆp−score is defined as the solution to
0 =
n∑
i=1
[
δi
{
1− pip(x1i, yi; γ)
}
yi − (1− δi)
E˜
{
δ exp(γY )pip(X1, Y ; γ))Y | xi
}
E˜
{
δ exp(γY ) | xi
} ].
(5)
This is based on the following relationship (Kim and Yu, 2011):
E0
{
e(X, Y ) | x} = E1
{
exp(γY )e(X, Y ) | x}
E1
{
exp(γY ) | x} ,
where e(x, y) is any function of (x, y).
We now derive asymptotic results of the estimator obtained from (5).
By imposing technical conditions, we can ensure consistency by following
Theorem 5.11 in van der Vaart (2002). For detail, see appendix. We obtain
the following lemma as a first step. This lemma is also important in the next
subsection for developing a new estimator from the calibration approach.
Lemma 3.1 We define the right hand side of (5) as t(w). Under certain
conditions, we have
1
n
t(w) =
1
n
n∑
i=1
{
δi
pip(x1i, yi; γ)
− 1
}
E
{
δ exp(γY )pip(X, Y ; γ) | x
}
E
{
δ exp(γY ) | x} + op(n−1/2).
Based on this lemma, we obtain the following result.
Theorem 1 The asymptotic variance of γˆp−score is n
−1A−11 B1A
−1
1 where
A1 = E
[
O(X, Y )pi(X, Y )(Y −E0[Y | X1])
{
E0(piY | X)− E0(piY | X1)
}] |g∗,γ∗ ,
B1 = E
[
O(X, Y )
{
E0(piY | X)− E0(piY | X1)
}2] |g∗,γ∗ ,
and
O(X, Y ) =
1− pi(X, Y )
pi(X, Y )
= exp
{− g(X1) + γY }.
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In practice, the estimator γˆp−score is unstable because of the double use
of kernel estimators. Instead of using a kernel estimator for the calculation
of the conditional expectation E0(piy | xi), one can also use a model f(y |
x, δ = 1; β) for a density y given x and δ = 1 and apply fractional imputation
(Kim, 2011). We can replace the conditional expectation term in (5) with∑s
j=1 exp(γyij)pip(x1i, yij; γ)yij∑s
j=1 exp(γyij)
,
where {yij}sj=1 is a s-size sample obtained from the conditional density f(y |
x, δ = 1; βˆ) and βˆ is the maximum likelihood estimator based on the observed
samples. Throughout our work, we call the conditional distribution of Y
given X and δ = 1 as an outcome distribution and f(y | x, δ = 1; β) as a
working parametric model. To avoid confusion, we write the estimator using
this working parametric model as γˆpw−score.
3.2 Calibration approach
Here, we consider the calibration approach (Chang and Kott, 2008). Based
on this approach, when X2 is a discrete random variable taking values from
1 to l, Shao and Wang (2016) introduced an estimator from the following
moment conditions
n∑
i=1
{
δi
pip(x1i, yi; γ)
− 1
}
v(x2i) = 0, (6)
where v(x2) = (I(x2 = 1), · · · , I(x2 = l))⊤, using Generalized Method of Mo-
ments (Hansen, 1982) .
Although this estimator does not require a validation sample for estimat-
ing γ, its performance is unstable because of the poor choice of v(x2i) in the
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the moment condition. We consider a broader class of estimators based on
the following moment conditions:
n∑
i=1
{
δi
pip(x1i, yi; γ)
− 1
}
m(xi; γ) = 0, (7)
where m(x; γ) is a function vector of x including parameter γ. We call this
estimator γˆp−gmm.
Here, the problem is how to choose the control variablem(x; γ) in (7). We
can easily deduce that the efficiency will increase as we increase the dimension
of m(x; γ). However, for the current problem, the response probability pip
includes a kernel estimator; thus, the calibration estimator (7) from using
a high-dimensional m(x; γ) is computationally heavy. Thus, we suggest two
one-dimensional moment conditions by deriving an asymptotic result of the
estimator based on (7).
The asymptotic result of the calibration estimator from (7) is given in
the following theorem.
Theorem 2 The asymptotic variance of the estimator γˆp−gmm is
n−1A−1m BmA
−1
m :
Am = E
(
O(X, Y )pi(X, Y )
{
Y − E0(Y | X1)
}[
m(X ; γ)− E0
{
m(X ; γ) | X1
}]) |g∗,γ∗ ,
Bm = E
(
O(X, Y )
[
m(X ; γ)− E0
{
m(X ; γ) | X1
}]2) |g∗,γ∗ .
There are two things to note. First, when g(x1) is known, the term
E0[Y | X1] and E0[m(X) | X1] will vanish. Second, a consistent estimator
for the asymptotic variance, which can be used to construct a confidence
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interval, is derived as Aˆ−1m BˆmAˆ
−1
m :
Aˆm =
1
n
n∑
i=1
1− pˆii
pˆii
δi
{
yi − E˜0(Y | x1i; γˆ)
}{
m(xi)− E˜0
{
m(X) | x1i; γˆ
}}
,
Bˆm =
1
n
n∑
i=1
1− pˆii
pˆii
[
m(xi)− E˜0{m(X) | x1i; γˆ}
]2
,
where pˆii = pip(xi, yi; γˆ) denotes an estimated response probability.
Based on the result of Theorem 2, two choices of one-dimensional m(x;φ)
can be suggested. The first choice is the function appearing in Lemma 3.1.
This function is derived by maximum likelihood estimation; thus, we can
expect a good performance. Specifically, the estimator γˆp−ca1 is defined as
the solution to (7) using
m(x; γ) =
E˜
{
δ exp(γY )pip(X1, Y ; γ)Y | x
}
E˜
{
δ exp(γY )|x} ,
which is an approximation of the term in Lemma 3.1.
The second choice of m(x; γ) is
E˜
{
δ exp(γY )Y |x}
E˜
{
δ exp(γY )/pip(X1, Y ; γ)|x
} .
We call the estimator from this m(x; γ) as γˆp−ca2. This is an approximation
of E
{
O(X, Y )piY | X}/E{O(X, Y ) | X}. This choice is based on an op-
timal m(x) if there are no E0
{
m(X) | X1
}
and E0(Y | X1), that is, g(x1)
is known. This result is already known in other literature from different
perspectives (Rotnitzky and Robins, 1997; Morikawa and Kim, 2017). We
derive this result from a more direct approach.
Lemma 3.2 When g(x1) is known, the asymptotic variance is minimized
when m∗(X) = E
{
O(X, Y )piY | x}/E{O(X, Y ) | x}.
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Although g(x1) is unknown in practice and the optimality does not hold
in general, we can still consider this function as a good candidate of m(x; γ).
Finally, we derive asymptotic results of two estimators.
Theorem 3 The asymptotic variance of the estimator γˆp−ca1 is the same
as n−1A−11 B1A
−1
1 , which is given in Theorem 1, γˆp−score. The asymptotic
variance of γˆp−ca2 is n
−1A−12 B2A
−1
2 .
A2 = E
{
O(X, Y )pi {Y − E0(Y | X1)}
(
E{O(X, Y )piY | X}
E{O(X, Y ) | X} − E0
[
E{O(X, Y )piY | X}
E{O(X, Y ) | X} | X1
])}
|g∗,γ∗ ,
B2 = E
{
O(X, Y )
(
E{O(X, Y )piY | X}
E{O(X, Y ) | X} − E0
[
E{O(X, Y )piY | X}
E{O(X, Y ) | X} | X1
])2}
|g∗,γ∗ .
We can see that the asymptotic variance of γˆp−score and γˆp−ca1 are the same.
This result is natural because m(X) derived from the asymptotic analysis
of γˆp−score is directly used for the construction of the estimator γˆp−ca1. As
for the comparison between γˆp−ca1 and γˆp−ca2, it is difficult to say which
one is superior theoretically. In § 5, we experimentally confirm that the two
estimators perform similarly. In addition, the asymptotic variances can be
estimated like γˆp−gmm. However, in the case of γˆp−ca2, it might be difficult
to estimate practically because of triply nested expectations.
To avoid using kernels twice, we can use a parametric model for the
density of Y given X and δ = 1 to calculate the conditional expectation.
As in the previous section, write the estimators using f(y | x, δ = 1; βˆ) as
γˆpw−ca1 and γˆpw−ca2. For these estimators, the following asymptotic property
holds. This result is similar to the property of generalized estimating equation
(Liang and Zeger, 1986).
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Lemma 3.3 When the working parametric model f(y | x, δ = 1; β) is well-
specified, the forms of the asymptotic variance of γˆpw−ca1 and γˆpw−ca2 are the
same as in Theorem 3. When the working parametric model f(y | x, δ = 1; β)
is mis-specified, γˆpw−ca1 and γˆpw−ca2 are
√
n-consistent.
Note that γˆpw−score has a different asymptotic property compared with
γˆpw−ca1 and γˆpw−ca2. When the parametric model is well-specified, the form
of the asymptotic variance of γˆp−score will be changed from that of Theorem
1. In addition, when the parametric model is mis-specified, γˆp−score is not
consistent anymore. Therefore, γˆpw−ca1 is considered to be more robust than
γˆpw−score although asymptotic variances of γˆp−ca1 and γˆp−score are the same.
Between γˆpw−ca1 and γˆpw−ca2, it is difficult to say which one is superior
theoretically in terms of statistical efficiency. We can state that γˆpw−ca2 is
computationally superior to γˆpw−ca1 because if the parametric working model
belongs to an exponential family, the function m(x; γ) can be calculated
analytically without relying on Monte Carlo integration (Morikawa et al.,
2017).
4 Estimation of mean functional
We have discussed estimation of γ so far. Here, we discuss estimation for the
mean functional µ ≡ E(Y ). We can consider the following three estimators:
µˆipw =
1
n
n∑
i=1
yi
pip(x1i; γˆ)
, µˆmp =
1
n
n∑
i=1
[
δiyi + (1− δi)
E˜
{
δ exp(γˆY )Y | xi
}
E˜
{
δ exp(γˆY ) | xi
} ],
end
µˆdb =
1
n
n∑
i=1
[
δiyi
pip(x1i; γˆ)
+
{
1− δi
pip(x1i; γˆ)
}
E˜
{
δ exp(γˆY )Y | xi
}
E˜
{
δ exp(γˆY ) | xi
}
]
.
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The estimator µˆipw was used in Wang et al. (2014). However, if we con-
sider the original motivation of the semiparametric response model first in-
troduced in Kim and Yu (2011), it will be natural to use the estimator µˆmp.
The estimator µˆdb is introduced using the analogy of doubly robust estima-
tor in the ignorable case (Robins et al., 1994). Note that this estimator is
different from other doubly robust form estimators in the nonignorable case
(Miao and Tchetgen Tchetgen, 2016; Morikawa and Kim, 2017).
When γˆ is a
√
n-consistent estimator, the following asymptotic result can
be established.
Theorem 4 Under certain regularity conditions, for estimators µˆipw , µˆmp
and µˆdb, we have
µˆipw = C1 + C2 + C3 + op(n
−1/2),
C1 =
1
n
n∑
i=1
E0(Y | x1i), C2 = 1
n
n∑
i=1
δi
pii
{yi −E0(Y | x1i)} , C3 = H1(γˆ − γ∗),
µˆdb = µˆmp + op(n
−1/2) = D1 +D2 +D3 + op(n
−1/2),
D1 =
1
n
n∑
i=1
E0(Y | xi), D2 = 1
n
n∑
i=1
δi
pii
{yi − E0(Y | xi)} , D3 = H2(γˆ − γ∗),
where
H1 = E
[
(1− pi) {Y −E0(Y | X1)}2
] |g∗,γ∗ , H2 = E [(1− pi) {Y −E0(Y | X)}2] |g∗,γ∗ .
There are three things to note. First, we can see that the asymptotic
variances of µˆmp and µˆdb are the same. This result makes sense if you
consider the ignorable case, which has been well established in literature
(Rotnitzky and Vansteelandt, 2014). Second, the asymptotic variance of es-
timators µˆmp and µˆdb are generally smaller than that of µˆipw because the
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estimators use more information in the conditional expectation of µˆmp and
µˆdb. Third, the asymptotic variance can be estimated by taking the variance
in the expression of Theorem 4.
We can also use the working parametric model for calculating the con-
ditional expectation for E0(Y | X). We write the estimators as µˆw−mp and
µˆw−db. We have the following properties.
Lemma 4.1 When the working parametric model f(y | x, δ = 1; β) is well-
specified, the forms of the asymptotic variance of µˆw−mp and µˆw−db are not
changed from that of Theorem 4. Also, when the working parametric model
is well-specified, µˆw−db is consistent.
This suggests that when the parametric outcome model is used, µˆw−db
is considered to be superior to µˆw−mp because even if this model is mis-
specified, µˆw−db is consistent, while µˆw−mp is not generally consistent. It is
related to a doubly robust form estimators in nonignorable nonresponse cases
(Miao et al., 2015; Miao and Tchetgen Tchetgen, 2016) although our estima-
tor µˆw−db has a different form. They proposed doubly robust estimators in
the sense that it is consistent even if the underlying baseline response model
(g(x1)) or outcome model (f(y | x, δ = 1)) is mis-specified under the correct
assumption of an odds ratio model (exp(γY )). In our setup, the response
model g(x1) is nonparamaetric, and therefore cannot be mis-specified. Our
proposed estimator µˆw−db is robust in the sense that the estimator is con-
sistent under the correct assumption of the odds ratio model even if the
outcome model is mis-specified.
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5 Simulation Study
We conducted two simulation studies to compare the performance of the es-
timators for γ and µ. For the estimators of γ, we compared γˆp−gmm, γˆp−score,
γˆp−ca1 and γˆp−ca2 or γˆp−gmm, γˆpw−score, γˆpw−ca1 and γˆpw−ca2. Note that the es-
timator γˆp−gmm with m(x) = x corresponds to a baseline estimator proposed
in Wang et al. (2014). In the estimator γˆp−gmm, we adopt x1 as m(X). For
the estimation of mean functional µ, we compared three estimators: µˆipw,
µˆmp and µˆdb or µˆipw, µˆw−mp and µˆw−db. We consider simulations under three
conditions: (1) X and Y are discrete, (2) Y and X2 are continuous and X1
is discrete, and (3) X and Y are continuous. For the case of (3), see next
section. In all cases, the parameter values under the missing data models
were chosen so that the overall missing rate was about 30%.
5.1 Case where X and Y are discrete
Let X1 be a categorical random variable taking values {0, 1, 2, 3} and Y
be a binary variable taking values {0, 1} and Z be a binary variable taking
value {0, 1}. The random variable X1 follows a multinomial distribution with
probability (0.25, 0.25, 0.25, 0.25) and the random variable X2, independent
of X1, follows a Bernoulli distribution with probability 0.5. The random
variable Y follows a Bernoulli distribution with probability 1/{1+ exp(1.3−
(X1−1.6)2−1.5X2)}. The random variable δ follows a Bernoulli distribution
as follows; M1: pi(X1, Y ) = 1/{1+exp(−φ0−φ1X1+γY )}, where (φ0, φ1, γ) =
(0.2, 0.8, 0.6), M2: pi(X1, Y ) = 1/{1 + exp(φ0 + φ1X1 + φ2X21 + γY )}, where
(φ0, φ1, φ2, γ) = (0.2,−0.4, 0.7, 0.6), and M3: pi(X1, Y ) = 1/{1 + exp(φ0 +
φ1 sin(X1) + γY )}, where (φ0, φ1, γ) = (−1.6,−0.8, 0.6). The simulation is
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Table 1: Monte Carlo mean square error (MSE) and bias of γ when X and
Y are discrete
Model n γˆp−gmm γˆp−score γˆp−ca1 γˆp−ca2
M1 1000 Bias 0.09 0.01 0.04 0.03
MSE 0.94 0.61 0.44 0.46
4000 Bias 0.00 0.01 0.01 0.01
MSE 0.16 0.10 0.10 0.10
M2 1000 Bias 0.08 0.02 0.01 0.01
MSE 0.52 0.39 0.34 0.35
4000 Bias 0.00 0.00 0.00 0.00
MSE 0.11 0.086 0.088 0.088
M3 1000 Bias 0.07 0.02 0.01 0.01
MSE 0.43 0.35 0.32 0.33
4000 Bias 0.02 0.00 0.00 0.00
MSE 0.090 0.072 0.072 0.072
replicated 500 times with two sample sizes; 1000 and 4000. Here, as all the
variables are discrete, we use a nonparametric model for y given x and δ = 1.
The result for the estimation of γ and µ are presented in Table 1 and
Table 2 respectively. First, we can see that our proposed estimators perform
better than the baseline estimator γˆp−gmm in terms of mean square errors.
Next, it is seen that µˆmp and µˆdb are superior to µˆipw in terms of efficiency,
which is consistent with our theory in Theorem 4. Finally, it is confirmed
that when the sample size is large (n = 4000), mean square errors of γˆp−score
and γˆp−ca1 are almost the same. This matches to theoretical results in § 3.
It is also seen that mean square errors of γˆp−ca1 and γˆp−ca2 are almost the
same.
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Table 2: Monte Carlo mean square error (MSE) for µ when X and Y are
discrete. Multiplied by 1000.
Model n γˆp−gmm γˆp−score γˆp−ce1 γˆp−ce2
M1 1000 µˆipw 0.92 0.73 0.73 0.73
µˆmp 0.89 0.73 0.73 0.73
µˆdb 0.89 0.73 0.73 0.73
4000 µˆipw 0.32 0.24 0.24 0.24
µˆmp 0.31 0.24 0.24 0.24
µˆdb 0.31 0.24 0.24 0.24
M2 1000 µˆipw 1.33 1.04 1.01 1.01
µˆmp 1.32 1.01 0.99 1.00
µˆdb 1.32 1.01 0.99 1.00
4000 µˆipw 0.35 0.28 0.28 0.27
µˆmp 0.34 0.27 0.27 0.27
µˆdb 0.34 0.27 0.37 0.27
M3 1000 µˆipw 129 128 128 129
µˆmp 1.32 1.17 1.17 1.17
µˆdb 1.32 1.17 1.17 117
4000 µˆipw 122 123 122 122
µˆmp 0.27 0.24 0.24 0.24
µˆdb 0.27 0.24 0.24 0.24
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5.2 Cases where X1 is discrete and Y,X2 are continuous
Let X1 be a binary random variable, whose distribution is described above,
and X2 be an uniform distribution U [−1, 1]. As for the random variable Y ,
we make an assumption for the conditional distribution of Y given X and
δ = 1, and also pi(X, Y ) = P (δ = 1|X, Y ). Note that the distribution of
Y is uniquely determined by these two distributions. For the generation of
samples in this setting, see Morikawa et al. (2017). First, let the distribution
of Y given X and δ = 1 be a Gaussian distribution N(−1.0 − 0.4X1 +
0.5X22 , 1.0) . Second, let the response mechanism be the following logistic
models; M1: pi(X1, Y ) = 1/{1+exp(−φ0−φ1X1+ γY )}, where (φ0, φ1, γ) =
(0.3, 0.4, 0.5), M2: pi(X1, Y ) = 1/{1+exp(−φ0−φ1X1−φ2X21 +γY )}, where
(φ0, φ1, φ2, γ) = (0.3, 0.3, 0.2, 0.5), and M3: pi(X1, Y ) = 1/{1 + exp(−φ0 −
φ1 sin(X1) + γY )}, where (φ0, φ1, γ) = (0.3, 0.3, 0.5).
We used a well-specified parametric outcome model to assist with
the calculation of the conditional expectation and compared γˆp−gmm,
γˆpw−score, γˆpw−ca1 and γˆpw−ca2. Note that the estimator for exp
{ − g(x1)}
is still constructed from an empirical distribution without using a kernel
estimator. For the calculation of the condition expectation term based on
Monte Carlo integration, which appears in the objective function of γˆpw−score,
γˆpw−ca1 and γˆpw−ca2, we obtain 500 samples from the auxiliary distribution
f(y | x, δ = 1; βˆ). However, in the case of γˆpw−ca2, actually, we can perform
calculation analytically because f(y | x, δ = 1; β) is a normal distribution
(Morikawa and Kim, 2017). We write the estimator relying on Monte Carlo
integration as γˆpw−ca2−s and the other that does not rely on Monte Carlo
integration as γˆpw−ca2−a.
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Table 3: Monte Carlo mean square error (MSE) and bias of γ when X1 is
discrete, and X2, Y are continuous
Model n γˆp−gmm γˆpw−score γˆpw−ca1 γˆpw−ca2−a γˆpw−ca2−s
M1 2000 Bias 0.54 0.05 0.03 0.01 0.01
MSE 1.30 0.27 0.41 0.36 0.36
4000 Bias 0.53 0.02 0.01 0.02 0.01
MSE 1.27 0.15 0.19 0.18 0.21
M2 2000 Bias 0.61 0.05 0.07 0.08 0.09
MSE 1.25 0.27 0.45 0.39 0.40
4000 Bias 0.6 0.03 0.01 0.01 0.01
MSE 1.3 0.16 0.22 0.16 0.20
M3 2000 Bias 0.67 0.02 0.03 0.01 0.01
MSE 1.31 0.24 0.43 0.38 0.38
4000 Bias 0.62 0.03 0.02 0.01 0.01
MSE 1.32 0.13 0.18 0.14 0.16
The simulation is replicated 500 times with sample size 2000 and 4000.
The result is reported in Table 3 and 4. There are five things to note. First,
it is seen that all of the proposed estimators are superior to the baseline
estimator γˆp−gmm. Secondly, whether γˆp−ca1 or γˆp−ca2 is better depends on
the true distribution. Thirdly, the mean square error of γˆp−score is smaller
than that of γˆp−ca1 and γˆp−ca2. However, as noted earlier, γˆp−score is not
a consistent estimator when the working model is mis-specified. Fourth,
by comparing two estimator γˆp−ca2−s and γˆp−ca2−a, we can see the variance
increases negligibly due to Monte Carlo integration. Finally, it is seen that
µˆmp and µˆdb are superior to µˆipw in terms of mean square errors.
5.3 Coverage probability
We further examined the confidence intervals of γ and µ under the setting
§ 5.1 with n = 4000. As an estimator for µ, we adopted µˆmp. We nonpara-
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Table 4: Monte Carlo mean square error (MSE) for µ when X1 is discrete,
and X2, Y are continuous. Multiplied by 100.
Model n γˆp−gmm γˆpw−score γˆpw−ca1 γˆpw−ca2−a
M1 2000 µˆipw 29 9.3 11.4 9.9
µˆw−mp 11 2.4 3.8 3.5
µˆw−db 10 2.2 3.7 3.4
4000 µˆipw 29 5.4 5.5 5.4
µˆw−mp 11 1.4 1.6 1.7
µˆw−db 11 1.3 1.6 1.7
M2 2000 µˆipw 27 9.9 10 10
µˆw−mp 13 2.2 3.7 3.4
µˆw−db 12 2.2 3.7 3.3
4000 µˆipw 26 3.0 6.0 4.8
µˆw−mp 10 1.0 1.9 1.3
µˆw−db 10 0.9 1.9 1.3
M3 2000 µˆipw 35 8.5 12 12
µˆw−mp 12 2.3 4.2 3.6
µˆw−db 12 2.1 4.1 3.6
4000 µˆipw 20 6.1 5.9 5.8
µˆw−mp 11 1.4 1.8 1.5
µˆw−db 11 1.3 1.7 1.5
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Table 5: Coverage probability (CI) for γ and µ.
Model γˆp−gmm γˆp−ca1 γˆp−ca2
M1 γ 0.94 0.95 0.95
µ 0.94 0.95 0.94
M2 γ 0.93 0.94 0.95
µ 0.94 0.95 0.94
M3 γ 0.95 0.95 0.96
µ 0.94 0.95 0.95
metrically estimated the asymptotic variances based on the forms in the § 3
and § 4. Note that our method for constructing confidence intervals does
not rely on bootstrapping unlike Shao and Wang (2016) because there is no
guarantee that bootstrapping would work. The result is reported in Table 5
with the appropriate coverage rate.
6 Numerical illustration
We apply our method to the Korean Labor and Income Panel Survey
data, which was used in several papers (Kim, 2011; Shao and Wang, 2016;
Morikawa et al., 2017). These data include n = 2506 Korean residents and
four variables: the response variable y is income (106 Korean Won) in the
year, x1: income in the previous year, x2: gender, x3: age, x4: education
level, where x1 and y are continuous variables, and x2 has two categories, x3
has three categories, and x4 has two categories.
We made an artificial incomplete dataset by assuming the two response
models; M1: pi = 1/{1 + exp(−1.3 − 0.3√x1 − 0.2x1 + 0.6y)} and M2: pi =
1/{1 + exp(−1.2 − 0.5x1 + 0.6y)}. Thus, under the assumption of pi =
1/{1+exp(−g(x1)+ γy)}, we estimate γ and µ and their confidence interval
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Table 6: Estimated value and confidence interval (CI) of µˆw−db with signifi-
cant level α = 0.05. The true mean is 1.85.
Model γˆp−gmm γˆpw−ca1 γˆpw−ca2
M1 Value 1.80 1.86 1.86
CI(0.05) ±0.12 ±0.06 ±0.07
M2 Value 1.77 1.84 1.85
CI(0.05) ±0.19 ±0.08 ±0.09
according to γˆp−gmm, γˆpw−ca1 and γˆpw−ca2. As for γˆp−gmm, we used x2, x3,
x4 as nonresponse instrumental variables. For the estimation of µ, we used
µˆw−db. We used the bandwidth when regressing δ on X1 based on cross
validation using the np R package (Hayfield and Racine, 2008).
Note that the true mean income was 1.85, which is calculated using the
complete data. We reported an estimated value and confidence interval of
µ for each case in Table 6. We can see that γˆp−ca1, γˆp−ca2 are superior to
γˆp−gmm.
7 Discussion
We have developed several methods doing parameter estimation for the semi-
parametric response model. To summarize, we have the following practical
suggestions. When the instrumental variables are discrete, we recommend
using calibration estimators γˆp−ca1 or γˆp−ca2 for the estimation of γ by plug-
ging in a nonparametric estimator in the conditional expectation term and
then, estimating µ using the doubly robust form estimator µˆdb. When the
instrumental variables are continuous, we recommend using γˆpw−ca2 for the
estimation of γ and using µˆw−db for the estimation of µ with the aid of para-
metric working outcome model.
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For future research, the following directions will be considered. The first
is how to choose instrumental variables practically from available covariates.
One can consider the following three step procedure: (a) making several
models as in our work assuming each covariate is an instrumental variable,
(b) performing estimation and calculating estimated likelihood, (c) select
the model which maximizes the estimated likelihood. The second direction is
exploring more efficient estimators under the semiparametric response model
or under the semiparametric response model and parametric outcome model.
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A Proof of results
To derive asymptotic results, we assume the following conditions to
use Lemma 8.11 in Newey and Mcfadden (1994) and Theorem 6.18. in
van der Vaart (2002). Essentially, it requires three types of conditions: (1)
stochastic equicontinuity, (2) the objective function can be linearized with
respect to nonparametric components (this also includes a convergence rate
condition of nonparametric estimators), and (3) uniform convergence of the
differentiation of estimating equation with respect to a parameter of inter-
ests. For simplicity, we write down required conditions for Theorem 1 when
the sample space of X is continuous. For other theorems and results where
X is discrete, we can add conditions similarly.
We define
{
δ
pi(x,y;g,γ)
− 1
}
h(x; γ) as φ(w; g, γ). We denote the true g(x1)
as g∗(x1) and the true γ as γ
∗. For the norm of functional space including
g(x1), we introduce a norm ‖ · ‖ in a Ho¨lder space.
(C1): The response probability is uniformly bounded below from zero.
(C2): Wi = (Xi, Yi, Ri) are independent and identically distributed.
(C3): The parameter space Γ for γ is compact.
(C4): The kernel K(x) has bounded derivatives of order k, satisfies∫
K(x)dx = 1, and has zero moments of order up to m − 1 and nonzero
k-th order moment.
(C5): For all y, pi(·, y) and exp{gγ(·)} are differentiable to order k and
are bounded on an open set containing support of x.
(C6): There exists v ≥ 4 such that E(|δ exp(γY ) |v) and E(|1− δ|v), and
E(|δ exp(γY ) |v |x)f(x) and E(|1 − δ|v|x)f(x) are bounded for all supports
of x.
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(C7): As h → 0, n1−2/vh/ log n → ∞, n1/2h1+2k/ logn → ∞ and
n1/2h2k → 0.
(C8): 0 = E{φ(w; gγ, γ)} has a unique solution with respect to γ in the
interior of Γ. (This condition is needed for consistency. In that sense, it
overlaps the condition below. )
(C9): Consistency:(γˆp−gmm, gˆγˆ)
p→ (γ∗, g∗). This is discussed in Section
C.
(C10): The class of functions {φ(w; g, γ) : |γ − γ∗| < δ, ‖g − g∗‖ < δ} is
a Donsker class for some δ > 0.
(C11): The map γ → E{φ(w; γ, gγ)} is differentiable at γ∗, uniformly in
γ in a neighborhood of γ∗ with nonsigular derivative matrices.
(C12): The map (γ, g) → φ(w; γ, g) is continuous in L2 space induced
from a true distribution.
A.1 Proof of Theorem 2
We have:
0 =
1
n
n∑
i=1
{
δi
pi(x1i, yi; gˆγ, γ)
− 1
}
m(xi)
=
1
n
n∑
i=1
[δi{1 + exp(−gˆγ + γyi)} − 1]m(xi)
=
1
n
n∑
i=1
[δi{1 + exp(−gγ + γyi)} − 1]m(xi) + Rm(w)
=
1
n
n∑
i=1
{
δi
pi(x1i, yi; gγ, γ)
− 1
}
m(xi) + Rm(w), (8)
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where the residual term Rm(w) is equal to
1
n
n∑
i=1
δi [exp{−gˆγ(x1i)} − exp{−gγ(x1i)}]m(xi).
From the assumptions (C1)-(C8), we have
‖E{δ exp(γy) | x}f1(x)− E˜{δ exp(γy) | x}f1(x)‖ = op(n−1/4),
‖E(1− δ|x)f1(x)− E˜(1− δ|x)f1(x)‖ = op(n−1/4),∥∥∥∥∥E˜{δ exp(γy) | x}E˜{1− δ|x} − exp{−gγ(x)} − Rm2(w)
∥∥∥∥∥ = op(n−1/2),
where
Rm2(w) =
1
n2
n∑
i=1
n∑
j=1
δim(xi) exp(γyi)Kh(x1i, x1j)
1− δj − exp{−gγ(xi)}δj exp(γyj)
E{δ exp(γY ) | x1i} + op(n
−1/2).
Thus,
Rm(w) = Rm2(w) + op(n
−1/2)
=
(
n
2
)−1∑
i 6=j
2−1(ζij + ζji) + op(n
−1/2),
where
ζij = δim(xi) exp(γyi)Kh(x1i, x1j)
1− δj − exp{−gγ(x1i)}δj exp(γyj)
E{δ exp(γY ) | x1i} .
From the theory of U-statistics (van der Vaart, 1998), we have
Rm(w) =
1
n
n∑
i=1
{E(ζij|wi) + E(ζji|wi)}+ op(n−1/2)
=
1
n
n∑
i=1
E{δim(xi) exp(γyi) | x1i}1− δi − exp{−gγ(x1i)}δi exp(γyi)
E{δ exp(γY ) | x1i} + op(n
−1/2)
=
1
n
n∑
i=1
E{δm(X) exp(γY ) | x1i}
E{δ exp(γY ) | x1i}
{
1− δi
pi(x1i, yi; gγ, γ)
}
+ op(n
−1/2).
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From the first line to the second line, we use the fact E(ζij|wi) = 0 and
the order of the bias term of the nonparametric estimator is op(n
−1/2). By
plugging the above Rm(w) in (8) , we have
0 =
1
n
n∑
i=1
{
δi
pii(x1i, yi; gˆγ, γ)
− 1
}
m(xi)
=
1
n
n∑
i=1
{
δi
pii(x1i, yi; gγ, γ)
− 1
}[
m(xi)− E{δ exp(γY )m(X) | x1i}
E{δ exp(γY ) | x1i}
]
+ op(n
−1/2).
Therefore, the asymptotic variance is calculated as A−1BA−1:
A = ∇γE
(
1
n
n∑
i=1
{
δ
pi(X1, Y ; gγ, γ)
− 1
}[
m(X)− E{δ exp(γY )m(X) | X1}
E{δ exp(γY ) | X1}
])
|γ∗
= E
(
1
n
n∑
i=1
∇γ
{
δ
pi(X1, Y ; gγ, γ)
}[
m(X)− E{δ exp(γY )m(X) | X1}
E{δ exp(γY ) | X1}
])
|γ∗
= E
(
1− pi
pi
pi {Y − E(Y | X1, δ = 0)} [m(X)−E{m(X) | X1, δ = 0}]
)
|g∗,γ∗ ,
B = E
({
δ
pi(X1, Y ; gγ, γ)
− 1
}2 [
m(X)− E{δ exp(γY )m(X) | X1}
E{δ exp(γY ) | X1}
]2)
|γ∗
= E
(
E
[{
δ
pi(X1, Y ; gγ, γ)
− 1
}2
|X
][
m(X)− E{δ exp(γY )m(X) | X1}
E{δ exp(γY ) | X1}
]2)
|γ∗
= E
(
1− pi
pi
[m(X)− E{m(X) | X1, δ = 0}]2
)
|g∗,γ∗ .
Note that from the first line to the second line, the calibration condition is
used. From the second line to the third line, we used
∇γ
{
1
pi(x1, y; gγ, γ)
}
|γ∗
=
[
exp(−gγ + γy)y − exp(−gγ + γy)E{δY exp(γY ) | x1}
E{δ exp(γY ) | x1}
]
|γ∗
=
[
1− pi
pi
{y − E(Y | x1, δ = 0)}
]
|g∗,γ∗
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A.2 Proof of Theorem 3
We can replace the conditional expectation including the nonparametric com-
ponent with the expectation as follows because of the calibration condition.
This type of reasoning is already known in the literature. For example, see
Chapter 10.2 in Tsiatis (2006) and page 408 in van der Vaart (2002). Thus,
we obtain
1
n
n∑
i=1
{
δi
pii(x1i, yi; gˆγ, γ)
− 1
}
E˜{δ exp(γY )pi(X1, Y ; gˆγ, γ)Y |xi}
E˜{δ exp(γY ) | xi}
=
1
n
n∑
i=1
{
δi
pii(x1i, yi; gˆγ, γ)
− 1
}
E{δ exp(γY )pi(X1, Y ; gˆγ, γ)Y | xi}
E{δ exp(γY ) | xi} + op(n
−1/2).
(9)
If we substitute gˆγ(x1) in the conditional expectation with a linearlized esti-
mator as in the proof of Theorem 2.1, the expression (9) is equal to
1
n
n∑
i=1
{
δi
pii(x1i, yi; gˆγ, γ)
− 1
}
E{δ exp(γY )pi(X1, Y ; gγ, γ)Y |xi}
E{δ exp(γY ) | xi} + op(n
−1/2).
Then, as in the proof of Theorem 1, the above term is equal to
1
n
n∑
i=1
{
δi
pii(x1i, yi; g(x1), γ)
− 1
}[
q(xi)− E{δ exp(γY )q(X) | x1i}
E{δ exp(γY ) | x1i}
]
+ op(n
−1/2),
where
q(x) =
E{δ exp(γY )pi(X1, Y ; gγ, γ)Y |x}
E{δ exp(γY ) | x} .
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Then, the asymptotic variance is obtained as A−1BA−1:
A = ∇γE
(
1
n
n∑
i=1
{
δi
pii(X1i, yi; gγ, γ)
− 1
}[
q(Xi)− E{δ exp(γy)q(xi) | x1i}
E{δ exp(γy) | X1i}
])
|γ∗
= E
(
1
n
n∑
i=1
∇γ
{
δi
pii(X1i, Yi; gγ, γ)
}{
q(Xi)− E{δ exp(γy)q(Xi) | X1i}
E{δ exp(γY ) | X1i}
})
|γ∗
= E (O(X, Y )pi {Y − E0 (Y | X)} [E0{piY | X} −E0{pi(X, Y )Y | X1}]) |g∗,γ∗ ,
B = E
(
O(X, Y ) [E0{piY | X} − E0{pi(X, Y ; g, γ)Y | X1}]2
) |g∗,γ∗ .
From the second line to the third line, we use
E{E(piY | X, δ = 0) | X1, δ = 0} = E(piY | X1, δ = 0).
A.3 Proof of Lemma 3.1 and Theorem 1
We have
0 =
n∑
i=1
δi {1− pi(x1i, yi; gˆγ, γ)} yi + (1− δi)E˜{−δ exp(γY )pi(X1, Y ; gˆγ, γ))Y | xi}
E˜{δ exp(γY ) | xi}
=
1
n
n∑
i=1
{
δi
pii(x1i, yi; gˆγ, γ)
− 1
}
E{δ exp(γY )pi(X1, Y ; gˆγ, γ)Y |xi}
E{δ exp(γY ) | xi} + op(n
−1/2).
From the first line to the second line, we use a result in the proof of
Morikawa et al. (2017). This concludes the proof of Lemma 3.1. For the
rest of the proof, we leave it to the proof of Theorem 3.
A.4 Proof of Lemma 3.2
When g(x1) is known, the asymptotic variance is written as n
−1A−1BA−1:
A = E {O(X, Y )piY m(X)} |γ∗ = E [E {O(X, Y )piY | X}m(X)] |γ∗ ,
B = E
[
E {O(X, Y ) | X}m2(X)] |γ∗ .
30
We can use the Cauchy Schwartz inequality for the expectation:
A−1BA−1 ≥ E [E {O(X, Y ) | X}−1E {O(X, Y )piY | X}2] |γ∗
The equality holds when m(X ; γ) |γ∗ is a proportional to
E {O(X, Y ) | X}−1E {O(X, Y )piY | X} |γ∗ .
This concludes the proof.
A.5 Proof of Lemma 3.3
For the former statement, we can prove similarly as in Theorem 3. For the
latter statement, it is proved because estimators are reduced to the form of
γˆp−gmm when the outcome model is misspecified.
A.6 Proof of Theorem 4
First, we show the asymptotic form of µˆipw. Although a similar result is
obtained in Wang et al. (2014), our result is slightly different. The difference
is that E(y | x1, δ = 0), which appear in the terms of B1 and B2, is E(y | x1)
in their result.
The estimator can be expanded as:
µˆipw =
1
n
n∑
i=1
δiyi [1 + exp{−gˆγˆ(x1i)}+ γˆyi]
= J1 + J2 + J3 + op(n
−1/2),
31
where
J1 =
1
n
n∑
i=1
δiyi
pi(xi, yi; g∗, γ∗)
J2 =
1
n
n∑
i=1
δiyi exp(γˆyi) [exp{−gˆγ(x1i)} − exp{−gγˆ(xi)}]
J3 =
1
n
n∑
i=1
δiyi [exp{−gγˆ(xi) + γˆyi} − exp{−gγ∗(xi) + γ∗yi}] .
As in the proof of Theorem 2.1, the term J2 is
J2 =
1
n
n∑
i=1
E{δ exp(γˆY )Y | x1i}
E{δ exp(γˆY ) | x1i}
{
1− δi
pi(x1i, yi; gγˆ(x1), γˆ)
}
+ op(n
−1/2)
=
1
n
n∑
i=1
E{δ exp(γY )Y | x1i}
E{δ exp(γY ) | x1i} |γ
∗
{
1− δi
pi(x1i, yi; gγˆ(x1), γˆ)
}
+ op(n
−1/2)
=
1
n
n∑
i=1
E(Y | x1i, δ = 0)
{
1− δi
pi(x1i, yi; gγˆ(x1), γˆ)
}
+ op(n
−1/2)
=
1
n
n∑
i=1
E(Y | x1i, δ = 0)
{
1− δi
pi(x1i, yi; g∗(x1), γ∗)
}
+ op(n
−1/2)
− 1
n
n∑
i=1
δiE(Y | x1i, δ = 0) exp{−gγ∗(xi)} exp(γ∗yi){yi − E(Y | x1i, δ = 0)}(γˆ − γ∗)
From the first line to the second line, we have used a calibration condition.
From the third line to the fourth line, we have used a delta method. Similarly,
from the delta method, the term J3 is
J3 =
1
n
n∑
i=1
δiyi exp{−gγ∗(xi)} exp(γ∗yi){yi − E(Y | x1i, δ = 0)}(γˆ − γ∗) + op(n−1/2).
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Organizing the above result, we obtain
µˆipw = C1 + C2 + C3 + op(n
−1/2),
C1 =
1
n
n∑
i=1
E(Y | x1i, δ = 0),
C2 =
1
n
n∑
i=1
δi
pi(xi, yi; gγ∗ , γ∗)
{yi − E(Y | x1i, δ = 0)},
C ′3 = H
′
1(γˆ − γ∗),
where
H ′1 =
1
n
n∑
i=1
δi exp{−g∗(xi) + γ∗yi}{yi − E(y | x1i, δ = 0)}2
=
1
n
n∑
i=1
δi
(
1
pii
− 1
)
|g∗,γ∗ {yi − E(y | x1i, δ = 0)}2.
From Slutsky’s theorem, we have
C ′3 = E[(1− pi){Y −E[Y | x1i, δ = 0}2]|g∗,γ∗(γˆ − γ∗) + op(n−1/2).
This concludes the proof.
Next, we show the asymptotic form of µˆmp. From Theorem 1 in Kim
(2011), the following is yielded:
µˆmp =
1
n
n∑
i=1
δiyi
pi(xi; gγˆ, γˆ)
+
{
1− δi
pi(xi; gγˆ, γˆ)
}
E(δ exp(γ∗)Y | xi)
E(δ exp(γ∗Y ) | xi) + op(n
−1/2)
=
1
n
n∑
i=1
δi
pi(xi; gγˆ, γˆ)
{yi − E(Y | xi, δ = 0)}+ E(Y | xi, δ = 0) + op(n−1/2)
(10)
=
1
n
n∑
i=1
δi
pi(xi; gγ∗ , γ∗)
{yi −E[Y | xi, δ = 0]}+ E(y|xi, δ = 0) + op(n−1/2)
+H ′2(γˆ − γ∗),
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where
H ′2 =
1
n
n∑
i=1
δi{1− pi(xi)}
pi(xi)
|g∗,γ∗ {yi − E(Y | xi, δ = 0)} {yi −E(Y | x1i, δ = 0)} .
From the second line to the third line, we use the delta method. In addition,
we have
E
[
δi{1− pi(xi)}
pi(xi)
|g∗,γ∗ (yi −E(Y | Xi, δ = 0)) {yi −E(Y | X1i, δ = 0)}
]
=E [(1− δ){Y − E(Y | X, δ = 0)}{Y − E(Y | X, δ = 0) + E(Y | X, δ = 0)−E(Y | X1, δ = 0)}]
=E [{Y − E(Y | X, δ = 0)}{Y − E(Y | X, δ = 0) + E(Y | X, δ = 0)− E(Y | X1, δ = 0)}|δ = 0]P (δ = 0)
=E
[{Y −E(Y | X, δ = 0])2}|δ = 0]P (δ = 0)
=E
[
(1− δ){Y − E(Y | X, δ = 0)}2] = H2.
Slutsky’s theorem concludes the proof.
Next, we show the result of µˆdb. The estimator µˆdb is expanded as µˆmp:
µˆdb =
1
n
n∑
i=1
δiyi
pi(xi; gˆγˆ , γˆ)
+
{
1− δi
pi(xi; gˆγˆ , γˆ)
}
E˜{δ exp(γˆY )Y | xi}
E˜[δ exp(γˆY ) | xi]
=
1
n
n∑
i=1
δiyi
pi(xi; gˆγˆ , γˆ)
+
{
1− δi
pi(xi; gˆγˆ , γˆ)
}
E{δ exp(γ∗Y )Y | xi}
E{δ exp(γ∗Y ) | xi} + op(n
−1/2)
=
1
n
n∑
i=1
δi
pi(xi; gˆγˆ , γˆ)
{yi − E(Y | xi, δ = 0)}+ E(Y | xi, δ = 0) + op(n−1/2)
=
1
n
n∑
i=1
δi
pi(xi; gγˆ , γˆ)
{yi − E(Y | xi, δ = 0)− E(Y | x1i, δ = 0) + E(E(Y | xi, δ = 0) | x1i, δ = 0))}
+ E(Y | xi, δ = 0) + op(n−1/2)
=
1
n
n∑
i=1
δi
pi(xi; gγˆ , γˆ)
{yi − E(Y | xi, δ = 0)}+ op(n−1/2).
From the first line to the second line, the calibration condition is used to
replace the nonparametirc estimator with a true distribution. From the third
line to the fourth line, we use the same argument as in Theorem 1 to replace
gˆγˆ with gγˆ. The final line is the same expression as (10). This concludes the
proof.
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A.7 Proof of Lemma 4.1
For the former statement, we can use the same argument as in the proof
of Theorem 4. For the latter statement, when the working model is mis-
specified, there exists s(x) satisfying
E˜{δ exp(γˆY )Y | x; βˆ}
E˜{δ exp(γˆY ) | x; βˆ} = s(x; γˆ) + op(1).
Then, we have
µˆdb =
1
n
n∑
i=1
δiyi
pi(xi; gˆγ, γˆ)
+
{
1− δi
pi(xi; gˆγ, γˆ)
}
E˜{δ exp(γˆY )Y | xi}
E˜{δ exp(γˆY ) | xi}
=
1
n
n∑
i=1
δiyi
pi(xi; gˆγ, γˆ)
+
{
1− δi
pi(xi; gˆγ, γˆ)
}
s(xi; γˆ) + op(1)
=
1
n
n∑
i=1
δiyi
pi(xi; gˆγ, γˆ)
+ op(1) = µˆipw + op(1).
This concludes the proof.
B Interpretation of γˆp−score from the perspec-
tive of maximizing observed likelihood
By maximizing E{l(W ; gˆγ, γ) | Wobs}, where l(W ; gˆγ, γ) denotes a full-
likelihood, we can derive the following EM-type iterative estimator.
• E-step: calculate an approximation of an expected log-likelihood
E{log l(W ) |Wobs} as
L(γ) =
n∑
i=1
δi log pi(x1i, yi; gˆγ, γ) + (1− δi)hγˆt(xi; γ),
where
hγˆt(x; γ) =
E˜{δ exp(γˆtY ) log(1− pi(X, Y ; gˆγ, γ)) | x}
E˜{δ exp(γˆtY ) | x}
.
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.• M-step: maximize the above function with respect to γ. Update the
value as γˆt+1.
• By iterating E-step and M-step, we define the converge point as an
estimator γˆp−mle.
The estimator γˆp−mle is essentially equal to γˆp−score because of the follow-
ing reason. The estimator γˆp−score solves the equation E{∇γ log l(W ; gˆγ, γ) |
Wobs} = 0. It can be converted into an EM-style method. From this view-
point, when Ymis is imputed by W |Wobs in the E-step, solving the score
equation ∇γ log l(W ; gˆγ, γ) = 0 in γˆp−score is equivalent to maximizing the c
omplete-data profile log-likelihood log l(W ; gˆγ, γ) with respect to γ in γˆp−mle.
C Consistency of estimators
For simplicity, we discuss the consistency of the estimator γˆp−gmm based on
the expression (7). For the consistency of other estimators, we can prove
similarly. We define
mˆ(w; γ) =
{
δ
pip(x, y; γ)
− 1
}
h(x; γ), m(w; γ) =
{
δ
pi(x, y; gγ, γ)
− 1
}
h(x; γ).
For consistency of estimators based on profile semparametric estima-
tors, three conditions are needed (van der Vaart, 2002); (1) there exists a
Glivenko-Cantelli class F of functions with integrable envelope such that
P({mˆ(w; γ)} ∈ F ) → 1, (2) supγ∈Γ |mˆ(w; γ) − m(w; γ) | p→ 0 for all x,
and (3) there exists a point γ∗ ∈ Γ such that inf |γ−γ∗|>δ E{m(w; γ)} >
E{m(w; γ)}|γ∗ = 0 for every δ > 0.
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The first and second condition are technical conditions. These condi-
tion are reduced to more primitive conditions (Newey and Mcfadden, 1994),
which are immaterial for our work. The third condition is a common con-
dition for the consistency of M-estimators without plug-in nonparametric
estimators (van der Vaart, 1998).
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