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ABSTRACT
This paper presents an improved coefficient decoding method
for Matching Pursuit streams. It builds on the adaptive a
posteriori quantization of coefficients, and implements an
interpolation scheme that enhances the inverse quantization
performance at the decoder. A class of interpolation func-
tions is introduced, that capture the behavior of coefficients
after conditional scalar quantization. The accuracy of the in-
terpolation scheme is verified experimentally, and the novel
decoding algorithm is further evaluated in image coding ap-
plications. It can be seen that the proposed method improves
the rate-distortion performance by up to 0.5 dB, only by
changing the reconstruction strategy at the decoder.
1. INTRODUCTION
Representations with redundant dictionaries are known to
be beneficial for efficient signal approximation, especially
at low bit rates. This is due to the fact that most of the
energy of the signal can be captured by a few atoms. Re-
dundant approximations, though, are not easy to deal with,
due to the non-uniqueness of the solution. Matching Pursuit
(MP) [1] is a popular greedy algorithm that allows to find
a (suboptimal) solution with a limited complexity. The out-
put of the MP algorithm is the sequence of atom indices and
coefficients, which normally appear in decreasing order of
magnitude.
For coding purposes, these coefficients have to be quan-
tized and entropy encoded. In previous work, a rate distor-
tion (RD) optimized quantizer has been designed [2], that
takes into account the specific properties of Matching Pur-
suit coefficients. In this paper, we use this previous quan-
tization scheme, but with an improved dequantization algo-
rithm. This is inspired by results obtained in Vector Quan-
tization [3], where optimal vector representatives are deter-
mined.
There are two approaches to quantize MP coefficients:
the a priori scheme [4], where the encoder uses the quan-
tized coefficients to update the residual signal and compen-
sate for the quantization errors, and the a posteriori scheme,
where the quantization does not influence the MP decom-
position. The former is used to generate decompositions
targeted for specific rates and the later for encoding signals
where it is too expensive to run the MP algorithm several
times with different quantizers. The MP stream is com-
puted only once and then quantized to meet different rate
constraints, with a limited penalty in distortion.
In this work, an improved decoding scheme for MP streams
is presented, based on the a posteriori MP quantization method
proposed in [2]. For high iteration numbers, the recon-
struction values of the scalar quantizer are interpolated, giv-
ing for the same bit-rate, better image reconstruction qual-
ity. This can be very important for out-of-loop quantiza-
tion, where the PSNR for given number of atoms becomes
very close to the reconstruction without quantization, even
with a relatively coarse quantization of the most energetic
MP coefficients. The performance of the decoder is further
evaluated in the context of image coding applications.
The outline of the paper is as follows: In Section 2 we
present the novel idea of quantized coefficient interpolation
and analyse several interpolation functions. In Section 3 the
improvement in RD performance of our system is presented.
The paper is concluded in Section 4.
2. RECONSTRUCTION OF MATCHING PURSUIT
COEFFICIENTS BY INTERPOLATION
By observing the output of the dequantizer it can be noticed
that the output values are relatively coarsely quantized for
atoms with high iteration numbers (Fig. 1). It is known that
coefficient magnitudes are always decreasing (when eventu-
ally the decreasing of the coefficients is not strict, a reorder-
ing can be done), and the coefficient decay follows a very
well defined pattern. It is thus possible to estimate the orig-
inal values and obtain a better quality for the reconstructed
image.
Fig. 1 shows that the behaviour of the coefficient magni-
tudes is approximately linear in log-log scale starting from
a certain iteration number. This linearity has been observed
for most of the images studied. Therefore, we approximate
the relation between the logarithmic coefficient magnitudes
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Fig. 1. Image Goldhill (256x256): Behaviour of unquan-
tized coefficient magnitudes in log-log scale compared to
dequantized values using 1024 initial quantization levels.
and the logarithmic iteration number by:
Y = AX + B,
where Y = log(cˆ− b), X = log(n); cˆ is the estimated coef-
ficient magnitude and n is the iteration number. By solving
the above equation, we obtain:
cˆ = eBnA + b = anγ + b. (1)
Parameters A, B and b can be computed by using a lin-
ear regression procedure [5], while iterating the value b, for
which the squared error e = (c − cˆ)2 is minimized. The
variable c denotes the actual value of the coefficient magni-
tude for a given iteration number. Parameter b is introduced
to model slight changes in the linearity for different itera-
tion numbers. Fig. 2 shows how close is the approximation
of original values with (1) for iteration numbers larger than
120 for the image Barbara. This function is calculated by
linear regression for the iteration numbers in the range 120
to 1000.
In the quantization scheme proposed in [2], the number
of quantization levels as a function of the iteration number
decreases very rapidly, due to the quick decreasing of the
coefficient magnitudes. The dequantized values are often
constant on an interval, while the original values are de-
creasing slowly. Therefore, these constant regions could be
dequantized with lower error if this decreasing of the values
is taken into account.
For these constant regions, the most precise information
about the coefficient magnitude values can be obtained from
edge points (where the dequantized values change): the left
edge point, A (n
A
, c
A
) and the right one, B (n
B
, c
B
). The
only exception is the last region (where the stream is cut),
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Fig. 2. Image Barbara (256x256): Approximation of coef-
ficient magnitudes with (1); parameters a, b and γ are cal-
culated by using a linear regression on original coefficient
values for iteration numbers between 120 and 1000.
for which no precise value of B can be found. To compute
the coordinates of the edge points, the decoder performs the
dequantization and notes two iteration numbers n1 and n2,
when the dequantized value cdeq changes. The points A and
B are then calculated as:
n
A
= n1 − 1/2, cA = (cdeq(n1 − 1) + cdeq(n1))/2
n
B
= n2 − 1/2, cB = (cdeq(n2 − 1) + cdeq(n2))/2
These values represent a very good approximation to the
actual values of the coefficient magnitudes (see Fig. 3; the
edge points are represented by asterisks). The decoder knows
those edge points and can estimate the values for other iter-
ations by using an interpolation function, better than a con-
stant function. The interpolation of the dequantized values
will only be done in the constant regions, while leaving the
other values unchanged.
Starting from (1) we can derive several simple, but very
useful interpolation functions, by fixing one of the three de-
grees of freedom, so that the other two can be estimated us-
ing the two edge points A and B. For each constant region
with edge points A and B, the decoder can perform interpo-
lation using the function c = a/n + b, which goes through
these points (Eq. (1) with γ = −1) . The parameters a and
b can be estimated as:
a =
c
B
− c
A
1
n
B
− 1
n
A
, b = c
A
−
a
n
A
.
For each constant region the calculation of parameters is
independent from neighbouring regions, except for the last
segment (where the stream is cut), which requires special
attention. As the decoder knows only point A, but not point
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Fig. 3. Selection of end-points A and B for interpolating
from dequantized values in a given constant region; end
points are denoted by asterisks.
B, the interpolation will be done using the parameters com-
puted from the previous segment,
An example of interpolation using the rational function
is given in Fig. 4, which shows the PSNR as function of the
iteration number for the image Cameraman. The number
of the quantization levels for the first atom is 128, which
is very small for 1000 iterations. It is important to know
which cases should be interpolated. If not done properly,
the interpolation process can actually decrease the quality
of the reconstructed image. Inappropriate interpolation can
take place if the interpolation is performed on a constant re-
gion of dequantized values that is not caused by relatively
coarse quantization but by coefficient behaviour. This can
happen only for low iteration numbers. The reduction in
PSNR for one such case is shown in Fig. 4. Since the de-
coder knows the number of quantization levels it can start
the interpolation when it is needed. It is much more diffi-
cult to predict the values of the coefficient magnitudes for
low iteration numbers, and if the number of quantization
levels is sufficiently high, the coefficient values should not
be modified.
The interpolation scheme does not perform equally well
for all images and all numbers of quantization levels. The
image Barbara with 128 initial levels is such an example.
The stream is cut after 1000 atoms. The obtained PSNR
for rational interpolation using 128 initial levels is better
than using 64 initial levels for most of the iteration num-
bers, but it deteriorates in the end. The reason for this de-
terioration is the interpolation for the last segment. For the
case of 128 initial levels the final segment starts at itera-
tion number 405 and continues till the end of the stream.
The interpolation is based on parameters calculated for the
previous segment. Since this last segment is very long, the
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Fig. 4. Image Cameraman (256x256): interpolation with
the rational function and 128 initial levels, compared to non-
quantized values. Inappropriate interpolation (done before
the number of quantization levels becomes low enough) is
also shown. The experiments have been conducted with MP
decompositions over Anisotropic Refinement Atoms and
Gaussian Atoms subdictionaries, as described in [6].
proposed method does not perform very well. For the case
of 64 levels, the last segment starts at iteration number 827
and is much shorter. This last constant segment can be held
relatively short by using sufficiently high number of initial
quantization levels.
Instead of the rational function c = a/n+ b, we can use
function c = anγ , that also goes through two points A and
B as discussed in the previous part. This is the special case
of (1) with b = 0. The parameters can be calculated as:
γ =
log
c
B
c
A
log
n
B
n
A
, a =
c
A
nγA
We get very similar results with these two functions.
The only noticeable difference is for the last segment, where
the latter function performs better for certain images. Using
sufficiently high initial number of levels the interpolated co-
efficient magnitudes are very close to the original values for
both functions. However, the best approximation can be ob-
tained if the parameters are calculated at the encoder, using
(1), and sent to the decoder. If this is done, the quantized co-
efficient values for this region do not have to be transmitted
at all.
3. RD PERFORMANCE
Increasing the initial number of quantization levels normally
gives an increase in decoded image quality. However, this
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Fig. 5. Image Cameraman (256x256): Optimal number of
levels for the first atom, for the given bit rate of 0.2bpp. The
number of levels for the first atom ranges between 128 and
4096 with a resolution of 3 values per octave.
also gives an increase in bit rate, so there is an inflection
point for which the obtained RD performance is best, and
further increase in number of quantization levels produces
much higher rates.
The best results in RD sense, when using interpolation,
are obtained with a lower number of quantization levels than
for the case without interpolation. Of course, the optimal
number of levels depends on the rate. To determine the op-
timal number of levels, we fix the bit rate. In Fig. 5, the rate
is 0.2bpp for the image Cameraman and the optimal number
of levels without interpolation is 1024. By using interpola-
tion and the same number of levels, we get an improvement
in PSNR by 0.12dB. But by decreasing the number of levels,
we get an additional increase by 0.19dB. The maximum RD
performance point for the image Cameraman for 0.2 bpp is
1024 levels without interpolation, and 203 levels with inter-
polation (see Fig. 6).
4. CONCLUSION
The proposed method for implementing interpolation as an
additional step after dequantization for MP coded images
improves the image quality at the decoder, due to lower
quantization noise. There are two possible approaches for
doing this: for the first, the encoder stays the same and only
the decoder is modified. In this case, there is backwards
compatibility with the adaptive atom quantization of suc-
cessive coefficients. For the second case, the encoder can
calculate the parameters of the interpolation function (1),
and, after some iterations, the interpolation parameters can
be sent instead of the quantized values. This scheme may
have better RD results at the possible price of a restrained
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Fig. 6. Image Cameraman (256x256): The RD performance
obtained with the optimal initial number of levels from the
Fig. 5 (203 with interpolation, 1024 without interpolation).
flexibility. The design of a joint encoder quantization, and
decoder interpolation scheme, is currently under study.
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