The self-organizing map (SOM) has been successfully employed to handle the Euclidean traveling salesman problem (TSP). By incorporating its neighborhood preserving property and the convex-hull property of the TSP, we introduce a new SOM-like neural network, called the expanding SOM (ESOM). In each learning iteration, the ESOM draws the excited neurons close to the input city, and in the meantime pushes them towards the convex-hull of cities cooperatively. The ESOM may acquire the neighborhood preserving property and the convex-hull property of the TSP, and hence it can yield near-optimal solutions. Its feasibility is analyzed theoretically and empirically. A series of experiments are conducted on both synthetic and benchmark TSPs, whose sizes range from 50 to 2400 cities. Experimental results demonstrate the superiority of the ESOM over several typical SOMs such as the SOM developed by Budinich, the convex elastic net, and the KNIES algorithms. Though its solution accuracy is not yet comparable to some other sophisticated heuristics, the ESOM is one of the most accurate neural networks for the TSP in the literature.
Introduction
As a classical combinatorial optimization problem, the traveling salesman problem (TSP) can be deÿned as follows: Given a graph G = (V; A), where V is a set of n vertices and A is a set of arcs between vertices with each arc associated with a nonnegative distance, the TSP is to determine a minimum distance of closed circuits passing through each vertex once and only once [25] . In its simplest form, the Euclidean TSP (ETSP) is the TSP in which all vertices are on a two-dimensional plane with the distance between two vertices calculated according to the Euclidean metric. There are several real-life applications of the TSP, such as VLSI routing [11] , hole punching [6, 30] , and wallpaper cutting [25] . The TSP is NP-hard, i.e., any algorithm for ÿnding optimal tours must have a worst-case running time that grows faster than any polynomial if P = NP [19, 29] . Recent theoretical research shows a randomized algorithm can be designed to compute a (1 + 1=c)-approximation to the optimal tour in O(n(log n) O(c) ) time for every ÿxed c ¿ 1 [5] . But its running time still depends exponentially on c. Because of these, researchers have been either attempting to develop optimization algorithms that work well on "real-world," rather than worst-case instances [6, 15] , or looking for heuristics that merely ÿnd near-optimal tours quickly. These heuristics include simulated annealing (SA) [20] , genetic algorithms [19] , tabu search [21] , artiÿcial ant systems [11] , automata networks [35] , and neural networks [4, 10, 17, 22] . These diverse approaches have demonstrated various degrees of strength and success [19] . This paper will present an improved neural network that can generate near-optimal TSP solutions with quadratic computation complexity.
There are mainly two types of neural networks for the TSP: the Hopÿeld-type neural networks [17] and the Kohonen-type self-organizing map (SOM-like) neural networks [22] . The Hopÿeld-type neural networks get tours by searching for the equilibrium states of one dynamic system corresponding to the TSP under consideration. They have been successfully applied to handle small scale TSPs [1, 10] , but could not generate promising solutions for large scale TSPs [9, 33, 35] . In comparison, the SOM-like neural networks solve the TSP through unsupervised learning [22] . A SOM inspects the input cities for regularities and patterns, and then adjusts its neurons to ÿt the input cooperatively. The SOM ÿnally brings about the localized response to the input, and thus re ects the neighborhood of the cities. This neighborhood preserving map then results in a tour. From each city, the resultant tour tries to visit its nearest city. The shortest subtours can intuitively lead to a near-optimal tour.
Due to their low computation complexity and promising performance, the SOM-like neural networks have attracted a large amount of research to explore and enhance the capability of handling the TSP [3, 9, 13, 14] . Though the solution accuracy of the SOM-like neural networks are still not comparable to some state-of-the-art heuristics such as ant colony system [1] , Lin-Kernighan [19, 26] , memetic algorithms [24] , tabu search [19] , and guided local search [34] . These heuristics usually have much higher computation complexity than a SOM [7, 18, 22] . Furthermore, improvements of neural networks for the TSP are being made [2, 4, 7, 10, 18] . To enhance a SOM, there are following three strategies.
Introducing the variable network structure: Instead of the static structure, the output neurons may be dynamically deleted/inserted. Typical examples are the SOM with a dynamic structure [3] , the Kohonen network incorporating explicit statistics (KNIES) [4] , and FLEXMAP with a growing structure [14] .
Amending the competition criterion: Burke and Damany [9] have developed the guilty net by introducing a bias term into the competition criterion for inhibiting the too-often-winning neurons. In the work of Favata and Walker [13] , the competition criterion is based on the inner product, which is slightly di erent from the Euclidean distance when all weights are normalized. In the SOMs developed by Budinich [7, 8] , the visiting order of a city is determined by not only its nearest neuron but also its neighbors.
Enhancing the learning rule: For example, the KNIES [4] , besides drawing excited neurons closer to the input city as a classic SOM does, disperses other neurons so as to keep their mean unchanged. In the elastic net [12] , an elastic force is embodied in its learning rule, which is often used to enhance SOMs [2] .
Though the SOM-like neural networks may generate promising solutions by establishing a neighborhood preserving map, they have little considered some properties of optimal tours directly. In this paper we present a SOM-like neural network, called the expanding SOM (ESOM), for the TSP. The idea is to train the neural network tactfully so as to preserve the perfect topological relations, as well as to satisfy a necessary condition of any optimal tour-the convex-hull property of the TSP. Experimental results show that, with the similar computation complexity as a traditional SOM, the proposed ESOM can ÿnd very near-optimal tours for both synthetic and benchmark TSPs. Comparison results show that it outperforms such typical SOMs as Budinich's SOM [7] , the convex elastic net (CEN) [2] , and the KNIES [4] . We believe that our present results are among the most accurate ones in the neural networks literature.
After a brief review of the SOM implementation scheme in the next section, we present the details of our ESOM in Section 3. Its feasibility and complexity are analyzed in Section 4. In Section 5, we provide a comprehensive series of experimental results to demonstrate the e ectiveness and e ciency of the ESOM in comparison with ÿve algorithms. We conclude the paper in the last section.
The SOM-like neural networks for the TSP
A SOM-like neural network is an unsupervised competitive learning scheme. It simply inspects input data for regularities and patterns, and then organizes itself in such a way as to form a topology preserving ordered description. This description may lead to a solution of the problem under consideration. The SOM-like neural networks have successfully been applied to di erent applications, say, data visualization [32] , clustering and data compression [23, 4] . Through viewing a Hamiltonian circuit of the TSP as a particularly organized, topologically ordered path, SOMs can also be used to handle the TSP [2, 7] . We give a brief description and outline several typical techniques of the SOMs for the TSP below.
When applied to the TSP, a SOM consists of a ring of output neurons and several input neurons. The output neurons, denoted by 1; 2; : : : ; M , serve to characterize the feature map. The input neurons receive the coordinate values of an input city. At time t, their states are the vectorx(t) = [x 1 (t); x 2 (t); : : : ; x p (t)]
T ∈ R p . Here p is the number of input neurons, and p = 2 for TSPs in a 2-D plane. The input neurons are fully connected to every output neuron. The synaptic weights between the jth output neuron and the input ones comprise a vectorw j (t) = [w j1 (t); : : : ; w jp (t)]
T ∈ R p (1 6 j 6 M ). Therefore, these output neurons are in two topological spaces. One lies on the ring of the output neurons to re ect a linear order of visiting the cities. The other one lies in the p-dimensional space where the coordinate of each output neuron is indicated by its synaptic weight vector. The basic idea of the SOM is to construct a topology preserving map from the high-dimensional synaptic weight space onto the one-dimensional ring space and then form a tour. The visiting order of each city is determined by the order of its associated output neuron on the ring.
The topology preserving map may preserve the neighborhood relationships between the output neurons. That is, the output neurons that are close on the ring space should be closely located on the synaptic weight space. This is accomplished by performing unsupervised learning on the output neurons from the data values of cities circularly. The coordinates of cities are fed into the input neurons iteratively in a random fashion. Then the output neurons compete with one another according to a discriminant function, say, the Euclidean metric. After that, the winning neuron m(t), as well as its neighbors determined by a neighborhood function h j; m(t) , are excited. All the excited neurons update their synaptic weights according to a learning rule. The learning process continues until all cities are fed into the SOM for certain times.
When the winner neuron and its neighbors updated simultaneously, this update aims at enhancing their responses to the subsequent application of any similar input vector x(t). In other words, this mechanism enables the excited neurons to decrease their individual values of the discriminant function in relation to the input vectorx(t). This can be reached using the following rule [22] :
where the learning parameter Á(t) takes values from [0; 1] and decreases normally to zero as time t elapses [7, 8] . Intuitively, the learning rule means that the weight vectorw j (t) moves towards the inputx(t) with the movement quantity proportional to the distance betweenw j (t) andx(t). One of its variants may be found in [13] , where the weight vectors are normalized after learning in order to facilitate the algorithm.
Figs. 1(a) and 1(b) show their conceptual views in a learning iteration, respectively. In the KNIES algorithms [4] , the unexcited neurons are also uniformly moved away after each learning iteration so as to keep the mean of all the output neurons unchanged. Another renowned learning rule, adopted originally by the elastic net [12] , is to update the synaptic weightsw j (t) according tõ
where Á 2 (t) is another learning parameter. It is helpful to note that the last term in the above rule re ects the elastic force constraint that compels the length of the resulting ring to be as short as possible, as indicated in the CEN [2, 28] . A schematic view for this learning mechanism is shown in Fig. 1(c) .
In the next section, we will propose a new learning rule from the viewpoint of both acquiring the neighborhood preserving property and satisfying a necessary condition of any optimal tour. This rule is illustrated in Fig. 1(d) . It will not only distinguish our proposed SOM from the existing SOM-like neural networks, but also lead to a substantial improvement on the performance.
The expanding SOM neural network
Upon repeated presentations of the input data, the synaptic weight vectors in a SOM tend to follow their distribution. The SOM forms a neighborhood preserving map of the input data in the sense that the output neurons adjacent on the ring will tend to have similar weight vectors [16] . Through this map, it can generate a good tour. This tour, from each city, tries to visit its nearest city. If all the subtours are locally shortest, the whole tour is deÿnitely optimal. However, such a su cient condition for optimal tours is not always achievable for any TSP. So there is no guarantee for the SOM to generate an optimal tour. Besides the neighborhood preserving property, we may as well consider some properties that any optimal tour must have. Through learning, we may create a SOM to satisfy these necessary conditions too. Then, the new learning mechanism tries to satisfy the su cient and the necessary conditions of optimal tours simultaneously, and ÿnally the new SOM can substantially increase solution accuracy. This is the basic motivation of our research. In the following, we ÿrst show that the convex-hull property is one of such necessary conditions, and then give an improved SOM to satisfy the convex-hull and the neighborhood preserving properties simultaneously.
The convex-hull property
The convex-hull property says that, for any optimal tour of a 2-D TSP, the cities located on the convex-hull formed by the given cities must be visited in the same order as they appear on the convex-hull [2, 25] . Let us take the 9-city TSP in Fig. 2 (a) as an example, where the dotted lines constitute its convex-hull. The property says that, since cities 3, 9, 5 and 7 appear on the convex-hull, they should appear in clockwise or anti-clockwise order in any optimal tour, as in the one indicated by solid lines in Fig. 2(a) . On the contrary, the tour in Fig. 2 (b) con icts with the property, so it is not an optimal one, as also indicated by its intersection. The property implies that, to get better tours, we should make better use of the cities on the convex-hull.
We give a rigorous proof of the convex-hull property. The basic idea is to deduce that a tour must intersect itself if it con icts with the convex-hull property, as illustrated in Fig. 2(b) . Theorem 1. The convex-hull property holds for any optimal tour.
The proof of this theorem is presented in Appendix A. The convex-hull property has been used in [2, 15] . In particular, Al-Mulhem and Al-Maghrabi incorporated this property into the elastic net and proposed their CEN, leading to a very encouraging application to the TSP [2] . The CEN needs the convex-hull for initialization, whose computation takes at least O(n ln n) additional time.
The expanding SOM: ESOM
The basic idea of our ESOM is to incorporate the convex-hull property implicitly in its learning rule with little additional computation. It acquires the convex-hull property gradually as the topological neighborhood among cities are being inspected and preserved. Therefore, our ESOM is trying to satisfy the su cient and the necessary conditions of optimal tours. This is realized in the following way: In a single update iteration, besides drawing the excited neuron towards the input city, we expand it towards the convex-hull. The former adaptation, together with the cooperative adaptation of neighbor neurons, will gradually discover the topological neighborhood relationship of the input data, as widely believed in the neural networks community. In a similar way, the latter adaptation, also together with the cooperative adaptation, can approach the convex-hull property of the TSP. Accordingly, better solutions can be expected. Of course, in order to achieve this, the total adaptation still has to enhance the response of the excited neuron to the subsequent application of a similar input. On the other hand, to learn the convex-hull property appropriately, it is also necessary for the latter adaptation to re ect the convex-hull property in a single learning iteration. It is worthwhile noting that approaching the convex-hull may be approximated by pushing away from the center of the cities. So we can realize the second adaptation by expanding the excited neuron from the center, as illustrated in Fig. 1 
(d).
We propose the following speciÿc algorithm to implement the above idea. We call it the expanding SOM (ESOM) because it yields the convex-hull property through expanding neurons outwards from the center of all the cities.
The ESOM
1. Map all the city coordinates [x k1 ; x k2 ] T (k = 1; : : : ; n) into a circle C R centered at the origin with radius (R 6 1). The new coordinates are denoted by [x k1 ; x k2 ] T below. The center of the cities is mapped to the origin (the center of the circle). 2. Randomly set the weight vectorsw j (0) (j = 1; : : : ; M ) within C R , and set t = 0. 3. Select a city at random, sayx k (t)=[x k1 (t); x k2 (t)] T , and feed it to the input neurons. 4. Find the winning neuron, say m(t), nearest tox k (t) according to the Euclidean metric. 5. Train neuron m(t) and its neighbors within the e ective width (t) by using the following formula:
where 1 6 j 6 M , the learning rate j (t)(∈ [0; 1]) is speciÿed by
(the learning parameter Á(t) ∈ [0; 1]), and c j (t) (¿ 1) is the expanding coe cient speciÿed later. 6. Update the parameters (t) and Á(t) according to a predeÿned decreasing scheme and, if the learning iterations are not terminated, go to Step 3 with t := t + 1. 7. Calculate the activity value of each cityx k according to the formula:
where m k is the winning neuron corresponding tox k . 8. Order the cities by their activity values, and then form a tour for the TSP. Fig. 3 demonstrates an execution procedure of the ESOM on solving the TSP shown in Fig. 2 . Here all cities have been subject to a linear transformation as in Step 1. One city overlaps with the origin 'o', i.e., the center of the 9 cities. In Fig. 3 , the asterisks indicate the cities and the one marked by a triangle is the current input city. A dot represents an output neuron and the one circled is a winner. The integer beside each dot labels its index in the output neuron ring, shown by dashed lines. Fig. 3(a) shows the initialized output neuron ring. It also shows the winning neuron 8 learns from the input city and moves from the position indicated by the diamond to the one circled.
The movement is composed of two parts as directed by two gray lines in Fig. 3(a) . The winning neuron 8 is drawn closer to the input city and then expanded towards the convex-hull. A clearer illustration may be found in Fig. 1(d). Figs. 3(b) and (c) show the output neuron rings after learning from, respectively, the ÿrst input city and the ÿrst input loop of the 9 cities. Fig. 3(d) gives the ÿnal output neuron ring and its generated tour. The number beside each asterisk is the activity value according to Eq. (5). On average, the ESOM may ÿnd the optimal tours three times within 10 runs.
Let us explain the ESOM in detail.
Step 1 aims to preprocess the city data in such a way as to make all the cities lie inside the circle C R . It should be noted that this linear transformation does not alter the characteristics of the tour space of the TSP. This preprocessing step is necessary for the following expanding procedure during learning.
The learning rule deÿned by Eq. (3) is the key point of the proposed ESOM. Differing from the previous learning rules, it has an additional multiplication factor-the expanding coe cient c j (t). If c j (t) ≡ 1, we can derive a conventional SOM from the ESOM. The expanding coe cient is not less than 1.0 and its function is to push the excited neuron away from the origin. This expanding e ect, together with the cooperative adaptation in the ESOM, is used to learn the convex-hull property of the TSP implicitly. There are many possible implementations of the expanding coe cient to re ect the convex-hull property. Motivated by Favata and Walker [13] , whose SOM handles TSPs located on the unit sphere and the excited neurons have to be normalized after learning, we give an implementation as follows:
where ÿ j (t) is speciÿed by
The convex-hull property is re ected in ÿ j (t). The inner product between two unit vec-
T contains information of the distance betweenx k (t) andw j (t), as well as their distances from the origin x k (t) and w j (t) . Givenw j (t) and j (t), ÿ j (t) roughly increases with x k (t) −w j (t) or x k (t) or w j (t) , and reaches its minimum 0 asw j (t) =x k (t). Roughly speaking, the cities on the convex-hull are farther away from the center of the cities (i.e., the origin) than the others. The expanding coe cient c j (t) increases with ÿ j (t), and then it is larger for the cities on the convex-hull than for the others. During learning, these cities have more in uence on expanding, and then the ESOM more likely leads to tours with the convex-hull property. On the other hands, the expanding coe cient c j (t) is close to its minimum 1 when the weight vectorw j (t) is very near to the input cityx k (t), and it will not greatly a ect the regularities obtained. We will discuss these further in Theorem 3 in Section 4. In Eq. (6), the term 2 j (t)(1 − j (t)) re ects the cooperation among adjacent neurons. The constant 1 restricts the value of c j (t) to be around 1:0. The exponent − 1 2 may ensure the excited neuron is not expanded out of the circle C R . A bit larger value still works, but it facilitates our analysis. In addition, these terms together reach a good tradeo between expanding the excited neuron towards the convex-hull and drawing it closer to the input city. The expanding e ort does not in uence the drawing e ort too much in order to detect and preserve the neighborhood relationship. We will justify these statements in Theorem 2 in Section 4.
Steps 7 and 8 in the ESOM constitute a realization of the solution mapping procedure. It aims to yield a good tour from the ESOM after learning. In order to distinguish the local orders of the cities exciting the same neuron m k , each city is mapped to, instead of the integer m k , a real number according to Eq. (5). This mapping is designed not only for exploiting the information of the winning neuron but also for beneÿting from that of its nearest neighbors. If there are more than one city exciting the same neuron m k , then the city nearer to the preceding neurons on the ring and farther from the subsequent neurons should be visited earlier. This may form a shorter tour. In addition, these distances have di erent importance. The distance to the winning neuron, x k −w m k , is most important, and its coe cient is set to 1 in Eq. (5) . Similarly,
, and their coe cients, also based on some preliminary experiments, are set to 
Feasibility and complexity analysis
In this section, we analyze the feasibility and the complexity of the proposed ESOM.
Feasibility
As explained before, the motivation of the developed ESOM is to approximate an optimal tour by trying to satisfy both a su cient condition (i.e., the neighborhood preserving property) and a necessary condition (i.e., the convex-hull property). Thus, to show the feasibility of the ESOM rigorously, it should be veriÿed that the ESOM does converge to a tour that possesses the neighborhood preserving property and the convex-hull property. But, unfortunately, we are frustrated in the present stage by our inability and very limited understanding on the behavior of the SOM itself. In fact, except the one-dimensional case, the convergence of the SOM-like neural networks in higher dimensional cases has been one of the long-standing open problems in the neural networks research [27, 31] . Thus, instead of a rigorous convergence analysis, we conduct a one-step trend analysis to show the feasibility of the ESOM. Considering the linear transformation, we suppose that all cities are located within the circle C R and their center overlaps with the origin in this section.
We ÿrst show how the ESOM can learn the neighborhood preserving property as the conventional SOM does. Theorem 2. Let C R be the closed circle with radius R centered at the origin,x k ∈ C R (k = 1; : : : ; n) be the input city and {w j (t)} M j=1 be the weight vectors of the ESOM at time t. Then, for any t ¿ 0, (i) for j ∈ {1; 2; : : : ; M },
(ii) for any j,
where
j (t) is the learning rate as speciÿed in Eq. (4), and & is the constant deÿned by
4 , w j (t) −x k (t) = 0, and j (t) = 0, there holds the following strict inequality for any j and k:
(iii) As in Eq. (3),w j (t + 1) =w j (t) + j (t)(x k (t) −w j (t)). We have
The proof of this theorem can be found in Appendix B. Theorem 2(i) says that the weight vectors deÿned by the proposed ESOM are always bounded within the closed circle C R . Theorem 2(ii) says that as long as the parameter R is appropriately chosen, say, R ¡ √ 7 4 , the expanding learning rule does enhance the responses of the excited neurons to the subsequent application of a similar input city. It is because that the updated weight vectorw j (t + 1) is closer to the input cityx k (t) than the old onẽ w j (t). Furthermore, the formulaw j (t + 1) =w j (t) + j (t)(x k (t) −w j (t)) gives exactly the conventional SOM learning rule. Thus, Theorem 2(iii) shows that, as the learning rate j (t) tends to zero, the asymptotic behavior of the ESOM and the SOM will be equivalent. This implies that the ESOM will be convergent if the SOM does. It is important to note that the SOM has presented satisfactory convergence empirically. So, this theorem supports the feasibility of the ESOM.
We now turn to show how the ESOM is likely to capture the convex-hull property of the TSP. Due to the lack of thorough understanding on the asymptotic behavior of the SOM, we only present a one-step trend analysis.
Theorem 3. Given j (t) andw j (t), the expanding coe cient c j (t) speciÿed by Eqs. (6) and (7) increases with x k (t) (resp. w j (t) ) if x k (t) ¿ w j (t) (resp. w j (t) ¿ x k (t) ) whenx k (t) andw j (t) are within a one-fourth circle; it increases with x k (t) whenx k (t) andw j (t) are not within a one-fourth circle; and it attains the minimum 1 ifw j (t) =x k (t).
The proof is given in Appendix A. Note that the expanding coe cient c j (t) (¿ 1) characterizes the degree of the push of the weight vectorw j (t) outwards from the center of the cites or towards the convex-hull of the TSP, as shown in Fig. 1(d) . Intuitively, a cityx k located on the convex-hull should be farther away from the origin than the others because the origin is also the center of the cities. Speciÿcally, it is true when it is compared with the cities on the same radial from the origin. Thus, x k is likely to be larger. In fact, for any pointx within the convex-hull of the TSP with vertices {x c } c∈C (C contains the cities on the convex-hull.), we havex = c∈C { c ×x c } with c∈C c = 1 and 0 6 c 6 1 (∀c ∈ C). Then, x 6 c∈C { c x c } 6 c∈C c max c∈C x c = max c∈C x c . That is, x k reaches its maximum on some city located on the convexhull. On the other hand, the neuron ring normally lies within the convex-hull as shown in Fig. 3 , thus w j (t) 6 x k (t) usually holds for the cities on the convex-hull. So, these cities normally push the excited neurons towards the convex-hull more strongly during learning, and this more likely results in tours with the convex-hull property. Furthermore, when the weight vectorw j (t) is very near to the input cityx k (t), the expanding coe cient is close to its minimum 1, and it cannot much a ect the regularities obtained. This one-step trend analysis shows that the ESOM learning rule may extract and preserve the convex-hull property. It is also empirically conÿrmed in Section 5.
Complexity
The following theorem shows that the proposed ESOM is of the same computation complexity as the other SOM-like neural networks for the TSP [7, 13] .
Theorem 4. The computation complexity of the ESOM is quadratic.
Proof. Assume the total number of cities is n. According to the procedure of the ESOM, Step 1, 2, 7 or 8 inspects every neuron or city at most twice, so the computation time required for each step is O(n). The number of iterations between Steps 3 and 6 is O(n). (Normally, every city would be input to the SOM-like network with a ÿxed number of times, say, 100. This strategy is commonly used [7, 13] .) Within each iteration, Step 4 needs O(n) computation to search the winner, and Step 5 involves at most all the n neurons for each input city. Thus, totally, the computation complexity of the ESOM is O(n 2 ).
Implementation and experimental results
To demonstrate the e ectiveness and e ciency of the proposed ESOM, a series of experiments have been conducted on both synthetic and benchmark TSPs. Some experimental results are presented in comparison with ÿve typical algorithms in this section.
Implementation
We have implemented the ESOM with C++ and executed it on a Sun Ultra 5/270 workstation. The source code and all the TSPs are accessible at www.cse.cuhk.edu.hk/ ∼hdjin/som. In order to make a fair comparison, we have set most parameters identical with Budinich's SOM in [7] . The parameters setting is as follows.
• Radius R: It is set to 0.6, which is less than • The number of output neurons M: It is ÿxed and set equal to the number of cities n.
• Training loops: It is set to 100, i.e., there are 100 × n iterations.
• The learning parameter Á: It is initially set to 0.8 and is decreased linearly for each learning loop until it reaches zero at the last loop.
• The width (t): It is set to 6:2 + 0:037n at the start and is decreased linearly to 1 in the ÿrst 65% of the iterations. For the subsequent 35% of the iterations, (t) remains at 1.
To evaluate the performance of the ESOM, we have compared our algorithm with ÿve typical algorithms. Besides Budinich's SOM [7] , there are the enhanced CEN [2] , the KNIES [4] , as well as SA [20] . Like the implementation of SA in [7] , we have taken the annealing factor 0.95, adopted the exchange method known as 2-Opt inspired by Lin and Kernighan [26] , and allowed total 20 × n trials at each temperature level. It usually generates better tours than the heuristic 2-Opt [7] . Our experimental results have been based on 10 independent runs for each TSP. For convenience, we have quoted the experimental results of the enhanced CEN [2] and the KNIES [4] from papers directly. It is partially due to the lack of the implementation details.
Experimental results
The ÿrst set of experiments we have performed is to compare the ESOM with Budinich's SOM and SA. The tested TSPs consist of 18 synthetic TSPs ranging from 50 to 2400 cities which have been generated randomly within a unit square. Fig. 4(a) shows the experimental results of the ESOM, Budinich's SOM, and SA. The solution quality is in terms of the relative di erence of the average tour length over a theoretical lower bound. The theoretical lower bound for a random TSP with n cities within the unit square is calculated by the Stein's formula [15] , i.e., 0:765 × √ n.
It is shown in Fig. 4(a) that the performances of SA and Budinich's SOM are very similar, which coincides with [7] . For all the 18 TSPs, the tours obtained by the ESOM are much nearer to the theoretical bounds than those by Budinich's SOM and SA. Its solution qualities remain reasonably stable for di erent TSPs. For example, its tours for the TSP with 2400 cities are about 3.50% longer than the theoretical bound. Those of SA and Budinich's SOM are 5.22% and 5.99% respectively. More speciÿcally, we average all the results for the 18 TSPs, and ÿnd that the solution qualities are 3.93%, 6.65%, and 6.83%, respectively, for the ESOM, Budinich's SOM and SA. Consequently, the ESOM makes around 2.72 percentage improvement on Budinich's SOM and 2.90 on SA. Similar situations can also be observed from the other two sets of experiments, as listed in Tables 1 and 2 , where the solution quality is the relative di erence of the best generated tour length from the optimum. The ESOM makes at least 2.70 and 1.37 percentage improvement on its two counterparts for the two sets of benchmark TSPs, respectively. Based on these series of experiments, we conclude that the ESOM has made remarkable improvement on Budinich's SOM and SA. Now we compare these algorithms in another measure. Fig. 4(b) shows the execution time of the ESOM and Budinich's SOM for the 18 TSPs. It is clear that their execution time is not signiÿcantly di erent, though the ESOM takes slightly longer than Budinich's SOM. It is noted, furthermore, that both the ESOM and Budinich's SOM run much faster than SA. For example, SA takes about 5400 s to generate a tour of the TSP with 2400 cities. However, only around 602 s are taken by the ESOM and Budinich's SOM. It is interesting to point out that our implementation of SA is similar to the baseline implementation of SA in [19] . Its performance can be greatly enhanced with some sophisticated implementation techniques, such as the table lookup scheme of the exponential function, neighborhood pruning, intelligent temperature starts, and permutation-based neighbor generation. The enhanced SA (SA + 2 ) may generate better near-optimal tours. For example, it generates tours only 1.90% longer than the optimum for PR1002 with 327 seconds [19] . Its solution quality is much higher than 5.93% and 8.75% of the ESOM and Budinich's SOM as listed in Table 2 , but it needs twice longer time than the two SOMs. So, though the ESOM cannot generate tours as short as the enhanced SA, it takes less time.
Our second set of experiments has been primarily designed to compare the ESOM with the CEN [2] , as well as Budinich's SOM and their enhanced versions. Here, an enhanced version of a SOM means that the algorithm is enhanced with the heuristics NII , which improves tours by using a rearrangement heuristics derived from 2-Opt [2] . We have quoted the experimental results of the enhanced CEN 2 directly from [2] , and we also present the results of the enhanced ESOM for a fair comparison. The benchmark TSPs are taken from the TSPLIB, collected by Reinelt [30] . Table 1 lists the experiment and comparison results of the plain and the enhanced SOM-like networks where the bold-faced text indicates the best one among 3 di erent algorithms for a TSP. The solution quality is in terms of the relative di erence of the best generated tour length from the optimum. It may be observed from Table 1 that, for both the plain and the enhanced versions, the ESOM always yields much higher quality solutions than Budinich's SOM, SA, and the enhanced CEN do. More speciÿcally, we can observe from Table 1 that the enhanced ESOM has improved the solution quality of the enhanced CEN from 2.95% to 1.50% on average. Even the plain ESOM can generate averagely shorter tours than the enhanced CEN. Note that the CEN takes at least O(n ln n) additional computation to construct the convex-hull explicitly, and hence the CEN would be slower than the ESOM. Therefore, we conclude that the ESOM beats the CEN in terms of both time and accuracy.
The third set of experiments has been conducted for the comparison between the ESOM and the KNIES, which had been claimed to be the most accurate neural network for the TSP currently reported in the literature [4] . Its basic idea is to, after the SOM learning, disperse output neurons to make their statistics equal to that of some cities. If all the cities participate, it leads to a global version, denoted by KNIES-global in Table 2 . If only the represented cities are involved, it leads to a local version which is denoted by KNIES-local. Both of them perform quite well and their results for 15 TSPs in [4] are entirely listed in Table 2 . Here, the solution quality data again are the relative di erences of the best tour lengths from the optima, and the bold-faced text indicates the best one for a TSP. All the 20 TSPs can be obtained from the TSPLIB.
It may be observed from Table 2 that all the ÿve algorithms can generate good tours for the ÿrst 15 TSPs. The solution qualities of the KNIES-global, the KNIES-local, SA, and Budinich's SOM are very close. On average, their solution qualities are 4.43%, 4.20%, 4.54%, and 4.38%, respectively. The ESOM may generate higher quality solutions than its four counterparts except ST70, PR107 and PR124. Its average solution quality is 3.01%, which makes at least 1.19 percentage improvement on its counterparts. The solution qualities of the ESOM range from 0.67% to 7.43%, and are reasonably stable. The solutions for ATT532 generated by SA, Budinich's SOM and the ESOM are shown in Fig. 6 . It is worth pointing out that the ESOM can achieve the convex-hull property. On the other hand, both the KNIES-global and the KNIES-local need additional memory to indicate the status of each neurons. Furthermore, in order to maintain the overall statistics explicitly, they have to update each neuron in each learning iteration. So, the KNIES-global and the KNIES-local are at least more complicated than the ESOM. Consequently, the performance of the ESOM is better than the two KNIES algorithms. Table 2 also lists the performance of SA, Budinich's SOM, and our ESOM for ÿve large TSPs. For each TSP, the ESOM generates the most accurate tour among the three algorithms. It makes at least 1.51 percentage improvement on Budinich's SOM. The solution qualities of the ESOM ranges from 4.05% to 11.35%. Thus, its performance, though becomes a bit worse as the number of cities increases, is still stable. Fig. 5 illustrates the execution time of the ESOM and Budinich's SOM for the 20 TSPs. Similar to the performance for the 18 synthetic TSPs in Fig. 4(b) , the ESOM runs as fast as Budinich's SOM. The execution time of both algorithm does not increase very quickly with the number of cities. For example, the ESOM takes about 475 s for VM1748, and Budinich's SOM takes 454 s. In comparison, SA spends 4777 seconds, which is about 10-fold longer. This performance comparison among the ESOM, Budinich's SOM, and SA on the benchmark TSPs is consistent with the one on the 18 synthetic TSPs.
Conclusion
We have developed an improved SOM-like neural network, the expanding selforganizing map (ESOM), for the traveling salesman problem (TSP). Through drawing the excited neurons closely towards the input city and pushing them outwards from the center of all the cities simultaneously in each learning iteration, the ESOM can satisfy the convex-hull property gradually as well as construct a good neighborhood preserving map. Our one-step trend analysis has shown its feasibility and its similar asymptotic behavior with the conventional SOM. We have also shown that, like many SOMs for the TSP, the computation complexity of the ESOM is quadratic. A comprehensive series of experiments for both synthetic and benchmark TSPs have been conducted to illustrate the good performance the ESOM. They have particularly demonstrated that the proposed ESOM outperforms several typical SOM-like neural networks such as Budinich's SOM [7] , the enhanced convex elastic net [2] , and the KNIES algorithms [4] . Though its solution accuracy is not yet comparable to some sophisticated heuristics, we believe that the ESOM is one of the most accurate neural networks for the TSP in the literature.
There are several opportunities for further research in the line of the present work. The most challenging problems are the detailed convergence analysis of the ESOM as well as other SOM-like neural networks in a rigorous way. Another research direction of our interest is to design some new learning rules and tune the parameters involved for better performance. In addition, the idea of incorporating some necessary conditions into SOMs will be extended and applied to other applications, e.g., cluster analysis.
Proof of Theorem 1. We prove the theorem by using the "reduction to absurdity" argument.
Let C i (i=1; 2; : : : ; n) denote the cities of the TSP and C hj (j=1; 2; : : : ; m ¿ 4) denote the cities located on the convex-hull. For simplicity, we assume that C h1 ; C h2 ; : : : ; C hm are the order in which they appear clockwise on the convex-hull. Suppose that there exists an optimal tour T in which C hj (j = 1; 2; : : : ; m) do not appear in ascending or descending order with index j. Without loss of generality, we further assume that the cities C h j (j = 1; 2; : : : ; p ¡ m − 1) appear in the tour T in ascending order and the city C hq (2 ¡ p + 1 ¡ q 6 m) is the subsequent city in the tour T . Mark the path between C hp and C hq in the tour T as S 1 which only contains two cities located on the convex-hull. Then, we see that the path S 1 really separates the convex-hull into two parts, and furthermore, there exists a path S 2 = C hp+1 C k · · · C hr from one part to the other one such that both C hp and C hq are excluded. Indeed, consider the next city C hi in the tour T after C hq , if i ¿ q, S 2 may be the path between C hp+1 and C hi in the tour; otherwise, S 2 is the path between C hp+1 and C h1 . Then the paths S 1 and S 2 must intersect each other because the line segment C hp C hq intersects with the line segment C hp+1 C hr inside of the convex-hull, and the paths S 1 and S 2 can be continuously transformed into the line segments C hp C hq and C hp+1 C hr , respectively. Therefore the tour T intersects itself. This contradicts the assumption that the tour T is optimal, since it is well known that any optimal tour of the TSP cannot intersect itself. This justiÿes Theorem 1.
Proof of Theorem 2. (i) We ÿrst prove Eq. (8) by induction. This is trivially true for t = 0 according to Step 2 of the ESOM. If we assume that Eq. (8) holds for certain t (¿ 0), then we ÿnd
where the index t is omitted for simplicity. So, 0 6 ÿ j (t) 6 2R 2 . On the other hand, for any learning rate j (t) ∈ 0; 1, it is seen that 0 6 j (t)(1 − j (t)) 6 0:25. These show 1 6 c j (t) 6 1=(
This implies, w j (t + 1) 6 R for any j = 1; : : : ; M . Thus, by induction,w j (t) ∈ C R for any j and t.
(ii) For simplicity, we also omit the index t below. Denote
Clearly, ũ k = ṽ j = 1. We proceed to show Eq. (9) with reference to Fig. 7 . Let = "ADB and = "ADC. First, we claim that 0 6 , 6 Â holds. In fact, observing Fig. 7 , we ÿnd = "ADB = we have sin 6 R. Note that Â; ∈ [0; =2) and R = sin Â. This implies 6 Â. To show 6 Â, we observe from Fig. 7 that Therefore tan depends only on the relative position ofw j andx k . So, without loss of generality, we can assume x k2 = 0 and denote (w j1 ; w j2 ) = (x k1 + l; l) for the further veriÿcation. We now show that the function tan decreases with l whenever x k 6 R and w j 6 R. Due to the symmetry ofw j andx k in tan , we need to achieve this only for the case when x k1 ¿ 0 and w
, and hence, −2x k1 =(1+ 2 ) 6 l 6 0:). Furthermore, we can only consider the case that ¿ 0 because tan is also symmetric with respect to . Thus we can calculate that 
Consequently, we obtain w j (t + 1) −w j (t + 1) = (c j − 1) w j (t + 1) (A.9)
A schematic illustration of this inequality is shown in Fig. 1(d) . Therefore, (iii) Similar with the process leading to Eq. (A.11), we can easily obtain the following estimate: w j (t + 1) −x k ¿ w j (t + 1) −x k − w j (t + 1) −w j (t + 1)
(A.12)
Together with Eq. (A.11), this implies Eq. (13) . With this, the proof of Theorem 2 is completed.
Proof of Theorem 3. We only show the increasing property of the expanding coefÿcient c j (t) with x k (t) when x k (t) ¿ w j (t) andx k (t) andw j (t) are within a one-fourth circle. The increasing property with w j (t) can be deduced in a similar way because c j (t) is symmetric with respect tox k (t) andw j (t). For convenience, we express the vectorsx k (t) andw j (t) in the polar coordinate form as follows:
w j (t) = [w j1 (t); w j2 (t)] T = [r sin ; r cos ] T ;
x k (t) = [x k1 (t); x k2 (t)] T = [ sin Â; cos Â] T :
Herex k (t) andw j (t) are within the one-fourth circle, thus |Â − | 6 =2. Let From the deÿnition of c j (t) in Eqs. (6) and (7), it is obvious that F( ; r)=1− ÿ j =1− (1−c −2 j (t))=2 j (t)(1− j (t)). F( ; r) decreases with the expanding coe cient c j (t). So, to justify the increasing property of c j (t), it is su cient to show that F( ; r) decreases with whenever ¿ r. A direct calculation shows 9F( ; r) 9 = r cos(Â − ) − 1 − 2 1 − r 2 : (A. 13) This implies the decreasing property of F( ; r) when ¿ r because of the monotonic increasing property of x=( √ 1 − x 2 ) and 0 6 cos(Â − ) 6 1. Ifx k (t) andw j (t) are not within a one-fourth circle, the two terms in the right-hand side of Eq. (A.13) are negative. So, the expanding coe cient c j (t) increases with x k (t) . From the proof of Theorem 2, we know c j (t) ¿ 1:0. We also know c j (t) = 1:0 asx k (t) =w j (t). That is, it reaches the minimum. This completes the proof of Theorem 3.
