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Abstract
Let D be a set of n pairwise disjoint unit balls in Rd and P the set of their center points.
A hyperplane H is an m-separator for D if each closed halfspace bounded by H contains at
leastm points from P. This generalizes the notion of halving hyperplanes, which correspond
to n/2-separators. The analogous notion for point sets has been well studied. Separators
have various applications, for instance, in divide-and-conquer schemes. In such a scheme
any ball that is intersected by the separating hyperplane may still interact with both sides
of the partition. Therefore it is desirable that the separating hyperplane intersects a small
number of balls only.
We present three deterministic algorithms to bisect or approximately bisect a given set
of disjoint unit balls by a hyperplane: Firstly, we present a simple linear-time algorithm
to construct an αn-separator for balls in Rd, for any 0 < α < 1/2, that intersects at most
cn(d−1)/d balls, for some constant c that depends on d and α. The number of intersected
balls is best possible up to the constant c. Secondly, we present a near-linear time algorithm
to construct an (n/2 − o(n))-separator in Rd that intersects o(n) balls. Finally, we give a
linear-time algorithm to construct a halving line in R2 that intersects O(n(5/6)+ε) disks.
Our results improve the runtime of a disk sliding algorithm by Bereg, Dumitrescu and
Pach. In addition, our results improve and derandomize an algorithm to construct a space
decomposition used by Löffler and Mulzer to construct an onion (convex layer) decomposi-
tion for imprecise points (any point resides at an unknown location within a given disk).
Figure 1: A set of 18 disks in R2 and three separators. The dashed line forms a 6-separator.
Both the solid line and the dotted line are halving lines. The solid line is preferable to the other
two lines because it separates perfectly and intersects no disks.
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1 Introduction
Let D be a set of n pairwise disjoint unit balls in Rd and P the set of their center points.
A hyperplane H is an m-separator for D if each closed halfspace bounded by H contains at
least m points from P. This generalizes the notion of halving hyperplanes, which correspond
to n/2-separators. The analogous notion of separating hyperplanes for point sets has been
well studied (see, e.g, [11] for a survey). Separators have various applications, for instance in
divide-and-conquer schemes (we discuss some explicit examples below). In such a scheme any
ball that is intersected by the separating hyperplane may still interact with both sides of the
partition. Therefore it is desirable that the separating hyperplane intersects a small number of
balls only.
Alon, Katchalski and Pulleyblank [1] prove that for any set D in R2, there exists a direc-
tion such that every line with this direction intersects O(
p
n logn) disks. In particular, this
guarantees the existence of a halving line that intersects at most O(
p
n logn) disks. Löffler and
Mulzer [10] observed that this proof gives a randomized linear-time algorithm. In this paper, we
present the following three deterministic algorithms, each of which computes an m-separator
that intersects O(n) balls for various m.
Theorem 1. Given a set D of n pairwise disjoint unit balls in Rd and α 2 (0, 1/2), one can
construct in O((1− 2α)n) time a hyperplane H that intersects O((n/(1− 2α))(d−1)/d) balls
from D and such that each closed halfspace bounded by H contains at least αn centers of
balls from D. The constants hidden by the asymptotic notation depend on d only.
Theorem 2. Given a set D of n pairwise disjoint unit balls in Rd and a function f(n) 2
ω(1)\O(logn), one can construct in O(nf(n)) time a hyperplane H such that each closed
halfspace bounded by H contains at least n2 (1− 1/f(n)) = n2 (1− o(1)) balls from D.
Theorem 3. For any set D of n pairwise disjoint unit disks in R2 and any ε > 0 one can
construct in O(n) time a line ` that intersects O(n(5/6)+ε) disks from D and such that each
closed halfplane bounded by ` contains at least n/2 centers of disks from D.
We develop a generic algorithm in Rd that can be instantiated with different parameters to
obtain Theorem 1 and Theorem 2. Note that Theorem 2 improves the separation of the center
points (compared to Theorem 1) at the cost of increasing the running time slightly. Theorem 3
computes a true halving line in the plane.
Related work. Bereg, Dumitrescu and Pach [4] (see also [13, Lemma 9.3.2]) strengthen the initial
result of Alon, Katchalski and Pulleyblank slightly by proving that there exists a direction such
that any line with this direction has at most O(
p
n logn) disks within constant distance. They
use this lemma to prove that one can always move a set of n unit disks from a start to a target
configuration in 3n/2 + O(
p
n logn) moves. Their algorithm runs in O(n3/2(logn)−1/2) time,
which Theorem 3 improves to O(n logn).
Held and Mitchell [7] introduced a paradigm for modeling data imprecision where the lo-
cation of a point in the plane is not known exactly. For each point, however, we are given a
unit disk that is guaranteed to contain the point. The authors show that after preprocessing
the disks in O(n logn) time, they can construct a triangulation of the actual point set in linear
time. Löffler and Mulzer [10] follow the same model to construct the onion layer of an imprecise
point set. They observed that the proof by Alon et al. immediately gives a randomized expected
linear-time algorithm in the following fashion. Pick an angle β 2 [0, pi] uniformly at random
and compute a halving line for the disks with slope β. This halving line intersects at most
O(
p
n logn) unit disks with probability at least 1/2. Löffler and Mulzer use this algorithm to
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compute a (α,β)-space decomposition tree : a data structure similar to a binary space partition
in which every line is an αk-separator that intersects at most kβ disks. They show that such a
(1/2 + ε, 1/2 + ε) space decomposition tree can be computed in O(n logn) expected time, for
every ε > 0. Theorem 1 can be used to improve this to O(n logn) deterministic time. They
also present a simple deterministic linear-time algorithm that guarantees that at least n/10 of
the disks are completely on each side of some axis-parallel line. Next, they describe a more
sophisticated, deterministic O(n logn) algorithm to compute a line ` such that there are at
least n/2 − cn5/6 disks completely to each side of `. The algorithm uses an r-partition of the
plane [12] to find good candidate lines. Theorem 3 can be used to improve running time of this
algorithm to O(n).
Tverberg [15] studies a related question. He proves that for every natural number k there is
a number K(k), such that given convex pairwise disjoint sets C1, . . . , CK(k), there always exists
a line with some set completely on one side and k sets completely on the other side. Finally,
the question has a continuous counterpart that has been solved recently [6].
Organization. We develop a generic algorithm to compute a separator in Rd (where the trade-
off between the number of intersected disks and the number of disk centers on each side is
determined by a parameter) and prove Theorem 1 and Theorem 2 in Section 2. We prove
Theorem 3 in Section 3. Our algorithm follows the approach used in the linear-time ham-
sandwich cut algorithm [9]. It divides the line arrangement dual to the set of disk center points
by vertical lines such that each slab (the region bounded by two consecutive vertical lines)
contains at most a constant fraction of the vertices of the arrangement. In each iteration, the
algorithm chooses a slab and discards the rest of the arrangement.
2 Separating balls in Rd
In this section, we develop a generic algorithm to compute a separator for a given set of pairwise
disjoint unit balls in Rd. Using this generic algorithm, we will give two algorithms to compute
an approximately halving hyperplane that intersects a sublinear number of balls.
Besides the set D of n balls in Rd, the generic algorithm has two more parameters. First,
a number b 2 {1, . . . , n} that quantifies the quality of the approximation: we will show that
the hyperplane constructed by the algorithm forms an (n − b)/2-separator for D. The main
step of the algorithm consists in finding a direction d such that we are guaranteed to find
a desired separator that is orthogonal to d. A second parameter k 2 N of the algorithm
specifies the number of different directions to generate and test during this step. As a rule of
thumb, generating more directions results in a better solution, but the runtime of the algorithm
increases proportionally. The algorithm works for certain combinations of these parameters only,
as detailed in the following theorem.
Theorem 4. Given a set D of n pairwise disjoint unit balls in Rd and parameters b 2
{1, . . . , n} and k 2 N that satisfy the conditions
dn  kb and (5)
t :=

Vd
2d(d−2)/2
1/d n1/d
k2−1/d
> 2, (6)
(where Vd is the volume of the d-dimensional unit ball), one can construct in O(kn) time
a hyperplane H that intersects at most 2b/(t− 2) balls from D and such that each closed
halfspace bounded by H contains at least (n− b)/2 centers of balls from D.
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Perhaps more interesting than Theorem 4 in its full generality are the special cases stated
as Theorem 1 and Theorem 2 above. Theorem 1 describes the case that k is constant. It can
be obtained by choosing b = b(1 − 2α)nc and k = d(1 − 2α)de for α 2 (0, 1/2). Theorem 2
describes the case that k is a very slowly growing function f(n). It can be obtained by choosing
b = n/f(n) and k = df(n).
Overview of the algorithm. Our algorithm consists of two steps. In the first step, we find a
direction d in which the balls from D are “spread out nicely”. More precisely, for an arbitrary
(oriented) line ` consider the set P of points that results from orthogonally projecting all centers
of balls from D onto `. Denote by p1, . . . , pn the order of points from P sorted along `. We want
to find an (n − b)/2-separator orthogonal to `. This means that the separating hyperplane H
must intersect ` somewhere in between p(n−b)/2 and p(n+b)/2.
However, we also need to guarantee that not too many points from P are within distance
one of H, which may or may not be possible depending on the choice of `. Therefore we try
several possible directions/lines and select the first one among them that works. In order to
evaluate the quality of a line, we use as a simple criterion the spread, defined to be the distance
between p(n−b)/2 and p(n+b)/2. Given a line ` with sufficient spread, we can find a suitable
(n−b)/2-separator orthogonal to ` in the second step of our algorithm, as the following lemma
demonstrates. Note the safety cushion of width one to the remaining disks of D.
Lemma 7. Given a set P of b (one-dimensional) points in an interval [`, r] of length w =
r− ` > 2, we can find in O(b) time a point p 2 (`+ 1, r− 1) such that at most 2b/(w− 2)
points from P are within distance one of p.
Proof. We select d(w−2)/2e pairwise disjoint closed sub-intervals of length two in (`, r). By the
pigeonhole principle at least one these intervals contains at most b/d(w − 2)/2e  2b/(w − 2)
points from P. Select p to be the midpoint of such an interval.
Algorithmically, we can find such an interval using a kind of binary search on the intervals:
We maintain a set of points and a range of intervals. At each step consider the median interval
I and test for every point whether it lies in I, to the left of I, or to the right of I. Then either
I contains at most 2b/(w − 2) points from P and we are done, or we recurse on the side that
contains fewer points, after discarding all points and intervals on the other side. The process
stops as soon as the current range of intervals contains at most 2b/(w − 2) points from P, at
which point any of the remaining intervals can be chosen. Given that we maintain the ratio
between the number of points and the number of intervals, the process terminates with an
interval of the desired type. As the number of points decreases by a constant factor in each
iteration, the overall number of comparisons can be bounded by a geometric series and the
resulting runtime is linear.
How to find a good direction. Our algorithm tries k different directions and stops as soon as it
finds a direction with spread at least t (see Theorem 4). For a given direction the spread can be
computed in O(n) time using linear time rank selection [5]. In the remainder of this section, we
will discuss how to select an appropriate set of directions such that one direction is guaranteed
to have spread at least t.
For this we need a bound on the number of balls simultaneously within distance w1, . . . , wd
of some hyperplanes H1, . . . ,Hd. Below we give an easy formula based on a volume argument.
This formula in turn motivates our choice of directions, which we will explain thereafter.
Lemma 8. Let ~v1,~v2, . . . ,~vd 2 Sd−1  Rd be linearly independent directions and H1,H2, . . . ,Hd
hyperplanes with corresponding normal directions, then the maximal number of pairwise
3
disjoint unit balls entirely within distance w1, . . . , wd of H1,H2, . . . ,Hd, respectively, is
bounded from above by
2dw1 . . . wd
|det (~v1, . . . ,~vd) |Vd
,
where Vd denotes the volume of the d-dimensional unit ball.
Proof. For each hyperplane Hi consider the region Si within distance wi of Hi. We want to
count the number of balls in S :=
T
i Si. As each ball has volume Vd and they are pairwise dis-
joint, it is sufficient to bound the volume of S. The volume of S depends linearly on w1, . . . , wd,
so we scale them all to one. We can map the linearly independent vectors (~v1, . . . ,~vd) to the
standard basis (e1, . . . , ed) by multiplying with the matrix (~v1, . . . ,~vd)−1. The volume changes
by this transformation by a factor of 1/det(~v1, . . . ,~vd). After this transformation, S 0 is a cube
with side length two.
The bound in Lemma 8 depends on the determinant formed by the d direction vectors,
which corresponds to the volume of the (d− 1)-simplex spanned by them. In order to obtain a
good upper bound, we must guarantee that this volume does not become too small. Ensuring
this reduces to the Heilbronn Problem : Given k 2 N and a compact region P  Rd of unit
volume, how can we select k points from P as to maximize the area of the smallest d-simplex
formed by these points? Heilbronn posed this question for d = 2, the natural generalization to
higher dimension was studied by Barequet [3] and Lefmann [8]. We use the following simple
explicit construction in R2 that goes back to Erdős and was generalized to higher dimension
by Barequet.
Lemma 9 ([3, 14]). Given a prime k, let P = {p0, . . . , pk−1}  [0, 1]d with
pi =
1
k

i, i2modk, . . . , idmodk

.
Then the smallest d-simplex spanned by d+ 1 points from P has volume at least 1/(d!kd).
Assuming k to be prime is not a restriction: If k is not prime, then by Bertrand’s postulate
there is a prime k 0  2k. We can compute k 0 efficiently, for instance, in O(k/ log log k) time
using Atkin’s sieve [2]. In order to obtain the desired direction vectors we proceed as follows:
Use Lemma 9 to generate k points p0, . . . , pk−1 in [0, 1]d−1. Then lift the points to Sd−1  Rd
using the map
f : (x1, . . . , xd−1) 7→ (x1 − 12 , . . . , xd−1 − 12 , 12)
||(x1 −
1
2 , . . . , xd−1 −
1
2 ,
1
2)||
and denote the resulting set of directions by D = {~v0, . . . ,~vk−1} with ~vi = f(pi).
Lemma 10. For any d vectors ~vi1 , . . . ,~vid from D we have |det(~vi1 , . . . ,~vid)|  2d−1/((d −
1)!dd/2kd−1).
Proof. Let pj = (xj,1, . . . , xj,d−1), for j 2 {0, . . . , d}. Then
|det(~vi1 , . . . ,~vid)| =

det
0
BBBB@
xi1,1 −
1
2 . . . xid,1 −
1
2
...
. . .
...
xi1,d−1 −
1
2 . . . xid,d−1 −
1
2
1
2 . . .
1
2
1
CCCCA

d∏
j=1
1
||(xij,1 −
1
2 , . . . , xij,d−1 −
1
2 ,
1
2)||
=
1
2

det
0
BBBB@
xi1,1 . . . xid,1
...
. . .
...
xi1,d−1 . . . xid,d−1
1 . . . 1
1
CCCCA

d∏
j=1
1
||(xij,1 −
1
2 , . . . , xij,d−1 −
1
2 ,
1
2)||
,
4
where the determinant on the previous line describes the volume of the (d−1)-simplex spanned
by pi1 , . . . , pid . According to Lemma 9 this determinant is bounded by 1/((d − 1)!k
d−1) from
below. Also note that all pi are in the unit cube and so all coordinates of the vector (xij,1 −
1
2 , . . . , xij,d−1 −
1
2 ,
1
2) are between −1/2 and 1/2. It follows that
|det(~vi1 , . . . ,~vid)| 
1
2(d− 1)!kd−1
d∏
j=1
1p
d/4
=
2d−1
(d− 1)!dd/2kd−1
.
We are now ready to prove Theorem 4.
Proof. The algorithm goes as follows. Compute directions ~v1, . . . ,~vk as in Lemma 10. For
each i 2 {1, . . . , k} consider the sequence of center points of the disks in D, sorted according to
direction ~vi, and denote by Si the middle b points in this order (rank (n−b)/2 up to (n+b)/2).
We can bound
kb =
k∑
i=1
|Si|  (d− 1)n+
∑
i1<...<id
|Si1 \ . . . \ Sid |,
noting that a point that is contained in at most d−1 sets Si is counted d−1 times on the right
hand side, whereas a point that is contained in a  d sets is counted d− 1+  ad  a times.
Denote by wi the width of Si in direction ~vi (which is the spread of ~vi). We claim that
wi  t, for some i 2 {1, . . . , k}.
For the purpose of contradiction assume wi < t, for all i 2 {1, . . . , k}. Together with
Lemma 8 and Lemma 10 we get
kb =
k∑
i=1
|Si|  (d− 1)n+
∑
i1<...<id
2dwi1 . . . wid
|det (~vi1 , . . . ,~vid) |Vd
< (d− 1)n+
∑
i1<...<id
2dtd
Vd
(d− 1)!dd/2kd−1
2d−1
= (d− 1)n+
 
k
d
!
2td(d− 1)!dd/2kd−1
Vd
 (d− 1)n+ 2d
(d−2)/2
Vd
tdk2d−1.
In combination with Condition (5) we get
dn  kb < (d− 1)n+ 2d
(d−2)/2
Vd
tdk2d−1
and so
td >
Vd
2d(d−2)/2
n
k2d−1
,
in contradiction to the definition of t in Condition (6). Therefore, our assumption wi < t, for
all i 2 {1, . . . , k}, was wrong and there is some wj  t.
Using Lemma 7 on the set Sj projected to a line in direction ~vj we obtain a hyperplane H
orthogonal to ~vj that intersects at most 2b/(wj − 2)  2b/(t − 2) balls from D. By Lemma 7
the hyperplane H has distance greater than one to any disk in D whose center is not in Sj, and
so H is the desired separator.
Regarding the runtime bound, as stated above we can compute the spread of any direction
in O(n) time, which yields O(kn) time for k directions. The second step of finding H can be
done in O(b) = O(n) time by Lemma 7. Therefore the overall runtime is O(kn).
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3 A deterministic linear time algorithm in the plane
In this section we describe a deterministic linear time algorithm to construct a halving line `
for a given set D of n disks in the plane. The line ` bisects D perfectly (at most n/2 centers lie
on either side) and it intersects at most O(nc) disks, where c may be chosen arbitrarily close
to 5/6. We may assume that n is odd: If n is even, remove one arbitrary disk and observe that
any halving line for the resulting set of disks is also a halving line for the original set. As our
algorithm works in the dual arrangement, we first briefly review this duality and how it applies
to line-disk intersections.
Point-line duality. The standard duality transform maps a point p = (px, py) to the line p : y =
pxx−py and a non-vertical line g : y = mx+b to the point g = (m,−b). This transformation
is both incidence preserving (p 2 g ⇐⇒ g 2 p) and order preserving (p is above g ⇐⇒ g
is above p). Given a set P of points in the plane, the dual arrangement A(P) is defined by
the lines in P = {p | p 2 P}. In order to avoid parallel lines we assume that no two points in P
have the same x-coordinate (which can be achieved by an infinitesimal rotation of the plane).
A halving line ` for P corresponds to a point ` in the dual arrangement that has no more
than half of the lines from P above it and no more than half of the lines below it. The set
of these points is referred to as the median level of the arrangement induced by P. Since n
is odd, for any x-coordinate there is exactly one such point, and so we can regard the median
level as a function from R to R. The following lemma characterizes line-disk intersections in
the dual plane.
Lemma 11. Let ` : y = mx + b be a non-vertical line and let p denote the center of a unit
disk D. Then D intersects ` if and only if the line p intersects the vertical segment
s = [(m,−b−
p
m2 + 1), (m,−b+
p
m2 + 1)].
Proof. Consider ` and the two lines `a (above) and `b (below) at distance 1 from ` (Figure 2).
Then D intersects ` if and only if p is below `a and above `b. Equivalently, in the dual, D
intersects ` if and only if p intersects the vertical line segment `a`b at x = m. It remains to
calculate the y-coordinates of the endpoints of `a`b.
1
mx
x
` : y = mx+ b
`a : y = mx+ b+
√
1+m2
p
`b
∗
`∗
p∗
`a
∗`b : y = mx+ b−
√
1+m2
s
︸
︷︷
︸
Figure 2: When does a line ` intersect a unit disk centered at p?
Consider a right-angled triangle T for which one side determines the horizontal distance x
and another side determines the vertical distancemx between ` and `a. Denote the length of the
third side of T by s. Then the area of T is 12s =
1
2mx
2. By Pythagoras we have s2 = x2(1+m2),
which together yields 1+m2 = (mx)2, and so mx =
p
1+m2.
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If we view Lemma 11 from the perspective of a unit disk D with center p, then the set of lines
that intersect D dualizes to the set of points (x, y) whose vertical distance to p is at mostp
1+ x2. We call this closed region of points the (dual) 1-tube of D (figurename 3). Note
that the function
p
1+ x2 is strictly convex and so the 1-tube is bounded by a strictly convex
function from above and by a strictly concave function from below.
Figure 3: The 1-tube of the disk centered at p = (3/8,−1/2). It is bounded from below by the
function p− = p −
p
1+ x2 and from above by p+ = p +
p
1+ x2.
Overview of the algorithm. The algorithm works in the dual arrangement and follows the prune
and search paradigm. At the beginning we consider all potential halving lines, but subsequently
narrow the range of potential slopes for the desired halving line. Recall that in the dual a halving
line appears as a point on the median level, whose x-coordinate corresponds to the slope of the
(primal) line.
The successive narrowing of the range of slopes under consideration is made explicit by a
parameter S, denoting the closed region bounded by at most two vertical lines. Such a region
we call a slab. A slab S = {(x, y) 2 R2 : `  x  r} we denote by S = <`, r>. The distance r− `
between the two bounding vertical lines is the width of S. By Alon et al. [1] we may start with
S = <0, 1> as an initial slab, that is, there is always a halving line that intersects few disks and
whose slope is between zero and one.
Crucial for the linear runtime bound is that a constant fraction of all lines from L be
discarded after each iteration. However, by discarding some lines also our level of interest—
which is the median level of the original set of lines—changes. Therefore this level also appears
as a parameter of the algorithm. We denote this parameter by λ 2 {1, 2, . . . , |L|}. Initially
λ = dn/2e.
We first describe a single iteration of the algorithm, then prove some bounds for the param-
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eters, and finally present the analysis of the whole algorithm.
A single iteration. At the beginning of each iteration we have a set L of n lines, a slab S = <`, r>
of width w = r − `, and a level parameter λ. Our goal is to find a constant fraction of lines
from L that can be discarded. The outline of an iteration step is as follows.
1. Divide S in constantly many slabs S1, . . . , Sm, such that each contains at most α
 n
2

many
vertices of the arrangement A(L), for some appropriate constant 0 < α < 1. We define
Si = <`i, ri> and wi = ri − `i.
2. For each slab Si, construct a trapezoid Ti  Si such that Ti contains the λ-level of A(L)
within Si and at most half of the lines from L intersect Ti.
3. For each trapezoid Ti, define its 1-tube τi ff Ti as follows: Consider the two lines ai and
bi passing through the segment bounding Ti from above and below, respectively; then τi
is defined as the closed subset of Si that is bounded by the upper boundary of the 1-tube
of ai from above and by the lower boundary of the 1-tube of bi from below (Figure 4).
For each slab Si and some parameter γ 2 (0, 1/2), define the γ-core Cγ of Si to be the
central (1− 2γ)-section of Si, that is, Cγ(Si) = <`i + γwi, ri − γwi>.
For each slab Si, count the number ni of lines that intersect τi within Cγ(Si).
4. Select (in a way to be described) one of the slabs Cγ(Si) to continue the search with.
Discard all lines from L that do not intersect τi within Cγ(Si) and adjust λ accordingly
(decrease by the number of lines discarded that are below τi).
Observe first that discarding lines as described in Step 4 is justified: A line ` 2 L that
does not intersect τi within Cγ(Si) by Lemma 11 corresponds to a unit disk centered at ` that
within Cγ(Si) is not intersected by any line whose dual point lies on the λ-level of A(L).
Next we will detail the steps listed above and analyze their runtime. For the first two steps
we apply the machinery due to Lo et al. [9]. The first step can be handled in linear time using
the following lemma, which follows from Lemma 3.3 of Lo et al. with α = 1/32.
Lemma 12 ([9]). Let L be a set of n lines in the plane in general position1 and let S be a
slab. In O(n) time S can be subdivided into subslabs S1, S2, . . . , Sm  S (for some constant
m  64), such that each Si contains at most 132
 n
2

of the
 n
2

vertices of A(L).
The trapezoids mentioned in the second step can be computed as follows. For Si = <`i, ri>,
let the upper left (right) corner of Ti be defined by the (λ+n/8)-level of A(L) at x = `i (x = ri).
Analogously, the lower corners of Ti are defined by the (λ−n/8)-level of A(L) at x = `i (x = ri).
Then Lemma 3.5 from the paper by Lo et al. (with δ = 1/8) gives the following:
Lemma 13 ([9]). The trapezoid Ti contains the λ-level of A(L) within Si and at most half of
the lines from L intersect Ti.
All these trapezoids can be constructed in a brute-force manner in O(n) time (recall that m
is constant). This completes the first two steps: we have computed (in linear time) a subdivision
of our initial slab S into m  64 subslabs Si, each of which contains a trapezoid Ti that contains
the λ-level of A(L) within Si and at most half of the lines from L intersect Ti.
Regarding Step 3, note that testing whether a given line intersects τi is a geometric predicate
of constant algebraic degree and, therefore, can be done in constant time. Hence this step can
1Any two intersect in exactly one point.
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τi
τi
τi+1
τi+2
τi+2
Ti Ti+1 Ti+2
Figure 4: Three consecutive trapezoids Ti, Ti+1, Ti+2 (shown in dark red) and their encompass-
ing 1-tubes τi, τi+1, τi+2, respectively (shown in light green). In our algorithm, all trapezoids
are contained in <0, 1>; in this figure they are spread out further so as to emphasize the
convex/concave boundary of the 1-tubes (which would be hard to recognize, otherwise).
be executed in a straightforward manner in O(mn) = O(n) time. It remains to argue how to
select an appropriate slab to continue with in Step 4. It turns out that not only the number of
lines matters, but it is also important to ensure that the width of the slab does not become too
small. The following lemma gives a precise account for the bounds we are after.
Lemma 14. For any 0 < ε < 1/2 and 0 < γ < 1/2 there exist an integer n 0 > 0 and constants
m  64 and c = (8m/γε)2 such that for any n  n 0 the following statement holds.
Given a set L of n lines, an integer λ 2 {1, . . . , n}, and a slab S  <0, 1> of width
w  c log(n)/n, there exist a set L 0  L of at most ( 12 + ε)n lines and a slab S 0 of width
 (1− 2γ)w/m such that inside S 0 the λ-level of A(L) does not intersect any line in L \ L 0.
Analysis of the algorithm. Let us postpone the proof of Lemma 14 for now and first complete
the overall analysis of the algorithm. Denote by nt the number of lines and by wt the width of
the current slab after t iterations. We have n0 = n and w0 = 1. By Lemma 14 we have
nt 

1
2
+ ε
t
n and wt 

1− 2γ
m
t
,
as long as w  c log(n)/n. After some number of iterations, either we are left with a constant
number of lines or a slab of width w < c log(n)/n. As in the first case we can finish by
brute force, let us concentrate on the second case. Suppose t is the smallest index for which
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wt < c log(n)/n. The following inequalities are equivalent:

1− 2γ
m
t
<

8m
γε
2
 logn
n
−t log

m
1− 2γ

< 2 log

8m
γε

+ log logn− logn
t >
logn− 2 log

8m
γε

− log logn
log

m
1−2γ
 .
Since γ, ε and m are all constant, the last inequality implies that for any constant 0 < ε 0 < 1
we have
t > logn  (1− ε
0)
log( m1−2γ)
,
for sufficiently large n (depending on ε 0). Hence the number of lines to be considered after t
iterations is
nt 

1
2
+ ε
t
 n
<

1
2
+ ε
logn 1−ε 0log( m
1−2γ
)  n
= n
log( 12+ε)
1−ε 0
log( m
1−2γ
)  n
= n
log( 12+ε)
1−ε 0
log( m
1−2γ
)
+1
 n 56+δ
where the last inequality uses m  64 (and hence logm  6) and where δ > 0 can be made
arbitrarily small by choosing ε, ε 0 and γ to be correspondingly small.
So after at most t = Θ(logn) iterations we are left with a slab S and O(n
5
6
+δ) lines. All
lines that have been discarded do not intersect the 1-tube of the level that corresponds to the
original median level. Therefore any point on this level within S corresponds to a halving line
for the original set of disks that intersects o(n) of the disks. Such a point can easily be found
in a brute force manner in o(n) time.
Denote by R(n) the runtime of the algorithm for n disks. Each iteration can be handled in
time linear in the number of lines/disks remaining and so
R(n) 
t∑
t=0
cnt  cn
t∑
t=0

1
2
+ ε
t
<
2c
1− 2ε
n = O(n),
for some constant c. This proves Theorem 3.
Proof of Lemma 14. It remains to prove that we can select a constant fraction of lines to be
discarded in each iteration while at the same time the width of the current slab does not shrink
too much. To begin with we need a slab whose 1-tube is not intersected by too many lines. To
show that such a slab exists, we use an averaging argument: While a single 1-tube τi may be
intersected by all lines from L, on average the number of intersecting lines per slab is sublinear.
To this end we define a function g by setting g(x) to be the number of lines that intersect
10
Sm
i=1 τi at x 2 (`, r). The following lemma provides an upper bound on the average number of
such lines.
Lemma 15. For a slab S = <`, r>  <0, 1> of width w = r− `, there is some constant c  4
such that ∫ r
`
g(x)dx  c
q
nw log(nw) ,
if nw is sufficiently large.
Proof. We follow the approach of Alon et al. [1] but are more specific about some technical
details. We define xi := ` + iw/k, for i = 0, . . . , k − 1 and some parameter k to be specified
later and consider the function
f(x) :=
k−1∑
i=0
g(x+ xi)
over the domain [0,w/k]. Clearly, we have∫w/k
0
f(x)dx =
∫ r
`
g(x)dx .
Next we bound f(x) for some arbitrary but fixed x. To this end, we move back to the primal
setting and consider the set H of halving lines hi with slope xi + x, for i 2 {0, . . . , k − 1}. Let
Di denote the set of disks from D that intersect hi. The value of f is the number of pairs
(d, h) 2 DH where d \ h 6= ;. A (generous) upper bound for this quantity is provided by
n+
∑
i<j
|Di \Dj| ,
where the first term counts every disk that intersects only one line and the second term counts
every disk that is intersected by at least two lines. (In this way, a disk that is intersected by c
lines is counted 1+
 c
2

times.)
Let ~vi = (−xi − x, 1)T/
q
(xi + x)
2 + 1 be the (unit) normal vector to hi. By Lemma 8 (where
d = 2, w1 = w2 = 2, ~v1 = ~vi, and ~v2 = ~vj) we have (using x+ xi  1)
|Di \Dj|  16
pi |det(~v1,~v2)|
=
16
q
(xi + x)2 + 1
q
(xj + x)2 + 1
pi |xi − xj|
 32
pi |xi − xj|
=
32k
piw |i− j|
and therefore
n+
∑
i<j
|Di \Dj|  n+ 32k
piw
∑
i<j
1
j− i
.
The sum can be bounded using
∑
i<j
1
j− i
=
k−1∑
a=1
k− a
a
= kHk−1 − (k− 1) < 1+ k ln(k) ,
where the last inequality uses the well-known bound Hn < 1+ ln(n) for the harmonic number.
We started out by fixing a particular x, but the derived bound holds for any arbitrary x.
Altogether we obtain
f(x) < n+
32k
piw
(1+ k ln(k)) = n+
32
piw
(k+ k2 ln(k))
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and so ∫ r
`
g(x)dx =
∫w/k
0
f(x)dx <
nw
k
+
32
pi
(1+ k ln(k)) .
Setting k =
lp
pinw/(16 ln(nw))
m
in the previous expression and omitting the ceilings (it can
be verified that this only increases the value of the expression, provided nw  512) yields∫ r
`
g(x)dx <
4p
pi
q
nw ln(nw) +
32
pi
+
8p
pi
s
nw
ln(nw)
ln
 s
pinw
16 ln(nw)
!
,
which—noting that
p
pix/(16 ln x) <
p
x, for x  1—is upper bounded by
4p
pi
q
nw ln(nw) +
32
pi
+
8p
pi
s
nw
ln(nw)
ln(
p
nw) =
8p
pi
q
nw ln(nw) +
32
pi
.
It can be checked that the last expression is upper bounded by 4
p
nw log2(nw), for nw 
226.
By the pigeonhole principle, the integral is small for most subslabs. But bounding the
integral is not sufficient to bound the number of lines that intersect the 1-tube, because lines
that do so for a very short interval only do not contribute much to the integral. To account for
such lines we restrict our focus to the γ-core of the slabs instead. For a slab Si let di(x) denote
the number of lines that intersect τi \ Ti at x, for x 2 (`i, ri). Clearly di  g. Furthermore let
φγ,i = max {di(x) : xR  Cγ(Si)}.
Proposition 16. The number of lines from L that intersect (τi \ Ti) \ Cγ(Si) is bounded by
2φγ,i, for any i 2 {1, . . . ,m} and 0 < γ < 1/2.
Proof. Let Cγ(Si) = <ai, bi> and consider a line ` that intersects (τi \ Ti) \ Cγ(Si). Then `
intersects at most one boundary of τi, say, the upper boundary U. As U is strictly convex, the
line ` intersects τi at x = ai or x = bi (possibly both). Therefore, the number of such lines is
upper bounded by di(ai) + di(bi)  2φγ,i.
Proposition 17. φγ,iwi  γ−1
∫ri
`i
g(x)dx
Proof. Let Cγ(Si) = <ai, bi> and consider a line ` that is counted in φγ,i, that is, ` intersects
τi \ Ti at some x 2 [ai, bi]. By the proof of Proposition 16, we may assume that x 2 {ai, bi}.
Using the same argumentation, we may also assume that ` intersects τi at some x 0 2 {`i, ri}.
Regardless of the combination of x and x 0, it follows that ` contributes to di—and thus to
g—for at least a γ-fraction of the interval [`i, ri].
Now we have all tools in place to complete the proof of Lemma 14. Combining Proposition 17
and Lemma 15 yields
m∑
i=1
φγ,iwi  4γ−1
q
nw log(nw) .
We claim that we can select any slab Sj for which wj  w/m and continue the search within
Cγ(Sj). Such a slab exists because there are m slabs in total and w =
∑m
i=1wi. We can then
bound
φγ,j
w
m
 φγ,jwj 
m∑
i=1
φγ,iwi  4γ−1
q
nw log(nw)
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g1
g2
T
τ
                      
C1/4(S)
Figure 5: A slab S with its core C1/4(S) and a corresponding trapezoid T with its 1-tube τ.
The line g1 intersects both T and τ, whereas g2 and g3 intersect τ but not T . Every such line
intersects τ at the boundary of the core, like g3 does. An intersection pattern as depicted for
g2 is impossible for a straight line.
and so
φγ,j  4γ−1m
s
n log(nw)
w
 4γ−1m
s
n log(n)
w
.
The slab we continue to search in (the core Cγ(Sj) of Sj) has width at least (1 − 2γ)w/m.
Lemma 13 and Proposition 16 bound the number nγ,j of lines that intersect τj within Cγ(Sj)
by
nγ,j  n
2
+ 2φγ,j  n
2
+
8m
γ
s
n log(n)
w
.
Given any 0 < ε < 1/2 and 0 < γ < 1/2, we have nγ,j 

1
2 + ε

n , as long as w 

8m
γε
2  lognn ,
which is stated as an assumption. This completes the proof of Lemma 14.
4 Conclusions
In this paper we studied the construction of separators for balls in deterministic linear time.
The aim is to intersect as few balls as possible while (approximately) bisecting the set of center
points. We presented essentially two ways to compute such seperators with a sublinear number
of intersections. The first algorithm is very simple and straight-forward to implement (we
gave all constants explicitly), and obtains an arbitrarily good bisection in combination with
an asymptotically optimal number of intersections. The strength of the second algorithm is to
bisect the center points exactly, but it works in the plane only.
Throughout the paper we assumed the balls to be disjoint, but we never really used it. In
fact, both algorithms work as long as we have some density lower bound on the objects under
consideration and some bound on the size of the objects. This lower bound is implicitly given
if for instance the objects satisfy some fatness condition and are disjoint. Also note that, in
contrast to the continuous case, we do not make use of the fact that the hyperplane to be
constructed is bisecting. Therefore it is easy to adapt the algorithm to, for instance, have n/3
of the points on one side and 2n/3 of the other side of the hyperplane.
There are point sets for which the number of balls intersected by every halving hyperplane
is Ω(n(d−1)/d). But already for dimension three it is not clear if a halving plane with o(n3/4)
13
intersections always exists (O(n3/4) is not difficult). In dimension two it is open if o(
p
n logn)
can be achieved. So let us ask the following question: Is it true that for every set of n disjoint
unit balls in Rd there exists a halving hyperplane that intersects O(n(d−1)/d) of the balls?
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