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Knowledge Management Systems are becoming widely used in organizations. Early 
successes are encouraging but these systems entail their own set of challenges. This paper 
proposes a measure of risk exposure for knowledge management system use. Five 
undesirable outcomes and thirty two risk factors were identified. These elements were 
extracted from the literature and from cases, and validated using a Delphi exercise. This 
measure enables knowledge managers to assess the level of risk supported by their 
organization and to take the appropriate action to manage their risk exposure. 
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Knowledge management systems (KMS) are becoming ubiquitous in organizations. Investments in 
KMS are growing (Logan, 2009) and a research firm has recently noted a resurgence of interest 
toward such systems (Mann, Rozwell, & Drakos, 2010). Many early success stories have contributed 
to legitimize and popularize the use of KMS in response to the organizational problems of codifying, 
storing, connecting, sharing, and re-using various forms of explicit knowledge. For instance, Xerox is 
said to have benefited from substantial savings in the 90s after it adopted a KMS to support the work 
of its technicians responsible for servicing the firm’s customers (Brown & Duguid, 2000). Other early 
adopters include Kodak, Raytheon, and Royal Dutch/Shell, among others (Kontzer, 2002, 2003). 
Yet, while the hype surrounding the expected outcomes of KMS has receded, the challenges tied to 
the adoption and use of KMS haven’t disappeared. The scope of such projects has increased to 
encompass core knowledge-based processes in organizations and the diversity of the technologies 
available to design such systems has increased as well. Successfully reaping the benefits of KMS 
remains notoriously difficult and they often fail to deliver expected outcomes (Mann, 2010). 
One of the key challenges associated with KMS lies in the difficulty in making such system relevant, 
useful and easy to use. It often requires that workers contribute content to the system although they 
may not be the ones who benefit from the outputs of the system. The short-term adoption of a KMS is 
often plagued by collective action dilemmas while their long-term usefulness is often dependent upon 
a critical mass of users adopting the system (Fulk, Heino, Flanagin, Monge, & Bar, 2004). Even if a 
KMS gets regular usage and contributions from its users, the quality of the content of a KMS might 
suffer depending on the social and task contexts in which it is embedded, such as pressures for 
accountability and the rate at which tasks change (Bernard, 2006), the existence of social capital 
(Wasko & Faraj, 2005), and the patterns of advice seeking behaviours within the adopting 
organization (Leonardi, 2007). Furthermore, post-adoption investments in resources to curate KMS 
content are often overlooked and dismissed despite the importance of such activity to keep the system 
current, fresh, and useful (Desouza & Awazu, 2005; Markus, 2001). 
While many papers have looked at the risks associated with software implementation, KMS entail an 
additional set of risks. As already noted, the fact that a KM system is very dependent on continuous 
usage and enrichment of its content challenges its sustainability. Also, the pitfalls associated with the 
capture of knowledge in a system have to be considered. This paper contributes to the KMS literature 
by assessing the risk that is specific to these systems. The identification of such risk will facilitate its 
management. It will enable managers to foresee potential undesirable outcomes that may occur when 
using this type of system. A comprehensive list of risk factors will facilitate the identification and 
active management of potential threats to these systems. Finally, a risk measure will allow 
organizations to compare the risk they are taking with the expected returns of such initiatives. 
The paper is organized as follows. First, the goals associated with the implementation of KMS are 
briefly reviewed. The following section presents the definition of the key risk concepts; undesirable 
outcomes, risk factors, and risk exposure. The third section outlines the methodology. It describes 
how the undesirable events, the risk factors, and the linkages between these elements were validated 
using cases and experts. Finally, a discussion highlights some interesting or unique aspects of the 
KMS risk measure. 
2 KNOWLEDGE MANAGEMENT SYSTEMS 
Knowledge management systems (KMS) are a class of information systems that aim (1) to promote 
the creation of new knowledge, (2) to capture knowledge in an explicit form, (3) to support and 
facilitate content management, (4) to share knowledge among occupational communities within and 
across organizations, and (5) to apply and re-use knowledge to generate value (Alavi & Leidner, 
2001; Birkinshaw & Sheehan, 2002). KMS differ from in substantial ways from enterprise and 
business intelligence systems. They usually support unstructured and emergent work processes, for 
which unplanned and non-routinized interactions between workers are common, such as new product 
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development, customer service, software programming, and artistic creation. They are also often used 
to collect and codify critical incidents and learning episodes in industries such as health care and 
aviation (Bernard, 2006).  
Many technology features may be employed to design and assemble KMS (Gallupe, 2001). The 
following four types of features are commonly bundled together as packages sold by software vendors 
such as IBM Lotus, Microsoft, EMC, Atlassian and Open Text, among others. 
• Unstructured databases and repositories, which provide document retrieval features, search 
engines, and intelligent agents to classify and categorize content (Kankanhalli, Tanudidjaja, 
Sutanto, & Tan, 2003; Markus, 2001; Tyrvainen, Paivarinta, Salminen, & Iivari, 2006);  
• Expert profiling, social networking and directory features (Kankanhalli et al., 2003; Lindgren, 
Henfridsson, & Schultze, 2004; Markus, 2001; Skeels & Grudin, 2009); 
• Real-time collaborative tools such as email, listserv, bulletin boards, instant messaging, and 
video conferencing (Kankanhalli et al., 2003);  
• Web publishing, editing and filtering features, such as blogging, wikis, social tagging, podcasting, 
and micro-blogging features (Danis & Singer, 2008; Efimova & Grudin, 2007; Marlow, Naaman, 
boyd, & Davis, 2006; McAfee, 2006; Zhao & Rosson, 2009). 
From these packages, organizations may adopt and configure selected features into specific KMS 
applications to support one or more objectives of a knowledge management initiative (Gallupe, 2001). 
For instance, specific KMS applications may be adopted to enable a project team to share content and 
knowledge internally, to accelerate the learning of novice workers, to provide ways for secondary 
knowledge miners to discover new applications to old knowledge (Markus, 2001), or to provide a 
window upon the current affairs of various organizational units to build cohesion and a sense of 
belonging among workers (Scheepers, 2003). While each of these KMS applications involve 
particular adoption and implementation challenges, they also share many common challenges 
(Markus, 2001). This is why this paper elaborates a measure of KMS risk which is generic enough to 
encompass all types of KMS applications. 
3 A DEFINITION OF RISK EXPOSURE 
For the purpose of this paper, we adopt a conceptualization of risk assessment that has been widely 
used in the IS literature. It has been empirically validated in contexts such as information systems 
development projects (Barki, Rivard, & Talbot, 1993), of information systems outsourcing contracts 
(Aubert, Patry, & Rivard, 2005), and enterprise systems projects (Bernard, Rivard, & Aubert, 2004), 
among others. KMS are risky endeavors which can be costly for organizations and their stakeholders. 
Risk management has been found useful to fulfill to the need to proactively discern and act upon 
project failure threats (Du, Keil, Mathiassen, Shen, & Tiwana, 2007). Research has also showed that 
the success of information systems development projects is significantly influenced by the fit between 
the types of management practices enacted and the level of risk the projects (Barki, Rivard, & Talbot, 
2001). From a practical standpoint, research has developed contingency frameworks which help 
managers select the most appropriate risk management method for their IS projects (Iversen, 
Mathiassen, & Nielsen, 2004).  
Managing the risk of an activity involves two essential components: the assessment of risk exposure 
and the enactment of mitigation mechanisms. Boehm (1989) put forward a method to measure risk 
which is consistent with a definition of risk from a behavioral perspective. The behavioral perspective 
on risk departs from a classical conception of risk as the variance of the probability distribution of 
possible outcomes, which argues that managers will evaluate a trade-off between variations in 
performance and expected return (March & Shapira, 1987). Research about the cognitive processes of 
managers has shown that they are much more attentive to threats than opportunities (Jackson & 
Dutton, 1988) and that the meaning of risk is tied to negative outcomes, which are considered as 
dangers or hazards to avoid (March & Shapira, 1987). Instead of considering risk as a range of 
outcomes, managers consider risk as a threat of a very poor outcome. 
3
Aubert et al.: Defining Knowledge Management System Risk
Published by AIS Electronic Library (AISeL), 2011
 
 
To elaborate a measure of the risk associated with a KMS adoption and implementation project, we 
thus adopt the notion of risk exposure, which is defined as a function of the probability of an 
undesirable outcome and the importance of the loss due to the occurrence of this outcome: 
RE = Σi P(UOi) * L(UOi) 
where P(UOi) is the probability of an undesirable outcome i, and L(UOi) the loss due to the 
undesirable outcome i (Barki et al., 1993, Aubert et al., 2005).. Figure 1 shows how risk exposure 
may be visualized by mapping each undesirable outcome according to its likelihood and the 
magnitude of the associated loss: 
 
Figure 1. Risk Exposure Map (Adapted from Aubert et al. 2005) 
To evaluate the risk exposure for a given KMS, it thus becomes crucial to identify and assess three 
components: (1) the range of undesirable outcomes that could occur; (2) the magnitude of the losses 
incurred should each of the undesirable outcomes materialize; and (3) the probability of the 
occurrence of such outcomes.  
Undesirable outcomes consist of the failure to attain one or more of the KMS objectives and of threats 
to other aspects tied to the host organization’s survival and health as well. The magnitude of loss due 
to a given undesirable outcome can be estimated either via quantitative analysis (e.g., by evaluating 
the sales lost due to disruption of service to customers) or via qualitative assessment of its 
organizational impact (e.g., by using Likert scales to assess its importance).  
Our proposed method for assessing the probability of an undesirable outcome relies upon the 
identification and assessment of risk factors, which act as proxies for the probability of an undesirable 
outcome. Put simply, risk factors are objective attributes of a situation which have been empirically 
shown to be associated with the occurrence of an undesirable outcome within that given situation. 
This approach is similar to the one employed by physicians while assessing the risk of a disease for a 
patient. For instance, the probability of developing cardiovascular diseases is determined by the 
existence and level of specific risk factors which can be more or less amenable to control and 
mitigation: smoking habit, drinking habit, lack of physical exercise, poor dietary habits, genetic 
antecedents, etc. In an IS development context, Barki et al. (1993) identified five such factors to 
assess the probability of project failure: technological newness, application size, the IS development 
team’s lack of expertise, application complexity, and organizational environment. Once identified and 
tied to undesirable outcomes, risk factors are usually qualitatively assessed by using Likert scales. 
This indirect approach to the assessment of probabilities of undesirable outcomes is functional for 
three reasons. First, this approach palliates to the usual scarcity, if not complete absence, of historical 
data about project management events and outcomes from which the probability estimates of 
undesirable outcomes may be inferred. The use of expert judgments as proxies to estimate 
probabilities is justified in such context (Paté-Cornell, 1996). Second, behavioral research has shown 
that managers are generally uncomfortable with probability estimates. They thus tend to focus their 
attention much more on the magnitude of an undesirable outcome rather than on the probability of the 
undesirable outcome (March & Shapira, 1987). Third, risk factors are not only useful in providing 
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substitutes for unreliable and doubtful probability estimations, but also in providing “cognitive 
repairs” (Heath, Larrick, & Klayman, 1998) which help managers to discern threat cues before they 
become relatively serious and precipitate an undesirable outcome. Managers draw a sharp distinction 
between taking risks and gambling, as taking risk is amenable to control while gambling is not. The 
continuous monitoring of risk factors as projects and operations unfold allows managers to enact 
targeted mitigation mechanisms from which they can “try to change the odds” (March & Shapira, 
1987, p. 1410). Mitigation mechanisms may help to reduce the probability of undesirable outcomes by 
preventing their occurrence or they may tamper the magnitude of loss tied with undesirable outcomes 
(e.g., insurance). Managers commonly evaluate the enactment of a specific mitigation mechanism as a 
trade-off between the marginal reduction in risk exposure and the cost of the mitigation mechanism.  
It is important to note that this paper will focus on the risk associated specifically with knowledge 
management systems. Any project implementing a KMS would face two subsets of undesirable 
outcomes. The first subset includes the risk associated with the IT project and the implementation of 
the technology. There is no reason to presume that KMS would be different from other technologies 
in that respect. Therefore, project risk, as defined by Barki et al. (2001) would have to be considered 
by a project manager implementing a KMS. However, there is also a second subset of undesirable 
outcomes to consider. This second subset includes the undesirable outcomes that are unique to KMS. 
These outcomes are directly related to the goals of KMS as applications and to the management of the 
knowledge. Using the definition of Bernard et al. (2004) stating that an undesirable outcome is a 
deviation from a goal, we can focus our analysis of the risk specific to KMS adoption and use. 
4 METHODOLOGY 
The first step to assess the risk associated with KMS is to identify the relevant variables underlying 
this type of risk. This provides content and face validity of the tool. Further steps would be to 
determine the actual items of the measures and assess their psychometric properties (convergent and 
discriminant validity, reliability, etc.). 
In order to measure the risks associated with knowledge management systems, we have to ensure that 
all the components of this type of risk are covered, providing content validity. Content validity is the 
extent to which a measure reflects the intended domain of content (Carmines and Zeller, 1979). This 
means, following the definition of risk provided earlier, that the undesirable outcomes have been 
identified, that the relevant risk factors are known, and that the relationships between risk factors and 
undesirable outcomes have been mapped. Bernard, Rivard, and Aubert (2004) argue that a way to 
ensure that the content of measure is valid is to create it using content generated from the literature. 
After this first step was done, and in order to continue improving the validity of the measure, a 
validation using case studies was done and a Delphi exercise was conducted.  
4.1 Literature Review 
An review of the literature was conducted to identify (1) the expected outcomes tied to KMS projects, 
(2) the risk factors which might prevent the realization of these outcomes, and (3) the hypothesized or 
empirically validated linkages between risk factors and specific expected outcomes. The scope of the 
review was initially focused on identifying influential studies from top journals of the IS field (i.e. 
AIS basket of eight journals) following keyword searches and was subsequently broadened by 
conducting both backward and forward citation searches for relevant studies using both ISI Web of 
Science and Google Scholar (Webster & Watson, 2002). No restrictions on research methodologies 
were put and studies originating from neighbouring disciplines (e.g., organization studies, library 
science) were included when their main focus was on the conduct of KM projects through 
technological means.  
Five undesirable outcomes of KMS adoption were singled out following the literature review: (1) the 
failure to promote the creation of new knowledge, (2) the failure to capture knowledge in an explicit 
form, (3) the failure to support and facilitate content management, (4) the failure to share knowledge 
among occupational communities within and across organizations, and (5) the failure to apply and re-
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use knowledge to generate value. This emphasis on KMS-specific objectives is coherent with calls to 
broaden project success measures beyond the classic triangle of budget, schedule, and quality 
outcomes (Atkinson, 1999). It also distinguishes KMS risk from generic IS project risk. It further 
suggests that previous research considers that the challenges associated with KMS projects reside in 
“getting it right” rather than “doing it right”.  
A large number of relevant risk factors were also identified. Due to space limitations, the relevance of 
each factor is not discussed in detail in this paper. Table 1 at the end of this paper shows the list of 
factors which were identified from this literature review. It also indicates which risk factors are 
expected to influence each of the undesirable outcomes.  
4.2 Historical Cases 
In order to validate the undesirable consequences and the risk factors identified in the literature 
review, historical cases were examined. Historical cases provide a wealth of information (Bernard, 
Rivard, and Aubert, 2004) and enable the researcher to increase content validity (Miles & Huberman, 
1994). The cases were extracted mainly from academic sources like Harvard Business School and 
Richard Ivey School of Business. Cases had to detail the use (or lack of it) of knowledge management 
systems. They could not be focusing solely on the implementation of the technology. The cases 
selected are: Ernst & Young, Buckman Laboratories, Montgomery Watson Harza, Hill & Knowlton, 
Andersen Consulting, Siemens, Deutsche Bank, and Pharmacoepidemiology. These cases were 
deemed detailed enough to enable a first validation of the risk measure.  
A known limit associated with the use of published cases is the lack of availability of cases describing 
failures. According to Chua and Lam (2005), failure is still very much a taboo subject in 
organizations. However, organizations should consider failure as an integral part of their development 
and learning process (Sitkin, 1992). Even if the cases do not represent pure failures, many challenges, 
problems, and issues related to KMS are described in the cases. This permits the identification of 
undesirable outcomes and their associated risk factors.  
In order to analyze the cases, a hierarchy of codes was built from the list of undesirable consequences 
and risk factors identified in the literature review. A code is assigned to a word, sentence, or 
paragraph making an explicit reference to an element of risk (outcome or factor).  
The analysis of historical cases has three objectives. It seeks (1) to validate the undesirable outcomes 
and risk factors identified in the literature, (2) to discover new outcomes or factors that were not 
identified in the literature, and (3) to document the relationships between the risk factors and the 
undesirable consequences. Therefore, the coding process allows for the introduction of new codes. If 
an undesirable outcome or a risk factor is observed in the case, but was not previously identified in the 
literature review, a new code is generated.  
Three tables were built for each case. First, a list of the undesirable consequences observed in the case 
was established. These undesirable consequences are deviations from the goals associated with the 
system use. In some cases, these consequences were severe while in others they were minor. Second, 
all the risk factors observed in the case were recorded, along with an evaluation of their value 
(high/low). For example, a risk factor like “Lack of collaborative culture in the organization” could be 
high; indicating that this variable increased the risk of an undesirable outcome, or low; suggesting that 
this factor was not menacing the objectives of the system. Finally, a third table listed all the links 
observed between the risk factors and the undesirable outcomes. The results show excerpts from these 
tables illustrating how the coding was done.  
4.3 Delphi Method  
After validating the list of undesirable consequences, risk factors, and their links using cases, an 
additional validation, using the Delphi method, was conducted with experts in the field of knowledge 
management. The goal of this additional step is to further validate the list of undesirable 
consequences, the risk factors, and the links between them. 
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The Delphi method is relevant for exploratory studies (Gordon and Gutierrez, 2006) and was widely 
used in the field of information technology (for example: Nambissan, and Tanniru Agarwal, 1999; 
Schmidt, Lyytinen, Keil & Cule, 2001; Gordon and Gutierrez, 2006). According to Linstone and 
Turoff (1975), the Delphi method provides a structure for a group communication process allowing it 
to deal with a complex problem. It facilitates the convergence of different views toward a consensus. 
Two rounds were conducted in the Delphi exercise. They involved five experts. Three of them were 
involved in the implementation and the support of knowledge management systems and two were 
expert users of knowledge management systems. One participant came for the telecommunication 
sector, two participants came from the aerospace industry, and two from the retail industry. Having 
participants with different roles (support and user roles) and from different industries provided 
complementary perspectives on the risk measure. 
In each round, the participants were provided with the list of undesirable outcomes, the list of risk 
factors, and a table showing the anticipated linkages between risk factors and undesirable 
consequences. The participants were asked to validate these elements. They could add any element or 
link that they felt was missing in the tables provided.  
5 RESULTS 
5.1 Results from the case analysis 
Five objectives associated with KMS were identified in the literature review. According to the 
definition of risk, undesirable outcomes would be the deviations from these objectives. When 
analyzing the cases, all five objectives were found in the cases. No new objective was identified.  
Table 1 shows how often each undesirable outcome was observed in the cases. Capture of employee’s 
knowledge, knowledge sharing, and value generation were the objectives challenged in all the cases. 
Six of the eight cases showed problems with the creation of new knowledge. In only two cases were 
threats to content improvement observed.  
When looking at the risk factors, all the factors identified in the literature review were observed in the 
cases, with the exception of the learning ability. Seven new factors were identified in the cases: Trust, 
Information confidentiality, Cultural differences, Indicators to measure system value, Alerts for 
content, Organizational stability, and User support.  
The cases enabled the identification of the linkages between specific risk factors and undesirable 
outcomes. Table 1 provides a summary. For each undesirable outcome, the number of cases in which 
this outcome was observed (at least partially) is mentioned. Then, the table indicates the number of 
cases in which the relationship between a given risk factor and the undesirable outcome could be 
observed (column “# of cases”).  
5.2 Results from the Delphi Method 
When conducting the first round of the Delphi exercise, all five participants validated the undesirable 
outcomes in the first round. They did not deem appropriate to add additional undesirable outcomes.  
Respondents were also agreeing with most of the factors identified in the literature and in the cases. 
Twenty-five of them were confirmed by all the participants. Only four factors got partial support: 
content indicators and communication between communities of practice, business partners and clients 
were seen as risk factors by four of the five participants. Learning ability and content alerts were seen 
as relevant by three of the five participants.  
Two participants suggested new risk factors: indicators measuring employee participation, time 
available to create and share knowledge, and the maturity level of the organization.  
When assessing the relationship between risk factors and undesirable outcomes, the participants 
validated most of the links, except the ones associated with the risk factors they had discarded. 
Additional links were suggested for the new risk factors.  
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Number of cases in which U.O. 
was observed to some extent 6 8 2 8 8 
Risk factors extracted from literature 




















Adequate strategy 6 100 8 100 1 100 8 100 8 100 
Higher management involvement 6 100 8 100 1 100 8 100 7 100 
Presence of incentives 3 100 4 100   3 100 2 100 
Adequate roles and responsib. 5 100 5 100  100 5 100 *5 100 
Quality of incentives *2 100 *2 100  100 2 100 1 100 
Learning abilities  60        60 
Group work tools 5 100 7 100   7 100 5 100 
Internal expertise       2 100 7 100 
System ease of use 1 100 2 100  100 2 100 5 100 
Adequate use of web tools *2 100 3 100   4 100 6 100 
Data integration  100  100 2 100 2 100 6 100 
Content indicators      80   4 80 
Adequate codification of 
knowledge 
    *1 100  100 3 100 
Appropriate info. taxonomy     1 100  100 5 100 
Adequate search tool        100 6 100 
Content quality     1 100   6 100 
Trust in the system         2 100 
User participation in dev. project 3 100 4 100   4 100 4 100 
User training 3 100 5 100  100 4 100 4 100 
Communication between CoP, 
business partners and clients  1 80 *2 80  80 *2 80 *2 80 
Collaborative culture 6 100 *7 100   7 100   
Adequate structure and processes 2 100 3 100 2 100 4 100 6 100 
Risk factors added with the analysis of the historical cases 
Trust 2 100 2 100   2 100   
Information confidentiality 4 100 5 100   5 100   
Cultural differences 1 100 2 100   2 100 2 100 
Indicators to measure sys. value 4 100 4 100 2 100 4 100 2 100 
Alerts for content         1 60 
Organizational stability   1 100   1 100   
User support 1 100 1 100   1 100 1 100 
Risk factors added after the Delphi exercise 
Indicators measuring employee 
participation 
       100  100 
Time available to create and 
share knowledge 
   100  100  100   
Maturity level of the organization    100  100  100  100 
* Link that was observed in the cases but that had not been identified in the literature review.  
 
Table 1. Summary of the Results 
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In the second round of the Delphi, all participants agreed with the inclusion of the new risk factors. 
They also agreed with the suggested linkages between these risk factors and the undesirable 
outcomes. However, none of the participant changed its opinion on the few risk factors on which there 
was no consensus in the first round. This suggested that the Delphi had come to an end. In Table 1, 
the level of agreement between the experts is indicated in the column “% agree”.  
Table 1 shows that a total of 28 risk factors gained support from all respondents (on a total of 32 
factors). Among the remaining four factors, two were supported by four out of five respondents, and 
two gained the support of three respondents. When assessing the links between risk factors and 
undesirable outcomes, 81 links were found in the literature, observed in the cases, and supported by 
the respondents. 9 additional links were observed in the cases and supported by the respondents, even 
if the literature review had not uncovered these links. Finally the respondents suggested 22 additional 
links, many of which were associated with the new risk factors suggested by these respondents. It is 
interesting to note that respondents were very much in agreement: 102 links received 100% support 
from them and only ten links received partial support. This suggests a highly coherent view of the 
risks associated with KMS among the experts participating in the study.  
6 DISCUSSION & LIMITATIONS 
Knowledge management software has become increasingly easy to implement from a technical 
perspective (Mann et al., 2010). However, such software is usually similar to an empty shell. It is 
through usage and user effort that the knowledge is added, constructed, and reused. This means that 
the initial costs associated with the first step of a knowledge management system implementation are 
not very costly for an organization. The risks associated with KMS reflect this low initial cost. The 
undesirable outcomes associated with KMS and detailed in Table 1 can be seen as opportunities lost. 
They are different from the undesirable outcomes measured for other types of risks. In outsourcing 
risk, undesirable outcomes are “increased cost of service”, “lock-in”, “service debasement”, etc. 
(Aubert et al., 2005). In ERP implementation risk, the undesirable outcomes are “cost overrun”, 
“undelivered functionalities”, “schedule overrun”, etc. (Bernard et al., 2004). The fact that the KMS 
undesirable outcomes are lost opportunities instead of “losses” may create a false sense of security for 
managers. The risks associated with KMS might not be managed as actively, or with the same level of 
attention than more traditional risks. However, for an organization, not reaping the benefits associated 
with an asset should be viewed as the same thing as a loss. Therefore, a better understanding of KMS 
risks may entice managers to devote more time to these initiatives. 
One limitation of this measure of KMS risk is that it does not take into account security risks related 
to the leakage of intellectual property and trade secrets (Hannah, 2005). This scoping choice was 
driven by the results of the literature review, case analysis, and Delphi survey, as the undesirable 
outcomes that emerged were all related to the attainment or failure to reap the benefits of a KMS. 
Fortunately, research has already been conducted on this important aspect of KMS use in 
organizations (Majchrzak & Jarvenpaa, 2004). The risk measure proposed in this paper complements 
this work on the security risk of KMS. Furthermore, previous research has convincingly shown that 
such security risk should be managed as part of an integrated security risk management approach 
encompassing additional types of information systems resources, such as enterprise systems and IT 
infrastructure assets as many prevention and mitigation mechanisms can target more than one system 
at a time.  
The other element that differentiates the KMS risks from other types of risk is the infinite horizon it 
requires. KMS are not simply implemented and then used. They are implemented and augmented 
continuously. Therefore, KMS risk cannot be measured like a project risk. It has not termination date 
like a project would (unless the system is decommissioned). It means that the risks associated with a 
KMS have to be measured continuously. They have to be managed on an ongoing basis. The owner of 
the KMS will have to develop a form of scorecard to track changes in the organization structure, 
incentives, distribution of expertise, etc. all these elements are risk factors and can modify the risk 
profile of a given KMS. The measure of KMS risk is a measure of risk associated with system usage, 
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not with system implementation. It is different from other risk measures often developed in the 
information systems field. 
Without a survey measuring these risks, it is difficult to assess the relative importance of each of the 
risk factors. It is likely that some of them will be more important than others. However, the structure 
of the linkages between risk factors and undesirable outcomes gives us interesting insights. There are 
a total of 32 risk factors. If we consider the unanimous evaluations of the experts, nine of these factors 
were deemed influencing the probability of occurrence of all five undesirable outcomes. Seven of the 
factors were viewed influencing the probability of occurrence of four of the five undesirable 
outcomes. This means that half of the risk factors influence at least four (out of five) outcomes. It 
suggests that the risks associated with KMS are highly correlated. The risk literature in information 
systems has not given detailed attention to the actual distribution of the events studied. While it was 
recognized that some factors might influence the probability of more than one event, other measures 
of risk mentioned earlier did not show so many commonalities. This means that KMS are probably 
more “at risk” of large problems than other systems. The large number of risk factors common to all 
undesirable outcomes suggests that several of these outcomes might occur simultaneously. This would 
entail severe consequences. 
7 CONCLUSION 
This paper proposes a measure of risk exposure for knowledge management system use. Five 
undesirable outcomes were identified, corresponding to threats to the goals associated with KMS. 
Thirty two risk factors were identified, enabling an estimation of the likelihood of occurrence of the 
undesirable outcomes. These elements were extracted from the literature and the examination of 
historical cases. They were validated using a Delphi exercise. 
There is a long tradition of risk assessment in the IS literature (Boehm, 1989; Barki et al., 1993, 2001; 
Aubert et al., 2005). This paper contributes to the IS risk literature by mapping the specific risk 
factors associated with knowledge management systems. These factors have to be considered in 
addition to the traditional ones associated with any software development. One interesting aspect of 
KMS risk is that the undesirable outcomes all pertain to knowledge itself, which is close to the core of 
IS objects. In project risk assessment, elements considered are budget, schedule, functionalities, user 
satisfaction (Barki et al., 1993). For KMS, the undesirable outcomes are related to the identification, 
capture, share, and usage of knowledge. Therefore, these risks challenge directly our ability to 
represent and capture information and knowledge.  
The other interesting aspect form a theoretical perspective is the variety of risk factors. Some of the 
risk factors identified include elements that are often observed in other types of risk measures: 
managerial elements, organizational elements, structural features, individual and cultural 
characteristics. In addition, the risk factors include many elements linked to the content of the system 
(content quality, data integration, content indicators, adequate codification of knowledge, appropriate 
information taxonomy, information confidentiality). This raises the issue of comparability of different 
knowledge management systems. Different KMS instances, involving similar technology affordances 
implemented in similar organizational settings, might actually present very different levels of risk.  
This also suggests contributions for practitioners. As mentioned earlier, knowledge is becoming a 
strategic asset of organizations. Leveraging this asset becomes critical for organizations. The 
identification of the risk factors will enable managers to assess adequately the potential threats to their 
KMS initiatives. Once identified, the risk factors steer managerial attention toward concrete aspects of 
organizations which are amenable to managerial control. The variety of risk factors associated with 
the content of the system will raise managerial awareness about the uniqueness of KMS 
implementation and usage. Tools or strategies that have worked in similar settings might still be 
inappropriate if the content of the system is different from past implementations.  
The examination of the list of risk factors suggests that most of these factors are manageable. Risk 
factors include many technical elements (tools, indicators, alerts, etc.) and managerial elements 
(incentives, structure decisions, role distribution, etc.). In this sense, the KMS risk is an endogenous 
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risk; it depends in large part on managerial decisions (unlike exogenous risks like earthquakes). This 
means that once managers are informed of the risk factors influencing KMS, they should be able to 
take the appropriate actions. Managers can put in place risk mitigation measures to lower the risk to 
an appropriate level. Such practice would ensure that all the potential benefits are extracted from 
knowledge management systems. 
8 APPENDIX – CODING OF THE SIEMENS CASE 
The Siemens case was written by Heier, H., Borgman, H.P., and Manuth, A. (2005). Siemens is a 
German multinational company operating in the electrical and electronics engineering industry. The 
case presents the story of a KMS in the Information and Communication Network. It provides a good 
description of the use of this system. Siemens had clear objectives associated with the introduction of 
the system. The company sought to create more value with knowledge. The case shows that user 
involvement was an important factor for the acceptance of the concept of knowledge management and 
the idea to share knowledge. Another key aspect was the creation of incentives for users to share and 
reuse knowledge. However, incentives have also caused problems associated with quality content. 
The case shows that economic incentives are not necessarily the only solution to encourage users to 
participate in knowledge sharing. Users attributed value to the recognition of work well done. Finally, 
other important aspects of knowledge management at Siemens were the training of users, the efforts 
to create a collaborative culture within the organization, the creation of a process to identify and 
obtain knowledge and the creation of roles and responsibilities for maintenance and system support. 
The case analysis identified several risk factors. Some of these factors were “positive” in the Siemens 
case, indicating that these elements were actively managed to ensure that the project did not encounter 
undesirable outcomes. Other risk factors were not as favorable. The following table lists all the factors 
observed in the case, and indicates if the level of these factors was favourable or negative in the case.  
Four potential undesirable outcomes were observed in the Siemens case:  





“Siemens aimed to … strengthen its innovation power” (p. 
94) 
Difficulty/ 





“For “explicit knowledge,” the aim was to provide 
structured knowledge objects … For “tackt knowledge,” 
the system was intended to provide functionalities such as 







“knowledge sharing between employees and partners in 
remote areas was seen as a key driver” (p.94) 
Difficulty/ 






“Siemens realized it had to be able to provide flexible 
bundles of services and products that could be easily 
adapted to individual customers. To this end, the company 
recognized that a major improvement in the fast and 
purposeful identification and exchange of relevant 
information and knowledge was needed” (p.94) 
Difficulty/ 
impossibility to use 
knowledge to generate 
value 
Table 2. Undesirable Outcomes (Siemens) 
 
Risk factor Information from the case Favourable 
or negative 
in the case 
Adequate 
strategy 
“Four crucial elements were defined to guide the KMS' conceptual 
development, prototyping, and later implementation: Sales Value Creation 
Process, ShareNet Content, ShareNet Community, and ShareNet 
Systems.” (Heier et al., p.95) 
Favourable 
Higher “Siemens ICN's group president and high ranking sales managers formed Favourable 
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the steering committee responsible for project supervision and top 
management support.” (Heier et al., p.95) 
Presence of 
incentives 
“The ShareNet Systems included … managerial systems to encourage the 
capturing, sharing, reuse, and global leverage of knowledge and best 
practices. These comprised--among others--incitatifs and rewards...” 





“The ShareNet managers received in-depth formal training enabling them 
to take over the responsibility for the introduction and utilization of 




“The new team decided to focus incentives and rewards more on the users 
themselves to get a critical mass of content into the system, to make users 
active contributors, and to create awareness ... but the success in quantity 
imposed drawbacks on quality. Lots of users--especially ones that joined 
ShareNet in earlier stages--lamented the decrease of content quality. ” 




“Designated functional modules (M), that is, knowledge libraries, 
discussion forums, chat, and news, could be flexibly adapted to each CoP's 




“The option of adding a corporate directory for the mapping of internal 
expertise (yellow pages functionality)--often found in KMS--was seen as 
less promising due to a perceived lack of data quality.” (Heier et al., p.96) 
Negative 
Adequate use of 
web tools 
“The technical systems employed three-tier client/server architecture. The 
first tier was the user inter-face/personal workspace accessible via regular 
Web browsers. The second tier did most of the processing: a SUN 
SparcServer served as the designated application and Web server for all 
local companies and business units. It ran a software toolkit based on open 
Internet standards: open source Web server (AOLServer) and open source 
community system (ACS--ArsDigita Community System). ShareNet's 
dynamic Web implementation was based on AOLServer Dynamic Pages 
(ADP), an HTML derivate.” (Heier et al., p.97) 
Favourable 
Data integration “Web pages were generated by scripts loading meta-data (e.g., object 
structure and graphical layout) and actual data (e.g., customer description) 
from the relational database management system (Oracle 8i). It was 
housed on the same server and comprised the third tier.” (p.97) 
Favourable 
Content quality Lots of users--especially ones that joined ShareNet in earlier stages--





“The ShareNet project team and four consultants from The Boston 
Consulting Group (BCG) realized early that the KMS' development should 
be no isolated effort, and later parachuted into the local companies. 
Consequently, the team was augmented by 40 sales representatives from 
headquarters and 15 local companies. Their involvement served three 
distinct change management goals: they specified KMS solutions, 
supported a network of people experiencing similar difficulties, and set 
examples for the combined KM and change initiative's progress. ” 
(Heier et al., p.95) 
Favourable 
User training “Technical systems accounted for only 25% of total project costs; the 
majority was spent on the selection and training of prospective ShareNet 
managers, communication campaigns, and training material. The ShareNet 
project team and the external consultancy Change Factory jointly 
developed a range of user trainings/workshops and tools for the global 
rollout, for example training videos, illustrated pocket references, and 




“Responsibilities included the mapping of business processes to establish 
supportive KM platforms, the creation of a common knowledge 
infrastructure and culture, and fostering the awareness that knowledge 





“ShareNet's central part--the Sales Value Creation Process--was a 
sequence of important sales activities and decisions where knowledge 
ought to be reused. It served as an abstract global sales process definition, 
where each individual local sales process could be mapped.” (Heier et al., 
Negative 
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“Strong hierarchies counteracted an atmosphere of openness, mutual 
respect, and ambiguity tolerance since they placed value on individual 
achievements at the expense of teamwork.” (Heier et al., p.102) 
Information 
confidentiality 
“Designated functional modules (M), that is, knowledge libraries, 
discussion forums, chat, and news, could be flexibly adapted to each CoP's 
businesses processes to win over users. This design also reflected the 






“Siemens ICN reported additional revenue of EUR130.9 million from 
international knowledge exchange, some 50% obtained through 
ShareNet.” (Heier et al., p.100) 
Favourable 
Table 3. Coding of the Risk Factors (Siemens) 
 


























































Adequate strategy ● ● ● ● 
Higher management involvement ● ● ● ● 
Presence of incentives ● ● ● ● 
Adequate roles and responsibilities ● ● ● ● 
Quality of incentives ● ● ● ● 
Learning abilities Not observed in the case 
Group work tools ● ● ● ● 
Internal expertise    ● 
System ease of use Not observed in the case 
Adequate use of web tools    ● 
Data integration    ● 
Content indicators Not observed in the case 
Adequate codification of knowledge Not observed in the case 
Appropriate information taxonomy Not observed in the case 
Adequate search tool Not observed in the case 
Content quality    ● 
Trust in the system Not observed in the case 
User participation in the development project ● ● ● ● 
User training ● ● ● ● 
Communication between community of practice, business 
partners and clients  Not observed in the case 
Collaborative culture ● ● ●  
Adequate structure and processes    ● 
Trust Not observed in the case 
Information confidentiality ●  ●  
Cultural differences Not observed in the case 
Indicators to measure system value ● ● ● ● 
Alerts for content Not observed in the case 
Organizational stability Not observed in the case 
User support Not observed in the case 
Table 4. Linkages between Undesirable Outcomes and Risk Factors 
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