Abstract-Discounted, discrete-time, discrete state-space, discrete action-space Markov decision processes (MDPs) form a classical topic in control, game theory, and learning, and as a result are widely applied, increasingly, in very large-scale applications. Many algorithms have been developed to solve large-scale MDPs. Algorithms based on value iteration are particularly popular, as they are more efficient than the generic linear programming approach, by an order of magnitude in the number of states of the MDP. Yet in the case of budget constrained MDPs, no more efficient algorithm than linear programming is known. The theoretically slower running times of linear programming may limit the scalability of constrained MDPs piratically; while, theoretically, it invites the question of whether the increase is somehow intrinsic. In this technical note we show that it is not, and provide two algorithms for budget-constrained MDPs that are as efficient as value iteration. Denoting the running time of value iteration by VI, and the magnitude of the input by U , for an MDP with m expected budget constraints our first algorithm runs in time O(poly(m, log U ) · VI). Given a pre-specified degree of precision, η, for satisfying the budget constraints, our second algorithm runs in time O(log m · poly(log U ) · (1/η 2 ) · VI), but may produce solutions that overutilize each of the m budgets by a multiplicative factor of 1 + η. In fact, one can substitute value iteration with any algorithm, possibly specially designed for a specific MDP, that solves the MDP quickly to achieve similar theoretical guarantees. Both algorithms restrict attention to constrained infinite-horizon MDPs under discounted costs.
get constraints, such as the ones considered here, include computing policies for hospital admissions scheduling [22] , maintenance [17] , [30] , and more recently wireless carrier communication [29] , [34] .
The primary method for solving constrained MDPs is based on linear programming (see, e.g., the classical reference [13] , and the more recent work [1] , [33] ). To solve a constrained MDP with n state states, k actions per state, and m expected-value budget constraints using current linear programming interior point methods requires a running time that exceeds Ω((n + m) 2 · n · k), ignoring factors dependent on the size of the input, U (see Ye [32, Section 5 .1] and Anstreicher [2] ), where U denotes the size of the input required to specify the constrained MDP. In contrast, the running time of algorithms for unconstrained MDPs is a factor of n more efficient; for example, value iteration can solve discounted MDPs in time O(n 2 · k), ignoring factors of U . This significant difference in efficiency limits the scalability of constrained MDPs to applications with a modest number of states [1] , [24] , [28] .
This technical note describes two algorithms for constrained MDPs, which achieve running times comparable to value iteration for unconstrained MDPs. Our first algorithm is based on column generation, using the ellipsoid method and value iteration as a separation oracle, and achieves a running time of O(poly(m) · n 2 · k), ignoring factors of U (Theorem III-1). In fact, one can substitute a more practical column generation technique for the ellipsoid method, and any specialpurpose algorithm for value iteration to provide a pathway for practical running times. By a special-purpose algorithm, we mean any algorithm, possibly specially designed for a specific MDP, that solves the MDP quickly. Value iteration is one such algorithm, but others exist.
Our second algorithm is based on the generalized experts framework and, given a pre-specified degree of precision η for satisfying the budget constraints, achieves running time O(log m · (1/η 2 ) · n 2 · k), ignoring factors of U (Theorem IV-2), reducing the dependence on m to logarithmic but allowing each of the m budget constraints to overuse the budget by a multiplicative factor of 1 + η. Similarly as for our first algorithm, any special-purpose unconstrained MDP algorithm can substitute for value iteration.
Bertsimas and Orlin [6] use the ellipsoid method to derive efficient algorithms for problems with side constraints, including the traveling salesman problem, a vehicle routing problem, and a Steiner tree problem. The idea in this algorithmic approach is to: 1) reformulate the optimization problem in a column-generation manner, with an exponential number of columns; 2) use the ellipsoid method to generate columns; and, 3) use a convex combination of the generated columns to solve the original problem. A key step in this approach is to exploit the ellipsoid method to solve an exponentially-sized model in polynomial running time [19] .
Our second algorithm uses the idea of exploiting a single-sideconstraint version of a problem to build an algorithm for the problem with multiple side constraints. Plotkin, Shmoys, and Tardos introduce this approach in the context of fractional packing problems [27] ; see also, [18] . It has since been used in boosting and in the generalized experts framework in machine learning [3] , [16] , [23] . And, this approach has been used to create an efficient algorithm for lowrank matrix approximation with guarantees [25] . To the best of our 0018-9286 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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knowledge, our technical note is the first to exploit these ideas to improve the running time for any MDP algorithms. The remainder of this technical note is structured as follows. In Section II we define basic notation. In Section III we present our efficient, exact algorithm, based on the ellipsoid method. In Section IV we present our efficient, approximately feasible algorithm based on the generalized experts framework. Section V summarizes.
II. BASICS OF MDPs
We assume the reader is familiar with the value iteration (e.g., [28, p.160] ) and linear programming algorithms for solving MDPs (e.g., [9] , [28] ). We also assume familiarity with expected discountedcost constrained MDPs [1] . Hence, we only briefly review the basics of MDPs.
Consider a discounted, discrete-time, discrete-state, discrete actionspace MDP. Let S denote the finite set of states and A s denote the finite set of actions for state s. We use n to denote the number of states, and, for simplicity, we assume that each state has the same number of actions available, k. We use r s,a to denote the reward received by performing action a in state s;p(s | s, a) to denote the transition probability to state s given that the MDP is in state s and action a is performed; and, w s to denote the initial probability for the MDP to be in state s.
We focus on infinite-horizon MDPs with discount factor α ∈ (0, 1). We simplify notation by absorbing α into the transition probabilities. Dropping the "bar" notation, the transition probabilities with the discount factor absorbed are p(s | s, a), allowing us to express models without α appearing explicitly. That said, we emphasize that we assume the discount factor α is fixed. Because we focus on discounted MDPs, when we use expected reward or expected cost, we refer to a time-discounted expected reward or cost. We let U be larger than the largest magnitude number in the input, and larger than 1/(1−α). We also assume that poly(log n, log k)=O(nk)=O(VI), in other words that the special-purpose algorithm requires at least nk operations.
Value iteration requires O(U log U · n 2 · k) time to solve an MDP, and linear programming requires Ω(log U · n 3 · k). Other algorithms such as policy iteration or a hybrid algorithm are also frequently used [4] , [20] , [28] . However, it is arguably this result on running times that makes value iteration the basis of most practical algorithms for largescale MDPs with many states.
To specify an expected budget constraint, we let c s,a,i be the cost of performing action a in state s, and b i be an upper bound on the expected cost of the policy, where i = 1, . . . , m indexes a total of m such constraints. Expected budget constraints connect decisions across states and time, breaking the classic Bellman recursion. By expanding the domain of the value function to incorporate constraint information, it is possible to develop dynamic programming equations, and employ value iteration, for constrained MDPs [10] , [26] . That said, handling expected budget constraints algorithmically is easily done using linear programming (again, see, e.g., [1] ) and this is the path we follow.
III. AN ELLIPSOID ALGORITHM APPROACH
This section presents an efficient algorithm for an MDP with multiple expected budget constraints. The algorithm finds both the optimal value and an optimal policy via a column generation approach using the ellipsoid algorithm [6] . The key idea is to reformulate the problem with data defined by the extreme points of the polytope of the underlying linear programming formulation of the MDP. This results in a reformulation with exponentially many decision variables, an idea that began with Dantzig and Wolfe [11] , [12] . Then, using the ellipsoid method as a form of column generation, we can find both the optimal value and an optimal policy for an MDP with m expected budget constraints in time O(poly(m, log U ) · VI) (see Theorem III.1).
We begin with the linear program for an MDP with m expected budget constraints
Here, r ∈ R nk is the vector of rewards, r s,a ; C ∈ R m×nk is the matrix of costs, c s,a,i , for the m budget constraints; b ∈ R m has components b i ; and
using the same notation as the previous section. The decision variables x, with individual coordinates x s,a , represent the expected number of times action a is performed in state s. These decision variables produce a randomized policy for the MDP [9] , [28] . Throughout we assume model (1) is feasible. We reformulate model (1) by writing x as a convex combination of the extreme points of X, which we denote ext(X). We define a new variable, θx, for eachx ∈ ext(X), and let θ be the vector of all such variables. We reformulate model (1) with an exponential number of variables, but only m + 1 constraints
where the first and third constraints force θ to specify a convex combination, and we have substituted x with that convex combination in the objective function and the budget constraints.
Consider the dual of model (2), with m + 1 variables and exponentially many constraints. Using λ ∈ R m as the dual variables corresponding to the m budget constraints, and π as the dual variable corresponding to the simplex constraint, we have
We can solve model (3) using the ellipsoid algorithm, if we can find an efficient separation oracle for its many constraints. Ignoring the nonnegativity constraints, because they can be easily checked, we search for the most violated inequality given specific values of the variables λ and π. Finding the most violated inequality amounts to solving the optimization problem
If the optimal value of model (4) is nonpositive then all constraints in model (3) are satisfied. Otherwise, model (4)'s solution yields a violated inequality. A sequence of values for (λ, π) can be specified by the ellipsoid algorithm [19] so as to require at most poly(m, log U ) calls to the separation oracle. More precisely, the running time of solving the program is bounded by O(poly(m, log U )), where U is larger than the magnitude in the largest entry in C, b, and r, and is larger than 1/(1 − α) [7, pp.373-383] . Practically, the sequence of (λ, π) could also be specified using any row-generation algorithm for model (3) . The key in this approach is that the separation oracle, model (4), is a standard unconstrained MDP that we can solve in time VI using value iteration. In model (4), we write the optimization over X instead of ext(X). This is possible because under its linear objective function there exists an optimal solution, which is an extreme point of X. Value iteration produces such an extreme point because it finds a policy from the set of nonrandomized policies, which have a one-to-one correspondence with the extreme points of X; see, e.g., Wagner [31] . Other special-purpose algorithms can substitute for value iteration when solving model (4). If they do not produce an element of ext(X), the argument in this section can be repeated by substituting X for ext(X) and repeating the arguments about Models (2) and (3), which would have infinitely many variables and constraints, respectively.
Because model (3) is a convex optimization problem with m + 1 variables, we need at most O(poly(m, log U )) calls to the separation oracle and a total time of O(poly(m, log U ) · VI). Finding a solution to model (3) gives us the optimal value of model (1), but we still need to reconstruct an optimal solution.
To reconstruct an optimal solution to model (1), we index the constraints generated by the separation oracle by G ⊂ ext(X) and obtain
a linear program with m + 1 variables and only O(poly(m, log U )) constraints; see, e.g., [6] and [19, pp.183-185] . The dual of model (5) yields a restricted version of model (2), with only |G| = O(poly(m, log U )) variables and m + 1 constraints, given by
Any solution to model (6) is feasible to model (2) because G is a subset of ext(X). The optimal values of the primal-dual pair (5), (6) are, of course, equal. As we indicate above, this value is in turn equal to z * , the optimal value of the primal-dual pair (2), (3). Thus, the solution of model (6) is not only feasible, but also optimal to model (2). The only remaining step is to solve model (6), which has O(poly(m, log U )) variables and m + 1 constraints. The run time of solving model (6) depends on the magnitude of the numbers in the problem. Each coordinate of the generated x is less than 1/(1 − α) ≤ U . The magnitude of the numbers in model (6) are therefore bounded by nkU 2 , giving the run time of O(poly(m, log U, log(nk))) to solve the problem once it is constructed [8] , [7] , [21] . In addition, it takes time O(nk) to compute each of the coefficients in the problem. So, the overall run time of solving model (6) is O(poly(m, log U ) nk)
The procedure outlined above constructs randomized solutions to the constrained MDP. In particular, each of the generated solutions in G are deterministic because they come from a special-purpose algorithm like value iteration. However, solving model (6) constructs a convex combination of those deterministic solutions, giving the randomized policy for the constrained MDP.
Combining both the ellipsoid method step and the final reconstruction step, we are able to find both the optimal value and an optimal solution to model (1) in time O(poly(m, log U ) · VI). We summarize this discussion in the form of an algorithm and an accompanying theorem:
Algorithm 1: Exact algorithm for model (1) , an MDP with m expected budget constraints.
Using a special-purpose algorithm for an unconstrained MDP as a separation oracle, solve model (3) using the ellipsoid method, or any row generation scheme.
1) Let G index the set of generated constraints.
2) Form and solve model (6) to obtain the optimal value and optimal solution to model (1).
Theorem III.1: Assume model (1) is feasible, and let VI be the running time of a special-purpose algorithm for solving an unconstrained MDP. Algorithm 1, when employing the ellipsoid method in step 1, solves an MDP with m expected budget constraints, i.e., model (1), obtaining both an objective function value and an optimal solution in time O(poly(m, log U ) · VI).
IV. AN ONLINE LEARNING APPROACH
This section creates another efficient algorithm for an MDP with multiple expected budget constraints. Instead of using the ellipsoid algorithm, we use the randomized weighted majority algorithm to prove that if we allow a slight violation of the m budget constraints, then it is possible to reduce the running time dependence on m, from a polynomial factor to a logarithmic factor. Intuitively, a super-optimal solution is not feasible but achieves an objective function value that is better than the optimal. We find a policy that is super-optimal and violates each expected budget constraint by at most a multiplicative factor of 1 + η in time O(log m · poly(log U ) · (1/η 2 ) · VI) (see Theorem IV.2).
Generalized Experts Framework
Consider a process in which we face an adversary and are tasked with combining the advice of m experts. The process proceeds in rounds. In each round, we choose an action advocated by one expert to face an event chosen by the adversary. If the adversary chooses event x, then the action advocated by expert i incurs penalty M (i,x). Thus, if we select an action using a distribution p = (p 1 , . . . , p m ) over the experts, we incur an expected penalty of
In each round, t, we must choose a distribution, p t , before seeing the eventx t chosen by the adversary. The randomized weighted majority algorithm follows with an accompanying theorem:
Randomized Weighted Majority Algorithm: Regret minimization in generalized experts framework. 1) To define the probability distribution over experts, we keep a vector of weights. We initialize the weight vector with equal weight on each expert (w
a) Select an action using p (1) is feasible, and let VI be the running time of a special-purpose algorithm for solving an unconstrained MDP. Algorithm 2 produces a super-optimal solution, x, to model (1) that violates each expected budget constraint by at most a multiplicative factor of 1 + η in the budget, for η > 0, and runs in time O(log m · poly(log U ) · (1/η 2 ) · VI).
V. CONCLUSION
We show two algorithms for discounted constrained MDPs. The first algorithm uses a column-generation and the ellipsoid method, while the second uses a generalized experts framework. The algorithms reduce the complexity required to solve a constrained MDP by an order of magnitude in the number of states, over the standard linear programming approach. The price we pay in the first algorithm is a polynomial factor in the number of constraints, m. In the second algorithm we allow overuse of the budget constraints by a multiplicative factor of 1 + η, and we pay a log m · (1/η 2 ) factor in running time. The main contribution of this work is intended to be analytical. A practical implementation of the proposed schemes, and then a detailed study through extensive computational examples is an important step that we have not pursued here. Such a demonstration requires a suite of realistic constrained MDP problems of various sizes to test the algorithm performance. In addition, the algorithm based on a generalized experts framework does not produce solutions that satisfy the budget constraints exactly. Whether solutions that approximately satisfy the constraints are acceptable depends on the specific application. This work informs practitioners by providing a sketch of two approaches for efficient algorithms in large-scale constrained MDPs.
