Abstract-Shuffled linear regression is the problem of performing a linear regression fit to a dataset for which the correspondences between the independent samples and the observations are unknown. Such a problem arises in diverse domains such as computer vision, communications and biology. In its simplest form, it is tantamount to solving a linear system of equations, for which the entries of the right hand side vector have been permuted. This type of data corruption renders the linear regression task considerably harder, even in the absence of other corruptions, such as noise, outliers or missing entries. Existing methods are either applicable only to noiseless data or they are very sensitive to initialization and work only for partially shuffled data. In this paper we address both of these issues via an algebraic geometric approach, which uses symmetric polynomials to extract permutation-invariant constraints that the parameters x ∈ R n of the linear regression model must satisfy. This naturally leads to a polynomial system of n equations in n unknowns, which contains x in its root locus. Using the machinery of algebraic geometry we prove that as long as the independent samples are generic, this polynomial system is always consistent with at most n! complex roots, regardless of any type of corruption inflicted on the observations. The algorithmic implication of this fact is that one can always solve this polynomial system and use its most suitable root as initialization to the Expectation Maximization algorithm. To the best of our knowledge, the resulting method is the first working solution for small values of n able to handle thousands of fully shuffled noisy observations in milliseconds.
INTRODUCTION
In the span of more than 200 years since the work of Legendre [1] and Gauss [2] , linear regression has grown to be a cornerstone of statistics, with applications in almost every branch of science and engineering that involves computing with data. In its simplest form, classical linear regression considers a data model whose output y is a linear function of known functions of the input data u ∈ R s . More precisely, given correspondences {u j , y j } m j=1 , one seeks to find real numbers x = [x 1 , . . . , x n ] ∈ R n , such that y j ≈ a j x, ∀j = 1, . . . , m,
a j := [a 1 (u j ), . . . , a n (u j )] ,
where a i : R s → R are known functions 1 . Between the classic least-squares solution of Gauss and modern approaches designed to deal with highly corrupted data [3] , [4] , [5] , [6] , a literature too vast to enumerate has been devoted to progressively more complicated versions of the linear regression problem [7] .
Shuffled Linear Regression
In this paper we are interested in a particular type of data corruption, i.e., lack of correspondences. In such a case, one is given the input samples, or more precisely functions of the input samples as in (2) , i.e.,
and a shuffled version y = [y j1 , . . . , y jm ] ∈ R m , of the observations y 1 , . . . , y m , where the shuffling indices j 1 , . . . , j m are unknown. This problem of shuffled linear regression, also known as linear regression without correspondences [8] , linear regression with shuffled data [9] , unlabeled sensing [10] or permuted linear model [11] , can be stated, in the absence of any other data corruptions, as follows: Problem 1. Suppose we are given a matrix A ∈ R m×n with m > n, and a vector y = (Π * ) Aξ * ∈ R m , where ξ * ∈ R n is some vector and Π * an m × m permutation matrix. We wish to efficiently compute ξ * when Π * is unknown and m n. In other words, without knowing Π * , we want to solve the linear system
Problem 1 naturally arises in many applications, such as in 1) computer vision, e.g., for simultaneous localization and mapping [12] , [13] , [14] , multi-target tracking [15] , and pose/correspondence estimation [16] , [17] , in 2) biology, e.g., for cell tracking [18] , genome-assembly [19] , and identical tokens in signaling pathways [20] , in 3) communication networks, e.g., for data deanonymization [21] , [22] and low-latency communications in Internet-Of-Things networks [11] , in 4) signal processing, e.g., when dealing with signals sampled in the presence of time jitter [23] , as well as in 5) archaeology, e.g., for the estimation of the chronological ordering of archaeological deposits [24] .
Prior Art
Over the past years there has been a considerable amount of work on special instances of Problem 1 in diverse contexts from com-puter vision to biology, e.g., see the excellent literature reviews in [9] and [10] . Nevertheless, it has only been until very recently that the problem of shuffled linear regression has been considered in its full generality, with the main achievements so far concentrating on a theoretical understanding of the conditions that allow unique recovery of ξ * or Π * ( [9] , [10] , [25] , [8] , [26] , [11] , [27] , [28] ). Letting A be drawn at random from any continuous probability distribution, the work of [10] proves that any such ξ * can be uniquely recovered with probability 1 as long as m ≥ 2n. If on the other hand m < 2n, then ξ * is not unique with probability 1. Further considering additive random noise on y, the authors in [8] establish lower bounds on the SNR, below which for any estimator there is a ξ * whose estimation error is large. With A drawn from the standard normal distribution (without loss of generality), ξ * unknown but fixed and y corrupted by additive random noise, [9] shows that, as long as the SNR exceeds a threshold, Π * coincides with high probability with the Maximum Likelihood Estimator (MLE), which they define as (also considered in [26] , [25] ) ( Π ML , x ML ) = argmin
where Π in (5) is constrained to be a permutation matrix. If on the other hand the SNR is not large enough, Π ML differs from Π * with high probability, in agreement with the results of [8] . This is further complemented by [10] , which shows that x ML is locally stable under noise, in the sense that as the SNR tends to infinity x ML tends to ξ * . However, according to [26] , for SNR fixed, x ML is asymptotically inconsistent.
On the algorithmic front of solving Problem 1, the case n = 1 is well-understood and solved at a complexity of O(m log(m)) by sorting ( [9] , [26] ). For n > 1 the obvious approach is by brute force: for each permutation Π among the m! permutations of the m entries of y check whether the linear system Πy = Ax is consistent, and if yes, solve it; this is an algorithm of complexity O(n 2 (m + 1)!). In [10] they authors write, ...although we showed that recovery of the unknown ξ * is possible from unlabeled measurements, we do not study the problem of designing an efficient algorithm to recover ξ * . Our solution is to consider all possible permutations of the unlabeled observations which might be prohibitively complex in large dimensional problems. An algorithm that is more efficient than the brute force one is that of [8] , which is able to reduce the complexity as a function of m from (m + 1)! to a factor of at least m 7 . However, as the authors of [8] write, their algorithm strongly exploits the assumption of noiseless measurements and is also very brittle and very likely fails in the presence of noise; the same is true for the O(m n ) complexity algorithm of [29] . Finally, the authors in [8] write we are not aware of previous algorithms for the average-case problem in general dimension n. In the same paper a (1 + ) approximation algorithm with theoretical guarantees and of complexity O((m/ ) n ) is proposed, which however, is not meant for practical deployment, but instead is intended to shed light on the computational difficulty of the least squares problem (5). Indeed, as per [9] this is an NP-hard problem for n > 1 .
On the other hand, the approach that seems to be the predominant one in terms of practical deployment is that of solving (5) via alternating minimization [25] : given an estimate for ξ * one computes an estimate for Π * via sorting; given an estimate for Π * one computes an estimate for ξ * via ordinary least-squares. Nevertheless, this approach is very sensitive to initialization and generally works only for partially shuffled data; see [25] for a soft variation of this alternating scheme.
In conclusion, to the best of our knowledge, there does not yet exist an algorithm for solving Problem 1 that is theoretically justifiable, efficient and robust to even mild levels of noise.
Our contributions
In this work, we contribute to the study of Problem 1 on both theory ( §2) and algorithms ( §3). On the theoretical level, which is our main focus, we show that for generic noiseless data y, A, there is a unique solution Π * , ξ * , as soon as m > n. We show that ξ * is contained in the root locus of a system of n polynomial equations in n unknowns. Using advanced tools from algebraic geometry, we show that this polynomial system is always consistent with at most n! complex solutions, regardless of any noise that may further corrupt the observations y.
The algorithmic implication of our theoretical development complements the current state-of-the-art: we solve the polynomial system and use a simple criterion to identify its most appropriate root to be used as an initialization for computing the MLE estimator (5) via alternating minimization. Even though solving the polynomial system entails in principle an exponential complexity in n, its complexity in m is linear for any n. Furthermore, we use methods from automatic algebraic-geometric solver generation to obtain highly efficient solvers for n = 3, 4. Overall, for n ≤ 5, our approach is the first working solution to shuffled linear regression that remains stable under noise and has manageable complexity. As an example, for n = 4, m = 10, 000, and 1% additive noise, our method computes in 313 milliseconds a solution that is within 0.6% error from the ground truth.
THEORETICAL CONTRIBUTIONS
The main contribution of this paper is to develop the theory to an algebraic geometric approach towards solving Problem 1. The key idea of this approach, described in detail in §2.2, uses symmetric power-sum polynomials to eliminate the unknown permutation, thus resulting in a polynomial system P of n equations in n unknowns. These polynomials were considered implicitly in the statistical approach of [26] , towards constructing a self-moment estimator. The authors of that paper wrote, ...in fact there may not be a solution to the system, which led them to compute their estimator via gradient descent on a highly non-convex objective function, a procedure lacking any theoretical guarantees and very sensitive to initialization, thus requiring a large number of multistarts. The geometric significance of the polynomial system P was also recognized by the last two authors of the present paper in the short conference paper [11] , but important questions such as 1) "does P have finitely many solutions?" or 2) "does P have any solutions in the presence of noise?", where left as open problems.
In this paper we answer these two questions in the affirmative in §2.3, via Theorems 2 and 3 respectively. The main message is that if the data A ∈ R m×n , y ∈ R m are generic (to be made precise in §2.1), then using n power-sum polynomials of degrees 1, 2, . . . , n as constraints, defines an algebraic variety that consists of at most n! points, among which lies the solution ξ * of the shuffled linear regression Problem 1. In addition the same conclusion holds true in the case where the observation vector y has undergone any type of corruption: the variety defined by the noisy polynomials is non-empty and consisting of at most n! complex points. This guarantees that the equations are almost always consistent even if the data are imperfect, which enables algorithmic development and applications.
The proofs of Theorems 2-3, given in §2.5, require a thorough understanding of the notion of dimension of polynomial systems of equations. We describe the necessary notions in §2.4 in an expository style for the benefit of the reader who is familiar with linear algebra but not with algebraic geometry.
Genericity and well-posedness
Before we are in a position to state our main results, i.e., Theorems 2-3 described in §2.3, we need to clarify what we mean when we refer to A, y as being generic ( §2.1.1), and also settle the wellposedness of Problem 1 ( §2.1.2).
The notion of generic A, y
We start with an example. Example 1. Consider the 2 × 2 matrix
where the entries of B are real numbers. The equation
defines a hypersurface V(
, and B ∈ V(x 11 x 22 − x 12 x 21 ) if and only if B is non-invertible. This hypersurface has measure zero, say, under the standard normal distribution of R 4 , and hence if one samples B at random from this distribution, B will lie outside of V(x 11 x 22 − x 12 x 21 ) with probability 1. We express this by saying that "if B is a generic 2 × 2 matrix, then B is invertible".
As Example 1 suggests, we usually attach the attribute generic to an object O (matrix B in Example 1) with respect to some property P of O (invertibility of B in Example 1). We say that "if O is generic then P is true", and mean that the set of objects for which P is not true forms a zero-measure set of the underlying space that parametrizes that object under some continuous probability distribution. Hence sampling O at random from that probability distribution results in O having the property P with probability 1. Finally, if there are finitely many properties P 1 , . . . , P t of interest with regard to the object O, and if O is generic with respect to each of the P i , then O is generic with respect to all of them; this follows from the fact that the union of finitely many zero-measure sets is a zero-measure set. The connection between algebraic geometry and measure theory that the reader should keep in mind for our purpose here, is that algebraic varieties 2 have zero measure and that the union of finitely many algebraic varieties is an algebraic variety.
Uniqueness of Π
* , ξ * Our first result, Theorem 1, guarantees that Problem 1 is wellposed for generic data, in which case it makes sense to talk about a unique permutation Π * and a unique solution ξ * .
2. Here we exclude the ambient space, which is also an algebraic variety.
Theorem 1. Suppose that m > n. Then as long as A ∈ R m×n is a generic matrix and y the permutation of a generic vector in R(A), Π * and ξ * in Problem 1 are unique.
It is interesting to compare Theorem 1 with a simplified version of the main result of [10] , stated next for convenience.
Theorem A (Theorem 1 in [10] ). Suppose that m ≥ 2n. Then as long as A ∈ R m×n is a generic matrix and y the permutation of any vector in R(A), ξ * in Problem 1 is unique.
Both Theorems 1 and A are concerned with a generic matrix A and the permutation y of some vector v in R(A). In Theorem 1 the vector v is taken to be a generic vector in R(A), and as it turns out it is enough that m > n for v to be uniquely defined from the data A, y. On the other hand, in Theorem A the vector v is allowed to be any vector in R(A). This is a considerably more difficult setting, and the remarkable proof of [10] reveals that v is still uniquely defined from the data, as long as now m ≥ 2n.
Finally, we note that in the setting of Theorem A unique recovery of the permutation Π * is in principle not possible, as per Theorem 10 in [10] . Instead, one has to either allow for the observed vector y to be generic (i.e., the permutation of a generic vector of R(A)) in which case Π * is uniquely recoverable by Theorem 1, or consider unique recovery with high probability, which is indeed possible even when y is corrupted by noise [9] . 
Eliminating
where π is a permutation on {1, . . . , m} =: [m] (i.e., a bijective function from [m] to itself) and Π is an m×m matrix representing this permutation, with ith row the canonical vector e π(i) of all zeros, except a 1 at position π(i). Now let A, y be as in Problem 1 and let
be a symmetric polynomial. Then the key observation is that the equality Π * y = Aξ * implies the equality p(Π * y) = p(Aξ * ), and since p is symmetric, this in turn implies
That is, the symmetric polynomial p serves in eliminating the unknown permutation Π * and providing a constraint equation that depends only on the known data A, y,
and which the solution ξ * that we seek needs to satisfy.
Example 2. Consider the data
3. We do not distinguish between p and p(z).
It is simple to check that there is only one permutation
that results in a consistent linear system of equations
with solution ξ * 1 = 15, ξ * 2 = 2; every other permutation results in inconsistent equations, since it forces ξ * 2 to have different values. Now consider the symmetric polynomial
which we may use as in (10) to generate the constraint
Indeed, we see that the solution ξ
The polynomialp in (10) is an element of the polynomial ring R[x] in n variables x := [x 1 , . . . , x n ] , and the set of its roots, denoted as V(p) := {ξ ∈ R n :p(ξ) = 0} and called an algebraic variety, in principle defines a hypersurface of R n . Since the solution ξ * to (4) is an element of the n-dimensional space R n , and ξ * ∈ V(p) for any suchp, one expects that using n sufficiently independent such polynomials, will yield a system of n equations in n unknowns,
that has a finite number of solutions. Geometrically, these solutions are the intersection points of the corresponding n hypersurfaces V(p 1 ), . . . , V(p n ), which contain all solutions to Problem (1), as well as potentially other irrelevant points.
Example 3. Continuing with Example 2, suppose we further use the symmetric polynomial
in (10) to obtain the additional constraint
Solving (17) with respect to x 1 and substituting to (20) , gives a quadratic equation in x 2 with solutions ξ 2 = 2 and ξ 2 ≈ −2.67. Solving (17) for x 1 gives (up to second decimal precision)
We see that V(p 1 ,p 2 ) contains the solution of the linear system (4) but also an additional irrelevant point.
We note here that one may use n + 1 polynomials in order to remove the irrelevant points, e.g., as was done in [11] . However, such an approach is of theoretical interest only, since a system of n + 1 (sufficiently independent) equations in n unknowns is bound to be inconsistent even in the slightest presence of noise. Instead, here we study a system of n equations in n unknowns and later show (see §3) how one can filter its roots of interest.
Main Results: zero dimension theorems
We present our main results in §2.3.1 (Theorem 2) and §2.3.2 (Theorem 3) for exact and corrupted data, respectively.
Exact data
As Examples 2-3 suggest, a natural choice for our n symmetric polynomials are the first n power sums
The above discussion has already established that any solution ξ * of (4) must satisfy the polynomial constraintŝ
and a i denotes the ith row of A. The next major result guarantees that there can only be a finite number of other irrelevant solutions.
Theorem 2. If A is generic and y is some permutation of some vector in R(A), then the algebraic variety
while it may contain at most n!− other points of C n . If in addition y is some permutation of a generic vector in R(A), then = 1.
Theorem 2 guarantees that the system of polynomial equationŝ
always has a finite number of solutions in C n (at most n!), among which lie all possible solutions ξ * 1 , . . . , ξ * ∈ R n of Problem 1. The importance of the solutions being finite in C n is computational: even if one is interested only in the real roots, knowing that the system has finitely many complex roots allows one to use much more efficient solvers. On the other hand, there exist many pathological cases where a system of polynomial equations has finitely many real roots but an infinity of complex roots, as the next example demonstrates; Theorem 2 guarantees that such a pathological case can not occur. 
Corrupted data
Our next result addresses the issue of corrupted data. As is common in practical applications, we consider the case where we are given dataÃ,ỹ that are corrupted versions of A, y. Even in the presence of the slightest corruptions the linear system
is expected to be inconsistent for every permutation matrix Π. On the other hand, if the level of corruption is sufficiently small, there will exist a permutation Π =Π * such that (26) is approximately consistent, in the sense that its least-squares solutionξ * has small residual error. In such a case, we still want to use the concepts described so far to get an approximate solution of (26) . Towards that end, define the corrupted power-sum polynomials as
and consider the polynomial systemP given bỹ
These are n equations of degrees 1, 2, . . . , n in n unknowns. Since (26) has in principle no exact solution (Π * ,ξ * ), it is entirely unclear whetherP has any solutions at all, even in C n .
Example 5. LetP as in (27)- (28) with m ≥ 5, n = 3, given by
ThenP has no solutions in C 3 because multiplying the first equation with 2x 1 x 2 and subtracting it from the third equation gives (x 1 − x 2 ) 2 x 3 = 0, which contradicts the second equation.
In principle, given n polynomial equations in n unknowns it is very complicated to determine whether a solution exists or not; a general criterion is given by Hilbert's Nullstellensatz (Proposition 4), which can be checked algorithmically via the device of Groebner basis. Even ifP has a solution, it might be the case that it has infinitely many of them as the next example shows.
Example 6. LetP as in (27)- (28) with m ≥ 5, n = 3, given by
Notice that the third equation is equal to the product of the first equation with
. Thus the third equation represents the union of two surfaces, one of them being the surface defined by the first equation. Hence, every point in the curve that arises as the intersection of the surfaces defined by the first two equations is a solution toP, i.e.,P has infinitely many solutions in C 3 .
Theorem 3 below essentially states that the pathological situations of Examples 5-6 can only occur forÃ taking values on a subset of R m×n of measure zero, regardless of whatỹ is.
Theorem 3. IfÃ is generic andỹ ∈ R m is any vector, then V(p 1 , . . . ,p n ) is non-empty containing at most n! points of C n .
Theorem 3 is important for at least two reasons. First, it guarantees that the system of polynomial equations (28) is almost always consistent, i.e., there exists at least one solution. In the absence of noise this property is immediate simply because ξ * is a root to any of the noiseless polynomialsp k . However, for noisy data the consistency of (28) is far from obvious; for example, the authors of [26] write It is generally impossible to solve these equations analytically; in fact there may not be a solution to the system. Theorem 3 guarantees that such an issue is of no concern. Secondly, it guarantees that the system (28) has a finite number of solutions in C n : solving (28) with any standard algebraic geometry software will yield a finite number of points, among which lies an approximate solution to the shuffled linear system (26) . The algorithmic implication of Theorem 3 is further pursued in §3.
The notion of dimension in algebraic geometry

Geometric characterization of dimension
What is the dimension of V R n (f 1 , . . . , f s )? If s = 1, then we have a single equation and one intuitively expects V R n (f 1 ) to be a hypersurface of R n having dimension n − 1; this is in analogy with linear algebra, where a single linear equation defines a linear subspace of dimension one less than the ambient dimension. However, as Example 4 shows, it may be the case that V R n (f 1 ) consists of a single point (or even no points at all), in which case dim V R n (f 1 ) should be zero (or −1 if the variety is empty), in analogy with linear algebra where a linear subspace has zero dimension only if it contains a single point (the origin 0).
To resolve the above issue and have a consistent definition of dimension that generalizes the linear algebraic one, it is necessary that we consider the common root locus of the polynomials in the algebraic closure C of R:
In that case, there is a well developed theory ( [30] , [31] , [32] ) that leads to consistent characterizations of the dimension of the geometric object
. . , g r ) for some polynomials g 1 , . . . , g r ∈ C[x], and irreducible if it is not the union of two proper closed subsets, dim V C n (f 1 , . . . , f s ) is defined to be the largest 4 non-negative integer d such that there exists a chain of the form
where each Y i is a closed irreducible subset of V C n (f 1 , . . . , f s ).
Definition 1 is a generalization of the notion of dimension in linear algebra: if Y is a linear subspace of C n , then dim Y is precisely equal to the maximal length of a descending chain of linear subspaces that starts with Y; one can get such a chain by removing a single basis vector of Y at each step 5 .
Example 7.
With e i the vector with zeros everywhere except a 1 at position i, and Y i = Span(e 1 , . . . , e n−i ), C n admits a chain
A very important structural fact about algebraic varieties is the following decomposition theorem. Definition 1 together with Proposition 1 ensure that the only algebraic varieties V C n (f 1 , . . . , f s ) that have dimension zero are the ones that consist of a finite number of points; these are precisely the varieties of interest in this paper. 4 . The acute reader may notice that there is a-priori no guarantee that such a maximal integer exists. However, this is true because C n is a Noetherian topological space, a technical notion that is beyond the scope of this paper.
5. For more information on the algebraic geometric structure of linear subspaces the reader is referred to Appendix C in [33] .
Algebraic characterization of dimension
Even though Definition 1 is perfectly acceptable from an intuitive point of view, it is not as convenient to use in practice, since one is usually given polynomials f 1 , . . . , f s of interest and wants to determine whether V C n (f 1 , . . . , f s ) has zero dimension, without having to solve the polynomial system. This is the case in this paper, where, e.g., to prove Theorem 2 we need to show that V C n (p 1 , . . . ,p n ) has zero dimension for any suitable A, y: clearly, computing the common root locus ofp 1 , . . . ,p n , as a function of A, y, is extremely challenging if not impossible. This is precisely where the algebraic characterization of dim V C n (f 1 , . . . , f s ) comes in handy, since it allows its computation solely from the algebraic structure of f 1 , . . . , f s .
To introduce this algebraic notion of dimension we first need the notion of an ideal of C[x]. Given polynomials f 1 , . . . , f s ∈ C[x], the ideal generated by these polynomials, denoted by (f 1 , . . . , f s ), is the set of all linear combinations of the f i , but in contrast to linear algebra, the coefficients of the linear combination are allowed to be polynomials themselves:
Next we need the notion of a prime ideal. An ideal P C[x] is called prime if it satisfies the following property: whenever the product of two polynomials is inside P, then at least one of these polynomials must be inside P. With that we have:
is the largest non-negative integer d such that there exists a chain of the form
where each P i is a prime ideal of C[x].
Example 8. Continuing with Example 8, C n = V C n (0) and
Since every ideal of the form (x n−i+1 , . . . , x n ) is prime, we have the ascending chain of prime ideals of length n:
We close this section by noting that the main tool behind the proof of Proposition 3 is the famous Hilbert's Nullstellensatz, stated next, which holds over C but not over R. This is why we need to work over C to get consistent geometric and algebraic characterizations of the dimension of an algebraic variety.
. . , f s ) = ∅ if and only if 1 ∈ (f 1 , . . . , f s ).
• Suppose that V C n (f 1 , . . . , f s ) = ∅ and let f be a polynomial such that f (ξ) = 0, ∀ξ ∈ V C n (f 1 , . . . , f s ). Then f ∈ (f 1 , . . . , f s ) for some positive integer .
Dimension and homogenization
A monomial of degree d is a polynomial of the form x α := x 
where . For rather subtle reasons beyond the scope of this paper, further characterizing the dimension of V C n (f 1 , . . . , f s ) beyond Proposition 3 is simpler when all the f i are homogeneous (this will be discussed in the next section). When this is not the case, there is a simple procedure called homogenization, through which we can convert non-homogenous polynomials to homogeneous.
Suppose that the polynomial f given in (43) is
Example 9. A non-homogeneous polynomial f of degree 6 and its homogenization f (h) :
Now, let I be the ideal generated by some polynomials f 1 , . . . , f s ∈ C[x] and consider the homogenization of this ideal
We note here the subtle fact that
s , but in principle it is larger than the ideal generated by f 1 + x 3 t. Now, the polynomial x 2 − x 3 = f 1 − f 2 is in the ideal I = (f 1 , f 2 ), and it is already homogeneous so that x 2 −x 3 ∈ I (h) . However x 2 −x 3 is not inside the ideal (f
1 + x 3 t), since the latter only contains elements of degree 2 and higher.
Since the elements of I
(h) are polynomials in n + 1 variables,
What is the relationship between Y and Y (h) ? It is actually not hard to see that if
, for any λ ∈ C. Hence any non-zero point ξ of Y gives rise to an entire line inside Y (h) ; this line passes through the origin and ξ, and its intersection with the hyperplane t = 1 can be used to recover the original point ξ.
Hence Y (h) is called the affine cone over Y with vertex 0 ∈ C n+1 . Moreover, the variety Y ⊂ C n is embedded inside the affine cone through a mapping that takes points to lines. In addition, Y (h) contains so-called points at infinity, which are obtained by setting t = 0. As it turns out, there is a tight topological relationship between Y and Y (h) and the important fact for our analysis is the following dimension theorem; see [34] for a detailed discussion for the non-expert reader in the context of subspace clustering.
Proposition 5. Let Y be an algebraic variety of C n and let
be an ideal. Then Hilbert's Basis Theorem guarantees that J always has a finite set of generators, i.e., there is a positive integer and polynomials g 1 , . . . , g ∈ C[x] such that J = (g 1 , . . . , g ).
Example 11. Let Y be an affine line of C 2 given by the equation
is a plane through the origin in C 3 given by the equation αx 1 + βx 2 + γt = 0.
The next fact, known as Bezout's Theorem, will be used in bounding the number of points of the zero-dimensional variety of Theorem 2.
Proposition 6. Let h 1 , . . . , h n be homogeneous polynomials of
is a finite union of lines through the origin, then the number of these lines is at most
Regular sequences
In §2.2 we argued that if the polynomialsp 1 , . . . ,p n ∈ C[x] are sufficiently independent, then dim V C n (p 1 , . . . ,p n ) = 0, i.e., the dimension of the algebraic variety drops precisely by the number n of its defining equations. More generally, the precise notion of what sufficiently independent should mean for polynomials f 1 , . . . , f s , s ≤ n, so that dim V C n (f 1 , . . . , f s ) = n − s, is easier to characterize when all the f i are homogeneous. The right notion is that of a regular sequence.
, and for every i = 2, . . . , s the following property is true: whenever there is a polynomial g such that f i g ∈ (f 1 , . . . , f i−1 ), then we must have g ∈ (f 1 , . . . , f i−1 ).
The crucial fact for our analysis is the following. Given a regular sequence of polynomials f 1 , . . . , f s in C[x] of length s < n, it is of interest to be able to augment this sequence to a regular sequence f 1 , . . . , f s , g of length s + 1. The simplest type of a homogeneous polynomial g that one may consider is a linear form g = x, which represents a hyperplane with normal vector ∈ C n . As it turns out, almost all such hyperplanes qualify, with the exception of those with normal vector that lies inside an algebraic variety of C n determined by f 1 , . . . , f s .
Proposition 8. Let f 1 , . . . , f s , s < n, be a regular sequence of homogeneous polynomials of C [x] . If ∈ C n is a generic vector, then f 1 , . . . , f s , x is a regular sequence.
Initial ideals
The notion of the initial ideal in < (I) of an ideal I ⊂ C[x] with respect to a monomial order < is a central one in computational algebraic geometry [35] . A more advanced object that is needed for our analysis in this paper is the initial ideal in w (I) of I with respect to a weight-order [36] , [37] , which we introduce next.
Let w = [w 1 , . . . , w n ] be a vector of positive integers. To each variable x i of C[x] we assign the weight w i , and to each monomial x α = x 
is a w-homogeneous polynomial of degree d i . We define the initial form of f with respect to w as in w (f ) := f (d1) . Given an ideal I = (f 1 , . . . , f s ), we define in w (I) to be the ideal generated by all initial forms in w (f ) for all f ∈ I. That is, h ∈ in w (I) if and only if there exist polynomials
The initial ideal in w (I) is certainly a significantly simpler object than the ideal I itself, since it retains only the initial information about I, so to speak. What is remarkable though, is that many structural properties of I are inherited from those of in w (I). For this paper, the most important relationship is that the varieties defined by these two ideals have the same dimension:
be an ideal, w ∈ Z n >0 a weight, and in w (I) ⊂ C[x] the initial ideal of I with respect to w. Then
Hence to compute the dimension of the algebraic variety defined by an ideal I = (f 1 , . . . , f s ), we may instead use the simpler object in w (I). But how can we efficiently compute a set of generators for in w (I) given f 1 , . . . , f s ? Note here that (in w (f 1 ), . . . , in w (f s )) ⊂ in w (I) but equality does not hold in general, as the next example shows.
Then in w (f 1 ) = in w (f 2 ) = x . On the other hand f 2 − f 1 = x 2 x 3 − x 3 − x 2 ∈ I and so in w (f 2 − f 1 ) = x 2 x 3 ∈ in w (I). But clearly, x 2 x 3 ∈ (x 9 1 ). Hence (in w (f 1 ), in w (f 2 )) in w (I). The next fact, well known to experts in Gröbner basis theory and otherwise much less known, describes a situation where we can directly get the generators of in w (I) from the generators of I. (f 1 ) , . . . , in w (f s )).
Proofs
Proof of Theorem 1
Let A be a generic m×n matrix and ξ an n×1 generic vector. Let Π be any m × m permutation matrix different than the identity. Since A is generic and m > n, the rank of A is equal to n. Thus, to prove the proposition we need to show that
Since A is a generic, it can be written as the product A = LU of an m × m generic lower triangular matrix L and an m × n matrix U , whose top n × n block is a generic upper triangular matrix and its (m − n) × n bottom part is the zero matrix. Then Because of the structure of U it is enough to show that one of the last m − n entries of the vector L −1 ΠLU ξ is non-zero. But because ξ is generic, it is enough to show that one of the last m − n rows of the matrix L −1 ΠLU is non-zero. Towards that end, we will show that the (m, 1) entry of this matrix is non-zero. This entry is zero if and only if . It is enough to show that this polynomial is non-zero. For in that case, it defines a hypersurface of C m(m+1)/2 , which will not contain L, since L is generic. To show that the determinant is indeed a non-zero polynomial we consider an ordering of the variables (56) and then consider the induced lexicographic order on all the monomials of C[ 11 , . . . , mm ].
First, suppose that 11 occurs in the kth entry of ΠL :,1 where k > 1. We will show that the largest monomial appearing in the definition of det[L :,1 · · · L :,m−1 ΠL :,1 ] only occurs in one way; this guarantees that the determinant is non-zero. Indeed, the largest monomial occurs in the following unique way: choose the largest element from each row, starting from the rows that contain the largest elements. That is, pick element 11 from row 1, element 11 from row k, element ii from row i for i = 2, . . . , k − 1, and elements i+1,i from row i + 1 for i = k + 1, . . . , m − 1. Next, suppose that k ≥ 1 is the largest index such that the ith entry of ΠL :,1 is equal to i1 for i = 1, . . . , k. In that case, we apply an elementary column operation by subtracting the first column of [L :,1 · · · L :,m−1 ΠL :,1 ] from its last, to obtain a new matrix M of the same rank. Then the first k entries of the last column of M are zero, while its (i, m) entry for i > k is of the form si,1 − i,1 , with s i > k, ∀i = k + 1, . . . , m, and with s k+1 = k + 1. Let t > 1 be such that s k+t = k + 1. Then the largest monomial in det(M ) occurs in a unique way as the first term of the expanded product of elements ii from row i for i = 1, . . . , k + t − 1, element ( k+1,1 − k+t,1 ) from row k + t, and elements i+1,i from row i + 1 for i = k + t, . . . , m − 1. That is, det(M ) is a non-zero polynomial, which concludes the proof.
Power-sums and regular sequences
Recall the power-sums polynomials
that were used in 2.3 as the base symmetric polynomials towards eliminating the unknown permutation Π * associated with the
The next two lemmas establish that p 1 , . . . , p m form a regular sequence 7 .
Lemma 1. Let σ 1 , . . . , σ m be the elementary symmetric polynomials in m variables z, defined as
Then σ 1 , . . . , σ m form a regular sequence of C[z].
Proof. We will show that V C m (σ 1 , . . . , σ m ) = {0}, in which case the statement will follow from Proposition 7 together with the fact that each σ k is homogeneous (of degree k). Proof. Newton's identities
show that σ 1 , . . . , σ m can be obtained inductively in terms of p 1 , . . . , p m . On the other hand, the fundamental theorem of symmetric polynomials states that every symmetric polynomial can be written as a polynomial in σ 1 , . . . , σ m . This implies that we have an equality of ideals (p 1 , . . . , p m ) = (σ 1 , . . . , σ m ), hence an equality of algebraic varieties
consists of a single point and Proposition 7 together with the fact that each p k is homogeneous (of degree k) establishes that p 1 , . . . , p m is a regular sequence. Now, recall that in §2.3 each base polynomial p k was used to furnish a polynomial equationp k (x) = p k (Ax)−p k (y) = 0 that the unique solution ξ * to Problem 1 should satisfy. Notice here how we are passing from polynomials p k ∈ C[z] in m variables to polynomialsp k ∈ C[x] in n variables. Notice further that even though the p k are symmetric and homogeneous, thep k are in principle neither symmetric nor homogeneous. In fact,
is a homogeneous polynomial of degree k and p k (y) ∈ R is a constant. As it turns out, the homogeneous partsp k of thep k are the bridge for passing properties of the base polynomials p k to the polynomials of interestp k . The next two lemmas are the two required steps towards building that bridge.
7. This also follows from a more general theorem in [38] , which states that any m consecutive such polynomials p , p +1 , . . . , p +m−1 , where is any positive integer, form a regular sequence of C[z]. To make the paper more accessible and self-contained, we have taken the liberty of giving the rather simple case = 1 its own proof. C n (p 1 , . . . ,p n ) and V C m ( 1 z, . . . , m−n z, p 1 , . . . , p n ) are isomorphic. In particular, the two varieties have the same dimension.
Proof. Let X := V C m ( 1 z, . . . , m−n z, p 1 , . . . , p n ) and Y := V C n (p 1 , . . . ,p n ). To show that X and Y are isomorphic as algebraic varieties, it is enough to find a bijective map f : Y → X , such that both f and f −1 are given by polynomials. First, we define f by specifying its image on an arbitrary point ξ of Y:
We need to show that f (ξ) ∈ X . To do that, we need to check that f (ξ) satisfies the defining equations of X . Towards that end,
where the last equality is true because ξ ∈ Y. Hence f is indeed a map of the form f : Y → X . Moreover, f is given by linear polynomials, i.e., the coordinates of f (ξ) are linear polynomials of the coordinates of ξ.
Next, we define a map g : X → Y as follows. Let ζ ∈ X . Then j ζ = 0, ∀j ∈ [m − n]. Since the j form a basis for N (A ), this means that ζ ∈ N (A )
⊥ . But from basic linear algebra N (A ) ⊥ = R(A). Hence there exists some ξ ∈ C n such that ζ = Aξ. Moreover, this ξ is unique because A has full rank by the assumption of Problem 1. This allows us to define the map g as g(ζ) = ξ := (A A)
where the last equality is true because ζ ∈ X . Hence g(ζ) ∈ Y. Moreover, g is given by polynomials, since each coordinate of g(ζ) is a linear polynomial in the coordinates of ξ. Finally, it is simple to check that f and g are inverses of each other. . By the definition of regular sequence, the subsequence p 1 , . . . , p n is also regular. By inductive application of Proposition 8,
is also a regular sequence of C [z] . By Proposition 7, we have that
By Lemma 3 we have that dim V C n (p 1 , . . . ,p n ) = 0. Then by Proposition 7p 1 , . . . ,p n is a regular sequence of C[x].
Proof of Theorem 2
Having developed the machinery that led to Lemma 4, the task of proving Theorem 2 is a matter of putting this machinery to work. Let I = (p 1 , . . . ,p n ) be the ideal generated by our polynomialsp 1 , . . . ,p n . Consider the weight order of C[x] defined by the vector w = [1, . . . , 1] ∈ Z n (see §2.4.5). Sincē p 1 , . . . ,p n is a regular sequence of homogeneous polynomials (Lemma 4) andp k =p k + constant, we can obtain in w (I) just from the leading homogeneous terms of the generators of I, i.e., in w (I) = (p 1 , . . . ,p n ) (Proposition 10). Sincep 1 , . . . ,p n is a regular sequence of length n in the polynomial ring C[x] of n variables, we have dim V C n (in w (I)) = 0 (Proposition 7). Since V C n (I) and V C n (in w (I)) have the same dimension (Proposition 9), we have dim V C n (I) = 0. Since zero-dimensional varieties have a finite number of points (Proposition 2), we have that V C n (p 1 , . . . ,p n ) consists of finitely many points.
We now bound from above the number of points of
is generated by homogeneous polynomials, it is the union of lines through the origin. Hence, each irreducible component W i is the union of lines through the origin. We argue that each W i is a single line through the origin. For if some W j is not a single line, let ξ ∈ W j be a point different than the origin 0. Letting L be the line through the origin and ξ, we have a chain W j L {0} of irreducible subsets of Y (h) of length 2. But this contradicts the fact that dim Y (h) = 1 (Definition 1). This shows that Y (h) is the union of lines through the origin. 
Proof of Theorem 3
The proof is almost the same as the proof of Theorem 2 with an additional twist: we need to show that the varietỹ Y := V C n (p 1 , . . . ,p n ), where thep k are defined in (27) , is nonempty. So suppose thatỸ = ∅. Then 1 ∈Ĩ := (p 1 , . . . ,p n ) (Proposition 4). Hence 1 = in w (1) ∈ in w (Ĩ). But sinceÃ is generic, the polynomialsp k := p k (Ãx), k ∈ [n], form a regular sequence (Lemma 4).
we must have that in w (Ĩ) = (p 1 , . . . ,p n ) (Proposition 10). But all thep k are non-constant homogeneous polynomials and it is impossible for the equation 1 = g 1p1 + · · · + g npn to be true for any g 1 , . . . , g n ∈ C[x]. This is a contradiction on the hypothesis 1 ∈Ĩ, which then implies thatỸ is non-empty (Proposition 4). The rest of the proof is the same as that of Theorem 2.
ALGORITHMIC IMPLICATIONS
Algebraically-Initialized Expectation-Maximization
Assuming for simplicity (and without much loss of generality as per Theorem 1) that there is a unique solution ξ * to the Shuffled Linear Regression (SLR) Problem 1, Theorem 2 guarantees that ξ * is one of the finitely many complex roots of the polynomial system (23) of n equations in n unknowns. Even if the data y, A are corrupted, Theorem 3 further guarantees that the system remains consistent with L ≤ n! complex roots; if in addition the corruption level is mild, we expect one of the roots to be a good approximation to the Maximum Likelihood Estimator (MLE)ξ ML given in (5). Our goal is to isolate that root and refine it.
To begin with, solving the polynomial system of equations (23) can be done using any among several state-of-the-art polynomial system solvers [39] . Nevertheless, the complexity of solving such a system is known to be exponential in n, even for well-behaved cases [40] . Practically speaking, this currently limits us to the regime n ≤ 6, since for n = 6 a standard homotopy-based solver such as Bertini [41] takes about 37 minutes on a machine with specifications CPU:Intel(R) Core(TM) i7-8650U CPU @ 1.9GHz, Memory: 16GB. On the other hand, for n = 3, 4 using an automatic solver generator [42] along the lines of [43] for the specific structure of our system, we are able to obtain very efficient linear algebra based solvers that run in milliseconds.
Having obtained the rootsξ 1 , . . . ,ξ L ∈ C n , L ≤ n!, of the polynomial system, we retain only their real parts (ξ 1 ) R , . . . , (ξ L ) R , and identify the root that can serve as a first approximation to the the ML estimatorξ ML . We do this by selecting the root that yields the smallest 2 error among all possible permutations Π:
We note that each inner minimization min Π Πy − A(ξ i ) R 2 in (69) can be solved by sorting (see [25] ) and so the computation ofξ AI is of complexity O(Lm log(m)). Finally, we use the algebraic initializationξ AI as an initialization to the Expectation Maximization algorithm of [25] , which as noted in §1.2 consists of solving (5) via alternating minimization. The complete algorithmic listing, which we refer to as Algebraically-Initialized ExpectationMaximization (AI-EM) is given in Algorithm 1.
Compute roots
Extract the real parts
while t < T and ∆J > εJ do 8: t ← t + 1;
9:
ξ t ← argmin ξ∈R n Π t−1 y − Aξ 2 ;
10:
11:
12:
J ← Π t y − Aξ t 2 ;
13:
end while
14:
Return ξ t , Π t . 15: end procedure
Numerical evaluation
Algorithms. We perform a numerical evaluation of our proposed AI-EM Algorithm 1, which relies on solving the polynomial system by homotopy continuation in Bertini [41] for n ≥ 5, and on our C++ elimination-template-based custom solvers for n = 3, 4 (see [42] , [43] for more details). We also compare with two variations of EM algorithms that were proposed in [25] towards computing the Maximum Likelihood Estimator of (5), which are the only existing algorithms that we are aware of with the potential of operating on corrupted data. The first, referred to as LS-EM, computes the MLE via alternating minimization exactly as in Algorithm 1, except that it uses as initialization the vector that best fits the data y, A in the least-squares sense:
The second variation, referred to as Soft-EM, uses the same initialization as LS-EM, but it replaces the brute search over all possible permutations by a dynamic empirical average of permutation matrices drawn from a suitable Markov chain. For all algorithms we use a maximal number of iterations T = 50 and for AI-EM and LS-EM a convergence parameter of = 0.01. Data. We use the following generative model with additive noise. We randomly sample A ∈ R m×n and ξ * ∈ R n from the corresponding standard normal distributions and perform a random permutation on the entries of Aξ * to obtain a vector y ∈ R m . We further corrupt y by adding to it a vector w ∈ R m sampled from the zero-mean normal distribution with covariance matrix σ 2 I m . The input data then consist of A andỹ := y + w. Metrics. We assess all methods by measuring the relative estimation error of ξ * , e.g., if ξ AI-EM is the output of AI-EM, we report
For AI-EM we further report the estimation error that corresponds to the best root ξ * AI of the polynomial system, defined as
as well as that of our estimated best rootξ AI computed as in (69).
Results. Figures 1a-1c depict the estimation error of the compared methods for fully shuffled data, for n = 3, 4, 5, σ = 0 : 0.01 : 0.1 and m = 500 fixed, averaged over 100 independent trials. Evidently, both LS-EM and Soft-EM fail 8 . This is not surprising, since, when the data are fully shuffled, the least-squares initialization (70) used by both LS-EM and Soft-EM is rather far from the ground truth ξ * . On the other hand, ξ * AI remains relatively close to ξ * as σ increases and our actual initialization ξ AI coincides with ξ * AI for σ ≤ 0.04 and is slightly worse than ξ * AI otherwise. Regardless, the alternating minimization further refineŝ ξ AI leading to even lower errors than ξ * AI . Fig. 2 depicts the estimation error for different percentages 0% : 10% : 100% of partially shuffled data, and for n = 4, m = 500, σ = 0.01 fixed. In such a case, only a subset of the entries of the vector Aξ * is shuffled according to a random permutation. As seen, both LS-EM and Soft-EM perform much better than for fully shuffled data. In fact, LS-EM is comparable to AI-EM for up 8 . We have observed that for fully shuffled data, large m and small n, Soft-EM tends to drive the regression vector to zero. to 50% shuffled data, upon which percentage it starts deteriorating and eventually breaks down for 90% shuffled data. On the other hand, Soft-EM starts breaking down as soon as 20% of the data have been shuffled. Fig. 3 shows a more detailed behavior of the methods for 0% : 1% : 10% shuffled data in the same setting. We see that both LS-EM and AI-EM are almost perfectly accurate, while Soft-EM presents already an error of 6% for 4% shuffled data, and 20% for 10% shuffled data, i.e., Soft-EM seems to be accurate only when the percentage of shuffled data is small. On the other hand, its true advantage is that it can handle large regression dimensions (n ≥ 7), a regime in which AI-EM is currently not applicable due to computational reasons. Table 1 provides numerical data for the estimation error and running times for different values of n = 3, 4, 5, 6. We see that for n = 3, 4 solving the polynomial system P via our custom solvers requires only a few milliseconds. On other hand, the running time increases exponentially with 45 seconds required to solve the n = 5 system and about 37 minutes for n = 6. As expected, the running time of the Alternating Minimization (AM) remains practically unaffected by the values of n that we are considering. Interestingly, the estimation error of the AI-EM algorithm is also stable and of the order of 0.1% regardless of n. Table 2 attests to the scalability of our algorithm AI-EM in terms of m. Fixing n = 4 and σ = 0.01, the table reports running times and estimation errors for different values of m, ranging from m = 10 3 to m = 10 5 . Indeed, solving the polynomial system requires 10 msec for m = 10 3 and only 268 msec for m = 10
5 . The increase in the running time of the alternating minimization from 15 msec to 1.3 sec is more noticeable due to the complexity O(m log m) of the sorting operation required to compute the optimal permutation at each iteration. For m = 1000 the estimation error of AI-EM is only 0.3%, but as m increases, the device (69) for selecting the best root of P becomes less accurate; e.g., for m = 10 5 , ξ * AI is 2.2% away from ξ * , as opposed to 4.7% forξ AI . 
CONCLUSIONS
In this paper we primarily focused on the theory of an algebraic geometric solution to the problem of Shuffled Linear Regression (SLR). The main object of interest was a polynomial system P of n equations in n unknowns constraining the parameters x ∈ R n of the linear regression model. The main theoretical contribution was establishing that P is almost always consistent even for corrupted data with at most n! complex roots. Our algorithmic proposal consisted of solving P and using its most appropriate root as initialization to the Expectation-Maximization algorithm. This yielded an efficient solution for small values of n, stable under mild levels of noise and outperforming existing state-of-the-art methods. Applications to real-world problems as well as solving P efficiently for large n are the subject of current research.
