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Resumen
Rudas, Clogg y Lindsay, en 1994, propusieron un nuevo ı´ndice para medir la falta
de ajuste de un modelo en tablas de contingencia. Dados una tabla de contingencia
P , con N celdas, y un modelo H , el nuevo ı´ndice se define como el valor de pi para el
que se cumple la ecuacio´n
Ph = (1− pi) Π1h + piΠ2h, h = 1, . . . , N
donde 0 ≤ pi ≤ 1, y Π1 y Π2 son tablas de probabilidades para cada clase latente. El
modeloH se cumple para la primera clase latente y no se hace ninguna suposicio´n para
la segunda. El ı´ndice de falta de ajuste se interpreta como la proporcio´n de individuos
de la poblacio´n que esta´ intr´ınsicamente fuera del modelo H . En este trabajo se utiliza
el ana´lisis de la segunda clase latente para estudiar las causas de la falta de ajuste de
un modelo y detectar posibles celdas at´ıpicas Asimismo, se propone utilizar el nuevo
ı´ndice de falta de ajuste como un concepto de no independencia en el ana´lisis de las
frecuencias de las configuraciones de dos muestras.
Palabras clave: tabla de contingencia, bondad de ajuste, ana´lisis de residuos, ana´lisis de
las frecuenciasde las configuraciones de dos muestras.
Abstract
Rudas, Clogg and Lindsay, en 1994, proposed a new index of lack of fit for contin-
gency table analysis. For a contingency table P with N cells, and a model H , the new
index is defined as the smallest pi that satisfies the equation
Ph = (1− pi) Π1h + piΠ2h, h = 1, . . . , N
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with 0 ≤ pi ≤ 1, and Π1 and Π2 the tables of probabilities for each latent class. The
model H applies to Π1 but not impose any restrictions on Π2. The interpretation of
the index of lack of fit is the proportion of individuals of the population intrinsically
outside model H . In this work we propose the analysis of the second latent class to
the study of the causes of lack of fit of a model and to detect outlying cells. At the
same time, we propose the new index of lack of fit as a concepto of non-independence
in the two simple configural frequency analysis.
Keywords: contingency table, goodness of fit, residual analysis, two sample configural
frecuency analysis.
Mathematics Subject Classification: : 62H17
1. Introduccio´n
Dada una tabla de contingencia de N celdas, sea P el conjunto de probabilidades en
cada una de ellas,
P = {Ph;h = 1, . . . , N} ,
N∑
h=1
Ph = 1,
sea f el conjunto de las frecuencias observadas,
f = {fh;h = 1, . . . , N}
y n el taman˜o de la muestra,
n =
N∑
h=1
fh
Sea e el conjunto de las frecuencias esperadas bajo el esquema de muestreo multinomial
e = {eh;h = 1, . . . , N}
donde
eh = nPh
El procedimiento esta´ndar para comprobar si un cierto modelo H es adecuado es el
siguiente:
1. Se obtiene eˆ, que son las estimaciones ma´ximo veros´ımiles de los valores esperados
bajo el modelo H
2. Se comparan f y eˆ para decidir si el modelo H se ajusta a los datos.
Las purebas de bondad de ajuste global, como lo indica su nombre, proporcionan una
respuesta general a la pregunta si el modelo se ajusta a los datos o no. Sin embargo,
no sirven para determinar las causas de falta de ajuste ni tampoco, en caso afirmativo,
permiten saber si el modelo realmente representa a todos los datos o si, por el contrario, hay
celdas que se desv´ıan considerablemente del valor esperado. Esto so´lo se logra observando
celda por celda las discrepancias entre el valor observado y el esperado.
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1.1. Ana´lisis de residuos
Los residuos estandarizados y eliminados son los ma´s conocidos y utilizados en la
literatura.
El residuo estandarizado se define como
rh =
fh − eh√
eh
Bajo el supuesto de que el modelo se cumple, rh tiene distribucio´n asinto´tica normal
con media cero.
El residuo eliminado (Simonoff, 1988), es menos conocido. Se trata de la comparacio´n
entre el valor observado y el valor perfecto de la celda. El valor perfecto es el que tendr´ıa
que haber en esa celda para que coincida exactamente con el valor esperado segu´n el
modelo de intere´s y la informacio´n de las celdas restantes. El residuo eliminado se define
como
r∗h =
fh − x√
x
donde x es el valor perfecto de la celda h.
1.2. Ana´lisis de las frecuencias de las configuraciones
El ana´lisis de las frecuencias de las configuraciones (AFC), (Krauth y Lienert, 1973;
Von Eye, 1990) es un me´todo no parame´trico desarrollado por G.A. Lienert en 1968
para la bu´squeda de tipos y antitipos en tablas de contingencia multidimensionales, con
vistas a la determinacio´n de s´ındromes. Los tipos son combinaciones de las categor´ıas
de las variables que ocurren con ma´s frecuencia de lo esperado por azar, mientras que
los antitipos son patrones que ocurren con menos frecuencia. En pocas palabras, el AFC
consiste en comparar los valores observados y esperados en cada una de las celdas de la
tabla de contingencia con el objetivo de determinar si existen diferencias significativas en
una o varias de ellas. Estas diferencias significativas sirven como evidencia de la existencia
de grupos de infividuos de intere´s en el sentido de qeu esta´n constituidos por ma´s, o
menos, elementos que los esperados bajo un cierto modelo. Aunque el AFC es una te´cnica
t´ıpicamente exploratoria, se puede utilizar con fines confirmatorios en una etapa ma´s
avanzada cuando lo que interesa en analizar so´lo un subconjunto de celdas; que pueden
haber sido identificadas en un estuido exploratorio anterior con otro conjunto de datos o
derivarse del conocimiento sustantivo.
“La prueba ma´s conocida y ma´s ampliamente utilizad en el AFC es la X2 de Pearson”
(von Eye et al, 1996). Para la celda h de una tabla de contingencia con N celdas se tiene
X2h =
(fh − eh)2
eh
Como en el AFC exploratorio se realizan simulta´neamente N pruebas de hipo´tesis, se
requiere proteger el nivel de significacio´n α. Las dos estrategias ma´s utlizadas para este
propo´sito son el ajuste de Bonferroni
(
α∗ = αN
)
, y el ajuste de Holm α∗i =
α
N−i+1 , i =
1, . . . , N . Este u´ltimo es menos conservador y presupone que las pruebas esta´n ordenadas.
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La interpretacio´n de los tipos y antitipos depende del modelo nulo que se utiliza para
calcular los valores esperados. Los modelos nulos tienen la caracter´ıstica de que consideran
todas las relaciones entre las variables excepto algunas de intere´s. Cuando el modelo nulo
se rechaza, se debe a que s´ı existen las relaciones no consideradas en el modelo. En el
AFC no interesa el valor nume´rico del ajuste global del modelo nulo, ni interpretar sus
para´metros o encontrar un modelo ma´s complicado que se ajuste, sino detectar los tipos
y antitipos e interpretarlos a la luz del modelo nulo correspondiente.
2. Indice de falta de ajuste de Fudas, Clogg y Lindsay
Rudas et al (1994), propusieron un nuevo ı´ndice de falta de ajuste (NIFA) que sirve
para cualquier tabla de contingencia y cualquier modelo. Dados una tabla de contingencia
P , con N celdas y un modelo H, se propone una familia de modelos {Hpi} de la forma
Ph = (1− pi) Π1h + piΠ2h, h = 1, . . . , N ; 0 ≤ pi ≤ 1 (1)
Se trata de expresar la tabla P como una combinacio´n convexa de dos subtablas Π1
y Π2, tambie´n llamadas primera cara y segunda cara respectivamente, de manera que el
modelo H se comple para la subtabla Π1 y no se hace ninguna suposicio´n respecto a la
subtabla Π2. La ecuacio´n (1) es una generalizacio´n del modelo H, pues representa una fa-
milia que va desde el modelo H (pi = 0) hasta el modelo completamente irrestricto (pi = 1).
Por otro lado, al no incluir ninguna suposicio´n para la segunda subtabla, constituye una
generalizacio´n del modelo usual de clases latentes (que supone el modelo de independencia
para ambas tablas).
Se define el ı´ndice de falta de ajuste, pi∗, como el menor valor de pi para el que se cumple
la ecuacio´n (1). La interpretacio´n de pi∗ es muy sencilla: es la proporcio´n de individuos
de la poblacio´n que esta´ intr´ınsicamente fuera del modelo H (medida con error o mal
clasificada). Para fines pra´cticos, se propone como una medida de la falta de ajuste del
modelo H, que describe la magnitud de las interacciones de orden superior que no se
contemplan en el mismo.
Como no se le impone ninguna restriccio´n a la subtabla Π2, se supone que en ella se
concentra la parte de la poblacio´n que no es modelada por H. Si pi∗ resulta grande, y por
lo tanto se requiere mejorar el modelo H, se puede inspeccionar esta subtabla y de esta
manera obtener informacio´n u´til para este propo´sito. Esto se considera una alternativa al
ana´lisis de residuos en el procedimiento usual.
Filas/columnas Columna 1 Columna 2 Total
Fila 1 A B A+B
Fila 2 C D C +D
Total A+ C B +D n
Cuadro 1: Frecuencias observadas en una tabla de 2× 2.
En el caso de dos variables dicoto´micas se puede obtener una fo´rmula expl´ıcita para
pi∗. La tabla 1 representa las frecuencias observadas.
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Considerando AD −BC > 0 y A > D, el valor perfecto de la celda correspondiente a
la fila 2, columna 2, es
x =
BC
A
luego
pi∗ =
AD −BC
An
Por u´ltimo, la descomposicio´n en dos caras queda de la siguiente manera:[
A B
C D
]
=
[
A B
C BCA
]
+
[
0 0
0 D − BCA
]
No´tese que cuando A = D, si bien la expresio´n de pi∗ no cambia, se pueden obtener
dos descomposiciones equivalentes de la tabla original dependiendo de la celda a la que se
le asigne el valor perfecto.
3. Deteccio´n de celdas at´ıpicas (outliers)
Segu´n Barnett y Lewis (1994), “En sentido general, un outlier en un conjunto de datos
es una observacio´n que parece inconsistente con el modelo supuesto”. En el caso de tablas
de contingencia este concepto se refiere a las celdas y no a los individuos aislados.
3.1. Ana´lisis usual
Haberman (1973) propuso inspeccionar gra´ficamente los residuos ajustados. Brown
(1974) propuso declarar una celda como at´ıpica si el modelo de independencia no se ajusta
y el de cuasi-independencia, que resulta de considerar esa celda como cero estructural, s´ı se
ajusta. Fuchs y Kenet (1980) propusieron un test con este mismo fin, y Simonoff (1988)
otro que lo supera en cuanto a la capacidad para detectar ma´s de una celda. Otros autores
han explorado la conveniencia de aplicar conceptos ya establecidos con el contexto de
ana´lisis de regresio´n como son los de palanca (Andersen, 1992; Upton y Guillen, 1995) e
influencia (Upton y Guille´n, 1995).
El consenso parece ser favorable al residuo elimando r∗ y a la diferencia del estad´ıgrafo
de razo´n de verosimilitud
∆G2 = G2 −G2c
donde G2es el estad´ıgrafo de razo´n de verosimilitud para la tabla original y G2c es el
estad´ıgrafo de razo´n de verosimilitud que resulta de sustituir fh por x.
Cuando so´lo se cuenta con la informacio´n de que un cierto modelo no se ajusta, se
deben hacer tantas pruebas como celdas tiene la tabla. Para poder garantizar que la
probabilidad de cometer el error de tipo I no exceda el nivel de significacio´n prefijado α,
se debe tomar un nivel tal que permita que esto no suceda. Por ejemplo, α∗ = αN , donde
N es el nu´mero de celdas.
Para ilustrar la utilizacio´n de r, r∗ y ∆G2 se muestran dos ejemplos muy conocidos en
la literatura acerca de esta tema´tica. El primer ejemplo, (Wickens, 1989), es una tabla de
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3 × 4con una celda at´ıpica. El segundo ejemplo, (Simonoff, 1988; Barnett y Lewis, 1994)
es una tabla de 5× 5 con tres celdas at´ıpicas. En todos lo casos se trabajo´ con el modelo
de independencia.
Ejemplo 1 Una celda at´ıpica
En la tabla 2a se muestran los datos que analiza Wickens (1989), y en las tablas 2b,
2c y 2d se muestran resultados.
12 18 3 10
18 3 7 10
20 6 9 11
Tabla 2.a Tabla 10.4, pa´gina 252, Wickens(1989)
−1,2 2.9 −1,4 −0,2
0,8 −1,8 0,6 0,2
0,4 −1,2 0,8 −0,1
Tabla 2.b Residuos estandarizados
−2,68 8.66 −2,09 −0,3
2,02 −2,76 0,99 0,46
1,2 −2,14 1,66 −0,14
Tabla 2.c Residuos eliminados para cada una de las celdas de la tabla 2a.
3.67 15.74 3.63 0.047
1.44 6.66 0.49 0.11
0.51 3.08 1.17 0.0096
Tabla 2.d ∆G2 para cada una de las celdas de la tabla 2a.
Para α∗ = 0,0512 = 0,00416 el valor cr´ıtico de la distribucio´n ji−cuadrado con un grado
de libertad es 8.21. Como conclusio´n resulta evidente que segu´n todos los puntos de vista
considerados se detecta la celda (1,2) como at´ıpica.
Ejemplo 2 Varias celdas at´ıpicas
En la tabla 3a, se muestran los datos que analizan Simonoff (1988), y Barnett y Lewis
(1994), y en las tablas 3b, 3c y 3d se muestran los resultados.
Los resiudos de las celdas (1,1), (1,2), (1,3) y (1,4) son los ma´s grandes. Para α∗ =
0,05
25 = 0,02 el valor cr´ıtico de la distribucio´n ji−cuadrado es 9.55. Segu´n el criterio ∆G2
so´lo se detecta la celda (1,1) como at´ıpica.
Como conclusio´n se puede decir que:
1. Todos estos criterios son efectivos cuando hay una sola celda at´ıpica.
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18 41 41 20 21
39 20 20 22 22
24 20 20 16 18
20 20 19 19 19
23 19 20 17 20
Tabla 3.a Tabla 10.4. pa´gina 252, Simonoff (1988), y Barnett y Lewis (1994)
-2.38 1.94 1.94 -0.77 -0.85
2.23 -1.25 -1.25 0.28 -0.009
4.8 -0.23 -0.23 -0.13 0.1
-0.34 -0.19 -0.41 0.66 0.39
0.21 -0.5 -0.28 0.08 0.54
Tabla 3.b Residuos estandarizados
-3.69 3.65 3.64 -1.19 -1.33
4.11 -1.94 -1.94 0.44 -0.014
0.76 -0.36 -0.36 -0.18 0.15
-0.51 -0.29 -0.62 0.99 0.58
0.34 -0.75 -0.43 0.12 0.81
Tabla 3.c Residuos eliminados para cada una de las celdas de la tabla 3.a.
10.66 6.12 6.12 0.98 1.21
7.74 2.7 2.7 0.12 0.00
0.35 0.085 0.085 0.023 0.016
0.18 0.06 0.26 0.61 0.22
0.07 0.39 0.12 0.01 0.42
Tabla 3.d ∆G2 para cada una de las celdas de la tabla 3a.
2. Cuando hay ma´s de una celda at´ıica puede que alguna quede oculta o que alguna,
que en realidad no lo es, lo parezca.
3.2. Una alternativa al ana´lisis de residuos usual
En este aca´pite se propone el ana´lisis de la “segunda cara de Rudas et al” como otra
forma de estudiar las causas de la falta de ajuste de un moedlo. A modo de ilustracio´n se
consideran los dos ejemplos ya vistos en el ep´ıgrafe anterior.
En el primer ejemplo (Wickens, 1989), el 23% de los individuos se aparta de la hipo´tesis
verdadera de independencia y ma´s de la mitad de ellos se concentra en la celda (1,2). En
la tabla 4 se muestran los resultados.
El segundo ejemplo es la tabla presentada por Simonoff (1984) y Barnett y Lewis
(1994). Los resultados se muestran en las tablas 5a y 5b.
70 a. gonza´lez – i. me´ndez
Celda Observado cara 1 cara 2 cara 2 (%)
1.1 12 11.95 0.01 0.05
1.2 18 2.11 15.75 53.92
1.3 3 3.05 0.00 0.00
1.4 10 6.66 3.26 11.17
2.1 18 17.2 0.76 2.58
2.2 3 3.03 0.0 0.00
2.3 7 4.39 2.56 8.76
2.4 10 9.58 0.38 1.31
3.1 20 19.8 0.15 0.5
3.2 6 3.49 2.46 8.43
3.3 9 5.05 3.88 13.27
3.4 11 11.02 0.00 0.02
Total 127 95.25 25.75 100.0
Cuadro 4: Ana´lisis de la segunda cara de Rudas para la tabla 2a.
Como se puede apreciar, en la segunda cara se destacan las celdas (1,2) (1,3) y (2,1).
4. AFC de varias muestras
En el AFC de k muestras se plantea como hipo´tesis nula que todos los individuos
provienen de la misma poblacio´n. El modelo nulo correspondiente es un modelo loglineal
saturado para el grupo de variables predictoras, que a su vez son independientes de la
variable que representa a los grupos. Por ejemplo, si se tienen las variables discriminantes A
y B y adema´s la variable G que representa a los grupos, con ı´ndices i, j y g respectivamente,
el modelo tienen la forma
log (Pijg) = λ+ λA(i) + λB(i) + λG(g)
En el AFC de dos muestras, siempre que se detecta un tipo, tambie´n se detecta un
antitipo en la celda aledan˜a pues la suma de los valores esperados de ambas celdas es igual
a la de los valores observados. Por eso, en lugar de hacer referencia a cada una de las dos
celdas, se menciona gene´ricamente la combinacio´n de caracter´ısticas explicatorias como
“configuracio´n problacionalmente diferente”.
En una segunda etapa del ana´lisis se comparan los grupos en cada configuracio´n. Para
ello se toman en cuenta las subtablas donde las columnas representan a los grupos y las
filas a la configuracio´n que se analiza y el resto de las configuraciones agrupadas. Cada una
de estas tablas se puede analizar por separado. En la tabla 6 se ilustra este procedimiento
para el caso de dos poblaciones.
Como ejemplo se presenta el de los suicidios en Alemania (Krauth y Lienert, 1973;
von Eye, 1990). Lo que interesa saber es si los suicidas de ambos sexos recurren a los
mismos me´todos para autoeliminarse y si esto depende o no del tiempo transcurrido desde
la II Guerra Mundial. Para ello se toman los datos de suicidios de los an˜os 1944 y 1952
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18.14 20.97 20.98 18.27 20.13
17.29 19.99 20 17.42 19.19
15.89 18.37 18.37 16 17.63
16.32 18.87 18.87 16.44 18.11
16.33 18.89 18.89 16.45 18.12
Tabla 5.a Me´todo de Ruda para la tabla 3a y modelo de independencia (cara 1).
0.0 19.92 19.91 1.67 0.84
21.61 0.05 0.04 4.53 2.77
8.05 1.56 1.56 0.1 0.4
3.63 1.09 0.2 2.52 0.9
6.6 0.18 1.06 0.54 1.85
Tabla 5.b Me´todo de Rudas para la tabla 3a y el modelo de independencia (cara 2).
Configuraciones AB Muestra 1 Muestra 2 Total
Celda (ij) fij1 fij2 fij1 − fij2
Dema´s configuraciones N1 − fij1 N2 − fij2 N − fij1 − fij2
Total N1 N2 N
Cuadro 6: Ana´lisis de al configuracio´n (ij).
considerando ambos sexos y siete me´todos (gas, cuerda, sopor´ıfero, ahogado, venas, disparo
y salto). Se tomo´ un α = 0,05 con ajuste de Bonferroni
(
α∗ = 0,0514 = 0,00357
)
. En la tabla
7 se muestran los resultados.
Se puede apreciar que hay seis tipos discriminatorios. En 1952 las mujeres se suicidaban
utilizando sopor´ıferos ma´s frecuentemente que los hombres y los hombres se cortaban las
venas ma´s frecuentemente que las mujeres. En 1944 los me´todos de suicidio por gas y
ahogado fueron ma´s frecuentes en las mujeres que en los hombres mientras que los de
ahorcarse y dispararse fueron ma´s frecuentes en los hombres que en las mujeres.
4.1. Desarrollos ma´s recientes del AFC
Desde un inicio, los cr´ıticos del AFC argumentaron que no era ma´s que un ana´lisis
de residuos en el contexto de lso modelos loglineales. Los defensores del AFC destacan
que es un me´todo para la investigacio´n diferencial, por lo que ma´s que para comprobar
hipo´tesis globales acerca de la relacio´n entre variables, esta´ dirigido a estudiar las celdas
que se desv´ıan de ciertas hipo´tesis locales referidas a la relacio´n entre las variables. Por
otra parte, como el ana´lisis de residuos esta´ supeditado a la seleccio´n de modelos, se puede
utilizar para cualquier modelo ma´s sencillo que el saturado. Sin embargo, para el AFC
so´lo resulta de intere´s un subconjunto de los modelos loglineales.
Victor (1989) y Keiser y Victor (1991) desarrollaron un enfoque alternativo al AFC
esta´ndar basado en el modelo loglineal de cuasi-independencia. La fundamentacio´n se basa
en que si se supone que los individuos de una celda no provienen de la misma poblacio´n
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Configuracio´n Observados Esperados Significancia
(An˜o, me´todo) Mascullino Femenino Masculino Femenino χ2 p(χ2; gl = 1)
1952, gas 52 47 49.5 49.5 0.364 0.4537
1952, cuerda 31 14 22.5 22.5 7.071 0.0078
1952, sopor´ıfico 44 97 70.5 70.5 24.180 ≺ α∗
1952,ahogado 20 10 15.0 15.0 3.602 0.0577
1952, venas 22 5 13.5 13.5 11.335 ≺ α∗
1952, disparo 3 0 1.5 1.5 3.047 0.0809
1952, salto 2 2 2.0 2.0 0 1.0
1944, gas 16 61 38.5 38.5 28.967 ≺ α∗
1944, cuerda 76 35 55.5 55.5 18.548 ≺ α∗
1944, sopor´ıfero 7 9 8.0 8.0 0.233 0.6293
1944, ahogado 19 54 36.5 36.5 18.287 ≺ α∗
1944, venas 15 4 9.5 9.5 6.675 0.0098
1944, disparo 35 11 23.0 23.0 133.695 ≺ α∗
1944, salto 9 2 5.5 5.5 4.604 0.0318
Cuadro 7: Me´todos de suicidio en Alemania segu´n sexo y an˜o. (Krauth y Lienert, 1973;
von Eye, 1990)
que el resto, es inapropiado estimar los valores esperados de toda la tabla utilizando la
informaio´n de esa celda. De acuerdo con este planteamiento, las celdas que constituyen
posibles tipos o antitipos se consideran ceros estructurales. El procedimiento consta de
dos pasos: primero se ajusta el modelo de cuasi-independencia y luego, si se cumple la
independencia en la tabla reducida, se estiman las frecuencias en las celdas objeto de
ana´lisis y se comparan los valores observados.
Goodman (1991) propone tres medidas de no independencia para tablas de contin-
gencia de dos entradas: la medida de diferencia relativa (∆), la medida de interaccio´n no
ponderada (λ) y la medida de interaccio´n ponderada (λ). Estas medidas para el caso de
una tabla de 2x2 con probabilidades P11, P12, P21 y P22, esta´n relacionadas con la razo´n
de productos cruzados (θ) y el coeficiente de correlacio´n (ρ)
∆ = ρ
λ =
log (θ)
4
λ = log (θ)
√
P1+P2+P+1P+2
Von Eye et al. (1995) propone utilizar las tres medidas de no independencia de Good-
man (1991) para definir nuevos conceptos alternativos de tipo en el AFC de varias mues-
tras. Para ejemplificar su procedimiento utilizo´ el mismo ejemplo de los suicidos en Ale-
mania. En la tabla 8 se reproducen los resultados de este trabajo de manera simplificada,
pues so´lo se sen˜alan los resultados significativos.
Este trabajo constituye un nuevo enfoque en el AFC exploratorio y deja abierta la
posibilidad de incorporar nuevas medidas de no independencia a la definicio´n de tipos y
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Configuracio´n p (λ) p (λ) p (ρ) p (θ)
(An˜o, me´todo)
1952, gas *
1952, cuerda *
1952, sopor´ıfico * * * *
1952, ahogado
1952, venas * * *
1952, disparo * *
1952, salto
1944, gas * * * *
1944, cuerda * * * *
1944, sopor´ıfico
1944, ahogado * * * *
1944, venas
1944, disparo * * * *
1944, salto
Cuadro 8: Tipos detectados con cada una de las medidas de no independencia de Goodman
(von Eye et al. 1995).
antitipos con vistas a disponer de diferentes perspectivas de la desvacio´n con respecto a
la independencia.
4.2. Un nuevo enfoque de tipo en el ana´lisis de las frecuencias de las
configuraciones
En este trabajo se porpone el ana´lisis de la segunda cara como un ana´lisis exploratorio
con vistas a sugerir la posible existencia de tipos, factibles de confirmar en una etapa
posteriore mediante un ana´lisis confirmatorio dirigido a este fin.
Siguiendo el esp´ıritu del trabajo de von Eye at al. (1995), que propone nuevos conceptos
de tipo a partir de las diferentes medidas de no independencia dadas por Goodman (1991),
en este trabajo se propone utiizar el NIFA como un nuevo concepto de no independencia
para identificar configuraciones poblacionalmente diferentes en el AFC de dos muestras.
Para ilustrar esta utilizacio´n del NIFA se utilizo´ el mismo ejemplo presentado por
Krauth y Lienert (1973), von Eye (1990) y von Eye at al (1995). Se encontro´ que aproxi-
madamente el 40% de los individuos no concuerda con la hipo´tesis de que los individuos
provienen de la misma poblacio´n. En la tabla 9 se muestran los resultados de las dos caras
del modelo de Rudas et al.
Como se puede apreciar, las celdas 5 que ma´s contribuyen al 40% que no se ajusta
esta´n incluidas dentro de los seis tipos que se detectaron en el AFC de dos poblaciones
esta´ndar. Estos son los correspondientes a las configuraciones: “1952, sopor´ıfero”, “1944,
gas”, “1944, cuerda”, “1944, ahogado” y “1944, disparo”.
No´tese co´mo los individuos que se encuentran en las celdas con menor valor observado
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Configuracio´n Observados Esperados Significancia
(An˜o, me´todo) Mascullino Femenino Masculino Femenino χ2 p(χ2; gl = 1)
1952, gas 32.95 46.14 18.89 0.8 6.66 0.28
1952, cuerda 9.8 13.73 21.1 0.25 7.44 0.09
1952, sopor´ıfico 43.86 61.43 0.1 35.28 0.04 12.43
1952,ahogado 6.82 9.55 13.12 0.44 4.62 0.15
1952, venas 3.52 4.93 18.41 0.07 6.49 0.02
1952, disparo 0.00 0.00 2.99 0.00 1.05 0.00
1952, salto 0.55 0.76 1.45 1.23 0.51 0.43
1944, gas 15.96 22.36 0.02 38.46 0.01 13.55
1944, cuerda 24.88 34.84 50.88 0.11 17.93 0.04
1944, sopor´ıfero 4.41 6.18 2.57 2.8 0.91 0.99
1944, ahogado 18.90 26.47 0.08 27.37 0.0 9.64
1944, venas 2.75 3.85 12.2 0.14 4.3 0.05
1944, disparo 7.78 10.89 27.12 0.09 9.56 0.03
1944, salto 1.33 1.86 7.64 0.14 2.69 0.05
Cuadro 9: Me´todo de Rudas et al aplicado a la tabla 7.
dentro de cada fila se ubican en la cara 1; mientras que los infidividuos que se alejan de la
hipo´tesis de independencia son una parte de los que se encuentran en las celdas con mayor
valor observado dentro de cada fila.
En la tabla 10 se repite la tabla 8, con los resultados de los nuevos conceptos de tipo
propuestos por von Eye et al (1995). A esta tabla se le an˜adio´ una columna donde se
muestra el valor del NIFA.
Como se puede apreciar, las configuraciones (1952, sopor´ıfero), (1944, gas), (1944,
cuerda), (1944, ahogado) y (1944, disparo), en ese orden, son las que tienen mayores valores
de pi∗. Estas mismas configuraciones son las que resultan poblacionalmente diferentes segu´n
los cuatro criterios de von Eye et al (1995): λ, λ, ρ y θ.
5. Conclusiones
El ana´lisis de la segunda cara sirve como herramienta ma´s para estuidar las causas
de falta de ajuste de un modelo y detectar posibles celdas at´ıpicas. Con ese fin se puede
utilizar como complemento del ana´lissi de residuos estandarizados, el ana´lisis de residuos
eliminados y la variacio´n del estad´ıstico de razo´n de verosimilitud.
La utilizacio´n de este me´todo en el ana´lisis de las frecuencias de las configuraciones es
una idea af´ın al enfoque de Victor (1989) y Kieser y Victor (1991), pues en la primera cara
quedan “todas las celdas perfectas” y la segunda contiene a los “individuos que sobran”.
En el caso de una tabla de 2x2 el valor del ı´ndice de falta de ajuste coincide exacta-
mente con una de las diferencias entre el valor observado y el valor de cada celda perfecta
(expresado como proporcio´n de la muestra total). Debido a esta coincidencia, resulta nat-
ural la utilizacio´n de este nuevo criterio no so´lo como una ayuda a la interpretacio´n de
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CONFIGURACIO´N p (λ) p (λ) p (ρ) p (θ) pi∗ (%)
(An˜o, me´todo)
1952, gas * 0.82
1952, cuerda * 2.52
1952, sopor´ıfico * * * * 8.63
1952, ahogado 1.46
1952,venas * * * 2.45
1952,disparo * * 0.43
1952, salto 0.0
1944, gas * * * * 6.71
1944, cuerda * * * * 6.48
1944, sopor´ıfico 0.29
1944, ahogado * * * * 5.27
1944, venas 1.58
1944, disparo * * * * 3.52
1944, salto 1.1
Cuadro 10: Tipos detectados con las medidas de no independencia de Goodman y valor
del NIFA.
los tipos y antitipos en el AFC de dos poblaciones, sino como un concepto alternativo de
tipos.
6. Recomendaciones
En el trabajo original de Rudas et al (1994), se recomienda estudiar el caso de los ceros
muestrales; esto debe extenderse al caso ma´s general de celdas subfrecuentes.
Debe sen˜alarse que, en el contexto del AFC esta´ndar, no queda claro co´mo identificar
los antitipos con el ana´lisis de la segunda cara de Rudas; pues este enfoque se ocupa de
los individuos que se alejan de un modelo dado y no de los que faltan para que dicho
modelo se cumpla. Una posible ampliacio´n de las posibilidades de este enfoque es utilizar
la diferencia entre la falta de ajuste del modelo de independencia y la falta de ajuste del
modelo de cuasi-independencia que resulta de considerar a las celdas objeto de ana´lisis
como si fueran ceros estructurales, para describir dicho conjunto de celdas sin importar si
se trata de tipos o antitipos.
Se necesita seguir experimentando esta metodolog´ıa con otros ejemplos de la literatura
y problemas reales, que involucren ma´s variables y modelos ma´s complejos.
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