The energy-overlap problem in Laue diffraction often makes a Laue diffraction data set incomplete in a systematic way: low-resolution reflections more commonly overlap with other reflections than do reflections at higher resolution. We describe the development and testing of a harmonic deconvolution procedure that resolves energy overlaps accurately and is based on the wavelength-normalization curve obtained from single reflections. The conditions for satisfactory harmonic deconvolution are identified by examination of a series of data sets that differ in their redundancy. This procedure has been incorporated in the software system LaueView [Ren & Moffat (1995). J. Appl. Cryst. 28,.
Introduction
Laue diffraction has not been widely used compared to monochromatic diffraction techniques for several reasons (Ren & Moffat, 1995) , one of which is known as the energy (or harmonic) overlap problem. This problem arises when Bragg's Law is applied to the diffraction of polychromatic X-rays: Bragg's Law is simultaneously satisfied by the set of values (d, 2), (d/2, 2/2), ..., (d/n, 2/n),..., where n is any positive integer. All orders or harmonics of a Bragg reflection are exactly superimposed. Although the energy-overlap problem affects only a small fraction of Bragg reflections, less than 17% for all realistic experimental situations, this fraction is nonrandomly distributed in reciprocal space and is concentrated at low resolution greater than 2dmi,, where drain is the limiting resolution of the crystal (Cruickshank, Helliwell & Moffat, 1987) . This nonrandom distribution may seriously affect structural analyses based on Laue data (Szebenyi, Bilderback, LeGrand, Moffat, Schildkamp, Smith Temple & Teng, 1992; Moffat, Chen, Ng, McRee & Getzoff, 1992; Duke, Hadfield, Waiters, Wakatsuki, Bryan & Johnson, 1992;  © 1995 International Union of Crystallography Printed in Great Britain -all rights reserved Hajdu & Andersson, 1993; Duke, Wakatsuki, Hadfield & Johnson, 1994) . Accurate observation of all (or most) reflections at low resolution is important for phasing techniques such as multiple isomorphous replacement and direct methods. It is obvious that the energy-overlap problem is potentially a major limitation on the Laue method.
Experimentally, the overlapping harmonics can only be distinguished in energy, but currently no suitable energyselective area detector exists. Helliwell and colleagues (Helliwell, Habash, Cruickshank, Harding, Greenhough, Campbell, Clifton, Elder, Machin, Papiz & Zurek, 1989) suggested a strategy for the deconvolution of energy overlaps based on a difference in absorption effects between the films in a film pack. They demonstrated that this strategy was only effective for overlapped reflections that contained no more than three harmonics (triples), because of the accumulation of errors. The use of a difference in absorption effects, an artificially introduced factor, makes the deconvolution more complicated unless absorption is accurately corrected for each film in a film pack. Film packs are now less widely used since better detectors such as imaging plates and charge-coupled devices have sufficient dynamic range. Hao and colleagues (Hao, Campbell, Harding & Helliwell, 1993) implemented a 'direct' method to deconvolute energy overlaps that was based on the assumption of nonnegativity and nonoverlapping peaks in the Patterson function, and showed that deconvolution of energy overlaps could be obtained for small-molecule crystals, whereby structure solution was made easier. Deconvolution using the wavelength-normalization curve and Laue spots measured at different wavelengths has been proposed and applied to lysozyme . Useful data can be deconvoluted from some overlapped reflections (Campbell, Deacon, Habash, Helliwell, McSweeney, Hao, Raftery & Snell, 1994) , which are almost all doubles or triples. However, data deconvoluted using these current procedures are still limited in extent, and of modest quality. Here, we report a systematic approach to the deconvolution of energy overlaps that is based on recently developed integration and scaling procedures (Ren & Moffat, 1995) , which yields high accuracy in the structure amplitudes of the components of multiple reflections, even those contain-ing many components. A brief overview of our approach is given in Ren & Moffat (1994) .
Method and algorithm
We adopt the notation and definitions of Cruickshank et al. (1987) and recapitulate them here. Bragg reflections H --(h, k,/), 2H, ..., nit, ..., where n is a positive integer and h, k and l are integers, lie on a central line in reciprocal space, and have the sets of resolution and wavelength values (d, 2), (d/2, ~./2), ..., (d/n, 2/n), ..., respectively. If the indexing is based on a primitive lattice and if the greatest common division of h, k, l is 1, then reflection H is the primary reflection of the series of harmonics, and nH is the nth harmonic. Cruickshank et al. (1987) denote the reciprocal-lattice point of a primary reflection as an inner point, and the central line as a ray. A primary reflection !-! may be related by crystal symmetry and Friedel's Law to a unique primary reflection that we denote Ilo. Inside, or on the surface of, the accessible region of reciprocal space bounded by the Ewald spheres corresponding to Ami n and )~max, and by the sphere of radius D* = l/dmin centered on the origin, which corresponds to the limiting resolution of the crystal (Fig. 1) , reflections nmin H, ..., nmaxH meet Bragg conditions, where nmi n and nmax are positive integers. These reflections nminH , ... , nmaxH give rise to diffracted beams that overlap exactly and generate one Laue spot in detector space. Each Laue spot arises from one central line and, conversely, all reciprocal-lattice points along each central line contribute to one, and only one, taue spot.
The total integrated intensity of the ith measurement of a Laue spot corresponding to a unique primary reflection H0 in a data set Ii(Ho) is the summation of the integrated intensities of its mi constituent Bragg reflections, I,{nHo) (n ----nmin i, ..-, nmax i). Note that I,{Ho) denotes the integrated intensity of a Laue spot, and 1,(1 Ho) denotes that of the first-order harmonic, so generally Ii(Ho) -7/: li(1 II0). We have
?l~tlmin
n~nmin i where F(nH0) and fgeneral i(nHo) represent the structurefactor amplitude and general scale factor of the nth harmonic nilo for the ith multiple spot, respectively. The general scale factor is a product of many correction factors, including the wavelength-normalization factor, that must be applied to the raw intensity of a single Laue spot (containing only one Bragg reflection) to derive a value for the square of its structure amplitude (Ren & Moffat, 1995) . mi --nmax i --nmin i -4-1 is the multiplicity of the ith observation (i.e. ith Laue spot) of I-Io. For each observation corresponding to a unique primary reflection Ho, we have an equation such as (2). In a complete data set, there may be K observations for one unique primary reflection Ho; that is, i --1 to K. Some of these measurements are doubles (m; = 2); others are triples, quadruples, quintuples etc., or even singles when nmi n i = nmax i.
Our overall approach is therefore to derive accurate values fOrfgeneral i by analysis of those reflections that are truly single (Ren & Moffat, 1995) and to combine these values with the K observations (i --1 to K) of each unique primary reflection Ho to derive a least-squares solution for F(nHo). As shown by Cruickshank et al. (1987) , for a Laue spot to be classed as multiple, its inner point must lie within the sphere of radius D*/2. Whether such a spot is actually measured as single or multiple, or indeed whether it is measured at all, depends on the crystal orientation. If the inner point lies within the region labeled 1 in Fig. 1 , it will be recorded as single with m -1; but, if the crystal is reoriented such that the inner point now lies within a region labeled 2 or higher, it will be recorded as multiple with m = 2 or higher. We denote this kind of spot a 'possible multiple', to emphasize the fact that some observations will indeed be multiple, but others may be single. All observations of possible multiples can contribute to harmonic deconvolution, and we exploit this fact in our approach. The fraction of observations of possible multiples that are recorded as single is surprisingly high. It is straightforward to show by the arguments of Cruickshank et al. (Fig. 1) . In this way, a set of K equations with N unknowns, F(nHo), n = 1, 2, ..., N, can be established, where N is the highest order of harmonics of the unique primary reflection Ho lying within the resolution limit D*. That is, N/d< D*; note that N is independent of wavelength range. It is perfectly normal and indeed desirable to include those equations derived from single reflections of possible multiples in this set; also, there is no reason to separate the equations corresponding to doubles, triples and so forth. This means that not only true multiples but also some singles (possible multiples) contribute to the deconvolution of energy overlaps. Spots with a multiplicity m as high as 15 or as low as 1 could contribute equally to the deconvolution, without any special treatment. Obviously, when K < N, the set of equations has infinite solutions, which means, in our problem, no solution. If K = N, we could obtain the single solution by solving the equations directly. In most cases, K > N and a least-squares fitting is required to obtain the best solution. Since the equations are nonlinear in F(nHo), an iterative algorithm such as the Levenberg-Marquardt method is necessary. An alternative is to solve for FZ(nHo) (n = 1, 2, ..., N) instead of F(nHo) , which reduces the equations to a linear set, and Gaussian elimination or singular-value decomposition (SVD) can be used to solve them. In addition, the estimated standard deviation of I,{H0) is considered in a weighting scheme during the least-squares fitting.
In order to obtain a set of accurate solutions, both data quantity and quality need to be considered. A higher data-to-parameter ratio KIN obviously will help the speed and accuracy of the convergence of the leastsquares fitting; we also demonstrate below how the magnitude of this ratio affects results. The number of unknowns N for a unique primary reflection Ho depends only on the highest resolution of the crystal and thus is quite stable, but the number of equations K depends on factors such as the number of images taken in a data set, angular interval between successive images, total angular coverage, wavelength range, crystal orientation, crystal symmetry, detector size, crystal-to-detector distance, crystal size and exposure time. The data-to-parameter ratio can always be increased by taking more images at different angular settings. However, we believe that data quality is a more important factor in ensuring an accurate deconvolution. The lett-and right-hand sides of (2) should both be accurate, that is, the integrated intensities I,{Ho) and the general scale factors fgene~l i(nHo). Our new approaches to Laue diffraction integration and data scaling (Ren & Moffat, 1995) give a Laue data set for the single reflections of high quality, comparable with the best monochromatic data sets.
Even so, error analysis and identification and rejection of erroneous measurements is still necessary. Assume that E(nHo) (n = 1, 2, ..., N) is a set of solutions for F(nHo) in (2) in the least-squares sense. Thus, the calculated d,{Ho) and its uncertainty a[J,(Ho)] corresponding to observed l,(Ho) can be obtained by substitution of F(nHo) with E(nHo):
where tr[E(nHo)] is the uncertainty in the solution E(nHo). The error of the ith measurement of a unique primary reflection Ho can be defined in a variety of ways:
where o'[I,(Ho)] is the estimated standard deviation of integrated intensity Ii(Ho) (Ren & Moffat, 1995) . Histogram analysis (Ren & Moffat, 1995) of these error distributions is very helpful to decide if rejection of certain outlying measurements is necessary. If so, another cycle of deconvolution needs to be done. The R factor that presents the goodness of the leastsquares fitting also needs a new definition for multiple reflections:
where w,(Ho) = 1 for an unweighted R factor and w,(Ho) = 1/aZ[li(Ho)] for a weighted R factor.
The deconvolution procedure described here has been incorporated in the Laue View software package (Ren & Moffat, 1995) .
Results
Data sets to test the method of deconvolution were collected on beamline X26C (Getzoff, Jones, McRee, Moffat, Ng, Rivers, Schildkamp, Singer, Spanne, Sweet, Table 1 . Selection of subsets n;.I and n;.2 are the maximum degrees of Chebyshev polynomials for wavelength ranges 0.7 to 1.4/k and 1.4 to 2.0 A, respectively (Ren & Moffat, 1995 
• 148 Teng & Westbrook, 1993) at the National Synchrotron Light Source (NSLS), Brookhaven National Laboratory, as described in the preceding paper (Ren & Moffat, 1995) .
Lysozyme
A hen-egg-white-lysozyme data set of 25 images spaced at 2 ° increments of the spindle angle q~ was collected at room temperature with 1 ms exposure per image, at a crystal-to-detector distance of 150 mm. Diffraction patterns were indexed and integrated with LaueView (Ren & Moffat, 1995) . The crystal diffracted to high resolution, around 1.5 A. This data set was divided into nine subsets (Table 1) in order to test data accuracy and completeness as a function of redundancy. Subsets 1 through 8 cover the same 48 ° range of spindle angle, but with gradually increasing angular spacing between the images. Thus, these subsets are of different redundancy (Table 1) , but cover the same region of reciprocal space. Subset 1 is the entire data set and subset 9 is a single image.
The single reflections of these subsets are used in independent wavelength normalization and other scaling steps for each subset by the program LaueView (Ren & Moffat, 1995) . Internal R factors and the number of observations from which the R factors are calculated are also listed in Table 1 . Both the weighted and unweighted internal R factors are essentially constant for all data subsets, which means that the symmetry-related measurements are almost equally self-consistent within each subset. Hence, the wavelength-normalization curve for each subset can be obtained with almost equal accuracy. Fig. 2 shows the wavelength-normalization curves for each of these nine subsets. The thicker curve is from subset 1, the entire data set, which represents the most accurate wavelength normalization; however, the curves corresponding to each of the other less complete subsets lie closely around it. Notice that these other curves do not define the platinum absorption edges (Ren & Moffat, 1995) as well as that for the complete data set, because some of them are derived using Chebyshev polynomials of lower maximum degree (Table 1) . For data subsets of lower redundancy, Chebyshev polynomials of high maximum degree will merely fit noise, and a significantly lower degree must be used. These accurate wavelength normalization and other scaling processes are essential to the subsequent harmonic deconvolution for each data subset.
The distribution of observations versus spot multiplicity is shown in Fig. 3 . Again, a large tp spacing rapidly reduces the total number of observations, but does not change the fractional distribution against multiplicity (Cruickshank et al., 1987) . Basically, double reflections have 50%; singles, 30%; and triples, quadruples, quintuples and higher-order multiples share the remaining 20% of the total possible multiples. This lysozyme data set happened to have multiples as high as 15th order.
All Bragg reflections (N) of a common unique primary reflection Ho will be resolved simultaneously by leastsquares fitting of a set of K equations. Such a process associated with one unique primary reflection is called one deconvolution. Fig. 4 shows the distributions of deconvolutions in N-K space for the nine subsets (right column). First, deconvolutions with two unknowns are the most populated for all subsets. We emphasize again that not all these equations are derived from double reflections; some can be from singles. Second, the peaks of the distributions (best-populated N-K combination) move rapidly towards the low-K region as the tp spacing increases, which means the number of equations (observations) drops off rapidly. Third, the peaks of the distributions are higher for larger tp spacings than smaller ones, because many high-K and high-N cases are reduced to low-K and low-N cases when the tp spacing increases. Fig. 5 is a direct comparison of these distributions when N --2. As expected, small tp spacing subsets have more cases that are solved by ten or more equations, since these subsets are of high redundancy. Large tp spacing subsets have deconvolutions concentrated in the low-K region, that is, with a low data-to-parameter ratio. All these factors affect final deconvoluted data quality in terms of both accuracy and completeness (see
The left-hand side of Fig. 4 also shows the distribution of the deconvolutions that failed because there were more unknowns N than equations K. For subsets with small tp spacing, there are only a very small number of such cases. For other subsets, the cases with N < K are significantly fewer in number than cases with N> K. When the tp spacing is very large, or only a single image subsets for singles only is depicted by the curves in Fig.  6(a) . Figs. 6(b) and (c) show that the deconvoluted multiples cover the 'low-resolution hole' substantially, and that largely complete data sets can be obtained by the Laue method. For this lysozyme data set, data are almost complete (>90%) for all shells in 2.0 to 10 A range including those with d > 2dmin (Fig. 6c) . Incompleteness in the shells at higher resolution obviously is due to the limited diffraction power of the particular crystal. The accuracy of the data is shown in Table 2 , which presents R factors between our Laue data and a reference monochromatic data set from Brookhaven Protein Data Bank (PDB) structure-factor entry R2LYMSF. the rp spacing increases and the number of unique reflections therefore drops. Excellent correlation between the deconvoluted multiples and monochromatic data is shown in Fig. 7 . The subsets with larger rp spacings tend to have slightly poorer correlation (Fig. 7) . The completeness (Fig. 6 ), R factors (Table 2 ) and correlation (Fig. 7) show that our deconvolution method provides excellent data quality. Structure amplitudes derived from deconvoluted multiples are at least as good as those from singles. Table 2 shows that multiples appear even to have slightly lower R factors than singles; multiples are better populated in the low-resolution ranges with d > 2dmi n.
The quality of electron-density maps is perhaps the most important indication of data quality. Here we show the 2Fo -F¢ maps of Trpl08 (Fig. 8 ) and the disulfide bond between Cys30 and 115 (Fig. 9) . The values of Fo are from Laue subsets 1, 6, 8 and 9; other subsets give 2Fo -Fc maps of quality in between those shown. The values of Fc and phases are calculated from PDB entry 1HEL (Wilson, Malcolm & Matthews, 1992) . In order to truly demonstrate the quality of our Laue data, we deliberately avoided any structural refinement. These maps are calculated from cx~ to 2.5 A resolution in order to compare them directly with the results of Campbell et al. (1994) . Figs. 8 and 9 show that the map quality degrades slowly as the ~p spacing increases, and it collapses for a single image [Figs. 8(g) and 9(g) for subset 9, about 20% complete]. The same views of 2Fo -F¢ maps calculated from single reflections only are also shown side by side with those calculated from single and multiple combined data sets. Clearly, deconvolution of multiples substantially improves the map quality. Figs. 10(a) and (b) show excellent electron-density maps from cx~ to 1.7 A resolution. The hole in the aromatic ring is clearly visible (Fig. 10a) . The disulfide bond has seven r.m.s, contour (Fig. 10b) .
~-Haemolysin oligomer
Lysozyme crystals are of excellent diffraction quality, and we wanted to examine the application of our algorithm to more typical crystals of distinctly lower diffraction quality. We therefore collected a 60-image Laue data set with a ~p spacing of 4 ° at room temperature from the oligomeric membrane-embedded form of an ~-haemolysin crystal (~HL; Bhakdi & Tranum-Jensen, 1991; M. R. Hobaugh, L. Song, S. Cheley, C. Shustak, H. Bayley and J. E. Gouaux, in preparation), as described in the preceding paper (Ren & Moffat, 1995) . These images were integrated to 1.8 A resolution and data were scaled by LaueView (Ren & Moffat, 1995) .
We applied the harmonic deconvolution procedure to this ~HL data set. Fig. 11 shows the completeness of singles, multiples and the final combined data set as a function of resolution bins. The 'low-resolution hole' of the single reflections is clearly shown. No singles were obtained at a resolution lower than 18 A, and singles are very incomplete under 10 A. Harmonic deconvolution significantly increased the completeness in almost every resolution bin (Fig. 11) . The lowest resolution was extended to 25 A. and about 90% completeness can be obtained at 10 A. This Laue data set is 93.6% complete from 10 to 2.5 A resolution. Notice that the curves of multiples and all reflections overlap each other in lowresolution ranges (> 15 A). As we pointed out earlier, this is because all singles in these resolution ranges are also recorded as multiples; in this case combining singles and multiples does not yield more unique reflections than multiples alone. Table 3 shows the merging R factors of the Laue data set and a monochromatic data set collected on an R-AXIS II area detector using Cu K0t radiation from a rotating-anode source, which represents laboratory data of very good quality. Column 2 of Table 3 is reproduced from Table 5 of Ren & Moffat (1995) . These R factors show good agreement between data from entirely different data-collection and processing systems. Again, structure amplitudes from deconvoluted multiples have slightly lower R factors because multiples are heavily populated in the lower resolution range. A final test of data extent and quality is provided by the self-rotation functions calculated from the multiple reflections, since this function relies heavily on the accuracy and completeness of low-resolution data. Figs. 12(a) and (b) show sections x = 180 ° of self-rotation functions calculated from multiple reflections only and the complete Laue data set, respectively. Earlier maps [Figs. 13(a) and (b); Ren & Moffat, 1995] were calculated from a monochromatic data set of very good quality and from Laue single reflections only. All these self-rotation functions demonstrate that the 0tilL membrane-embedded form is a heptamer in which the sevenfold axis is perpendicular to the crystallographic twofold axis b (Gouaux, Braha, Hobaugh, Song, Cheley, Shustak & Bayley, 1994).
Discussion

Singles
Single reflections play two roles in Laue data reduction. All single reflections contribute to wavelength normalization and other scaling processes, and those singles with d > 2drain (or their symmetry-related reflections) may be recorded as multiples on certain other images. Thus they also contribute to energy-overlap deconvolution. Removing those equations (2) established from singles (possible multiples) lowers the data-toparameter ratio by 30% and therefore lowers both accuracy and completeness of the data sets. We therefore retain such singles in our approach.
Triples and higher-order multiples
Double reflections are the largest fraction (50%) among possible multiples. If doubles can be resolved, the energy-overlap problem is mostly solved. However, singles, triples and higher-order multiples have much to do with resolving doubles. Ignoring singles, triples and higher order multiples degrades the data quality. Utilizing all possible multiples in energy-overlap deconvolution is one major advantage over other deconvolution approaches (Helliwell et al., 1989; Campbell et al., 1994) .
Unknowns and knowns
The unknowns in the nonlinear equation (2) are F(nHo) (n -1, 2 .... , N). However, if the values of F2(nHo) are treated as unknowns, the set of equations becomes linear and their solution is somewhat easier. However, the major trouble is how to deal with physically meaningless negative solutions for F2(nHo). are close to 0. Arbitrarily setting them to 0 not only creates many 'unobserved' reflections, but also introduces errors to the other 'deconvoluted' ones, since fewer reflections have to split the total observed intensity. We utilize a nonlinear least-squares-fitting algorithm that avoids such problems yet only takes tens of seconds of CPU time on a widely used Silicon Graphics IRIS Indigo workstation for deconvolution of thousands of reflections. This is a second major difference between our deconvolution and that of and Campbell et al. (1994) . There are two types of knowns (or observables) in (2): the integrated intensities ,I,(8o) (i = 1, 2, ..., K) and the general scale factorsfgene~l ,{nil0) (i = 1, 2, ... , K; n = 1, 2, ..., N). They are the inputs to the deconvolution procedure. Although accurate deconvolution results do rely on an appropriate algorithm, they rely even more on accurate inputs. Successful energy-overlap deconvolution provides a further indication that our integration and scaling procedures (Ren & Moffat, 1995) are accurate.
Single image
How much information can we get from a single Laue image? The answer is complex. For a crystal belonging to a high-symmetry space group, in a selected crystal orientation, illuminated by a wide bandpass beam line, and with diffraction recorded on a large area detector, a single Laue image can record an almost complete data set at higher resolution, though of a low redundancy (Clifton, Elder & Hajdu, 1991) . Our deconvolution procedure will greatly help in retrieving low-resolution data from such an image. But it will still not yield a complete data set since the ,~Lmi n and 2max curves approach closely to each other at low resolution and only a small fraction of reciprocal space can be sampled (Cruickshank et al., 1987) . In a general situation, a single Laue image systematically fails to record a significant fraction of a data set at low resolution, and is thus inadequate to satisfy many procedures of structural analysis. We have demonstrated that data accuracy of both singles and multiples does not rely heavily on the number of images collected, but completeness, of course, does. the LaueView scaling program (Ren & Moffat, 1995) and the scale factors fgener~l,(nH0) (i = 1, 2, ..., K; n = 1, 2,..., N) in (2) will represent these complicated effects and could be taken into account in our deconvolution method. However, we have demonstrated that deliberately introducing absorption effects is not necessary for resolving multiples; the natural X-ray spectrum has made these equations accurately solvable, as realized earlier (Helliwell, 1992) . The other indirect approach ) is a different class of method and is particularly appropriate to small-molecule structures. It seems that both the methods and the inputs (integrated intensities and scale factors) to these methods need to be further refined in order to obtain better results.
Comparison with other harmonic deconvolution procedures
Comparison of data completeness and electron-densitymap quality Campbell et al. (1994) describe a four-image Laue data set with a go spacing of 15 ° collected from the same crystal form of lysozyme. When compared with our corresponding lysozyme subset 6 (four images, 16 ° go spacing), it appears that our data set after multiple deconvolution is more complete, especially at low resolution (>5 A, Table 4 ). Their data set is more comparable with our subset 8 (two images), although their wavelength bandpass (0.5-2.2 A) is wider than ours (0.7-2.0 A). The quality of their electron-density maps also appears similar to our subset 8 or 9 [compare Fig. 4 of Campbell et al. (1994) with our Figs. 8 and 9], rather than to our subset 6.
We have identified two major differences between our deconvolution procedure and the other approaches (Helliwell et al., 1989; . First, our deconvolution utilizes observations of all multiplicities. Second, we resolve multiples by least-squares fitting of many sets of nonlinear equations. We mentioned earlier that the approach of Helliwell et al. (1989) relies on the difference in absorption effects among the films in a pack. From another point of view, these absorption effects could be accurately refined by
Concluding remarks
We have developed a new procedure that resolves energy overlaps in Laue diffraction and leads to accurate and complete structure amplitudes for both lysozyme and ~HL, two crystals of quite different diffraction quality. This procedure utilizes all multiple Laue spots and some single spots (possible multiples), and is based on a nonlinear least-squares fitting. We originally tried to answer the question of when this deconvolution proce-dure would break down. Comparison of data quality, completeness, and resultant electron-density maps indicates that this procedure yields accurate deconvoluted data even in the case of very low redundancy (subset 9). The performance and the results of both wavelength normalization and energy-overlap deconvolution are very stable. However, the data completeness within one subset is dominated by the ~0 spacing and the number of images in a data set; incomplete data seriously affect the quality of electron-density maps. However, the final data set is no longer incomplete in a systematic way: the 'lowresolution hole' has been filled by the deconvoluted multiples.
I. Introduction
Neutron diffraction has traditionally been used to distinguish between elements that are adjacent in the periodic table and therefore difficult to differentiate with X-rays. However, the availability of synchrotron-radiation sources has led to an increase in the use of X-ray anomalous scattering to induce greater scattering contrast between elements of a similar atomic number (Duncan, Freeman & Johnston, 1975; Yakel, 1983; Perkins & Attfield, 1991) Wilkinson, Cheetham & Cox, 1991) . It can be applied to a wide range of elements that have an absorption edge that is suitable for diffraction and is accessible with synchrotron X-rays. We have demonstrated that, at wavelengths close to the Fe K absorption edge, a difference of 6.5 electrons in scattering amplitude can be achieved between iron and cobalt in COEFe(PO4)2 (Warner, Wilkinson, Cheetham & Cox, 1991) , and a difference of 3 electrons is observed between Fe z+ and Fe 3+ in 0t-Fe/PO5 (Warner, Cheetham, Cox & Von Dreele, 1992) . Interest in this technique continues to grow and it is appropriate at this time to conduct experiments that assess the reproducibility of the results obtained using different instrumental conditions and incident energies. In this powder diffraction study of the cation distribution in NiFe2(PO4)2, sarcopside, we compare the results from two independent X-ray experiments at the Fe K edge with those obtained from time-of-flight neutron data.
The structure contains two inequivalent metal sites and only one kind of PO4 group (Fig. 1) 
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